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Tato bakalařská práce se věnuje návrhu a implementaci překladače jazyka C pro mikrokon-
trolér PicoBlaze. V současnosti je vývoj aplikací pro tento mikrokontrolér limitován na po-
užití asembleru. Cílem této práce je tedy vytvořit překladač, který bude snadno upravitelný
a rozširitelný. Návrh a implementace jsou rozděleny do modulů, z kterých každý vykonává
jinou fázi překladu. Moduly takhle mohou být jednoduše vyměněny nebo rozšířeny.
Abstract
This paper describes the design and implementation of a C compiler in Python for the
PicoBlaze microcontroler. Currently developement of applications for this microcontroller
is limited to using assembler. Therefore the goal is to create a compiler that can be easily
modified or extended. Design and implementation is separated into modules. These can be
easily replaced or expanded.
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Implementácia aplikácií použitím nízkoúrovňových jazykov býva často zdĺhavá a obtia-
žna. V praxi je snaha čas samotnej implementácie čo najviac skrátiť a získaný čas veno-
vať lepšiemu návrhu a iným častiam životného cyklu aplikácie. Najčastejším uplatnením
prekladačov je preto urýchlenie implementácie aplikácií umožnením použitia vyšších prog-
ramovacích jazykov, ktoré poskytujú vyššie úrovne abstrakcie. Vyššia abstrakcia ponúka
užívateľom lepšie možnosti návrhu, jednoduchšie zavádzanie úprav kódu a iné vlastnosti
zvyšujúce kvalitu výslednej aplikácie.
Mikrokontrolér PicoBlaze je veľmi flexibilný a prenosný, čím sa stáva veľmi vhodným
cieľom pre vývoj vstavaných aplikácii. Možnosti tvorby aplikácií pre tento mikrokontrolér
sú ale značne obmedzené a je potreba používať priamo assembler. A vzhľadom na jeho
veľkosť a s ňou súvisiace obmedzenia na zložitosť programov je použitie assembleru často
výhodnejším riešením a neboli preto veľké snahy o vývoj prekladačov pre vyššie úrovňové ja-
zyky. Hlavnou nevýhodou takýchto prekladačov býva strata efektivity oproti implementácii
na nižšej úrovni.
Cieľom tejto bakalárskej práce preto bolo navrhnúť a implementovať prenositeľný a hlav-
ne jednoducho rozšíriteľný prekladač jazyka C do assembleru. Jeho rozšíriteľnosť by dávala
možnosť upraviť, nahradiť alebo pridať nové moduly, zlepšujúce kvalitu výsledného assem-
bleru.
Práca je členená nasledovne, v kapitole 2 sa venujem teórii návrhu prekladačov a metó-
dam implementácie, ktoré sa často vyskytujú v praxi. Kapitola je rozdelená do sekcií podľa
fáz prekladu. V kapitole 3 sú popísujem dostupné prostriedky pre implementáciu analyza-
čnej fázy prekladačov v jazyku Python a sú zhodnotené ich výhody a nevýhody vzhľadom
na ich použitie v implementácii prekladača. V kapitole 4 je čitateľovi priblížený mikrokon-
trolér PicoBlaze a jeho vlastnosti, ktoré budú dôležité pri samotnom návrhu a implemen-
tácii. Kapitola 5, v ktorej je podrobne popísaný návrh jednotlivých častí prekladača, podľa
ktorého bol potom implementovaný samotný prekladač. Implementačné detaily sú potom
popísané v kapitole 6, nasledované popisom zvolenej podmnožiny jazyka C s možnosťami
na pridanie nových vlastností v kapitole 7. V kapitole 8 sa bola aplikácia testovaná a porov-
nanie implementácie niekoľkých programov v jazyku C a priamo v assembleri. Záverečná




Prekladače a kompilátory sa zaoberajú problematikou prekladu programov napísaných
v zdrojovom jazyku na programy napísané v inom cieľovom jazyku tak aby oba prog-
ramy boli funkčne ekvivalentné. Vo väčšine prípadov ide o preklad z jazyka vyššej úrovne
(napríklad jazyk C) na jazyk nižšej úrovne (jazyk symbolických inštrukcií, assembler) alebo
priamo na strojový kód.
Preklad býva rozdelený na niekoľko častí. Ako prvé prekladač analyzuje zdrojový prog-
ram a v prípade nájdenia chyby ju ohlási a neúspešne ukončuje preklad. V prípade úspe-
chu pokračuje vytvorením výstupného programu. Podrobnejšie to znamená, že kompilátor
najprv prevedie lexikálnu, syntaktickú a sémantickú analýzu zdrojového kódu. Potom pomo-
cou informácií, ktoré získal počas analýzy vytvorí vnútorný medzikód, na ktorom prevedie
optimalizácie a na koniec z tohoto optimalizovaného medzikódu vygeneruje cieľový kód
programu. Celá kompilácia sa teda skladá zo šiestich fáz. Táto kapitola sa zaoberá popisom
jednotlivých fáz prekladu, podrobnejšie informácie je možné nájsť v [6, 15].
2.1 Lexikálna analýza
Úlohou lexikálnej analýza je čítať znaky zdrojového programu a spájať ich do postupnosti
lexikálnych symbolov (tokenov), v ktorých každý symbol predstavuje logicky súvisejúcu
postupnosť znakov ako je napríklad identifikátor alebo operátor. Postupnosť znakov tvo-
riaca symbol sa nazýva lexém. Niektoré symboly zahrňujúce celú triedu lexikálnych jedno-
tiek sa obvykle reprezentujú ako dvojica <typ symbolu, hodnota>. Vstupom lexikálneho
analyzátora je teda postupnosť znakov čítaná zo zdrojového programu a jeho výstupom
je postupnosť symbolov.
Lexikálne analyzátory pre svoju činnosť používajú dva základné modely: regulárne vý-
razy a konečné automaty.
Regulárne výrazy reprezentujú jednoduché formuly popisujúce jazyky, založené na ope-
ráciách konkatenácie, zjednotenia a opakovania. Tieto výrazy sa používajú na špecifikáciu
lexémov programovacích jazykov.
Konečné automaty predstavujú fundamentálny model lexikálnych analyzátorov, ktoré
sa používajú na implementáciu regulárnych výrazov prijímaného jazyka. Regulárne výrazy
a konečné automaty popisujú rovnakú množinu jazykov – majú rovnakú vyjadrovaciu silu.
Existuje niekoľko variánt od všeobecných, ktoré sa prakticky veľmi ťažko implementujú
(nedeterministické konečné automaty), až po také, ktoré sú dostatočne obmedzené pre po-
hodlnú implementáciu. Tieto varianty konečných automatov majú rovnakú vyjadrovaciu
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silu a môžeme teda použiť nám viac vyhovujúcu variantu. Prevod medzi týmito variantami
je jednoduchý a existujú algoritmy, pomocou ktorých sa dá realizovať prevod regulárneho
výrazu na konečný automat a ten potom upraviť na jeho upravenú formu.
Najčastejšie používaný je úplný deterministický konečný automat, ktorý má oproti vše-
obecnému lepšie vlastnosti: neobsahuje ε-prechody, ktoré reprezentujú zmenu stavu bez
načítania symbolu zo vstupu. Je deterministický a teda v žiadnom stave automatu ne-
vzniká možnosť viacerých prechodov pre jeden konkrétny vstup. A je úplný, teda každý
stav má definované pravidlá pre všetky znaky abecedy.
2.2 Syntaktická analýza
Syntaktická analýza naväzuje na lexikálnu analýzu a používa jej výstupnú postupnosť sym-
bolov ako vstup. Spočíva v zostavovaní lexikálnych jednotiek zo zdrojového programu
do gramatických fráz, ktoré prekladač používa v neskorších fázach prekladu. Gramatické
frázy sa obvykle reprezentujú derivačným stromom, ktorý predstavuje hierarchickú štruk-
túru zdrojového programu. V praxi sa ako výstup syntaktickej analýzy častejšie používa
Abstraktný syntaktický strom (Abstract Syntax Tree – AST), ktorý má oproti derivačnému
stromu niekoľko implementačných výhod. Konštrukcia tohoto stromu je prevádzaná buď
takzvanou metódou zhora-nadol, alebo zdola-nahor.
Úspešnou konštrukciou AST analyzátor potvrdzuje syntaktickú správnosť zdrojového
programu. Syntax zdrojového jazyka je špecifikovaná pomocou gramatík, ktoré sa skladajú
z konečnej množiny pravidiel. Syntaktická analýza je založená na formálnych modeloch
gramatík a zásobníkových automatov.
Gramatiky môžeme deliť na kontextové a nekontextové. Kontextové gramatiky obsahujú
pravidlá, ktoré povolujú transformáciu nonterminálu na terminál iba v určitom kontexte.
Kde za kontext terminálu považujeme reťazec pred alebo za nonterminálom. Zároveň tieto
gramatiky zakazujú pravidlá, ktoré transformujú nonterminál na prázdny reťazec.
Bezkontextové gramatiky naopak obsahujú pravidlá, ktoré transformujú nonterminály
bez ohľadu na ich kontext – na ľavej strane pravidiel sa nachádzajú iba nonterminály. Okrem
toho tieto gramatiky povoľujú aj pravidlá prevodu terminálu na prázdny reťazec.
V informatike sa na analýzu programovacích jazykov používajú hlavne bezkontextové
gramatiky pretože pre ne existujú rýchle algoritmy, ktoré sa jednoducho implementujú.
Najpoužívanejšie sú LL a LR analyzátory.
Zásobníkový automat je konečný automat rozšírený o teoreticky nekonečne veľký zá-
sobník používaný ako pamäť. Toto rozšírenie im dáva rovnakú vyjadrovaciu silu ako majú
bezkontextové jazyky.
Takýto automat funguje v krokoch, v ktorých podľa pravidiel odoberá znaky zo vstupu
a mení svoj aktuálny stav a reťazec na zásobníku. Cieľom programátora je ako aj u ko-
nečných automatov implementovať deterministický zásobníkový automat. Deterministický
automat sa od všeobecného líši v tom, že pre každú možnú konfiguráciu existuje práve jedno
aplikovateľné pravidlo.
Abstraktný syntaktický strom
Abstraktný syntaktický strom je reprezentáciou zdrojového kódu pomocou stromovej štruk-
túry konštánt, premenných, operátorov a príkazov. Táto reprezentácia má výhodu v tom,
že zakrýva špecifické syntaktické vlastnosti zdrojového jazyka a vyjadruje iba základnú syn-
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taktickú štruktúru. Vzniká ako výstup syntaktickej analýzy a ďalej pokračuje ako základná
dátová štruktúra, na ktorej je postavená sémantická analýza a generovanie cieľového kódu.
Nasledujúce fázy prekladu potom môžu byť implementované relatívne jednoduchým
spôsobom. Väčsinou ide len o jednoduchý rekurzívny prechod vytvoreným AST pričom
chovanie programu bude ovládané rôznymi typmi uzlov stromu. Toto chovanie sa dá imple-
mentovať vo forme návrhového vzoru návštevníka (Visitor pattern). Výsledná kombinácia
je v praxi veľmi obľúbená a často používaná.
Návrhový vzor Visitor
Návrhový vzor Visitor je metóda odčlenenia algoritmu od dátovej štruktúry v jazykoch
využívajúcich objektovo orientovaného prístupu. Základnou myšlienkou je mať niekoľko zá-
kladných tried tvoriacich určitú hierarchiu. Každá z týchto tried má vlastnú metódu accept,
ktorá berie ako parameter objekt typu visitor. Trieda typu visitor má potom rozhranie rôz-
nych visit metód pre každú z týchto základných tried. Metóda accept potom volá svoju
príslušnú metódu visit. Táto vlasnosť je veľmi výhodná v prípade, že nevieme akého presne
typu sú dáta, s ktorými pracujeme.
Týmto spôsobom sme schopný oddeliť dáta od algoritmu a vytvoriť niekoľko objektov
typu visitor kde každý z nich bude mať inak implementované metódy. V prípade prekladačov
sa tento návrhový vzor dá využiť tak, že našou dátovou štruktúrou bude AST a objekty typu
visitor potom budú predstavovať fázy sémantickej analýzy, generovania medzikódu. Ďalej
môžeme pokračovať s trojadresným kódom a jeho optimalizáciou a prevodom na cieľový
kód. Podrobnejšie informácie sú dostupné v [7].
Metódy
Syntaktický analyzátor verifikuje, že tokenizovaná verzia zdrojového programu, vytvorená
lexikálnym analyzátorom, je syntakticky správna podľa nejakej gramatiky. Jeho úlohou
je zostrojiť derivačný strom, u ktorého pozná len jeho koreň a koncový reťazec tokenov,
ktoré sa musí pokúsiť nejako spojiť podľa pravidiel danej gramatiky. K tomu existujú dva
základné prístupy: zhora-nadol a zdola-nahor. Predpokladajme gramatiku G = (GΣ,GR).
Syntaktický analyzátor zhora-nadol založený na gramatike G je reprezentovaný zásob-
níkovým automatom M = (MΣ,M R), ktorý je ekvivalentný s G a prevádza výpočty tak,
že používa svoj zásobník na zostrojenie derivačných stromov gramatiky G z ich koreňových
prvkov ku koncovým listom. Týmto spôsobom vlastne M modeluje najľavejšie derivácie
gramatiky G vo svojom zásobníku. V praxi sa takýto zásobníkový automat implementuje
pomocou rekurzívnych funkcií, čo odoberá potrebu implementovať zásobník, namiesto kto-
rého sa využíva zásobník použitý pre rekurziu. Syntaktickým analyzátorom zhora-nadol
hovoríme aj LL syntaktické analyzátory.
Algoritmus LL analyzátoru číta vstup zľava a snaží sa načítavaný reťazec usporiadať
do najľavejšieho derivačného stromu. V prípade, že uspeje, vstupný reťazec vyhovuje zada-
nému jazyku a vytvorený derivačný strom sa použije v ďalších častiach prekladu. Gramatiky
prijímané takýmto analyzátorom nazývame LL gramatiky a sú podtriedou deterministic-
kých bezkontextových jazykov. Často sa používa aj označenie LL(k) kde k je počet symbo-
lov, na ktoré je potrebné sa pozrieť pre úspešné vybratie nasledujúceho pravidla.
U metódy zdola-nahor, tak isto ako u analyzátorov zhora-nadol, predpokladáme grama-
tiku G, na ktorej založený syntaktický analyzátor je reprezentovaný zásobníkovým auto-
matom M . Narozdiel od metódy zhora-nadol, ale začína od koncových tokenov a zostrojuje
z nich strom postupujúc smerom ku koreňu. Automat M vlastne modeluje najpravejšie
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derivácie odzadu. Takýmto syntaktickým analyzátorom hovoríme aj LR syntaktické analy-
zátory.
Algoritmus LR analyzátoru číta vstup zľava a snaží sa načítavaný reťazec usporiadať
do najpravejšieho derivačného stromu. Podobne ako u LL analyzátora úspešná konštrukcia
derivačného stromu je pokladaná za prijatie vstupného reťazca.
Gramatiky prijímané takýmto analyzátorom nazývame LR gramatiky. Oproti LL gra-
matikám dokážu LR gramatiky rozpoznať vacší počet gramatík a samotný LR analyzátor
má lepšie vlastnosti na správnu detekciu syntaktických chýb. LR analyzátor je napriek
tomu rovnako efektívny ako LL analyzátor. Implementácia takýchto analyzátorov je ale
náročnejšia a je často realizovaná pomocou generátorov.
Okrem toho môžu byť analyzátory obecných LR gramatík vysoko pämaťovo náročné
kvôli rozsahu používaných rozkladových tabuliek. Kvôli tomu sa zaviedli gramatiky LALR,
ktoré predstavujú akýsi kompromis medzi všeobecnými LR gramatikami a gramatikami
LR(1). LALR gramatiky využívajú výrazne menšie rozkladové tabulky za cenu slabších
možností takýchto gramatík. Napriek tomu dokážu popísať väčšinu syntaktických konšt-
rukcií programovacích jazykov. V súčastnosti sú často používané generátory yacc a Bison,
ktoré využívajú práve LALR gramatiky.
2.3 Sémantická analýza
Fáza sémantickej analýzy zpracováva predovšetkým informácie, uvedené v deklaráciách
a ukladá ich do vnútorných dátových štruktúr. Pomocou nich bude potom prevádzať sa-
motnú sémantickú kontrolu príkazov a výrazov. Sémantická analýza pozostáva z niekoľkých
druhov kontrol.
Medzi najdôležitejšie zložky sémantickej analýzy patrí typová kontrola. Kompilátor u nej
kontroluje či všetky operátory majú operandy povolené špecifikáciou zdrojového jazyka.
Niektoré jazyky povoľujú použitie nesprávnych dátových typov na niektorých miestach
v prípade, že je možný prevod na správny dátový typ, napríklad prevod celých čísiel na re-
álne čísla.
Ďalej kontroluje výrazy, ktoré spôsobujú zmenu toku programu. Syntakticky je totižto
možné mať skokovú inštrukciu odkazujúcu na neexistujúce návestie. Túto kontrolu musí
vykonať sémantický analyzátor a je kvôli nej nutný viac násobný prechod zdrojového kódu.
Kontrola jedinečnosti. Niektoré objekty ako napríklad identifikátory môžu byť defino-
vané iba raz v celom programe. Viacnásobné definovanie takýchto objektov vyvoláva sé-
mantickú chybu.
Vykonávanie týchto kontrol býva väčšinou jednoduchá záležitosť s využitím informácií
uložených v tabulke symbolov.
Tabulka symbolov v sebe ukladá informácie o definíciách a deklaráciách premenných,
funkcií a typov. Jej najdôležitejšie využitie je v sémantickom analyzátore, ktorý z nej čerpá
potrebné informácie. Okrem toho je potom využívaná pri generovaní kódu tak aby bol vý-
sledný kód čo najekonomickejší. Tabulka symbolov je vytvorená počas sémantickej analýzy
a je využívaná vo všetkých nasledujúcich fázach prekladu.
2.4 Generovanie medzikódu
Po úspešnom dokončení analýzy zdrojového kódu prekladače môžu generovať intermediárnu
reprezentáciu programu (medzikód). Medzikód by mal byť jednoducho vytvoriteľný z infor-
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mácií dostupných po analýze kódu a jednoducho prevediteľný na cieľový program.
Generovanie medzikódu nieje pre úspešný preklad potrebné a je možné priamo vytvoriť
kód v cieľovom jazyku. Dôvodom pre jeho vytvorenie je optimalizácia a jednoduchší preklad
na cieľový kód. Môže ale byť aj použitý na interpretáciu v interpretačných prekladačoch.
Najčastejšie používaný je trojadresný kód.
Inštrukcie trojadresného kódu reprezentujú jednoduché príkazy, ktoré sú jednoducho
prevediteľné na inštrukcie assembleru. Vo všeobecnosti ich zapisujeme ako štvoricu
[O,X, Y, Z],
kde O je operátor, X je prvý operand, Y jedruhý operand a Z jevýsledok. Operandy
a výsledok operácie sú reprezentované adresami do tabulky symbolov — preto trojadresný
kód.
Komplikovanejšie výrazy sú v trojadresnom kóde reprezentované dlhou sekvenciou jed-
noduchších príkazov, ktoré počítajú medzivýsledky a používajú pomocné premenné. Tieto
pomocné premenné nie sú súčasťou syntaktického stromu, pretože by spomalovali fázu ana-
lýzy.
2.5 Optimalizácia
V tejto fáze sa prekladač pokúša optimalizovať vytvorený medzikód za účelom zrýchlenia
cieľového programu. Okrem toho sú niektoré optimalizácie prevedené aj počas generovania
cieľového kódu, tie závisia od vlastností stroja, pre ktorý je kód generovaný.
Niektoré optimalizácie môžu byť veľmi jednoduché, napríklad predpočítanie konštant-
ných výrazov a použitie výsledku namiesto toho aby sa tento výsledok počítal znova pri ka-
ždom spustení výsledného programu. Zložitejšie optimalizácie bývajú často výrazne časovo
náročné a množstvo prekladačov, ktoré takéto optimalizácie vykonávajú, strávia výraznú
časť prekladovej doby práve v tejto fáze.
Pri optimalizácii kódu sa pokúšame upraviť alebo vynechať niektoré inštrukcie tak aby
výsledok bežal rýchlejšie. Sú povolené akékoľvek úpravy, ktoré zachovajú pôvodnú funkciu
programu. Aby táto vlastnosť bola zaručená, optimalizátor najprv rozdelí program do zá-
kladných blokov inštrukcií, ktoré sú vždy prevedené sekvenčne od ich začiatku až po koniec.
Tieto bloky sú vytvárané tak aby sa v nich nenachádzala žiadna inštrukcia meniaca tok
programu. Nad týmito blokmi a medzi nimi je prevedená analýza použitia premenných.
A na základe tejto analýzy sa vyberú a vykonajú vhodné optimalizačné transformácie.
2.6 Generovanie cieľového kódu
V poslednej fáze prekladu sa generuje cieľový kód, tým často býva strojový kód alebo kód
symbolických inštrukcií (assembler). Úlohou prekladača v tejto fáze prideliť premenným
miesto v pamäti, a previesť inštrukcie optimalizovaného medzikódu na inštrukcie strojového
kódu, ktoré prevádzajú rovnakú operáciu. Pri generovaní kódu sa využívajú základné bloky
inštrukcií vytvorené rovnako ako v optimalizačnej fáze po úspešnom preložení týchto blokov
sa postupne pospájajú s jednotlivými inštrukciami kontrolujúcimi tok programu.
Jedným z najdôležitejčích problémov, ktoré sa musia v tejto fáze riešiť je efektívne pride-
lovanie registrov premenným. Keďže cieľové stroje využívajú konečný počet registrov a ma-
nipulácia s pamäťou je vždy časovo náročná je treba používať algoritmus, ktorý preferuje
operácie manipulujúce nad registrami a snaží sa minimalizovať počet prístupov do pamäte.
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Výsledkom tejto fáze je program v cieľovom jazyku, ktorý je funkčne ekvivalentný
so vstupným programom.
Pridelovanie registrov
Pridelovanie registrov je jednou z najdôležitejších častí generovania výsleného kódu a jeho
optimalizácie. Registre majú oproti bežnej pämati výhodu veľkej rýchlosti, väčšinou je ich
ale veľmi limitovaný počet. Efektívne pridelenie premenných do registrov má potom výrazný
vplyv na výslednú rýchlosť programu. Cieľom pri pridelovaní registrov je teda ponechávať
si najčastejšie používané premenné v registroch a do pamäte ukladať menej používané
premenné.
Na analýzu sa používajú základné bloky, na ktoré je kód rozdelený, tak ako je popísané
v optimalizačnej fázi. V jednotlivých blokoch je potom sledovaná životnosť premenných.
Premenná je živá v prípade, že je neskôr v bloku použitá na pravej strane výrazu. Na zis-
tenie doby života jednotlivých premenných sa používa spätný algoritmus. Doba života je
pre pridelovanie registrov dôležitá, pretože sa z nej dá zistiť, ktoré premenné sú živé súčasne
a teda musia byť priradené do samostatných registrov.
Na prideľovanie registrov existuje mnoho algoritmov. Najpoužívanejším postupom je pri-
deľovanie registrov ofarbovaním grafu. Tento postup vytvára graf, v ktorom vrcholy pred-
stavujú premenné a hrany predstavujú prekrývanie sa ich života. Ofarbením grafu teda
vieme zistiť aký počet registrov potrebujeme. V prípade nedostatku registrov je potom po-
trebné zistiť, ktoré premenné sú vhodné na presun do pamäte. Z grafu dokážeme zistiť,
ktorá premenná spôsobuje najviac konfliktov počas svojho života a je teda kandidátom
na presun do pamäte. Ak je táto premenná ale často používaná, často je vhodnejšie rozdeliť
jej životnosť na niekoľko pomocných premenných a tak potenciálne znížiť počet konfliktov,
ktoré spôsobuje. To môže viesť k nájdeniu vhodnejšieho kandidáta na presun do pamäte.
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Kapitola 3
Analýza v jazyku Python
Python ako skriptovací jazyk poskytuje rôzne prostriedky na spracovávanie textu, a preto
sa dá veľmi jednoducho použiť aj na analýzu zdrojových textov programovacích jazykov.
Okrem toho je dostupných mnoho rôzne modulov, ktoré podporujú rôzne druhy gramatík
prijímaných jazykov. Výberom vhodného modulu môžeme ovplyvniť efektivitu výsledného
analyzátora, rýchlosť jeho implementácie a spôsob zadávania gramatiky analyzovaného ja-
zyka. Cieľom tejto kapitoly je priblížiť existujúce moduly a porovnať ich vlastnosti.
3.1 Plex, shlex
Patria medzi jednoduchšie nástroje na analýzu vstupu v jazyku Python. Poskytujú roz-
hranie pre tvorbu lexikálnych analyzátorov. Sú vhodné pre analýzu jednoduchších jazykov,
ktoré nemajú náročný syntax alebo ako základ pre zložitejšie jazyky. Shlex [11] je jednodu-
chší a dostupný priamo v základnej distribúcii jazyka Python. Plex [4] je oproti nemu väčší
a jeho analyzátory majú takmer všetky vlastnosti ako analyzátory generované pomocou
GNU Flex.
3.2 Yapps
Yapps [8] (Yet Another Python Parsing System) je jednoduchý generátor analyzátorov,
ktorý generuje kód v jazyku Python. Jeho je založený na poskytnutí jednoduchého rozhrania
a na tvorbu analyzátorov v ľudsky čitateľnej forme. Jeho nevýhodou je ale to, že je pomalý
a generované analyzátory sú silne obmedzené. Používa LL(1) gramatiky a nedokáže si teda
poradiť s ľavou rekurziou. Bol navrhnutý na analýzu jazykov, na ktoré nestačí použitie
regulárnych výrazov a obecne používané generátory sú zbytočne komplikované.
3.3 DParser
Modul DParser [9] je implementovaný v jazyku C v porovnaní s inými má teda výhodu
rýchlosti. Výsledný analyzátor využíva algoritmus GLR, ktorý rozširuje možnosti LR gra-
matík o analýzu nedeterministických jazykov. Je teda použiteľný aj na prirodzené ľudské
gramatiky. Gramatiky sú definované EBNF pravidlami a regulárnymi výrazmi. Podporuje
automatické zotavenie sa z chýb. Modul obsahuje implementácie gramatík ANSI-C, Pyt-
hon a Verilog, ktoré je možno ihneď použiť. Jeho nevýhodou je ale to, že už nie je aktívne
vyvýjaný a podporuje iba Python verzie 2.x.
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3.4 modgrammar
Knižnica modgrammar [12] slúží k tvorbe analyzátorov a interpretov bezkontextových jazy-
kov. Má široké možnosti použitia od jednoduchej kontroly vstupu až po kompletnú analýzu
programovacích jazykov pre kompilátory alebo interprety. Gramatiky sú definované v syn-
taxe jazyka Python. Definícia gramatiky priamo vytvára analyzátor – nie je potrebné ho
samostatne generovať.
class MyGrammar (Grammar):
grammar = (LITERAL("Hello,"), LITERAL("world!"))
myparser = MyGrammar.parser()
result = myparser.parse_string("Hello, world!")
Umožnuje modularizovať definície gramatík a kombinovať viacero gramatík do väčších
a komplikovanejších gramatík.
class OpeningWord (Grammar):
grammar = (L("Hello") | L("Goodbye"))
class WorldPhrase (Grammar):
grammar = (OPTIONAL(L("cruel") | L("wonderful")), "world")
class MyGrammar (Grammar):
grammar = (OpeningWord, ",", WorldPhrase, "!")
Táto knižnica má veľmi široké možnosti využitia, mnoho výhod a zaujímavých vlastností.
Jedná sa avšak o relatívne mladý projekt a je ťažké nájsť iný projekt, v ktorom by bola
táto knižnica použitá. Práca s ňou teda väčšinou bude vyžadovať začať od nuly.
3.5 PLY
PLY je skratka pre ”Python Lex Yacc”[1]. Jedná sa teda o Implementáciu Lex a Yacc
napísanú v jazyku Python. Generované analyzátory využívajú algoritmu LALR s možno-
sťou použitia SLR. Poskytuje základnú funkcionalitu nástrojov lex a yacc bez zbytočných
prídavkov. Existuje niekoľko aktívnych projektov, ktoré na ňom zakladajú a implementujú
kompletný syntaktický analyzátor populárnych programovacích jazykov. Nemal by preto
byť problém niektorý z nich použiť v našom prekladači. Jedným z takýchto projektov je aj
pycparser, ktorý implementuje kompletný syntaktický analyzátor jazyka C v čistom jazyku
Python a je voľne dostupný pod New BSD licenciou.
Lex/Yacc
Základnou časťou modulu PLY je implementácia nástrojov Lex a Yacc. Tieto nástroje slúžia
na generovanie analyzátorov jazykov, ktoré sú neskôr použité ako súčasť iných programov.
Modul PLY obsahuje vlastnú implementáciu týchto nástrojov, ktorá sa od originálu mierne
líši. Nasledujúci popis sa vzťahuje k originálnym nástrojom, čerpaný z [5, 3], a sú doplnené
príkladmi vstupov akceptovaných modulom PLY.
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Lex
Lex je generátor programov navrhnutých pre lexikálne spracovanie znakov na vstupe. Ak-
ceptuje vysoko úrovňovú špecifikáciu prijímaných reťazcov, z ktorej vyprodukuje program
vo všeobecnom jazyku, ktorý bude rozpoznávať regulárne výrazy. Regulárne výrazy sú za-
dávané užívateľom v zdrojovej špecifikácii predanej do Lex-u. Výsledný program bude tieto
výrazy rozpoznávať vo vstupe a medzi jednotlivými reťazcami, na ktoré sa vstup rozdelí,
môžu byť vykonávané časti programu zadané užívateľom. Vstupný súbor Lex-u teda aso-
ciuje regulárne výrazy, s akciami ktoré sa majú vykonať.
Zo vstupného súboru je generovaný deterministický konečný automat, ktorý rozpoznáva
zadané regulárne výrazy. Množstvo a komplikovanosť zadaných regulárnych výrazov teda
nemá žiadny vplyv na rýchlosť analyzátoru. Zmení sa len veľkosť výstupného programu,
rýchlosť ovplyvnuje len dĺžka analyzovaného vstupu.
Lex samostatne nie je kompletný jazyk ale skôr nová schopnosť, ktorá môže byť pridaná
do iných
”
hostiteľských“ jazykov. Hostiteľský jazyk je použitý ako cieľový jazyk pri genero-
vaní výstupného programu. Slúži aj na špecifikáciu akcií zadávaných užívateľom vo vstup-
nom súbore.
Lex môže byť použitý samostatne na jednoduché transformácie vstupu, alebo na analýzu
a zber štatistík o vstupe na lexikálnej úrovni. Okrem toho môže byť použitý spolu s generá-
torom syntaktického analyzátora, ktorý potrebuje analyzátor nižšej úrovne na rozpoznanie
tokenov.
V module PLY je vytvorenie lexikálneho analyzátoru založené na zadaní množiny gene-
rovaných tokenov do zoznamu tokens napríklad:
tokens = (’NUMBER’, ’PLUS’, ’MINUS’)
Pre zadané tokeny sú potom vytvorené pravidlá pomocou regulárnych výrazov a v prípade






Z takto zadaných informácií sa dá potom vytvoriť objekt lexikálneho analyzátora. Takto
vygenerovaný objekt potom prijme textový vstup pomocou volania metódy input, z ktorého






Yacc poskytuje základný nástroj pre zavedenie štruktúry do vstupu programu. Užívateľ
Yacc-u pripraví špecifikáciu vstupného procesu — pravidlá popisujúce štruktúru vstupu,
kód ktorý má byť vykonaný v reakcii na rozpoznanie pravidla, a rutinu na nižšej úrovni,
ktorá bude spracovávať základný vstup (lexikálny analyzátor). Yacc z tohoto vygeneruje
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funkciu na kontrolovanie vstupného procesu. Táto funkcia je vlastne syntaktickým ana-
lyzátorom, ktorý využíva zadanú rutinu na získanie základných prvkov (tokenov). Tieto
tokeny potom organizuje podľa zadaných pravidiel a v prípade, že je niektoré z pravidiel
rozpoznané je vykonaná zadaná akcia.
Základom špecifikácie je množina gramatických pravidiel. Tieto pravidlá popisujú pri-
jateľnú štruktúru a pomenúvajú ju. Napríklad štruktúru dátumu môžeme pomocou Yacc
popísať pravidlom
datum : mesiac_slovne den ‘,‘ rok ;
kde mesiac slovne, den a rok reprezentujú iné štruktúry vstupu, ktoré sú definované
na inom mieste. Dôležitú úlohu tu zohráva aj lexikálny analyzátor, ktorý má na starosti roz-
poznávať primitívnejšie štruktúry ako napríklad mesiac slovne. Podobné štruktúry môžu
byť prijímané aj pomocou vlastných gramatických pravidiel, čo ale môže výrazne zvýšiť ich
počet a tým pádom zvýšiť komplexnosť výsledného analyzátora.
V module PLY sa pravidlá zadávajú do funkcií ako dokumentačné reťazce funkcií, ktoré
definujú chovanie daného pravidla. Pred definícou pravidiel gramatiky je najprv potrebné
do modulu importovať zoznam tokenov definovaný v module lexikálneho analyzátora na-
príklad príkazom:
from calclex import tokens
Formát pravidiel je podobný ako u nástroja Yacc:
def p_expression_plus(p):
’expression : expression PLUS term’
# ^ ^ ^ ^
# p[0] p[1] p[2] p[3]
p[0] = p[1] + p[3]
Objekt syntaktického analyzátora je možné jednoducho vytvoriť príkazom
yacc(), ktorý sa nachádza v module PLY. Tento objekt je potom možné spojiť s lexikálnym
analyzátorom vytvoreným v predchádzajúcej časti, ktorý použije na tokenizáciu vstupných
dát. Výstup takejto analýzy je vytváraný podľa definovaného chovania pravidiel. Vo väčšine
prípadov sa jedná o AST, u jednoduchých gramatík je ale možné vstup priamo interpretovať.
parser = ply.yacc.yacc()






PicoBlaze je kompaktný a cenovo výhodný 8-bitový mikrokontrolér optimalizovaný na FPGA
od firmy Xilinx. Je postavený na RISC architektúre s veľmi základnou inštrukčnou sadou.
Vďaka spomínaným optimalizáciám je schopný výkonu od 44 až do 100 miliónov inštrukcií
za sekundu s veľmi nízkymi nárokami na FPGA obvod.
Jadro mikrokontroléru je úplne vstavané na cieľovom FPGA a nepotrebuje žiadne ďalšie
zdroje pre svoju činnosť. Okrem toho môže byť jeho funkcionalita jednoducho rozšírená
pripojením ďalších periférií pomocou portov.
Ďaľšou z jeho výhod je to, že sa dodáva vo forme zdrojového kódu vo VHDL a môže byť
teda veľmi jednoducho prenesený na nové FPGA architektúry bez výrazných problémov
s kompatibilitou.
Hlavným cieľom tejto práce je zostrojiť vhodný prekladač zdrojových kódov, v jazyku C,
do assembleru tohoto mikrokontroléru. V súčastnosti totižo existuje iba prekladač pre as-
sembler a okrem toho nie je žiadna iná možnosť programovania aplikácií pre tieto mikro-
kontroléry. Pre úplnosť je potrebné dodať, že v minulosti existoval prekladač pre jazyk C.
Jeho vývoj bol ale ukončený a prekladač už nieje dostupný [10].
Cieľom tejto kapitoly je priblížiť architektúru mikrokontroléru, podrobnejšie informácie
je možné nájsť v [13].
4.1 Vlastnosti a architektúra
V tejto časti sú popísané dôležité súčasti a vlastnosti daného mikrokontroléru a jeho ar-
chitektúry, ktoré budú dôležité pri konštrukcii prekladača. Mikrokontrolér je registrovej
architekrúry s 16timi všeobecnými registrami šírky 1 bajt. Programová pamäť má kapa-
citu 1024 inštrukcií. Aritmeticko-logická jednotka (ALU) má šírku jedného bajtu a podpo-
ruje základné aritmetické operácie. K dispozícii je 64 bajtová pamať RAM a 256 vstupno-
výstupných portov. Pre inštrukcie CALL a RETURN je využívaný adresový zásobník s hĺbkou
31 úrovní. Mikrokontrolér využíva redukovanú inštrukčnú sadu (RISC), a všetky inštrukcie
sú vykonávané rovnakú dobu, programy majú preto veľmi predpovedateľný výkon.
Na obrázku 4.1 je diagram znározňujúci architektúru mikrokontroléru v blokovom dia-
grame. Je na ňom vidieť väčšinu spomínaných vlastností a prepojenia medzi nimi. Okrem
toho tu vidíme Program Counter, ktorý obsahuje adresu aktuálnej inštrukcie a kontrolné
bity ZERO a CARRY indikujúce stav predchádzajúcej ALU operácie.
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Obr. 4.1: Blokový diagram PicoBlaze [13]
Všeobecné registre
Mikrokontrolér PicoBlaze obsahuje 16 registrov so všeobecným použitím. Žiadny register
nemá špeciálnu rolu alebo vyššiu prioritu. Mikrokontrolér je teda registrovej architektúry
a operácie prebiehajú na špecifikovaných registroch.
Z pohľadu prekladača budú registre predstavovať veľmi dôležitú časť. Pri väčšom po-
čte užívateľských premenných bude potrebné riešiť problém odkladania hodnôt registrov
do pamäte. Efektivita tohoto riešenia potom bude mať veľký vplyv na rýchlosť výslednej
aplikácie.
Pamäť programu
Programové pamäť je schopná uchovávať 1024 18-bitových inštrukcií programu. Na tento
účel býva vyhradený samostatný blok RAM pamäte. Toto obmedzenie na 1024 inštrukcií
bude ďalším problémom, ktorý bude prekladač musieť vhodne riešiť a z toho dôvodu vý-
sledný kód čo najviac optimalizovať. V opačnom prípade nebude možné vstupný program
preložiť korektne
Aritmeticko logická jednotka
Vykonáva všetky výpočty, ktoré mikrokontrolér požaduje, podporuje:
• základné aritmetické operácie ako sčítanie a odčítanie
• bitové logické operácie ako AND, OR, XOR
• aritmetické porovnanie a bitové testovanie
• inštrukcie bitového posunu a rotácie
Všetky operácie sú prevádzané nad špecifikovaným registrom. Výsledok je vrátený do toho
istého registra okrem výsledku sú ešte nastavené aj kontrolné bity ZERO a CARRY. Druhým
parametrom inštrukcie, ak je vyžadovaný, môže byť buď register alebo 8 bitová konštanta.
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Pamäť dát
PicoBlaze obsahuje internú pamäť na všeobecné použitie s veľkosťou 64 bajtov. Môže byť
adresovaná priamo alebo nepriamo z registra pomocou inštrukcií STORE a FETCH.
Inštrukcia STORE zapisuje obsah ktoréhokoľvek registru na akékoľvek miesto v pamäti.
Naopak inštrukcia FETCH naplní zadaný register obsahom na zadanom mieste v pamäti.
Týmto spôsobom je výrazne rozšírený možný počet premenných.
Pamäťové miesta môžu byť adresované priamo konštantou alebo nepriamo obsahom
registra. V tom prípade sa berie do úvahy iba nižších 6 bitov registra.
Vstupno-výstupné porty
Z pohľadu prekladača bude užívateľsky najpríjemnejšie riešiť rozhranie portov pomocou
globálnej premennej typu pole. Okrem toho môžu byť pomocou portov a externých zaria-
dení riešené komplexnejšie konštrukcie, ktoré nám jazyk C ponúka, ako napríklad pripoje-
nie väčšej pamäte a jej využitie napríklad na operácie s reťazcami. Interná pamäť totižto
na operácie s reťazcami vo väčšine prípadov stačiť nebude.
Kontrola toku programu
Tok programu môže byť ovplyvnený niekoľkými spôsobmi. Základným z nich je podmienený
a nepodmienený skok. Inštrukcia JUMP môže skočiť na akékoľvek miesto v 1024 miestnom
programovom úložisku.
Ďalej môžeme použiť inštrukcie CALL a RETURN, ktoré nám umožnujú prácu so subru-
tinami. Inštrukcia CALL automaticky ukladá návratovú adresu na zásobník a skáče na za-
čiatok subrutiny. Adresový zásobník dokáže v sebe uchovávať až 31 návratových adries,
čo umožnuje celkom veľkú hĺbku zanorenia. Je ale treba poznamenať, že zásobník funguje
ako cyklická rada a je si treba dávať pozor na príliš hlboké zanorenie, ktoré by spôsobilo
prepísanie starších návratových adries.
Okrem toho PicoBlaze podporuje aj prerušenia. V prípade, že sú prerušenia povolené
a nastane udalosť prerušenia, zachová sa mikrokontrolér podobne ako u inštrukcií CALL
a RETURN kde uloží návratovú adresu na zásobník a volá špeciálnu subrutinu, ktorá
spracováva prerušenia. Odozva mikrokontroléru je veľmi rýchla a zaberá len 5 cyklov hodi-
nového signálu. Napriek tomu je ale doporučované synchronizovať všetky používané vstupy
pomocou hodinového signálu.
Na prerušenia je poskytovaný jeden vstupný signál. Pri vzniku prerušenia je, po doko-
nčení aktuálnej inštrukcie, automaticky prevedená inštrukcia CALL 3FF na posledné miesto
programovej pamäte. Na tomto mieste býva typicky skok na rutinu, ktorá obsluhuje dané
prerušenie. Toto chovanie je dôležité pretože bude potrebné riešiť to ako umožniť spraco-
vávať prerušenia v jazyku C.
Okrem iného PicoBlaze počas prerušenia uloží stav kontrolných bitov ZERO a CARRY,
uloží adresu inštrukcie, ktorá sa má vykonať po obslúžení prerušenia a zakáže príjem ďalších
prerušení.
KCPSM3
Ako už bolo spomenuté, vývoj aplikácií pre mikrokontrolér PicoBlaze je limitovaný na po-
užitie assembleru. Implementovaný program je pred použitím potreba preložiť do binárnej
formy. Existujú dve formy použiteľného assembleru, KCPSM3 a pBlazIDE, ktoré sa líšia
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iba v zápise niektorých inštrukcií. Prekladače pre obe formy sú voľne dostupné. Pre naše
potreby bude stačiť použitie prekladača KCPSM3, ktorý funguje ako DOS aplikácia [14].
Ako vstup prijíma textový súbor s programom v podporovanom assembleri. Ako výstup
vytvorí, okrem iného, dva súbory so zkompilovanou verziou vstupného programu v šestnás-




V tejto kapitole je podrobnejšie popísaný môj návrh implementovaného prekladača a jeho
jednotlivých súčastí. Pri návrhu som rozdelil prekladač do modulov, ktoré vykonávajú jednu
z úloh popísaných v kapitole 2. Jednotlivé moduly sú potom spojené do jedného programu,
s ktorým bude užívateľ komunikovať. Cieľom bolo dosiahnuť čo najjednoduchší spôsob ako
umožniť zmenu jednej časti prekladača, tak aby boli ostatné časti čo najmenej ovplyvnené.
5.1 Lexikálna a Syntaktická analýza
Pre lexikálnu a syntaktickú analýzu bolo využite popisované rozšírenie modulu PLY –
pycparser [2], ktorý je schopný analyzovať zdrojové kódy podľa štandardu C99 a poskytuje
vhodné rozhranie pre začlenenie do kompletného projektu. K projektu pycparser neexistuje
žiadna dokumentácia okrem niekoľkých príkladov dostupných v balíku. Informácie potrebné
k návrhu boli teda čerpané zo zdrojových súborov projektu, ktoré majú dobre komentované
používané rozhranie.
Výstupom jeho analýzy je abstraktný syntaktický strom, pre ktorý je v module vytvo-
rená základná trieda pre Visitor objekty nad daným stromom. Je teda veľmi jednoduché
strom ďalej analyzovať a transformovať čoho som využil pri návrhu a implementácii séman-
tického analyzátora a generátora medzikódu.
Modul pycparser definuje niekoľko základných tried, ktoré sú z nášho pohľadu významné
a to:
• Node, je použitá ako základná trieda pre odvodenie tried reprezentujúcich jednotlivé
uzly AST. atribút children predstavuje zoznam všetkých synovských uzlov. Metóda
show sa dá použiť na pekný výpis celého stromu. Od tejto triedy sa potom odvodzujú
všetky ostatné uzly, ktoré navyše definujú svoje vlastné atribúty.
• NodeVisitor, je šablónou pre konštrukciu tried pre Visitor objekty nad stromami
zloženými z Node objektov. Definuje dve základné metódy visit a general_visit.
Pri prechode stromom sa volá metóda visit, ktorá zabezpečuje volanie správnej
metódy podľa typu uzlu. Metóda general_visit sa potom chová ako záložná metóda
pre uzly s nedefinovaným chovaním.
• CParser, ktorá je použitá pre vytvorenie objektu samotného analyzátora a obsahuje
v sebe definíciu gramatiky prijímaného jazyka C
Štruktúra zostrojovaného AST je založená na triedach zdedených z triedy Node. Týchto
tried je veľké množstvo preto uvedádzam tie najdôležitejšie z nich:
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• Decl , v strome reprezentuje všetky deklarácie funkcií, premenných a typov, v atribúte
name sa nachádza meno deklarovaného identifikátora a v atribúte type je jeho typ,
• FileAST, je vrcholovým uzlom celého stromu, v atribúte ext obsahuje strom celého
analyzovaného súboru,
• FuncDef, reprezentuje definíciu funkcie, skladá sa z jej deklarácie v atribúte decl,
kde sa nachádza podstrom začínajúci uzlom Decl, deklarácií parametrov v atribúte
param_decls, a z tela funkcie v atribúte body,
• IdentifierType, v atribúte names obsahuje pole mien identifikátorov. Tento uzol sa na-
chádza na konci deklarácií a nemá žiadnych potomkov,
• TypeDecl, v atribúte quals obsahuje pole kvalifikátorov typu deklarovaného v atribúte
type,
• TypeDef, reprezentuje výraze typedef definujúce nové typy. V atribúte name obsahuje
meno definovaného typu, type obsahuje definovaný typ,
• Struct, Union uzly, ktoré predstavujú zložené typy v deklaráciách typov, v atribúte
name sa nachádza meno štruktúry alebo unionu, a v atribúte decls sú deklarácie
členských premenných,
• Enum je uzol s podobným významom ako uzly Struct a Union s tým rozdielom,
že má namiesto atribútu decls atribút values, ktorý obsahuje definované hodnoty,
• ArrayRef predstavuje referenciu na prvok pola, v atribúte name sa nachádza identi-
fikátor pola, a v atribúte subscript je výraz v operátore [], určujúci index prvku
pola,
• StructRef podobne predstavuje referenciu na atribút štruktúry, v atribúte name je iden-
tifikátor štruktúry, v atribúte field je atribút na ktorý sa odkazuje, a v atribúte type
je typ referencie . alebo ->
• BinaryOp reprezentuje binárnu operáciu mezdi výrazmi v atribútoch lvalue a rvalue,
operácia sa nachádza v atribúte op,
• UnaryOp podobným spôsobom reprezentuje opráciu v atribúte op nad výrazom v at-
ribúte expr
• Assignment predstavuje príkaz priradenia, v atribúte op je určená operácia priradenia
(napríklad = alebo +=), atribút lvalue určuje cieľ priradenia a rvalue výraz, ktorý
sa priraďuje
• DoWhile, While predstavujú cykly s podmienkou na konci a s podmienkou na za-
čiatku. Podmienka cyklu sa nachádza v atribúte cond, a telo cyklu sa nachádza v at-
ribúte stmt,
• For tiež predstavuje cyklus, okrem podmienky v atribúte cond a tela cyklu v stmt,
obsahuje aj atribút init, pre výraz, ktorý sa má vykonať pred vojdením do cyklu,
a atribút next, pre výraz vykonávaný na konci každej iterácie
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5.2 Sémantická analýza
Sémantický analyzátor svojou činnosťou naväzuje na syntaktický analyzátor. Je teda na-
vrhnutý vzhľadom na to aký výstup a rozhranie mu ním je poskytnuté. Trieda, ktorú mo-
dul definuje, je teda odvodená z triedy NodeVisitor a definuje chovanie pre všetky možné
uzly, ktoré sa v AST môžu vyskytnúť. V každom uzle sa potom prevádza typová kontrola,
a pre deklarácie sa vytvára záznam, ktorý má byť vložený do tabulky symbolov. Okrem me-
tód zabezpečujúcich prechod stromom sú teda potrebné aj metódy na porovnanie dátových
typov a spočítanie veľkosti premennej daného typu.
Výstupom sémantickej analýzy je buď zamietnutie zdrojového kódu z dôvodu séman-
tickej chyby, alebo naplnená tabulka symbolov, ktorá môže byť použitá v ďalších častiach
prekladu. V priebehu sémantickej analýzy je, okrem typovej analýzy, aj napĺňaná tabulka
symbolov. Tú som od modulu sémantického analyzátoru odčlenil do menšieho samostat-
ného modulu. Tento modul bude používaný aj v nasledujúcich moduloch a nemôže byť
teda úplne viazaný iba na jeden modul.
Modul tabulky symbolov definuje niekoľko tried, ktoré spolu tvoria použitú tabulku
symbolov:
Trieda var record
Trieda použitá pre záznamy o premenných. Z pohľadu sémantického analyzátoru musí mať
každá premenná unikátne meno a definovaný typ. Špeciálnym prípadom sú parametre v pro-
totype funkcie kde premenná mať meno nemusí. Tieto informácie sú ukladané v atribútoch
name a dtype. Okrem toho sa môžu v kóde vyskytovať aj premenné s inicializátormi a ko-
nštanty, ktoré sú z pohľadu typovej kontroly zameniteľné s premennými. Záznam teda musí
obsahovať aj atribút pre hodnotu value. Pre nasledujúce fázy prekladu je dôležité mať
možnosť uložiť si informácie o veľkosti premennej size a o jej pozícii v pamäti mem_pos
a regs. Trieda nepotrebuje definovať žiadne metódy, ako rozhranie budú použité priamo
atribúty.
Trieda label record
Trieda použitá pre záznamy o návestiach. Podobne ako u záznamov o premenných musia
mať návestia unikátne mená, ktoré sú uložené v atribúte name. Z pohľadu sémantického
analyzátoru, okrem mena návestia, nieje potrebné uchovávať žiadne iné informácie.
V ďalších fázach prekladu sa tento záznam používa v inštrukciách skokov, ktoré musia
odkazovať na návestia. Pri generovaní skokov sú ale potrebné ďalšie informácie súvisiace
s odkazovaným návestím. Záznamy preto musia mať aj schopnosť uložiť informácie o aktu-
álne naalokovaných premenných tak, aby mohla byť inštrukcia skoku vykonaná bezpečne.
Na to je použitý atribút vars.
Trieda type record
Trieda použitá pre záznamy o typoch. Záznamy o typoch sú potrebné len pre sémantický
analyzátor a z toho dôvodu je dostačujúce zaznamenávať iba meno typu a typ samotný.
Meno typu v gramatike jazyka C nieje vždy potrebné, keď je definícia typu súčasťou dekla-




Trieda použitá pre záznamy o funkciách. Záznamy o funkciách sú už o niečo komplikovane-
jšie. Klasicky musia obsahovať informácie o mene funkcie a o jej návratovom type. Ďalej je
potreba rozpoznať či sa jedná o definovanú funkciu alebo len deklarovanú. Okrem toho mu-
sia mať funkcie vlastnú lokálnu verziu tabulky symbolov obsahujúcu lokálne premenné, typy
a návestia a vhodné bude mať aj špeciálny záznam o parametroch. K takémuto záznamu
je potom potrebné aj vhodné rozhranie pre pohodlné pridávanie a vyhľadávanie.
Atribúty id a labels predstavujú tabulku symbolov a atribút param_decl obsahuje
v správnom poradí odkazy na parametre, ktoré sa nachádzajú v slovníku id. Atribúty
begin, ret_val a size sú potom využívané generátormi kódu na označenie začiatku fun-
kcie, návratovej hodnoty a veľkosti premenných funkcie.
Rozhranie umožnuje pridávanie premenných, parametrov, návestí a lokálne deklarova-
ných typov pomocou metód add_var(), add_param(), add_label() a add_type(). Metódy
param_decls() a param_clr() umožňujú prístup k zoznamu deklarácií parametrov alebo
tieto deklarácie odstrániť z tabulky symbolov. Toto je potrebné pre možnosť viacnásob-
nej deklarácie rovnakej funkcie kde je možné meniť mená parametrov. V takom prípade
je jednoduchšie pôvodné záznamy nahradiť novými. Metódy find_label() a find_id()
umožňujú vyhľadávanie návestí a objektov podľa zadaného identifikátora.
Trieda table of symbols
Spája všetky predchádzajúce triedy do jednej tabulky symbolov a dáva jednotné rozhranie
tabulky symbolov, s ktorým sa ďalej pracuje. Ako vnútornú dátovú štruktúru potrebuje iba
atribút samotnej tabulky id, ktorý bude obsahovať objekty nachádzajúce sa v nej.
Rozhranie potom musí nad touto dátovou štruktúrou umožňovať operácie pridávania
a vyhľadávania prvkov. Prvky v nej budú ukladané podľa mena, ktoré bude ich unikátnym
identifikátorom. Pre tieto potreby je ideálne použiť objekt typu dict, ktorý je variantou
hash tabulky pre jazyk Python.
5.3 Generátor medzikódu
Generátor medzikódu je ďalším krokom v preklade. Pre svoju činnosť potrebuje AST, vy-
tvorený syntaktickou analýzou, ktorý transformuje na inštrukcie. Vytvárané inštrukcie po-
tom obsahujú odkazy do tabulky symbolov, ktoré bližšie špecifikujú vykonávané operácie.
Pre tento modul boli preto navrhnuté dve triedy: trieda Instruction a trieda TAC generator.
Trieda Instruction predstavuje objekty inštrukcií trojadresného kódu. Ako atribúty bude
potrebovať typ/meno inštrukcie a 3 odkazy na premenné do tabulky symbolov, ktoré poslú-
žia ako operandy a výsledok. Nepotrebuje mať žiadne rozhranie, poskytuje nám iba možnosť
pohodlne si pomenovať jednotlivé atribúty.
Trieda TAC generator samotného generátora medzikódu. Je navrhnutá podobne ako
trieda sémantického analyzátora a je odvodená od triedy NodeVisitor. Okrem naplnenej
tabulky symbolov pre svoju činnosť bude potrebovať aj pomocnú metódu sémantického
analyzátora, ktorá počíta veľkost premennej podľa typu. Tá je potrebná pre tvorbu po-
mocných premenných. Okrem premenných sa budú generovať aj pomocné návestia kvôli
podmieneným skokom. Generované premenné a návestia musia byť nekonflitkné s užívate-
ľskými a sú preto použité názvy nepodporované jazykom C.
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Okrem toho trieda definuje návštevné metódy pre jednotlivé uzly, v ktorých sa generuje
zoznam inštrukcií trojadresného kódu. V tejto fáze je potom potrebné riešiť niektoré špe-
ciálne vlastnosti mikrokontroléru PicoBlaze a to vstupné a výstupné operácie a povolovanie
prerušenia.
5.4 Generátor výsledného kódu
Generátor medzikódu vykonáva poslednú transformáciu, ktorej vstupom je zoznam trojad-
resných inštrukcií a výstupom je kód v assembleri daného mikrokontroléru. Modul definuje
triedu generátora c gen, ktorá vykonáva všetky potrebné operácie. Pre správnu činnosť
potrebuje tabulku symbolov a zoznam inštrukcií v trojadresom kóde.
Samotná transformácia bude vykonaná v cykle kde bude každá inštrukcia spracovávaná
samostatne. Trieda definuje pre každý typ inštrukcie vlastnú funkciu. Okrem týchto funkcií
sú potom využívané pomocné funkcie, ktoré sa starajú o správnu alokáciu pamäte a registrov
a premiestňovanie premenných medzi registrami a pamäťou.
Práca s pamäťou
Jedným z najdôležitejších problémov, ktoré táto trieda rieši je alokácia pamäte. Problém
som rozdelil na dve časti kde jedna rieši alokáciu globálnych premenných a druhá rieši
lokálne premenné a volanie funkcií.
Globálne premenné sú prítomné počas celého behu programu a ich umiestnenie v pamäti
sa meniť nebude. Alokovať pre ne pamäť je teda jednoduchšie a priamočiarejšie. Bude im
priradený priestor na začiatku adresového priestoru pamäte. Okrem globálnych premenných
sa tu potom ešte vytvorí priestor pre jednu pomocnú premennú, ktorá bude reprezentovať
návratové hodnoty funkcií. Táto premenná má veľkosť najväčšej návratovej hodnoty všet-
kých funkcií.
Pamäť, ktorá po tejto prvotnej alokácii zostane neobsadená použijem ako zásobník.
Lokálne premenné sú potom alokované obdobným spôsobom ako globálne premenné s ta-
kou úpravou, že sa nealokuje vzhľadom na začiatok pamäťového priestoru ale vzhľadom
na vrchol zásobníku. Alokácia pamäte počas volania funkcie teda posunie vrchol zásobníku
o veľkost všetkých lokálnych premenných a tým pre ne rezervuje miesto. Do tejto veľkosti
sa nepočítajú parametre funkcie pretože tie budú na zásobník vložené samostatne.
Pre alokovanie registrov je použitá rada, v ktorej sú nealokované registre na začiatku
rady a alokované registre sa posúvajú na koniec rady. Alokované sú registre s0 – s13. Register
s15 je používaný ako ukazateľ na vrchol zásobníku a register s14 je používaný ako pomocný




V tejto kapitole sú popísané dôležité implementačné detaily jednotlivých modulov, podrob-
nejší popis rozhraní navrhnutých v kapitole 5 a popisy riešenia významnejších problémov.
6.1 Sémantická analýza
Podľa návrhu vykonáva sémantická analýza dve hlavné úlohy: typovú kontrolu a vytváranie
záznamov v tabulke symbolov. Obe sú vykonávané súčasne počas prechodu syntaktickým
stromom, ktorý je sprostredkovaný visitor metódami.
Deklarácie
Pre vytváranie záznamov je najdôležitejší uzol Decl (5.1), ktorý v sebe zastrešuje všetky
spôsoby deklarácií premenných, typov a funkcií. Prechodom podstromu deklarácie sa vy-
tvorí príslušný záznam, ktorý sa pridá do tabulky symbolov. Keďže sa môže jednať o dekla-
ráciu premennej, typu alebo funkcie je treba tieto prípady rozlíšiť.
Premenné môžu byť globálne a lokálne alebo môžu byť parametrom funkcie. Pre lokálne
premenné si modul analyzátoru pamätá funkciu, v ktorej sa nachádza, a do ktorej daná
premenná patrí. Parametre majú definované špeciálne chovanie pretože funkcie môžu byť
deklarované niekoľko krát. Je teda potrebné buď premennú parametra iba vytvoriť alebo
previesť typovú kontrolu medzi starou deklaráciou a novou deklaráciou.
Funkcie ako už bolo spomenuté môžu byť deklarované niekoľko krát a deklarácia sa na-
chádza aj v definícii. V prípade deklarácie funkcie je teda potrebné previesť typovú kontrolu
vzhľadom na prechádzajúce deklarácie, a pripraviť si pomocné štruktúry na porovnanie
deklarácií parametrov.
Pre deklarácie typov je špecifické to, že môžu byť vnorované bez ovplyvnenia rozsahu ich
platnosti. Deklarácia štruktúry na mieste člena v deklarácii nadradenej štruktúry vytvorí
oba typy s rovnakým rozsahom použiteľnosti. ďalší problém, ktorý vzniká pri deklaráciách
typov súvisí so spôsobom akým typy ukladám do tabulky symbolov. Ako je navrhnuté
v 5.2 záznam má meno a typ. Ako atribút typu používam podstrom samotnej deklarácie
typu. To je veľmi výhodné z pohľadu typovej kontroly pretože stačí porovnať dva stromy
na ich zhodnosť. Problém, ktorý takto ale vynikne, je že po deklarácii nového typu sa už
daná časť stromu v ďalších deklaráciách nevyskytuje čím vzniknú nekompatibilné stromy.
Deklarovanie typov je teda rozdelené do jednotlivých uzlov, ktoré sa môžu v podstrome
deklarácie vyskytnúť. V nich potom riešim nahradenie mena typu za ich reprezentáciu
pomocou stromu. Tým sa vyrieši spomínaný problém. Okrem toho je treba počítať s tým,
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že mená štruktúr a výčtových typov sa zahŕňajú do samostatného menného priestoru. To je
riešené pomocou pridania struct alebo enum na začiatok mena typu.
Typová kontrola
Ako už bolo spomenuté v predchádzajúcej sekcii, typy sú ukladané ako časť syntaktického
stromu nachádzajúca sa v deklarácii typu. Premenné majú vlastný atribút obsahujúci typ
rovnakým spôsobom ako časť stromu. Typová kontrola je potom vykonaná pomocou me-
tódy cmp_type(), ktorá porovnáva dva typy. Porovnanie typov je spravené ako rekurzívne
porovnanie dvoch stromov. Ak sú stromy zhodné typy sú tiež zhodné.
Na začiatku funkcie je prevedená ešte základná typová konverzia pre niektoré typy. Pre-
vádzajú sa výčtové typy na čísla a konštanty sú prevedené na svoj typ. Nerobí sa konverzia
menších typov na väčšie ako napríklad char na int. Zvolil som teda silnú typovosť jazyka.
6.2 Generátor medzikódu
Popis princípu generovania medzikódu je popísaný v sekcii 5.3. V tejto sekcii sa nachádza
popis generovaných inštrukcií, spôsob riešenia vstupných/výstupných portov a povolovanie
prerušenia.
Vstup/Výstup
Pre vstupné a výstupné porty je počas sémantickej analýzy vytvorená globálna premenná
PORT typu pole s rozsahom 256 položiek. Syntaktická analýza pre ňu vytvorí uzol typu
ArrayRef (5.1). Generátor medzikódu pri prechode týmito uzlami kontroluje či sa nejedná
o pole PORT a v prípade, že áno tak vytvára špeciálne inštrukcie, ktoré majú v generátore
výsledného kódu definované vlastné chovanie. Výstupné operácie sú realizované vo forme
priradenia do pola a podobne vstupné operácie použitím pola vo výraze.
PORT[1] = ’A’; //zápis na port 1
x = PORT[2]; //vstup z portu 2
Prerušenie
Prerušenia sú riešené podobným spôsobom ako vstup a výstup. Počas sémantickej analýzy
je vytvorená premenná IFLAG, ktorá slúži ako príznak povolenia/zakázania prerušení. Keď
sa nachádza na ľavej strane priradenia sú prerušenia povolené alebo zakázané podľa toho
či je výraz na pravej strane rôzny od nuly alebo nie.
Subrutina pre obsluhu prerušení je obdobným spôsobom deklarovaná počas sémantickej
analýzy a môže byť definovaná užívateľom. Pre definíciu obsluhy prerušení je rezervovaná
funkcia void interrupt(). Sú pre ňu normálnym spôsobom generované trojadresné inšt-
rukcie s rozdielom toho, že sa pre príkaz return generuje inštrukcia RETI namiesto RET.
Inštrukcie trojadresného kódu
Generované sú nasledovné inštrukcie:
• MOV inštrukcia vykonávajúca priradenie operandu do výsledku, generuje sa na nieko-
ľkých miestach, hlavne vo výraze priradenia. Okrem toho je ale generovaná aj v prí-
pade vytvárania pomocných premenných a vo výrazoch pretypovania. Vykonáva oprá-
ciu op1→ result.
23
• IN inštrukcia generovaná na mieste kde sa má vykonať inštrukcia vstupu z daného
vstupného portu. Na mieste operandu je premenná obsahujúca číslo vstupného portu
a na mieste výsledku je premenná, do ktorej sa má vstup uložiť. Vykonáva operáciu
IN[op1]→ result.
• OUT inštrukcia generovaná na mieste kde sa má vykonať inštrukcia výstupu z daného
výstupného portu. Na mieste operandu je premenná, ktorá sa má poslať na výstup,
na mieste druhého operandu je číslo výstupného portu. Vykonáva operáciu op1 →
OUT[op2].
• AREF inštrukcia generovaná na mieste kde sa odkazuje na prvok pola. Na mieste prvého
operandu je odkaz do tabulky symbolov na premennú pola, do ktorého sa odkazuje,
na mieste druhého operandu je premenná indexujúca prvok pola a pre výsledok sa
generuje pomocná premenná kam sa odkazovaný prvok zapíše. Vykonáva operáciu
op1[op2]→ result.
• SREF inštrukcia generovaná na mieste kde sa odkazuje na prvok štruktúry. Na mieste
prvého operandu je odkaz na štruktúru, do ktorej sa odkazuje, na mieste druhého ope-
randu je číslo určujúce odsadenie odkazovaného prvku vzhľadom na začiatok štruk-
túry a pre výsledok sa generuje pomocná premenná, do ktorej bude prvok umiestnený.
Vykonáva operáciu op1.adr + op2→ result.
• JMP inštrukcia generovaná na mieste nepodmienených skokov. Na mieste prvého ope-
randu má odkaz na návestia, na ktoré sa má skočiť.
• JMPNZ inštrukcia generovaná na mieste podmienených skokov. Na mieste prvého ope-
randu má odkaz na návestia, na ktoré sa má skočiť. Skok má byť prevedený iba
v prípade, že výsledok predchádzajúcej operácie bol nenulový.
• JMPZ inštrukcia generovaná na mieste podmienených skokov. Na mieste prvého ope-
randu má odkaz na návestia, na ktoré sa má skočiť. Skok má byť prevedený iba
v prípade, že výsledok predchádzajúcej operácie bol nulový.
• LABEL inštrukcia návestia. Na mieste prvého operandu sa nachádza záznam návestia
v tabulke symbolov, ktorý bude použitý pri generovaní výsledného kódu. V prípade, že
sa jedná o návestie definované užívateľom je príslušnému záznamu v tabulke symbolov
priradený odkaz na generovanú inštrukciu.
• INTERRUPT_BEGIN inštrukcia nachádzajúca sa za návestím funkcie, ktorá obsluhuje
prerušenia. Táto funkcia je špeciálna v tom, že jej volanie sa nenachádza nikde v zdro-
jovom kóde ale je volaná asynchrónne. V takom prípade nieje možné určiť aké dáta sa
nachádzajú v registroch, je preto potrebné na začiatku funkcie všetky registre uložiť
na zásobník.
• CMP inštrukcia porovnávania. Vykoná porovnanie medzi premennými v operandoch.
Nemá výsledok, iba ovplyvňuje kontrolné bity a je nasledovaná inštrukciou skoku.
• NOP inštrukcia žiadnej operácie. Je generovaná na miestach kde sa nachádza prázdny
príkaz.
• ALLOC inštrukcia generovaná pri spracovávaní volania funkcie. Má na starosti alokovať
pamäť pre volanú funkciu. Ako operand má odkaz na volanú funkciu. Alokuje sa pamäť
iba pre lokálne premenné bez parametrov.
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• PUSH inštrukcia, ktorá vloží premennú na vrch zásobníka. Je generovaná pred volaním
funkcie a vkladá do pamäte parametre volanej funkcie. Ako operand má ukladanú
premennú.
• CALL inštrukcia generovaná na mieste volania funkcie. Na mieste prvého operandu
má volanú funkciu, na mieste druhého operandu má odkaz na funkciu, v ktorej sa
inštrukcia nachádza a na mieste výsledku má veľkosť parametrov volanej funkcie.
Hodnoty v druhom operande a vo výsledku sú potrebné pre správne uloženie lokálnych
premenných nadradenej funkcie tak aby nemohli byť prepísané volanou funkciou.
• RET inštrukcia generovaná pre príkazy return. Na mieste prvého operandu má pre-
mennú, ktorá je výsledkom výrazu a má byť uložená na miesto návratovej hodnoty
funkcie. Na mieste druhého operandu má odkaz na funkciu, v ktorej sa inštrukcia
nachádza. A na mieste výsledku je veľkosť parametrov tejto funkcie, ktorá je použitá
na dealokovanie funkcie. Inštrukcia môže byť generovaná aj na konci definície funkcie
v prípade, že užívateľ príkaz return nezadal.
• RETI inštrukcia podobná predchádzajúcej inštrukcii s tým rozdielom, že sa generuje
na konci funkcie interrupt(), ktorá obsluhuje prerušenia. Táto funkcia nemá návratovú
hodnotu ani parametre takže prvý operand a operand výsledku nie sú zadané.
• FUNCEND inštrukcia označujúca koniec definície funkcie. Inštrukcia sa neprekladá
na žiadne inštrukcie výsledného kódu, je iba informáciou pre generátor výsledného
kódu, že registre, ktoré funkcia používala môžu byť uvoľnené.
• UN<op> množina inštrukcií, ktoré sa generujú na mieste použitia unárnych operátorov.
<op> označuje použitý unárny operátor. Na mieste prvého operátora je premenná,
na ktorej sa má vykonať daná operácia. Na mieste výsledku je vygenerovaná pre-
menná, do ktorej sa má uložiť výsledok operácie. V špeciálnom prípade, že sa jedná
o operátor sizeof je na mieste prvého operandu priamo vypočítaná veľkosť premen-
nej.
• <op> množina inštrukcií, ktoré sa generujú na mieste použitia binárnych operátorov.
<op> označuje použitý operátor. Na mieste operandov sú premenné, nad ktorými je
vykonávaná daná operácia. Na mieste výsledku je vygenerovaná pomocná premenná,
do ktorej sa uloží výsledok.
• EINTER inštrukcia generovaná na mieste priradzovacieho príkazu v prípade, že na ľavej
strane sa nachádza premenná IFLAG. Inštrukcia povoľuje alebo zakazuje prerušenia
podľa toho či je pravá strana výrazu rôzna od nuly alebo nie. Na mieste prvého
operandu je výsledok pravej strany príkazu, ktorý bude testovaný na rovnosť s nulou.
6.3 Generátor výsledného kódu
Generátor výsledného kódu implementuje pre každú inštrukciu medzikódu, popísanú v pred-
chádzajúcej sekcii, vlastnú funkciu, ktorá generuje ekvivalentný kód v assembleri s KCPSM3
syntaxou. Generovaný kód sa dá potom jednoducho preložiť do strojového kódu pomocou
prekladača dostupného od firmy Xilinx.
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Inicializačná fáza
Transformovaniu inštrukcií medzikódu predchádza fáza, v ktorej generátor zisťuje potrebné
informácie z tabulky symbolov. Z tabulky symbolov sú čítané všetky globálne záznamy,
premenných, ktorým je priraďované absolútne miesto v pamäti a funkciám je počítaná pa-
mäťová mapa. Pamäťová mapa funkcie určuje aký priestor má byť alokovaný pre lokálne
premenné funkcie a kde budú jednotlivé premenné umiestnené vzhľadom na vrchol zásob-
níka. Počas toho je počítaná aj najväčšia návratová hodnota zo všetkých funkcií. Podľa nej
sa rezervuje miesto v pamäti za globálnymi premennými kam sa budú ukladať návratové
hodnoty funkcií.
Nakoniec inicializačná fáza generovanuje niekoľko inštrukcií, ktoré nastavia vrchol zá-
sobníka, zakážu prerušenia a volajú hlavné telo programu, ktoré sa nachádza vo funkcii
main().
Práca s pamäťou
Práca s pamäťou sa viaže k alokácii pamäte premenných, a presun hodnoty premenných
medzi pamäťou a registrami. Alokácia premenných je riešená počas inicializačnej fázy. Alo-
kované premenné majú v tabulke symbolov zapísanú absolútnu alebo relatívnu pozíciu
v pamäti.
Pre prácu s premennou je však potrebné ju premiestniť do registrov. Na to nám slúži fun-
kcia load() a naopak na uloženie premennej do pamäte je implementovaná funkcia save().
Funkcia load je volaná vždy keď má byť použitá premenná, ktorá nemá alokované
registre. Registre sú teda alokované až keď sú pre premennú potrebné. Funkcia okrem
alokovania registrov umožňuje naplnenie registrov hodnotou z pamäte, zadanou hodnotou,
alebo načítanie hodnoty úplne potlačiť. To je užitočné pre premenné, do ktorých sa bude
zapisovať. Zadanie hodnoty sa používa pre konštanty. Pri alokácii registra sa môže stať, že
sú všetky registre alokované. V takom prípade sa alokuje register, ktorý bol najdávnejšie
použitý a premenná, ktorá sa v ňom aktuálne nachádza sa celá uloží pomocou funkcie save.
Funkcia save sa stará o uloženie premennej v registroch na jej správne miesto v pa-
mäti. Ukladajú sa premenné, ktoré majú určenú pozíciu v pamäti. Ostatné sú iba uvoľnené
z registrov.
Premenné môžu mať adresu v pamäti určenú niekoľkými spôsobmi. Globálne premenné
majú určenú absolútnu adresu, lokálne premenné majú určenú adresu relatívne vzhľadom
na vrch zásobníka. Vypočítaná adresa sa uloží do pomocného registru s14, s ktorým sa
ďalej pracuje ako s ukazateľom. Pomocné premenné adresu nemajú vôbec, takéto premenné
nie sú do pamäte ukladané alebo z pamäte načítavané. Okrem toho existujú pomocné pre-
menné, ktoré reprezentujú prvok pola alebo štruktúry. Takéto premenné môžu mať pozíciu
v pamäti určenú dynamicky vo forme ukazateľa v samostatnom registri. V takom prípade
je do pomocného registru s14 nahraná hodnota tohoto ukazateľa.
Volanie funkcie
Volanie funkcií musí riešiť niekoľko problémov, z ktorých väčšina súvisí s manipuláciou pa-
mäte. Pri volaní funkcie je samozrejme potrebné správne alokovať pamäť pre jej lokálne
premenné, s čím potom súvisí aj uloženie parametrov funkcie. Okrem toho je potom po-
trebné riešiť uloženie premenných, ktoré boli alokované v aktuálnej funkcii.
Pre volania funkcií sú v medzikóde generované inštrukcie v poradí: jedna inštrukcia
ALLOC, 0 – n inštrukcií PUSH pre parametre, a inštrukcia CALL. Inštrukcia ALLOC alokuje
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priestor pre lokálne premenné volanej funkcie, posunutím vrcholu zásobníka. Inštrukcie
PUSH vkladajú hodnoty vypočítaných parametrov na vrchol zásobníku na správnu pozíciu
za lokálne premenné.
Inštrukcia CALL potom ukladá všetky premenné, ktoré boli v aktuálnej funkcii alokované
tak aby nemohli byť prepísané vo volanej funkcii. Pre správne uloženie je tu potrebné
nastaviť vrchol zásobníku na správnu pozíciu po tom čo bol zmenený alokáciou volanej
funkcie. Po návrate z volanej funkcie sa tieto premenné musia znovu načítať do rovnakých
registrov v akých sa nachádzali pred volaním funkcie. To je potrebné pre prípad, že sa
volanie funkcie nachádza v cykle a je potrebné aby sa v ďalšej iterácii dali použiť rovnaké
registre.
Pre návratové hodnoty funkcií boli v inicializačnej fázi vytvorené miesto v pamäti,
ktoré sa nachádza medzi globálnymi premennými a pamäťou, ktorá je použitá pre alokáciu
lokálnych premenných funkcií. Pri návrate funkcie sa na toto miesto presunie návratová
hodnota funkcie, ktorá je použiteľná vo výrazoch ako globálna premenná.
Inštrukcie skokov
Pri zvolenom spôsobe pridelovania registrov premenným vzniká problém pri generovaní
inštrukcií, ktoré menia tok programu. Môže sa totižto stať, že sa preskočí úsek kódu, v kto-
rom sa premenná alokovala a načítavala z pamäte do registrov. Okrem toho, že môže byť
preskočená alokácia môže byť rovnakým spôsobom preskočená aj časť kedy sú premenné
ukladané do pamäte, keď sú potrebné jej registre.
Pre inštrukcie skokov je z týchto dôvodov potrebné generovať aj inštrukcie, ktoré uložia
aktuálne používané premenné, a načítajú premenné, ktoré budú používané po vykonaní
skoku. Z tohoto dôvodu je prevádzaný preklad trojadresného kódu v dvoch prechodoch.
V prvom prechode sa pre záznamy návestí vytvoria informácie, o tom ktoré premenné je
potreba alokovať. Obdobne pre inštrukcie skokov sú vytvorené informácie o premenných,
ktoré majú byť uložené.
Počas druhého prechodu sa potom pre každú inštrukciu skoku vygenerujú inštrukcie
na uloženie a načítanie potrebných premenných. Sú pritom porovnávané informácie v ná-
vestí a v inštrukcii skoku, tak aby neboli zbytočne ukladané premenné, ktoré nemusia byť
nikam presúvané. Premenné, ktoré sú používané aj pred aj po inštrukcii skoku, ale na týchto
dvoch miestach sú jej alokované rozdielne registre, je potrebné uložiť do pamäte a potom
ich znovu načítať na nové miesto. Toto je potrebné z dôvodu vzniku cyklických závislostí
kedy by sme mohli prepísať registre premennej, ktorá ešte nebola uložená.
Násobenie
Aritmeticko logická jednotka procesoru PicoBlaze podporuje iba základné aritmetické ope-
rácie sčítania a odčítania. Operáciu násobenia je teda potrebné riešiť inak. V dokumentácii
procesoru je popísaný algoritmus, ktorý dokáže násobiť dve 8-bitové čísla s výsledkom na 16
bitov. Tento algoritmus ale nie je vhodný pre viac ako 8 bitové dátové typy. Z dôvodu pod-
pory 16 bitových čísiel preto generátor cieľového kódu používa upravený algoritmus schopný
násobiť premenné s ľubovolným počtom bajtov. Výsledok je v takomto prípade ale orezaný
na rovnaký počet bajtov ako majú operandy.
Algoritmus je založený na pričítavaní a posúvaní operandov v cykle. Začne posunutím
prvého operandu o 1 bit doprava tak aby sa najmenej významný bit operandu nachádzal
v CARRY. V prípade, že je CARRY vynulovaný tak sa túto iteráciu neprevádza sčítavanie.
V opačnom prípade sa k aktuálnemu výsledku pričíta druhý operand. Po pričítavaní sa
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skontroluje rovnosť prvého operandu s nulou a v prípade rovnosti sa ukončí cyklus. V opa-
čnom prípade sa druhý operand posunie o 1 bit doľava a celý cyklus sa opakuje od začiatku.
Popísaný algoritmus má nevýhodu v tom, že operandy sú po vypočítaní ich súčinu ne-
použiteľné. Pred násobením je preto potrebné použiť pomocné premenné vytvorené pre me-
dzikód namiesto premenných, s ktorými manipuluje užívateľ.
Delenie
Na delenie sa vzťahujú rovnaké obmedzenia procesora ako pri násobení a je potrebné použiť
pre operáciu iný spôsob výpočtu. Implementovaná je upravená varianta algoritmu popísaná
v dokumentácii procesoru.
Pre vypočítanie výsledku delenia je potrebné okrem operandov a výsledku pracovať aj
so zvyškom po delení, ktorý musí byť vytvorený ako ďalšia pomocná premenná. Okrem toho
nie je možné ukončiť operáciu delenia porovnaním operandov s nulou tak ako u násobenia
a je preto použitý pomocný čítač iterácií. Ďalší popis algoritmu predpokladá pomenovanie
operandov operácie takto: delenec/deliteľ = výsledok + zvyšok.
Algoritmus začína posunutím delenca o 1 bit doľava tak aby sa jeho najvýznamnejší bit
nachádzal v CARRY odkial sa následne posunie doľava na najmenej významný bit zvyšku.
Následne sa posunie výsledok o 1 bit doľava a najmenej významný bit je doplnený nulou.
Po týchto posunoch sa nový priebežný zvyšok porovná s deliteľom a v prípade že je zvyšok
väčsí je od neho odpočítaný deliteľ a výsledok je zväčsený o 1. Ako posledné sa zmenší
čítač opakovaní a prípadne sa skáče na ďalšiu iteráciu cyklu. Pre operáciu výpočtu zvyšku
po celočíselnom delení (modulo) je použitý rovnaký algoritmus s takou úpravou, že nie je
počítaný výsledok, čo uvolní niekoľko registrov.
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Kapitola 7
Podporovaná podmnožina jazyka C
V tejto kapitole je popísaná zvolená podmnožina jazyka C, popis jednotlivých zvolených
vlastností a popis možností rozšírenia neimplementovaných vlastností. Vychádza sa z defi-
nície jazyka v norme C99, ktorá je implementovaná v syntaktickom analyzátore.
Typovosť a typová kontrola
Vzhľadom na možnosti procesora PicoBlaze bolo potrebné vhodne zvoliť základné typy
jazyka. Keďže procesor disponuje iba 8 bitovou ALU, a veľmi obmedzenou pamäťovou ka-
pacitou. Boli ako základné typy zvolené: char, ktorý zaberá 1 bajt pamäte, int zaberajúci
2 bajty a void pre funkcie bez. Okrem toho je podporované vytváranie vlastných typov po-
mocou konštrukcií struct, union, enum, typedef. Výsledná veľkosť premenných je počítaná
počas sémantickej analýzy a je odvodená od veľkosti týchto základných typov.
Rozšírenie podpory základných typov je možné pridaním správneho záznamu o type
do tabulky symbolov vo fáze sémantickej analýzy a rozšírením funkcie getSize() tak, aby
poznala veľkost nového typu. O typovú kontrolu sa pri vhodne definovanom type nebude
treba zaujímať, pretože je založená na porovnávaní podstromov AST. Okrem toho je potom
potrebné riešiť preklad operácií, nad týmto typom, do assembleru.
Pri implementácii som mal na výber zvoliť slabú alebo silnú typovosť jazyka. Podľa
normy je jazyk C slabo typovaný čo umožňuje v niektorých prípadoch vykonať operáciu
nad dvoma nezhodnými typmi prevedením implicitnej konverzie jedného z nich. Ako už bolo
spomenuté implementovaná typová kontrola porovnáva typy na základe zhodnosti stromov.
Takýmto spôsobom vznikne silná typovosť, ktorú som zvolil z dôvodov jednoduchšej a čis-
tejšej implementácie vzhľadom na návrh prekladača. Slabá typovosť by sa dala dosiahnuť
upravením funkcie cmp_type, tak aby akceptovala rozdiely v niektorých uzloch stromov.
Okrem toho by ale bolo potrebné riešiť implicitné pretypovanie pre všetky miesta kde sa
môže vyskytnúť.
int a;
a = 3 + ’0’; //nepodporovaná operácia
a = 3 + (int)’0’; //takáto operácia už možná je
Rozsah platnosti identifikátorov
Podľa normy majú identifikátory rozsah od miesta ich deklarácie po koniec bloku, v ktorom
boli deklarované. Bloky sa pritom dajú zanorovať a lokálna deklarácia rovnakého identifiká-
tora prekryje deklaráciu nadradeného identifikátora. Vzhľadom na návrh tabulky symbolov
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ale nebolo možné jednoducho implementovať. Rozsahy identifikátorov sú z toho dôvodu de-
lené v zásade do dvoch úrovní – globálne a lokálne pre funkcie. Týmto spôsobom je možné
definovať globálne premenné a typy, ktoré sú spolu s identifikátormi funkcií v rovnakom
mennom priestore. Iné identifikátory, ktorých deklarácia sa nachádza v bloku sú zaradené
do menného priestoru funkcie, v ktorej sa blok nachádza.
Okrem toho sa oproti norme líši spôsob zaznamenávania identifikátorov pre typy dekla-
rované ako struct, union a enum. Podľa normy nieje možné vytvoriť dva takéto typy
s rovnakým identifikátorom, napríklad struct meno{...}; a enum meno{...};, čo v mo-
jej implementácii možné je.
Premenné
Podľa normy C99 je možné v deklaráciách aj definovať obsah premenných (inicializovať).
Inicializátory sa môžu vyskytovať v niekoľkých formách. Inicializátory polí a štruktúr majú
niekoľko vlastností, ktoré výrazne komplikovali ich implementáciu a neboli kompatibilné
so spôsobom akým boli navrhnuté záznamy o premenných. Jedná sa hlavne o možnosti po-
menovávania inicializátorov a vynechania niektorých prvkov z inicializátora. Inicializátory
z týchto dôvodov nie sú podporované. Najjednoduchší spôsob, ako by tieto problémy šlo
riešiť, je vhodné upraviť záznamy o premenných tak, aby boli inicializátory jednoducho
ukladané a neskôr jednoducho prístupné.
S inicializátormi súvisia aj výrazy
”
compound literal“ umožnujúce vytvorenie dočas-
nej anonymnej premennej akéhokoľvek typu, ktorá sa dá použiť v príkaze priradenia. Táto
vlastnosť spôsobuje rovnaké problémy ako inicializátory a tak isto teda nie je implemento-
vaná.
Ďalšou odchýlkou od normy je chovanie kvalifikátorov (napríklad const), ktoré presne-
jšie špecifikujú typ deklarovanej premennej. Ich prítomnosť prekladaču neprekáža, chovanie,
ktoré špecifikujú, ale nie je implementované a nemajú teda žiadny vplyv na vlastnosti pre-
menných. Pre ich implementáciu stačí rozšíriť záznamy tak aby sa im dané vlastnosti dali
nastaviť a potom pridať dané chovanie na správne miesto.
Dôležitým kvalifikátorom je volatile, ktorý dáva informáciu prekladaču o tom, že
premenná nemá byť optimalizovaná. To má pre mikrokontroléry a vstavané aplikácie vy-
sokú dôležitosť, pretože môžu byť ovplyvňované periférnymi zariadeniami. Rovnako ako
iné kvalifikátory ani kvalifikátor volatile nemá implementovanú podporu. Keďže ale nieje
implementovaný optimalizátor jeho absencia nebude mať na výslednú aplikáciu vplyv. V prí-





Aplikácia bola testovaná na sade programov napísaných v jazyku C, ktoré každý demonšt-
rujú spôsob preloženia inej podporovanej konštrukcie. Výsledné preložené programy boli
potom porovnávané s ich variantou keby boli implementované priamo v assembleri.
Pre praktickú demonštráciu bola použitá aplikácia pre FITkit, ktorá v sebe zahŕňa
mikrokontrolér PicoBlaze a spája ho s jednotlivými prvkami kitu. Pri spustení aplikácie sa
potom dá do programovej pamäte mikrokontroléru nahrať binárny program, ktorý sa má
vykonať. K aplikácii je dostupných niekoľko demonštračných programov implementovaných
v assembleri, ktoré boli prepísané do jazyka C, zkompilované a nahrané do kitu. Na konci
kapitoly je tabulka 8.1 porovnávajúca počet inštrukcií oboch implementácií.
Blikanie LED diódy
Program v assembleri beží v nekonečnom cykle počas, ktorého volá subrutinu vykonávajúcu
čakanie. Keďže inštrukcie mikrokontroléru všetky trvajú rovnakú dobu je táto subrutina
zkonštruovaná tak aby trvala jednu sekundu. V týchto intervaloch je potom na výstupný
port zasielaný register, ktorý je každú iteráciu inkrementovaný o 1. Pre každú iteráciu je
preto invertovaný jeho najmenej významný bit, čo spôsobí blikanie diódy.
Program implementovaný v jazyku C sa skladá z dvoch funkcií. Funkcia void main()
obsahuje hlavné telo programu, ktoré obsahuje hlavný nekonečný cyklus. Na výstup je
zasielaný obsah premennej char led, ktorá má veľkosť 1B a je v každej iterácii cyklu
inkrementovaná podobne ako v originálnom programe. Čakanie je vykonávané pomocou
funkcie void delay(), ktorá obsahuje dva zanorené cykly. Takto preložený program je
oproti originálnemu riešeniu niekoľkonásobne dlhší a tým aj pomalší. Počet iterácií vo funkcii
delay tomuto musel byť prispôsobený tak, aby jej trvanie bolo bližšie k jednej sekunde.
Testovanie čí aplikácia naozaj ovplyvňuje blikanie LED diódy bolo prevedené zmenou
pocťu iterácií čakacej funkcie, čím bola ovplyvnená perióda blikania.
Kopírovanie klávesnice na LED
Druhý program číta vstup z portu prepojeného na klávesnicu a prijatý bajt posiela na pole
diód, ktoré zobrazia stlačenú kombináciu. Pri testovaní som toto pole diód prístupné nemal
a preto som výstup presmeroval na diódu použitú aj v predchádzajúcom programe. Kláves-
nica v kľudovom stave vracia na všetkých bitoch hodnotu 1 a dióda preto neustále svieti.
Pri stlačení klávesy 1 sa najmenej významný bit prepne na hodnotu 0 a dióda prestane
svietiť pokým je klávesa stlačená. Doba držania klávesy teda priamo ovplyvňuje stav diódy
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a tým môže byť potvrdená funkcia programu. V tomto prípade originálny program znovu
využíva čakaciu subrutinu, tentokrát nastavenú na 10 milisekúnd.
Program implementovaný v jazyku C je v tomto prípade preložený o niečo efektívnejšie
ako preklad predchádzajúceho programu, pretože je pre čakanie využitý iba jeden cyklus,
a pre výstup klávesového vstupu je potrebný iba jeden príkaz. V prípade, že by bolo čakanie
implementované priamo na mieste volania funkcie rozdiel by mohol byť ešte o niečo menší.
Výpis čítača na LCD
Tretí a posledný program implementuje výpis krátkeho reťazca a čítača na LCD displej kitu.
Program implementovaný v assembleri najprv inicializuje LCD pomocou subrutiny lcdinit
a následne vchádza do hlavného cyklu programu. V každej iterácii je na jednu sekundu
dióda vypnutá po čom je znova zapnutá. Po ďalšej sekunde je potom inkrementovaný čítač
a volaná subrutina lcdupdate, ktorá prevedie výpis na displej. Po každom výpise na displej
je volaná subrutina lcdcmd, ktorá vykoná samotné zobrazenie znaku.
Program implementovaný v jazyku C implementuje funkciu void lcdinit(), pre ini-
cializáciu displeja, void delay_ms() pre čakanie 10 milisekúnd, void delay() pre čakanie
1 sekundu, lcd_cmd(char) pre vykonanie operácie nad LCD a funkcia lcd_update(char)
pre vypísanie reťazca na displej. Funkcie sú implementované podobne ako v pôvodnom
programe, s tým rozdielom, že do funkcií lcd_update a lcd_cmd sa posiela parameter vy-
pisovaného znaku, namiesto použitia globálnych premenných.
Vyhodnotenie a diskusia
Počet riadkov v C Preložený z C Ručná optimalizácia
blikanie LED 17 49 20
klávesa na LED 15 42 12
čítač na LCD 106 464 116
Tabuľka 8.1: Tabulka porovnávajúca počet inštrukcií demonštračných programov
Na tabulke je vidieť, že program implementovaný a preložený z jazyka C je približne
4-krát dlhší ako ekvivalentný program implementovaný priamo v assembleri. V poslednom
programe čítača na LCD je vidieť vysoký nárast počtu inštrukcií oproti predchádzajúcim
dvom programom. To je spôsobené vysokým počtom volania funkcií, ktorého nefektivita
vyplýva zo spôsobu alokácie registrov a premenných. Pri každom volaní funkcií je potrebné
uložiť všetky aktuálne používané premenné tak aby neboli prepísané volanou funkciou.
Po dokončení volania funkcie je potrebné tieto premenné znova načítať. Na navýšenie počtu
inštrukcií veľký vplyv aj to, že nie sú optimalizované pomocné premenné, čo pre niektoré
výrazy môže vytvárať dvojnásobok potrebných inštrukcií.
Ukážka kódu je popisuje spôsob prekladu cyklov. Je tu vidieť generovanie skokov na nie-
koľkých miestach cyklu. V zložitejších prípadoch keď je v tele cyklu využívaných viac pre-
menných sa na týchto miestach budú generovať inštrukcie, ktoré presúvajú do registrov





; for(i=1; i; i++);
;sa preloží ako
LOAD s0, 01 ;inicializacia i=1
LOAD s1, 00
label1:












V tabulke 8.2 sa nachádzajú metriky implementovaného prekladača rozdelené podľa
implementovaných modulov.
Názov modulu Úloha modulu Počet riadkov modulu
ts.py tabulka symbolov 221
sp.py sémantická analýza 695
tac.py generácia medzikódu 541
code gen.py generácia výsledného kódu 1215
cpico.py rozhranie príkazového riadku 64
Celkom 2736




Cieľom tejto práce bolo navrhnúť a implementovať prekladač jazyka C pre mikrokontrolér
PicoBlaze v jazyku Python, tak aby bol jednoducho rozšíriteľný a modifikovateľný. Imple-
mentácia bola preto rozdelená do modulov, ktoré sú jednoducho upraviteľné a nahraditeľné,
v prípade, že je dodržané rozhranie pre ich komunikáciu. Vytvorený prekladač je schopný
prekladu veľkej časti jazyka C. Výsledné programy sú ale, v porovnaní s ich ručnou imple-
mentáciou v assembleri, veľmi neefektívne. Neefektivita vyplýva z tvorenia veľkého množs-
tva inštrukcií, ktoré prevádzajú rôzne kontroly, aj v prípade, že niesú v konkrétnej situácii
potrebné.
Práca by mohla byť rozšírená už spomínaným pridaním optimalizátora, prípadne nie-
koľkých modulov optimalizátorov, ktoré sa dajú vložiť medzi jednotlivé fázy prekladu. Naj-
väčší zisk výkonu je možný optimalizáciou volania funkcií, a optimalizáciou výrazov obsa-
hujúcich porovnávanie. Okrem toho sa dá výrazne optimalizovať využitie registrov, keď sú
v niektorých prípadoch použité väčšie typy premenných ako je potrebné a registre preto nie
sú plne využité.
Okrem optimalizácií by bolo možné rozšíriť množinu podporovaných konštrukcií jazyka
C. Mohla by byť pridaná podpora pre ďalšie vhodné dátové typy a hlavne podpora kvalifi-
kátorov typov. Veľmi vhodným rozšítením by bola aj slabá typovosť podporovaného jazyka
C, čo by odstránilo potrebu pretypovávať znaky na čísla a naopak. Nakoniec by mohla
byť implementovaná podpora inicializátorov, ktoré nie sú nutne potrebné pre funkčnosť
programu, ale zvyšujú pohodlnosť používania jazyka.
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