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a b s t r a c t
In 1992 Chung, Diaconis and Graham generalized de Bruijn cycles to other combinatorial
families with universal cycles. Universal cycles have been investigated for permutations,
partitions, k-partitions and k-subsets. In 1990 Hurlbert proved that there exists at least
one Ucycle of n − 1-partitions of an n-set when n is odd and conjectured that when n is
even, they do not exist. Herein we prove Hurlbert’s conjecture by establishing algebraic
necessary and sufficient conditions for the existence of these Ucycles. We enumerate all
such Ucycles for n ≤ 13 and give a lower bound on the total number for all n. Additionally
we give ranking and unranking formulae. Finally we discuss the structures of the various
solutions.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
We assume a basic knowledge of elementary graph theory and permutation theory throughout this paper. Denote the set
{1, 2, . . . , n} by [n] and let C be a set of n combinatorial objects. We wish to construct a string of letters (aword) from some
alphabetA of letters such that each member of C is represented exactly once by some k consecutive characters (a subword).
We call such a word a universal string, or a Ustring.
For example, let C be the set of all binary sequences of length 3 and letA = {0, 1}. If we represent each element of C by
itself, then the following word is a universal string for C:
0001110100.
Notice that the first two letters match the last two, and so we may shorten this universal string by omitting the last two
zeroes, if we agree that as we read along the Ustring, we loop from the end to the beginning. In general, if a universal string
has the last k − 1 letters matching the first k − 1 letters, we may omit these letters and call the resulting word a universal
cycle, or a Ucycle.
The case where C is the set of m-ary strings of length k seems to be the original example of a universal cycle and was
discovered by Flye-Sainte Marie (in [11]). It was independently investigated several times since, notably byMartin (in [12]),
de Bruijn (in [3]) and Good (in [7]). Such universal cycles are popularly known as m-ary de Bruijn cycles of order k. These
authors and many more investigated questions of existence and algorithms which generate these sequences. Some proved
complete enumerations of such sequences for any m and k, see [4]. Fredrickson [6] provides a survey of this area which
contains many algorithms and a much more detailed history.
The existence of de Bruijn cycles is easily proved by constructing a directed graph in the following way. Label mk nodes
by themk possiblem-ary strings of length k. Then construct a directed arc from node X to Y if the last k− 1 characters in X
match the first k− 1 characters in Y . A Hamiltonian cycle in this graph represents a universal string (and indeed a universal
cycle). Fortunately it is not difficult to prove that such a graph is always Hamiltonian.
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The notion of a universal cycle for other combinatorial objects was formulated by Chung, Diaconis and Graham in [1] and
further developed in [8]. With varying degrees of success, they discuss instances of universal cycles when C is respectively
the set of k-subsets of [n], permutations of [n], partitions of [n] and partitions of [n] into exactly k subsets, for fixed k. This
paper mainly deals with the case of partitioning an n-set into n− 1 subsets.
When attempting to construct a universal string for some family of combinatorial objects, the most important
consideration is in what way the objects will be represented by the chosen alphabet. It seems desirable (even if for purely
aesthetic reasons) that we represent the object by the object itself. As an example, consider the de Bruijn cycles mentioned
above. However, for other combinatorial objects we may run into two problems. First, the set of objects chosen may not
be able to be written as a convenient sequence of symbols. In this case we simply have to come up with some scheme
to unambiguously represent the objects. The second problem is of critical importance: the sequence of symbols which
represent the object may not be ordered. For example if our combinatorial objects are subsets of [5] then the subset {1, 3, 4}
maybe represented as 134 or 413 (and others of course). Thus theremay be no knownway to a priori construct aHamiltonian
transition graph. Althoughmuch effort has been taken to finduniversal cycles for k-subsets of [n]despite this obstacle (see [8,
10]), perhaps it would be useful to consider other representation schemes. We propose one in the concluding section.
In this article we derive necessary and sufficient conditions for constructing Ucycles of (n−1)-partitions of [n]. We begin
by reviewing Hurlbert’s formulation and construction in Section 2. In Section 3 we translate parts of this formulation into
the language of permutation groups. In Section 4 we work in the permutation group to derive the necessary and sufficient
conditions for the construction to work. These conditions are then used to show that Ucycles can never exist when n is even
and to further investigate the case when n is odd, in particular generating ranking and unranking formulae in Section 4.2.
In Section 5 we derive some results enumerating the solutions. In Section 6 we look at the internal structures of various
solutions and give a conjecture about a simplified characterization. We conclude with some generalizations to multi-cover
Ucycles and to other families of partitions in Section 7.
2. Review of Hurlbert’s construction
In this section we review Hurlbert’s formulation and construction [8]. A k-partition of [n] is a collection of exactly k non-
empty disjoint subsets of [n] such that their union is [n]. For example a 3-partition of [7] is the collection {{134}, {2}, {567}}.
We attempt to construct Ucycles using the set of n− 1-partitions as our combinatorial objects.
For our purposes we represent a partition of [n] by a set of symbols A = {a, b, c, . . .}, which for readability we take as
the English alphabet. A partition is represented by a string of n letters such that the ith and jth letters (from the left) are the
same if and only if i and j are contained in the same subset. For example, {{134}, {2}, {567}} can be represented as abaaccc.
Note that the crucial aspect of this representation scheme is not the letters used but the relative positions of the
identical letters. For example, {{134}, {2}, {567}} can be represented as deddaaa as well as by abaaccc. In general we will
say two words are equivalent if they both represent the same partition of [n]. This coincides with Hurlbert’s definition of
equivalence [8].
First note that a partition of [n] into n− 1 parts is determined by its unique subset of size two, which we denote by |i, j|
for some distinct i, j ∈ [n]. We will restrict our alphabet to the first n− 1 letters ofA in our Ucycle.
In accordance with the above representation scheme we may, as an example, represent the 6-partition of [7], |5, 7| as
abcdefe. Notice that in any Ustring the letter which comes after the second emust be a as otherwise we would get a block
of n symbols with more than two equal letters. Hence, in any Ucycle for n = 7, |5, 7| must be followed by |4, 6|, which in
turn must be followed in order by |3, 5|, |2, 4| and |1, 3|. At this point as we shift one letter to the right, we have a block of
6 distinct letters and so the next letter can be any one of these six, i.e., |1, 3| can be followed by |i, 7| for any iwhich has not
been previously chosen and where 1 ≤ i ≤ n− 1.
It is easy to see that the above construction rule applies for any n. That is, suppose we construct a directed graph
T0 = (V , A), where there is a vertex for each (n − 1)-partition |i, j|. There is an arc from a vertex v to a vertex w if the
last n− 1 letters of a representation of v is equivalent to the first n− 1 letters of a representation ofw.
Just as in the de Bruijn cycle case, a universal cycle corresponds to a Hamilton cycle in T0. The catch this time is that not
every Hamilton cycle gives rise to a universal cycle because the stringmay not coincide as the cycle reaches its start position.
Generalizing the above discussion we see that for k = 1, . . . , n − 1, the subgraph induced by the vertices {|k, n|, |k −
1, n−1|, . . . , |1, n−k+1|} is a directed path. Furthermore, for each k, l there is a directed arc from the vertex |1, l| to |k, n|.
From T0 we may therefore construct the labeled complete undirected graph T on n− 1 vertices labeled by the numbers
1 to n− 1 where vertex n− k represents the directed path in T0 from |k, n| to |1, n− k+ 1|. In the sequel we refer to vertex
n− k in T as the T0-path (in T0) n− k. It follows that a Hamiltonian cycle in T0 corresponds to a Hamiltonian cycle in T , i.e. a
permutation of [n− 1].
Any of the (n− 1)! Hamiltonian paths in T corresponds at least to a universal string. The question remains howmany of
these Ustrings are in fact Ucycles? Hurlbert [8] proved that if n is odd, then the Hamiltonian path 1, 2, . . . , n− 1 is a Ucycle
and conjectured that if n is even, none exist. The goal of this paper is to prove this conjecture and attempt to show exactly
when any given Hamiltonian path in T corresponds to a universal cycle for (n− 1)-partitions of [n].
We begin by examining closely the construction of a universal string. Suppose we are given a Hamiltonian path in T :
k1, k2, . . . , kn−1. It is useful here to consider the ‘‘n-complement’’ sequence l1, l2, . . . , ln−1 where li = n − ki. We call li the
complement T0-path of ki.
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To construct the Ustring we begin by placing n − 1 distinct letters, i.e., a1a2 . . . an−1. Next, an is chosen to be the same
letter as al1 . Then we are forced by the complement T0-path l1 to take an+1 = a1, an+2 = a2, . . . , an+l1−1 = al1−1. Following
this, the sequence al1+1, al1+2, . . . , an+l1−1 is a sequence of n−1 distinct letters, and we follow the above procedure using l2
and so on, until we have constructed the complement T0-path ln−1 atwhich point the construction of the Ustring is complete.
We may then check for Ucycleness.
Remark. We call a substring of n− 1 consecutive distinct letters an end state.
Example. Let n = 7 and take the Hamiltonian path 2,6,3,1,4,5. The 7-complement is 5,1,4,6,3,2. Our alphabet is the set
{a, b, c, d, e, f }. We begin by writing the sequence abcde f . Our first complement T0-path is 5 so we take the 5th letter
in our sequence (in this case e) and write it next. Following this we are forced to take a, b, c, d (in this order). Our
Ustring so far looks like abcde f eabcd and our new end state is the subsequence f eabcd. The second complement T0-
path is 1, so we take the first letter of this subsequence (in this case f ) and place it as the next letter. We immediately
have a new end state so we continue onto the next complement T0-path which is 4. By continuing this construction,
we get the Ustring abcde f eabcdf ceabbdf ceaf bdec. In this case since abcde f 6= afbdec , our Hamiltonian path does not
result in a Ucycle. The reader may wish to try the Hamiltonian path 1,2,3,4,5,6 to verify that this produces the Ucycle
abcdef f abcdedf abcaedf abcdef .
3. Permutations of the alphabet induced by a Ustring
The key to understanding which Hamiltonian paths produce Ucycles lies in understanding what happens to the end
states in the construction of the Ucycle. In particular notice that to each T0-path there corresponds a permutation of the
n − 1 distinct letters from the previous end state into the next end state of n − 1 distinct letters. Thus we can think of the
T0-path k not only as a subpath in a Hamiltonian path (in T0) but also as a certain permutation and the Hamiltonian path (in
T ) k1, . . . , kn−1 as a product of permutations. For clarity, we denote the permutation corresponding to k as σk, but we may
use these terms interchangeably.
Let some end state be written as a1a2 . . . an−1. Then by the construction method for the T0-path k we get
that the Ustring must continue as a1a2 . . . an−1an−ka1a2 . . . an−k−1. The next end state is the word b1b2 . . . bn−1 =
an−k+1 . . . an−1an−ka1a2 . . . an−k−1. Notice that the indices are permuted and can be described by the following set of
mappings:
1 → k+ 1
2 → k+ 2
...
n− k− 1 → n− 1
n− k → k
n− k+ 1 → 1
...
n− 1 → k− 1.
Wemay write this permutation, σk ∈ S[n−1] succinctly as
σk(j) =
{
k if j = n− k,
k+ j mod n if j 6= n− k.
Notice that k+ j ≡ 0 mod n only when j = n− k. Hence, σk(j) 6= 0 for any k since when j = n− k we immediately go
back to k. In other words, if we consider σk to be a permutation of the set [n− 1] ∪ {0}, then 0 is always fixed. We remark
this now because it will be useful later to consider σk ∈ S{0,1,...,n−1}.
We can write this permutation in cycle notation as follows. It is not difficult to see that σk = (k, 2k, 3k, . . . , n− k)(. . .).
That is, we start with k and repeatedly add k until we encounter the j such that j k ≡ n − k(mod n) (so that (j + 1) k ≡
0(mod n)). We then close this bracket and if necessary continue with the first unused member of [n− 1], adding k until we
get a repetition, etc. For example, if n = 9, then σ4 = (4 8 3 7 2 6 1 5) and σ6 = (6 3)(1 7 4)(2 8 5).
Lemma 1. σ−1k = σn−k for all k ∈ [n− 1].
Proof. Fix some k and let j ∈ [n− 1]. We have two cases to consider (all calculations are done modulo n):
Case i: Suppose j = n− k. Then,
σn−k(σk(j)) = σn−k(k) = n− k = j.
Case ii: Suppose j 6= n− k. Then,
σn−k(σk(j)) = σn−k(k+ j) = n− k+ k+ j = j+ n = j. 
Manipulations and products of these permutations will lead us to existence characterizations and enumerations of the
desired Ucycles.
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4. Existence of Ucycles
4.1. Necessary and sufficient conditions
We first give the necessary and sufficient conditions for a Hamilton path to lift to a Ucycle in terms of the permutations,
σk.
Theorem 2. Let k1, k2, . . . , kn−1 be a Hamiltonian path in T . Then this path lifts to a Ucycle for (n− 1)-partitions if and only if
the product of permutations σk1σk2 · · · σkn−1 = , where  is the identity permutation.
To further simplify the calculations needed, we move from working in S[n−1] to S{0,1,...,n−1} and consider some other
permutations in this group. Let ςk be the permutation defined by
ςk(j) = j+ k(mod n).
Note that ς acts on the set [n− 1] ∪ {0} and does not fix 0.
Lemma 3. The ς permutations have the following two properties:
1. For any k, l ∈ [n− 1],
ςkςl = ςlςk.
2. For any transposition (s t) and any k ∈ [n− 1],
(s t)ςk = ςk(s− k, t − k).
Proof. Property 1 is trivial so we show Property 2. Note that the only numbers we need to examine are s, t, s− k and t − k,
as all other numbers will be fixed. Now on either side we have that s− k→ t − k→ t and t − k→ s− k→ s. Thus any
number is mapped to the same number on both sides. 
Remark. Note that (s t)ςn−k = ςn−k(s+ k, t + k).
Lemma 4. Let k ∈ [n− 1]. Then,
σk = ςk(0, n− k).
Proof. Again we need only show that the two numbers in the transposition (0, n− k) are mapped to the same number on
both sides. On the right hand side we have that 0→ n− k→ 0 and n− k→ 0→ k. On the left hand side we have that 0
is fixed and n− k→ k. Thus the equation holds. 
We are thus able to take any Hamiltonian path n− k1, n− k2, . . . , n− kn−1, and rewrite it in terms of ς-permutations
and transpositions
σn−k1σn−k2 · · · σn−kn−1 = ςn−k1(0, k1)ςn−k2(0, k2) · · · ςn−kn−1(0, kn−1.) (1)
We can now use Property 2 of Lemma 3 to rearrange the right hand side of Eq. (1) so that all transpositions are on the
right.
Let
Si :=
n−1∑
l=i
kl(mod n).
Then by successive applications of Property 2 of Lemma 3, we get that Eq. (1) is equal to
ςn−k1 · · · ςn−kn−1(S2, S1)(S3, S2) · · · (Sn−1Sn−2)(0, Sn−1).
Remark. We call the product (S2, S1)(S3, S2) · · · (Sn−1, Sn−2)(0, Sn−1) the associated product of transpositions.
Given the Hamilton path n−k1, n−k2, . . . , n−kn−1 and using the above results one can quickly construct the associated
product of transpositions. First, suppose n is odd. Then we have S1 ≡∑n−1i=1 ki ≡ 0(mod n). So for any 1 < j ≤ n− 1,
n−1∑
i=j
ki ≡ −
j−1∑
i=1
ki ≡ (n− k1)+ (n− k2)+ · · · + (n− kj−1)(mod n).
Hence,
Sj ≡ (n− k1)+ · · · + (n− kj−1)(mod n).
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Let Pj ≡∑ji=1(n− ki), (i.e., Pj = Sj+1 for 1 ≤ j ≤ n− 2 and Pn−1 = S1).
Then we take this sequence of partial sums (modulo n), P1, P2, . . . , Pn−1 and intertwine them as
(P1, Pn−1)(P2, P1) · · · (Pn−2, Pn−3)(Pn−1, Pn−2).
A similar procedure works if n = 2m is even, except we have that∑n−1i=1 (n−ki) ≡ m(mod n). Thus we take the sequence
of partial sums, addm to each (modulo n), and intertwine them as
(P1,m)(P2, P1) · · · (Pn−2, Pn−3)(Pn−1, Pn−2).
Note that Pn−1 ≡ m+ (n− k1)+ · · · + (n− kn−1) ≡ m+m ≡ 0.
We now have our calculations in a form to derive our central conclusions.
Theorem 5. If n is even then no Ucycles for (n− 1)-partitions [n] exist.
Proof. First note that in the product ςn−k1 · · · ςn−kn−1 , the term ςn/2 does not cancel with anything (since it is its own inverse
and it only appears once). However ςn/2 = (0, n/2)(1, 1 + n/2)(2, 2 + n/2) · · · (n/2 − 1, n − 1), which is a product of
transpositions and contains each number between 0 and n− 1 exactly once.
Since Pn−1 ≡ 0(mod n), we must have at least one number in [n− 1] not appearing in the sequence of partial sums.
However, this number appears exactly once in ςn/2. Thus, this number is not fixed and so we do not get the identity
permutation. 
Remark. There is an alternate proof of Theorem 5 if n ≡ 0(mod 4). In this case, ςn/2 is a product of an even number of
transpositions. Therefore the product
ςn−k1 · · · ςn−kn−1(S2, S1)(S3, S2) · · · (Sn−1Sn−2)(0, Sn−1)
is a product of an odd number of transpositions which is never the identity.
We can do more than show non-existence; if n is odd, then ςn−k1 · · · ςn−kn−1 =  due to the commutativity of the ςk’s
and the fact that for each ςk, its inverse ςn−k appears exactly once. We therefore have the following.
Theorem 6. If n is odd, then the Hamiltonian path σn−k1σn−k2 · · · σn−kn−1 lifts to a Ucycle for (n − 1)-partitions of [n] if and
only if the associated product of transpositions (S2, S1)(S3, S2) · · · (Sn−1Sn−2)(0, Sn−1) is the identity. 
Example. Let n = 9 and take the Hamiltonian path 8,7,5,6,1,2,4,3. Then the sequence of partial sums (mod 9) is
8,6,2,8,0,2,6,0 and so the associated product of transpositions is (8 0)(6 8)(2 6)(8 2)(0 8)(2 0)(6 2)(0 6). Notice that
this product is the identity, while the Hamiltonian path does not satisfy the conditions of Theorem 10. This is our first
example of a star Ucycle, which is discussed in the Section 6.
Let n = 8 and take the Hamiltonian path 7,5,6,1,2,4,3. Then the sequence of partial sums (mod 8) is 7,4,2,3,5,1,4.
Adding 4 to each we get the sequence 3,0,6,7,1,5,0 and intertwining them we get the associated product of transpositions
(3 4)(0 3)(6 0)(7 6)(1 7)(5 1)(0 5).
4.2. Ranking and unranking formulae
Two basic questions we may ask about any Ustring are first, given a combinatorial object, in our case a partition, where
is it in a given Ustring and conversely given a position in a Ustring, what object is at that position? These are the ranking and
unranking problems. For (n− 1)-partitions of [n] the answers to these questions have nice formulas.
Theorem 7. Suppose we are given a Hamiltonian path n− k1, n− k2, . . . , n− kn−1 and the corresponding Ustring is the word
x1x2 . . . x( n2 )+n−1. Then the partition |s, t|, s < t, is the subword of length n starting at xq where
q = 1+ n− t + k1 + k2 + · · · + ki−1
and where n− ki = t − s. If t − s = n− k1 then take q = 1+ n− t. (Note this is not done modulo n.) Similarly, if we want to
know which partition is represented by the subword beginning at x`, let 1 ≤ i < n be defined by∑
j = 1i−1 kj < ` ≤
∑
j = 1i kj.
Then the partition beginning at x` is |s, t| where
t = 1+ n− `+
∑
j = 1i−1 kj
s = t + ki − n.
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Proof. Let v be the number such that n−v = t . First note that by definition of the paths from T0 induced by the Hamiltonian
paths, t − s = n − ki for one of the n − ki and so |s, t| lies in this path. Now given an end state y1y2 . . . yn−1 the partition
|n− ki, n| starts at y1, |n− ki − 1, n− 1| starts at y2(= y1+1) etc. Thus the partition |s, t| starts at y1+v = y1+n−t .
Now given the Ustring x1x2 . . . x( n2 )+n−1 and the T0-path n− ki at what xj does the ith end state begin? This is easy. The
first end state begins at x1, the second begins at xk1+1, the third begins at xk1+k2+1 etc. It is easy to see then that the ith end
state begins at index j = 1+∑i−1h=1 kh.
Combining these two pieces of information we see that from x1, the partition |s, t| starts at xq where,
q = 1+ n− t + k1 + k2 + · · · + ki−1
where ki = t − s (and if t − s = k1, then take q = 1+ n− t .)
The unranking formula is this same argument run backwards. 
5. Enumeration of Ucycles
We can use the permutations to begin an enumeration of Ucycles for (n− 1)-partitions of [n].
Theorem 8. If k1, k2, . . . , kn−1 is a Hamilton path that lifts to a Ucycle for (n − 1)-partitions, then any cyclic rotation,
kj, kj+1, . . . , kn−1, k1, k2, . . . , kj−1 also lifts to a Ucycle. Furthermore, these two Ucycles are isomorphic to each other under a
permutation of the letters and a rotation of the Ucycle itself.
Proof. Let k1, k2, . . . , kn−1 be a Hamilton path in T that lifts to a Ucycle, i.e., σk1σk2 · · · σkn−1 = . Then by left multiplication
by respective inverses we get
σkjσkj+1 · · · σkn−1 = σ−1kj−1 · · · σ−1k1 .
Wemay now right multiply the terms on the right-hand side by their respective inverses to get
σkjσkj+1 · · · σkn−1σk1σk2 · · · σkj−1 = .
Whence kj, kj+1, . . . , kn−1, k1, k2, . . . , kj−1 gives rise to a Ucycle. Furthermore, the construction of a given path is
independent of the previously constructed paths (up to equivalence). Thus, if one Ucycle is a cyclic rotation of another
they are equivalent. 
Theorem 9. If α = k1, k2, . . . , kn−1 is a Ucycle for (n− 1)-partitions, then α∗ = kn−1, kn−2, . . . , k1 is a Ucycle.
Proof. The construction of α∗ is simply the reverse construction of α. Thus if α is a Ucycle then so is α∗. 
The following theorem is an immediate consequence of Lemma 1.
Theorem 10. Let k1, k2, . . . , kn−1 be a Hamiltonian path in T = Kn−1. Suppose that for all ki, one of the following (recursive)
conditions is true:
1. The T0-path n− ki is adjacent to ki, or
2. The T0-path n− ki is separated from ki by a subsequence ki+1, . . . , kn−ki−1 which itself satisfies conditions 1 and 2.
Then k1, k2, . . . , kn−1 forms a Ucycle for (n− 1)-partitions.
Proof. Essentially the two conditions in Theorem 10 state that if we can keep ‘‘crossing’’ out adjacent pairs which sum to n
(corresponding to the two permutations being inverses) then we end up with the identity permutation and thus a Ucycle. A
nice way of visualizing these conditions is by labeling n− 1 points on a circle by k1, k2, . . . , kn−1 (in order) and connecting
the pairs which sum to n with a chord. If there are no intersecting chords, then we have a Ucycle. The details are easy to
check. 
Theorem 11. Let n = 2m + 1 and let Nn denote the total number of Hamiltonian paths (with isomorphic copies counted) that
satisfy the conditions of Theorem 10. Then
Nn = m!2
m
m+ 1
(
2m
m
)
.
Proof. Thenumber of possibilities of joining 2mpoints on a circlewithmnon-intersecting chords is themth Catalan number,
Cm(see [2]) defined by,
Cm = 1m+ 1
(
2m
m
)
.
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Fig. 1. Visualization of star Ucycles for n = 11.
For each possibility, we have 2m ways of labeling the endpoints of the first chord with some k and n − k, 2m − 2 ways of
labeling the endpoints of the second chord, etc. Thus we have,
Nn = 2m(2m− 2)(2m− 4) . . . (2)Cm = 2m(m!)Cm = 2
m(2m)!
(m+ 1)! . 
Corollary 12. Let Mn be the number of Hamiltonian paths that satisfy the conditions of Theorem 10, no two of which are
isomorphic by a letter permutation or cyclic rotation of the Ucycle itself. Then
Mn = 2
m(2m− 1)!
(m+ 1)! .
Proof. For any Hamiltonian path, there are n− 1 = 2m cyclic rotations, hence,
Mn = 2
m(2m)!
(2m)(m+ 1)! =
2m(2m− 1)!
(m+ 1)! . 
It is tempting to conjecture the sufficiency of Theorem 10. Indeed, this would be true up to n = 8. Unfortunately there is
a collection of counterexamples for n ≥ 9 which will be discussed in Section 6.
6. Further questions
For odd n ≥ 9we come across certain Hamiltonian path in T whose associated permutation product is the identity while
the path does not satisfy the conditions of Theorem 10. We have yet to fully understand these exceptional cases.
For n = 9 there are 48 such examples, although up to cyclic rotation and reversal (c.f. Theorems 8 and 9) there are only
three essential examples. They are:
α = 8, 7, 5, 6, 1, 2, 4, 3,
β = 8, 7, 3, 5, 1, 2, 6, 4,
γ = 8, 6, 7, 5, 1, 3, 2, 4.
Visualizing these as in the proof of Theorem 10 these three have the interesting property that their chords intersect in
one point. However not every permutation whose chordal diagram intersects in one point gives a Ucycle.
For n = 11 there are three chordal diagrams which correspond to Ucycles that do not arise from Theorem 10.
An example of each can be given respectively by the Hamiltonian cycles (10,8,7,2,5,1,3,4,9,6), (10,2,4,5,8,9,7,6,3,1) and
(10,3,2,5,4,8,1,9,6,7). See Fig. 1.
In total for n = 11, a computer search found that there are 1900 star Ucycles. In Table 1 we summarize the total number
of Ucycles that satisfy Theorem10 (‘‘normal’’ types), and the number of exceptional cases (found by computer searches, with
help from John Dixon whom we graciously thank [5]) for 1 ≤ n ≤ 13 and odd. The results were found using MATLAB for
the lesser n, and GAP for larger n using different computers so a running time comparison would not be appropriate here.
From an analysis of the computer searches we feel the following may be true.
Conjecture. Let n be odd and let k1, k2, . . . , kn−1 be a Hamiltonian path which does not satisfy the conditions of Theorem 10.
Let S1, S2, . . . , Sn−1 be the sequence of partial sums mod n. Then k1, k2, . . . , kn−1 lifts to a Ucycle if and only if exactly (n− 1)/2
different non-zero numbers appear in S1, S2, . . . , Sn−1.
Since any positive number that appears in the partial sum must appear at least twice in order for the product of
transpositions to reduce to the identity, there are clearly at most (n − 1)/2 different non-zero numbers appearing in the
sequence of partial sums.
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Table 1
The number of Ucycles satisfying Theorem 10.
n Normal Exceptional Total
3 2 0 2
5 16 0 16
7 240 0 240
9 5376 48 5424
11 161280 1900 163180
13 6082560 110688 6193248
15 276756480 ??? ???
7. Some generalizations
It is easy to generalize the discussions in the preceding sections to talk about t-cover Ustrings and Ucycles, that is, strings
which contain each combinatorial object exactly t times as a subword [9]. In this case a t-cover Ustring is clearly equivalent
to a path in K ∗n−1which visits each vertex exactly t times, where K
∗
n−1 denotes the complete graph on n−1 verticeswherewe
also include a loop at each vertex. This path is a Ucycle if and only if the associated product of transpositions is the identity.
Theorem 13. If n is even, then there always exists a 2-cover Ucycle for (n− 1)-partitions.
Proof. Take the path n− 1, 1, n− 1, 1, n− 2, 2, n− 2, 2 . . . , n− n/2, n/2. 
Suppose we are given a Hamiltonian path α in T = Kn−1. For what t can we create a t-cover Ucycle by simply taking as
our path αα . . . α?
Theorem 14. Let α be a Hamilton path in T = Kn−1 and pi the associated product of transpositions. Let φ be the order of pi ∈ Sn,
then
αt = αα · · ·α︸ ︷︷ ︸
t times
lifts to a t-cover Ucycle if and only is t = kφ for k ∈ N.
Proof. This is obvious. 
A crucial property of (n−1)-partitions is that every partition has 1 subset of size 2 and n−2 singleton subsets. So perhaps
the next logical place to study is not k-partitions in general but the family of partitions where each partition has the same
size subsets as every other. For example, if we consider the family of partitions where each partition has one subset of size k
and the other of size n− k, and we use the same representation scheme for partitions as above, then in fact this is one way
of representing k-subsets of an n-set. Let us denote this family by [n, k].
More generally let us define the type of a partition as the ordered tuple (τ1, τ2, . . . , τn)where τi is the number of subsets
of size i. This paper deals with partitions of type (n− 2, 1, 0, 0, . . . , 0). As mentioned in the preceding paragraph, a Ucycle
for [n, k] is the same as a Ucycle for partitions of type (0, . . . , 0, 1, 0 . . . , 0, 1, 0 . . . , 0)where the 1’s are in positions k and
n− k.
Example. The following is a Ucycle for [5, 3]: aabbbaabab. We note two interesting facts about this example. First, this
Ucycle doubles as a Ucycle for [5, 2]. It is not difficult to see this property holds in general for our representation scheme; a
Ucycle for [n, k] is a Ucycle for [n, n− k].
In [13], Stevens et al. show that if we self-represent the set of k-subsets of [n], then one cannot construct Ucycles for
k = n− 2. Therefore our representation scheme is advantageous in that we do have a Ucycle for k = n− 2, for one k and n,
however, as we show below, this is not usually the case. Fig. 2 shows the transition graph constructed as usual, except we
have labeled the nodes with the partitions of [5], but constructed the edges by our representation scheme.
We also give a final example; the following is a Ucycle for [7, 3] and [7, 4]:
aaabbbbaaababbbaabaabbaabababaababb.
Theorem 15. Using the representation scheme in this paper, Ucycles (and Ustrings) for [n, 2] only exist for n = 2, 3 and 5.
Proof. A Ucycle for n = 2 is aa, a Ucycle for n = 3 is aab and we have already given a Ucycle for n = 5. Now suppose n is
none of these three values. Then the partition represented by aa . . . abb (where there are (n − 2)a’s) must be followed by
aa . . . abba, which in turn must be followed by aa . . . abbaa, and so forth. However it is easy to see that eventually we just
wind up back to aa . . . abb, thereby missing the partition ababaa . . . a (for example). Thus, we may never construct a Ucycle
or even a Ustring for such n. 
Following our examples of Ucycles for [7, 3] and [5, 2], we propose the following.
Conjecture. Using the representation scheme in this paper, a Ucycle for
[
n, n−12
]
always exists for odd n ≥ 3.
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Fig. 2. Transition graph for [5, 2] and [5, 3].
The connectivity of the transition graph is at least plausible here sincewithin the representationswe have
(
n−1
n−1
2
)
suffixes
(and prefixes) with exactly (n− 1)/2a’s and (n− 1)/2b’s, enabling us to write in as the next letter either a or b.
References
[1] F. Chung, P. Diaconis, R. Graham, Universal cycles for combinatorial structures, Discrete Mathematics 110 (1992) 43–59.
[2] J.H. Conway, R.K. Guy, The Book of Numbers, Springer-Verlag, New York, 1996.
[3] N. de Bruijn, A combinatorial problem, Nederlandse Akademie van Wetenschappen 49 (1946) 758–764.
[4] N. de Bruijn, T. van Aardenne-Ehrenfest, Circuits and trees in ordered linear graphs, Simon Steven 28 (1951) 203–217.
[5] J. Dixon, Personal communication, 2004.
[6] H. Fredrickson, A survey of full length nonlinear shift register cycle algorithms, SIAM Review 24 (1982) 195–221.
[7] I.J. Good, Normal recurring decimals, Journal of London Mathematical Society 21 (1946) 167–169.
[8] G. Hurlbert, Universal cycles: On beyond de Bruijn, Ph.D. Thesis, Rutgers University, 1990.
[9] G. Hurlbert, Multicover ucycles, Discrete Mathematics 137 (1995) 241–249.
[10] B. Jackson, Universal cycles of k-subsets and k-permutations, Discrete Mathematics 117 (1993) 141–150.
[11] C.F.-S. Marie, Solution to problem number 58, l’Intermediare des Mathematiciens 1 (1894) 107–110.
[12] M.H. Martin, A problem in arrangements, Bulletin of American Mathematical Society 40 (12) (1934) 859–864.
[13] B. Stevens, P. Buskell, P. Ecimovic, C. Ivanescu, A.M. Malik, A. Savu, T.S. Vassilev, H. Verrall, B. Yang, Z. Zhao, Solution of an outstanding conjecture: The
non-existence of universal cycles with k = n− 2, Discrete Mathematics 258 (2002) 193–204.
