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Abstract
A generic method for supervised classifica-
tion of structured objects is presented. The
approach induces a classifier by (i) deriv-
ing a surrogate dataset from a pre-classified
dataset of structured objects, by segmenting
them into pieces, (ii) learning a model relat-
ing pieces to object-classes, (iii) classifying
structured objects by combining predictions
made for their pieces. The segmentation al-
lows to exploit local information and can be
adapted to inject invariances into the result-
ing classifier. The framework is illustrated
on practical sequence, time-series and image
classification problems.
1. Introduction
Let X be a space of inputs, Y a space of outputs,
PX×Y a probabilistic relation among inputs and out-
puts, and ℓ(y, y′) : Y × Y → IR+ a loss function: op-
timal prediction of outputs consists of computing a
function f∗(·) : X → Y minimizing the expected loss
EPX×Y{ℓ(f(x), y)}. The goal of supervised learning is
to exploit a sample of joint observations (xi, yi)
N
i=1 ∼
PNX×Y of i.i.d input-output pairs, in order to define
automatically an optimal prediction.
Most work in supervised learning builds upon the as-
sumption that input and output spaces can be mapped
into a vector space prior to learning and prediction,
either explicitly by a given set of attributes (so-called
propositional learning) or implicitly by kernelization.
In many problems, however, inputs and/or outputs
are complex data structures composed of elementary
pieces of information which are related to each other
in some meaningful way. To handle such applica-
tions by supervised learning it is thus desirable to
develop frameworks exploiting these structures (Diet-
terich, 2000).
In this paper, we consider a family of problems where
the output is a discrete class label, but the inputs
are complex. We furthermore suppose that inputs are
topologically structured, namely that they are com-
posed of elementary pieces of similar nature related
to each other by a neighborhood relation. While not
covering all kinds of structured data learning prob-
lems, this problem-class includes a large number of
practically relevant applications, such as string, time-
series and image classification. We present within this
context a simple and generic approach for supervised
learning with invariances, which consists of segment-
ing complex inputs into pieces, applying supervised
learning to samples of pieces, and carrying out pre-
dictions for complex inputs by combining predictions
from their pieces. The paper synthesizes our earlier
work in the three aforementioned domains.
The paper is organized as follows: Section 2 presents
the Segment and Combine framework in general and
discusses some of its intrinsic biases; Section 3 focuses
on learning of invariances with this approach and Sec-
tion 4 on some implementation specifics. Practical ap-
plications are discussed and illustrated in Section 5,
and further work is mentioned in the Conclusions.
2. Algorithm description and rationale
2.1. Segment and combine: in abstracto
Let us denote by Z = X ×Y a space of input output-
pairs, by (z1, . . . , zN ) ∈ Z
N a sample of length N , and
by Z∗ the space of all possible finite length samples.
A hard supervised learning algorithm is an algorithm
Axh(·) : Z
∗ → YX computing from a sample a predic-
tive model, ie a function fxh (·) : X → Y. Let πY denote
a probability distribution over Y and ΠY the space of
all such distributions. A soft supervised learning algo-




from a sample a conditional probability model, i.e., a
function fxs (·) : X → ΠY .
Suppose that inputs have some structure which allows
us to segment them in some way into pieces. Let us de-
note by P the space of all possible pieces of all possible
inputs, by p(x) = (pi(x))
k(x)
i=1 ∈ P
k(x) the sequence of
pieces obtained from some input1. Let Q = P×Y and
Aps(·) : Q
∗ → (ΠY)
P be a soft learning algorithm map-
ping any finite length sample ((p1, y1), . . . , (pN , yN))
of labelled pieces to a conditional probability model
fps (·) : P → ΠY . Then the segment and combine idea
consists of building a (hard) supervised learning algo-
rithm Axh(·) in the following way:
1. Segment (exhaustively) each input-output pair
(xi, yi) by extracting all pieces from xi and la-





Concatenate all these latter and transform the re-
sulting big sequence into a learning sample by:
ls = T
(
(p1(x1), y1), . . . , (pk(xN )(xN ), yN )
)
, (2)
using the transformation T (·) : Q∗ → Q∗.
2. Compute Aps(ls) to get a soft model f
p
s (·) over P .
3. Combine soft predictions from pieces by
fxh (x) = C
(





into hard predictions from inputs by using the
combination operator C(·) : (ΠY)
∗ → Y.
There are thus four degrees of freedom, namely the seg-
mentation p(·), the base learnerAps(·), the combination
C(·), and the transformation T (·). We discuss below
the first three operators in general. The transforma-
tion T (·) aims at explicitly introducing invariances and
is discussed in Section 3.
2.2. Segmenting topologically structured data
Topologically structured data are data which are com-
posed of elementary pieces related to each other by a
neighborhood function. For example a graph (V,E) is
composed of a set of vertices V which topological stru-
ture derives from the explicitly given set of edges E.
Time-series data are composed of elementary samples
which neighborhood is composed of the previous and
next samples along the temporal axis, and similarly for
1The number of pieces may vary with x, and p(x) is
defined as a sequence (and not a set) to allow for multiple
copies of a same piece and to preserve, at this level of
generality, the order by which pieces are extracted. Thus
p(·) is indeed a function mapping X to P∗ (not to 2P).
strings over a finite alphabet. On the other hand, an
image is composed of pixels which neighborhood de-
rives directly from their spatial position in the image
plane. Note that topological structure can also appear
naturally at several levels, such as for example in text
documents, composed of characters yielding strings,
combined into sentences, paragraphs, etc.
Once a neighborhood function is given structuring our
data, one can extract pieces from them by deriving
from the (local) neighborhood function a (global) dis-
tance between elementary pieces, and for a fixed di-
ameter extracting pieces of data within the diameter
of each elementary object. For example, this allows
to extract windows of fixed size from images, subse-
quences of fixed length from time-series or strings, etc.
Depending on the relative size of the segmentation di-
ameter and the diameter of the original data, this al-
lows to extract pieces containing more or less global
information about the original objects.
2.3. Segmentation by random sampling
If the inputs of the original dataset contain a large
number of pieces, then exhaustively extracting all of
them (as in Eq (1)) may lead to very large samples. For
example, in image classification problems, the number
of subwindows is typically of the order of the number
of pixels, leading to subimage samples that may turn
out to be 4 to 6 orders of magnitude larger than the
original dataset of images.
To make learning tractable under such circumstances,
we propose to use, instead of the exhaustive segmenta-
tion of Eq (1), a subset of specified size, by extracting
from each input of the original dataset a fixed num-
ber of randomly chosen pieces. Along a similar line,
we can also speed up the final prediction step (3), by
using instead of all the pieces of the considered input
only a randomly selected subset of specified size.
2.4. Kernel-based vs propositional base learner
The two main classes of generic supervised learning al-
gorithms that have emerged in the literature are either
propositional, in which case inputs to the learning al-
gorithm have to be represented as a vector (of fixed
length) of scalar attributes, or kernel-based, in which
case one needs to define a kernel measuring the simi-
larity of two inputs. These two types of methods have
rather different algorithmic properties and their choice
is thus also guided by practical constraints.
The main advantage of kernel-based methods is that
by a proper choice of kernel they can be applied to a
large variety of data structures without the necessity to
represent them in a finite dimensional attribute space.
The advantage of propositional ones is that they can
scale well with sample size, and also that they often al-
low to assess the importance of elementary attributes
in terms of information content. Within the segment
and combine approach, they can be applied to objects
of variable size provided that the pieces can be repre-
sented by a vector of attributes of fixed size.
2.5. Combination by voting or averaging
We used in our applications a soft voting operator
C(·) selecting the majority class from the average class
probabilities of pieces. This is invariant with respect to
permutations of pieces, and does not take into account
their relative position. On the other hand, step (2) of
the method targets a model fps (·) predicting the class
distribution of objects containing a certain piece, such
that pieces which are found only in objects of a given
class will get a high probability for this class. There-
fore, (soft) voting over pieces is essentially equivalent
to counting the number of pieces specific of each class,
and selecting the most frequently detected one. This,
admittedly, naive way of merging piecewise informa-
tion yielded excellent results in our applications.
3. Imposing input-space invariances
3.1. Motivation
In many structured data problems one knows a priori
that the optimal predictive model should be invariant
with respect to some transformation of the inputs. For
example, in many text classification problems the tar-
get relation is case insensitive and also insensitive to
the insertion of white spaces etc. Similarly, in image
classification, resolution and viewpoint variations are
normally not supposed to change classes.
One way to define such input-space invariances con-
sists of describing an equivalence relation R ⊂ X × X
among inputs, and stating that the learning algorithm
should return a function f∗(·) such that
∀x, x′ : (x, x′) ∈ R⇒ f∗(x) = f∗(x′). (4)
Another way to define invariances consists of describ-
ing a transformation operator O(·) : X → X over the
input space, and stating that f∗(·) should satisfy
∀x ∈ X : f∗(O(x)) = f∗(x). (5)
Depending on the application, it may be easier to spec-
ify invariances in one or the other way.
Invariances restrict the class of predictions f(·) that
are compatible with prior knowledge about a learn-
ing problem, and may thus help to improve learning
speed and accuracy. The stronger invariances are those
that impose stronger restrictions on the hypothesis
space. For example, in a classification problem the
strongest possible invariance relation would be an in-
variance which number of equivalence classes is equal
to the number of output classes. While such strong
invariances are seldom available a priori, weaker ones
are very often available and their exploitation can very
significantly improve generalization.
3.2. Learning of invariant models
One standard way of exploiting input-space invari-
ances is normalization. It consists essentially of nor-
malizing the inputs in such a way that there is a one-
to-one relationship between normalized inputs and in-
variant equivalence classes, i.e. by defining a transfor-
mation N(·) : X → X ′, such that
∀x, x′ : (x, x′) ∈ R⇔ N(x) = N(x′). (6)
This can be exploited in supervised learning by nor-
malizing inputs prior to learning and prediction. In
kernel methods, normalization can also be done im-
plicitly by using a kernel which itself is invariant, i.e.
such that
∀x, x′, x′′ : (x, x′) ∈ R⇒ k(x, x′′) = k(x′, x′′), (7)
or
∀x, x′ : k(x, x′) = k(x,O(x′)). (8)
Another generic way to inject invariances consists of
adding transformed versions of the inputs to the sam-
ple. More precisely, if O = {O1, . . . , Oλ} is a set of in-
variant transformations, this consists of replacing each
pair (xi, yi) of the learning sample by a collection of
pairs obtained by
(xi, yi), (O1(xi), yi), . . . , (Oλ(xi), yi). (9)
Note that if the set of invariant transformations is very
large or even infinite, the enumeration can (or must)
be replaced by random sampling.
3.3. Invariances of Segment and Combine
In the segment and combine approach, invariances re-
sult naturally from the choice of the piece-extraction
operator p(·), which induces the following equivalence
relation among objects
∀x, x′ : (x, x′) ∈ R⇔ p(x)p(x′), (10)
which, indeed, is such that




for any model in the form (3). This invariance can
be further strengthened by assuming that the combi-
nation operator C(·) is itself invariant with respect to
permutations of its argument (as it is the case for most
aggregation or voting mechanisms). This leads to the
equivalence relation (10) where equality is replaced by
equality up to a permutation of components.
Furthermore, it is possible to inject invariances in an
elegant way into the segment and combine approach
at the learning stage, by combining segmentation to-
gether with a sample transformation operator T (·) to
extract from an input-output pair a set of transformed
pieces representative of the desired invariances (see
Section 5.4, for an illustration of this idea in the con-
text of image classification).
4. Specifics of Segment and Combine
4.1. Ensemble-based base learners
Ensemble methods aggegate predictions of an ensem-
ble of models induced from a learning sample by in-
jecting some variance, e.g., by randomizing the algo-
rithm and/or by changing the learning sample from
one model to the other. Typically, the larger the num-
ber of models the more accurate the final prediction.
In the context of segment and combine, the use of en-
semble methods thus leads to a double voting scheme:
one over models, and the other over pieces. Also, since
the segment and combine may introduce randomiza-
tion by subsampling of pieces, one can imagine var-
ious ways of interlacing the sampling of models and
the sampling of pieces, and thereby further improve
the efficiency/accuracy tradeoff of the method.
4.2. Piece extraction and diameter tuning
At the prediction step, it is possible to extract the
most relevant (class-specific) pieces from an object by
sorting them by increasing order of the entropy of the
predicted probability distribution. This allows one to
gain further insight into the way a particular object is
classified (see §§5.3-5.4 for illustrations).
For the approach to work well the diameter of the
pieces generally needs to be adjusted to the problem
at hand. There are two alternative ways to make sure
that pieces of appropriate size are used: one consists of
using a cross-validation wrapper to identify an optimal
diameter from the data (see §§5.2-5.3 for examples);
the other way consists of randomizing the diameter of
pieces so as to inject scale invariance into the resulting
classifier (see §5.4).
5. Illustrations
We illustrate the proposed framework on three classes
of topologically structured data, namely strings, time-
series, and images. Our presentation is mostly bor-
rowed from (Geurts et al., 2005), (Geurts & Wehenkel,
2005), and (Mare´e et al., 2005b) respectively. The
interested reader may refer to these publications for
more details. These applications share some common-
alities that we summarize first.
5.1. Commonalities
First, we used a piece extraction mechanism that ran-
domly choses a fixed number of pieces from each ob-
ject, as mentioned in section 2.3. Note that these
pieces were described in terms of raw input attributes
without any feature selection or extraction.
Second, piece-classifiers were learned using proposi-
tional base learners in the form of ensemble of decision
tree models, such as Tree-Boosting, Tree-Bagging and
Extra-Trees (see Geurts et al., 2006).
Third, we used a simple combination mechanism which
merely averages the soft predictions derived from the
elementary pieces. In particular, to make a predic-
tion for a new object with an ensemble of trees grown
from pieces, each piece is simply propagated into each
tree of the ensemble. Each tree outputs conditional
class probability estimates for each piece. Each piece
thus receives M vectors of class probability estimates,
where M denotes the number of trees in the ensem-
ble. All the predictions are then averaged and the
class corresponding to the largest aggregated proba-
bility estimate is assigned to the structured object.
5.2. String classification
Symbolic sequence (string) classification is a rather
generic problem which appears for instance in text cat-
egorization, computer-user modeling, automatic classi-
fication of alarm logs, and intrusion detection. One do-
main where discrete sequences are especially frequent
is biology. In the context of bioinformatics, automatic
sequence classification can be applied both to genomic
data (DNA or RNA strings) as well as to proteomic
data (strings of amino-acids), and there is a multitude
of applications ranging from fast database search to
the identification of patterns of some specific physical
properties.
The most frequent approach to handle symbolic se-
quences is to derive from them a (potentially very
large) number of candidate atributes and then use
these as inputs for standard supervised learning meth-
ods (possibly in combination with attribute selection
techniques). Different sets of attributes have been pro-
posed for biological sequences (Hu et al., 2000; Simonis
et al., 2004; Saeys et al., 2004). Another approach is
to define a similarity measure between sequences and
then exploit this similarity in k-nearest neighbor or
other kernel-based methods. Again, to be effective,
this similarity measure has to be adapted to the prob-
lem at hand (see e.g., Lodhi et al., 2002, for texts,
Wang et al., 1999; Vert et al., 2004, for biological se-
quences).
In this section, we illustrate the segment and combine
approach on two datasets of DNA sequences consid-
ered in (Geurts et al., 2005):
• Splice (Blake & Merz, 1998): the goal of this
problem is to recognize DNA coding regions. The
dataset contains 3190 sequences of 60 nucleotides
classified into three classes: non coding sequences,
sequences centered at the junctions between cod-
ing and non coding regions, and sequences cen-
tered at the junctions between non coding and
coding regions.
• MSN2 (Simonis et al., 2004): the goal of this prob-
lem is to recognise genes that are targeted by the
same transcription factor. The dataset contains
112 sequences of length 800, half of them targeted
by the MSN2 transcription factor.
We applied on these two problems the instance of
the segment and combine framework described above.
Pieces are defined in this case by all subsequences of
a given length of an input sequence. We randomly
extracted 20,000 of them from learning sequences and
we classified them with ensembles of 50 Extra-Trees
(Geurts et al., 2006). To make a prediction, we ex-
tracted all possible pieces from the tested sequences
and averaged class probability estimates for these
pieces. Error rates were estimated by holdout of 1190
sequences on Splice and by 10-fold cross-validation on
MSN2. Figure 1 shows the evolution of the error with
the diameter of the pieces ranging from 5 to the full
length of the sequence in both cases. These two curves
illustrate the importance of the tuning of the diameter
parameter. On Splice, the optimal value corresponds
to the maximal sequence length for this problem while
on the MSN2 problem, the optimal value corresponds
to the smallest piece length. Hence, by the adapta-
tion of the diameter, the method can handle as well
problems with highly centered data as problems char-
acterized by local position independent patterns. In
both cases, the segment and combine approach proves






































Figure 1. Evolution of the error with the subsequence
length, left on Splice, right on MSN2
as input variables the number of occurences of all pos-
sible n-grams of a given length (Geurts et al., 2005).
On MSN2, we also obtain good results with respect to
a feature extraction method taking into account bio-
logical aspects (Simonis et al., 2004).
Another interesting characteristic of the segment and
combine approach for this application is that it allows
one to retrieve discriminant patterns from sequences
from the piece classifier. In (Geurts et al., 2005), we
provide a procedure exploiting the subsequence classi-
fiers derived by supervised learning in order to identify
the subsequences which are highly specific of a given
class, and at the same time occur frequently in se-
quences of this class.
5.3. Time-series classification
Time-series classification is at the same time an impor-
tant problem, from the viewpoint of its multitudinous
applications, and a difficult one from the viewpoint of
machine learning methodology. Specific applications
of time-series classification concern the non intrusive
monitoring and diagnosis of processes and biological
systems, for example to decide whether the system is
in a healthy operating condition on the basis of mea-
surements of various signals. Other relevant applica-
tions concern speech recognition, behavior analysis, in
particular biometrics and fraud detection, which can
all be settled in the form of time-series classification
problems.
Like for discrete sequences, the most common ap-
proach to solve this problem is to define a (possibly
very large) collection of temporal predicates (or pat-
terns) which can be applied to each time-series in or-
der to compute features (logical or numerical scalar
attributes) which are then used as input representa-
tion to a base learner (Kadous & Sammut, 2005; Kudo
et al., 1999; Mierswa & Morik, 2005; Olszewski, 2001;
Saito, 1994; Zhang et al., 2004). A related approach
is to incorporate directly the temporal feature extrac-
tion step into the learning algorithm (Alonso Gonza´lez
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Figure 2. An instance of the Auslan-s problem
2003). Another approach is to define a distance mea-
sure between time-series that takes into account tem-
poral specific peculiarities (e.g. invariance with re-
spect to time or amplitude rescaling) and then to
use this distance measure in combination with nearest
neighbors or other kernel-based methods (Ratanama-
hatana & Keogh, 2004; Shimodaira et al., 2001). A po-
tential advantage of these approaches is the possibility
to bias the representation by exploiting prior problem
specific knowledge, by defining a dictionary of applica-
tion specific patterns, or by using an ad hoc similarity
measure. At the same time, this problem specific mod-
eling step makes the application of machine learning
non autonomous.
In (Geurts & Wehenkel, 2005), we have applied the
segment and combine method on 10 benchmark time-
series problems and obtained results competitive with
state-of-the-art algorithms from the literature without
any specific problem adaptation. As an illustration,
one of these datasets, Auslan-s (Kadous, 1999), col-
lects 200 recordings of the Australian sign language
using instrumented gloves. Each time-series measures
the temporal evolution of 8 variables on variable length
intervals and corresponds to one out of 10 words (see
Figure 2 for one example). We applied to this problem
the segment and combine method with ensembles of
100 Extra-Trees and a random sample of 10000 pieces
of fixed length. The length of the pieces was optimized
in this case by 10-fold cross-validation. This yields
an error rate of 1.0% (estimated by another external
run of 10-fold cross-validation) which turns out to be
slightly better than the best previously published er-
ror rate on this problem (1.5% in Kadous, 1999). As a
comparison, the use of Extra-Trees with a simple nor-
malization technique transforming a time-series into
a vector of fixed dimensionality yields a much higher
error of 4.5%.
As another illustration of the interpretability of the
segment and combine method, Figure 3 shows, in the
top part, two time-series from an artificial problem
with two classes, and, in the bottom part, the evolu-
tion of the probabilities of the two classes as predicted
for subseries (of 50 time points) as they move progres-























































Figure 3. Illustration of intepretability on a time-series
problem
fers from class 2 only by the occurence of a sharp peak
(around t = 75 in these examples). From the probabil-
ity plots, we see that, most of the time, the two classes
are equally likely, but at the time where the peak ap-
pears (t ∈ [60−70]) the probability of class 1 increases
for the left series (where a peak appears) and decreases
for the right series (where no peak appears). Notice
that the voting scheme used to classify the whole time-
series from its subseries amounts to integrating these
curves along the time axis and deciding on the most
likely class once all subseries have been incorporated.
This suggests that, once a subseries classifier has been
trained, the segment combine approach can be used in
real-time in order to classify signals through time.
Note that, although all time-series considered in
(Geurts & Wehenkel, 2005) were numerical, the seg-
ment and combine method can also handle time-series
mixing numerical and symbolic data provided that the
used base learner can handle them.
5.4. Image classification
Given a set of training images labelled into a finite
number of classes, the goal of an automatic image
classification method is to build a classifier that will
be able to predict accurately the class of new, unseen
images. This problem is very challenging as there ex-
ist a lot of very different images classes, as illustrated
in Figure 4, and real-world images could be taken un-
der various viewing conditions due to scale, viewpoint,
rotation, and illumination changes, as well as partial
occlusions and cluttered backgrounds.
In the computer vision literature, a number of ap-
proaches extract from images some local patches us-
ing region or interest point detectors (Mikolajczyk &
Figure 4. Examples of types of images tackled with the seg-
ment and combine framework
Schmid, 2005). These patches are then described by
an attribute vector after some dimensionality reduc-
tion (Mikolajczyk et al., 2005), and often injected into
nearest neighbor or kernel-based algorithms. The in-
stance of the segment and combine framework that we
evaluated comes within the scope of these approaches.
It was successfully applied to the recognition of im-
ages representing different kinds of objects, handwrit-
ten digits, faces, buildings, photographs, x-rays, . . .
More precisely, the method presented in (Mare´e et al.,
2005b) extracts a large number of possibly overlap-
ping, square subwindows of random sizes and at ran-
dom positions from images. Each subwindow size is
randomly chosen between 1 × 1 pixels and the mini-
mum horizontal or vertical size of the current image.
The position is then randomly chosen so that each sub-
window is fully contained in the image. Robustness
to various viewing conditions was handled as follows.
To be robust to scale changes, subwindows are simply
transformed to a fixed size. Note that this transforma-
tion also allows to use propositional base learners that
work with fixed-size feature vectors, even if images are
of different sizes (which is often the case). The resized
subwindows are then transformed to a HSV color space
that tends to limit the effects of practically occurring
illumination changes. Regarding rotation changes, a
variant of the method was also introduced where sub-
windows are randomly rotated before resizing them.
Indeed, it encourages the learning algorithm to pro-
duce models which will classify subwindows extracted
from rotated versions of an image in the same way.
Other transformations could be considered, for exam-
ple to deal with perspective distortion due to large
viewpoint changes. Notice that randomizing the size
and the orientation of the extracted subwindows is
essentially equivalent to extracting windows of fixed
size and orientation from scaled and/or rotated im-
ages, and so imposes classifier invariance with respect
to these transformations. Note also that ensuring scale
invariance by window-size randomization results in the
fact that there is no need here to tune the window size
to problem specifics.
Like in other applications, we have observed that ac-
Figure 5. Subwindows with the highest number of correct
votes for two images (from classes ankle joint, and foot)
curacy of the approach is a monotonically increasing
function of the number of pieces used in the learn-
ing and prediction stages. Using surrogate datasets of
about one hundred thousand subwindows for learning
was however sufficient to produce state-of-the-art re-
sults on most image datasets, while only one hundred
random subwindows needed to be extracted from each
test image.
Here also, one can use the method to identify relevant
pieces of a test image. Indeed, among the subwindows,
those which contribute to the correct classification of
one image are those which receive a high probability
of the majority class. For example, in medical appli-
cations, this functionality could be very helpful if the
goal of the image classication task is to detect and
classify diseased regions. The most relevant regions
for a given class could then be shown to experts for
further analysis. To illustrate this, we show in Fig-
ure 5, taken from (Mare´e et al., 2005a), some exam-
ples of subwindows receiving a high number of correct
votes for two images taken from the IRMA database2
containing 10000 images pre-classified into 57 classes
corresponding to various imaging modalities and direc-
tions, body parts, and biological systems examined.
5.5. Computational complexity considerations
In order to let the reader appreciate whether this ap-
proach is applicable to large scale datasets, we discuss
briefly its computational complexity.
The complexity of the preprocessing, piece extraction
step obviously depends on the particular transforma-
tion T that is applied. In the case of our applications,
2http://www.irma-project.org/, courtesy of TM
Lehmann, Dept. of Medical Informatics, RWTH Aachen,
Germany.
it is linear in the product of the number of original
training objects, the number of pieces extracted per
object, and the size of the pieces, both in terms of
computing time and in terms of memory requirements.
The computational complexity of the training step
strongly depends on the type of base learner that is
used. In the case where Extra-Trees are used, as in
the above applications, the computational complex-
ity is typically (assuming the trees are not too unbal-
anced) on the order of nMNp logNp, where n denotes
the number of attributes used to represent pieces, M
is the number of ensemble terms, and Np is the total
number of pieces used in the training set. Note that
this means that the algorithm is highly scalable, es-
pecially considering the fact that multiple trees may
be built in parallel, allowing a theoretical speed up
possibility by a factor of M .
The computational complexity of the prediction step
is also base-learner dependent. With the Extra-Trees
method it is on the order of npMd, where np denotes
the number of pieces extracted from an object, M the
number of trees, and d the average tree depth (which
is on the order of logNp for not too unbalanced trees).
Here the possible speed by parallel computations is
even much better, since individual trees and individual
windows may be classified in parallel, which would lead
to a theoretical speed-up by a factor of npM .
To fix ideas, let us provide some CPU times for the
large scale image classification problem discussed in
(Mare´e et al., 2005a). In this application, the original
training set contained 9000 512×512 grey-level images
classified into 57 classes. From these, we extracted a
total of 800,000 subwindows of random size renormal-
ized to 16× 16 and represented by an attribute vector
of size 256. Training an ensemble of 25 Extra-Trees on
this huge dataset took about 18 hours of CPU time on
a standard 2.4 GHz Pentium PC with 2GB RAM (im-
plentation in C, running under LINUX). For testing,
it took 1125 seconds to predict classes of all the 1000
test images with these trees, while using np = 500 (i.e.,
about 1 s per image).
6. Conclusions
In this paper we have presented a generic Segment and
Combine framework for supervised learning of classi-
fiers of complex, topologically structured data. While
presently limited to classification problems which can
be solved by detecting and counting the occurrences
of class-specific local patterns, the method has al-
ready been extensively studied and validated on a large
number of string, time-series, and image classification
problems, where excellent results with respect to the
state-of-the-art have been obtained. The contribution
of this paper, with respect to our previous work, was to
present and discuss this method in general and high-
light its intrinsic biases and strengths. In particular,
the fact that it allows to inject invariances into the
learned models appears as an important feature.
Among the many possible directions for further work,
we first mention the combination of segment and com-
bine with boosting, which could lead to more efficient
and more accurate classifiers. On the other hand, the
extension to other types of problems, such as time-
series forecasting and image segmentation would be
quite useful. More generally, the exploitation of other
types of loss-functions, in particular kernel-based simi-
larities, could help to generalize the method to learning
with structured outputs. We also believe that further
work aiming at the definition of more sophisticated or
alternative combination operators, with different se-
mantics could allow to further extend the range of ap-
plications covered by the approach.
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