Abstract A flow-shop batching problem with consistent batches is considered in which the processing times of all jobs on each machine are equal to p and all batch set-up times are equal to s. In such a problem one has to partition the set of jobs into batches and to schedule the batches on each machine. The processing time of a batch B i is the sum of processing times of operations in B i and the earliest start of B i on a machine is the finishing time of B i on the previous machine plus the set-up time s. Cheng et al. [2] provided an O(n) pseudopolynomial-time algorithm for solving the special case of the problem with two machines. Mosheiov & Oron [3] developed an algorithm of the same time complexity for the general case with more than two machines. Ng and Kovalyov [9] improved the pseudopolynomial complexity to O ( √ n). In this paper we provide a polynomial-time algorithm of time complexity O log 3 n .
Introduction
Ng and Kovalyov [9] investigated batching problems in a flow-shop environment and derived complexity results for several special cases. One result is an O ( √ n)-time algorithm for the following problem.
There are n identical jobs j = 1, . . . , n. Each job is ready for processing at time zero and it has to be processed on machines M 1 , M 2 , . . . , Mm in this order. The processing time of job j is equal to p > 0 on each machine and is equal for all jobs. Batches are formed on each machine. They may include any number of jobs. Jobs in a batch are processed on each machine sequentially so that the processing time of batch B i on one machine is equal to pb i , where b i = |B i | is the number of jobs in B i . In other words, jobs of batch B i become available for downstream processing on machine M l+1 after completion of B i on machine M l . A setup time s ≥ 0 immediately precedes the processing of a batch on each machine and it cannot start until processing of a batch has ended on the previous machine. No machine can process a job while performing a setup. s and p are assumed to be integer. On each machine one has to partition the jobs into batches and to sequence the batches so that the makespan is minimized. Using standard three-field notation, the problem can be denoted as F |p ij = p, s−batch|Cmax, see, e.g., [1] .
Ng and Kovalyov [9] show that there exists an optimal permutation schedule, i.e., a schedule in which the jobs (and therefore the batches) are scheduled in the same order on each machine. Furthermore, for the O ( √ n) algorithm they assume that the building of batches is consistent among the machines, i.e., the batch partitioning B 1 , . . . , B k is the same on each machine. In such a situation one has to partition the set of jobs into batches and to sequence these batches.
Let B 1 , . . . , B k be a sequence of batches to be scheduled in this order on each machine. Then the makespan of this schedule is equal to
where b i * = max {b i |i = 1, . . . , k}. Minimizing the right hand side of (1) for a fixed k is equivalent to solving the integer program min k i=1 (s + pb i ) + (m − 1)(s + py) s.t.
As the objective function of (2) can be written This implies ⌈ n k ⌉ ≤ y because y must be integer. Thus ⌈ n k ⌉ is a lower bound for the optimal solution value of (3). If .
In this paper we present a polynomial-time algorithm which calculates an integer 1 ≤ k opt ≤ n which minimizes the function (4) for any fixed positive rational number a. The shape of the graph of the function g(k) is shown in Figure 1 . The paper is organized as follows. In Sections 2 and 3 properties of the function g(k) = ak + n k are derived. It is shown in Section 2 that the problem can be solved easily if a is an integer. Additionally some symmetry properties for the values n k are derived. For non-integer values a the difficulties of calculating a value k opt ∈ {1, . . . , n} which minimizes g(k) arise because g(k) is oscillating in a neighborhood of k opt . In Section 3 this oscillation behavior is studied in detail. It leads to a polynomial-time algorithm which is derived in Sections 4 and 5. In Section 6 it is shown that the running time of this algorithm is O(log 3 n). Section 7 contains some concluding remarks.
2 Symmetry and reduction to the case a > 1
In this section we first show that it is easy to minimize g(k) = ak + n k if a is a non-negative integer. Then for non-integer positive values a we reduce the case a < 1 to the case a > 1 by using some symmetry properties of the values n k . To calculate a value k opt which minimizes the function g(k) if a is integer we consider the continuous function f (k) = ak + n k .
The functions f and g have the following properties:
-f (k) is strictly decreasing (increasing) for k < n a (k > n a ) and reaches its
Using these two properties we have for all k ≤ n a f n a ≤ f (k) and therefore g
Similarly it can be shown that
Thus,
, n a , otherwise. From now on let a be a positive non-integer number.
Definition 1
Integer values K i are defined recursively as follows: Let r be the number of all K i -values K 1 , . . . , Kr = n. Notice, that the function g(k) is strictly increasing in the interval [K i , K i+1 − 1]. Therefore, one can restrict to the K i -values when searching for an integer value k opt minimizing the function g.
The following theorem describes an important symmetry relation between the K ivalues and n i -values.
Theorem 1 There exists a symmetry relation between the values K i and K r−i+1 of the form:
Equivalently,
holds.
Before proving Theorem 1 we derive some useful properties.
For all positive integers j the inequality
holds, which implies the inequality
Lemma 1 If
Together with (7) we have the contradiction:
The index t is defined as the largest index such that Kν = K ν−1 + 1 for ν = 2, . . . , t.
Observe that Kν = ν for ν = 1, . . . , t and n ν < n ν − 1 for ν = 2, . . . , t,
Furthermore, due to Lemma 1
Lemma 2 For i = 1, . . . , r − t + 1 the equality
Proof Due to (9) and Definition 1 of the Kν -values
holds for all i with r − i ≥ t. Thus, by induction we have
= i for all i with r − i ≥ t − 1, i.e., i ≤ r − t + 1 because n Kr = 1. ⊓ ⊔ Lemma 3 For i = 1, . . . , r − t + 1 the equality
is valid.
Proof By Definition 1 of the Kν -values we have
which together with (10) implies
⊓ ⊔
Lemma 4 r − t < t and therefore
Proof Assume that r − t ≥ t. Then
where the first equality holds due to Lemma 2 taking i = t, the second equality holds due to Definition 2 and the third equality holds due to Lemma 3 taking i = r − t + 1.
On the other hand, by Definition 2
which together with r−t+1 ≥ t+1 implies K r−t+1 > r−t+1 or K r−t+1 −1 ≥ r−t+1.
Together with Definition 1 we have:
which is a contradiction to (11) . ⊓ ⊔ Lemma 5 For i = r − t + 1, . . . , t the equality
Proof First we observe that in accordance with Lemma 4 r − t + 1 ≤ t, so that r − t + 1 = K r−t+1 .
It follows that
and n K r−t+1 = n r − t + 1
The statement of Lemma 5 now follows from the relations:
together with the equalities
⊓ ⊔

Proof of Theorem 1
The proof is based on the above lemmas and equality
By Lemma 4 we have r − t + 1 ≤ t. Therefore, condition (5) holds due to Lemma 2 for i = 1, . . . , r − t, due to Lemma 5 for i = r − t + 1, . . . , t, and due to Lemma 3 for i = t + 1, . . . , r.
⊓ ⊔
In what follows we demonstrate that if 0 < a < 1, then the problem of minimizing function g can be reduced to a symmetric problem with a > 1. For this purpose, we indicate that the function g depends on the parameter a denoting the function g by ga. We have to find an index i * such that K i * minimizes ga(K i ) = aK i + n Ki for all i = 1, . . . , r. Due to Theorem 1
Therefore for a > 0 we have
Thus, with (12) the Case 0 < a < 1 can be reduced to the Case a > 1. One has to find
Now we derive an estimate on the value r of the possible K i -values.
Lemma 6
The value of r is either 2s or 2s − 1 with a unique integer s ≤ t defined from the condition:
Proof Condition r = 2s implies together with Lemma 4 that s = r 2 < t. Thus
Observe that √ n + 1 < n + 
which implies s ≤ t since s and t are integer. The latter inequality together with Definition 2 of t implies s = Ks. By Theorem 1
To find an integer 1 ≤ i * ≤ r such that K i * minimizes g we now assume that a is a non-integer number with a > 1. As we show in the following lemma, the search for i * can be limited to the range {1, 2, . . . , h 1 } with h 1 ≤ t since the sequence K h1+1 < K h1+2 < · · · < Kr is increasing.
Proof Due to Definition 2 of t we have K i = K i−1 + 1 for i = 2, . . . , t. Together with Theorem 1 this implies
+ 1 for i = 2, . . . , t.
Because a > 1, this implies
Due to Lemma 4 the inequality t ≥ r 2 holds, which implies
and therefore
We are on the safe side if we look for a value
Notice that by Lemma 6
Now h 1 can be calculated by the following procedure. If n s+1 = n s , then s = t and therefore by (14) s + 1 ≤ t. Thus, we set
Otherwise s = t and we can set
⊓ ⊔
Notice that due to the above lemma we have
for all relevant i-values. For this reason in what follows we use i instead of K i . Lemma 7 immediately implies an O ( √ n)-time algorithm just by calculating h 1 and evaluating values g (i) for i = 1, . . . , h 1 . Observe that the earlier algorithm due to Ng and Kovalyov [9] has the same complexity bound. A faster O log 3 n will be formulated in Section 4.
Oscillation
The results of the previous section imply that the case of integer a is easily solvable and for the non-integer case one may consider a > 1. From now on we assume that a is noninteger and greater than 1. The difficulties to find a positive integer k opt minimizing the function g for non-integer values a arise because g is usually oscillating in the area around the optimal solution value k opt . In this section we first present a general description of the oscillating behavior of function g and then proceed with details and justification.
Consider differences
which characterize the changes in the values of function g:
As we show later in this section, ∆-values mainly decrease, but they may occasionally increase by 1:
The increase/decrease structure of ∆-values has some important structural properties. Consider the subsequence ∆ 2 ,. . . ,∆ h1 which contains an optimum k opt .
-The first ∆ j values are large and if ∆ j > ⌈a⌉ , then function g is strictly decreasing.
-When ∆ j achieves ⌊a⌋ for the first time for some j = l, the values of ∆ j start alternating between ⌈a⌉ and ⌊a⌋ and function g is oscillating (increasing when ∆ j = ⌊a⌋ and decreasing when ∆ j = ⌈a⌉). -The oscillation range of ∆-values ends after ∆ j changes to ⌈a⌉ for the last time for some j = h − 1, all subsequent ∆-values are less than or equal to ⌊a⌋ and function g is strictly increasing.
This means that the range {1, . . . , h 1 } can be narrowed to a smaller range {l, . . . , h} with 1 ≤ l ≤ h ≤ h 1 and within that range ∆ j ∈ {⌈a⌉ , ⌊a⌋}. We use notation A 1 = ⌈a⌉ for the ∆ j -value which leads to a decrease in g and and B 1 = ⌊a⌋ for the ∆ j -value which leads to an increase in g.
As we show later in this section, there is a certain regularity in the pattern of A 
The process of grouping several lower level blocks into higher level blocks and narrowing the boundaries of the search continues iteratively until at some level there are no blocks in-between the left and the right boundaries. Since any higher level block consists of at least 2 lower level blocks, the overall number of levels is no more than log 2 n. In what follows we explain the described approach in detail justifying its correctness.
First we derive some properties of the ∆ i -values.
Proof For each non-negative integer ν with j + ν + 1 ≤ n due to (7)
holds. This implies
Therefore, together with
In the previous inequality n i+k is the only possible non-integer value. Hence it can be replaced by n i+k , which proves the lemma.
⊓ ⊔
Proof Application of Lemma 8 with k = 1 and i replaced by i − 1 as well as j replaced by j − 1 proves the claim. ⊓ ⊔ Lemma 10 Let j ≤ h 1 be a positive integer. Then the following statements are correct.
Proof (a) By Lemma 9 for all ν < j we have ∆ j ≤ ∆ν + 1. Furthermore, ∆ j > ⌈a⌉ implies ∆ j ≥ ⌈a⌉ + 1. Therefore
Notice that the statements of Lemma 10 need not to be true if j > h 1 because for j > t ≥ h 1 the equality K j+1 = K j + 1 does not hold. Therefore one has to restrict the search for k opt to the range 1, . . . , h 1 . Remember, we have no efficient algorithm to calculate t.
Let l ≤ h 1 be the smallest positive integer with ∆ l ≤ ⌊a⌋. We may assume that such an l always exists; otherwise ∆ j > ⌊a⌋, i.e., ∆ j ≥ ⌈a⌉ for all j ≤ h 1 , so that g decreases in [1, h 1 ] and k opt = h 1 . Furthermore, ∆ j > ⌊a⌋ for at least one j; otherwise ∆ j ≤ ⌊a⌋ for all j ≤ t, so that g increases in [1, h 1 ] and k opt = 1.
Let h be the smallest integer with ∆ν ≤ ⌊a⌋ for all ν, h ≤ ν ≤ h 1 . If such an integer does not exist, we set h = h 1 . Clearly l ≤ h and an optimal solution can be easily identified if l ∈ {h − 1, h}. Therefore it remains to consider the case l < h − 1.
By Lemma 9 we have ∆ν ∈ {⌊a⌋ , ⌈a⌉} for all ν = l, . . . , h − 1.
We study the structure of the oscillation area defined by the sequence ∆ l , ∆ l+1 , . . . , ∆ h−1 . We represent it as a sequence of repeated blocks of ∆-values of two types A and B. Level 1 blocks A 1 and B 1 are of the form
More complex level λ blocks A λ and B λ , λ = 2, 3, ..., are defined inductively. Each of these blocks A λ or B λ consists of several blocks A λ−1 and B λ−1 .
The following lemma describes the structure of the sequence ∆ l , ∆ l+1 , . . . , ∆ h−1 in terms of A 1 and B 1 . The higher level blocks A λ and B λ are introduced and studied after it.
Lemma 11
The oscillation area has the form
where the block marked with m s (m s ) corresponds to the last (first) occurrence of two or more A's (B's),
and
The structure (18) can be described informally as follows. Proof The proof is split into 2 parts. Part (a). First we claim that a subsequence of the form
is not possible. Indeed, in this case we would have (with Lemma 8) Part (b). Now assume that mv ≥ mu + 2 for some 1 ≤ u < v ≤ s. Let ∆ i and ∆ i+k be the ∆'s corresponding to the B-bounds of the A-block of length of mu and let ∆ j correspond to the first A 1 in the A-block of length mv, i.e., we have the following situation:
where z ≥ 0. Again Lemma 8 leads to the contradiction:
Thus, mv < mu + 2, i.e. mv ≤ mu + 1 for 1 ≤ u < v ≤ s. Symmetrically, it can be shown that m v ≤ m u + 1 for 1 ≤ v < u ≤ s.
⊓ ⊔
Consider an oscillation area of the form (18) where by A 1 the function g is decreased by the value d and by B 1 the function g is increased by the value e, see Lemma 10.
If d = e then the subsequences
in the left part of the oscillation area decrease g. The subsequences
in the right part of the oscillation area increase g. It remains to consider the case d < e (the case e < d is treated symmetrically). In this case an optimal solution can be found in 
Therefore it remains to consider the case l
Define
Notice, that by the block A 2 (B 2 ) the function g is decreased (increased) by
In what follows we will show that the new (considerably smaller) oscillation area
has the form
Notice, that level 2 blocks are sequences of level 1 blocks. This process will be iter-
Then by the block A λ+1 (B λ+1 ) the function g is decreased (increased) by
Later we will show that to identify K opt one has to consider at most O (log n) levels.
The next theorem generalizes Lemma 11.
Theorem 2 The oscillation area in each level λ has the form
Proof We prove the theorem by induction by λ-values. Due to Lemma 11 the theorem is correct for level λ = 1. For the induction step we follow the structure of the proof of Lemma 11. Part (a). Consider the oscillation area at a level λ + 1, λ ≥ 1 consisting of blocks 
Again a subsequence
is not possible. Indeed (27) has the form 
It is easy to see that only the first fragments of the above sequences are different while the final parts are the same. We continue the decomposition into lower level blocks:
Proceeding in a similar way we obtain:
which proves the claim that ∆ i+ρ = ⌈a⌉ and ∆ i = ⌊a⌋. Let j > j ′ be the smallest index with ∆ν = ∆ ν+ρ for ν = j ′ + 1, . . . , j − 1 and
Again ∆ j = ⌊a⌋ and ∆ j+ρ = ⌈a⌉. Now we have with Lemma 8 we have the situation with the blocks A λ+1 and B λ+1 in level λ + 1, λ ≥ 1:
Substituting lower level blocks instead of some of A λ+1 and B λ+1 we rewrite the above sequence as follows:
. . .
Definition of indices i ′ , j ′ and i and j is similar to that in part (a). Namely, let i , respectively, we get
. . . 
We introduce the following notations. A block X λ (X λ = A λ or X λ = B λ ) at some arbitrary level λ can be decomposed in a unique way into level 1 blocks ∆ν ∈ {⌈a⌉ , ⌊a⌋}, i.e.,
The cumulative ∆-value of X λ is defined as
and its length is given by
The values of ∆ X λ and l X λ for X λ = B λ and X λ = A λ can be calculated level by level using the recursive formulas which follow from (22) and (26):
with initial values
Due to Lemma 10 and (24) the values e λ and d λ are calculated recursively by
A Polynomial-Time Algorithm
In this section we formulate an algorithm for finding an integer 1 ≤ k opt ≤ h 1 , which minimizes g under an assumption that a > 1. The idea of our algorithm is to calculate for each relevant level the corresponding oscillation area. The levels λ are considered one by one. In our description we assume that in the current level λ condition e λ ≥ d λ holds. The case e λ < d λ is symmetric and the corresponding version of the algorithm which takes care of both cases can be easily derived. The algorithm stops when an oscillation area contains at most two blocks. In this case k opt can be identified easily. The algorithm can be described by a recursive procedure Optimize(λ, l, h), where l is a lower bound and h is an upper bound for the oscillation area at level λ. Updateleft(λ, l, h) and Updateright(λ, l, h) calculate the left boundary l and right boundary h of the oscillation area at the next higher level, given a lower bound l for l and an upper bound h for h. Notice, that Rightboundary(λ, l, h) and Updateright(λ, l, h) with λ ≥ 2 are different procedures. Rightboundary(λ, l, h) identifies the last position of the last A λ A λ -subsequence in an oscillation area at level λ which defines the input h for the procedure Updateright(λ, l, h). Rightboundary(λ, l, h) is needed to cut off the Minimize g is the main procedure which calculates K opt .
Minimize g 1. l := 1; h := h 1 ; 2. λ := 1; 3. Optimize(λ, l, h)
In the first iteration of Minimize g the procedure Optimize(1, 1, h 1 ) is called in which l and h are calculated by Updateleft (1, 1, h 1 ) and Updateright(11, h 1 ), respectively. Due to Lemma 11, the search can be narrowed to the subsequence ∆ l , . . . , ∆ h−1 , marked by (18), with ∆ l corresponding to the first occurrence of B 1 and ∆ h−1 corresponding to the last occurrence of A 1 . This is depicted in
If l < h−1 then Optimize(2, l, h) is called which first calls Rightboundary(1, l, h) to find the last position h ′ of the last subsequence A 1 A 1 . Now the level 2 starts which is restricted to the range ∆ l , . . . , ∆ h ′ marked by (20). Next we describe the procedures Updateleft(λ, l, h) and Updateright(λ, l, h), which by binary search provides the beginning and end of the oscillation area at level λ + 1; l ′ , l ′′ and h ′ , h ′′ are the corresponding search intervals. The description of Updateleft(λ, l, h) and Updateright(λ, l, h) for λ = 1 differs slightly from the description for λ > 1. First we formulate Updateleft(λ, l, h) for λ = 1, afterwards we describe Updateright(λ, l, h) for λ = 1 and finally the update procedures for λ > 1.
Find the maximal ⌈a⌉-block
13. Return l
′′
The procedure used in Step 7 for finding the maximal ⌈a⌉-block to which ∆ j belongs will be discussed in Section 5.
If there is no exit from the while-loop 2-12 by the return in Line 11, then during the performance of the while-loop always the inequalities ∆ l ′ > ⌈a⌉ and ∆ l ′′ ≤ ⌊a⌋ are satisfied. Therefore by Lemma 9 l ′ < l ′′ is always satisfied. Furthermore in this case the while-loop ends when l ′′ = l ′ + 1 is reached. At that point l ′′ marks the start of the oscillation area. Notice, that ∆ l ′ > ⌈a⌉ implies that ∆ν ≥ ⌈a⌉ for all ν ≤ l ′ .
If on the other hand ∆ j ′′ +1 ≤ ⌊a⌋, l ′′ ≤ j ′′ + 1 (which implies l ′′ = j ′′ + 1), and ∆ j ′ −1 > ⌈a⌉, then again l ′′ marks the start of the oscillation area.
Notice, that Updateleft(1, 1, h 1 ) returns an index l with ∆ l ≤ ⌊a⌋. If ∆ l < ⌊a⌋ then l − 1 provides an optimal solution. Otherwise, ∆ l = ⌊a⌋, i.e., l is the index of a B-block.
The procedure Updateright(λ, l, h) for λ = 1 is shown below. It is symmetric to Updateleft(λ, l, h) for λ = 1.
5.
j
be the block to which ∆ j belongs;
find the maximal sequence of repetitions of the block
15. else replace l ′′ by the first index in C λ+1 and set X The procedure Updateright(λ + 1, l, h) is symmetric to Updateleft(λ + 1, l, h).
It remains to describe the procedure Rightboundary(λ, l, h) which calculates the last position of the last A λ A λ -subsequence in an oscillation area at level λ, λ ≥ 2, if such a position exists. Again binary search is applied to find this position. More specifically, we calculate a position j in a block in
occurrence of two consecutive A λ . In the second step the last position in A λ A λ must be calculated. This is easy if ∆ j belongs to A λ A λ . Otherwise, the first occurrence of
We start by calculating the last index h ′ of the block containing l and the first index h ′′ of the block containing h. If there exists another block between these two blocks, we calculate the block X Case 1: In either case we proceed with the new values h ′ and h ′′ and continue until there is no other block between the h ′ -block and the h ′′ -block. If both blocks are B λ -blocks then we set h equal to h ′ . Otherwise we set h equal to h ′′ . Now we have reached a situation in which no B λ B λ occurs to the left of the h-block and we calculate the last position of the last A λ A λ which occurs before the h-block. The algorithm is summarized below.
Procedure Rightboundary(λ, l, h) 1. h ′ := last index of the block containing l;
2. h ′′ := first index of the block containing h;
3. While at least one block exists between the h ′ -block and the h ′′ -block do An efficient procedure implementing Steps 7,10, and 15 is presented in the next section.
Calculating Block Boundaries
In Step 7 of the procedure Updateleft(1, 1, h 1 ) and in a corresponding step in Updateright(1, 1, h 1 ) one has to calculate the boundaries of an AA . . . A-block and BB . . . Bblock, respectively. Similar calculations are needed for higher level Updateleft and Updateright procedures. We also have to identify at the current level λ the block X λ j in which ∆ j is contained and to find the first and the last index of X λ j . This is done by first calculating the boundaries of the level 2 blocks in which ∆ j is contained, then calculating the boundaries of the level 3 blocks in which ∆ j is contained, etc.
In the next two subsections it is shown how to calculate A λ A λ . . . A λ -block boundaries for level λ = 1 and for higher levels λ. B λ B λ . . . B λ -block boundaries can be calculated in a similar way. We also need to calculate the boundaries of an
A corresponding procedure is described in the third subsection. Proof The necessary part has just been proved. It remains to show that (37) and (38) ((37) and (39)) are sufficient for Case 1 (Case 2). In Case 1 in which (37) and (38) hold, subtracting
In Case 2 in which (37) and (39) hold, a similar subtraction provides ∆ i−ν = ⌈a⌉ for ν = 0, ..., δ and ∆ i−(δ+1) = ⌈a⌉ + x with x ≥ 1.
We give a geometric interpretation of Cases 1 and 2. Consider first Case 1. Condition (37) is equivalent to
Furthermore, (38) implies
In this case the line ξ i + ⌈a⌉ ν − 1 intersects the hyperbola
Furthermore, the interval c ′ , b ′ contains the integer point δ + 1 and c ≤ 0 < c ′ where in c the line ξ i + ⌈a⌉ ν intersects the hyperbola. The situation with c ′ < b ′ is depicted in Figure 2 .
To calculate δ one has to find the smallest solution c ′ of the equation
which is equivalent to the quadratic equation
δ is calculated by δ = c ′ − 1 (42) 
We conclude that in order to find out which case applies and to calculate the corresponding value δ one has to solve two quadratic equations.
The right boundary of an A...A-block can be calculated in a similar way.
Calculating Boundaries for
We describe how to calculate the left boundary of A λ A λ . . . A λ -blocks at some level λ greater than 1. Right boundaries are calculated similarly.
Case 1 :
Case 1 : 
we compare the following sequences 
where i and j are the positions marked in (45) and ∆ A λ is the cumulative ∆-value of the block A λ introduced at the end of Section 3. We demonstrate how condition (47) can be derived; the other conditions are similar. Consider the difference between n j−l A λ (δ+1) and ξ j :
For Case 2 a comparison of the last two lines in (45) leads to 
(52) to (54) imply that the first δ blocks to the left of the A λ -block containing ∆ i and ∆ j must be A λ -blocks and the next block is a B λ -block.
The proof of Part (b) is similar.
⊓ ⊔
As discussed in the previous section conditions (46)- (48) and (49)- (51) can be checked and a corresponding δ can be calculated using the technique of the previous section. For λ = 1 the sequences (55) can be simplified by replacing A λ by ⌈a⌉ and B λ by ⌊a⌋. Similarly (56) can be simplified for the case λ = 2. 
Calculation of Boundaries for
Concluding Remarks
In this paper we have resolved an open question posed in [9] for the flow-shop batching problem with equal processing times and equal setup times, which is formulated as an integer non-linear programming problem of one variable k with a solution region given by the natural numbers not exceeding n. The objective function is of the form g(k) = ak + n k . For that problem we have developed a polynomial-time algorithm for finding an integer solution k opt .
A non-integer optimum of the relaxed problem of minimizing the continuous function f (k) = ak + n k is given by k = n a which can be determined easily by standard calculus techniques. On the other hand, an integer optimum of g (k) cannot be obtained by simple rounding since this optimum can be quite far from n a . While the earlier algorithms have time complexities O(n) [3, 6] and O ( √ n) [9] , which are both exponential with respect to the binary encoded input length, the complexity of the new algorithm is O log 3 n . The main challenges of developing a fast solution algorithm involve identification of a complex discrete periodic structure, finding out how it can be described in mathematical terms using a recursive representation and proving that the identified structure and the algorithm based on this structure are correct.
To the best of our knowledge, the technique developed does not have similar counterparts in the optimization literature. However, we believe it has potential to provide solutions to a range of high-multiplicity optimization problems, in particular to various batching problems with equal processing which can be formulated in a form similar to (3):
(i) the single machine batching problem to minimize the sum of completion times [4, 7, 8, 10, 11] , (ii) the open-shop problem to minimize the makespan [5] , (iii) the job-shop problem to minimize the makespan [3] .
For all above problems only pseudo-polynomial algorithms are known except for problem (i) for which Shallcross [11] has developed a polynomial-time algorithm with time complexity depending not only on log n, but also on log p and log s. The approach used in that paper is quite different from ours.
An interesting open question is establishing a link between the periodic structure derived for g (k) and the continuos optimum n a . We suspect that at least one of the numbers n a or n a is close to the highest level block found by our algorithm. Proving this could lead to a faster algorithm of time complexity O log 2 n .
