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Abstract
For an irreducible stochastic matrix T , we consider a certain condition number c(T ), which
measures the stability of the corresponding stationary distribution when T is perturbed. We
characterize the strongly connected directed graphs D such that c(T ) is bounded as T ranges
over SD , the set of stochastic matrices whose directed graph is contained in D. For those
digraphs D for which c(T ) is bounded, we find the maximum value of c(T ) as T ranges over
SD .
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1. Introduction
Let T be an irreducible stochastic matrix, so that we can consider T to be the
transition matrix for a Markov chain; one of the central quantities of interest for that
chain is the stationary vector for T—the left Perron vector πt for T , normalized so
that πt1 = 1, where 1 denotes the all ones vector of the appropriate order. Indeed it
is well known that in the case that T is primitive (i.e. T k has all positive entries for
some k ∈ N) then the iterates of the chain converge to πt .
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Since the stationary vector carries information on the long-term behaviour of the
chain, it is natural to consider the stability of πt under perturbation of T . In this direc-
tion, there is a good deal of literature investigating problems of the following type:
Given an irreducible stochastic matrix T with stationary vector πt , find a number
f (T ) so that for any perturbation of T , say T˜ , which is also irreducible and stochas-
tic with stationary vector π˜ t , we have ‖πt − π˜ t‖p  f (T )‖T − T˜ ‖q , for suitable
norms ‖ · ‖p and ‖ · ‖q . The quantity f (T ) is known as a condition number for T ,
and the survey paper of Cho and Meyer [3] provides an overview and comparison of
eight of these condition numbers.
In this paper, we focus on the following condition number. Given an n× n sto-
chastic matrix T that has 1 as an algebraically simple eigenvalue (this holds if T
is irreducible, for instance), let Q = I − T , and denote the group generalized in-
verse of Q by Q#, i.e. the unique matrix X such that XQX = X, QXQ = Q and
QX = XQ. Define the quantity c(T ) by
c(T ) = 1
2
max
1jn
max
1in
(
Q#j,j −Q#i,j
)
.
It is shown in [4,10] that for matrices T and T˜ as above, max1in |πi − π˜i | = ‖πt −
π˜ t‖∞  c(T )‖T − T˜ ‖∞, where for matrices, ‖ · ‖∞ is the maximum absolute row
sum norm. Results of [3,7] show that among the eight condition numbers considered
in [3], c(T ) is the smallest, and further, a result in [8] shows that for any irreducible
stochastic T , there is a family of perturbation matrices E of arbitrarily small norm so
that for each such E, the matrix T˜ = T − E is irreducible and stochastic, and in ad-
dition, ‖πt − π˜ t‖∞ > c(T )‖E‖∞/2. Thus the quantity c(T ) provides a reasonable
measure of the stability of the stationary distribution when T is perturbed. We note
in passing that for any irreducible n× n transition matrix T ,
c(T )  n− 1
2n
, (1)
and that equality is attainable in that lower bound (see [7]).
We learn from (1) that for an irreducible n× n stochastic matrix T , c(T )
cannot be too small, and it is not difficult to show that there is no upper bound
on c(T ) as T ranges over the set of n× n irreducible stochastic matrices.
However, upper bounds for c(T ) are available for certain subclasses of transition
matrices. For example, in [9] the authors consider a primitive stochastic matrix
whose exponent satisfies a certain condition. (Recall that for a primitive matrix
T , the exponent of T , exp(T ), is the smallest k ∈ N such that T k has all positive
entries.) Specifically, it is shown in [9] that if n  6 and T is a primitive n× n
stochastic matrix with exp(T )  n2−2n+22  + 2, then c(T ) < 5/4. Observing
that exp(T ) depends only on the directed graph of T , which we denote by
(T ), we see that combinatorial information arising from (T ) can yield an
upper bound on c(T ).
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In this paper, we continue in this vein by considering the following two problems:
1. Given a strongly connected directed graph D, let
SD =
{
T | T is n× n, stochastic and (T ) is a subgraph of D};
characterize the digraphs D such that c(T ) bounded from above as T ranges over
the matrices in SD that have 1 as an algebraically simple eigenvalue.
2. For those digraphs D such that c(T ) is bounded on SD , find an upper bound on
c(T ) that holds for each T ∈SD .
We solve both of those problems in this paper, using a mix of combinatorial and
analytic techniques. In particular, our solution to problem 2 shows how the qualita-
tive information contained in (T ) can generate quantitative information about the
conditioning of the stationary distribution for T .
Throughout, we will rely on standard results from the theory of nonnegative matri-
ces, the theory of generalized inverses, and combinatorial matrix theory. The reader
is referred to [12,2,1], respectively, for background material on each of these.
2. Main results
For any n× n stochastic matrix T that has 1 as an algebraically simple eigen-
value, let Q = I − T , and denote the group generalized inverse for Q by Q#. For
each j = 1, . . . , n, let
κj (T ) = 12 max1in
(
Q#j,j −Q#i,j
)
and note that c(T ) = max1jn κj (T ).
Our first result addresses problem 1 posed in Section 1.
Theorem 2.1. Suppose that D is a strongly connected directed graph on n vertices
that has at least two vertex-disjoint directed cycles. Then for each m ∈ R, there is
an irreducible matrix T ∈SD such that c(T ) > m.
Proof. Suppose without loss of generality that D contains the pair of vertex dis-
joint cycles 1 → 2 → · · · → k → 1 and k + 1 → k + 2 → · · · → k + l → k + 1.
Let 0 <  < 1 be given, and construct a stochastic matrix T with directed graph D
so that Ti,i+1 = 1 − , for i = 1, . . . , k − 1, k + 1, . . . , k + l − 1, Tk,1 = 1 − , and
Tk+l,k+1 = 1 − . For each j = 1, . . . , n let (I − T )j denote the principal subma-
trix of I − T obtained by deleting row j and column j . We find that for each such
j , (I − T )j has a principal submatrix (corresponding to vertices 1, . . . , k or k +
1, . . . , k + l, whichever collection does not include j ) each of whose row sums is
at most . It then follows that ‖(I − Tj )−1‖∞  1/. By Theorem 2.8 of [7] we
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have c(T )  12n min1jn ‖(I − Tj )−1‖∞ and so in particular, c(T )  1/(2n). The
result now follows upon choosing  > 0 to be sufficiently small. 
In light of Theorem 2.1, we can restrict our discussion of problems 1 and 2 to
strongly connected directed graphs having the property that any two cycles intersect
in at least one vertex. We begin that discussion with the following useful result.
Lemma 2.1. Let D be a strongly connected directed graph such that any two cycles
intersect in at least one vertex. If T ∈SD, then 1 is an algebraically simple eigen-
value for T . In particular, the matrix Q = I − T has a group generalized inverse.
Proof. If T is irreducible, and stochastic, then the Perron value for T is 1, and it is
necessarily a simple eigenvalue. Suppose now that T is reducible. Since T is stochas-
tic, its directed graph contains a cycle and hence (T ) has at least one strongly con-
nected component. Observe that all of the other strongly connected components of
(T ) must consist of single vertices (without loops), otherwise (T ) would contain
a pair of vertex disjoint cycles, contrary to our hypothesis.
It follows that T can be written as
T =
[
A X
0 B
]
,
where B is irreducible (and stochastic, of course) and A is nilpotent. Evidently the
nonzero eigenvalues of T coincide with those of B, and we conclude that 1 is a
simple eigenvalue for T .
Finally, since 1 is a simple eigenvalue of T , then the eigenvalue 0 of Q is also al-
gebraically simple, so the existence of the group inverse for Q follows from standard
results on generalized inverses. 
The following result is essentially the same as that of Meyer [11] , who proved the
corresponding formula under the hypothesis that both T and T − E are irreducible.
Lemma 2.2. Suppose that D is a strongly connected digraph such that any two
cycles intersect in at least one vertex. Suppose that T , T − E ∈SD, and let πt be
the stationary distribution for T . If I + EQ# is invertible, then (Q+ E)# = Q#(I +
EQ#)−1 − 1πt (I + EQ#)−1Q#(I + EQ#)−1.
Proof. Let T˜ = T − E, denote the corresponding stationary vector by π˜ t , and the
matrix I − T˜ by Q˜. The existence of both Q# and Q˜# follows immediately from
Lemma 2.1.
Suppose that I + EQ# is invertible; since π˜ tQ+ π˜ tE = 0t , we find upon multi-
plying by Q# that π˜ t − πt + π˜ tEQ# = 0t , which yields the fact that π˜ t = πt (I +
EQ#)−1.
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Let X = Q#(I + EQ#)−1 − 1πt (I + EQ#)−1Q#(I + EQ#)−1. We claim
that Q˜X = XQ˜ = I − 1π˜ t , X1 = 0, and π˜ tX = 0t , from which it will follow that
Q˜# = X.
We have Q˜X = (Q+ E)Q#(I + EQ#)−1 − (Q+ E)1πt (I + EQ#)−1Q#(I +
EQ#)−1 = (I −1πt )(I +EQ#)−1+EQ#(I +EQ#)−1 = I − 1πt (I + EQ#)−1 =
I − 1π˜ t .
Also, XQ˜ = Q#(I + EQ#)−1(Q+ E)− 1π˜ tQ#(I + EQ#)−1(Q+ E). Since
(I +EQ#)(Q+E)=Q+ E+ (I +EQ#)E, we find that (I + EQ#)−1(Q+ E) =
Q. Hence XQ˜ = Q#Q− 1π˜ tQ#Q = I − 1π˜ t .
Finally, since (I + EQ#)1 = 1, we have (I + EQ#)−11 = 1, which yields X1 =
0, while it is straightforward to see that π˜ tX = 0t . 
Corollary 2.1.1. Suppose that D is a strongly connected digraph on n vertices such
that any two cycles intersect in at least one vertex. Suppose that T ∈SD; then for
each j = 1, . . . , n, κj (T ) is continuous at T . In particular, c(T ) is continuous on
SD .
Proof. Fix a T ∈SD and let Q = I − T . It follows from Lemma 2.2 that if T −
E is also in SD and I + EQ# is invertible, then κj (T − E) = 12 max1in(ej −
ei)
tQ#(I + EQ#)−1ej . In particular, if we have  > 0 sufficiently small, and
max1p,qn |Ep,q | < , then certainly I + EQ# is invertible, with (I + EQ#)−1 =
I + O(). It then follows that |κj (T )− κj (T − E)| = O(), and we conclude that κj
is continuous onSD . Since c(T ) = max1jn κj (T ), we see that c is also continuous
on SD . 
The next result is key to our approach.
Theorem 2.2. Suppose that D is a strongly connected digraph on n vertices such
that any two cycles intersect in at least one vertex. For each j = 1, . . . , n, there is
a (0, 1) matrix T (j) ∈SD such that maxT ∈SD κj (T ) is attained at T (j). Similarly,
there is a (0, 1) matrix T¯ ∈SD such that maxT ∈SD c(T ) is attained at T¯ .
Proof. Fix an index j between 1 and n. By Corollary 2.1.1, κj (T ) is a continuous
function on the compact set SD , and so certainly κj attains its maximum at some
T ∈SD. If some row of T has at least two nonzero entries, then we claim that there
is another matrix Tˆ ∈SD which has fewer positive entries than T such that Tˆ also
maximizes κj . The result for κj will then follow by iterating the argument to produce
a maximizing matrix in SD that has exactly one nonzero entry (necessarily a 1) in
each row.
To see the claim, suppose without loss of generality that the first row of T has
at least two positive entries, say with T1,a, T1,b > 0. Let Q = I − T . Note that for
each  ∈ [−T1,b, T1,a] such that 1 + (Q#a,1 −Q#b,1) /= 0, the matrix T () = T −
e1(ea − eb)t is in SD and the matrix I + e1(ea − eb)tQ# is invertible. Letting
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Q() = I − T () for such an , we see from Lemma 2.2 that Q()# = Q#(I +
e1(ea − eb)tQ#)−1 + 1zt , for some vector zt (depending on ). Thus we have
Q()# = Q#
(
I − 
1 + (Q#a,1 −Q#b,1)e1(ea − eb)
tQ#
)
+ 1zt .
Thus for each i = 1, . . . , n we have
Q()#j,j −Q()#i,j = Q#j,j −Q#i,j −

1 + (Q#a,1 −Q#b,1)
× (Q#j,1 −Q#i,1)(Q#a,j −Q#b,j ).
Let i0 be an index such that κj (T ) = 12 (Q#j,j −Q#i0,j ); note that necessarily we
must have (Q#a,j −Q#b,j )(Q#j,1 −Q#i0,1) = 0, otherwise we could choose an  so
that T () ∈SD and κj (T ()) > κj (T ), contradicting the fact that T maximizes κj .
Thus we see that for any  ∈ [−T1,b, T1,a] such that 1 + (Q#a,1 −Q#b,1) /= 0, we
have
2κj (T ) = Q#j,j −Q#i0,j = Q()#j,j −Q()#i0,j  2κj (T ()),
from which we conclude that for any such , κj (T ) = κj (T ()).
Suppose now that Q#a,1 −Q#b,1  0, and choose 0 = T1,a . Then 1 + 0(Q#a,1 −
Q#b,1) > 0, T (0) ∈SD , κj (T (0)) = κj (T ), and T (0) has one fewer positive en-
tries than T does. Similarly, if Q#a,1 −Q#b,1 < 0, then choosing 1 = −T1,b yields
the matrix T (1) ∈SD with fewer positive entries than T , such that κj (T (0)) =
κj (T ). This establishes the claim.
Finally, note that for some index j0 and some Tˆ ∈SD , we have maxT ∈SD c(T ) =
κj0(Tˆ ). From the above, there is a (0, 1) matrix T¯ ∈SD such that κj0(T¯ ) = κj0(Tˆ ),
and we conclude that c(T ) attains its maximum at T¯ . 
The following example illustrates the utility of Theorem 2.2.
Example 2.1. Consider the directed graph D pictured in Fig. 1. Observe that there
are three directed cycles in D, and that any two cycles share a vertex. Note that the
digraphs of (0, 1) matrices in SD coincide with the spanning subgraphs of D in
which each vertex has outdegree 1. Evidently there are four such subgraphs, and the
corresponding matrices in SD are
T1 =


0 1 0 0
0 0 1 0
0 0 0 1
1 0 0 0

 , T2 =


0 1 0 0
0 0 1 0
0 0 0 1
0 1 0 0

 ,
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Fig. 1. The directed graph D of Example 2.1.
T3 =


0 1 0 0
0 0 1 0
1 0 0 0
1 0 0 0

 , and T4 =


0 1 0 0
0 0 1 0
1 0 0 0
0 1 0 0

 .
The corresponding group inverses are
(I − T1)# =


3/8 1/8 −1/8 −3/8
−3/8 3/8 1/8 −1/8
−1/8 −3/8 3/8 1/8
1/8 −1/8 −3/8 3/8

 ,
(I − T2)# =


1 0 −1/3 −2/3
0 1/3 0 −1/3
0 −1/3 1/3 0
0 0 −1/3 1/3

 ,
(I − T3)# =


1/3 0 −1/3 0
−1/3 1/3 0 0
0 −1/3 1/3 0
0 −1/3 −2/3 1

 , and
(I − T4)# =


1/3 0 −1/3 0
−1/3 1/3 0 0
0 −1/3 1/3 0
−2/3 0 −1/3 1

 .
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We thus find that maxT ∈SD κj (T ) = 1/2 for j = 1, 3, 4, while maxT ∈SD κ2 = 3/8.
We also have maxT ∈SD c(T ) = 1/2.
Theorem 2.2 prompts our interest in finding the group inverse associated with a
(0, 1) stochastic matrix with a certain directed graph. The next result is a special case
of Theorem 7.7.1 of [2], and will be useful in finding such group inverses.
Lemma 2.3. Suppose that we have a stochastic matrix of the form
T =
[
A X
0 B
]
,
where A is nilpotent and B is irreducible. Letting πt be the stationary vector for B,
we have
(I − T )# =
[
(I − A)−1 (I − A)−1X(I − B)# − (I − A)−11πt
0 (I − B)#
]
. (2)
Proof. Let wt = [0t | πt ], and note that wt is the left eigenvector for T correspond-
ing to 1, normalized so that wt1 = 1. Let R be the matrix on the right hand side
of (2). Some straightforward computations show that wtR = 0t , R1 = 0, and that
R(I − T ) = (I − T )R = I − 1wt . The conclusion then follows. 
The next result yields some useful information concerning the directed graph of
one of the maximizing matrices arising in Theorem 2.2.
Lemma 2.4. Let D be a strongly connected digraph on n vertices such that any two
cycles intersect in at least one vertex. Suppose that T is a (0, 1) matrix in SD . Then
(T ) has the following structure:
(i) (T ) contains a single directed cycle γ ;
(ii) for each vertex v not on γ, there is a unique path from v to γ, i.e. a path v →
v1 → · · · → vd where vd is on γ, but for i = 1, . . . , d − 1, vi is not on γ .
Proof. Since T is (0, 1) and stochastic, each vertex of (T ) has outdegree 1. If T
is irreducible, then (T ) has a single strongly connected component, and it follows
readily that (T ) is then a single n-cycle. Certainly (i) and (ii) hold in that case.
Suppose now that T is reducible. From Lemma 2.1 we find that T can be written
as
T =
[
A X
0 B
]
,
where B is irreducible and A is nilpotent. As above, since B is an irreducible (0, 1)
stochastic matrix, we see that (B) consists of a single directed k-cycle, where B is
k × k. In particular we find that (T ) has just one cycle, say γ , and that the digraph
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formed by deleting the arcs of γ coincides with the directed graph of the nilpotent
matrix
N =
[
A X
0 0
]
.
Fix a vertex i = 1, . . . , n− k in (N) and consider a path in (N) starting from i
having maximal length, say i → i1 → · · · → ip. We claim that ip  n− k + 1. To
see the claim, observe that if ip  n− k, then from the fact that ip has outdegree 1 in
(N), there is a vertex ip+1 so that ip → ip+1, and moreover, ip+1 /∈ {i, i1, . . . , ip}
since (N) has no cycles. Thus if ip  n− k, then there is a longer path beginning
at i, a contradiction. Thus we see that for each i = 1, . . . , n− k, there is a path from
i to some vertex in {n− k + 1, . . . , n}, and since each vertex of (N) has outdegree
either 0 or 1, we find that in fact that path is unique. The structure described in (ii)
now follows. 
Suppose that we have a (0, 1) matrix T satisfying the hypotheses of Lemma 2.4.
That lemma suggests a natural way of labelling the vertices of (T ) (equivalently,
of simultaneously ordering the rows and columns of T ): Let the single k-cycle γ
of (T ) be n− k + 1 → · · · → n → n− k + 1, and let n− k + i1, . . . , n− k + im
be the vertices on γ of indegree at least 2. Next, label the vertices not on γ with
the numbers from 1 to n− k, but ordered so that there are numbers l1, . . . , lm with
the property that if 1  i  l1, the path from i to γ ends at vertex n− k + i1, if
l1 + 1  i  l1 + l2, the path from i to γ ends at vertex n− k + i2, etc. For con-
venience, in the next two results, we will assume that the rows and columns of the
matrix T have been given this labelling.
We now put Lemmas 2.3 and 2.4 together to describe the group inverse associ-
ated with one of the maximizing matrices of Theorem 2.2. Here we denote the ith
standard unit basis vector by ei , and the all ones vector of order l by 1l .
Proposition 2.1. Let D be a strongly connected directed graph on n vertices such
that any two cycles intersect in at least one vertex. Let T be a (0, 1) matrix in SD .
Suppose that the cycle γ of (T ) has length k. Then (I − T )# can be written as
(I − T )# =
[
I +M U − 1
k
d1t
0 (I − B)#
]
, (3)
where Mp,q is 1 or 0 according as there is a path in (T ) from p to q or not, where
B is the adjacency matrix of the k-cycle, where for i = 1, . . . , k, di is the length of
the path from vertex i to the cycle, and where
U =


1l1eti1
...
1lmetim

 (I − B)#.
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Proof. It follows from Lemma 2.4, we can write T as
T =
[
A X
0 B
]
,
where A is nilpotent and B is the adjacency matrix of the k-cycle. Let I +M = (I −
A)−1, and note that since A is nilpotent, I +M = I + A+ A2 + · · · + An−k−1.
Further, Alp,q is 1 or 0 according as whether or not there is a path from p to q of
length l. It now follows from the structure of A that Mp,q is 1 if there is a path from
p to q and 0 otherwise. Note also that Mi,j = 1 if and only if vertex j is on the
(unique) path from i to γ . It now follows that eti (I +M)1 = di .
Note also that[
I − A −X
0 I
]−1
=
[
(I − A)−1 (I − A)−1X
0 I
]
,
and so it follows that ((I − A)−1X)p,q is 1 if there is a path from p to n− k +
q and 0 otherwise. Observing that for each p = 1, . . . , n− k there is a unique in-
dex q ∈ {i1, . . . , im} such that ((I − A)−1X)p,q = 1, we find that (I − A)−1X = U .
The formula for (I − T )# now follows from Lemma 2.3 upon observing that the
stationary vector for B is 1
k
1t . 
Suppose that we have vertices i and j of a digraph D, and that there is a path
in D from i to j . We use d(i, j) to denote the length of a shortest path from i to j
in D.
Next, we compute κj for a maximizing matrix.
Theorem 2.3. Let T be as in Proposition 2.1, with
T =
[
A X
0 B
]
,
where A is nilpotent and B is the adjacency matrix of the k-cycle. If 1  j  n− k,
then κj (T ) = 1/2. If n− k + 1  j  n, then
κj (T ) = 12 max1in
d(i, j)
k
.
Proof. From Proposition 2.1 we have
(I − T )# =
[
I +M U − 1
k
d1t
0 (I − B)#
]
,
where M and U are as described in that proposition. Since I +M is a (0, 1) matrix,
we see immediately that κj (T ) = 1/2 for j = 1, . . . , n− k.
Now fix a j such that n− k + 1  j  n. Since B is the adjacency matrix of a
k-cycle, we find from Theorem 3 of [5] that for each 1  p, q  k, we have
(I − B)#p,q =
k − 1 − 2d(p, q)
2k
.
S. Kirkland / Linear Algebra and its Applications 385 (2004) 81–93 91
Thus we find that if n− k + 1  i  n, then (I − T )#j,j − (I − T )#i,j  (k − 1)/k,
with equality holding for one such i. Finally, suppose that 1  i  n− k, and let
n− k + il be the vertex on the k-cycle that is the end point of the path from i to the
cycle. Then
(I − T )#j,j − (I − T )#i,j =
k − 1
2k
− (I − B)#il ,j−n+k +
di
k
.
Hence
(I − T )#j,j − (I − T )#i,j =
di + d(il, j)
k
= d(i, j)
k
.
As a result we see that
κj (T ) = 12 max1in
d(i, j)
k
. 
Remark 2.1. Observe that for k = n, and each j = 1, . . . , n, we have κj (T ) =
(n− 1)/(2n), which recaptures a result from [7].
For a digraph D, let p(D) denote the length of the longest path in D. We have the
following.
Corollary 2.3.1. Let T be as in Theorem 2.3. Then c(T ) = p((T ))/(2k).
Proof. If k = n, then (T ) is the n-cycle, p((T )) = n− 1, and the result is imme-
diate from Remark 2.1. Suppose now that k  n− 1; then there is a pair of vertices
i, j with j on the k-cycle and i not on the cycle so that d(i, j)  k. In particular we
see that c(T ) = κj (T ) for some n− k + 1  j  n. It follows then that
c(T )= 1
2
max
1in−k,n−k+1jn
d(i, j)
k
= 1
2
max
1in−k
di + k − 1
k
= p((T ))
2k
. 
Recall that the girth of a directed graph D is the length of a shortest cycle; we
denote that quantity by girth(D). Here is the main result, which is immediate from
our work above.
Theorem 2.4. Let D be a strongly connected digraph on n vertices such that any
two cycles intersect in at least one vertex. Let G = {D˜ | D˜ is a subgraph of D and
each vertex of D˜ has outdegree 1}. For each D˜ ∈ G, let k
D˜
denote the length of the
single cycle in D˜. We have
max
T ∈SD
c(T ) = 1
2
max
D˜∈G
p(D˜)
k
D˜
.
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In particular, for each T ∈SD,
c(T )  p(D)
2 girth(D)
 n− 1
2 girth(D)
.
Remark 2.2. From Theorem 2.4 we see that if D is strongly connected and any two
cycles intersect in a vertex, then for each T ∈SD ,
c(T )  n− 1
2
. (4)
It is straightforward to show that D admits a matrix T ∈SD for which equality holds
in (4) if and only if such a T is permutationally similar to

0 1 0 · · · 0 0
0 0 1 0 · · · 0
...
...
.
.
.
.
.
.
.
.
.
...
0 0 · · · 0 1 0
0 0 · · · 0 0 1
0 0 · · · 0 0 1


.
It follows that equality holds in (4) for some T ∈SD if and only if D is isomorphic
to one of the digraphs constructed as follows:
(i) Begin with the n-cycle 1 → 2 → · · · → n → 1;
(ii) add a loop at vertex n;
(iii) select a subset S of {2, . . . , n− 1}, and add arcs from n to each vertex of S;
(iv) select a subset A of {(i, j) | 1  i < j  n}, and for each (i, j) ∈ A, add the
arc i → j .
We have the following consequence of Theorem 2.4.
Corollary 2.4.1. Suppose that D is a strongly connected directed graph on n verti-
ces with girth g  (n+ 1)/2. Then for each T ∈SD,we have c(T ) (n−1)/(2g) 
(n− 1)/(n+ 1).
Proof. Since the girth of D is at least (n+ 1)/2 we see that any two cycles intersect
in at least one vertex. Thus Theorem 2.4 applies, and the inequalities follow from
that result. 
Our last result strengthens Theorem 3.1 of [9], which we mentioned in Section 1.
Corollary 2.4.2. Suppose that T is a primitive n× n stochastic matrix and that
exp(T )  n2−2n+22  + 2. Then c(T )  1.
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Proof. It is shown in [6] that if exp(T )  n2−2n+22  + 2, then any two cycles
of (T ) share a vertex, and further that girth((T ))  (n− 1)/2. The result now
follows from Theorem 2.4. 
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