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As robots become more prevalent in smaller manufacturing and maintenance
settings, it will become important to enable them to learn new tasks quickly without
explicit programming by a human. One particularly challenging domain in robot
learning is handling nonrigid objects and materials such as fluids and easily de-
formable parts and tools. The complexities of modeling nonrigid systems make it
infeasible in general for a robot to plan its actions to perform a task by simulating
their behavior, requiring an ability to learn an unknown model through experience.
This experience can be gained both from a human demonstrating the way to per-
form a task and the robot itself performing task attempts to incrementally improve
its model. Over time, as more experience is acquired, the robot should eventually
obtain a model that allows it to perform the task when faced with new variations,
generalizing its past experience.
This dissertation explores this problem in the context of two robot tasks:
pouring a specific volume of fluid into a moving container, and cleaning stains off
of compliant objects. First, an approach is presented to learn the parameters of
the pouring task by observing human demonstrations. The model learned from the
demonstrations can then be exploited to learn how to pour new volumes with mini-
mal extra learning effort by the robot. Second, this same task is used in development
of a general approach for autonomous learning. Here, the robot takes a small set
of random samples from the parameter space to build an initial task model and
selects new parameters to test by building many local linear models. As more data
is acquired, the robot’s task performance improves substantially and it is able to
very quickly find solutions to new task variations. Then another approach is shown
that uses demonstrations to estimate a cost function for performing the task. This
enables the robot to also learn strategy elements from how humans perform tasks.
Finally, two approaches are discussed to learn the deformation model of a compliant
part. A bimanual setup with two robot arms is used to hold and clean the part and
the model is used to optimize the plans for both arms to reduce cleaning time and
deformations. The first approach shows a black-box learning method to directly
predict the part deformation when a known force is applied. The second uses a
finite-element structure to represent the part, and learns the model by updating the
stiffness parameters. When given a new part, the system only needs a few trials to
improve quickly enough to clean new stains efficiently by predicting how much the
part will deform under cleaning force.
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The use of robots is currently experiencing an explosive phase of growth. New
developments in hardware capability and computational processing power have made
the idea of having challenging tasks performed by robots realizable. Robots have
successfully been programmed to execute many tasks that are far more unstructured
and complex than classic industrial tasks where the exact sequence of actions is
usually predefined. Some impressive specific examples include a robot folding cloth
in a domestic environment [1], a robot arm playing table tennis [2], and autonomous
vehicle navigation in cluttered urban environments [3].
However, programming robots to execute these complex tasks can still be quite
time consuming and challenging. Generally, manual programming approaches rely
on an expert programmer formulating a simple version of the problem and applying
a search-based planning algorithm to discover a solution. To generate a problem
within the conceptual grasp of a human programmer, simplifying assumptions may
be required and might include constraints such as considering all objects being ma-
nipulated to be rigid and ignoring dynamics. However, when such assumptions are
not feasible, as in the case where the task demands a full analysis of deformable
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or fluid materials, the development cost can be immense. For example, the pro-
grammer may be forced to perform many iterations of programming and testing
before successfully specifying a valid version of the problem for a planner to solve.
Additionally, state-of-the-art planners require far more computation power to solve
problems involving fluids or deformable bodies due to the complex nature of their
dynamics. However, many routine tasks in industry and our daily lives involve
such complications [4]. Representative examples include measuring and transferring
quantities of fluid, or handling deformable objects such as cable or flexible plastic.
Formal representations that enable robots to perform complex tasks with such ob-
jects may take far too long for a programmer to specify and may not be solvable in
real-time using this traditional approach.
A particular environment where these issues are pertinent is an industrial
setting where robot manipulators work on mass production lines. Due to the large
overhead in manually programming industrial manipulators, robots are only used
for very large production runs where the savings in each individual task performance
can sum to and exceed the significant cost of manually programming the robot to
do the task [5]. However, small and medium manufacturers (SMMs) whose needs
revolve around short production runs with fast-changing requirement tasks, find the
cost of programming the robots to be highly prohibitive. Moreover, in some cases,
it could take a long time to program them relative to the task duration typical of a
short production run. Therefore, methods that are able to substantially reduce the
time, cost, and effort required to program a robot for new tasks have the potential to
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open up many more opportunities for robots to become widespread, thereby creating
significant additional value for society at large.
1.2 Goal and Scope
This dissertation explores some of questions that are currently relevant for
development of a robotic learning system with the goal to acquire the ability to per-
form tasks involving nonrigid objects. The learning system has an overall structure
that includes a model of the task that can be improved through experience and at-
tempts of the task. For many classic robot tasks, the task model is straightforward
to define. However, especially in the case of nonrigid object manipulation, there are
many details that are still areas of active research. In particular, this dissertation
explores the research questions of how the task model should be parameterized, how
the learner can effectively use its current task model to select new attempts than will
quickly lead it to task successes, and what task aspects can be transferred directly
from human demonstrations.
These question fall under the overarching conceptual themes of this work,
which are illustrated by the diagrams in Figs. 1.1 and 1.2. Figure 1.1 shows a rough
conceptual represenation of a full robot learning system. Note that there are two
possible sources of new knowledge for the robot to improve its task model: human
demonstrations, and experience from task executions. A fully-developed system
deployed in the world would most likely integrate both of these approaches into a
unified system, taking advantage of the ability to learn jointly from demonstrations
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Figure 1.1: Conceptual overview of a robotic system that can learn from human
imitation and self-directed experience.
and experience which has been shown to be more effective in the case of humans
learning motion tasks [6]. Here, we explore the two paths independently to delve
deeper into the details of what each one entails. Additionally, this work makes a
distinction between two major methods of generating the robot trajectories for new
tasks, as seen in Fig. 1.2. We distinguish between direct trajectory generation by
selecting parameters from a dynamics model versus using a more traditional planner
which is operating on a model of the object interaction dynamics. The choice of
method here mostly depends on the particular task being done by the robot, as
certain tasks are more suitable for one or the other.
In this dissertation, several approaches are developed to explore the interaction
of these major themes. These approaches are demonstrated on two representative
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Figure 1.2: Two different methods for generating trajectories for new task instances.
tasks: pouring a specific volume of liquid into a container, and cleaning stains off
of compliant objects. The specific focuses and contributions of the dissertation are
further detailed as follows:
• Incorporating Failure-to-Success Transitions in Imitation Learning for a Dy-
namic Pouring Task : In the manipulation of fluids, it is not feasible to rely on
physics-based models for real-time computation of the task dynamics. This is
especially true in the case where a specific volume of fluid must be poured into
a moving container within a certain time period, implying a planner cannot
make use of any pseudostatic flow rate behavior by moving slowly. However,
humans can quickly learn the dynamic fluid behavior of the task through a
set of trials, both successful and not. This chapter presents an approach for
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building a model of the fluid pouring task from a set of human demonstrations
and using the model to identify parameters for a new task variation. It is rel-
evant to the research issues of how to parameterize tasks involving fluids, how
to generate a model of the task from human demonstrations, and how to use
the model to select trajectory parameters for the robot in order to successfully
learn a new task variation.
• Selection of trajectory parameters for dynamic pouring tasks based on exploitation-
driven updates of local metamodels : Continuing with the dynamic fluid pouring
task, this chapter discusses an autonomous learning approach where the robot
builds an initial model from a set of random experiments and incrementally
improves the model by selecting new points in the parameter space to test. The
main focuses of this chapter are selecting a function approximation algorithm
for representing the task model and an exploitation strategy for selecting new
test points with the goal of rapidly achieving task success. Results on both a
synthetic function approximation task and the pouring task show the approach
is able to find solutions to new task variations quite quickly and the average
number of test points needed drops as more data is acquired, indicating the
robot is capable of long-term learning.
• Task cost function estimation from demonstrations in cleaning of elastically
deformable objects : This chapter switches the focus to bimanual cleaning of
elastically deformable objects. Performing cleaning tasks on compliant objects
requires the robot system to anticipate the behavior of the part when in contact
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with the tool and update the part model as it gains additional experience. An
important aspect of this process is acquiring a balance between task execution
speed and the amount of stress applied to the part, especially when the full
part dynamics are still unknown. The approach presented here uses human
demonstrations of cleaning previously unknown parts to estimate the cost
function controlling this balance. The main contribution is an algorithm that
can estimate cost function parameters dependent on part features or dynamics
even when the demonstrator is not fully aware of them.
• Online Learning of Part Deformation Models for Robotic Cleaning : This chap-
ter continues exploration of the task of cleaning compliant objects with a
bimanual robot setup. One arm grasps a part while the other holds a clean-
ing tool and moves it across the part surface while applying a normal force.
Since the part stiffness is quite low, the grasping location must be optimized
to minimize the deflection caused by the cleaning tool force. The optimiza-
tion is done using a deformation model of the part which is learned through
experience as the robot performs initial cleaning attempts. The predicted de-
formation is modeled using a nonparametric technique, allowing for arbitrarily
complex models to be learned over time. Results show that even when the
robot is given no prior knowledge of the part deformation behavior, it is able
to quickly infer a model with sufficient accuracy to correctly optimize both
the number and locations of the grasping positions. This chapter further ex-
plores the issue of approximating a task model and additionally shows how
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the learning algorithm can take advantage of known structure in the model
through the parameterization.
• Learning a Finite-Element Part Model during Robotic Cleaning of Linear Elastically-
Deformable Objects : The final chapter expands on the parameterization of the
previous chapter to use a finite-element model for predicting deformations.
The finite-element model allows the system designer to bring in prior knowl-
edge about the system characteristics which can help the learning process. In
particular, it greatly speeds up the learning time for part with different stiff-
nesses in different regions over the black-box approach used previously. The
primary contribution of the presented approach is an update algorithm that is
used to locally adjust the stiffness parameters of the element mesh whenever
new data. Simulated and physical results show the learning system is able to
use data from multiple attempts to successfully perform new task variations.
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Chapter 2: Literature Review
2.1 Overview
Extensive prior work has been done with the goal of enabling autonomous
learning for robots resulting in a vast field of literature with many different branches
and aspects. The work discussed in this dissertation makes use of much of this prior
knowledge both directly and through inspiration of certain features. This chap-
ter, therefore, attempts to provide a succinct overview of the different subfields of
learning for robotics which are relevant to this dissertation, and to provide sufficient
context for the work presented here. The different areas covered are:
• Reinforcement learning (RL) - Reinforcement learning is one of the more es-
tablished fields of learning and there have been many successful applications
to robotics. This discussion here focuses on the core abstract ideas of RL and
previous applications to robotic manipulators in particular.
• Active learning (AL) - Whereas reinforcement learning typically has the goal of
succeeding at a task by learning a model, active learning has the explicit goal
of learning the task model itself. A brief overview of the ideas and applications
of active learning in robotics is presented.
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• Imitation learning (IL) - By observing a human or other agent perform a task,
the robot can obtain initial knowledge about a task model faster than starting
from scratch. There has been significant prior work done in imitating humans
for manipulation tasks.
• Modeling methods - At the core of all learning algorithms, the robot must
store the acquired knowledge about the task it is learning and use it to build
a model that can predict the task dynamics in new scenarios. This section
discusses some of the major modeling methods used during the learning both
from the robot’s own experience and through imitation.
Additional discussion is also provided on past results achieved on similar tasks
and using similar systems to the ones demonstrated in this dissertation. These
include:
• Automated trajectory generation for manipulation tasks.
• Manipulation of fluids.
• Automated cleaning of surfaces.
• Manipulation of deformable objects with unknown characteristics.
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2.2 Reinforcement Learning
2.2.1 Classical Reinforcement Learning
Fundamentally, reinforcement learning enables a system to learn new tasks
solely though feedback from a reward signal. A comprehensive overview of the basic
elements of classical RL is given by Sutton and Barto [7]. Typically, a system will
perform many task attempts, or episodes, and receive a certain positive or negative
reward after each attempt. An important distinguishing aspect of reinforcement
learning is that the reward is given sporadically, as a single real number after each
task attempt, for example, and is not a continuous signal always available to the
system. This implies that the system must operate for periods of time without
immediate reward feedback and must therefore infer what actions are likely to lead
to positive rewards at future times.
The core components of a reinforcement learning system are (1) a state descrip-
tion, (2) a set of available actions for each state, and (3) a policy that determines
which action to take in each state, either deterministically or stochastically. Classical
reinforcement learning typically assumes that the task can be modeled by a Markov
decision process (MDP), which requires that the next state the system arrives at
is determined solely by the system’s current state and the current action it selects.
This assumption is generally reasonable for robotics applications as movement and
manipulation tasks usually do not involve complexities such as remembering what
actions were taken at the beginning of the task attempt when deciding the current
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action. Using a MDP model, a policy could then be formulated by learning a value
function and selecting the action that maximizes the value function at the system’s
current state.
2.2.2 Value Function Approximation vs. Policy Search
Since the learning system does not have prior knowledge of either the task
dynamics or what actions and states will lead to positive rewards, it must have
some internal model that is improved with additional experience. This model is
used to generate the current policy. There are two typical approaches for how the
internal model is represented, which determines the nature of the possible learning
algorithms: value function approximation and policy search.
Classical RL generally uses a value function, which attempts to capture the
value of every state represented in the MDP, accounting for the expected rewards
that will be accrued after selecting optimal actions starting from that state. Estimat-
ing the value function is especially straightforward when the system has a finite and
discrete state space, in which case it can be stored as a look-up table and adjusted
whenever the system gains further experience at each state. For continuous state
spaces, the value function must be approximated with a finite set of parameters, for
example, with a radial basis function network [8] or fourier basis [9].
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The advantage of using a value function representation is that it can be learned
via dynamic programming through Bellman’s principle of optimality [10]:
V ∗(s) = max
a
{
R(s, a) + γ
∑
s′
P (s′|s, a)V ∗(s′)
}
(2.1)
which shows that the value function at a state (s) is simply the immediate
reward gained from the optimal action (a) summed with the values of the possible
subsequent states from that action, weighted by their probabilities. Gamma is a
discount factor (0 < γ < 1) that places more emphasis on current rewards, which is
a requirement for the algorithm to converge and not continue to search for rewards
infinitely far into the future. Since the value function has this recursive relationship,
it is straightforward to implement learning algorithms that can work solely on the
state transition model encoded in P (s′|s, a) to converge on the true function such
as value iteration and policy iteration. The primary disadvantage of using a value
function formulation, however, is that it requires the system to visit the full state
space in order to have a fully correct approximation. This is often highly problematic
for robotic systems, with high dimensional continuous state spaces.
The alternative learning formulation is policy search, where the system learns





P πθ(s, a)R(s, a) (2.2)
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This formulation often works well for robotic systems as it avoids the primary
disadvantage of the value function approach. The complexity is also generally lower,
since θ is usually represented by much fewer parameters than the approximation
of the value function. However, the tradeoff is that there is no general principle of
optimality that can determine the optimal policy parameters. For this reason, policy
search algorithms often only have the goal of locally optimizing a policy starting
from an initial value of θ, such as gradient following [11]. In practice, however, this
limitation does not preclude robots from finding policies that are good enough, as
determined by the human superviser. In general, guaranteeing to find the optimal
policy for a real-world task is highly intractable and even humans often converge
on suboptimal policies when learning new tasks. Therefore, robotics has seen much
more usage of policy search algorithms.
2.2.3 Applications for Robotics
A common application of reinforcement learning for robotics is for the control
policy for manipulation tasks [12]. Many control policies are based around dynamic
motion primitives [13], [14], which encode the motion characteristics of a task into a
dynamic system that directs the manipulator at any point in the state space. Some
results include learning DMP policies for tasks such as smoothly hitting a drum [15],
hitting a ball off of a stand with a bat [16], and hitting a table tennis ball [17] [18].
Besides learning the parameters of DMPs, other systems have been demonstrated
effectively, such as autonomous maneuvering of a helicopter [19].
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As mentioned previously, these approaches generally rely on policy search vari-
ations of RL, commonly with policy gradient algorithms [20] [16], where the parame-
ters of the policy model are adjusted locally. Kakade et al. [21] demonstrate a related
approach where the behavior of a continous state-action pair space is assumed to
be approximated by local models surrounding a finite set of samples. They prove
bounds on the optimality of such a model but the problem of defining the ideal fi-
nite covering set remains specific to the application. Deisenroth and Rasmussen [22]
show a policy search algorithm that uses a Gaussian Process model to approximate
the system dynamics and can be learned with much less data than comparable ap-
proaches. They demonstrate their algorithm on the control of low-cost manipulator
with significant actuation noise [23].
Mihalkova and Mooney [24] present a hybrid approach where an agent under-
going reinforcement learning can request relocation to a different region of the state
space and can actively select the most promising state to reduce its task cost. This
allows the system to accelerate its learning substantially.
Finally, Buchli et al. [25] present a policy search algorithm designed to scale
to higher dimensions by relying more on the known structure of the manipulator
dynamics model. They tailor their approach to doing force control using DMPs and
demonstrate the robot learning to perform a movement with minimum effort.
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2.3 Active Learning
Active learning (AL) is another related area for this dissertation, with the
overall goal of learning a task or policy model by selecting new query points that
lead to the fastest improvement of the model quality. In contrast with reinforcement
learning, AL does not make use of a reward signal that indicates task success.
Instead, active learning approaches have the explicit goal of building an accurate
task model and formulate optimization criteria for the learning algorithm using some
metric of uncertainty about the true model. The system continues the learning
process until the metric drops below a given threshold [26].
Fundamentally, the system is given autonomy to select where in the task space
to collect more data to reduce the overall uncertainty. In the standard formulation
as described by Settles [27], the learning system has access to a small set of labeled
data and a much larger set of unlabeled data known as the pool. It is assumed that
labels can be easily obtained for any sample in the pool but with a nontrivial cost,
constraining the system to obtain as few labels as necessary. The goal of the learner
is to select samples from the pool such that the model it generates using the labeled
data set is sufficiently accurate for the purposes of the application.
Most approaches involving applying a ranking strategy of the samples in the
pool to select the next one that will either improve the model the most. The main
strategies are briefly summarized. Query-by-committee strategies [28] make use of a
set of models competing for different hypotheses and the next query is made on the
sample that causes the most prediction disagreement among the models. Expected
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error reduction [29–31], selects the next sample such that the expection of model
generalization error is minimized. Variance reduction [32] selects the query that
minimizes the variance of the model during prediction. Expected model change [33]
selects the sample that is expected to cause the most substantial change in the
model. The metric may also defining directly on the labeled data set to simplify
the system by bypassing the model. Examples include using a similarity measure
with the known data [34] and defining a trust-region around the known sample
points [35].
AL approaches have been applied to a variety of problems in engineering and
robotics where mathematical models are difficult to obtain. Some examples include
nonlinear system identification [36], inferring robot’s own morphology [37] and that
of other robots in the environment [38], learning the inverse kinematics of highly
redundant bionic arms [39], learning environment’s degrees of freedom [40], and
robot grasping [41].
When faced with the constraint of real-time task learning, learning algorithms
generally must make some tradeoff between model exploration and exploitation [42]
so as to not spend excessive time learning unusual task dynamics that are highly
unlikely to appear during normal task execution. Several learning approaches rely
on exploratory movements to find the model structure prior to direct learning [43],
[44], even using a different experimental platform than the final learning one [45].
Examples where exploration is used heavily during the learning process include
finding a helicopter control policy [46], during reinforcement learning of movement
primitives [47], and in developing an initial sensor model [48]. In contrast, Rosales
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et al. [49] show a exploitation strategy to learn additional material properties from
what information is already available.
2.4 Imitation Learning
Imitation learning (IL) has been a widely explored field of research, especially
popular in the domain of robot manipulators [50–52]. The two more general prob-
lems that are typically addressed in approaches using IL are (1) defining appropriate
behavior of the robot in previously unseen regions of the task space where no demon-
stration data exists and (2) compensating for the suboptimal demonstration quality
typically provided by operators in real-world environments.
For generalizing demonstrations to unseen situations, initial work in robot
manipulators focused on extracting sequences of important points from the demon-
stration trajectory. This is seen in work such as keyframe-based learning from
demonstration [53] and contact mapping for whole-body grasping [54]. These ap-
proaches typically involve the demonstrator providing the optimal trajectories and
are limited in the amount of generalization possible. An alternate strategy that
does not involve generalizeing trajectories involves a higher level of extraction such
as the particular type of grasp used [55] or the use of the segmented subparts of the
manipulator object [56].
More recently, much work has focused on the idea of generating a dynamic
system which will provide a desired direction for the manipulator joints or the end
effector at every point in the workspace. Typically, the dynamic system will be
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defined by a Gaussian mixture model (GMM) [57], or other similar empirical model
extracted from the set of demonstrations [58,59]. The work of Khansari and Billard
[60] demonstrates a method by which the dynamic system can be learned from
multiple demonstrations and constraints imposed such that the resulting system
has global asymptotic stability towards the trajectory end point. Similar approaches
include the dynamic motion primitive (DMP) [13,61,62] which relies on mixing both
linear and nonlinear systems with the linear component responsible for ensuring
stability. While the original formulation used only a single demonstration to define
the DMP, recent work has extended it to allow many [63]. These dynamical system
methods are effective for providing a robust ability to imitate the demonstration at
all points in the space. However, they still assume the human is providing optimal
demonstrations and suboptimal ones can only be rejected by averaging them with
many others [64].
Other approaches to compensate for the scarcity of demonstrations involve
learning autonomously after just a few demonstrations. By having the robot explore
the task dynamics, less supervision is required from the operator. This approach has
been used successfully for tasks such as flipping a pancake [65] using reinforcement
learning techniques [66]. In general, the robot engages in a gradient-like search of
its policy parameters [67] while repeatedly attempting the the task. The primary
disadvantage is the requirement of an explicit reward signal to help the policy search,
which may be highly task dependent. This makes it more difficult to deploy these
algorithms in a generic setting.
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In terms of handling suboptimal demonstration quality, approaches often solve
an inverse optimal problem, where the system learns the implicit cost function the
demonstrator is operating under. One of the first landmark results was the successful
training of autonomous helicopter trajectories by learning from an expert pilot [68].
Here, the demonstration trajectory was assumed to be a noisy measurement of a true,
optimal, trajectory and estimation theory was able to extract the ideal trajectory
for the helicopter to follow. This method is robust for training a complex dynamic
system to follow a specific desired trajectory but is unable to address the first issue
of providing a general policy when the state is far from the desired trajectory. This
learning mechanism was also successfully demonstrated for the problem of estimating
costs of a certain vehicle parking style [69]; a similar noise-rejection method was used
for manipulation tasks [70].
Another learning from critique style approach avoids suboptimal demonstra-
tions and achieves generalization by using instructor feedback as seen in [71, 72].
Rather than the human giving full demonstration trajectories, they observe the
robot planning and executing its own trajectories and halt the process as necessary,
providing corrections of single elements. This enables to robot to learn an approxi-
mation of the hidden optimal cost function for the task iteratively. While effective
for certain tasks, the robot is unable to learn from a full example trajectory provided
by a human and instead must be restricted to local learning.
Finally, there is existing work that directly performs learning from failure,
where the approach relies on observing a human perform failed demonstrations
only [73]. Here the approach uses the same Gaussian mixture model framework,
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and relies on the system to explore regions of the task execution space away from
where the demonstrator failed. This was successful for dynamic, single-dimensional
tasks but had limited ability to scale into higher dimensions. The authors suggested
better performance could be achieved by incorporating additional knowledge of the
demonstrator beyond just the failures.
2.5 Model Approximation Methods
This section provides an overview of the different modeling methods that are
at the core of learning algorithms. Fundamentally, the model is a function that
predicts the behavior of a task in unseen regions of the state space and so function
approximation methods are often used to generate the model from a set of collected
data points. In the robotics community, the current most-commonly used function
approximation algorithms are based on linear models and Gaussian processes. This
section presents an overview of the main techniques used for both of theses ap-
proaches, as well a few others. More details can be found in the thorough overview
of modeling methods for robotics done by Nguyen-Tuong and Peters [74].
2.5.1 Gaussian Process Methods
2.5.1.1 Gaussian Process Regression
GPR is a standard approach for estimating a nonlinear function from few data
samples and has been used successfully in many motion learning tasks, both with
approaches learning the task value function [75] and dynamics function [22]. GPR
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fits a Gaussian process over a set of training samples comprised of multidimensional
inputs and real-valued outputs, and produces a predicted normal distribution for
the output of any point in the input space. While a Gaussian process can be thought
of as an infinite-dimensional normal distribution, when making predictions for new
input points the formulation depends only on the training data, which makes the
algorithm simple to implement. The standard training and prediction algorithm is
derived by Rasmussen and Williams [76] and gives efficient prediction for specified
points in the input space.
The standard algorithm takes a data set of previous trials, with inputs X ⊂ Rn,
and outputs Y ⊂ R, and returns a predicted mean (µ∗) and variance (σ∗) of the
output for a test point, x(∗). The most important component of the GP is the
covariance function, k : Rn × Rn → R, which controls the similarity of neighboring
points in the input space and enforces the smoothness of functions that are fit to
the training data. The most common selection is the standard squared exponential
covariance function of the form
k(x,y) = σfe
(x−y)TD(x−y). (2.3)
Here D is a symmetric, positive-definite matrix that defines a distance metric.
Typically a diagonal matrix is used with each diagonal element as a free parameter
that controls how quickly the influence of two points drops as the distance between
them increases along a particular axis. The other free parameter used is σf , which
is a uniform scaling factor for the covariance. Additional details on the exact com-
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putations used for training the model and for making predictions are provided in
Appendix A.
The main advantages of GPR are its nonparametric nature and simple analyti-
cal formulation, allowing for accurate modeling of highly complex functions provided
sufficient training data. Additionally, a Gaussian process inherently is able to ac-
count for noisy training data, compensating for significant training outliers through
the influence of other nearby points and the mean function. The main disadvan-
tage is the significant computation cost required for training, which makes it harder
to use in real-time for large amounts of data. Additionally, the model requires a
mean function which acts as a prior and so in regions of the parameter space without
training data, the predicted function values will always return to the mean function.
2.5.1.2 GPR Variants
As mentioned previously, the primary cost in using standard GPR is inverting
the covariance matrix created from the training samples. Matrix inversion is a
O(N3) operation and becomes computationally intractable with data set sizes that
are easily acquired with current hardware. Several approaches have appeared to
address this issue, which mostly fall into two areas: local GPR and sparse GPR.
Local variants of GPR aim to reduce the computational complexity by having
multiple models that are only influenced by nearby data, as in LWR. As more data
is acquired, more models can be generated, which keeps the computational cost of
regression for each individual model low. An important observation is that, whereas
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the local variants of GPR are more computationally efficient, their performance in
terms of learning and prediction accuracy is generally inferior to that of the original
GPR.
For example, Nguyen-Tuong and Peters [77] proposed a local GPR variant
(LGPR) with a training complexity of o(n3/M), where M is the number of local
models. The local behavior is triggered by having a new model created whenever
incoming data is at a sufficiently high distance from the existing models in the feature
space. In all three test cases using highdimensional data from real robot experiments,
they reported results that showed that the approximation performance of LGPR
was better than LWPR, but inferior in comparison to GPR. Similarly, Meier et
al. [78] presented a local variant of GPR that combined the improved computational
performance with similar accuracy levels as GPR. On the popular SARCOS inverse
dynamics learning task, they showed that both local and global versions of GPR do
slightly better than LWPR in terms of accuracy and in most cases, the global GPR
is still better than local GPR. They used the incremental sparse spectrum GPR [79]
that uses a typical GPR optimization procedure for offline training as their global
GPR method. The authors reported that the performance of global GPR degraded
as the offline training data became less representative of the online test scenarios.
Data sets based on ryhthmic motions of a KUKA robot at various speeds was used
in these experiments.
Alternatively, sparse variants of GPR [80] maintain a global approximation
behavior but learn on a representative subset of all the data, enabling the algorithm
to scale to higher data sizes. Grollman and Jenkins [81] used sparse Gaussian
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Processes to model the control policy for a dog robot to perform soccer tasks. The
core of the algorithm involves checking each new data point as it arrives for its
novelty contribution and if above a certain threshold, using it in a small set of basis
vectors that define the model. If the novelty is below the threshold, the algorithm
does a slight update of the existing basis vectors instead. However, as expected, the
prediction accuracy of sparse GPR is not as high as standard GPR. Furthermore,
the authors obtained real-time learning performance by imposing a limit of the size
of the basis vector set, which may prevent the system from fully learning complex
policies over time.
In summary, local and sparse variants of GPR mainly improve upon the speed
but not prediction accuracy of the global GPR on representative datasets. The core
tradeoff involves the number of data points that must be used in learning and how
fast the model must be trainable. With modern computing hardware, the tipping
point seems to be (very roughly) around 1000-2000 data samples with any sort of
real-time learning rate. When dealing with fewer samples, standard GPR provides
the most power but other selections must be made when the data sizes go above
this threshold.
2.5.2 Linear Model Methods
2.5.2.1 Locally Weighted Regression
Locally weighted regression (LWR) is a set approaches that share the common
feature of using multiple linear models with local influence [82]. Typically, the
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models behave in the same manner as a single linear least squares regression models,
but the prediction of each model is weighted by some distance measure to the test
point, giving a general prediction structure of
f(x) = xTβ (2.4)
where β is the vector of parameters that are learned in model training and is




L(xTi β, yi)K(d(xi,x)) (2.5)
where, (xi, yi) are the training data, K is the weighting function, d is the dis-
tance metric, and L is the loss function. The variation in different LWR approaches
can then come from changing the L, d, or K. Some standard selections for the
distance metric may be the Euclidean distance or simply a unique value associated
with each data point. The weighting function is typically a smooth kernel function
with either a fixed or variable bandwith parameter, or it might simply select the
k-nearest neighbors and give zero weight to any other points.
LWR has been used in several robot control [83] and manipulation applications,
including control of series-elastic actuators [84], gravity compensation when holding
objects [85], and executing periodic motions [86].
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2.5.2.2 Locally Weighted Projection Regression
LWPR is a variant of standard LWR, designed for efficient incremental learning
with high dimensional data [87], and popular for robotics applications [88]. LWPR
provides a method of incrementally learning nonlinear functions through the use of
linear models that have local influence only. LWPR is nonparametric and generates
new local models as needed throughout the data space to cover the full domain
of the function to be learned. Each linear model, however, does not have the full
dimensionality of the data but rather, uses partial least squares to detect which
directions in the input space are relevant to the function behavior. This allows
the model to learn fewer parameters than a more brute-force approach, enabling
efficient incremental learning ability. Furthermore, the locations, distance metrics,
and number of linear models are all adjusted by the learning algorithm as more data
is available.
The local form and parameters of the model can be seen in the primary function










The weights on the models are calculated using a Gaussian kernel function
parameterized by a center position, ck, and distance metric, Dk which controls the








The models themselves are linear, projected into a lower-dimensional space
as determined by the behavior of the target function in the vicinity of the model
center. The linear model and projection equations are:







xi = xi−1 − sipi
x0 = x− x̄
(2.9)
The parameters R, β0, βi, ui, and pi are computed statistically and on-the-fly
from incoming data. More specific details on the implementation and methodology
are available in [87].
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2.6 Trajectory Generation for Robot Manipulation
There are a diversity of different approaches to specifying robot trajectories
with complex model dynamics in the literature. We focus on illustrating past work
involving robot manipulation tasks using model and trajectory parameterizations
and approaches to generate trajectories that correctly perform specific tasks.
Many researchers have used trajectory optimization to find solutions for robot
manipulation tasks, typically optimizing a given geometric path with or without a
model of the task dynamics [89], [90]. Mordatch and Todorov demonstrated the
use of trajectory optimization to help train a neural network-based manipulation
control policy [91] for 3d reaching movements. However, in general using a standard
trajectory optimizer is quite expensive if the task dynamics are complex. This
remains true with parallelizable optimization methods such as genetic algorithms
[92]. Kim et al. [93] developed a trajectory generation method which is able to
learn a model of the task dynamics and compensate for unobservable elements in
simple object manipulation tasks. Their approach formulates the trajectory creation
as a policy in the state space which is approximated by multiple local trajectory
generators. A similar approach involves sequencing the solutions of low-dimensional
optimization sub-problems [94].
Posa and Tedrake address the problem of optimizing the planner parameters
of a geometric path for robustness in manipulation tasks involving frictional contact
[95] where the trajectory parameters are the contact reaction forces. Luo and Hauser
provide an extension to transform the parameters of the trajectory into a fast linear
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programming optimization problem [96]. This allows the robot to perform tasks
such as sliding a stack of blocks across a rough surface without any falling down.
Zhang et al. [97] used a sampling-based motion planner to find trajectories for
a ball throwing task [98] by searching for valid intermediate dynamic states. They
were able to iteratively adapted the planned trajectory to match expected behavior
with relatively few attempts. Learning is also possible by storing full paths in a
trajectory library [99] and adjusting the most appropriate path to work when given
a new task instance [100], or by having a planner compensate for different instances
having learned the relevant invariant constraints [101].
2.7 Manipulation of Fluids
An initial result in pouring is from Akgun et al. [53] where a robot learns to
scoop and pour quantities of coffee beans directly from human demonstrations. The
robot can learn the task elements from a small number of demonstrations but does
not have the ability to generalize to changes in the environment. Pastor, et al., [102]
showed an initial result of learning a pouring task using DMPs. Their system shows
generalization in the pouring target location where the robot proceeds to empty its
held container into the target container without spilling.
Later results used reinforcement learning techniques to pour either an entire
bottle of fluid [103] or a target volume [104] while simultanously learning to avoid
spilling. Again, DMPs are used to encode the robot motions and the learning is
done on the DMP parameters. The core contribution is using a statistical analysis
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to reduce the dimensionality of the learning space, thereby greatly speeding up
the learning rate. In simulation of a stationary pouring task, Nemec et al. [104]
achieve no spillage after an average of 7-8 attempts, with a pouring error around 10
milliliters.
Rozo et al. [105] demonstrate an force-based approach that enables the robot to
pour volumes of fluid with different initial volumes inside the bottle being held using
Gaussian Mixture Regression. The pouring behavior is encoded with a parametric
hidden Markov model. They successfully showed the robot could learn to pour a
desired volume of liquid into multiple target containers starting from a new initial
volume with just a single prior demonstration.
The work of Brandi, et al. [106] shows the generalization of a pouring task
to new objects (fluid source and target) not seen in the initial training phase given
by kinesthetic demonstrations. The robot can determine a correspondence between
the new object and the training object by finding the warping between the object
geometries. This warping can then be applied to the manipulator motion to success-
fully pour out a full quantity of fluid into a new object. Other possible generalization
includes learning the behavior of different pouring containers [107].
Other work focuses ocused on combining different pouring skills to generalize to
new scenarios instead of the acquisition of the skills, which are created manually [108]
or from demonstrations [109]. They investigate the differences in pouring behavior
depending on the type of poured material, the container shape, the initial container
pose, and the target pouring amount. Their approach relies heavily on planning
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using knowledge from the existing skill library and measurements from a new task
context, which enables a large amount in generalization to new task variations.
In summary, researchers have successfully been able to implement learning
algorithms for specific pouring tasks but there are still open questions in terms of
the algorithm abilities to generalize to new task instances. There does not appear
to be existing work that addresses the problem of learning a pouring policy for a
task instance that allows for precisely pouring different volumes of fluid.
2.8 Robotic Cleaning
The main themes relevant for the work in this dissertation are autonomous
cleaning with a bimanual robot system and using force and position sensors to do
online learning of object compliance properties. Both areas have had significant
prior results obtained.
Multiple robotic cleaning systems have been previously developed, primarily
to clean floor surfaces using a mobile platform [110], [111], or to clean surfaces in
constrained environments with few degrees of freedom available for robot movement
[112]. For the more general case, robots that attempt to clean an area in a short time
typically rely on a coverage planner to generate motion paths, with certain regions of
the surface(s) required to be uniformly passed-over with a cleaning tool [113]. In the
work of Hess et. al. [114], the identified stained regions are then reevaluated after
each cleaning pass to produce a probabilistic state-transition model to represent
the cleaning performance. We take inspiration from this approach in continually
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updating our task model as the robot gains cleaning experience. However, our work
is different as we use separate models for the different objects to be cleaned, which
are nonparametric. A different example is the work of Do et. al. [115] that shows an
approach to learn a nonparametric model of cleaning performance for a wiping task
with a humanoid robot. However, their approach involves learning the trajectory by
the robot arm and is therefore unsuitable for integration with a coverage planner.
King et al. [116] used equilibrium point control to generate wiping behaviors for
a robot giving bed baths to patients. The robot performed the wiping task using
relatively low forces (< 3 N) without consideration of deformation model of human
skin.
Finally previous work not covered in this dissertation but with minor contri-
butions from the author include studies on learning parameters for the cleaning tool
model [117] and on planning algorithms for fully covering stained areas on parts with
complex geometries [118]. In relation to the work presented here, however, other
work has been focused on cleaning rigid objects only. As far as can be determined
by the author, no previous work has addressed the problem of cleaning surfaces of
objects with unknown deformation characteristics.
2.9 Manipulation of Deformable Objects
Many research results have been obtained using approaches in manipulation
of deformable objects, both elastic and inelastic [119] [120]. Initial work is primarily
focused on planning approaches for manipulating objects such as cloth or string
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into desired goal states [121], assuming that the planner has correct knowledge of
the object deformation behavior. Several approaches have been used specifically for
objects with linear geometry, including topological planning [122], minimal-energy
curvature planning [123], and motion planning incorporating clamping and aligning
reference points on the object [124].
2.9.1 Learning deformation model
For elastic or near-elastic materials, task models require more predictive ability
than simply the resulting geometry of the object and typically provide some method
of predicting deformation in response to external forces. A straightforward method
is to use a black-box machine learning algorithm to directly map inputs to outputs,
done previously to predict the response of a soft sorting table [125], or of simulated
biological tissue [126]. Other approaches have developed models from physics prin-
ciples, including networks of masses and springs [127] [128] [129], and a mass-tensor
model for three-dimensional deformations [130]. Finite element methods to predict
deformation [131] are also feasible and can be highly accurate, but are less common
due to high computational cost for large models [132], though this can be mitigated
through offline precomputation in certain cases [133] [134].
There have been multiple prior approaches developing methods for online
learning of these deformation models for newly seen objects. Specific previous re-
sults focus on estimation of the stiffness parameters from visual data of example
deformations [135], direct touch from the robot [136] [137] [138], or both [139]. Mul-
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tiple results also been seen for learning the model properties of tissue during surgical
procedures [140] [141]. These approaches share the characteristic of learning the pa-
rameters of an assumed structure in the model, or of a prespecified feature vector
measurement through a perception system [142]. The work of Berenson [143] shows
a somewhat different approach where the robot controls induced deformations with-
out a model by assuming a property of diminishing-rigidity where the local behavior
of points on the objects are determined by their distance to the robot gripper.
2.9.2 Imitation Learning Methods
Imitation learning techniques can also be used to learn the dynamics of a
deformable object manipulation task. This can be done at a high geometric level
[144] where demonstrations on objects such as rope [145] and cloth [146] can be
mapped onto new task variations with the objects to assist the trajectory planner.
Alternately, the system can record the force interactions, possibly through a haptic
teleoperation interface [147], and used to determine models for interaction dynamics
of the task [148] or the controller used to drive the system towards a goal or stable
state [149]. Another use of demonstrations is to extract strategy elements of the task
that are transferable to the robot [150], [151]. Often, the strategy can be transfered
as a cost function or metric [152] that quantitatively influences the behavior of the
task planner.
Finally, this work is also related to previous work done in learning task models
from demonstrations involving force interactions. Results include learning models
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for flipping objects in a cooking pan [65], and engraving patterns in a plastically
deformable substrate with a rigid tool [153]. These and other similar approaches
typically use a nonparametric modeling technique to learn arbitrarily complex be-
havior. However, the model learning is generally oriented towards finding an optimal
set of policy parameters that minimize a task dependent cost function, whereas we
only require that the model is accurate enough that excessive deformation does not
occur and impose no penalty on model inaccuracy otherwise.
2.10 Summary
This chapter discusses some of the extensive prior work done in learning for
robotics. Many impressive results have been obtained but there are still substantial
open research questions. Two major issues are representation and generalizability.
It is often desirable to represent a task to the robot with some prior knowledge or
else it becomes impossible to learn in any reasonable amount of time. However, too
much prior structure can be significant factor in constraining what it is possible for
the robot to learn and so it should be determined how the ideal initial structure
might be acquired automatically. Additional, there are many open questions on the
best way to enable the robot to generalize its experience to novel settings where it
has no explicit training data. Many of existing methods are unable to fully generalize
to all variations of a single task, setting aside even the possibility of using acquired
knowledge for related tasks as humans can naturally do without issue.
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Chapter 3: Incorporating Failure-to-Success Transitions in Imitation
Learning for a Dynamic Pouring Task
This chapter is derived from work presented at the IEEE/RSJ International
Conference on Intelligent Robots and Systems (IROS): Workshop on Compliant Ma-
nipulation, 2014 [154]
3.1 Introduction
Robots are rapidly becoming more prevalent in industrial settings to perform
repetitive tasks more reliably and efficiently than humans. However, current robots
still require substantial time and cost investment in programming the robots to
perform new tasks, strongly limiting which firms are able to make use of them. A
promising alternative to the traditional manual programming approach is imitation
learning [50–52], which is becoming increasingly popular over the recent decades as
a new method to program robots. The underlying idea of this approach is to allow
an agent to acquire the necessary details of how to perform a task by observing
another agent (who already has the relevant knowledge) perform the same task.
Usually, the learning agent is a robot and the teaching agent is a human. Often,
the goal of imitation learning approaches is to extract some high-level information
37
Figure 3.1: Physical setup used to carry out the pouring task experiments.
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about how to perform the task from a sparse set of recorded demonstrations, which
is independent of the particular variables that change for each task performance.
However, most traditional approaches to imitation learning in the robotics
area only utilize successful human demonstrations (e.g., work in [155] assumes hu-
man provides optimal demonstrations). These demonstrations are used to construct
a model that identifies parameters to be used by the robot in doing the same task.
If the robot is unable to do the task using the parameters prescribed by the model,
then the approach fails. The reasons for failures are often insufficient number of
demonstrations or the subtle differences between the robot and the human that
are not modeled. This phenomenon is generally referred to as the ”correspondence
problem” [156,157] in the imitation learning and cognitive science communities. Un-
fortunately, relying on a sufficiently large number of demonstrations or a model that
captures all the differences between the human and the robot is simply impractical.
A robust approach to imitation learning is needed that anticipates failures in the
transfer of skills from the human to the robot and has built-in features to recover
from it.
Human operators often need to perform challenging tasks multiple times in
order to be able to perform them at the acceptable level of performance. Typically,
under motor challenge, human performance is highly contaminated by errors dur-
ing early learning stage. In-turn, throughout multiple trials humans use this motor
error to adapt their neural command in order to learn the proper motor coordi-
nation. This learning process can be quite fast, but the human may continue to
have errors and failures in his or her trials [158,159]. As mentioned earlier, previous
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approaches to imitation learning in robotics area have mainly relied on successful
demonstrations. This chapter focuses on different approach to imitation learning.
In addition to learning from successful demonstrations, we are also interested in
learning from errors made by human operators and how they recovered from these
errors in subsequent trials.
In the approach described in this chapter, we learn simple rules from human
demonstration that capture how human demonstrators change parameters to transi-
tion from failed demonstrations to successful demonstrations. If the robot fails to do
the task using the prescribed parameters from the transition boundary, it changes
parameters using the learned rules and tries again. This capability enables it to
keep trying until it succeeds.
In this chapter, we present our imitation learning approach for a fluid pouring
task. This is a difficult task for the traditional programming method due to the
importance of the current fluid dynamic state. A planner that could define a proper
path for the arm would need to integrate with a full computation fluid dynamics
(CFD) simulator in order to evaluate feasible path candidates [160]. The planner
would therefore be prohibitively expensive to use in a real-time planning system and
would entail significant development effort even if it could be made to run sufficiently
fast. Therefore an imitation learning approach is used to achieve the goal.
The task considered in this chapter involves grasping a bottle containing a fluid
and pouring a specified amount of the fluid into a container placed on a rotating
table. The experimental setup is shown in Fig. 3.1. The intention behind coming
up with this task is to simulate an automated production environment where the
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robot would be required to perform a similar task repeatedly and as fast as possible.
A human first demonstrates how to successfully perform the pouring task. For a
successful demonstration, the human must correctly determine how much, and how
fast, to tilt the bottle in order to begin the pour. Additionally, the human must
constantly track the moving container while pouring, and determine when to stop
before the container exits the task workspace. These decisions will depend on (1)
the table rotation speed, (2) the amount of fluid that must be poured, and (3) the
initial amount of fluid in the pouring container. These variations of the task can
make it challenging even for a human and preclude the possibility of simply record-
ing the operator’s behavior at one setting and using it for all others. Instead, the
learning algorithm must extrapolate the correct set of parameters for use in a novel
situation based on the parameters used by the human in other similar situations.
This allows the robot to perform the task under large variations without a compli-
cated planning or perception system. Achieving this using the manual programming
approach would be more costly with many iterations of programming and testing.
Experimental results show that imitation learning is a good approach to enabling
the robot to solve this task.
3.2 Overview of Approach
We take the following approach to imitation learning. In addition to learning
from successful demonstrations, we are also interested in learning from errors made
by human operators and how they recovered from these errors in subsequent trials.
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Figure 3.2: (a-e) Snapshots from a video footage of the human demonstration of the
pouring task. (f-j) Snapshots from the corresponding video showing the visual tags
detected by the tracking system.
Every human trial in our approach is classified as either a successful or unsuc-
cessful demonstration. Every unsuccessful demonstration is scored using a penalty
score (e.g., amount of water poured beyond the target). We define a finite-dimensional
parameter space to capture the essential characteristics of all possible demonstra-
tions. We can compute the transition boundary between successful and unsuccessful
demonstrations using a support vector machine (SVM) classifier. This boundary
represents non-dominated successful demonstrations. Theoretically, a point on this
boundary prescribes parameters to be used by the robot to successfully carry out
the task.
However, in practice using a point on the transition boundary does not always
mean success for the robot because of the following two reasons. First, the tran-
sition boundary is constructed using a limited number of human demonstrations,
and the parameters defining the space may not fully characterize the demonstra-
tions’ performances. So the constructed boundary is an approximation of the actual
boundary. Second, there are differences in the morphology of the robots and the
human demonstrators. So there might be subtle differences between the behaviors
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of robots and humans as they try to execute a task with the same set of parame-
ters. So when a robot tries to execute a task based on the prescribed parameters
of the transition boundary, it may not completely succeed (e.g., it is close to being
successful, but the execution leads to a non-zero penalty score).
In our approach, we learn rules the demonstrations that capture how the
humans change parameters to transition from failed to successful trials. If the robot
fails to do the task using the prescribed parameters from the transition boundary, it
changes parameters using the learned rules and tries again. This capability enables
it to keep trying until it succeeds. In summary, our approach gives the robot an
informed set of initial parameters to try and carry out the task. It also gives the
robot rules that describe how to change the parameters if the initial set of suggested
parameters does not work. Therefore, the main contribution of the work is an
initial investigation into how learning can be done to simultaneously take advantage
of failures and successes. Two algorithms are proposed to leverage this knowledge.
3.3 Pouring Task
This approach is illustrated by performing imitation learning on the pouring
task. The pouring task configuration is defined by the following three parameters:
1. Target pour amount p. We assume tolerance of ± ε around this nominal value.
2. Moving container speed v
3. Amount of fluid in the pouring container f
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The goal is to complete this task in the small time window when the container
is reachable without spilling the liquid. The task is successfully completed if
1. The amount poured in the container is between p + ε and p − ε.
2. No fluid is spilled.
If the task cannot be successfully completed, then we assign a penalty score.
The penalty score is the amount of fluid that is outside of the tolerance range (i.e.,
negative number in case of under pouring and positive number in the case of over
pouring).
Based on our initial exploration, the following four parameters need to be
selected to carry out the task:
1. Container Tilt Angle α. This represents the amount the pouring container is
initially tilted to start the pouring.
2. Container Tilt Angle Speed ω. This represents the average speed used in
tilting the container from the upright position to the final position.
3. Post Tilting Time tp. This represents the time from the tilting completion to
task completion.
4. Final Tilt Angle αf . This represents the final tilt angle of the pouring container
at task completion.
These parameters depend upon the task configuration parameters (p, v, f).
The total task completion time is the sum of the tilting time and post tilting time.
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The main steps behind our approach are described below:
Step 1 During the first phase of the approach, the human operator demonstrates
how to do the task for many different settings of task parameters (p, v, f). We
record both successful as well as unsuccessful demonstrations and score them
appropriately. Each demonstration represents a point in the seven dimensional
state-space (p, v, f, α, ω, tp, αf ).
Step 2 We compute the transition boundary between successful and unsuccessful
demonstrations. Each point on the transition boundary represents the values
of α∗, ω∗, t∗p, α
∗
f for successfully doing the pouring task for the task configura-
tion defined by (p, v, f).
Step 3 We learn simple rules that encode changes in parameters used by the humans
that are used to go from unsuccessful demonstration to successful demonstra-
tion. For example, let (pu, vu, fu, αu, ωu, tu, αfu) be a failed demonstration and
let ∇α,∇ω,∇tp ,∇αf be the values of changes in parameters to transition from
failure to success in the next demonstration, then we learn a simply rule that
described how parameters should be changed to go from failure to success.
Step 4 Given a new task configuration (p, v, f), we compute task parameters α∗, ω∗, t∗p, α
∗
f
using the transition boundary computed in Step 2.
Step 5 The robot executes the task using task parameters computed in Step 4. If
the task is completed successfully, then the robot stops. If the task execution
is not successful, then the robot finds the closest failed demonstration to task
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configuration (p, v, f) from which human successfully transitioned to success.
Parameters change rules associated with demonstration (computed in Step 3)
are used to change the parameters and try again. This step is repeated until
the robot succeeds in doing the task.
3.3.1 Generating Initial Task Parameters
Let D be the set of demonstrations performed by the human. Each demon-
stration d ∈ D is represented as a triple (s, g, λ), where s is the state, g is the
outcome (e.g., success, or failure), and λ is the score (e.g., merit score for success
and penalty score for failure). Let Ds be the set of success demonstrations and Df
be the set of failure demonstrations. As discussed in the previous section, state is
represented as (p, v, f, α, ω, tp, αf ).
3.3.1.1 Human Demonstrations
A set of 190 human demonstrations of the pouring task was generated. Out
of these, four outliers and 16 invalid trials (where the human performed multiple
pours that do not fit into our task model) were removed. Accordingly, D used during
the experimental evaluation had 170 demonstrations. This data was generated by
observing four different human operators. Snapshots from a video recording of a
sample human demonstration are shown in Figs. 3.2(a)-3.2(e). Each demonstration
was labeled as either a success or a failure. Out of 170 demonstrations, 93 were
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Figure 3.3: The demonstration trajectory extracted from the video shown in terms
of the tilt angle of the bottle as a function of time.
labeled as ‘success’ and 77 were labeled as ‘failure’. An appropriate score was
assigned to each demonstration.
3.3.1.2 Parameter Extraction
Variables p, v, and f were set for each demonstration. Variables α, ω, tp, and
αf were extracted automatically from video recordings of human demonstrations.
Multiple visual tags are attached to both the pouring bottle and the table, which
are detected by the Aruco augmented reality software library [161]. Figures 3.2(f) -
3.2(j) show snapshots from a video showing the visual tags detected by the tracking
system for a human demonstration video (Figs. 3.2(a)-3.2(e)). Once the camera is
calibrated for its position in the global coordinate system, the tag detection software
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Figure 3.4: Plot of final tilt angle αf as a function of pour error. A loose correlation
can be seen between the parameter value and the trial performance.
can output both the position and orientation of the tags in global coordinates. The
tag information was then used to calculate the angle that the bottle deviated from
vertical. Other rotational information was ignored. This was done for each frame,
generating a trajectory of the bottle’s tilt over time. This trajectory was then
numerically differentiated and smoothed by averaging nearby samples to provide an
angular velocity trajectory as well. An example of both trajectories can be seen in
Fig. 3.3.
To extract the pour task parameters, the trajectory was divided into four
segments: (1) the approach to begin pouring, (2) the tilting phase, (3) the steady-
state pouring phase, and (4) everything after pouring was finished. The segments
were determined by thresholds on the trajectory, with tilting starting after the angle
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exceeds 45 degrees (φthres), tilting ending when the angular velocity drops below 30
deg/s, and pouring ending when the angular velocity rises above 30 deg/s to return
back to vertical. These separate segments can be seen, identified by color, on the
previous figure. The initial tilt angle was then specified as the average of 3 samples
after tilting ended. The tilt speed was the average of velocity samples during the
tilt phase. The pour time was the duration of the pouring phase, and the final
angle was the average of 3 samples prior to the pour ending. In all cases, multiple
samples were taken to reduce the likelihood of noise in a single sample affecting the
parameter value. Finally, the table speed was also directly measured by the tracking
system, as one or two markers were always visible to the camera and their global
coordinates at a table orientation of zero are known. After calculating the angle of
the table from the visible markers for each frame, a line was fit to the data to obtain
the speed.
3.3.1.3 Training a SVM Classifier
A support vector machine (SVM) is a maximum-margin classifier that can
define a nonlinear decision using a kernel function. We begin by training a SVM on
D. The SVM parameters and specific kernel function were selected by taking the
best classification performance using 10-fold cross-validation.
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3.3.1.4 Iterative Search
Given a new task configuration (p, v, f), the goal is to compute task parameters
α∗, ω∗ , t∗p, and α
∗
f . We generate many states by holding (p, v, f) constant and
varying α, ω, tp , and αf . Currently we use 10 levels for each parameter. These
lead to an initial set of 10000 candidate states S. Each of the these initial states
is classified as either a success or a failure using the classifier trained using D. We
delete states that are labeled failure from S. Let Sr represent the set of remaining
candidate states. Now, we compute the closest distance from the states in Sr to
success-states in D.
Let s ∈ Sr and let s′ be a success-state in D that is closest to s. We do
iterative search on the line joining s and s′ to find a success-state s” that is closest





























where γ ∈ [0, 1]. Accordingly, the search is performed by varying γ and using
the classifier to check the status of states being generated during the search. From
(3.1), note that variables p, v, and f remain constant for any value of γ. This step
is performed for all states in Sr and the resulting such closest success-states are
collected in the set S”. Finally, we select s” ∈ S” that has the closest neighbor in
D. This state is used to compute task parameters α∗, ω∗, t∗p and α
∗
f .
Algorithm 1 Algorithm to generate initial task parameters
1: Input: S = {s : s = (p, v, f, α, ω, tp, αf )},
2: Human demonstrations:
3: D = {(s1, g1, λ1), (s2, g2, λ2), . . . , (sn, gn, λn)}, n = |D|
4: si ∈ S, gi ∈ {0, 1} (0: failure, 1: success),
5: Ds = {(si, gi, λi) : gi = 1}, Df = D −Ds;
6: kernel← InitializeKernel(kernel name, kernel parameters);
7: svmStruct ← svmTrain(D, kernel);
8: Initialize new task configuration (p, v, f)← (p0, v0, f0);
9: S ← GenerateCandidateStates(α, ω, tp, αf );
10: for i = 1 : |S| do
11: gi ← svmClassify(svmStruct, si ∈ S)
12: if (gi == 1) then
13: s′i ← arg min
dj∈Ds
||si − dj ||;
14: γ = 0;
15: while (γ <= 1) do
16: si”← q(γ); % From (3.1)
17: gi” ← svmClassify(svmStruct, si”)
18: if (gi” == 1) then
19: ClosestDistance(si”)← ||si”− s′i||;
20: break;
21: end if
22: γ ← γ + σ; % σ << 1 is a very small positive increment.
23: end while
24: end if




3.3.2 Refining Initial Task Parameters
The robot executes the task using the parameters α∗, ω∗, t∗p, and αf . Let s
∗ be
the state associated with this task execution. If the task is successful, then we stop.
If the task is not successful, then the robot needs to adjust these initial parameters.
For every unsuccessful demonstration in D, we ask the human operators as to
what parameters they will change to improve the performance. This parameter is
recorded for every unsuccessful demonstration. Let x be the parameter identified by
the human with an unsuccessful demonstration d. We perform line search on this
parameter using the SVM classifier described in the previous section to identify the
minimum change in the value of the parameter to transition from failure to success.





where xf is the value of the parameter in the failed demonstration.
For every parameter that has been identified by human operators as a parame-
ter that can be varied to improve the outcome, we develop an interpolation function
that expresses the normalized value of the target parameter change as a function of
the penalty score. The rationale for creating this function is that we expect a large
change in parameter value to transition to success if the penalty score associated
with the failed task is high.
52
We find the closest failed demonstration d ∈ D to s∗. We use the parameter
identified by the human operator in d for performing the change. We use the penalty
score λ∗ associated with s∗ as an input to the normalized parameter change inter-
polation function to compute the change in the parameter. The robot tries again
using the new parameter value. Currently, we stop after one round of parameter
adjustment. In future implementation, this step will be repeated until the robot
succeeds. Also, we have used a 5 DOF robot that does not match the human limb.
So, these results may be even enhanced when using a more human-like robot arm
such as the Baxter [162].
Algorithm 2 Algorithm to refine initial task parameters
1: Input: s∗ = (p∗, v∗, f∗, α∗, ω∗, t∗p, α
∗
f ),
2: svmStruct (Trained SVM classifier from Algorithm 1),
3: Df = {(si, gi, λi) : gi = 0},
4: human identified parameters for each failed state
5: X = {xi : xi ∈ {α, ω, tp, αf}, i = 1, 2, . . . , |Df |};
6: Df1 ← {(s(xi), 0, λi) : xi(∈ X) = α};
7: Df2 ← {(s(xi), 0, λi) : xi(∈ X) = ω};
8: Df3 ← {(s(xi), 0, λi) : xi(∈ X) = tp};
9: Df4 ← {(s(xi), 0, λi) : xi(∈ X) = αf};
10: for i = 1 : 4 do
11: ni ← |Dfi |
12: for j = 1 : ni do
13: while (1) do
14: x← LinearSearch(xfij);
15: gj ← svmClassify(svmStruct, s(x));









22: interp(i)← polyfit ({(λij , δx̄ij) : j = 1, 2, . . . , ni})
23: end for





(Dfi : d ∈ D
f
i ); % Index of failure subset that contains d. return
xri ← x∗i [1 + polyval(interp(i), λ∗)];
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Figure 3.5: Interpolation function giving the relative necessary change of the pa-
rameter αf as a function of the penalty score
3.3.3 Experimental Results
Implementation of our approach was conducted with a Labvolt Model 5150
robot manipulator and a rotating table of 40 cm radius. The robot has five degrees
of freedom, allowing for full position control and control of the tilt angle of the
bottle. For the pouring task, the position and speed of the table was measured
using the same tracking system used for demonstrations. The arm trajectory was
specified simply by solving the inverse kinematics to keep the opening of the bottle
above the target container. Due to constraints in the robot’s abilities, the pouring
phase of the trajectory was required to be discretized into two segments of minimum
1.5 seconds each, which was still sufficient to vary the pour time and keep the bottle
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Figure 3.6: Interpolation function giving the relative necessary change of the pa-
rameter tp as a function of the penalty score
above the target. The overall tilt of the bottle was not affected by the limits of the
robot and the tilt profile was fully defined by the task parameters.
We wanted to generate parameters for the following task configuration: p =
300 grams and v = 0.34 rad/s. We kept f (= 400 grams) fixed in all experiments).
Using Algorithm 1 based on the approach described in Section 3.3.1, we computed
the following task parameters: α∗ = 1.4 rad, ω∗ = 1.28 rad/s, t∗p = 4.1 s, and
α∗f = 1.75 rad.
Execution of the task with these parameters led to an over-pour of 325 g.
For the closest data point in the failed demonstration set, the human had selected
pour time tp as the parameter to improve. The interpolation function (Algorithm 2)
giving the relative necessary change of the parameter tp as a function of the penalty
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Figure 3.7: Snapshots from a video footage of the robot using the adjusted param-
eters to successfully perform the pouring task
score is shown in Fig. 3.6. Note that even with the noisy data, a physically realistic
fit is achieved, with an over-pour leading toward a less pronounced pouring angle.
It is also passes close to the origin, providing some qualitative stability assurance
that small errors do not lead to large adjustments.
Then using tp and the implied penalty score of +25, the derived interpolation
function provided a relative parameter adjustment of -0.172. This provided a new
pour time of 3.39 seconds. Execution of this updated set of parameters proved
successful and the refinement process was halted.
3.4 Summary
An imitation learning approach was presented with the focus of allowing robots
to learn from failed attempts by humans and how they recovered to achieve task
success in dynamic manipulation tasks. A robot can use the learned models to
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successfully perform in task scenarios which deviate from the ones demonstrated by
humans. The presented approach uses an algorithm for finding new parameters to
perform a task variant not previously seen by the robot or the human based on the
success/failure classification of the points in the known dataset. A second algorithm
uses feedback from the human after task failures to adjust parameter values and
achieve task success after multiple iterations. These algorithms allowed the robot to
successfully perform a dynamic pouring task under variations without a complicated
planning or perception system.
The main contribution of this chapter is therefore an approach for dynamic
tasks that can find successful parameters to new task variations using both successful
and failed demonstrated task attempts. This approach can be used generally in
robot learning of tasks that are computationally challenging to simulate and plan
for, but are relatively simple for humans to perform, allowing the creation of a large
library of demonstrations. This approach will also be highly effective when the
demonstrator can easily specify the nature of any error they made during a failed
attempt, providing that information for the system in its parameter adjustment
phase.
However, there are some important limitations of this approach to note. As
previously noted, the approach works well with a large demonstration library, with
the dynamic pouring task using a relatively large set of 170 demonstrations to gen-
erate candidate parameters. This was feasible when each pouring trial took no
more than a handful of seconds, but it may be excessively costly to collect this
data for tasks of more complexity or longer duration. Additionally, the approach
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required the demonstrator to be able to specify a single parameter to adjust after
each failure. This requires the task to have a natural parameterization such that a
human has an intuitive understanding of how each parameter affects the overall task
output. For parameterizations that are automatically created or that may have a
complex interaction of features, the demonstrator’s intuition may actually provide
misleading guidance for adjustments. Finally, when the robot begins using its own
attempts to improve the initial model from demonstrations, it is mixing data points
from systems with different dynamics, possibly running afoul of the correspondence
problem. Therefore, it is useful to have a learning approach that does not need
to rely on initial human demonstrations if the task is too complex. These factors
were significant motivators for the work in the following chapter, which provides
an approach for automatic parameter adjustments to achieve task success without
a large initial set of demonstrations and without the strict need for a natural and
intuitive parameterization.
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Chapter 4: Selection of trajectory parameters for dynamic pouring
tasks based on exploitation-driven updates of local meta-
models
This chapter is partially derived from work presented at the IEEE/RSJ In-
ternational Conference on Intelligent Robots and Systems: Workshop on Machine
Learning in Planning and Control of Robot Motion, 2015 [163]
4.1 Introduction
Programming robots to perform real-world manipulation tasks is challenging
and time consuming. For a large class of tasks, the robot arm must be provided with
a precise trajectory to follow, prior to execution. For most currently deployed robots,
these trajectories are defined manually by a skilled human operator. However, in
the case of tasks with complex dynamics (e.g., manipulation of deformable materials
and/or fluids), manual construction of analytical models that accurately capture
the task dynamics is often not feasible, requiring a different method to generate the
robots trajectory without resorting to trial and error on the part of the operator.
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Such tasks often consist of a set of instances, with each instance defining
a slightly different goal state and, therefore, the trajectory that the robot must
follow. These different trajectories can be generated automatically, either through
direct synthesis or by selecting the parameter values for a manually parameterized
trajectory. In this chapter, we focus on the latter method of trajectory generation.
Many tasks have a natural parameterization that a human can specify which can
cover the full range of the robots ability. For example, a ball throwing task can be
specified by having the arm move in a circular arc with a small set of parameters
such as the radius, speed, and release point fully controlling the throwing distance.
We are interested in the problem of how the parameter values can be determined
for each task instance automatically in order to generate the final trajectory to be
executed by the robot.
A common approach taken to find the parameter values for a particular task
instance is to use a model of the task and search for valid parameter values using
the predictive ability of the model. To obtain the highest prediction accuracy, it
is typically ideal to use a physics-based simulator that can capture the details of
most, if not all, of the task dynamics. However, for complex tasks, such simulators
are either unavailable or generally far too computationally expensive to be able to
use for parameter selection in reasonably short time periods. This is especially true
for tasks involving deformable materials and fluids, which would require full finite-
element simulations. Instead of simulators, such tasks can be modeled with surrogate
models created from the data that the robot collects as it gains experience while
attempting the task. This framework requires the robot to go through a learning
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period where it may perform task instances incorrectly until it collects enough data
to find valid parameter values for all the desired instances.
An important aspect of the types of tasks we address, which is reflected in
our approach, is that many satisficing parameter values are available for a given
task instance. We do not address the problem of finding the single optimum set of
parameters or searching for valid parameters when they are clustered together in
small regions of the space. Instead, our approach is designed for tasks where valid
parameter sets are found throughout the space and it is sufficient to find a single
one. The focus is to exploit the available knowledge to find satisficing parameters
with as few task attempts as possible.
Our proposed approach has the goal of rapidly finding valid solutions in the
parameter space corresponding to new task variations with sparse initial data. We
model the task abstractly as a set of parameters existing in a finite-dimensional space
where each point in the space defines a trajectory to perform a single task variation.
First, in a model generation phase, local models are constructed in the vicinity of the
previously conducted experiments that explain both the task function behavior and
the estimated divergence of the generated model from the true model when moving
within the neighborhood of each experiment. Second, in an exploitation-driven
updating phase, these models are used to guide parameter selection given a desired
task outcome and the models are updated based on the actual outcome of the task
execution. Our approach exploits local information available in adaptively chosen
neighborhoods effectively to incrementally build and update multiple local models,
thereby allowing the algorithm to capture arbitrarily complex function landscapes.
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We validate our approach by testing it both on synthetic nonlinear functions
and on a physical robot. For physical experiments, we consider a dynamic pouring
task, in which the robot is tasked to pour a certain volume of liquid from a bottle
it is holding into a container placed on a rotating turntable. Moving the bottle to
track the moving container while simultaneously tilting it to pour creates complex
fluid dynamics. This makes the mapping from pouring-trajectory parameters to
poured volume highly nonlinear and infeasible to model analytically. Our results
reveal that the correct pouring parameters for a new pour volume can be learned
quite rapidly, with a small number of exploratory experiments.
4.2 Problem Formulation
4.2.1 Problem Statement
In this chapter, we utilize a framework where a robot performs a task by
executing a finite-length trajectory τ . The task is characterized by an unknown
dynamics function that produces a real-valued output, or score, for a particular
trajectory:
y = f(τ), y ∈ R. (4.1)
Note that this task function is different from typical robot dynamics functions
that only map the current state to either a future state, or the derivative of the
state. Here, the task output is a function of the entire trajectory.
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Figure 4.1: Experimental setup used for the pouring task. The right hand holds
the bottle and performs the pouring while the camera in the left hand monitors the
visual markers on the table to measure its current position and speed.
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Rather than learn the trajectory directly, we assume the trajectory to be the
output of a task-specific planner π with an input of a parameter vector θ of length
p. We assume that the structure of the planner can be defined manually, leaving the
detail of producing the correct task output to the learning algorithm, which will find
the corresponding parameter values. For example, in a task such as throwing a ball
a certain distance, a planner might be specified to move the robot end-effector in a
circular arc. This trajectory may comprise parameters like radius, speed, and release
point, the values of which determine the final throwing distance. This method can
enable faster task learning by combining an intelligent human task parameterization
with an automated learning algorithm. The algorithm then operates on the direct
mapping from task parameters to outputs, which is the composition of the planner
with the task dynamics function:
τ = π(θ), θ ∈ Rp
y = h(θ) = (f ◦ π)(θ) = f(τ)
The overall task itself is represented by a set of task instances, each describ-
ing a specific desired task output value Ti. Each task instance has a corresponding
non-negative cost function Ci and tolerance amount δi such that, if yi is a successful
output of the ith instance, then Ci(yi) < δi. For the remainder of the chapter, we
consider the simple cost function Ci(y) = |y − Ti|. When the robot is assigned a
specific task instance, it conducts attempts to solve the instance. Each attempt con-
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sists of selecting the parameters, executing the resulting trajectory, and measuring
the resulting cost function.
The problem addressed here can be formulated as follows: Specify a compu-
tational procedure Ψ that the robot will execute to solve a task instance, given the
knowledge acquired from previous instances and attempts. The procedure consists
of an evaluation loop where a candidate parameter vector is determined from m
previous attempts and the corresponding trajectory is executed. The previous at-
tempts (Θm = {θ1, . . . , θm}, Ym = {y1, . . . , ym}) may come from previous instances,
previous attempts of the current instance, or prior knowledge obtained elsewhere
such as random samples. If the corresponding task output for the candidate is suc-
cessful, the procedure terminates. Otherwise, the procedure will iterate with a new
candidate selected after adding the previous attempt to Θm and Ym.
θm+1 ← Ψ(Ti,Θm, Ym) (4.2)
In general, the user will assign not just a single task instance during the robot
training, but will be interested to have the robot learn a set of many different
instances. We assume that such a set is not known beforehand and may possibly
not even have a known final size when the robot begins to learn the first instances.
Without knowledge of future instances to learn, the system focuses on each instance
separately, with each one being solved before addressing the next.
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In this framework, we desire to find a procedure that can solve each instance
with a minimal number of attempts. Therefore, we use the total number of attempts





where T = {T1, . . . , TNt}, and ηi is the number of attempts taken to solve the
i’th instance. Since the task instances are solved independently, the ideal procedure
can directly minimize each ηi without regard for the other instances.
While the optimal procedure that produces ηi = 1 for all instances is impossible
to acheive, we do aim to specify a procedure that can asymptotically reduce ηi to
1, while simultaneously trying to minimize the number of attempts for the earlier
instances. In practical robotics scenarios, it is important to explicitly address the
cost of learning all task instances as Nt must be small enough so that the complete
learning is feasible and the costs for the early instances cannot be discounted.
4.2.2 Evaluation of Existing Approaches for Application to Trajec-
tory Parameter Selection Problem
Before explaining our approach in detail, it is useful to briefly discuss how
existing techniques can be applied to this particular problem and what are some
of the problems they experience. We discuss two major alternatives for addressing
our problem and provide illustrative comparative results for two representational
algorithms.
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4.2.2.1 Reinforcement Learning Based Policy Search
Our problem can be posed to work under the standard reinforcement learn-
ing framework used in robotics. The framework is composed of unknown system
dynamics, which are influenced by a controller, whose output is determined by a
parameterized control policy.
xt+1 = f(xt, ut)
ut = πθ(xt)
(4.4)
A cost function J(θ) is defined for the policy parameters, which is evaluated
over one or more trajectories followed by the system with a controller executing the
policy. The goal of any learning algorithm is to find the set of policy parameters θ∗





While superficially different, the formulation of our problem in the previous
section can be considered a special case of the general RL framework. The state
space is taken as simply the task score itself, z ∈ R. Instead of a multi-step trajectory
determined by the system dynamics, we can consider just a single step from an initial
state to the final output. The control policy is taken to output the task parameters
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themselves. Dropping the initial state from the model, as it is always the same,
these simplifications reduce the general system dynamics in (4.4) to match (4.1) in
section 4.2.1.
4.2.2.2 Adapting the PILCO Algorithm
The PILCO algorithm [22] provides an approach to simultaneously learn the
system dynamics and find preferred policy parameters for the general reinforcement
learning framework. The core of the algorithm is to approximate f(x, u) with a
Gaussian process regression model, where the current state and control input are
used as model inputs and the future state (or change in state) is output as a pre-
diction. The GP outputs a probability distribution for its output, which can be
propagated through the system dynamics in (4.4). This allows the algorithm to
compute an expression for the expected cost of following a particular policy, with
the current knowledge of the system dynamics. To improve the policy, the derivative
of the cost function with respect to the policy parameters can be directly computed,
with slight assumptions on the structure of the policy and cost function. The deriva-
tive allows standard local optimization algorithms, such as the BFGS method, to
converge to a local optimum for the policy parameters.
When adapted to our problem, the complex computations used in PILCO
for the general case are dramatically simplified. With only a single state update,
the cost function only depends on a single output for the GP, which is a normal
distribution. The expected value of this output is therefore just the mean of the
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Algorithm Mean # iters % within 10 iters
Adapted PILCO 12.7 48%
Local linear models 5.6 90%
prediction and using a simple squared-error state cost function C(z) = (z − z∗)2,
the policy cost reduces to
J(θ) = (µ(θ)− z∗)2. (4.6)
Computing the derivative of J(θ) is then straightforward, given a smooth
choice of covariance function for the GP.
This adapted formulation of the PILCO approach was compared against our
current method of searching for task parameters, using a set of local linear models, on
a synthetic 5-dimension nonlinear test function (See Sec. 4.5 for a full description).
For both experiments, the same initial set of 50 random task parameter samples and
their corresponding outputs were given to the learning algorithms. One hundred
target outputs, uniformly distributed over the range of the test function, were given
individually to the algorithms, with the known data set reset to the initial 50 samples
after each target was found. For the PILCO policy search, the initial parameters
were set to the mean of the initial data set. Searching with linear models does not
require any initialization.
Primarily due to local updating, the adapted PILCO policy search has notice-
ably worse performance than our approach using linear models search as seen in
Table 4.2.2.2, which shows the results of 100 different target searches. For PILCO,
out of 100 targets attempted, 40 could still not be found after 20 samples of the
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test function, most likely indicating that the policy parameters became stuck in
local minima, which is something our approach is not vulnerable to. To conclude
the comparison, when the learning problem is formulated in the framework we have
developed our approach for, existing reinforcement learning techniques, represented
by PILCO, address the problem in a simplified manner. Reducing the problem to
performing only local updates of the policy parameters leads to much worse perfor-
mance than can be achieved by our proposed approach.
4.2.2.3 Bayesian Optimization Framework
An alternate approach to solving the problem is with an optimization frame-
work. For a desired task score z∗, the same cost function for an attempt in the
reinforcement learning can be used:
C(θ) = (z − z∗)2 = (f(θ)− z∗)2. (4.7)
A search algorithm can then attempt to minimize this cost function to find a
set of task parameters that provide the desired task score. The algorithm terminates
when a minimum value within the task tolerance of zero is found.
A Bayesian optimization framework allows an algorithm to select the next best
point to test in the space based on a current probability model which consists of
a prior that is conditioned on information acquired during the search. A Gaussian
process is a straightforward model that can be used in this Bayesian manner.
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4.2.2.4 GP-UCB Algorithm
Given a probability model conditioned on known information about the task,
the question arises of how to select the next point to test, which requires some trade-
off of exploration and exploitation. A simple algorithm that balances these factors
is the Gaussian Process Upper Confidence Bound algorithm [164]. Essentially, given







where µm(θ) and σm(θ) are the mean and the standard deviation of the Gaus-
sian process at θ when conditioned on m previous samples. The weighting parameter
βm is set to 2 log(|D|m2π2/6δ) for a user chosen value of δ, which allows for provable
bounds on the regret incurred during the optimization process. In practice, however,
βm can be tuned for faster convergence, which is detailed in the previous citation.
This algorithm was adopted for our problem and cost function, flipping the
signs in (4.8) for minimization. We also did not use a fixed candidate set D, but
rather used (4.8) with an off-the-shelf optimization library which searched for the
minimizing value within the valid parameter bounds. We discovered that our adap-
tation of GP-UCB was effective in quickly searching the parameter space but had
substantial problems finding solutions with very high precision. This would hap-
pen because while the algorithm quickly found regions when zero-error parameters
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Algorithm Mean # iters % within 10 iters
GP-UCB 22.1 30%
Local linear models 2.0 95%
were nearby, it had little incentive to search closeby to the newly tested points to
lower the error further. This is due to the uncertainty decreasing to near-zero in
the region of the new test point, while other regions have much higher uncertainty,
and are therefore weighted higher by the GP-UCB heuristic. To get decent perfor-
mance with the search we had to loosen the task tolerance considerably but this
only improved the performance of our own approach as well, which was far better.
This distinction is shown in Table 4.2.2.4, which contains the results from 20 target
searches while using a very high task tolerance value. Given this behavior, we con-
cluded that using a standard optimization method was not ideal for this problem
as (1) we were trying to find parameters where the objective function was exactly
zero and not just minimal, and (2) information about where zeros may lie was being
discarded by using a squared error term instead of retaining the sign.
4.2.2.5 Observation
To conclude this section, we observed that our particular problem has charac-
teristics that make it challenging for existing methods that are broadly applicable.
Since our task involves only a one-step update directly to the final score, the full
power of reinforcement learning algorithms cannot be made use of, and they are
reduced to simple local updates of the policy parameters. And because we are
searching for parameters that are exactly zeros of a non-negative cost function, a
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Bayesian optimization algorithm is not ideal, as it moves to other more uncertain
regions of the parameter spaces once it learns that a particular area is not going to
go any lower than zero. These difficulties will be explicitly addressed by the features
in our approach to greatly improve the learning performance for this particular type
of problem.
4.2.3 Overview of Approach
This chapter presents an approach and procedure to find solutions to new task
instances by iteratively improving a model of the task dynamics function h(θ). Since
the individual task instances are presented to the robot sequentially, and it is not
known a priori what the total number will be, we adopt the overall minimization
strategy of solving each instance with as few attempts as possible. However, to
reduce the number of attempts for possible later task instances, the learning algo-
rithm continually gains experience of the task dynamics in order to exploit available
knowledge and find faster solutions.
An important property of tasks that can learned efficiently with this strategy
is that many solutions exist in the parameter space for each task instance, and
hence can be found easily. The fact that large solution sets exist throughout the
space allows a strategy of selecting test points by adjusting a single parameter
value. This helps to maximize the information gained through multiple attempts
and find solutions rapidly. If the solution set is instead sparse and clustered into
small regions, using single parameter adjustments is likely to perform worse, as it
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becomes less likely that a solution exists somewhere on the line obtained by allowing
a single parameter to be free. Many robot tasks have natural parameterizations,
however, that show this behavior of being able to find solutions by adjusting a
single parameter only.
The general outline of the approach involves the following components. First,
at each known sample point, a neighborhood is defined and used to compute a local
linear model to approximate the function behavior. Second, an error model at each
point is computed to approximate the region where the linear model is considered
accurate. Candidate parameter adjustments which are expected to solve the task
instance in one step are generated from all current sample points, and are compared
to select the one with the highest confidence. The new point in the parameter space
is sent to the robot for execution and if the resulting task output is not a success,
the system repeats the full strategy with the new information.
4.3 Preliminary Experiments using Existing Regression Algorithms
In this section, we test GPR and LWPR on regression and inverse regression
tasks and investigate how they perform when the training data is sparse. Given
a training data set comprising samples of inputs (explanatory variables) and the
corresponding output (dependent variable), the regression task consists of learning
the input-output mapping and using the learned model to provide an estimate of the
output for any point in the input space. Conversely, given a target (desired output
74
value), the inverse regression task consists of finding points in the input space that
map to function value within some specified tolerance of the desired output.
4.3.1 Gaussian Process Regression Method
GPR is a global nonparametric algorithm that can make highly accurate pre-
dictions of function values after being trained on sufficient data. Details on the
training and prediction algorithms are discussed in Appendix A. As mentioned pre-
viously, the primary disadvantage of using a GPR model is that when new data is
acquired, the model must be retrained on all existing data, making the computa-
tion cost prohibitive for very large amounts of data. The number of samples in our
comparisons, however, was small enough that this was not a significant obstacle.
Additionally, it is important that the hyperparameters of the Gaussian process are
set to reasonable values for the problem space, most significantly the kernel parame-
ters that control the expected output similarity of nearby points in the input space.
We used a standard expectation maximization algorithm, as described in Appendix
A, which performs a gradient ascent of the expectation function in the hyperpa-
rameter space. This computation, because it is iterative, is expensive enough that
reoptimizing the hyperparameters each time after new data is acquired is infeasible.
Instead, we found parameter values from the initial data set and continued to use
them throughout the learning process.
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4.3.2 Locally Weighted Projection Regression Method
LWPR uses an entirely different modeling approach of locally capturing the
target function behavior with linear models. LWPR was designed for efficient incre-
mental learning with high dimensional data.
The core of LWPR is to continually place and adjust linear models throughout
the data space which cover the full domain of the function to be learned. Each linear
model, however, does not have the full dimensionality of the data but rather, uses
partial least squares to detect which directions in the input space are relevant to
the function behavior. This allows the model to learn fewer parameters than a more
brute-force approach, enabling efficient incremental learning ability. Furthermore,
the locations, distance metrics, and number of linear models are all adjusted by the
learning algorithm as more data is available.
The local form and parameters of the model can be seen in the primary function









The weights on the models are calculated using a Gaussian kernel function
parameterized by a center position, ck, and distance metric, Dk which controls the









The models themselves are linear, projected into a lower-dimensional space
as determined by the behavior of the target function in the vicinity of the model
center. The linear model and projection equations are:







xi = xi−1 − sipi
x0 = x− x̄
(4.12)
The parameters R, β0, βi, ui, and pi are computed statistically and on-the-fly
from incoming data. More specific details on the implementation and methodology
are available in [87].
For our purpose, we trained the LWPR model by incrementally updating the
model by providing a single point at a time from the presampled data set. The
LWPR authors suggest that the model performance suffers when only sparse data
is available, as in our case. To alleviate this limitation and to allow the model
to converge to stable prediction values, the data is fed to the learning algorithm
multiple times in random order, per the advice of the authors.
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Figure 4.2: Performance of GPR on the inverse regression task: modeling error
when attempting to predict parameter values that correspond to a desired target
is plotted. The model was trained on the same sparse data set (50 samples) and
50 targets were defined over the function range. Each point represents a sample
where a single parameter value was adjusted from one of the known points until the
predicted function value was within tolerance of the target. The y-axis shows the
error of this prediction from the true function value.
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Figure 4.3: The performance of the GPR algorithm on the greedy search task. 100
target function values were given to the algorithm with along with an initial library
of 50 random samples. The library was reset to the same initial 50 points for each
target. The algorithm was set to time-out at 100 iterations and the targets that had
not yet been found (13) are collected in the bin at 100.
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4.3.3 Modeling Comparison
First, we compared GPR and LWPR in terms of their regression capabilities.
The metric used for model prediction accuracy was the average squared-error of the
predicted values, sampled randomly over the function domain. The 5D Schwefel
function was used in these experiments. GPR had much better performance for
all tested data set sizes, with a slightly decreasing advantage as more samples are
available. As LWPR achieves its efficiency by collapsing the training data into a
smaller set of linear models, it would be expected that retaining all of the training
data for prediction as GPR does would increase its accuracy considerably.
Next, we considered the following inverse regression problem: Given a target
(desired function value), find points in the parameter space that map to a function
value within a specified tolerance of the given target. Figure 4.2 shows samples of
GPR modeling error when attempting to predict parameter values that correspond
to a target. The model was trained on the same sparse data set (50 samples) and 50
targets were defined over the function range. We were mainly interested in finding
how the modeling error varied as a function of distance from a sampled point along
each single parameter direction. Accordingly, in the figure, each point represents a
sample where a single parameter value was adjusted from one of the known points
until the predicted function value was within tolerance of the target. The y-axis
shows the error of this prediction from the true function value. Note from the figure
that there is no pattern in the modeling error as a function of distance from a known
point.
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We tested a simple greedy strategy in which, given a target score, the parame-
ter space was searched with a standard optimizer to find a point where the solution
(set of parameters that mapped to a function value within a specified tolerance
w.r.t. the target value) was reached with maximum confidence. Figure 4.3 shows
the results of GPR based greedy search strategy on the five-dimensional Schwefel
function. A set of 100 target function values was given to the algorithm along with
an initial training dataset of 50 random samples. The dataset was reset to the same
initial 50 points for each target. As the task was to find points on a synthetic func-
tion with no noise, σ2n was set to a very small value (10
−6), though still nonzero for
numerical stability.
Note from the figure that the algorithm finds solutions for a minority of target
values (19%) after a handful of iterations (≤ 10). However, there is a sizeable range
of the distribution with the algorithm taking 10 to 50 iterations (53% of targets)
and a minimum of 100 iterations for some targets (13%) before a solution is found.
We were unable to get good results from LWPR on the inverse regression
problem for sparse data sets. We had to boost the data sizes up to 1000 for LWPR
to work properly. For very small data set sizes, LWPR requires the samples to be
given to the algorithm repeatedly in random order until convergence. We discovered
that when only a few samples are seen repeatedly, the algorithm would mostly learn
local models that were influenced by only a single point and were flat (had zero
slope) in the parameter space, essentially modeling the function in a simple nearest-
neighbor manner. As inverse regression with a flat plane is an ill-posed problem, we
were unable to generate the LWPR equivalent of the search result in Fig. 4.3.
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Summarizing our observations during these preliminary experiments, LWPR
performs much worse than GPR for sparse data sets and in the case of GPR, in
general, many task executions are needed before the solution is reached.
However, in this work, we would like to attempt problems where such training
data is not already available or is very expensive to obtain. Accordingly, our primary
goal is to efficiently exploit the available information and achieve convergence to a
solution with as few task executions as possible and not necessarily explore the
parameter space to build a globally accurate model.
4.4 Local Linear Metamodel Based Approach
The primary guiding principle of the proposed approach is to iteratively search
the task parameter space by creating local models of parameteric neighborhood and
finding a movement within a carefully chosen neighborhood that has the minimum
uncertainty. First, in an initialization phase, a set of training samples is obtained
from either human demonstrations or robot executions of randomly selected points
in the parameter space.
Each sample is a tuple comprising a parameter vector and its mapping to a
task score. Second, in a model generation phase, the algorithm builds local models
based on the current training set. Third, in an exploitation-driven model updating
phase, the algorithm finds a new point by using the current set of local models,
evaluates its task score (for example, in the context of the robot pouring task, this
corresponds to the robot using the found tilt parameters to execute the task and
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measuring the poured amount), adds the newly found point to the training set,
and updates the set of local models. The cycle of model generation and model
exploitation repeats until a point is found whose task score is within the success
tolerance of that of the desired task.
4.4.1 Initialization
Let S = {(x(i), y(i)) : x(i) ∈ X , y(i) ∈ Y , i = 1, 2, . . . ,m} be the initial set
of training samples, where X is the set of sample points in the parameter space,
x(i) ∈ Rn is the ith point in X , Y is the set of corresponding task scores, y(i) ∈ R
is the ith task score in Y , and m is the number of training samples. Let x(i)j ∈ R
represent the jth element of x(i). Further, let x ∈ Rn represent a general point in
the parameter space.
4.4.2 Model Generation
This phase is achieved in three steps: (1) adaptive neighborhood selection, (2)
planar model approximation, and (3) error-divergence model approximation.
4.4.2.1 Adaptive neighborhood selection
For each point x(i) ∈ X , the algorithm builds a local linear model by using
points x(j) ∈ X residing within an adaptive box-neighborhood N (i) ⊂ X :
N (i)(k) = {x(j) ∈ X : ||x(i) − x(j)||∞ ≤ δ(i)k } (4.13)
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where, k is the number of neighbors in the neighborhood and δ
(i)
k is the neigh-





||x(i) − x(j)||∞ s.t. |N (i)(k)| = k (4.14)
According to (4.13) and (4.14), note that δ
(i)
k is assigned to the minimum pos-
sible size that results in k−nearest neighbors. Since the density of points in the
data set can be highly variable, it is important to find a δ
(i)
k that results in a neigh-
borhood with sufficient points to generate a relatively accurate local approximation,
but not so many that the nonlinear behavior of the underlying function deteriorates
the approximation. This is done by using a leave-one-out cross-validation technique
to estimate the optimal neighborhood size δ
(i)
k∗ . In particular, for each x
(j) ∈ N (i)(k),
a plane is fit using least-squares on the set N (i)(k)/x(j) and the linear-fit error at
x(j) is computed. Now, the mean of linear-fit errors ηk over all x
(j) ∈ N (i)(k) is used
as a fitness to evaluate the neighborhood size.
We consider k = n+ 1 as the least number of desired points in N (i)(k) since n
points are needed for a unique plane fit, plus an additional point for cross-validation
error measurement. Accordingly, the neighborhood size is initialized to δ
(i)
n+2 and the
corresponding ηk is computed. Next, k is incremented by one and ηk+1 is computed.
If ηk < ηk+1, then δ
(i)
k is reported as optimal. Otherwise, the search continues to
find a better neighborhood-size.
In general, if sample density around x(i) is moderate, the successive error values
will decrease as the plane fits are less sensitive to noise induced from few samples,
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Figure 4.4: An example of neighborhood cross-validation error fits as the neighbor-
hood size increases. This particular example behaves nicely and the algorithm will
select the optimal size at N=9.
but then increase again as the neighborhood begins to include the nonlinearity of
the sampled function. Finding the neighborhood-size when the error first increases
is used as a rough heuristic to find the balance between these two factors while also
not evaluating more neighborhood sizes than necessary. Figure 4.4 shows an actual
computed example where this heuristic happens to give the optimal neighborhood
size.
Figure 4.5 shows the resulting behavior of this algorithm, which is to shrink
neighborhood sizes in regions of high sample density so as to maintain model accu-
racy. This algorithm does generate similar neighborhood sizes as the simpler heuris-
tic of just using the nearest N neighbors, but, as will be shown later, accounting for
the accuracy of the plane fit leads to better target search results.
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Figure 4.5: Example neighborhood sizes computed using the adaptive heuristic for
normally-distributed 2D data.
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4.4.2.2 Planar model approximation
An affine hyperplane F (i)(x) is fit to points in the neighborhood N (i)(k∗),
obtained from the previous phase, by using a least-squares method:











is a row vector of planar model coefficients.
If the plane is not uniquely determined (e.g., all the points are collinear), then
the neighborhood size is incrementally expanded until a set of points is found that
uniquely determines the plane.
4.4.2.3 Divergence-model approximation
The plane obtained using (4.15) is assumed to be an approximation of the
tangent plane of the true task function in the vicinity of the point in question. This
approximation is expected to diverge substantially as we move away from the fitted
neighborhood. Therefore, we then estimate how quickly this divergence occurs by
computing the absolute error e(j) between the predicted task score (using plane
approximation at x(i)) and the actual measured score for every point x(j) in an
annular-box-neighborhood M(i):
M(i)(β) = {x(j) : x(j) ∈ X/ N (i) ∧ ||x(i) − x(j)||∞ ≤ β} (4.16)
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where, β > δ is the size of the neighborhood.
e(j) = |y(j) −F (i)(x(j))| ∀ x(j) ∈M(i) (4.17)
where, F (i) is the affine hyperplane corresponding to x(i).
For each x(i), we then construct an error estimate function E (i)(∆x) that es-
timates the upper bound on these absolute error values. Our formulation uses a
quadratic function with different weights ω
(i)
j for each parameter axis and whose




















subject to E (i)(∆x(j)) ≥ ej∀x(j) ∈M(i) (4.20)
A quadratic programming solver was used for this purpose.
At the end of the model generation phase, we haveN = {N (i) : i = 1, 2, . . . ,m},
F = {F (i) : i = 1, 2, . . . ,m} and E = {E (i) : i = 1, 2, . . . ,m} representing the sets of
m adaptive neighborhoods, m hyperplanes, and m error estimate functions, respec-
tively, corresponding to each sample point in S.
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4.4.3 Exploitation-Driven Model Updating
Given a desired task score yd, the sets S, F , and E are used to find a new
point in the parameter space. As we want to search the parameter space quite
conservatively, we would like to query a new point that will provide the smallest
uncertainty in task score with respect to a local error estimate function. This is
performed by selecting an existing sample point in S as a base point and by selecting
only a single parameter for modification at that base point, which precludes the need
to measure distances involving changes in multiple parameters and minimizes the
possibility of error arising from unknown cross-effects between the parameters.
These two selections are made by conducting a search at each base point x(i)
in the following way. For each parameter x
(i)
j , the desired corrective movement
∆x
(i)
j is calculated by finding a point in the direction parallel to that parameter axis
whose task score based on the plane approximation is equal to the desired amount
yd. The parameter change is saturated if the corresponding error estimate function
rises above a given threshold emax before reaching the new point. Accordingly, the



















∀ j = 1, 2, . . . , n.
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The saturation limit on parameter change used in (4.21) prevents the system
from testing points that have the potential for large error, possibly resulting in trials
outside the proper operating range which would give no new information.
Note that the search in the parameter space is deliberately restricted to indi-
vidual parameter directions. This results in generation of new sets of points called
line-sets, where all points in a line-set L(i)j lie on a line parallel to single parameter
axis j, j = 1, 2, . . . , n:




` | 6= 0 only for ` = j} (4.22)
Therefore, whenever such a line-set is available for a base point x(i), the algo-
rithm makes use of a line approximation over the points in the line-set, instead of
using the planar approximation in (4.15), to compute the parameter change at that
point. That is, for each parameter j where |L(i)j | 6= 0, the algorithm computes b
(i)
j





j in (4.21) during the computation of ∆x
(i)
j .
Now, the error estimate function is computed for ∆x
(i)
j for all i = 1, 2, . . . ,m













Therefore, this optimal amount of change will depend both on its magnitude,




j , and how quickly the error
function rises, which is a function of the quadratic surface weight ω
(i)
j .
Now the new test point x̂ is determined as follows:















The new point x̂ is then sent to the trajectory generation module, which then
provides the robot with a new trial. The robot performs the trial and the new task
score ŷ is recorded. Assuming the trial execution still results in failure, the new
sample (x̂, ŷ) is appended to S and the process is repeated.
4.5 Results
4.5.1 Synthetic Nonlinear Task Function
Our primary results are shown using a synthetic task of learning the behavior
of a directly specified nonlinear function through sampling of the parameter space.
An N-dimensional variation of the Schwefel function, whose landscape presents com-
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Algorithm 3 Model generation and movement selection
1: Input: S = {(x(i), y(i)) : x(i) ∈ X , y(i) ∈ Y, i = 1, 2, . . . ,m},
2: target score yd, success tolerance ε, time out tmax,
3: number of new sample points after each time out nc
4: while (@ y(i) ∈ Y s.t. |yd − y(i)| < ε) do
5: t← 0;
6: while (t ≤ tmax) do






9: A(i) ← FitHyperplane
(
{(x(j), y(j)) : x(j) ∈ N (i)(k)}
)
10: using (4.15)
11: M(i)(β)← {x(j) : x(j) ∈ X/ N (i) ∧ ||x(i) − x(j)||∞ ≤ β}
12: for j = 1 : |M(i)| do
13: e(j) ← |y(j) −F (i)(x(j))|;
14: end for
15: ω(i) ← FindWeights
(





18: for i = 1 : m do
19: for j = 1 : n do




` | 6= 0 only for ` = j};
21: c← a(i)j ;












































31: ŷ ← Evaluate(x̂);
32: S ← Append(x̂, ŷ);
33: if |yd − ŷ| < ε then
34: success← 1; break;
35: end if




Algorithm 4 Adaptive neighborhood selection
1: Input: Sample set S, index of base point i;
2: k ← n+ 2;
3: N (i)(k)← GenerateNeighborhoodSet(k); using(4.13) & (4.14)
4: η ← 0;
5: for j = 1 : k do
6: A← FitHyperplane(N (i)(k)/x(j));




9: k∗ ← k;
10: ηprev ← η;
11: while (true) do
12: k ← k + 1;
13: N (i)(k)← GenerateNeighborhoodSet(k); using(4.13) & (4.14)
14: η ← 0;
15: for j = 1 : k do
16: A← FitHyperplane(N (i)(k)/x(j));




19: if ηprev < η then
20: k∗ ← k − 1; break;
21: end if





plexities including high nonlinearity and multiple local extrema was chosen for the
purpose.








Figure 4.6 shows the landscape of a two-dimensional cross-section of the Schwe-
fel test function, which indicates the complexity of the function and the challenge in
learning its behavior. Our results were obtained with the five-dimensional version
of the function, with each parameter in the range -1 to 1. For further compari-
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Figure 4.6: A cross-section of the Schwefel test function (c=200). Two parameters
were varied from -1 to 1 and three were fixed at zero.
94
son, we additionally obtained results on a five-dimensional parabola with the same
parameter domain.
4.5.1.1 Linear models exploitation performance
Figure 4.7 shows the performance as a function of the initial random data set
size. As we expect to see, there is indication of asymptotic behavior where the algo-
rithm is able to find a solution in a single iteration with sufficiently dense sampling
of the parameter space. However, it is notable that the majority of the decrease in
estimated number of iterations occurs at small data sizes (around 100), indicating
good performance is attainable with only minor cost-intensive initial sampling.
Figure 4.8 shows the performance of our algorithm when tested with different
values of task success tolerance. The algorithm is able to rapidly find solutions
on both functions. The Schwefel function shows greater variability in the range of
iterations needed, as would be expected given the much greater degree of nonlinearity
exhibited. However, the maximum number of iterations needed is not significantly
greater than the parabola result.
Finally, Fig. 4.9 shows the performance of the algorithm for a long-term
learning scenario where all previous data points are retained . A set of 4500 targets
was given to the algorithm with a sufficiently high tolerance that no existing points
in the data set were already solutions. As we would expect, the performance of the
learning algorithm approaches a single iteration when searching for a new target,
indicating that the models formed by the training data approach the true function.
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Figure 4.7: A comparison of the algorithm performance on both the (a) parabola
and (b) Schwefel test functions, with varying sizes of the initial randomly sampled
data set. All trials were performed with a tolerance of 0.005. Notice that, by design,
the algorithm will always perform at least one iteration to minimize the error.
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Figure 4.8: A similar comparison of the two test functions, but using different task
tolerance values. All trials were performed with an initial data set of 50 sampled
points.
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Figure 4.9: The algorithm performance for a set of 4500 randomly ordered targets
where every trial is saved for future learning. The distribution of the number of
iterations is shown for each bin of 100 consecutive targets to show the trend in
performance.
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4.5.1.2 Exploitation updates with a GPR model
As previously mentioned, it is possible to use many features of our exploitation
updates approach in a regression-model-agnostic way. We therefore show the per-
formance of our iterative strategy with an equivalent implemention on a Gaussian
process regression model. A Gaussian process is trained on the same initial data
set and can therefore make predictions both of the function value and the estimated
error for new points. To implement the same exploitation-driven update strategy
as described in section 4.4.3, we generate a set of parameter movements that are
expected to acheive the desired target value and are based at the previously sam-
pled data points. The only difference is that to find the move distances, an iterative
search is required, as no invertible analytical model is available of the function be-
havior in the vicinity of the base point. All of the moves from the base points in all
parameter directions are compared and the move with the smallest expected error
is selected for execution. As before, if the target is not acheived within the specified
tolerance, the true point is added to the library and the process is restarted.
To compare the two modeling algorithms, we gave each the same set of 50
data points and 100 targets to achieve. Unsuccessful trials were added to the set of
points, but the data set was reset after each target was found. Figure 4.10 shows
the number of these 100 targets achieved depending on how many iterations were
run. Our approach with linear models has more targets found faster at 1-2 iterations
but falls slightly behind for slightly longer runs of 3-6 iterations. Note that both
approaches fail to achieve a few targets within 20 iterations (3 for our approach
99
and 13 using GPR). For our approach, this occurs because of a time-out in the
updating algorithm, but we would expect the algorithm to eventually find solution
points as more data samples were acquired. In the case of the GPR model, however,
the missing targets are due to the search algorithm not finding any points with
the expected target value, even when searching in all parameter directions from
all known base points. In such cases, the updating strategy has no option but to
exit and report that the target cannot be found. Finally, the computational cost of
the our model was significantly lower as there is no need to search systematically
for the estimate target. Due to this faster performance, initial performance benefit
at low iterations, and the additional robustness for finding targets, we report the
remaining results in this chapter for our model only. However, we still emphasize
that the update strategy performed effectively with the GPR model and it may be
more appropriate in other circumstances.
4.5.2 Algorithm Features Characterization
Here we present results demonstrating the value of the key algorithm features
detailed in the previous section in terms of the overall performance. The three main
features in our approach are (1) using single parameter adjustments, (2) using an
upper-bounding quadratic error model, and (3) adaptively selecting the neighbor-
hood size of each local model.
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Figure 4.10: Comparison of the exploitation-update strategy using local linear mod-
els and a global GPR model in terms of the numbers of targets found by each
iteration. The task tolerance was 10−3.
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4.5.2.1 Single parameter adjustments
One of the more novel features in our approach is that new test points are gen-
erating by only adjusting a single parameter from a previously tested point. While
initally seeming overly restrictive, this has the benefit of generating multiple data
points along a single line. We can then exploit this to do model fitting of that line
directly, rather than only trying fit an N-dimensional plane to a neighborhood. This
direct fit allows movements along the line to have much higher accuracy than along
the plane in an arbitrary direction. Corresponding, the performance of the algorithm
in terms of iterations needed to find desired task outputs is greatly improved.
We compare our approach with a simpler method where the movement from
each known data point is parallel to the gradient of the plane fitted to the selected
neighborhood. The adjustments are ranked by the expected error using the same
error model and the movement distance is saturated if the expected error rises above
a given threshold. So the only difference in the comparison is the direction of the
adjustment and the possible use of the line model in the case of single parameter
adjustments. Figures 4.11-4.12 show the results from the comparison. The single
parameter adjustment strategy comes out substantially better, reducing the average
number of iterations by over 50%.
4.5.2.2 Quadratic error model
For comparison with the quadratic error model, we used an algorithm that
specifies a region around each local model as error-free and any prediction out-
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Figure 4.11: Performance of the learning algorithm using different parameter adjust-
ment methods as a comparative histogram. The algorithm started with an initial
data set of 50 random points and searched for 100 different targets.
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Figure 4.12: Learning algorithm performance with different parameter adjustment
methods as in the previous figure. Here, the same target was found 100 times, but
with a different random initial data set each time.
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side of the region to have potentially infinite error, inspired by a trust-region ap-
proach [165]. The size of the region was determined by the distance to the furthest
sample point whose measured error with respect to the plane fit to the local neigh-
borhood remained below a threshold. If no neighboring point had an error below
this threshold, the region radius was set to zero. The threshold can be set fairly
arbitrary and we found that the model had good performance when it was set to the
same value as emax, described in section 4.4.3. When selecting the parameter adjust-
ments from the different local models, the shortest move that remained within the
error-free region was selected. The comparison results with the quadratic bounding
error model are shown in Figs. 4.13-4.14, which shows better performance for the
quadratic model on average. Interestingly, the error-free region model has better
performance in the number of task instances solved after just two iterations, but
then immediately drops off in performance while the quadratic model finds many
other solutions in 3 and 4 iterations.
4.5.2.3 Adaptive neighborhood heuristic
The comparison for the adaptive neighborhood heuristic was done with two
other much simpler heuristics. The N-closest heuristic uses the minimal number
of neighboring points to fit the local plane, which is N for an N-dimensional task
parameter space. If, as happens in the case of single parameter adjustments, the
N closest points form a linearly-dependent vector space, the neighborhood was ex-
panded incrementally until a unique plane could be fit to the points. For the fixed
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Figure 4.13: Performance of the learning algorithm using different error model al-
gorithms as a comparative histogram. The algorithm started with an initial data
set of 50 random points and searched for 100 different targets.
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Figure 4.14: Learning algorithm performance with different error model algorithms
as in the previous figure. Here, the same target was found 100 times, but with a
different random initial data set each time.
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Figure 4.15: Performance of the learning algorithm using three different neighbor-
hood heuristics as a comparative histogram. The algorithm started with an initial
data set of 50 random points and searched for 100 different targets.
distance heuristic, all points within a specified distance were selected for the neigh-
borhood. If there were insufficient points within the given distance, the results
from the N-closest heuristic were used instead. Figures 4.15-4.16 show the results
when compared with the adaptive neighborhood heuristic. On average, the adap-
tive heuristic has better performance, especially with the number of solutions found
within 3 iterations.
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Figure 4.16: Learning algorithm performance with three neighborhood heuristics
as in the previous figure. Here, the same target was found 100 times, but with a
different random initial data set each time.
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4.5.3 Robot Dynamic Pouring Experiments
To validate our approach on a physical robot, we used a dynamic pouring task,
where a Baxter robot is tasked to pour a specific amount of liquid into a container
which is placed on a rotating table. This task is intended to be representative of a
manufacturing scenario where the robot may be asked to perform new tasks or task
variations with limited time available for learning. Additionally, the task of pouring
liquid into a moving container is highly amenable to autonomous learning as it is
extremely difficult to model accurately without an existing data set.
We selected the tilt trajectory of the bottle held by the robot as the learning
target with the complementary motions of the robot’s joints found using standard
planning algorithms. In particular, the tilt profile robot’s end-effector action consists
of tilting the bottle in one direction (forward tilt) for some duration, keeping the
tilt steady for some time, and untilting the bottle (reverse tilt). Accordingly, the
tilt profile was parameterized by five real-valued parameters, which were manually
defined as relevant physical features of the pouring action: (1) forward tilt time tf ,
(2) forward tilt rate θ̇f , (3) intermediate pouring time ts, (4) reverse tilt time tr,
and (5) reverse tilt rate θ̇r. A value for each of these parameters defines a point
in the five-dimensional parameter space in which the learning algorithm operates.
A example plot of what the generated tilt trajectory looks like can be seen in Fig.
4.17.
The experimental setup used is shown in Fig. 4.1. The rotating table has
several visual markers that the robot can use to estimate its position as well as
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Figure 4.17: An example of a generated tilt trajectory which is controlled by five
parameters: (a) the tilt-forward time, (b) the intermediate time between the two
tilts, (c) the tilt-backward time, (d) the tilt-forward rate, and (e) the tilt-backward
rate. To reduce the amount of overall rotation needed, the base tilt angle is not zero
but 45 degrees.
Figure 4.18: An example execution of the pouring task for illustration. The four
images show (a) the robot holding the bottle and waiting for the trigger to begin
pouring, (b) the initial tilting phase where the liquid starts to begins to rush out,
(c) the middle pouring phase where the flow is more laminar, and (d) the untilting
phase where the flow is cut off by the rising bottle edge.
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current angle. After measuring the table rotation speed, the planning algorithm
takes the tilt profile to execute and generates a path for the arm which ensures the
tip of the held bottle will remain above the target container during the pouring
motion. An example execution of the task is shown in Fig. 4.18 (using the tilt-
trajectory in Fig. 4.17), which shows the breakdown of the pouring motion into the
three phases controlled by the learned parameters.
After each pour, the amount of fluid poured was measured manually using a
scale with a precision of 2 grams. Initial exploratory tests showed that due to the
various system errors, including measuring the table position and robot trajectory
tracking, the amount poured for a single set of parameters has a variation of up to
±15 grams from a mean poured volume. This indicates a small degree of stochastic
behavior that can affect the number of iterations needed to find a pouring trajectory
which falls within a strict tolerance of task success. For context, it should be noted
that the variation in poured volumes when the task is performed by humans, even
with practice, is much higher that the robot variation.
An initial library of 40 points was generated by evaluating randomly generated
points in the parameter space. Three were removed where either the entire bottle
of fluid was poured (450 grams) or no fluid was poured. With this initial data
set, twelve targets were given uniformly from 100 to 400 grams. Figure 4.19 shows
the performance on these targets for three different task success tolerance values.
In keeping with our results from function approximation, the algorithm has faster
convergence with less restrictive tolerance. Figure 4.20 shows a second experiment
where the same targets were repeated but the initial data set used included the
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Figure 4.19: Baxter learning performance for a uniformly distributed set of targets.
Each group of three bars is the number of iterations needed for a single target, with
the gray, blue, and green bars corresponding to tolerances of 10, 20, and 30 grams,
respectively. All trials were done with the initial set of 37 random points.
points tested in all previous targets. Again, paralleling the results from the previous
section, there is a visible trend of a decreasing number of iterations needed as the
initial library size grows. Also note that the all the means for the long-term learning
in Fig. 4.20, using a 20 gram tolerance, are lower than the mean for the 20 gram
tolerance case in Fig. 4.19.
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4.6 Summary
This chapter presents an approach that allows a robot to generate task trajec-
tories using a set of linear metamodels. These models were successfully learned from
sparse initial exploratory experiments and enabled the system to learn to perform
a complex task instance with very few attempts needed. Our approach made use of
multiple features which were demonstrated to improve the overall performance of
the algorithm, including single parameter adjustments, local quadratic error models,
and adaptive neighborhood selection. Experimental results using both synthetic and
real robot tasks revealed that the algorithm converges faster as more experiments
were conducted, suggesting that the algorithm supports lifelong learning. This work
also discussed how alternative well-known approaches were not ideal for solving this
particular problem, which the presented approach handles quite well. In summary,
the approach has been shown to be useful for motion planning problems where many
similar task instances must be solved and in which model prediction by simulating
the underlying physics involving the trajectory variables and task behavior is very
difficult. Provided that the task space has many solutions available to find, the
approach is capable of very quickly finding the solutions, even for highly nonlinear
tasks with very precise tolerances required.
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Figure 4.20: Baxter learning performance depending on initial size of the data set
when starting each new target. For this data, the robot was given the same initial
set of 37 samples, but as it progressed through the 12 targets, all trials were saved
in the data set so later targets had more samples to learn from. The full experiment
was then repeated starting from the initial set once again to obtain 24 total target
samples. As there was substantial variation in the samples, the results were divided
into three bins so that a rough mean could be estimated. The success tolerance was
20 grams for all targets.
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Chapter 5: Task Cost Function Estimation from Demonstrations in
Cleaning of Elastically Deformable Objects
5.1 Introduction
There are many manipulation tasks that robots are currently capable of per-
forming but are difficult to program. One large source of difficulty arises for many
tasks where humans have developed a natural and efficient understanding of how
to complete the task, but are unable to articulate their strategy as a set of rules
that can be transfered to the robot. This is evident in tasks involving the manipu-
lation of deformable objects, and in particular, performing finishing actions such as
cleaning or polishing on such objects. Cleaning involves some level of pressure on
the part surface and so the resulting deformation of compliant parts must be taken
into account during the task execution and planning. Through repeated experience,
humans acquire a balanced method of handling such scenarios, where they choose
grasps on the object that minimize the deformation while still finishing the task
in a timely manner. However, it can be difficult to convey this balance to another
system in a direct manner.
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Learning from Demonstration (LfD) is an active field of research with the
goal of teaching robots the strategy to perform new tasks by only observing how
humans perform them. One particular area in the LfD field involves extracting a cost
function that the demonstrator can be said to be implicitly using when performing
the task. This has some analog in the neuroscience realm, where separate areas
of the brain function at higher levels of the task than the pure motion planning
level [166]. By learning the task cost function used by the human, the robot is able
to plan its behavior for a large set of possible task variations, enabling it to have
much general behavior than possible when only taught specific task instances.
This work presents an approach for estimating the parameters of a cost func-
tion being used by a human when performing a cleaning task. The core contribution
is a method that allows for estimation without assuming that the demonstrator has
total familiarity with the stiffness properties of the part being cleaned. This allows
the function to be learned while the demonstrator is simultaneously improving their
knowledge of the part. A robot system can then use the estimated cost function
parameters in cleaning of other parts and maintain a balance between speed and
deformation in the same style as humans.
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5.2 Approach
The primary goal of our approach is to uncover the implicit cost function the
human demonstrator uses when performing and learning the finishing task. This
cost function is assumed to be a linear function of the task features, of the form
C(x) = wTx. (5.1)
By estimating the value of the weight vector w used by the demonstrator, the
robot can learn to perform new task variations with similar behavior as humans.
5.2.1 Cost Function Structure
We assume that the cost function influencing the demonstrator behavior has
two main factors: the task time/speed and the amount of deformation imposed on
the part. These two components are directly competing, as it is generally possible
to perform a finishing task with little deformation (using many grasping locations)
but with the penalty of more task time. As such, we define the function to use only
a single weighting parameter controlling the convex combination of the two factors:
Cw(x) = Cw(x1, x2) = wx1 + (1− w)x2. (5.2)
This is functionally equivalent to having two separate weights (since only rela-
tive cost values matter) but allows us to fix the unknown parameter in the normalized
range [0, 1] rather than be any real number, which simplifies the estimation process.
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Many different features may be possible to use in the feature vector to represent
the competing factors in the task execution. For this work, we take the time/speed
factor to be the number of grasps used during the cleaning attempt and the average
flexibility experienced over the stained regions given the grasping location at the
time of cleaning. The number of grasps is used rather than the time directly as
it does not include the time needed to operate the grasping tool, which contains
substantial noise. Additionally, the time required to clean a stained region is roughly
independent of the level of flexibility present, provided that it remains within a
reasonable range.
Suppose a human demonstrator executes a cleaning trial φ = {(g1, s1), ..., (gN , sN)},
where gi is the grasping location used while cleaning stain si. Then we define Ng as








where F(g, s) is a known function for a particular part that provides the
flexibility between particular grasp and stain points in units of length/force. The
cost of task trial can then be computed from Eq. 5.2 using the feature vector
x = [Ng, F ].
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5.2.2 Probabilistic Plan Generation
Computing the likelihood of a particular weight parameter value can be achieved
by computing the probability of the observed data assuming it was generated with
that parameter value. Here we detail this probability calculation. We assume that
the demonstrator generates the cleaning trial with imperfect knowledge of the part
model which improves over the set of trials. We represent this imperfect knowledge
with a probability distribution for the flexibility function F . The flexibility of the
part between a particular grasp point and tool contact point can range from 0 to
infinity, and so we use a log-normal distribution over the flexibility to assign prob-
ability density over this range. This is achieved simply by scaling the known true
flexibility of the part by a random variable taken from a log-normal distribution
The next step is being able to compute the probability that a particular plan
is generated by the demonstrator given a cost weight value. The plan generation
necessarily requires some level of solving an optimization problem and so we cannot
specify a closed-form transformation from the cost probability to the plan probabil-
ity. Rather, we compute the plan probability using a Monte Carlo method with a
stochastic optimizer.
Given a variance parameter value to control the distribution of the values of F ,
many samples are generated of different part models with varying level of flexibility
and grasping plans are generated by optimizing for the assumed cost function. An
off-the-shelf stochastic optimizer [167] is used to ensure some additional randomness
in the resulting generated plans. The resulting distribution of generated plans is then
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used to estimate a discrete probability mass function describing the probability of
the number of grasps used simply by counting the number of generated plans with
that number of grasps. The resulting probability of the observed plan is reported
as the probability mass fraction matching that number of grasps. Note that the
computation result can be identically zero. For example, if w is taken to be close
to 1, the set of plans generated during optimization is very unlikely to contain
any sample with a large number of grasps, due to the strong influence of the term
penalizing the total number of grasps. If the observed plan has several grasps, it will
be assigned a probability of zero as all the probability mass will be placed on plans
with a small number of grasps. Another important note is that this strategy will
fail if the optimizer finds a true minimum solution each time, resulting in the set
of generated plans being a single point. This can be addressed by requiring some
minimum bounds of uncertainty are used on the flexibility function. The formal
description of the steps involved in the probability computation are described in
Algorithm 5.
5.2.3 Parameter Estimation
Finally, we can use this probability calculation to estimate the cost function
used by the demonstrator in the cleaning task, also described in Algorithm 5. We
assume that the demonstrator has converged on the value of weight parameter after
the first cleaning task and is using that value as they perform the cleaning trials
for the second task. We also assume that the demonstrator begins with a relatively
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Algorithm 5 Probability and likelihood computations of observed plans
function ComputeProb(φ, F , σF , w)
for i← 1 to Nsamp do
F ′ ← Sample( F , logN (µ = 0, σF )
φ′i ← Optimize(F ′,w)
end for
for j ← 1 to Ng do
P (|φ| = j)← |{φ′is.t.|φ′i| = j}|/N
end for
return P (|φ| = m) with m = |φ|
end function
function ComputeLikelihood(w, Φ, F , ΣF )
for i← 1 to Ntrials do







unknown estimate for the part flexibility function which converges to close to the
true value by the final trial, though some variance is still used even in the final trial.
A set of variance parameters {σi : 1 ≤ i ≤ Nt} is used to specify the distributions
of scale factors sampled for the modified flexibility function.
The choice of how to schedule the variance parameters over the range of trials
is fairly arbitrary and future work might focus on developing a rigorous criteria for
selecting optimal values. For this work, the schedule selected was a geometric series
controlled by two freely-selected parameters: the variance during the final trial σf ,
and a scaling parameter σsc. Starting with the final trial, the variance parameter for
each preceding trial is computed by scaling by σsc. As long as σsc > 1, the variance
will be larger for earlier trials. This geometric sequence of variance parameters has
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the advantage that the largest decrease in variance occurs after the first few trials,
which corresponds to when humans learn most of the general part behavior.
Using the resulting distributions of F for each trial and given a value of w, we
can compute the joint probability of the full set of plans Φ used by the demonstrator,





We then use maximum likelihood estimation to compute the most likely value
of w. By the definition of likelihood, L(w|Φ) = P (Φ|w), and so we can estimate w by
varying it in the range of 0 to 1 and observing where the probability is maximized:
ŵ = argmaxw∈[0,1]L(w|Φ) (5.5)
Typically, a closed-from expression can be found for P (Φ|w), allowing for the
possibility of finding the maximum value by making use of an analytical derivative.
However, since our calculation of the plan set probability involves a stochastic search,
there is no closed-form available, and the maximum must be found through a black-
box optimization process.
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Figure 5.1: Cleaning trial with moderate deformation
5.3 Results
5.3.1 Cleaning Task Details
The cleaning task used for results consisted of two compliant plastic parts,
both with similar geometries and similar material composition but of different size,
which affected their overall flexibility. Ten stains were placed on each part in a
uniform pattern and the demonstrator was asked to clean each stain sequentially
while holding the part above a table. In order to keep the grasping data easily
recordable and provide behavior reproducible by a robot, the subjects were required
to use a clamping tool to hold the part during cleaning instead of their hands. As
the subjects cleaned the stains, they were allowed to relocate the clamp anywhere
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Figure 5.2: Cleaning trial with heavy deformation
and as many times as they desired. However, they were instructed that the goal
was to finish the trials as quickly as possible while remaining within a comfort-
able range of deformation. Figures 5.1-5.2 show the overall experiment setup and
example demonstrator behavior during two cleaning trials, one with relatively low
deformation, and one with quite high deformation.
5.3.2 Collected Data
In total, 10 subjects were used for data collection, each performing 10 cleaning
trials. From the video data of each trial, the total cleaning time, the order that the
stains were cleaned, and where the demonstrator gripped the part was recorded. As
the data was obtained through visual inspection of the video, the grasping positions
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Figure 5.3: Cleaning trial times for the 10 subjects
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Figure 5.4: Number of grips used during cleaning trials for the 10 subjects
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were recorded as discrete values from a finite set, with a fixed number of points
prespecified on each edge of the part, including the distance from the edge where
the clamping tool made contact. The overall data in summarized in Figs. 5.3-
5.4, which show the cleaning times and number of grips used in the cleaning trials,
respectively. A few trials were invalidated due to improperly created stains that
were far more difficult to clean than the others and would interfere with the task
dynamics learning, as it assumes a uniform difficultly for all demonstrations.
Parameter estimation was done on the second set of trials performed by the
demonstrators, after they had already cleaned one part, and developed a feel for
the appropriate balance between cleaning time and part deformation. An example
results of the resulting likelihood computation over the set of trials for various
parameter values can be seen in Fig. 5.5, where a clear maximum is calculated
at w = 0.2. This indicates a preference for less part deformation at the expense of
more grasping point. This preference is confirmed by observing in Fig. 5.4 that the
Subject 4 did indeed use more grasping points than typical during demonstrations
of cleaning the smaller part second.
5.4 Summary
The chapter presents an approach to estimate cost function parameters from
human demonstrations of tasks involving manipulation of elastically deformable ob-
jects. The presented approach enables the robot to acquire knowledge about how
to perform the task that a human has implicitly gained through a large amount of
128




















Likelihood of w parameter - Subject 4
Figure 5.5: Plot of the computed likelihood of the w parameter for Subject 4. Ob-
serving the maximum value of the function, the parameter value can be determined
to lie at roughly 0.2.
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experience, but is unable to directly transfer through explicit programming. This
allows the robot to learn the dynamics of a particular task faster, as it does not
simultaneously need to learn the parameters controlling the overall strategy. This
chapter specifically investigates a bimanual cleaning task where the task cost func-
tion controls the balance of the overall cleaning time and how much deformation the
system is willing to impart on the part. Through experience, humans instinctively
find a satisfactory balance when learning the task, but cannot convey the resulting
strategy in a quantitative form to the robot. The core contribution of this work is
an estimation algorithm that does not assume the demonstrator has full knowledge
of the task dynamics (i.e., the material properties of the part being cleaned). This
estimation with uncertainty applied to the demonstrator also allows for some level
of filtering when multiple demonstrators are providing data. By looking for consis-
tency between subjects, outliers can be detected who were using a different strategy
entirely, without manual oversight or judgment that this is happening. This allows
a robot to cleanly learn the overall task strategy, even as the human is learning the
dynamics for a new task variation him or herself, which improves the overall system
learning speed.
This chapter directly complements the previous imitation learning approach,
as they focus on the transfer of different aspects of the task. Here, the overall
strategy is estimated from the human, whereas the previous approach focused on
generalization of trajectories. It is quite possible that certain tasks may contain
both aspects in demonstrations that the robot can make use of. This possibility is
discussed further as possible future research at the end of this dissertation.
130
Chapter 6: Online Learning of Part Deformation Models for Robotic
Cleaning
This chapter is derived from work presented at the ASME Manufacturing Sci-
ence and Engineering Conference (MSEC), 2016 [168].
6.1 Introduction
One task with high potential for robotic adoption is cleaning of objects and
parts used in manufacturing and maintenance. Automatic robotic cleaning can
cause substantial economic benefits in reducing labor costs associated with part
finishing. Many manufacturing processes require post-processing operations to clean
parts before they can be sent to the subsequent step in the process chain. The
cleaning step is often necessary to remove the residue of chemicals used in the
process (e.g., cutting fluids, lubricants, wetting agent) or debris (e.g., burrs). Many
remanufacturing operations also require removal of the residue and buildup from the
previously fabricated parts before reusing them in refurbished products. Tools used
in manufacturing also require regular cleaning to keep them functional. Currently,
robots are poorly suited to perform such tasks and thus significant human effort is
required.
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Depending upon the nature of the cleaning task, different modes of cleaning
are used. In some situations cleaning fluid is applied to the surface to either dis-
solve the foreign particles or force the particles to separate from the surface. Many
cleaning tasks require application of an oscillatory moving cleaning tool (often with
abrasive particles embedded in the cleaning surface, e.g., sand paper) over the sur-
face being cleaned. In this cleaning mode, undesired foreign particles are removed
using mechanical scrubbing. This chapter is focused on cleaning tasks that are per-
formed by the mechanical scrubbing actions. The scrubbing cleaning action is very
similar to the one used in polishing and finishing operations. Hence the models and
methods developed will be applicable to polishing and finishing tasks as well.
Automated cleaning of objects is challenging for several reasons. As the task
inherently involves removal of unpredictable amounts of stain material, it is not
possible to specify a planner that can be guaranteed to generate a trajectory that
will solve the task in a single attempt. Continuous sensor feedback is needed to
reevaluate the object status and recompute the cleaning actions given the most
recent information. This factor alone eliminates the majority of existing robotic
systems from being used as they must be programmed with particular motion paths
with known effects. A further complication inherent to the task is that the robot
must be able to access all surfaces on the part, which may not be possible from a
single static pose of the part. Humans easily overcome this obstacle by coordinating
the movements of two arms when cleaning and so a natural approach is to use a
bimanual robotic setup, as seen in Fig. 6.1. However, this introduces additional
complexity in coordinating the motion of the two arms.
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Figure 6.1: A workcell for bimanual robotic cleaning. The robot on the left is
responsible for holding the parts and the one on the right uses a cleaning tool.
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Figure 6.2: The three compliant parts used. Part A is the flat strip in the foreground,
Part B is in the back-right, and Part C is centered and placed in a deformed position.
The parts are made from 1/32” and 1/16” acetal.
Finally, the problem is further compounded when the objects to be cleaned are
not rigid, meaning the interaction of the cleaning tool with the part alters the part
geometry. Without precise knowledge of the part characteristics, including material
properties, a planner cannot produce a trajectory that will be followed by the robot
with minimal uncertainty. If the part is delicate, this is not acceptable, as deviation
from a planned trajectory can easily damage the part permanently. Instead, the
system will need to continually monitor the effect of its actions on the part and
learn how to operate on it with maximum efficiency.
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For example, consider the part shown in Fig. 6.3. Here, only a small force
is being applied to the part but the part deformation is still large. In this case, it
becomes less obvious how to plan for the two arms in order to minimize a cost metric
such as overall cleaning time. Besides the Cartesian paths of the robot end-effectors,
the force applied by the cleaning tool also becomes a key parameter controlling its
performance. For such compliant objects, the force must be carefully monitored
so as not to induce excessive deformations. This requires the robot to have some
knowledge of how a part will react when an attempt to clean it with a particular set
of planning parameters is made. The knowledge should be encapsulated in a model
unique to each part. For simple parts, such a model can be efficiently derived from
first principles or by fitting a small set of parameters to a test data set. However, for
a fully generic approach, the model should be capable of general nonlinear behavior
and should be learned and improved as the robot directly interacts with the part.
To provide this ability, a Gaussian Process Regression (GPR) model is used for the
part deformation model. As GPR is nonparametric, it is capable of approximating
arbitrarily complex nonlinear function behavior, given sufficient data. Therefore,
as the robot gains experience with different planning parameters, it concurrently
improves its knowledge of how the part it is working on behaves.
This chapter presents an approach that is geared towards efficient cleaning
of compliant parts. The primary contribution is to show that general nonlinear
deformation models of various parts can be learned online and that the models can
be exploited to rapidly optimize the plan trajectories of the two robot arms. This
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Figure 6.3: An example compliant part undergoing substantial deformation while
being cleaned. The robot is commanded to apply 1N of force to the part surface.
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includes how many different grasps are needed, where they are located, and how
much force to apply to terminate the cleaning task in minimum time.
6.2 Approach
This chapter considers the cleaning problem in which the robot is given a part
of known geometry with one or more convex regions on the surface where material
must be removed. We say that the robot has completed a cleaning episode when the
part has been fully cleaned. Each episode will be composed of one or more attempts
where each attempt consists of the robot generating and executing a cleaning path
with the goal of immediately terminating the episode. Each attempt will either finish
successfully or will finish prematurely if it leads to unexpected excessive deformation
of the part. In both cases, the part will be inspected for remaining material and if
not deemed fully cleaned, another attempt will be performed.
In the system setup, the robot consists of two separate arms with one dedicated
to holding and using a cleaning tool, and the other dedicated to holding the part up
for the cleaning arm at various positions along its perimeter. This setup implies a
significant time cost whenever the grasping robot has to change its grasp, as it must
place the part down and pick it up again before the cleaning can continue. Therefore,
it is highly desireable to generate plans for both the grasping and cleaning arms that
minimize the number of grasps needed.
In the case of a rigid object, the plan can be determined simply from the
kinematic constraints of the robot workspaces. For compliant objects, however,
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the force applied by the cleaning arm will induce deformations, and the location
of the grasp point is intimately related to their magnitude. For parts that have
well-known geometry and material characteristics, methods exist to analytically
determine deformations given the magnitude and point of application of forces, but
in the general case it can be very difficult to predict in advance what deformation will
occur. Such a scenario may occur with a robot in a rapid-prototyping manufacturing
environment, where a robot may be regularly tasked to clean or polish newly created
objects with complex geometries and/or material properties. In such settings, the
robot should have the ability to learn a generic model of the object’s deformation
characteristics as it gains experience over time.
Therefore, the general approach relies on these models which are learned during
the task episodes. Each model is specific to an individual task instance (i.e., object
to be cleaned), which may be relevant for one or more task episodes, but not the
entireity of the robot’s experience. The models are then updated continuously as
needed whenever new data is available.
6.2.1 General Problem Framework
Formulated generally, the robot runs a planner P for each attempt, which
outputs a trajectory T for both arms, given the task instance model fd and a task
feature vector x, containing the object geometry and the stained regions in the
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Grasp to Tool Distance (mm)

























Model Training Data - Deflection vs Grasp Distance
Figure 6.4: Example data obtained from a single task attempt. This data was taken
from the second attempt in the first episode of the results seen in Fig. 6.9 and
has been transformed into the features that this particular model is trained on: the
distance between the grasp point and the cleaning tool, and the normal force applied
by the tool. Here, the three-dimensional samples are shown projected onto the grasp
distance and measured deflection axes. From this perspective, the average trend of
the deflection vs grasp distance is clear.
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Model Training Tata - Deflection vs Measured Force
Figure 6.5: The same data as in Fig. 6.4 but projected onto the force and deflection
axes. Here there is clearly much more noise than the case of the grasp distance as
the force measurment is much more sensitive than position measurement. Gaussian
processes are especially robust in the case where significant variation occurs in the
data as they explicitly estimate the variance of the predicted output in addition to
the expected value.
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case of the cleaning task. The planner may be further parametrized by a manually
defined parameter vector θ.
T = Pθ(fd,x) (6.1)
The trajectory is executed by the robot, constituting a single attempt. If
further attempts are required for task success, the task feature vector is reestimated
and the trajectory is recomputed. Each trajectory can be assigned some cost J(T )
such as the execution time. Therefore, the goal of the planner is to minimize both







6.2.2 Learning Task Instance Models
The training data set consists of the tool and grasping positions, cleaning force,
and part deflection that are recorded during the robot attempts. We fit a Gaussian
Process Regression (GPR) model to this data. Gaussian processes are a smooth,
nonparametric machine learning technique that has been widely used in robotics.
We selected GPR for the model since it is capable of learning arbitrarily complex
nonlinear functions given a sufficient number of data points and it is straighforward
to implement. Further details on the behavior of GPR and its implementation can
be found in Appendix A and the text by Rasmussen and Williams [76].
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Figure 6.6: Initial plan generated to clean the part. The model predicts no defor-
mation for all points in the stained regions and so only a single grasp is considered
sufficient.
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A Gaussian process in Rn is defined by a mean function m : Rn → R, and a




) (see A for additional details). The length-scale parameter l controls
how strongly the data samples influence the model prediction of their neighboring
points and is tuned using cross-validation or expectation maximization to best fit a
batch of data. This then fully defines the task instance model fd(z) ∼ N (m(z), K),
where z ∈ Z = Rn is an element in a feature space chosen to represent the salient
aspects of the task behavior. For the cleaning task, one general choice of Z could
include both the location of the current grasp and the location of the cleaning tool,
and a simpler alternative could be to have only the distance between the two.
When additional data points are available to train the model, there are two
steps taken. First, a standard least-squares linear regression is run on the data and
the resulting coefficients are used to define a linear mean function m(z) = cTz. This
is done to improve the model’s ability to extrapolate to regions of the feature space
Z where no data is present. If a zero mean function is used, then the model cannot
capture a global trend in the data and the algorithm will have to explore the entire
feature space before the model is fully accurate. Note however, that a linear mean
function does not constrain the model in regions where data is available. The GP
will smoothly move between approximating the acquired data samples and returning
to the mean function in non-sampled regions of the feature space. Second, the model
is retrained on the new data in addition to the previous data. Generally, the new
data will be acquired in a unexplored region of the feature space, which improves
both the local accuracy and the estimation of the overall trend.
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Figure 6.7: Revised plan using the known part deformation model. Two grasping
locations are required to keep the maximium expected deflection below the thresh-
old. The segments covered by the cleaning tool are shown in the same color as their
corresponding grasp location.
See Figs. 6.4-6.5 for an illustrative example set of data used to train the model.
In this case, the model is in two dimensions and the features are the aforementioned




To generate the tool paths over the stained regions, a simple coverage planner
is used that moves the cleaning tool in a set of parallel linear passes to cover the
regions identified by the perception algorithm. The tool passes were all set parallel
to the y-axis of the part, and the distinct regions provided by the perception algo-
rithm were all planned separately. This method is certainly not an optimal method
of covering the stain regions in all cases, but is useful for illustrating the general
learning approach. In the general case, the approach will also work effectively with
any standard coverage planning algorithm.
The planner was parameterized with two values: the normal force applied by
the tool to the part surface and the spacing of the tool passes over the regions
detected to be stained. These parameters nicely provided complementary influences
on the system behavior as the tool force primarily affects the deformations of the
part, and the tool pass spacing is a significant factor in the overall cleaning time.
Given a particular set of values for the planner parameters, a particular trajec-
tory can be generated composed of points on the part surface: T = {(x1, y1)...(xn, yn)}.
The system then optimizes the grasp locations for the trajectory (see Alg. 6). This
is done iteratively over the number of grasp positions. Each grasping position is
defined by a single real-value describing the distance along the part’s perimeter, ex-
cluding lengths where a grasp is unachieveable due to robot or gripper constraints.
Multiple grasp positions are therefore represented by a point in RN , with N differ-
ent grasps. Starting with N = 1, a objective function is defined where each point
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pi = (xi, yi) ∈ T is associated with the closest grasp point gc ∈ R. The function
then computes the average expected deflection of each point using the current part
model deformation model. In general, the model can be defined to make use of an
arbitrary number of inputs, such as the absolute positions of both the point on the
part and the grasping location, geometrical features unique to the part, or other
planner parameters. For simplicity the initial implementation used just two inputs:
the cleaning tool force and Euclidean distance between the cleaning point and the
grasping point. The optimal set of grasps g ∈ RN is found using a standard non-
linear optimizer that minimizes this objective function over the range of possible
grasp points. The optimal value is then tested for its maximum expected deforma-
tion. If it exceeds a given threshold, the process is repeated after incrementing N .
Otherwise, the planner terminates sucessfully.
An illustration of two planner outputs can be seen in Figs. 6.6 and 6.7 where
an example set of stains is displayed on a triangular mesh of one of the test parts.
In Fig. 6.6, the part deformation model is newly initialized and so all predicted
deflection under any force are zero. Therefore, the planner finds only a single grasp
point and all the tool passes are mapped to the single grasp. In constrast, Fig. 6.7
shows the same part and stains, but with a deformation model with prior knowledge.
Here, the planner finds no single grasp where the predicted deflection is below the
given threshold and so it is forced to search the space of two grasps.
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Sample Force and Deflection Data




















Figure 6.8: Example force and deflection data as reported by the robot. This
particular data was collected during execution of the third iteration in Episode 1 of
Part B, seen in Fig. 6.11
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6.2.4 Planner Parameters
As the planner parameters θ can significantly affect the overall cost of a task
episode, it is useful to also learn a policy where the optimal parameters can be
found. There has been substantial work in the reinforcement learning community
to develop such policy learning algorithms [169]. For simplicity, this work only
focuses on learning the task instance models and uses simple heuristics to obtain the
planner parameters. However, other implementations may use more sophisticated
techniques without issue in this framework as the model for the planner parameters
is independent of the task instance models.
In the approach for the cleaning task the two parameters used were the normal
force applied by the cleaning tool and the spacing between cleaning passes. The tool
spacing was calculated separately from the rest of the system when given a particular
set of stains so that the cleaning time would not exceed a given threshold. An initial
force value was set to 0.5 N, experimentally determined to cause minimal deflection
in the part. Then for an attempt, if the maximum deflection threshold was not
exceeded and stained regions remained, the force level was incremented by 0.5 N.
However, if the threshold was passed and the attempt terminated early, the force
level was maintained and new grasp positions were computed from the improved
deformation model. The force amount was never decreased as long as stained regions
remained. A maximum number of allowed grasps was set to prevent the system from
infinitely attempting to use more grasps when the true deformation characteristics
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of the part make it impossible to apply the desired force without exceeding the
threshold.
When implementing the system to apply the normal force, it is important to
consider the dynamic behavior of the cleaning robot and provide some safeguards
against dangerous behavior. Such behavior can arise, for example, if the system
has very low certainty about the expected stiffness of the part, but directly applies
the full cleaning force immediately at the beginning of a cleaning attempt. This
could lead to an extreme deformation and possible permanent damage of the part
if the actual stiffness is much lower. In our implementation, we have the ability
to gradually apply the normal force and halt the cleaning attempt if the observed
behavior is dramatically different than what was expected. More advanced systems
can reduce the need for this gradual application by coupling it to the current model
uncertainty, which would allow the robot to clean faster and be more bold with a
well-known part, just as humans naturally do.
6.2.5 Model Improvement
As the robot executes the path computed by the planner, it pushes the cleaning
tool surface against the part with the pre-selected force. However, the actual force
value applied on the part can vary substantially, due to the transient dynamics of
the deflection behavior. Using its built-in joint torque and position sensors the robot
can report the actual force and position seen by the cleaning tool at a fast update
rate (up to 100 Hz). These values are recorded during execution of the cleaning
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Algorithm 6 Cleaning Task Attempt Planner
Inputs : Task parameters (x ∈ Rn), Current part model (fd), Task specification
(stained regions) (σ ⊂ R2), Possible grasp parameters (G ⊂ R)
Outputs : Cleaning tool trajectory (T = {(x1, y1), . . . , (xn, yn)}), Grasp location
parameters ((g1, g2, . . . , gN))
function Plan(x, fd, σ, G)
P ← ∅
T ← Px(σ) (parameterized coverage planner)
N ← 1
while N < Nmax do
cf (g) , GraspCost(fd, T,x,g)
g∗ ← optimize(cf (g)) for g ∈ GN
dmax ← max({fd(pi,x,g) ∀ pi ∈ T})
if dmax < dthresh then
P ← T,g∗
else





function GraspCost(fd, T , x, g)





Figure 6.9: Part A - Episode 1. Example result of learning the deformation model
of a simple rectangular part. The blue boxes are the regions given to the planner
to cover and the green points are the grasp point(s) selected by the algorithm. The
learning algorithm has no prior knowledge of the part behavior and therefore selects
an arbitrary grasp point to start with in (a), expecting zero deflection everywhere.
The execution immediately fails and the resulting data is sufficient for the planner
to require the use of two grasp points in (b). Notice that the planner continues to
use two grasp points as the cleaning region shrinks in (d), because the cleaning force
is rising, until (e) when two grasp points are redundant.
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Figure 6.10: Part A - Episode 2. In this episode, the model learned from episode 1 is
reused by the planner from the first iteration. Therefore, the algorithm immediately
requires the use of two grasp points and the overall cleaning time is shortened.
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path and the resulting samples are used to improve the deformation model. Figure
6.8 shows the raw data from a cleaning attempt of a small region, executed in 22
seconds. The data contains substantial noise, primarily resulting from the cleaning
tool moving between regions of high and low stiffness, and the resulting absorption
and release of strain energy as the part shape deforms. This data is filtered to
include only the samples where a negative force is exerted on the cleaning tool,
implying the part surface has been positively deflected and is exerting a reaction
force on the tool. The filtered points are then added to the collection of previous
samples and the model is then retrained on all data samples.
The retrained part model is then used in planning for the next task attempt.
After the part model update after each attempt, the grasp planner is given more
information to determine the number of grasps needed, which may be more or fewer
than the previous attempt, depending on what amount of stained regions remain.
This leads to a fast determination of the optimal number of grasps and their locations
to obtain task success.
6.3 Results
6.3.1 Parts
Results are shown using the online learning approach for a set of planar parts
made from thin plastic. The parts used are visible in Fig. 6.2, which also illustrates
their deformation characteristics. Initial results were obtained on a set of three parts:
a 300×50 mm rectangular strip (Part A) for illustration of the grasp planning, a
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Figure 6.11: Part B - Episode 1. Example result of learning the deformation model
of a rectangular part with cuts. Here the learning algorithm again is given no prior
information about the deformation model and three attempts are needed to clean
the part successfully. Attempt 1, shown in (a), terminated with negligible cleaning
action due to the unknown prior model but the data collected was sufficient to update
the model for attempt 2, which finds a closer grasp point, seen in (b). This is enough
to enable successful execution of the cleaning plan, but the force is insufficient to
completely clean the stain. The cleaning force was then increased and the part was
cleaned successfully after attempt 3.
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Figure 6.12: Part B - Episode 2. The episode uses the previously learned model from
the first episode in the previous figure. This result illustrates that data collected
from a single region to be cleaned and nearby grasp points is sufficient to generalize
to other regions. The planner selects two grasps for the first attempt in (a), which
executes without exceeding the deflection threshold. For the second attempt in
(b), note that although the previous attempt executed successfully, the planner still
calls for the use of three grasp points. This is because the cleaning force has been
increased and the system is able to anticipate that the previous two grasps are
insufficient. The part is cleaned successfully after the second attempt.155
250×100 mm rectangular part with various cuts (Part B), and a more complex part
designed to resemble an actual component used in a manufacturing setting (Part
C). For simplicity of demonstrating the learning method, in parts A and B, only the
bottom edges of the parts were given as feasible grasp positions.
For all parts, the features of the learned deformation model consist of the
normal force applied by the tool and the distance between the tool point-of-contact
and the grasping location. For parts A and B, this distance is calculated using the
standard two-dimensional Euclidean distance metric. For Part C, given its winding
geometry, the distance is computed along a the centerline running through the length
of the part.
The stains were created with a highly visible marker and were calibrated to
require a nontrivial amount of force to remove. The initial cleaning force was given
as 0.5 N and was increased in increments of 0.5 N. The maximum deflection specified
for all parts was 30 mm.
6.3.2 Stain Detection
A color based detection system is used to determine which regions of the part
were dirty before each iteration. An overhead camera captured an image of the part
placed flat on a support. K-means clustering was run on the pixels of the image to
classify the image into clean and dirty regions. Adjoining pixels classified as dirty
were then surrounded by bounding rectangles. Any rectangles closer than a specified
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Figure 6.13: Part C - Episode 1. Here the algorithm is enable to learn a model
quickly even on a fairly complex part. With no prior data, the planner selects a poor
grasp point in (a), which leads to a failed attempt from excessive deflection. Using
the distance metric of measuring along the centerline of the part, the resulting model
improvement is sufficient to require two grasps for the following three attempts.
threshold were merged to provide the planner with a simpler input of a few larger
regions rather than many small ones.
6.3.3 Physical Experiments
Preliminary results show successful fast convergence on the test parts with
different stain configurations. Each part was subject to two cleaning episodes, with
the deformation model learned in the first episode carried over to the second. To
show the performance of the system, in the first episode an initial model of the
part deformation is provided that assumes no deflection will occur regardless of
force, which implies free choice of grasp for the algorithm. An example result for
Part A is shown in Fig. 6.9, with the part status shown after each attempt. This
demonstrates how the planner generates optimal grasp locations quickly after just
157
one cleaning attempt. The episodes for Part B are seen in Figs. 6.11 and 6.12 and
for Part C in 6.13 and 6.14. These results show the previously learned deformation
can be used to correctly predict grasps for new stain configurations. Overall, the
results show fast cleaning performance even when initialized with no knowledge
of the part deformation behavior, and more rapid performance when a previously
learned model is available. Roughly 3-4 cleaning attempts are needed on average to
build an accurate model approximation for a new part. Using the previously learned
model allowed one fewer iteration on all parts.
6.4 Summary
This chapter presents an approach for bimanual robotic cleaning of compliant
objects. The robot system has no initial information about the deformation proper-
ties of the object to be cleaned and it incrementally learns a black-box deformation
prediction model through attempts to clean. Using the currently available model,
a planner optimizes the grasping locations on the part to simultaneously minimize
the deflection during cleaning and the overall cleaning time. Results show that the
robot is able to learn a sufficiently accurate model fast enough to only require a few
cleaning attempts. Furthermore, the learned model persists for the same part across
multiple cleaning tasks, helping to further shorten the needed cleaning time. The
primary contribution of this approach is a method that couples direct prediction
of the task dynamics to a planner that searches for the overall best task execution
strategy. By using both components together, the need for a fully accurate task
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Figure 6.14: Part C - Episode 2. Here, the planner is given the learned model from
the episode shown Fig. 6.13 and a new set of stains. The model successfully predicts
that a single grasp point is needed for the stains on the top and left and it is able
to finish cleaning the part in three attempts.
dynamics model is reduced and the updates to the model gained from just a few
task attempts becomes sufficient to find the optimal execution strategy.
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Chapter 7: Integration of Deformation Model Estimation with Plan-
ning for Robotic Cleaning of Elastically-Deformable Ob-
jects
This chapter is partially derived from work published at the International Con-
ference for Automation Science and Engineering (CASE) 2016 [170]
7.1 Introduction
As robots become more prevalent and capable in manufacturing settings, they
will be required to perform more complex and non-repetitive tasks that require online
learning and adaptation, such as bin-picking [171] and assembly [172]. An example
of such a task is cleaning and finishing of parts used in manufacturing. The majority
of manufacturing settings require some form of cleaning or polishing of new parts
and similar tasks are abundant when performing maintenance. Currently, robots
are poorly suited to perform such tasks and thus significant human labor is required
instead.
Automated cleaning of objects is challenging for several reasons. As the task
inherently involves removal of unpredictable amounts of stain material, it is not
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Figure 7.1: Bimanual robot cleaning setup. The cleaning (active) arm on the right
holds and moves the cleaning tool, while the grasping (supportive) arm on the left
holds the part.
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possible to specify a planner that can be guaranteed to generate a trajectory that
will solve the task in a single attempt. Continuous sensor feedback is needed to
reevaluate the object status and recompute the cleaning actions given the most
recent information. A further complication inherent to the task is that the robot
must be able to access all surfaces on the part, which may not be possible from a
single static pose of the part. Humans easily overcome this obstacle by coordinating
the movements of two arms when cleaning and so a natural approach is to use a
bimanual robotic setup, as seen in Fig. 7.1, where an active arm performs the
cleaning while a supportive arm holds the part.
Finally, the problem is further compounded when the objects to be cleaned
are not rigid, meaning the part geometry can change over time, depending on the
particular actions performed by the manipulator arms. Without precise knowledge
of the part characteristics, including material properties, a planner cannot produce
a trajectory that will be followed by the robot with minimal uncertainty. This is not
acceptable if the part is delicate, as deviation from a planned trajectory can easily
damage the part permanently. Instead, the system will need to continually monitor
the effect of its actions on the part and learn how to operate on it with maximum
efficiency.
With parts of low stiffness, where even small forces can cause large displace-
ments, it becomes less obvious how to plan for the two arms in order to minimize a
cost metric such as overall cleaning time. Besides the Cartesian paths of the robot
end-effectors, the force applied by the cleaning tool also becomes a key parameter
controlling its performance. For such compliant objects, the force must be carefully
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monitored so as not to induce excessive deformations. This requires the robot to
have some knowledge of how a part’s geometry will change when an attempt to clean
it with a particular set of planning parameters is made. The knowledge should be
encapsulated in a model unique to each part. For simple parts, such a model can
be efficiently derived from first principles or by fitting a small set of parameters to
a test data set. However, for a fully generic approach, the model should be learned
and improved as the robot directly interacts with it. To provide this ability, we use
a simplified finite element method model that can approximate the behavior of a
part with continuously varying material properties, and learn the parameters of the
model incrementally as the robot interacts with the part.
To complement the full learning system, a separate model of the cleaning tool
behavior is learned and improved in parallel with the deformation model of each part
the robot interacts with. This model describes the elements of the cleaning behavior
that are agnostic to the part being cleaned. In particular, for a given cleaning tool,
part material, and stain type, a tool performance model can be learned that will
apply to all parts of that material. Having an accurate tool performance model
is valuable because it enables the selection of parameters that will minimize the
cleaning process cost.
To summarize, this chapter presents an approach that builds towards a gen-
eral framework for efficient cleaning of compliant parts. The primary contribution is
to show that general deformation models can be learned online with minimal prior
knowledge and that the models can be exploited to rapidly optimize the plan trajec-
tories of the two robot arms. This includes how many different grasps are needed,
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where they are located, and what planner parameters should be used to terminate
the cleaning task in minimum time.
7.2 Approach
This chapters considers the problem in which a robot system is given a part
to clean by removing material from the surface. The overall part geometry is known
to the robot, but not the material characteristics. The robot performs a cleaning
attempt when it holds the part with a particular grasp and applies a cleaning tool
to the part surface. It completes a cleaning episode when the part has been fully
cleaned.
The approach is suited for a bimanual robot setup where one manipulator is
always tasked to hold the part and the other always holds the cleaning tool. This
setup implies that changing the grasp of the holding arm has a substantial time
cost, as it must place the part down on a support before it can pick it up again in a
new grasping position. Therefore, the primary goal of this approach is to generate
plans for both arms that minimize the number of grasps needed.
7.2.1 General Problem Framework
Formulated generally, the robot runs a planner P for each attempt, which
outputs a joint trajectory τ , composed of arm trajectories τa and τs for the active
and supportive arms, respectively. The planner takes as input the current task
instance model fi, and a task feature vector x, containing the object geometry
164
and the stained regions in the case of the cleaning task. The planner is further
parametrized by a parameter vector θ, which is selected from the tool model.
τ = τa, τs = Pθ(x, fi) (7.1)
The trajectory is executed by the robot, constituting a single attempt. If
further attempts are required for task success, the task feature vector is reestimated
and the trajectory is recomputed.
7.2.2 Part Deformation Model
The planner generates cleaning tool trajectories that are dependent on the
deformation characteristics of each part that is handled, which are represented in a
simplified finite element model. In this work, the system is restricted to interaction
with thin, strip-like parts, which can be approximated by one-dimensional elements.
However, the approach can be extended naturally to more complex models that may
use elements of two or three dimensions.
7.2.2.1 Finite Element Formulation
For each part handled by the robot system, a overall linear geometry is defined,
as exemplified by the part shown in Fig. 7.2. This geometry is currently given
manually but is restricted to features that could reasonably be measured from a
computer vision system automatically. The linear geometry is approximated by a
linear mesh of Ne one-dimensional elements. A single element ej is connected to two
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Figure 7.2: Geometry of example compliant part. The actual part outline is shown
in gray, while the approximated linear geometry in shown in red.
nodes nj and nj+1, each of which has two degrees-of-freedom (DOF). Accordingly,
let uj and αj represent the vertical displacement and rotation at nj, respectively.
The values of the 2(Ne + 1) DOFs for the Ne + 1 nodes are collected in a global
displacement vector V ∈ R2Ne+2, which fully defines the state of the mesh. Each
element ej is locally characterized by a length lj and stiffness constant kj, which
define a local stiffness matrix Kj that relates the forces fj, fj+1 and couples cj, cj+1































The global stiffness matrix K is calculated by summing the contributions of
the local matrices at the locations given by the indices of their corresponding nodes.




K̄jV = F (7.4)
where
V = [u1 α1 u2 α2 · · · uNe+1 αNe+1]T
F = [f1 c1 f2 c2 · · · fNe+1 cNe+1]T
and K̄j is a square matrix of dimension 2Ne+2 that contains the entries of Kj
inserted at the indices corresponding to the degrees-of-freedom of the j-th element.
The system of equations is made solvable by applying the known boundaries
conditions of zero displacement and rotation at the node where the part is held by
the gripping arm. The load vector is zero for all other nodes, with the exception of
the node where the cleaning tool is applying force with a known quantity. Removing
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Figure 7.3: Force and deflection data measured during an example cleaning attempt.
The data contains substantial noise but a linear fit to obtain a stiffness estimate is
still possible.
the equations for the node that is held at zero displacement then gives a system of
2Ne linear equations with 2Ne unknowns that can be solved.
7.2.3 Model Improvement
During a single cleaning attempt, one robot holds the part at a fixed location
and another robot applies a normal cleaning force at other locations on the part. The
robot is able to report at high frequency the current position and force experienced
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by the tool tip during the cleaning motion. Figure 7.3 shows an example of data
collected during such an attempt. This set of samples can be used to estimate
an effective stiffness of the part between the grasping and force application points.
This relationship is expected to be linear, though as can be seen from the data,
the measured values contain substantial noise. Nevertheless, a linear fit of the data
points does give a physically reasonable value for the part stiffness.
7.2.3.1 Direct Stiffness Parameter Scaling
The first model improvement method described is to compare measured ef-
fective stiffness values directly to the expected value predicted by the current part
deformation model. A global stiffness matrix is calculated in the same way as in the
previous section, with the same boundary conditions applied for the two nodes. The
effective stiffness between the two nodes can then be calculated as the entry in K−1
that relates the force to the displacement at the free node. The stiffness constants
of the current mesh model are then uniformly scaled by the difference between the
calculated and measured stiffnesses so that the model behavior matches the mea-
sured value. Since each mesh element contributes linearly to the overall deformation
behavior, each element can be scaled by the same factor computed for the effective
stiffness to achieve it. This provides a local update to the part deformation model
after each cleaning attempt. As the robot is tasked to clean stains in new regions of
the part and collects more data, it eventually gains a full model of the true defor-
mation behavior as the local updates converge to the true model. Long before the
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full true model is acquired, however, the knowledge gained is typically sufficient to
plan correct grasps. This is a natural consequence of the grasp planner attempting
to minimize the distance between the support and force application points, which
implies the updates after measuring the part behavior will be acutely targeted.
7.2.3.2 Batch Stiffness Parameter Estimation
The main limitation of the previous method is that updates can only occur
after individual measurements of effective stiffnesses, and the past data points are
not used in each subsequent update. The alternatively is to use a batch update
method on all of the collected stiffness data.
Over the course of one or more task attempts, samples are generated from
many different force application points and one or more grasping points. This pro-
duces a set of measured effective stiffness values relevant to some subset of the
elements in the mesh approximation, km ∈ RM , with corresponding coordinates of
the grasping and loading points, xg ∈ RM and xl ∈ RM , where M is the number of
unique pairs of grasping and loading points.
At the end of each attempt, the collected data can be provided to the update
algorithm (Algorithm 7) which will adjust the stiffness parameters of the mesh
model to minimize the error computed from the measured effective stiffness values.
The update algorithm is structurally the same process as backpropagation learning
for neural networks, where the gradient of an error function is used to drive local
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updates to the model parameters. We first define the overall error function which






(k(i)p − k(i)m )2 (7.5)
The predicted effective stiffness of the i’th measurement, k
(i)
p , is determined by
solving the overall finite element equation (Eq. 7.4) with the boundary condition
imposed by the corresponding grasping point x
(i)
g , and a unit force applied at the
loading point x
(i)
l . The resulting effective stiffness value is then simply the inverse
of the displacement computed for the node at the loading point.
The derivative of E can be easily computed analytically except for the partial
derivative of the calculated effective stiffness with respect to each stiffness parameter
of the model, because it involves a matrix inversion. We calculate this partial
derivative with a finite difference approximation, adjusting the stiffness parameter
by a small percentage and measuring the change in the resulting effective stiffness.











, 1 ≤ j ≤ Ne (7.6)
We then use an off-the-shelf gradient based optimizer to modify the stiffness
parameters in fp using Eqs. 7.5 and 7.6. This produces the next estimate for the κj
parameters that will be used in for the next cleaning attempt.
There are a few implementation details that can be used to improve the opti-
mization speed for this particular problem. First, as in neural network backpropaga-
171
tion, this algorithm is susceptible to very small gradient values when the model has
many parameters. Commonly used units for stiffness parameters lead to relatively
large parameter values and so some normalization is important when the optimizer
is running. Second, when comparing computed effective stiffness values between a
close pair of points versus a distant pair, there can be several orders of magnitude
of difference. This leads to some samples having dramatically larger effect on the
direction of the gradient. Therefore, we also normalize the computed and measured
effective stiffnesses by the distance between the grasping and loading points, which
improves the overall learning ability.
Algorithm 7 Stiffness Model Update
1: Inputs : Measured effective stiffness values (km), Current part model (fp =
{κj}), Grasp coordinates (xg = {x(i)g } ⊂ R), Load coordinates (xl = {x(i)l } ⊂ R).
2: Outputs : Updated part model (f ′p).
3:
4: f ′p ← {κj}
5: M ← |km|
6: while f ′p not converged do
7: kpred ← EffectiveK(f ′p, xg, xl)
8: for j ← 1 to Ne do












12: Compute E (Eq. 7.5)
13: Compute ∇E (Eq. 7.6)
14: end for
15: {κ′j} ← OptimizerStep(f ′p, E, ∇E)
16: f ′p ← {κ′j}
17: end while
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7.2.4 Cleaning Arm Planner
In this work, the active arm holds a cleaning tool and is tasked to pass it over a
set of designated stain regions while applying a normal force against the part surface.
A simple coverage planner is used that moves the cleaning tool in a set of parallel
linear passes to cover the stained regions identified by the perception algorithm.
The tool passes are set parallel to the y-axis of the part, and the distinct regions
provided by the perception algorithm are planned separately. While simple and
suboptimal, this method is useful for illustrating our general learning approach. In
the general case, our approach will also work effectively with any coverage planning
algorithm that can be parameterized by a small set of variables.
The planner used here was parameterized with two values: the normal force
applied by the tool to the part surface and the spacing between the tool passes over
the regions detected as stains. These parameters provided complementary influences
on the cleaning behavior. Increasing the tool force typically leads to better cleaning
performance as the tool will remove more material in each pass. However, it also
increases the amount of part deformation, implying more changes in grasp locations
will be needed to provide support closer to the force application points. In contrast,
increasing the tool pass spacing will lead to faster cleaning time, but inferior cleaning
performance.
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Algorithm 8 Cleaning Task Attempt Planner
Inputs : Task parameters (x ∈ Rn), Current part model (fi), Task specification
(stained regions) (σ ⊂ R2), Possible grasp parameters (G ⊂ R)
Outputs : Number of distinct grasps (N), Cleaning tool trajectory (τa = {τ (i)a , 1 ≤
i ≤ N}), Grasp location parameters ({g1, g2, . . . , gN})
function Plan(x, fi, σ, G)
P ← ∅
τa ← Px(σ) (parameterized coverage planner)
N ← 1
while N < Nmax do
cf (g) , GraspCost(fi, τa,x,g)
g∗ ← optimize(cf (g)) for g ∈ GN
dmax ← max({fi(τ (i)a ,x,g) ∀ τ (i)a ∈ τa})
if dmax < dthresh then
P ← τa,g∗
else





function GraspCost(fi, τ , x, g)






After the tool path is generated to cover the stained regions, the coordinating
actions of the supportive arm must be planned. In this case, the arm must grasp the
part at one location or change between multiple grasp locations along its perimeter
to prevent excessive deformation from occuring during cleaning. For simplicity, a
finite set of possible grasp locations G is predefined for each part, defined as real-
valued distances along the part perimeter. The robot then searches for the optimal
subset of G that will enable cleaning of the part with the known force without
exceeding a deformation threshold (Algorithm 8). Essentially, the algorithm searches
through all possible grasp locations, starting from a single grasp and incrementally
adding multiple grasps if none can be found with a predicted deformation below
a specified threshold. When evaluating the predicted deformation of the points on
the planned tool path, the part model deformation is computed between the mesh
nodes corresponding to the force application point and the particular grasp closest
to it. Importantly, the closest grasp is not determined by Euclidean distance but
distance along the mesh.
In deciding the grasp point(s), the approach here uses a cost function that
considers any deformation beyond the threshold to be unacceptable, and the op-
timizer will continue to add new grasp points to the plan, dramatically increasing
the needed attempt time, in order to reduce the maximum deformation below the
threshold. Alternatively, a cost function cost be used without an explicit threshold
with the goal of more directly balancing the time cost with the expected deforma-
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Figure 7.4: Thickness distribution of the part
tion. In particular, the cost function described in Chapter 5 (Eq. 5.2) with weights
learned by human demonstrators can naturally be used by the optimizer, allowing
the system to directly adopt some aspect of a human expert’s strategy.
This algorithm minimizes both the number of grasps used during the cleaning
attempt as well as the average deformation during the attempt. Note that a tradeoff
may be possible in that additional grasps can lead to even lower average deformation,
which may be desireable in the case of extremely delicate parts, for example. In this
case, however, the algorithm is constrained to always return the smallest number of
grasps possible.
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7.2.6 Tool Performance Model
For each cleaning attempt, the trajectory generated by the planner is substan-
tially affected by the tool parameters used. This effect is not limited to the path on
the part surface that the cleaning tool follows, but includes where the grasping arm
should hold the part since the parameters may include features that will impact the
amount of deformation, such as the normal force. Before each attempt, the system
selects the parameters that it expects will lead to the fastest cleaning time. Note
that in general this involves optimizing some trade-off since more effective cleaning
parameters will typically lead to longer cleaning times. After each attempt, the ac-
tual cleaning performance is measured and the model is updated to improve future
parameter selection. The tool model can be shared and improved by all episodes
that involve the same tool and part material. This enables the robot system to do
long-term learning of the cleaning model.
The tool model ft, predicts cleaning performance µ for a particular parameter
vector θ, i.e., µ = ft(θ). The cleaning performance metric used is the expected area
of the stain that will be removed, which is measured empirically by a computer vision
system. An initial image is taken of the stained regions and the pixels are labeled
by color using a k-means classifier with three clusters as clean, dirty or background.
After the cleaning attempt, the fraction of pixels forming part of the stain which
are reclassified from dirty to clean is reported as the cleaning performance.
To model the tool performance so that the value of new planner parameters
can be predicted, a Gaussian Process Regression [76] model with a linear mean
177
Algorithm 9 General Task Learning
function TaskEpisode(x, fi, σ)
done← false
while NOT done do
P ← Plan(x, fi, σ)
Xp ← execute(P)
σn ← Remeasure task specification
fi ← modelupdate(fi, Xp)
σ ← σn





fi ← init task instance model
while true do
x← Select planner parameters
Cd ← measure dirty regions
TaskEpisode(x, fi, Cd)
end while
function is used. A Gaussian process in Rn is fully defined by a mean function
m : Rn → R, and a covariance function K : Rn × Rn → R, generally the squared
exponential K(x1, x2) = exp(
−||x1−x2||
l2
). The length-scale parameter l controls how
strongly the data samples influence the model prediction of their neighboring points
and is tuned using cross-validation or expectation maximization to best fit a batch
of data. This then fully defines the tool performance model ft(θ) ∼ N (m(θ), K).
In this work, we specify m(θ) = wT θ, with w ∈ Rn. The weight vector w is
estimated from the current data samples and enables the model to extrapolate the
performance behavior beyond the range where data samples have been taken.
When selecting the next parameters to use, the possible parameter values are
taken from a discrete grid over the acceptable range of values. This allows the
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optimizer to quickly find the next best parameters rather than doing a search over
the full space.
7.3 Results
7.3.1 Part Finite Element Model
Initial results of the part model learning algorithm were obtained first on a
simulation of a linear mesh. To test the direct parameter scaling method, a meter
long mesh was used, divided into 100 elements, with a continuously varying stiffness
from 50 to 250 Nm2, seen in Fig. 7.5. An initial model of the mesh is initialized with
a constant stiffness value of 150 Nm2. For each iteration, a pair of random points
along the mesh are selected and the effective stiffness value between them is queried
on the true mesh. The estimated mesh is then updated over the corresponding
elements using the scaling algorithm. Fig. 7.5 shows the stiffness estimates after
5, 10, 15, 20, and 1000 iterations of this procedure. Figure 7.6 shows the average
stiffness estimate error of each element up to 100 iterations. It can be seen that
while the convergence is relatively slow, the mesh does roughly acquire the same
overall behavior as the true mesh within a small number of attempts. Furthermore,
the average error curve indicates an overall downward trend with very few increases
over subsequent iterations. The same trend continues up to 1000 iterations. This
provides some assurance that the algorithm is stable and will not lead to diverging
stiffness estimates. For this example with randomly generated test points, we did
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observe that the average error drops close to zero (∼ 5Nm2), but only after close to
1000 iterations.
The main artifact noticeable from the parameter scaling method is the amount
of noise after many iterations, which is due to the algorithm not taking into account
the measurements other that the most recent one when performing updates. This is
quite different from the results produced from the batch update algorithm. For this
method, a 30 cm long mesh was tested, divided into 30 elements, with a continously
varying stiffness from 50 to 250 Nm2, seen in Fig. 7.7, with the initial model of the
mesh initialized to a constant value of 100 Nm2. A full set of data is then used to
update the mesh, with each data point consisting of a sample of the effective stiffness
value between two randomly selected points on the mesh. The estimated mesh is
then updated over the corresponding elements using the learning algorithm. Fig.
7.7 shows the stiffness estimates learned when using 5, 10, 20, and 100 samples to
perform the estimate, compared to the true parameter values. Figure 7.8 shows the
average relative error of the stiffness parameters of the updated mesh after several
experiments with varying numbers of stiffness samples. It can be seen that the
convergence is quite fast, with the mesh roughly matching the as the true mesh
within a small number of attempts, especially in the center area. The inaccuracies
towards the end points of the mesh are largely a function of there being fewer
samples that include those elements, due to the random sampling process. Note that
after 100 samples are taken, only a few elements at either end have substantially
incorrect estimates, while the elements in the center match the true values almost
perfectly. Further experiments were conducted out to 1000 sampled stiffnesses and
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Figure 7.5: Element stiffness estimates after random tests and updates using the
stiffness parameter scaling method.
the convergence is maintained from Fig. 7.8, stabilizing around 3% error at 1000
samples. Due to the superior accuracy and convergence of the batch estimation
method, the remainder of the results are shown using only this algorithm.
7.3.2 Physical Part Cleaning
We investigated the model parameter estimation for an example planar part
made from thin plastic, corresponding to the design shown in Fig. 7.2. The part was
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Figure 7.6: Average element stiffness estimate error using single-measurement pa-
rameter scaling as a function of the number of iterations up to 100 iterations.
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Figure 7.7: Element stiffness parameters estimated using the batch method on a
variable number of samples at random locations on the mesh.
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Average Stiffness Element Error during Estimation
Figure 7.8: Average relative error of the element stiffness parameters as a function
of number of samples used in the batch estimation for the model update.
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of uniform stiffness through its length, except at two segments along the arms where
the thickness was halved as shown in Fig. 7.4. The applied strains were created
with a highly visible marker and were calibrated to require a substantial amount of
force to remove. During human experimentation with the cleaning, it was always
required to grasp the part close to the stain in order to apply any significant force,
and cleaning while grasping across the extra-compliant segment was generally not
possible. The maximum deflection threshold specified was 20 mm.
The part deformation model estimation is demonstrated with a cleaning episode
shown in Fig. 7.9. The model is initialized with a uniform stiffness value, and so
the planner has no knowledge of the low stiffness regions. Therefore, for the first
attempt (Fig. 7.9(a)), the planner selects only a single grasp point while covering
all three stained regions. Initial cleaning is successful for the regions to the left,
but the region in the lower right is across from the low stiffness area, and so the
deflection threshold is quickly surpassed, and the attempt is halted. The robot is
still able to provide sufficient force/deflection samples before the attempt stops, and
the measured stiffness data allows the update algorithm to immediately lower the
stiffness parameter estimates in the vicinity of the lower stiffness region (see Fig.
7.11). For the second attempt (Fig. 7.9(b)), the planner realizes that two grasps
are required, but it selects one across the upper region of low stiffness. This also
results in the attempt quickly terminating, but is sufficient to identify the other low
stiffness region in the deformation model. The second grasp from attempt 2 ends
successfully, however, and fully cleans the lower right stain. Attempts 3 and 4 finish
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cleaning the other two stains, with the planner aware that the only valid grasping
region is on the correct side of the low stiffness regions.
The final estimated stiffness parameters of the part model after the full episode
are shown in Fig. 7.11. Note that the low stiffness regions were distinctly identified
in the correct locations, and also that the areas with higher stiffness were raised to
match their value. On the left side, the model stays at the initial stiffness estimate
simply because no data was collected with a grasp or stain in that region. As more
episodes are conducted with different stained regions, we would expect that the
model would closely approximate the true parameters in all areas. Furthermore,
even though the learned model after one episode has quite a bit of estimation noise,
it is already sufficiently accurate to generate correct grasping plans for other stain
configurations. A second cleaning episode was run with stains on both ends of the
part arms and the center vertical strip (Fig. 7.10). The planner was immediately
aware that three grasping points would be required, and only two attempts were
needed to fully clean the part.
Overall, the results show fast cleaning performance even when initialized with
limited knowledge of the part deformation behavior, and more rapid performance
when a previously learned model is available. While the system cannot learn a
fully accurate stiffness model in only a few cleaning attempts, it was shown to be
sufficient for the planner to select correct grasp points for effective cleaning.
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Figure 7.9: Example first cleaning episode of part with variable stiffnesses. The
regions of low stiffness are marked in red in (a). The grasp points used for each
attempt are marked with green circles.
7.4 Summary
This chapter demonstrates an approach for a bimanual cleaning system that is
capable of online learning of simple part models using a simple finite-element model.
Using a simple incremental model update, the system was able to learn rapidly
enough to make correct grasp and improved parameter selection after just a few
iterations of attempts and updates. By using a finite-element model as the core of the
task dynamics model, the robot is able to more effectively learn the dynamics of non-
uniform tasks, specifically parts with varying stiffnesses. The primary contribution
is the updating algorithm which enables the system to converge towards the true
parameters of the task model faster than the black-box input/output model.
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Figure 7.10: Second cleaning episode stain configuration and cleaned part after two
attempts.
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Figure 7.11: The estimated part model after using the data collected during the
cleaning attempts. Each attempt only affects the stiffness parameters of a subset
of the mesh, so many of the estimates are unchanged and overlapping. The centers




This chapter summarizes the contributions of this dissertation and the an-
ticipated benefits to the larger community. Future research directions to continue
addressing the presented issues and questions are also discussed.
8.1 Intellectual Contributions
The main intellectual contributions of this dissertation include the following:
• Use of human demonstrations for parameterization of tasks involving nonrigid
materials : This first contribution is how initial task models can be created
by making use of human demonstrations on both the dynamic pouring task
and the compliant object cleaning task. In the case of the cleaning task, the
demonstrations were used to inform the task cost function used by a trajectory
planner, enabling the potential of learning implicit strategies or priorities from
demonstrations of other tasks. The initial models learned from demonstrations
can then be improved on by the robot as it attempts the tasks, and gains
additional experience.
190
• Integration of learning methods with known task structure: The tasks re-
searched in this dissertation and many others, can be accomplished with a
combination of planning and learning methods. This allows a system to be
effective, as a programmer can specify the elements of the task that are easily
described explicitly to the robot, and the more complex elements involving
nonrigid object dynamics can be learned. For the pouring task, this is demon-
strated with a system that learns parameters used by a classical planner to
generate the manipulator trajectory. For the cleaning task, the planner op-
timizes based on the current model of the part dynamics, which is unknown
to the programmer. Furthermore, additional structure is provided to the part
dynamics model in the form of a finite-element model, which enables faster
learning of non-uniform part dynamics.
• Study of function approximation algorithms used in task models : This disser-
tation explores two primary methods of function approximation for the task
models: linear models and Gaussian processes. The two methods are used and
discussed in different approaches which make use of their advantages and min-
imize their disadvantages. The results are informative for a system designer
considering the method to be used for a new task.
• Strategy for rapidly finding solutions to new task variations : The main goal
of this dissertation is to demonstrate algorithms that can learn to successfully
perform new variations of tasks with a minimum number of attempts. For
the pouring task, the presented approach was able to find solutions for new
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pouring volumes quickly in the space of the pouring policy parameters, using
single parameter exploitation updates with a set of local linear models. For
the cleaning task, the robot could quickly learn a deformation model to ac-
curately optimize grasping locations by incorporating data acquired for task
attempts into the model of the manipulated object. The presented algorithms
are general in nature and can potentially be applied to a variety of different
tasks where the use of robots might be desired.
8.2 Anticipated Benefits
This dissertation presents methods for automated learning of manipulation
tasks involving nonrigid materials. It is anticipated that the research should be
applicable to a wide variety of industrial scenarios and may be of use in developing
approaches to enable robotic execution of new tasks. Having the robot learn new
tasks automatically without manual programming will have significant cost savings.
Once the learning framework is established, the robot can gain knowledge of a new
task much faster than it would take an expert to program through its own experience
attempting the task or through demonstrations by a human. Having the ability to
learn tasks involving nonrigid objects such as fluids and flexible materials will also
allow the robot to do much more than is currently possible where such tasks are
often impossible to manually program and infeasible to compute with a traditional
planner.
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8.3 Potential Future Directions
There are several potential avenues for further investigation of the issues ex-
plored in this dissertation. A few are discussed here in relation to the particular
approaches developed in the preceeding technical chapter:
• Joint use of imitation learning approaches : For the imitation learning ap-
proaches from Chapters 3 and 5, future research can explore the question of
how to two presented approaches can be incorporated into the same overall
learning framework rather than relying on one only. As they address different
aspects of performing the task (trajectories vs. strategy for the planner), they
can plausibly be integrated into a single system. A task that could be learned
in such a system would have a breakdown of components or state variables
where some would driven by a planner influenced by the learned cost param-
eters, while the others would recieve direct trajectory inputs generalized from
demonstrations. The overall system would require analysis on the sensitivity
of each subsystem to the generalization of the other, and where potential con-
flicts might arise, especially if both subsystems are trained using data from the
same demonstration set. Through careful separation of the aspects controlled
by each subsystem, however, it should be possible to have them complement
each other to acheive improved overall learning performance.
• Additional flexibility in learned trajectory dynamics model : The approach pre-
sented in Chapter 4 has several possibilities for extensions. How the complexity
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and computational limits of the algorithm scale to higher dimensions is still
an open question. The current approach updates all local models as new data
is acquired but the formulation naturally extends to an incremental learning
scheme where only the models in the vicinity of the newly sampled data point
are adjusted. For long-term learning, this should lead to an asymptotically
constant update time as the neighborhoods of the current data points shrink
in densely sampled regions, suggesting that new data will not influence an
ever-growing number of local models.
Additionally, the exploitation strategy used was validated primarily on local
linear models but was also shown to be possible with other modeling algo-
rithms. This suggests the approach could be expanded to become model-
agnostic and even use a hybrid approach where different regions of the pa-
rameter space would be modeled by different algorithms, depending on the
function behavior. The linear models may be best suited to regions of sparse
data providing high computational performance and reasonable extrapolation
ability. A Gaussian process may be more usefule to provide more accurate pre-
dictions in regions of high variability, and LWPR could be used when sufficient
samples had been acquired such that the other algorithms are slowed down
enough that computational time becomes the driving component of the cost.
These improvements may enable the approach to be competitive for higher
dimensional problems as well.
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• Generalizability of deformation model : For Chapters 6-7, the major avenue of
future investigation is in more generalizable forms of the deformation model
representing the task dynamics. The two approaches showed data-driven
updates of both a black-box deformation prediction model, and a known-
structure finite-element model. Analogous to the hybrid modeling mentioned
for the trajectory dynamics model, a natural question is the possibility of
using both techniques on the same part model. This may take the form of
using a more accurate Gaussian process model on certain areas of the part
geometries according to some heuristic, or layering the black-box model over
the finite-element model, which can then be much coarser.
There is also the question of extending the update algorithm for the part model
to work on parts with 2D and 3D geometry characteristics. When new data
is recieved, the update algorithm must decide which elements are relevant to
be changed and which should be expected to stay the same. One approach
may involve a precomputed database based on initial assumed model of how
different regions affect the overall task behavior and weight them accordingly.
Online decisions can be made by the planner and update algorithm using the
precomputed data, and the database can be updated as determined by an
accuracy heuristic or just in the downtime between the trials of different task
instances.
Finally, there is the question of how the trajectories generated through the
planner from the current model is coupled to the learning the parameters of
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the tool model to accurately predict task effectiveness. With an inaccurate
tool performance model, the trajectory found by the planner may be highly
ineffective and the heuristics used to adjust the parameter here may require
more task trials than necessary. Here the question to investigate is whether
there is an optimal strategy between using parameters that gain more informa-
tion on the tool model but may require more task execution time due to lower
efficacy. One strategy may be primarily emphasize learning the part dynamics
model first before engaging in tool parameter exploration. Any tradeoff here
should also be sure to address the uncertainty that is learned in the part model
and make decisions to minimize the expected overall time in the long-term.
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Appendix A: Gaussian Process Regression Method
GPR fits a Gaussian process over a set of training samples comprised of multi-
dimensional inputs and real-valued outputs, and produces a predicted normal distri-
bution for the output of any point in the input space. While a Gaussian process can
be thought of as an infinite-dimensional normal distribution, when making predic-
tions for new input points the formulation depends only on the training data, which
makes the algorithm simple to implement. The standard training and prediction
algorithm is derived in [76] and gives efficient prediction for specified points in the
input space. However, it does not provide any guidance on how to select test points.
Here we extend the basic algorithm to be applicable for our use case, where we are
searching the input space for a point that corresponds to a desired output.
The standard algorithm takes a data set of previous trials, with inputs X ⊂ Rn,
and outputs Y ⊂ R, and returns a predicted mean (µ∗) and variance (σ∗) of the
output for a test point, x(∗). The most important component of the GP is the
covariance function, k : Rn × Rn → R, which controls the similarity of neighboring
points in the input space and enforces the smoothness of functions that are fit to
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Here D is a symmetric, positive-definite matrix that defines a distance metric.
In our experiments we used a diagonal matrix with each diagonal element as a free
parameter that controls how quickly the influence of two points drops as the distance
between them increases along a particular axis. The other free parameter used is
σf , which is a uniform scaling factor for the covariance.
The covariance function is used to compute correlations between the training
set and the test point. The matrix K ∈ Rm×m is the covariance matrix of the
training data, computed by Kij = k(x
(i), x(j)) for all m points in X . The covariance
vector k∗ is computed by pairing x
(∗) with each x(i) from the training data. The
predicted mean and variance of the output corresponding to x(∗) are then given by:
µ∗ = k
T





(∗), x(∗))− kT∗ (K + σ2nI)−1k∗.
(A.2)
Notice that the majority of the computation is inverting the matrix Kn =
K+σ2nI which can be quite expensive if its dimensions are large. However, as Kn is
only dependent on the training data, it can be computed once and cached for future
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predictions of test points. This is crucial for efficient use of the prediction in our
extension.
After a training set of data is obtained, prediction accuracy can be increased
by finding a set of hyperparameters that maximizes the likelihood of the training
data. In our case, the hyperparameters consist of the diagonal elements of D and
σf , forming the parameter vector θ. The log-likelihood of the hyperparameters for
a given training set can be analytically derived as







To maximize this function, a standard gradient ascent algorithm in the space
of the parameter vector θ is used as the derivative can be analytically computed.
For each parameter θi, this derivative is:
∂
∂θi





Note that the calculation of K (and therefore K−1) is dependent on the values
of θ, essentially requiring a full retraining of the GP at each new point in the hy-
perparameter space. This cost is sufficient that it becomes prohibitive to reoptimize
the hyperparameters every time new data is acquired, for example. However, we
found it is possible to obtain sufficient prediction accuracy when finding the optimal
parameters for the initial training set only.
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