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Abstract
In this paper, univariate and bivariate orthonormal spline functions with small compact supports are constructed.
The properties of orthonormal splines are explored. Furthermore, cardinal spline functions with small compact
supports are built. Numerical integration formulas are created as the applications of the cardinal splines. The method
can also be used to construct high-dimensional orthonormal splines,which are not cross products of univariate splines
and have their own advantages.
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1. Introduction
Since the paper [4] bySchoenberg published in 1946, spline function has been studied bymany scholars.
Spline functions have great properties and their applications are endless (there are too many books and
papers to be listed here, for example, cf. [2]). Starting with the zero degree polynomial B-spline, let
B0(x) =
{
1 if − 12 <x < 12 ,
0 elsewhere. (1)
Bn(x) =
∫ 1/2
−1/2
Bn−1(x + t) dt, n = 1, 2, 3, . . . , (2)
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where Bn(x) are B-splines that have minimal supports and excellent traits (cf. [1]). However, B-splines
are not orthonormal. B-splines do not satisfy cardinal interpolation conditions, neither. In this paper, low-
degree orthonormal spline functions with small compact supports are constructed based on B-splines and
integral iteration formulas. Furthermore, low-degree cardinal splines with small compact supports are
constructed using the similar process.Themethod can be extended to construct higher-degree orthonormal
or cardinal splines. Unlike in the book [5], by the cardinal splines we mean the speciﬁc splines satisfying
cardinal interpolation conditions. Cardinal spline are not only useful in interpolation problems, they are
also useful in deduction of numerical integration formulas.
This paper has six sections. In Section 2, a univariate orthonormal spline on a small compact support
is given. In Sections 3 and 4, univariate cardinal splines on small compact supports are formulated. In
Section 5, several numerical integration formulas are provided. In Section 6, a bivariate orthonormal
spline on a small compact support is constructed. Bivariate cardinal splines were studied in the paper [3].
Bivariate numerical integration formulas are going to be investigated later.
2. A univariate orthonormal polynomial spline with the minimum support
To construct orthonormal splines, some properties of Bn(x) from (2) have to be sacriﬁced. Let
B1(x) =
∫ 1/2
−1/2
B0(x + t) dt and C1(x) =
∫ 1/2
−1/2
tB0(x + t) dt ,
Bor(x) = B1(x) − 2
√
5C1(x) =
(√
5x + 1
)
|x − 1|
2
+
(√
5x + 1
)
|x + 1|
2
−
(√
5x + 1
)
|x|.
Then it is a simple computation to obtain∫ ∞
−∞
Bor
(x
h
− k
)
Bor
(x
h
− m
)
dx = k,m =
{
1 if m = k,
0 if m = k, k,m = 0,±1,±2, . . . .
Therefore, Bor(x) is an univariate orthonormal continuous polynomial spline with the minimal support
(Fig. 1). Furthermore, since
∞∑
m=−∞
B1
(x
h
− m
)
=
∞∑
m=−∞
∫ 1/2
−1/2
B0
(x
h
− m + t
)
dt
=
∫ 1/2
−1/2
∞∑
m=−∞
B0
(x
h
− m + t
)
dt = 1,
∞∑
m=−∞
C1
(x
h
− m
)
=
∞∑
m=−∞
∫ 1/2
−1/2
tB0
(x
h
− m + t
)
dt
=
∫ 1/2
−1/2
t
∞∑
m=−∞
B0
(x
h
− m + t
)
dt = 0,
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Fig. 1. The graph of Bor(x).
we conclude that
∞∑
m=−∞
Bor(x − mh) = 1.
It was known that (cf. [4])
∞∑
m=−∞
mhB1
(x
h
− m
)
= x.
It is easy to show that
∞∑
m=−∞
mhC1
(x
h
− m
)
= O(h).
Therefore,
∞∑
m=−∞
mhBor
(x
h
− m
)
= x + O(h).
3. A univariate C2 cardinal spline
By cardinal conditions (cf. [5]), we mean, let L(x) be a function, {xi}, i = 0,±1,±2,±3, . . . be
interpolation points, then
L(xi) =
{
1, i = 0,
0, i = 0, i = 0,±1, 2,±3,±4, . . . .
In this paper we use the notation ‖u‖(a,b) = maxa<x<b|u(x)|.
The cardinal spline that we are constructing here is based on B3(x) from (2) using the similar process
as in Section 2. Let
L3(x) = 6B3(x) − 60
∫ 1/2
−1/2
t2B2(x + t) dt .
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Fig. 2. The graph of L3(x).
ThenL3(x/h) satisﬁes the above cardinal condition when xi = ih, i=0,±1,±2,±3, . . . (Fig. 2). Notice
that by the construction, L3(x) ∈ C2(−∞,∞). L3(x) = 0 for x ∈ (−∞,−2) ∪ (2,∞). L3(x) is a
polynomial of degree 5 in each subinterval (−2,−1), (−1, 0), (0, 1), (1, 2) in its support. Furthermore,
from direct calculation we deduct that
Proposition 1. Let L3(x) be the cardinal spline constructed above, then
∞∑
m=−∞
L3
(x
h
− m
)
(a(ih)2 + b(ih) + c) = ax2 + bx + c,
∥∥∥∥∥
∞∑
m=−∞
L3
(x
h
− m
)
(ih)3 − x3
∥∥∥∥∥  16 h3,
where a, b, c are any complex numbers.
Proposition 2. If f (x) ∈ C3[a, b], let h=(b−a)/m,m is an integer, let fi =f (a+ ih), i=0, 1, 2, . . . ,
f (x) = (3f0 − 3f1 + f2)L3
(x
h
+ 1
)
+
m∑
k=0
fiL3
(x
h
− k
)
+ (3fm − 3fm−1 + fm−2)L3
(x
h
− m − 1
)
;
then
‖f (x) − f (x)‖[a,b]‖f ′′′(x)‖[a,b]h3.
If f (x) ∈ C3(−∞,∞) and bounded, let h be a real number, let fi = f (ih), i = 0, 1, 2, . . . ,
f (x) =
∞∑
k=−∞
fiL3
(x
h
− k
)
,
then
‖f (x) − f (x)‖(−∞,∞)7‖f ′′′(x)‖(−∞,∞)h3.
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Proof. We will prove the case when f (x) ∈ C3[a, b], the other case is very much similar. Let
f−1 =
3∑
j=0
1
j !(−h)
jf (j)(a), fm+1 =
3∑
j=0
1
j !(h)
jf (j)(b)
0f (x) = f−1L3
(x
h
+ 1
)
+
m∑
k=0
fkL3
(x
h
− k
)
+ fm+1L3
(x
h
− m − 1
)
.
Since f (x) ∈ C3[a, b], and h = (b − a)/m, when ihx(i + 1)h, i = 0, 1, . . . , m − 1,
f (x) =
3∑
j=0
1
j !(x − ih)
jf (j)(a + ih) + h3R(x) and 0f (x) =
2∑
k=−1
fk+iL3
(x
h
− k − i
)
,
where ‖R(x)‖ 83‖f ′′′(x)‖[a,b]. Notice that
fi+k =
3∑
j=0
1
j !(kh)
jf (j)(a + ih) + h3Ri+k ,
k = −1, 0, 1, 2; i = 0, 1, . . . , m − 1,
where ‖Ri+k‖ 13‖f ′′′(x)‖[a,b]. We obtain
0f (x) − f (x) =
2∑
k=−1
fk+iL3
(x
h
− k − i
)
− f (x)
=
2∑
k=−1
⎛⎝ 3∑
j=0
1
j !(kh)
jf (j)(a + ih) + Ri+kh3
⎞⎠L3 (x
h
− k − i
)
− f (x)
= fi
2∑
k=−1
L3
(x
h
− k − i
)
+ hf ′(a + ih)
2∑
k=−1
kL3
(x
h
− k − i
)
+ 1
2
h2f ′′(a + ih)
2∑
k=−1
k2L3
(x
h
− k − i
)
+ 1
6
h3f ′′′(a + ih)
2∑
k=−1
k3L3
(x
h
− k − i
)
+ R̂ih3 − f (x)
= fi + h
(x
h
− i
)
f ′(a + ih) + 1
2
h2
(x
h
− i
)2
f ′′(a + ih)
+
(
1
6
h3
(x
h
− i
)3 + h3̂i) f ′′′(a + ih) + h3R̂i − f (x)
= h3i(x),
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Fig. 3. The graph of L5(x).
where ‖̂i‖ 83 , ‖i(x)‖3‖f ′′′(x)‖[a,b] and ‖R̂i‖ 43‖f ′′′(x)‖[a,b]. Furthermore, f−1 = 3f0 − 3f1 +
f2 + h3R−1, fm+1 = 3fm − 3fm−1 + fm−2 + h3Rm+1, where ‖Ri‖4‖f ′′′(x)‖[a,b], i =−1,m+ 1 and
|L3(x)|1 for x ∈ (−∞,∞), hence
‖f (x) − f (x)‖ = ‖f (x) − 0f (x) + 0f (x) − f (x)‖7‖f ′′′(x)‖[a,b]h3.
If f (x) ∈ C3(−∞,∞), the proof is similar and simpler because we do not need to consider the
end points.
4. A univariate C4 cardinal spline
The similar process can be used to construct cardinal splines with higher degree of smoothness. The
B-splines are still the conner-stones. Since B5(x) ∈ C4(−∞,∞), (cf. [1]) we let
L5(x) = 6554 B5(x) − 6300
∫ 1/2
−1/2
t2B4(x + t) dt + 28980
∫ 1/2
−1/2
t4B4(x + t) dt .
It is a simple calculation to check the cardinal condition is satisﬁed. The L5(x) has the same support as
B5(x) from (2). However,L5(x) has a higher degree thanB5(x). The following approximation properties
holds for L5(x) (Fig. 3).
Proposition 3. Let L5(x) be the cardinal spline constructed above, then
∞∑
i=−∞
L5
(x
h
− i
)
(a(ih)4 + b(ih)3 + c(ih)2 + d(ih) + e)
= ax4 + bx3 + cx2 + dx + e,
∞∑
i=−∞
L5
(x
h
− i
)
(ih)5 = x5 + O(h5),
where a, b, c, d, e are any complex numbers.
The proof is similar as the proof of Proposition 1.
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Proposition 4. If f (x) ∈ C5[a, b], let h=(b−a)/m,m is an integer, let fi =f (a+ ih), i=0, 1, 2, . . . ,
f (x) = (15f0 − 40f1 + 45f2 − 24f3 + 5f4)L3
(x
h
+ 2
)
+ (5f0 − 10f1 + 10f2 − 5f3 + f4)L3
(x
h
+ 1
)
+
m∑
k=0
fkL3
(x
h
− k
)
+ (5fm − 10fm−1 + 10fm−2 − 5fm−3 + fm−4)L3
(x
h
− m − 1
)
+ (15fm − 40fm−1 + 45fm−2 − 24fm−3 + 5fm−4)L3
(x
h
− m − 2
)
,
then
‖f (x) − f (x)‖[a,b]420‖f (5)(x)‖[a,b]h5.
If f (x) ∈ C5(−∞,∞), let h be a real number, let fi = f (ih), i = 0, 1, 2, . . . , and
f (x) =
∞∑
k=−∞
fkL5
(x
h
− k
)
,
then
‖f (x) − f (x)‖(−∞,∞)420‖f (5)(x)‖(−∞,∞)h5.
The proof is similar as the proof of Proposition 2.
5. Numerical integration formulas deducted from the cardinal splines
One application of the cardinal spline interpolation is the deduction of numerical integral formulas.
Proposition 5. If f (x) ∈ C4[a, b], let h=(b−a)/m,m is an integer, let fi =f (a+ ih), i=0, 1, 2, . . . ,
then ∫ b
a
f (x) dx = 1
12
(f0 + 4f1 + 2f2 + 4f3 + f4) + h4Erm(f ), m = 4,∫ b
a
f (x) dx = h
24
(
8f0 + 31f1 + 20f2 + 25f3 + 24
m−4∑
k=4
fk + 25fm−3
+ 20fm−2 + 31fm−1 + 8fm
)
+ h4Erm(f )
when m> 4,
where ‖Erm(f )‖8‖f (4)(x)‖[a,b].
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Proof. When m = 4, it is the same as the Simpson’s formula. If m> 4, let
f−1 =
3∑
j=0
1
j !(−h)
jf (j)(a), fm+1 =
3∑
j=0
1
j !(h)
jf (j)(b),
0f (x) = f−1L3
(x
h
+ 1
)
+
m∑
k=0
fkL3
(x
h
− k
)
+ fm+1L3
(x
h
− m − 1
)
.
Since f (x) ∈ C4[a, b], and h = (b − a)/m, when ihx(i + 1)h, i = 0, 1, . . . , m − 1,
f (x) =
3∑
j=0
1
j !(x − ih)
jf (j)(a + ih) + h4R(x) and 0f (x) =
2∑
k=−1
fk+iL3
(x
h
− k − i
)
,
where ‖R(x)‖ 124‖f (4)(x)‖[a,b]. Furthermore, for k = −1, 0, 1, 2 and i = 0, 1, . . . , m − 1 we have
fk+i =
3∑
j=0
1
j !(kh)
jf (j)(a + ih) + h4Rk+i , (3)
where ‖Ri+k‖ 1624‖f (4)(x)‖[a,b]. By direct calculation and substitution we get
∫ (i+1)h
ih
0f (x) dx = h24(−f−1+i + 13fi + 13f1+i − f2+i)
= h
24
(h3f ′′′(a + ih) + 4h2f ′′(a + ih)
+ 12hf ′(a + ih) + 24fi) + h5i1,
where ‖i1‖ 3024‖f (4)(x)‖[a,b]. Moreover,
∫ (i+1)h
ih
f (x) dx =
∫ (i+1)h
ih
⎛⎝ 3∑
j=0
1
j !(x − ih)
jf (j)(a + ih) + h4R(x)
⎞⎠ dx
= h
24
(h3f ′′′(a + ih) + 4h2f ′′(a + ih) + 12hf ′(a + ih)
+ 24f (a + ih)) + h5i2,
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where ‖i2‖ 124‖f (4)(x)‖[a,b]. Combining those two equations we conclude that∫ b
a
f (x) dx =
m∑
i=0
∫ (i+1)h
ih
(f (x)−0f (x)) dx+
∫ b
a
0f (x) dx =
∫ b
a
0f (x) dx + h4Er2(f )
=
∫ b
a
(
f−1L3
(x
h
+ 1
)
+
m∑
k=0
fkL3
(x
h
− k
)
+ fm+1L3
(x
h
− m − 1
))
dx + h4Er2(f )
= h
24
(
−f−1 + 12f0 + 25f1 + 24
m−2∑
k=2
fk + 25fm−1 + 12fm + fm+1
)
+ h4Er2(f ). 
When we integrate f (x) in the interval [a, b], we should not have to calculate the value of derivatives
of f (x), so in the expression of 0f (x) we substitute in (notice that our choice guarantees that the error
is  15124 ‖f (4)(x)‖[a,b]h4)
f−1 = 4f0 − 6f1 + 4f2 − f3 and fm+1 = 4fm − 6fm−1 + 4fm−2 − fm−3
and the formula follows.
Proposition 6. If f (x) ∈ C6[a, b], let h=(b−a)/m (m is an integer), let fi =f (a+ih), i=0, 1, 2, . . . ,
and I = ∫ b
a
f (x) dx, then
for m12, I = h
1440
(
459f0 + 1982f1 + 944f2 + 1746f3 + 1333f4 + 1456f5
+ 1440
m−6∑
k=6
fk + 1456f7 + 1333f8 + 1746f9 + 944f10 + 1982f11
+ 459f12
)
+ h6Er1,
m = 11, I = h
1440
(459f0 + 1982f1 + 944f2 + 1746f3 + 1333f4 + 1456f5
+ 1456f6 + 1333f7 + 1746f8 + 944f9 + 1982f10 + 459f11) + h6Er2,
m = 10, I = h
1440
(459f0 + 1982f1 + 944f2 + 1746f3 + 1333f4 + 1472f5
+ 1333f6 + 1746f7 + 944f8 + 1982f9 + 459f10) + h6Er3,
m = 9, I = h
1440
(459f0 + 1982f1 + 944f2 + 1746f3 + 1349f4 + 1349f5
+ 1746f6 + 944f7 + 1982f8 + 459f9) + h6Er4,
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m = 8, I = h
1440
(459f0 + 1982f1 + 944f2 + 1762f3 + 1226f4 + 1762f5
+ 944f6 + 1982f7 + 459f8) + h6Er5,
m = 7, I = h
1440
(459f0 + 1982f1 + 960f2 + 1639f3 + 1639f4 + 960f5
+ 1982f6 + 459f7) + h6Er6,
m = 6, I = h
1440
(459f0 + 1998f1 + 837f2 + 2052f3 + 837f4 + 1998f5
+ 459f6) + h6Er7,
m = 5, I = h
1440
(475f0 + 1875f1 + 1250f2 + 1250f3 + 1875f4 + 475f5) + h6Er8,
where |Erk|95‖f (6)(x)‖[a,b], k = 1, 2, . . . , 8.
Proof. Let fi = f (a + ih), i = 0, 1, 2, . . . , m and
f−1 =
5∑
j=0
1
j !(−h)
jf (j)(a), f−2 =
5∑
j=0
1
j !(−2h)
jf (j)(a),
fm+1 =
5∑
j=0
1
j !(h)
jf (j)(b), fm+2 =
5∑
j=0
1
j !(2h)
jf (j)(b),
0f (x) = f−2L5
(x
h
+ 2
)
+ f−1L5
(x
h
+ 1
)
+
m∑
k=0
fkL5
(x
h
− k
)
+ fm+1L5
(x
h
− m − 1
)
+ fm+2L5
(x
h
− m − 2
)
.
Since f (x) ∈ C6[a, b], and h = (b − a)/m, when ihx(i + 1)h, i = 0, 1, 2, . . . , m,
f (x) =
5∑
j=0
1
j !(x − ih)
jf (j)(a + ih) + R6i(x) and 0f (x) =
3∑
k=−2
fk+iL5
(x
h
− k − i
)
,
where R6i(x)= 1720 h6f (6)(a+ ih+(x − ih)) and 01. Furthermore, for k=−2,−1, 0, 1, 2, 3 and
i = 0, 1, 2, . . . , m we have
fk+i =
5∑
j=0
1
j !(kh)
jf (j)(a + ih) + R6i(kh),
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where ‖R6i(kh)‖ 36720‖f (6)(x)‖[a,b]. By direct calculation and substitution we get∫ (i+1)h
ih
0f (x) dx = h1440 (11f−2+i − 93f−1+i + 802fi + 802f1+i − 93f2+i + 11f3+i)
= h
1440
(h5f (5)(ih) + 6h4f (4)(ih) + 30h3f ′′′(ih) + 120h2f ′′(ih)
+ 360hf ′(ih) + 720f (ih)) + 1ih7,
where ‖1i‖ 15570720 ‖f (6)(x)‖[a,b]. Moreover,∫ (i+1)h
ih
f (x) dx =
∫ (i+1)h
ih
⎛⎝ 5∑
j=0
1
j !(x − ih)
jf (j)(a + ih) + R6i(x)
⎞⎠ dx
= h
1440
(h5f (5)(ih) + 6h4f (4)(ih) + 30h3f ′′′(ih) + 120h2f ′′(ih)
+ 360hf ′(ih) + 720f (ih)) + 2ih7,
where ‖2i‖ 1720‖f (6)(x)‖[a,b]. Combining those two equations we conclude that∫ b
a
f (x) dx =
m∑
i=0
∫ (i+1)h
ih
(f (x) − 0f (x)) dx +
∫ b
a
0f (x) dx
=
∫ b
a
0f (x) dx +
m∑
i=0
(2i − 1i)h7
=
∫ b
a
0f (x) dx + f h6,
where ‖f ‖ 15571720 ‖f (6)(x)‖[a,b]. To replace the values of derivatives of f (x) in the expression off (x),
we let (notice that our choices guarantee that the error  52431720 ‖f (6)(x)‖[a,b]h6)
f−1 = 6f0 − 15f1 + 20f2 − 15f3 + 6f4 − f5,
f−2 = 6f−1 − 15f0 + 20f1 − 15f2 + 6f3 − f4,
fm+1 = 6fm − 15fm−1 + 20fm−2 − 15fm−3 + 6fm−4 − fm−5,
fm+2 = 6fm+1 − 15fm + 20fm−1 − 15fm−2 + 6fm−3 − fm−4,
then the formulas follow. 
6. A bivariate orthonormal polynomial spline with the minimum support
For the two-dimensional case, here we only consider triangular partition of type I as shown in the graph
(Fig. 4).
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Fig. 4. The graph of type I partition on the plane.
We choose equal distance (=h) on the x direction and equal distance (=l) on the y direction. For
simplicity, let h = l = 1. Let
A(x, y) =
{
1, −1/2x1/2,−1/2y1/2,
0 elsewhere.
B0(x, y) =
∫ 1/2
−1/2
A(x + t, y + t) dt .
Deﬁne
I1f (x, y) =
∫ x+1/2
x−1/2
f (u, y) du, I2f (x, y) =
∫ y+1/2
y− 12
f (x, u) du,
I3f (x, y) =
∫ 1/2
−1/2
f (x + t, y + t) dt .
Then B3n(x, y) = In1 In2 In3 B0(x, y) ∈ S2n3n+1(1) are polynomial B-splines (cf. [1]).
B0(x, y) is a bivariate spline with great interpolation property. However, it is not orthonormal. To
construct a continuous orthonormal bivariate spline, we let
Or(x, y) = a
∫ 1/2
−1/2
A(x + t, y + t) dt + b
∫ 1/2
−1/2
A(x + t, y + t)t dt
+ c
∫ 1/2
−1/2
A(x + t, y + t)t2 dt .
Obviously, it is a continuous bivariate polynomial spline on the hexagonal supportH ={−1x1,−1
y1,−1x − y1}. It should satisfy the orthonormal conditions∫ ∞
−∞
∫ ∞
−∞
Or(x − k, y − l)Or(x − m, y − n) dx dy
= k,m,l,n =
{
1 if m = k, l = n,
0 if m = k or l = n, k, l,m, n = 0,±1,±2, . . . .
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Speciﬁcally, we conclude∫ ∞
−∞
∫ ∞
−∞
Or(x, y)Or(x, y) dx dy = 1,
∫ ∞
−∞
∫ ∞
−∞
Or(x − 1, y)Or(x, y) dx dy = 0,∫ ∞
−∞
∫ ∞
−∞
Or(x, y − 1)Or(x, y) dx dy = 0,
∫ ∞
−∞
∫ ∞
−∞
Or(x − 1, y − 1)Or(x, y) dx dy = 0.
The solution is
Or(x, y) = 27 − 3
√
161
20
∫ 1/2
−1/2
A(x + t, y + t) dt + 6
√√
161 + 6
5
∫ 1/2
−1/2
A(x + t, y + t)t dt
+ 9
√
161 − 21
5
∫ 1/2
−1/2
A(x + t, y + t)t2 dt .
The graph of the spline is shown below.
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