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In a traditional database system, the result of a query is a set of values (those values that satisfy the query). In other data servers, such as a system with queries baaed on image content, or many text retrieval systems, the result of a query is a sorted list. For example, in the case of a system with queries based on image content, the query might aak for objects that are a particular shade of red, and the result of the query would be a sorted list of objects in the database, sorted by how well the color of the object matches that given in the query. A multimedia system must somehow synthesize both types of queries (those whose result is a set, and those whose result is a sorted list) in a consistent manner.
In this paper we discuss the solution adopted by
Garlic, a multimedia information system being developed at the IBM Almaden Research Center. This solution is based on "graded" (or "fuzzy") sets.
Issues of efficient query evaluation in a multimedia system are very different from those in a traditional databaae system. Thk is because the multimedia system receives answers to subqueries from various subsystems, which can be accessed only in limited ways. For the important class of queries that are conjunctions of atomic queries (where each atomic query might be evaluated by a different subsystem), the naive algorithm must retrieve a number of elements that is linear in the databzse size. By contraat, here art algorithm is given, which haa been implemented in Garlic, such that if the conjuncts are independent, then with arbitrarily high probability, the total number of elements retrieved in evahtating the query is sublinear in the database size (in the caae of two conjuncts, it is of the order of the square root of the size of the database). It is also shown that for such queries, the algorithm is optimal. The matching upper and lower bounds are robust, in the sense that they hold under almost any reasonable rule (including the standard min rule of fuzzy logic) for evaluating the conjunction. Finally, we find a query that is provably hard, in the sense that the naive linear algorithm is essentially optimal.
Permission to make digital{hard copies of all or part of this material for persnrral or classroom use is granted without fee provided that the copies are not made or distributed for profit or commercial advantage, the copyright notice, the title of the publication and its date appear, and notice is given that copyright ia by permission of the ACM, Inc. To copy otherwise, to repubtish, to post on servers or to redistribute to lists, requires specific permission and/or fee. PODS In this paper, we discuss the semantics of Garlic queries.
This semantics resolves the mismatch that occurs because the result of a QBIC query is a sorted list (of items that match the query best), whereas the result of a relational database query is a set. Our semantics uses "graded" (or "fuzzy" ) sets [Za65] . Issues of efficient query evaluation in such a system are very different from those in a traditional database system. As a first step in dealing with these fascinating new issues, an optimaJ algorithm for evaluating an important class of Garlic queries is presented. This algorithm has been implemented in Garlic.l
In Section 2, we discuss the problem of the mismatch in semantics in more det ail, and give our simple solution. In Section 3, we consider various operators in the literature for conjunction and disjunction, and focus on those properties of interest to us for the conjunction, namely "strictness"
and "monotonicity".
In Section 4, we present algorithms for evaluating the conjunction of at omit queries. In Section 5, we define the performance cost of algorithms, and give a result that says that the performance cost of our algorithm is small (in particular, sublinear), under natural assumptions. This upper bound depends on conjunction being monotone. In Section 6, we give a lower bound, which implies that the cost of our algorithm is optimal up to a constant factor. This lower bound depends on conjunction being strict.
In Section 7, we give an example of a query lAfis~a pritcltarrj did the impknentation.
that is hard (in the sense that every algorithm for this query must retrieve a linear number of objects in the database).
In Section 8, we discuss the effect of various assumptions on the existence of efficient algorithms. In Section 9, we give our conclusions.
Semantics
In response to a query, QBIC returns a sorted list of the top, say, 10, items in its database that match the query the best, For example, if the query asks for red objects (where "red" might be selected from a color wheel), then the result would be a sorted list with the reddest object first, the next reddest object second, etc.
By contrast, the result of a query to a relational database is simply a set. This leads to a mismatch:
the result of some queries is a sorted list, and for other queries, it is a set. How do we combine such queries in In redlty, it might be expressed by selecting a color from a color wheel, or by selecting an image I (that might be predominantly red) and eaklng for other images whose colors are "close to" that of image 1. Systems such as QBIC have sophisticated color-matching algorithms [NBE+93] that compute the difference between the colors of two images. For example, au image that contains a lot of red and a little green might be considered moderately close in color to another image with a lot of pink aud no green. graded set as corresponding to a sorted list, where the objects are sorted by their grades. Thus, a graded set is a generalization of both a set and a sorted list.
Although our graded-set semantics is applicable very generally, we shall make certain simplifying assumptions for the rest of the paper. This will make the discussion and the statement of the results easier. Furthermore, these simplifying assumptions enable us to avoid messy implementation-specific details (such as object-oriented system versus relational database system, and the choice of query language). It is easy to see that our semantics is very robust, and does not depend on any of these assumptions.
On the other hand, our results, which we view only M a first step, do depend on our assumptions.
We assume that all of the data in all of the subsystems that we are considering (that are accessed by Garlic)
deal with the attributes of a specific set of objects of some fixed type.
In the running example involving compact disks that we have been considering, each query, such as Artist= 'Beatles' or AlbumColor='red', deals with the attributes of compact disks. As in these examples, we take atomic queries to be of the form X = i!, where X is the name of an attribute, and tis a target. for every object x. For example, /.tAAA(z) = /JA(Z). This is desirable, since then an optimizer can replace a query by a logically equivalent query, and be guaranteed of getting the same answer.
Furthermore, the scoring function min for conjunction is monotone, in the sense that if pA (z) < PA (2?), and
Similarly, the scoring function max for disjunction is monotone. found to perform empirically quite well. These are also monotone and strict. are not many objects that satisfy the first conjunct Artist= 'Beatles', a reasonable way to evaluate this query would be to first determine all objects that satisfy the first conjunct (call this set of objects S), and then to obtain grades from QBIC for the second conjunct for all objects in S.3 We can thereby obtain a grade for all objects for the full query. If the artist is not the Beatles, then the grade for the object is O (since the minimum of O and any grade is O). If the artist is the Beatles, then the grade for the object is the grade obtained from QBIC in evaluating the second conjunct (since the minimum of 1 and any grade g is g). Note that, as we would expect, the result oft he full query is a graded set where (a) the only objects whose grade is nonzero have the artist as the Beatles, and (b) among objects where the artist is the Beatles, those whose album cover are closest to red have the highest grades.
Monotonicity
Let us now consider a more challenging example of a conjunction of atomic queries, where more than one conjunct is "nontraditional". An example would be the query (Color= 'red~A (Shape= 'round').
For the sake of this example, we assume that one subsystem deals wit h colors, and a completely different subsystem deals wit h shapes. Let Al denote the subquery Color= 'red', and let A2 denote the subquery Shape= 'round'.
The grade of an object x under the query above is the minimum of the grade of z under the subquery Al from one subsystem and the grade of x under the subquery A2 from the second subsystem. Therefore, Garlic must again combine results from two different subsystems.
Assume that we are interested in obtaining the top k answers (such as k = 10). This means that we want to obtain k objects with the highest grades on this query (along with their grades). If there are ties, then we want to arbitrarily obtain k objects and their grades such that for each y among these k objects and each z not among these k objects, /.4Q(y)~#Q(z) for this query Q. There is an obvious naive algorithm:
1. Have the subsystem dealing with color to output explicitly the graded set consisting of all pairs (z, P& (z)) for every object z.
2. Have the subsystem dealing with shape to output 3we are~~umjng that QBIC can do such "random~cesses" (which, in fact, it can). We return to this issue shortly. explicitly the graded set consisting of all pairs (~, PA, (z)) fOr every object z.
3. Use this information to compute pA1AA2 (z) = min {PAI (z), PAZ(z)} for every object z. For the k objects z with the top grades pA, AAZ(z), output the object along with its grade.
Can we do any better? On the face of it, it is not clear how we can efficiently obtain the desired k answers (or even what "efficient" means!) What can we assume about the interface between
Garlic and a subsystem such as QBIC? In response to a subquery, such as Color= 'red', we can assume that the subsystem will output the graded set consisting of all objects, one by one, along with their grades under the subquery, in sorted order based on grade, until Garlic tells the subsystem to stop. Then Garlic could later tell the subsystem to resume outputting the graded set where it left off. Alternatively, Garlic could ask the subsystem for, say, the top 10 objects in sorted order, along with their grades, then request the next 10, etc. We refer to such types of access as "sorted access".
There is another way that we could expect Garlic to interact with the subsystem. Garlic could ask the subsystem the grade (with respect to a query) of any given object. We refer to this as "random access". Shortly, we shall give an algorithm that evaluates conjunctions of atomic queries, and returns the top k answers. In fact, the algorithm applies to any monotone query.
We note, however, that in the case of max, which is certainly monotone, and which standard fuzzy disjunction is defined in terms of, there is a much more efficient algorithm, as we shall discuss at the end of this section. Finally, as is discussed in another paper [FW95], this algorithm applies also when the user can weight the relative importance of the conjuncts (for example, where the user decides that color is twice as important to him as shape), since such "weighted conjunctions" are also monotone. We now give a proposition that is the key as to why our algorithm is correct. Let us say that a set X of objects is upwards closed with respect to a query Q if whenever x and y are objects with x c X and
, then Y~X. Thus, -X is upwards closed with respect to Q if every object with a grade under Q that is strictly greater than that of a member of X is also in X. The algorithm consists of three phases: sorted access, random access, and computation. We now prove correctness of this algorithm. Let N be the total number of objects z.
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Therefore, Xi contains all N objects for each i. Hence, n&X~contains all N objects. Now by assumption, k S N. Therefore, n~l X~contains at least k objects.
So T is well-defined in the sorted access phase of the algorithm (as the least~such that n~lx~contains at least k objects).
By definition, Y has k members. Under our definition of "the top k answers" , we need only show that if z is an arbitrary object not in Y, then for every~6 Y we have /4Q(y)~#Q(z).
Assume that z # Y, and
for some v~Y; we shall derive a contradiction.
Since ( XiO is upwards closed, it follows that z E Xi", as desired. H Let go = pQ(xo). Intuitively, Z. is a subsystem that has shown the smallest grade go in the sorted access phase of algorithm do, and ZO is an object with this smallest grade go in subsystem Z.. By the min rule, Z. has overall grade go. Define the candidates to be the objects z c X; with~AiO (z) > go. We use the word "candidates", since these turn out to be the only candidates we need to consider for the set of objects with the top k answers. Define algorithm~to be the result of replacing all occurrences of U~l X$ in algorithm & by the set of candidates. Thus, algorithm~is defined by taking the sorted access phase to be the same as the sorted access phase of algorithm &, and taking the remaining two phases as follows:
2.
3.
Let Z. be an object in L whose grade PQ(~O ) is the least of any member of L. Let i. be a subsystem such that PAiO (zo) = p~(zo). Let go =~~(z. ).
The candidates are defined to be the objects x E X$' with /.LAiO(x)~go. For each candidate x, do random access to each subsystem j # i. to find pAj (z). (where the scoring function t is max), algorithm f30 correctly wturns the top k answers.
As we shall discuss later (in particular, after we define "performance cost" ), the algorithm I?. has substantially better performance than algorithm~.
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Performance cost
In this section, we consider the performance cost of algorithms for evaluating queries.
In particular, we focus on the cost of algorithm~when the scoring function is monotone. where we want a more realistic cost measure than our definition of the databsse access cost. The important point is that our lower and upper bounds are sufficiently robust that they probably apply even with this more realistic cost measure.
We will make probabilistic statements about the performance cost of algorithms, and so we will need to define a probabilistic model. Let N be the number of objects in the database.
Our results say that if the atomic queries Al, . . . . Am are independent, then with arbitrarily high probability, the cost of algorithm & for evaluating F~(Al,..., Am) is O(lJtm-lJlmkl/m), which is sublinear (in contrast to the naive algorithm we described near the beginning of Section 4, which is linear).
In particular, if m = 2 (so that there are exactly two atomic queries Al and A2 ), then the cost of algorithm & is of the order of the square root of the database size. We now define our terms, to make these statements more precise. We may refer to this primitive statement as a primitive {i, i'}-si!atement, where we explicitly mention the two subsystems (i and it) that are involved.
We now define what it means when we say that "the atomic queries are independent".
There are two conditions.
The first condition says intuitively that there is no interaction between primitive {i, i'}-statements That is, the probability of the conjunction is the product of the probabilities. The second condition says that the probabilities do not depend on the names of the objects.
It says that for each permutation n of 1,..., N, we have:
It is straightforward to verify that taken together, our two conditions that define the notion of "the atomic queries are independent" are equivalent to saying that the probabilities of conjunctions of primitive statements behave as if each sorted list ai contains the objects in random order, independent of the other lists, such that within each a,, each permutation of 1, ..., N has equal probability.
Before we can prove a theorem on the cost of algorithm &, we need a lemma. In this lemma, when we say that B2 is a random set of /2 members of {l,..., N}, we mean that all subsets of {1,..., N} of cardinality 12 are selected with equal probability. Before we state the lemma, let us explain how it will be used. In the sorted access phase of algorithm &, sorted access to each subsystem takes place until there are at least k matches. That is, the sorted access phase continues until each subsystem has output T values under sorted access where T has the property that n~lX+ contains at least k members.
Therefore, in our analysis we are interested in determining, as a function of N, r 1. the expected size M of fl~lX~, and 2. the probability that the size of n&X$ is much smaller than this expected size M (in particular, is at most M/2).
We compute these quantities in an inductive fashion, by determining, for each j with 1 < j < m, the expected size of (7j=1 X$, and the probability that the size of n;=l X: is at most half of the expected size. In order to carry out this induction, we must know, as a function of N, 41,12, the expected size of the intersection of tl members of {1, . . . . N} with !2 randomly selected members of {l,. . ., N}, and the probability that the size of this intersection is at most half of the expected size. That is what the following lemma does, under the assumption that 11 is not too big (in the lemma, for convenience we simply assume that 11/N s 1/10). We denote the size of 1? by IBI. and what we mean by "with arbitrarily high probability". We consider the following formal framework.
We are considering a scenario where there are m atomic queries Al, ..., Am over a database with N objects, which we are takhg to be 1,.. ., N. For the purposes of this paper, it is convenient to focus on the graded sets associated with each atomic query. Therefore, we define a scoring database to be a function associating with each i (for i = 1, ..., m) a graded set, where the objects being graded are 1, ..., N. Intuitively, the ith graded set in the scoring database is the graded set corresponding to the result of applying atomic query Ai to the original database. We may speak of random access (resp., sorted access) to the ith graded set in the scoring database, which corresponds to random access (resp., sorted access) to the original database under atomic query Ai. We define a skeleton (on N objects) to be a function associating with each i (fori= l,..., m) a permutation of 1, ..., N. A scoring database D is consistent with skeleton S if for each i, the ith permutation in S gives a sorting of the ith graded set of D (in descending order of grade). A scoring database can be consistent with more than one skeleton if there are ties, that is, if for some i two distinct objects have the same grade in the ith graded set.
We are interested in the database access cost of algorithms that find the top k answers for Ft(A1, ..., A*).
For simplicity, we shall consider algorithms as being run against the scoring database (as opposed to being run against the original database), since the scoring database captures all that is relevant. Our algorithms are allowed only to do sorted access and random access to the scoring database. Because of ties, the sorted access cost might depend on which skeleton was used during the course of the algorithm. That is, if objects z and y have the same grade in list i, then it is possible that either z or y appears first during a sorted access to list Z. If A is an algorithm, D is a scoring database, and S is a skeleton such that 'D is consistent with S, we define cost(d, D, S) to be the database access cost (the total number of sorted accesses and random accesses) of algorithm A when applied to scoring database 2) provided sorted access goes according to skeleton S. We define cost(d, S) to be the maximum of cost(A, 22, S) over all scoring databases D that are consistent with S.4 Thus, the cost of an algorithm over a skeleton is the worst-case cost of the algorithm over all scoring databases consistent with the skeleton. Similarly, we define sortedcost (A, S), where we consider only the cost of sorted access. Note that if a scoring database D is consistent with more than one skeleton, then the specification of algorithm A says that d gives the top k answers with input D no matter which of these skeletons the algorithm "sees", that is, no matter which skeleton is used when the algorithm is run (although conceivably the database access cost might be different for different skeletons), The answers could also be different if there are ties, since in this case "the top k answers" could be one of several possibilities.
We now explain how we formalize the meaning of the statement that "if the atomic queries are independent, then with arbitrarily high probability the database access cost for algorithm do is O(N(m-l)fmkl/m)". To prove our lower bound, we need to assume that the scoring function t is strict. We now give our lower bound, which says intuitively that every correct algorithm has database access cost at least a constant times that of our algorithm &. Again, the proof is omitted.
Let us assume that t is monotone and strict.
Theorem 6.4 tells us that except for algorithms with an extremely large random access cost (at least equal to the number of objects in the database), no correct algorithm can have a sorted access cost less than a constant times that of our algorithm~.
Since the random access cost of our algorithm & is at most a constant times the sorted access cost, this tells us that except for algorithms with an extremely large random access cost, no correct algorithm can have a sorted access cost less than a constant times the database access cost of our algorithm &.
As we noted in Section 5, this shows that the cost performance of& is optimal up to a constant factor even under arbitrary cost measures where we charge more for each sorted access than for each random access.
A provably hard query
We have given an algorithm for evaluating the conjunction of atomic queries that is efficient when the conjuncts are independent.
What if the conjuncts are not independent ?
As we see from both our algorithm& (upper bound) and from our lower bound machinery (in particular, Lemma 6.1), in order to obtain the top k answers it is necessary to retrieve roughly T objects from the database, where T is the least value such that n~lX$ contains at least k members. Let us consider only the standard fuzzy semantics, where conjunction is evaluated by the rein, and negation is evaluated by letting PaA(~) = 1 -/.LA(cc). Then P~A+(~) = 1/2 when pQ(z) = 1/2. Furthermore, it is easy to see that 1/2 is the maximal possible value under Q A =Q.
For convenience, we restrict our attention in this SeCtiOn to scoring databases where /.LQ(z) # PQ(~) whenever x and y are distinct objects. This way, there are no ties.
We now give a theorem that says that the database access cost for finding the top answer to QA-TQ is @(N). In this case (where, unlike before, no probabilities are involved), this means that 1.
2.
There is an algorithm A for finding the top answer to Q A ?Q, and a constant c1, such that for every skeleton S and every N, cost(d, S)~cIN.
(This is trivial, since we can take A to be the naive algorithm described near the beginning of Section 4.)
For every algorithm A for finding the top answer to Q A 7Q, there is a constant cz such that for every skeleton S and every N, COSt(A, S)~c2N. (where t is rein). We now give an algorithm that finds the top answer (it is easy to see how to modify this algorithm to obtain the top k answers).
1.
4.
Give subsystem 2 the query A.z under sorted access.
Thus, subsystem 2 begins to output, one by one in sorted order based on grade, the graded set consisting of all pairs (z, pA2 (3)).
As each pair (x, pA2 (z)) is output from subsystem 2, do random access to subsystem 1 to obtain PA,(z).
Stop as soon aa an object z is found such that P.4, (~)~%(~).
For all of the objects z that have been seen, let Correctness is easy to verify, since it is straightforward to see that no object that has not been seen can have overall grade greater than gO. Assume that not only are the atomic queries Al, AZ independent, but also the grades of the objects under the query Al are uniformly distributed in [0, 1], and the maximum valueõ f the grades of the objects under the query AZ is less than 1 (note that we can find out the value of -y with one sorted access). Then the expected time to stop is after at most 1/(1 -~) objects have been seen, independent of the number N of objects in the database, since pdPAi (s) 2 v] = 1 -T for each object x. Clearly other assumptions will lead us to consider other algorithms.
It is an important problem to find other natural assumptions that lead to other efficient algorithms in cases of interest.
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Conclusions
We have presented a semantics for Garlic, that allows us to combine information from different subsystems in a natural way. Furthermore, we have presented an algorithm that works efficiently on probably the most important class of queries, and given results that say that its performance cost is optimal. Both the upper bound and lower bound are quite robust, and hold for almost any reasonable rule for evaluating the conjunction.
