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HIGH-ORDER NUMERICAL METHODS FOR SOLVING TIME
FRACTIONAL PARTIAL DIFFERENTIAL EQUATIONS
ZHIQIANG LI, ZONGQI LIANG, AND YUBIN YAN
Abstract. In this paper we introduce a new numerical method for solving
time fractional partial differential equation. The time discretization is based
on Diethelm’s method where the Hadamard finite-part integral is approxi-
mated by using the piecewise quadratic interpolation polynomials. The space
discretization is based on the standard finite element method. The error es-
timates with the convergence order O(τ3−α + h2), 0 < α < 1 are proved in
detail by using the argument developed recently by Lv and Xu [23] in “Error
analysis of a high order method for time-fractional diffusion equations. SIAM
J. Sci. Comput., (38)2016, pp. A2699-A2724. ”, where τ and h denote the
time and space step sizes, respectively. Numerical examples in both one- and
two-dimensional cases are given.
1. Introduction
In this paper, we will consider the numerical methods for solving the following




t u(x, t)−∆u(x, t) = f(x, t), x ∈ Ω, t ∈ (0, T ],(1.1)
u(x, 0) = u0, x ∈ Ω,(1.2)
u(x, t) = q(x, t), x ∈ ∂Ω, t ∈ (0, T ],(1.3)
where Ω ⊂ Rd, d = 1, 2, 3 is a convex polygonal/polyhedral domain and ∆ denotes
the Laplacian. Here f and q are two given functions and C0 D
α
t x(t), 0 < α < 1
denotes the Caputo fractional order derivative. Many application problems can
be modelled by (1.1)-(1.3), for example, the thermaldiffusion in media with frac-
tional geometry [28], highly heterogeneous aquifer [1], underground environmental
problem [10], random walk [9], [25], etc.
To solve (1.1)-(1.3) numerically one needs to approximate the time fractional
order derivative. There are three predominant approximations in literature: finite
difference method (L1 scheme) [13], [20], the Gru¨nwald-Letnikov method, [35], [36],
Diethelm’s method [4], [7]. The L1 scheme is obtained by approximating the first
order derivative with the finite difference quotients in the definition of the fractional
derivative. The Gru¨nwald-Letnikov method is based on the convolution quadrature
and finally the Diethelm’s method is based on the approximation of the Hadamard
finite-part integral.
Langlands and Henry [13] considered the L1 scheme for the Riemann-Liouville
derivative and proved that the convergence order is O(τ2−α) if u ∈ C2[0, T ]. Lin
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and Xu [20] studied the L1 scheme for the Caputo fractional derivative and proved
that the convergence order is also O(τ2−α) if u ∈ C2[0, T ], see also [31], [17],




t u ∈ L1(0, T ), see also [12], [24], [26], [27], [29], [30], etc.
Yuste and Acedo [35] considered a Gru¨nwald-Letnikov discretization of the Riemann-
Liouville derivative and provided a von Neumann type stability analysis. Zeng et
al. [36] introduced two fully discrete schemes with convergence order O(τ2−α) if
u ∈ C2[0, T ] by using fractional linear multistep method in time to approximate
the convolution integral, see also [34], [22], [2], [11], [18], etc.
Diethelm [4] introduced a finite difference scheme to approximate the Riemann-
Liouville fractional derivative by using the Hadamard finite-part integral and showed
that the truncation error is O(τ2−α) if u ∈ C2[0, T ]. The scheme in [4] is obtained
by approximating the Hadamard finite-part integral with the linear interpolation
polynomials. This scheme is actually equivalent to the L1 scheme [13], [20] since
the weights are the same. Ford et al. [6] applied the Diethelm’s method for solving
time fractional partial differential equation and proved that the convergence order
is O(τ2−α) if u ∈ C2[0, T ]. Higher order Diethelm’s schemes are also available in
the literature, see [5], [7], [33], [19], etc.
Recently, Gao et al. [8] obtained a high order numerical differentiation for-
mula with O(τ3−α), 0 < α < 1 for the Caputo fractional derivative by discretizing
fractional derivative directly and applied this formula for solving a time fractional
diffusion equation. But there are no error estimates in [8]. Li et al. [15] also
introduced a high order O(τ3−α), 0 < α < 1 numerical method to approximate
the Caputo fractional derivative and applied this method for solving time frac-
tional advection-diffusion equations, see also [3], [16]. However the error estimates
and stability analysis in [15] are provided only for α ∈ (0, α0) with some positive
α0 ∈ (0, 1), see also [3], [16]. More recently, Lv and Xu [23] proposed a higher
order numerical method which is slightly different from the method in Gao et al.
[8] for solving time fractional diffusion equation and proved that the scheme has
the convergence order O(τ3−α) for all α ∈ (0, 1).
Yan et al. [33] introduced a numerical method for solving linear fractional dif-
ferential equation with convergence order O(τ3−α), 0 < α < 1 by approximating
the Hadamard finite-part integral with the quadratic interpolation polynomials fol-
lowing Diethelm’s idea in [4]. They obtained an asymptotic expansion of the error,
but there are no error estimates proved in [33]. Recently, Li et al. [19] gave the
detailed and thorough error estimates for the numerical method in [33] for solving
the linear fractional differential equation.
In this paper, we will consider the numerical method for solving time fractional
partial differential equation. The time discretization is based on the numerical
method in [33] and the space discretization is based on the standard finite element
method. The error estimates with convergence order O(τ3−α + h2) are proved in
detail by using the argument developed in [23] (see also [19]). The assumption of
the regularity for the exact solution in our paper is u ∈ C3([0, T ], H2(Ω)) = C3(H2)
which is much weaker than the assumption for the solution u in Li et al. [15] where
u ∈ C5(H2). In [15], the exact solution u needs to satisfy ∂u(x,0)∂t = ∂
2u(x,0)
∂t2 = 0 in
order to obtain the required convergence order O(τ3−α), 0 < α < 1. Our numerical
method has no such requirements for the solution u.
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The paper is organized as follows. In Section 2, we consider the time discretiza-
tion of the time fractional partial differential equations and prove that the numerical
method has the convergence order O(τ3−α) for all 0 < α < 1. In Section 3, we
consider the error estimates for solving time fractional partial differential equation
in the fully discrete case where the spatial variables are discretized by using stan-
dard Galerkin finite element method. Finally in Section 4, we give some numerical
examples in both one-dimensional and two-dimensional cases.
By C we denote a positive constant independent of the functions and parameters
concerned, but not necessarily the same at different occurrences. By c0, c1, c2 we
denote some particular positive constants independent of the functions and param-
eters concerned.
2. Time discretization
In this section, we will consider the time discretization of (1.1)-(1.3). Recall that











Let N denote the set of all natural numbers then, for p /∈ N, on a general interval




















denotes the Hadamard finite-part integral. bpc denotes the largest integer
not exceeding p, where p 6∈ N.
It is easy to show that the Riemann-Liouville fractional derivative in (2.1) can









We will approximate the Hadamard finite-part integral by using piecewise qua-
dratic interpolation polynomial. Let n = 2M , where M denotes a fixed positive
integer. Let 0 = t0 < t1 < t2 < · · · < t2j < t2j+1 < · · · < t2M = T be a partition of
[0, T ] and τ the step size. For simplicity of notation, we assume that T = 1 below.




2M , the equation (1.1) can be written as
(2.5) R0 D
α
t [u(x, t2j)− u0]−∆u(x, t2j) = f(x, t2j), j = 1, 2, . . . ,M,
and at the point t2j+1 =
2j+1
2M , the equation can be written as
(2.6) R0 D
α
t [u(x, t2j+1)− u0]−∆u(x, t2j+1) = f(x, t2j+1), j = 1, 2, . . . ,M − 1.
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w−1−αu(x, t2j − t2jw) dw,(2.7)
where the integral denotes the Hadamard finite-part integral.
We will approximate the integral by a piecewise quadratic interpolation polyno-
mial with the equispaced nodes 0, 12j ,
2
2j , . . . ,
2j
2j , j = 1, 2, . . . ,M . More precisely,







w−1−αg2(w) dw + E2j(g),
where g2(w) is the piecewise quadratic interpolation polynomial of g(w) defined on
the nodes 0 < 12j <
2
2j < · · · < 2j2j = 1, j = 1, 2, . . . ,M , and E2j(g) is the remainder
term.
Lemma 2.1. [19, Lemma 3.1] Let 0 < α < 1. Assume that g ∈ C3[0, 1]. Then,












where, with j = 1,
(−α)(−α+ 1)(−α+ 2)(2j)−ααl,2j =

2−α(α+ 2), for l = 0,
(−α)22−α, for l = 1,
1
2F2(1), for l = 2,




2−α(α+ 2), for l = 0,
(−α)22−α, for l = 1,
(−α)(−2−αα) + 12F0(2), for l = 2,
−F1(k), for l = 2k − 1, k = 2, 3, . . . , j,
1
2 (F2(k) + F0(k + 1)), for l = 2k, k = 2, 3, . . . , j − 1,
1
2F2(j), for l = 2j.
Here
F0(k) =(2k − 1)(2k)
(





(2k − 1) + 2k
)(





(2k)−α+2 − (2(k − 1))−α+2
)
(−α)(−α+ 1),(2.10)
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F1(k) =(2k − 2)(2k)
(





(2k − 2) + 2k
)(









F2(k) =(2k − 2)(2k − 1)
(





(2k − 2) + (2k − 1)
)(





(2k)−α+2 − (2k − 2)−α+2
)
(−α)(−α+ 1).(2.12)
Next we consider the discretization of (2.6). At the point t2j+1 =
2j+1
2M , j =






















w−1−αu(x, t2j+1 − t2j+1w) dw.
We approximate this Hadamard finite-part integral by a piecewise quadratic
interpolation polynomial with the equispaced nodes 0, 12j+1 ,
2
2j+1 , . . . ,
2j
2j+1 , j =









w−1−αg2(w) dw + E2j+1(g),
where g2(w) is the piecewise quadratic interpolation polynomial of g(w) defined on
the nodes 0, 12j+1 ,
2
2j+1 , . . . ,
2j
2j+1 , j = 1, 2, . . . ,M−1 and E2j+1(g) is the remainder
term.













where αk,2j+1 = αk,2j , k = 0, 1, 2, . . . , 2j, j = 1, 2, . . . ,M − 1 and αk,2j are given in
Lemma 2.1.
By using (2.7)-(2.9), we obtain the following approximation of the Riemann-
Liouville fractional derivative R0 D
α
t u(x, t) at t = t2j , j = 1, 2, . . . ,M
(2.15) R0 D
α











and we denote R2j2 = O(τ
3−α) [33] and
the weights wk,2j , k = 0, 1, 2, . . . , 2j, j = 1, 2, . . . ,M satisfy
(2.16) Γ(3− α)wk,2j = (−α)(−α+ 1)(−α+ 2)(2j)−ααk,2j , k = 0, 1, 2, . . . , 2j.
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For the Caputo fractional derivative C0 D
α
t u(x, t) at t = t2j , j = 1, 2, . . . ,M , we
have, noting that R0 D
α

























where the weights, with k = 0, 1, 2, . . . , 2j − 1, j = 1, 2, . . . ,M ,
(2.18) w¯k,2j = wk,2j , w¯2j,2j = w2j,2j − (2j)
−α
Γ(1− α) .
















where, with k = 0, 1, 2, . . . , 2j, j = 1, 2, . . . ,M − 1,
(2.19) w¯k,2j+1 = wk,2j , w¯2j+1,2j+1 = w2j+1,2j+1 − (2j + 1)
−α
Γ(1− α) .
The exact solution u in (2.5)-(2.6) then satisfies, with l = 2, 3, . . . , 2M ,
w¯0,lu(x, tl)− τα∆u(x, tl) = Il −
l∑
k=1
w¯k,lu(x, tl−k) + ταf(x, tl)− ταRl2,
or





dk,lu(x, tl−k) + (w¯0,l)−1ταf(x, tl)− (w¯0,l)−1ταRl2,(2.20)
where dk,l = −w¯k,l/w¯0,l, k = 1, 2, . . . , l, l = 2, 3, . . . , 2M , where Il is defined by
Il =
{




(t2j+1 − s)−α−1 u(x, s) ds, l = 2j + 1, j = 1, 2, . . . ,M − 1,
For the simplification of notation, we omit the dependence of the exact solution
u(x, t) on x below. Let ul ≈ u(x, tl), l = 0, 1, 2, . . . , 2M denote the approximate
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solution of u(x, tl). We define the following numerical method to approximate the
exact solutions in (2.20), with l = 2, 3, . . . , 2M ,




l−k + (w¯0,l)−1ταf(x, tl),
where I˜l is some approximation of Il discussed below in (2.23). Here we assume
that u0 = u0 and u
1 will be approximated below in (2.22).
To approximate u(x, t1) with the required accuracy O(τ
3−α) which will be the
convergence order of our numerical method (2.21), we divide the interval [0, t1] by




1 < · · · < t(n1)1 = t1 with step size τ˜ such that
τ˜2−α ≈ τ3−α, where n1 is some positive integer. We then apply the numerical
method with the convergence order O(τ˜2−α) in [4] to get the approximate value
u1 ≈ u(x, t1) such that, with e1 = u1 − u(x, t1),
(2.22) ‖e1‖ = ‖u1 − u(x, t1)‖ = O(τ˜2−α) = O(τ3−α),
where ‖ · ‖ denotes the L2 norm.
We also need to approximate the integral Il in (2.20) with the required accuracy
O(τ3) which we shall use in (2.24). Let n2 be some positive integer, we divide the




1 < · · · < t(n2)1 = t1 with step
size τ such that τ2 ≈ τ3−α. We then apply the composite trapezoidal quaduature
rule on [0, t1] which has the convergence order O(τ
2). More precisely, we have











(t2j+1 − s)−α−1 u˜(x, s) ds
∥∥∥
= ταO(τ2) = O(τ3),(2.23)
where u˜(x, s) is the piecewise linear interpolation polynomial of u(x, s) on [0, t1],
which implies that Il − I˜l = O(τ3). We need this approximation below in (2.24).
Let el = ul − u(x, tl), l = 0, 1, . . . , 2M . Subtracting (2.20) from (2.21), we have,
by (2.23),




l−k + (w¯0,l)−1ταRl2, l = 2, 3, . . . , 2M,
where e0 = 0 and e1 is approximated in (2.22) and dk,l = −w¯k,l/w¯0,l, k = 1, 2, . . . , l, l =
2, 3, . . . , 2M are defined as in (2.18) and (2.19).
Note that, by (2.18) and (2.19), d1,l = −w¯1,l/w¯0,l, l = 2, 3, . . . , 2M is a constant
which is independent on l = 2, 3, . . . , 2M . Further we define
d1,1 := d1,l, l = 2, 3, . . . , 2M.
We now denote
(2.25) e¯l = el − ηel−1, η = d1,l
2
, l = 1, 2, 3, . . . , 2M,
where η is a constant independent on l = 1, 2, . . . , 2M .
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We have, with l = 2, 3, . . . , 2M ,





l−k + (w¯0,l)−1ταRl2 − ηel−1
= η(el−1 − ηel−2) + (η2 + d2,l)el−2 + d3,lel−3 + · · ·+ dl−1,le1 + dl,le0 + (w¯0,l)−1ταRl2
= η(el−1 − ηel−2) + (η2 + d2,l)(el−2 − ηel−3)
+ (η3 + d2,lη + d3,l)e
l−3 + d4,lel−4 + · · ·+ dl,l−1e1 + dl,le0 + (w¯0,l)−1ταRl2
= . . .
= η(el−1 − ηel−2) + (η2 + d2,l)(el−2 − ηel−3)
+ (η3 + d2,lη + d3,l)(e
l−3 − ηel−4)
+ . . .
+ (ηl−2 + d2,lηl−4 + · · ·+ dl−3,lη + dl−2,l)(e2 − ηe1)
+ (ηl−1 + d2,lηl−3 + · · ·+ dl−2,lη + dl−1,l)(e1 − ηe0)
+ (ηl + d2,lη
l−2 + · · ·+ dl−1,lη + dl,l)e0 + (w¯0,l)−1ταRl2.
Denote




ηi−jdj,l, i = 2, 3, . . . , l, l = 2, 3, . . . , 2M,
we have, with d¯1,l = η,




l−k + (w¯0,l)−1ταRl2, l = 2, 3, . . . , 2M.
Lemma 2.3. [19, Lemma 3.3] For 0 < α < 1, the coefficients in (2.27) satisfy,
with l = 2, 3, . . . , 2M ,













−1 ≤ c0τ−α, for some constant c0.(2.31)
Next we will consider the error estimates in Theorem 2.4. To prove the error
estimates in Theorem 2.4 below, we need the further assumption for the initial
approximation u1. Let e¯1 = e1 − ηe0 = e1 be defined as in (2.25), where e1 =
u1 − u(x, t1). By (2.29)-(2.31), we see that 1 ≤ (d¯l,l)−1 ≤ c0τ−α. Thus, with some
fixed l = 2, 3, . . . , 2M , choosing τ˜ sufficiently small as in (2.22) , we may find
(2.32) R12 = O(τ
3−α),
and a constant c1 > 0 such that,
(2.33) ‖e¯1‖21 ≤ c1d¯l,l‖(d¯l,l)−1(w¯0,l)−1ταR12‖2,
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which we need in (2.37) below. By (2.31), we have, noting that d¯l,l < 1 by (2.29)
and (2.30),
(2.34) ‖e¯1‖21 ≤ c1d¯l,l‖(d¯l,l)−1(w¯0,l)−1ταR12‖2 = (O(τ3−α))2.
Now it is ready to introduce the following error estimates.
Theorem 2.4. Let u(x, tl) and u
l, l = 0, 1, . . . , 2M be the exact and approximate
solutions of (2.20) and (2.21), respectively. Assume that u(x, t) ∈ C3[0, T ]. Further
assume that u0 = u0 and u
1 satisfies (2.33). Then there exists a constant C =
C(α, f, T ) such that
‖ul − u(tl)‖2 + (w¯0,l)−1τα
∥∥∇(ul − u(tl))∥∥2 ≤ C(τ3−α)2, l = 2, 3, . . . , 2M.
Proof. Multiplying 2e¯l in both sides of (2.27), we have, with l = 2, 3, . . . , 2M ,














2(∇el,∇e¯l) = (∇el,∇el) + (∇e¯l,∇e¯l)− η2(∇el−1,∇el−1), for l = 1, 2, . . . , 2M.
We have, with l = 2, 3, . . . , 2M ,
























By Cauchy-Schwarz inequality, we have, with l = 2, 3, . . . , 2M , noting that d¯l,l > 0
from (2.29),













By (2.30) and noting that d¯1,l = η , we have
‖e¯l‖2 + (w¯0,l)−1τα‖∇el‖2 ≤d¯1,l‖e¯l−1‖2 + (w¯0,l)−1ταη2‖∇el−1‖2 + d¯2,l‖e¯l−2‖2
+ · · ·+ d¯l−1,l‖e¯1‖2 + d¯l,l‖(d¯l,l)−1(w¯0,l)−1ταRl2‖2.
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By (2.28), we have, noting that d¯1,l = η,




+ d¯2,l‖e¯l−2‖2 + · · ·+ d¯l−1,l‖e¯1‖2 + d¯l,l‖(d¯l,l)−1(w¯0,l)−1ταRl2‖2
≤ d¯1,l
(‖e¯l−1‖2 + (w¯0,l)−1τα‖∇el−1‖2)+ d¯2,l(‖e¯l−2‖2 + (w¯0,l)−1τα‖∇el−2‖2)
+ · · ·+ d¯l−1,l
(‖e¯1‖2 + (w¯0,l)−1τα‖∇e1‖2)+ d¯l,l‖(d¯l,l)−1(w¯0,l)−1ταRl2‖2.
Note that, by (2.18) and (2.19), w¯0,l =
2−α(α+2)
Γ(3−α) , l = 2, 3, . . . , 2M which is
independent on l = 2, 3, . . . , 2M . Further we define
w¯0,1 := w¯0,l, l = 2, 3, . . . , 2M.
We now denote the norm, with l = 1, 2, . . . , 2M ,
(2.36) ‖e¯l‖21 = ‖e¯l‖2 + (w¯0,l)−1τα‖∇el‖2.
We then have, with l = 2, 3, . . . , 2M ,
‖e¯l‖21 ≤ d¯1,l‖e¯l−1‖21 + d¯2,l‖e¯l−2‖21 + · · ·+ d¯l−1,l‖e¯1‖21 + d¯l,l‖(d¯l,l)−1(w¯0,l)−1ταRl2‖2.
By the initial approximation estimate (2.33), we have, with l = 2, 3, . . . , 2M ,
(2.37)
‖e¯1‖21 ≤ c1d¯l,l
∥∥(d¯l,l)−1(w¯0,l)−1ταR12∥∥2 ≤ c1(d¯l,l max
1≤s≤l
∥∥(d¯l,l)−1(w¯0,l)−1ταRs2∥∥2).
We next prove the following by the mathematical induction, with k = 2, 3, . . . , l, l =
2, 3, . . . , 2M ,
(2.38) ‖e¯k‖21 ≤
(







Assume that (2.37) and (2.38) hold true for k = 1, 2, . . . , l− 1, l = 2, 3, . . . , 2M ,
we have, for k = l, by (2.29),
‖e¯l‖21 ≤ d¯1,l
(































+ (1− d¯1,l − · · · − d¯l−1,l)
(
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By (2.30), we have, with l = 2, 3, . . . , 2M ,
‖e¯l‖21 ≤
c1d¯l,l






∥∥(d¯l,l)−1(w¯0,l)−1ταRs2∥∥2 ≤ C max
1≤s≤l
∥∥Rs2∥∥2 ≤ C(τ3−α)2,
where the last inequality is due to the fact Rs2 = O(τ
3−α), 1 ≤ s ≤ l by (2.32),
(2.15), (2.17). Hence we have ‖e¯l‖1 ≤ Cτ3−α, l = 2, 3, . . . , 2M.
Further we have, by (2.28), with l = 2, 3, . . . , 2M ,
‖el‖1 = ‖e¯l + ηel−1‖1 ≤ ‖e¯l‖1 + ‖ηel−1‖1 ≤ Cτ3−α + ‖ηel−1‖1
≤ Cτ3−α + η(Cτ3−α + η‖el−2‖1) ≤ (1 + η)Cτ3−α + η2‖el−2‖1
≤ . . . . . .
≤ (1 + η + η2 + . . . ηl)Cτ3−α ≤ 1
1− ηCτ
3−α ≤ Cτ3−α.(2.39)
Together these estimates complete the proof of Theorem 2.4.

3. The fully Discrete scheme
In this section, we shall consider the fully discretization scheme for solving (1.1)-
(1.3). Here we only consider the error estimates for the homogeneous Dirichlet
boundary condition, i.e., q = 0 in (1.3). But the error estimates in Theorem 3.1 is
also true for the non homogeneous Dirichlet boundary condition. Let Sh ⊆ H10 (Ω)
denote the standard linear finite element space and h the space step size. Let
Rh : H
1
0 (Ω)→ Sh denote the Ritz projection defined by, for ∀ϕ ∈ H10 (Ω),
(∇Rhϕ,∇χ) = (∇ϕ,∇χ), ∀χ ∈ Sh.
It is well known that, see [32],
(3.1) ‖Rhϕ− ϕ‖+ h‖∇(Rhϕ− ϕ)‖ ≤ Ch2‖ϕ‖H2(Ω), ∀ϕ ∈ H2(Ω) ∩H10 (Ω).
We now consider the fully discrete scheme for solving (2.20). Let U lh ∈ Sh, l =
0, 1, 2, . . . , 2M denote the approximation of u(x, tl). We choose U
0
h = Rhu0 and we
assume that U1h ∈ Sh is a suitable approximation of u(t1) which can be obtained
by using some special numerical methods and satisfies the condition (3.3) below.
For l = 2, 3, . . . , 2M , we define the following finite element method: find U lh ∈ Sh,
such that












h , χ) + (w¯0,l)
−1τα(f(tl), χ), ∀χ ∈ Sh.
Theorem 3.1. Let u(x, tl) and U
l
h, l = 0, 1, . . . , 2M be the exact and approximate
solutions of (2.20) and (3.2), respectively. Assume that u ∈ C3([0, T ];H2(Ω)) and
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2 is defined in (2.33).
Then there exists a constant C = C(α, f, T ) such that, with l = 2, 3, . . . , 2M ,
‖U lh −Rhu(tl)‖2 + (w¯0,l)−1τα
∥∥∇(U lh −Rhu(tl))∥∥2 ≤ C(h2 + τ3−α)2.
Further we have
‖U lh − u(tl)‖ ≤ C(h2 + τ3−α), l = 2, 3, . . . , 2M.
Proof. Denote, with l = 1, 2, . . . , N ,
U lh − u(tl) = U lh −Rhu(tl) +Rhu(tl)− u(tl) = θl + ρl.
By (3.1), we have
(3.4) ‖ρl‖ ≤ Ch2‖u‖H2 .
We now estimate θl, l = 2, 3, . . . , N . We have, for ∀χ ∈ Sh,
(θl, χ) + (w¯0,l)
−1τα(∇θl,∇χ)


























l−k, χ) + (w¯0,l)−1τα
(









l−k, χ)− (w¯0,l)−1τα(δl2, χ), ∀χ ∈ Sh,








From the triangle inequality, we have
‖δl2‖ ≤ ‖(Rh − I)C0 Dαt u(tl)‖+ ‖(Rh − I)Rl2‖+ ‖Rl2‖.
Note that
‖Rl2‖ ≤ Cτ3−α,
‖(Rh − I)Rl2‖ ≤ Ch2τ3−α,




h2 + h2τ3−α + τ3−α
) ≤ C(h2 + τ3−α).
Let
θ¯l = θl − ηθl−1, η = d1,l
2
, l = 1, 2, . . . , 2M.





∥∥(d¯l,l)−1(w¯0,l)−1ταδ12∥∥2) ≤ C(h2 + τ3−α)2.
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We next consider the case for l = 2, 3, . . . , N . We may write the equation (3.5) as
(3.6)





l−k, χ) + (w¯0,l)−1τα(δl2, χ),∀χ ∈ Sh.
Following the same argument as in the proof of Theorem 2.4, we may get, with
l = 2, 3, . . . , 2M ,
‖θl‖2 + (w¯0,l)−1τα ‖∇θl‖2 ≤ C(h2 + τ3−α)2,
Together these estimates with (3.4) completes the proof of Theorem 3.1.

4. Numerical simulations
In this section, we will consider four examples. Examples 1 and 2 are one-








= f(x, t), t ∈ [0, T ], 0 < x < 1,(4.1)
u(x, 0) = 0, 0 < x < 1,(4.2)
u(0, t) = u(1, t) = 0, t ∈ [0, T ],(4.3)
where f(x, t) = Γ(m+1)Γ(m+1−α) t
m−α sin(2pix) + 4pi2tm sin(2pix). The exact solution is
u(x, t) = tm sin(2pix). In Table 1, we choose m = 3.5. In this case the exact
solution u(x, ·) ∈ C3[0, T ].
The main purpose is to check the order of convergence of the numerical method
with respect to the time step size τ for the different fractional orders α. For various
choices of α ∈ (0, 1), we compute the errors in the L2 norm at T = 1. We use the
linear finite element space Sh with the space step size h = 1/2
6 which is sufficiently
small such that the error will be dominated by the time discretization of the method.
We choose the time step size τ = 1/2l, l = 3, 4, 5, 6, 7, i.e, and we divide the interval
[0, T ] into N = 1/τ subintervals with nodes 0 = t0 < t1 < · · · < tN = 1. Then we
compute the error e(tN ) = ‖u(x, tN )− UNh ‖. By Theorem 3.1, we have
(4.4) ‖e(tN )‖ = ‖u(x, tN )− UNh ‖ ≤ Cτ3−α,
To observe the order of convergence we shall compute the error ‖e(tN )‖ at tN = 1
with respect to the different values of τ . Denote ‖eτl(tN )‖ the error at tN = 1 with
respect to the time step size τl. Let τl = τ = 1/2









which implies that the order of convergence satisfies 3− α ≈ log2




Table 1, we compute the orders of convergence for the different values of α. The
numerical results are consistent with the theoretical results in Theorem 3.1. We also
compare the numerical results of our scheme with the results obtained by the scheme
in [8]. We observe that the convergence rate of our method is slightly higher than
the convergence rate of the method in [8] for small α ∈ (0, 1). We will investigate
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this interesting issue in our future work. We have the similar observations in other
examples below.
α τ Error (our scheme) rate (our scheme) Error in [8] rate in [8]
0.3 1/23 3.4092e-5 5.3696e-5
1/24 5.1152e-6 2.74 8.9554e-6 2.58
1/25 7.4761e-7 2.77 1.4564e-6 2.62
1/26 1.0871e-7 2.78 2.3319e-7 2.64
1/27 1.5808e-8 2.78 3.6865e-8 2.66
0.5 1/23 1.1946e-4 1.5009e-4
1/24 2.1319e-5 2.49 2.7959e-5 2.42
1/25 3.7450e-6 2.51 5.0988e-6 2.46
1/26 6.5524e-7 2.51 9.1839e-7 2.47
1/27 1.1425e-7 2.52 1.6365e-7 2.49
0.9 1/23 7.7118e-4 7.8837e-4
1/24 1.8446e-4 2.06 1.8918e-4 2.06
1/25 4.3514e-5 2.08 4.4722e-5 2.08
1/26 1.0184e-5 2.10 1.0480e-5 2.10
1/27 2.3587e-6 2.11 2.4292e-6 2.11
Table 1. The L2 norm of the error, the time convergence rate








= f(x, t), t ∈ [0, T ], 0 < x < 1,(4.5)
u(x, 0) = 0, 0 < x < 1,(4.6)
u(0, t) = u(1, t) = 0, t ∈ [0, T ],(4.7)
where u(x, t) = ext4+α and f(x, t) = ex Γ(5+α)24 t
4 − t4+αex.
We use the same notations as in the experiments in Example 4.1. In Table 2, we
observe that the numerical results are consistent with the theoretical results.
Next we will consider two examples in two-dimensional cases. Let us first in-
troduce the algorithm for solving the following time fractional partial differential




t u(x, t)−∆u(x, t) = f(x, t), t ∈ [0, T ], x ∈ Ω,(4.8)
u(x, 0) = u0(x), x ∈ Ω,(4.9)
∂u(x, t)
∂n
= κ(u(x, t)− q(x, t)), t ∈ [0, T ], x ∈ ∂Ω,(4.10)
where Ω = (0, 1)× (0, 1) and ∂u(x,t)∂n denotes the normal derivative on the boundary
∂Ω and q(x, t) is some function defined on the boundary x ∈ ∂Ω and t ∈ (0, T ).
Here κ is a constant. When κ is sufficiently large, (4.10) is reduced to the Dirichlet
boundary condition. In our numerical examples below, we will only consider the
Dirichlet boundary conditions.
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α τ Error (our scheme) rate (our scheme) Error in [8] rate in [8]
0.3 1/23 6.5130e-4 9.2502e-4
1/24 1.0235e-4 2.67 1.6202e-4 2.51
1/25 1.5263e-5 2.75 2.7083e-5 2.58
1/26 2.2360e-6 2.77 4.4079e-6 2.62
1/27 3.2536e-7 2.78 7.0412e-7 2.65
0.5 1/23 2.5721e-3 3.0493e-3
1/24 4.8351e-4 2.41 6.0305e-4 2.34
1/25 8.6907e-5 2.48 1.1353e-4 2.41
1/26 1.5345e-5 2.50 2.0815e-5 2.45
1/27 2.6832e-6 2.52 3.7474e-6 2.47
0.9 1/23 2.0527e-2 2.0849e-2
1/24 5.3009e-3 1.95 5.4101e-3 1.95
1/25 1.2977e-3 2.03 1.3291e-3 2.03
1/26 3.0925e-4 2.07 3.1752e-4 2.07
1/27 7.2260e-5 2.10 7.4310e-5 2.10
Table 2. The L2 norm of the error, the time convergence rate
with h = 1/26 at T = 1







+ (∇u(t),∇v)L2(Ω) + (κu(t), v)L2(∂Ω)(4.11)
= (κq, v)L2(∂Ω) + (f(t), v)L2(Ω), ∀ v ∈ H1(Ω).




1 < · · · < xM11 = 1 be a partition of [0, 1] on




2 < · · · < xM12 = 1 be a
partition of [0, 1] on the x2 axis and h the step size. For simplicity of notation, we
use the same step size on both x1 and x2 axes. We divide the domain Ω into the
small triangles which have the same sizes.
Let Sh denote the linear finite element space defined on Ω. Let P0, P1, . . . PNh
denote all the nodes on the triangulation of Ω. Let ϕj , j = 0, 1, 2, . . . , Nh be the
linear basis function corresponding to the node Pj , j = 0, 1, 2, . . . , Nh. The finite







+ (∇uh(t),∇χ)L2(Ω) + (κuh(t), χ)L2(∂Ω)(4.12)
= (κq(t), χ)L2(∂Ω) + (f(t), χ)L2(Ω), ∀ χ ∈ Sh.
Let 0 < t0 < t1 < · · · < t2M = T be the time partition of [0, T ] and τ be
the step size. Below we only consider the time discretization at the even node
tn, n = 2, 4, . . . , 2M to get the idea of the algorithm of our method. (Similarly one










with some suitable weights wk,n, k = 0, 1, . . . , n.
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Define the following time discretization scheme: find Un ≈ uh(tn), n = 2, 4, . . . , t2M =














+ (∇Un,∇χ)L2(Ω) + (κUn, χ)L2(∂Ω)
(4.13)
= (κq(tn), χ)L2(∂Ω) + (f(tn), χ)L2(Ω) +
t−αn






























j ϕj be the approximate solution of uh(tn), n = 1, 2, . . . , N .
























Γ(1− α) (u0, ϕl)L2(Ω), ∀ χ ∈ Sh.
Denote
M = (ϕj , ϕl)L2(Ω) S = (∇ϕj ,∇ϕl)L2(∂Ω), K = (κϕj , ϕl)L2(∂Ω),
G = (κq, ϕl)L2(∂Ω), F = (f(tn), ϕl)L2(Ω), α
n = (αnj ),




























t u(x, t)−∆u(x, t) = f(x, t), t ∈ [0, T ], x ∈ Ω,(4.14)
u(x, 0) = u0(x), x ∈ Ω,(4.15)
∂u(x, t)
∂n
= κ(u(x, t)− q(x, t)), t ∈ [0, T ], x ∈ ∂Ω,(4.16)
where Ω = (0, 1)× (0, 1). The exact solution is u(x, t) = tm sin(2pix1) sin(2pix2) for
some m > 0 and
f(x, t) =
Γ(m+ 1)
Γ(m+ 1− α) t
m−α sin(2pix1) sin(2pix2) + tm(8pi2) sin(2pix1) sin(2pix2).
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Here q(x, t) = tm sin(2pix1) sin(2pix2) and u0(x) = 0. In Table 3, we choose m =
3.5.
We will consider the Dirichlet boundary condition and therefore we choose κ =
10000 in our numerical simulation. For various choices of α ∈ (0, 1), we compute
the errors at T = 1. We use the linear finite element space Sh with the space step
size h = 1/26 which is sufficiently small such that the error will be dominated by
the time discretization of the method. We choose the time step size τ = 1/2l, l =
3, 4, 5, 6, 7, i.e, we divide the interval [0, T ] into 2M = 1/τ subintervals with nodes
0 = t0 < t1 < · · · < t2M = 1. In Table 3, we compute the orders of convergence for
the different values of α. The numerical results are consistent with the theoretical
results in Theorem 3.1. .
α τ Error (our scheme) rate (our scheme) Error in [8] rate in [8]
0.3 1/23 2.6121e-5 4.0872e-5
1/24 3.9008e-6 2.74 6.8168e-6 2.58
1/25 5.6947e-7 2.77 1.1087e-6 2.62
1/26 8.2783e-8 2.78 1.7751e-7 2.64
1/27 1.2035e-8 2.78 2.8063e-8 2.66
0.5 1/23 9.1162e-5 1.1424e-4
1/24 1.6239e-5 2.49 2.1282e-5 2.42
1/25 2.8516e-6 2.51 3.8813e-6 2.45
1/26 4.9885e-7 2.52 6.9912e-7 2.47
1/27 8.6983e-8 2.52 1.2458e-7 2.49
0.9 1/23 5.8723e-4 6.0022e-4
1/24 1.4046e-4 2.06 1.4406e-4 2.06
1/25 3.3137e-5 2.08 3.4057e-5 2.08
1/26 7.7557e-6 2.09 7.9814e-6 2.09
1/27 1.7963e-6 2.11 1.8500e-6 2.11
Table 3. The L2 norm of the error, the time convergence rate





t u(x, t)−∆u(x, t) = f(x, t), t ∈ [0, T ], x ∈ Ω,(4.17)
u(x, 0) = u0(x), x ∈ Ω,(4.18)
∂u(x, t)
∂n
= k(u(x, t)− q(x, t)), t ∈ [0, T ], x ∈ ∂Ω,(4.19)





)− t4+α(2ex1+x2) Here q(x, t) = ex1+x2t4+α and u0(x) = 0.
We use the same notations as in the experiments in Example 4.3. In Table 4, we
observe that the numerical results are consistent with the theoretical results.
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