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1. Introduction 
The issue of variable selection has been widely investigated for different purposes, such as 
clustering, classification or function approximation becoming the focus of many research 
works where datasets can contain hundreds or thousands variables. The subset of the potential 
input variables can be defined through two different approaches: feature selection and feature 
extraction. Feature selection reduces dimensionality by selecting a subset of original input 
variables, while feature extraction performs a transformation of the original variables to 
generate other features which are more significant. When the considered data have a large 
number of features it is useful to reduce them in order to improve the data analysis. In extreme 
situations the number of variables can exceed the number of available samples causing 
the so-called problem of curse of dimensionality [1], which leads to a decrease in terms of 
accuracy of the considered learning algorithm when the number of features increases. The 
main reason for seeking for data reduction include the need to reduce calculation time of 
a given learning algorithm, to improve its accuracy [2] but also to deepen the knowledge 
of the considered problem, by discovering which factors actually affect it. A high number 
of contributions based on artificial intelligence, genetic algorithms, statistical approaches 
have been proposed in order to develop novel efficient variable selection methods that are 
suitable in many application areas. Section 1 and Section 2 provide a preliminary review 
of traditional and Artificial Intelligence–based feature extraction techniques and variable 
selection in order to demonstrate that Artificial Intelligence are often capable to 
outperform the widely adopted traditional methods, due to their flexibility and to their 
possibility of self-adapting to the characteristics of the available dataset. Finally in Section 
4 some concluding remarks are provided. 
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2. Feature extraction 
Feature extraction is a process that transforms high dimensional data into a lower 
dimensional feature space through the application of some mapping. Brian Ripley [3] gives 
the following definition of the feature extraction problem:  
"Feature extraction is generally used to mean the construction of linear combinations αTx of 
continuous features which have good discriminatory power between classes". 
In Neural Network research, as well as in other disciplines included in the Artificial 
Intelligence area, an important problem is finding a suitable representation of multivariate 
data. Feature extraction is used in this context in order to reduce the complexity and to give 
a simpler representation of data representing each component in the feature space as a 
linear combination of the original input variables. If the extracted features are suitably 
selected, then it is possible to work with the relevant information from the input data using 
a reduced dataset. The most popular feature extraction technique is the Principal 
Component Analysis (PCA) but many alternatives in the last years are been proposed. In the 
following sub-paragraphs several feature extraction approaches are proposed. 
2.1. Principal Component Analysis 
The Principal Component Analysis (PCA) was introduced by Karl Pearson in 1901 [4]. PCA 
consists into an orthogonal transformation to convert samples belonging to correlated 
variables into samples of linearly uncorrelated features. The new features are called principal 
components and they are less or equal to the initial variables. If data are normally distributed, 
then the principal components are independent. PCA mathematically transforms data by 
referring them to a different coordinate system in order to obtain on the first coordinate the 
first greatest variance and so on for the other coordinates [5]. Figure 1 shows an example of 
PCA in 2D. The original coordinate system (x,y) is transformed into the feature space (x', y') 
in order to have the maximum variance in the x' direction.  
 
Figure 1. Example of PCA in 2D. 
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The main reason for the use of PCA concerns the fact that PCA is a simple non-parametric 
method used to extract the most relevant information from a set of redundant or noisy data. 
This method reduces the number of available variables by eliminating the last principal 
components that do not significantly contribute to the observed variability. Also, PCA is a 
linear transformation of data that minimizes the redundancy (which is measured through 
the covariance) and maximizes the information (which is measured through the variance). 
The principal components are new variables with the following properties: 
1. each principal component is a linear combination of the original variables; 
2. the principal components are uncorrelated to each other and also the redundant 
information is removed. 
2.2. Linear Discriminant Analysis 
While the PCA is unsupervised (i.e. it does not take into account class labels), the Linear 
Discriminant Analysis (LDA) is a popular supervised technique which is widely used in 
computer-vision, pattern recognition, machine learning and other related fields [6]. LDA 
performs an optimal projection by maximizing the distance between classes and minimizing 
the distance between samples within each class at the same time [7]. This approach reduces 
the dimensionality preserving as much of the class discriminatory information as possible. 
The main limitation of this approach lies in the fact that it can produce a limited number of 
feature projections (that is equal to the number of classes minus one). If more features are 
needed some other method should be employed. Moreover LDA is a parametric method 
and it fails if the discriminatory information lies not in the mean values but in the variance 
of data. When the dimensionality of data overcomes the number of samples, which is 
known as singularity problem, Linear Discriminant Analysis is not an appropriate method. In 
these cases the data dimensionality can be reduced by applying the PCA technique before 
LDA. This approach is called PCA+LDA [8, 9]. Other solutions dealing with the singularity 
problem include regularized LDA (RLDA) [10], null space LDA (NLDA) [11], orthogonal 
centroid method (OCM) [12], uncorrelated LDA (ULDA) [13].  
2.3. Latent Semantic Analysis 
Latent Semantic Analysis (LSA) was introduced by Deerwester et al. in 1990 [14] as a variant 
of the PCA concept. Firstly LSA was presented as a text analysis method when the features 
are represented by terms occurring in the considered text [2]. Subsequently LDA has been 
employed on image analysis [15], video data [16] and music or audio analysis [17]. The main 
objective of the LSA process is to produce a mapping into a "latent semantic space" also 
called Latent Topic Space. LSA finds co-occurrences of terms in documents to provide a 
mapping into the latent topic space where documents can be connected if they contain few 
terms in common respect to the original space. Recently Chen et al. [18] proposed a new 
method called Sparse Latent Semantic Analysis which selects only few relevant words for 
each topic giving a compact representation of topic-word relationships. The main advantage 
of this approach lies in the computational efficiency and in the low memory required for 
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storing the projection matrix. In [18] the authors compare the Sparse Latent Semantic 
Analysis with LSA and LDA through experiments on different real world datasets. The 
obtained results demonstrate that Sparse LSA has similar performance with respect to LSA 
but it is more efficient in the projection computation, storage and it better explains the topic-
world relashionships. 
2.4. Independent Component Analysis 
Independent Component Analysis (ICA) is an approach where the objective is to find a 
linear representation of non-gaussian data and the calculated components are statistically 
independent [19]. In literature at least three definitions of ICA has been given [20-22]: 
i. General definition. ICA of the random vector consists of finding a linear transform 
s=Wx so that the components si are as independent as possible, in the sense of 
maximizing some functions F(si, ... sn) that measures independence. 
ii. Noisy ICA model. ICA of a random vector x consists of estimating the following 
generative model for the data x=As+n where the latent variables (components) si in the 
vector s =(s1, ..., sn)T are assumed independent. The matrix A is a constant mxn mixing 
matrix, and n is a m-dimensional random noise vector. 
iii. Noise-free ICA model. ICA of a random vector x consists of estimating the following 
generative model for the data: x=As where A and s are as in Definition 2. 
The first definition is the most general one, as no a priori assumptions on the data are made. 
However it is an imprecise definition, as it is necessary to define a measure of independence 
for si. The second definition reduces the ICA problem to an estimation of a latent variable 
method, but this estimate can be quite difficult; definition 3 is actually the most used one. 
The possibility to identify a noise-free ICA approach is ensured by adding the following 
assumptions [22]: 
1. All the independent components si must be non-gaussian (only one gaussian 
component should be accepted). 
2. The number of observed mixtures must be greater or equal to the number of 
independent components. 
ICA can be used to extract features finding independent directions in the input space. This 
objective is more difficult than using PCA approach, as in PCA the variance of data along a 
direction can be immediately calculated and it is maximised by PCA itself, while there is not 
straightforward metric for quantifying the independence of directions belonging to the 
input space [23]. Recently, in order to extract independent components, neural network 
algorithms have been adopted [24]. 
3. Variable selection 
Variable selection approach reduces the dimension of a dataset of variables potentially 
relevant with respect to a given phenomenon by finding the best minimum subset without 
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transform data into a new set. Variable selection points out all the inputs affecting the 
phenomenon under consideration and it is an important data pre-processing step in 
different fields such as machine learning [25-26], pattern recognition [27, 28], data mining 
[29], medical data [30] and many others. Variable Selection has been widely performed in 
applications such as function approximation [31], classification [32-34] and clustering [35]. 
The difficulty of extracting the most relevant variables is due mainly to the large dimension 
of the original variables set, the correlations between inputs which cause redundancy and 
finally the presence of variables which do not affect the considered phenomenon and thus, 
for instance in the case of the development of a model predicting the output of a give 
system, do not have any predictive power [36]. In order to select the optimal subset of input 
variables the following key considerations should be taken into account: 
 Relevance. The number of selected variables must be checked in order to avoid the 
possibility to have too few variables which do not convey relevant information. 
 Computational efficiency. If the number of selected input variables is too high, then 
the computational burden increases. This is evident when an artificial neural network is 
performed. Moreover including redundant and irrelevant variables the task of training 
an artificial neural network is more difficult because irrelevant variables add noise and 
slow down the training of the network. 
 Knowledge improvement. The optimal selection of input variables contributes to a 
deeper understanding of the process behaviour.  
To sum up, the optimal set of input variables will contain the fewest number of variables 
needed to describe the behaviour of the considered system or phenomenon with the 
minimum redundancy and with informative variables. 
If the optimal set of input variables is identified, then a more accurate efficient, inexpensive 
and more easy interpretable model can be built. 
In literature variable selection methods are classified into three categories: filter, wrapper 
and embedded methods. 
3.1. Filter approach 
Filter approach is a pre-processing phase which is independent of the learning algorithm 
that is adopted to tune and/or build the system (e.g. a predictive model) that exploits the 
selected variables as inputs. Filters are computationally convenient but they can be affected 
by overfitting problems. Figure 2 shows a generic scheme of the approach. 
 
Figure 2. Generic scheme of filter methods. 
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The subset of relevant variables is extracted by evaluating the relation between input and 
output of the considered system. All input variables are classified on the basis of their 
pertinence to the target considering statistical tests [37, 38]. The main advantage of filter 
approach regards the low computational complexity ensuring speed to the model. On the 
other hand the main disadvantage of filter approach is that, being independent of the 
algorithm that is used to tune or build the model which is fed with the selected variables as 
inputs, this method cannot optimize the adopted model in the learning machine [39]. In the 
following subparagraphs some of the popular filter approaches presented in literature are 
described. 
3.1.1. Chi-square approach 
The chi-square approach [40] evaluates variables individually by measuring their chi-
squared statistic. The test provides a score that follows a chi-square distribution with the 
objective to rank the set of input features. This approach is widely used but it does not take 
into account features interaction. If we assume that the class variable is binary the chi-
squared value for scoring the belonging of variable v to the class k is evaluated as follows: 
 ܺଶ(ܦ, ݇, ݒ) = ∑ [(௡೔శିఓ೔శ)ఓ೔శ ଶே௜ୀଵ +	 (௡೔షିఓ೔ష)ఓ೔ష ଶ]	 (1) 
where D is the considered dataset, N is the number of the input variables, ݊௜ା	is the number 
of samples that have positive class for the variable i and finally ߤ௜ା represents the expected 
value if there are any relationship between v and k. 
In statistic the chi-squared test is used to verify if two events are independent. In feature 
selection chi-squared statistic performs a hypothesis test on the distribution of the class, as it 
relates to the measure of the variable under consideration; the null hypothesis represents an 
absence of correlation. 
3.1.2. Correlation method 
The correlation approach, used in feature selection, consists in calculating the correlation 
coefficient between the features and the target (or the class in the case of classification 
problems). A feature is selected if it is highly correlated with the class but not correlated 
with the remaining features [44]. There are two different approaches which evaluate the 
correlation between two variables: the classical linear correlation and the correlation based 
on information theory. Regard to the linear correlation coefficient, it is calculated by 
following equation: 
 ܿ = ∑ (௫೔ିఓೣ೔)(௬೔ିఓ೤೔)೔ඥ∑ (௫೔ିఓೣ೔)మ೔ 	ට∑ (௬೔ିఓ೤೔)మ೔  (2) 
where x, y are the two considered variables, while µx and µy are their mean values. The 
linear correlation coefficient c lies in the range [-1, 1]. If the two variables are linearly 
correlated then |c|=1, while if they are independent c assumes a null value. This approach 
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has two main advantages: it removes features having a very low correlation coefficient and 
it reduces redundancy. On the other hand, the linear correlation approach does not 
adequately outline non linear correlations, which often occur when treating with real world 
datasets. 
3.1.3. Information Gain 
Information Gain (IG) is widely used on high dimensional data, such as text classification 
[41]. It calculates the amount of information in bits concerning the class prediction when the 
only information available is the presence of a variable and the corresponding target (or 
class) distribution [42]. Also, it measures the expected decrease in entropy in order to decide 
how important a given feature is. An entropy function increases when the class distribution 
becomes more sparse and it can be recursively applied to find the subsets entropy. The 
following equation provides an entropy function which satisfies the two requirements. 
 ܪ(ܦ) = −∑ ௡೔௡஼௜ୀଵ log(݊௜ ݊ൗ ) (3) 
where D is the dataset, n is the number of instances included in D, ni represents the 
members in class i and C is the number of classes. Moreover the following equation 
represents the entropy of the subsets. 
 ܪ(ܦ|ܺ) = ∑ ቀห௫ೕห௡ ቁܪ(ܦ|ݔ − ݔ௝)௝  (4) 
where H(D|x=xj) represents the entropy correlated to the subset of instances which assumes 
a value of xj for the feature x. For example, when x provides a good description of the class, 
the value which is associated to that feature assumes a low value of entropy in its class 
distribution. Finally the Information Gain is defined as the reduction in entropy as follows: 
 IG(X)=H(D)-H(D|X) (5) 
High value of the IG indicates that X is a significant feature for the considered phenomenon 
[43]. 
3.2. Wrapper approach 
While filter methods select the subset of variables in a pre-processing phase independently 
from the machine learning method that is used to build the model that should be fed with 
the selected variables, wrapper approaches consider the machine learning as a black box in 
order to select subsets of variables on the basis of their predictive power. The wrapper 
approach was introduced by Kohavi and John in 1997 [45] and the basic idea is to use the 
prediction performance (or the classification accuracy) of a given learning machine to 
evaluate the effectiveness of the selected subset of features. A generic scheme concerning 
wrapper approach is shown in Figure 3. Wrapper method is computationally more 
expensive than filter approach and it could be seen as a brute force approach. On the other 
hand, considering the learning machine as a black box, wrapper methods are simple and 
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universal. The exhaustive search becomes unaffordable if the number of variables is too 
large. In fact, if the dataset contains k variables, 2k possible subsets need to be evaluated, i.e 
2k learning processes to run. The following sub paragraphs treat some wrapper strategies 
commonly used. 
 
Figure 3. Generic diagram of wrapper approach. 
3.2.1. Greedy search strategy 
The Greedy search strategies can be divided into two different directions: Sequential 
Forward Selection (SFS) and Sequential Backward Selection (SBS). SFS approach starts with 
an empty set of features. The other variables are iteratively added into a larger subset until 
stopping criterion is reached. In general the adopted criterion is the improvement in 
accuracy. The proposed approach is computationally efficient and tests increasingly large 
sets in order to reach the optimal one. On the other hand SFS does not take into account all 
possible combinations but only selects the smallest subset: the risk arises to get trapped into 
a locally optimal point if the procedure prematurely ends [46]. SBS is the inverse of the 
forward selection approach. The process starts including all available features and then the 
less important variables are deleted one by one. In this case the importance of an input 
variable is determined by removing an input and evaluating the performance of the learning 
machine without it. If k is the number of the available input variables, the greedy search 
strategies needs, at maximum, k(k+1)/2 training procedures. When the SFS stops early it is 
less expensive than the SBS approach [47]. 
3.2.2. Genetic algorithm approach 
Genetic algorithms (GAs) are efficient approaches for function minimization [43]. The 
genetic algorithm is a general adaptive optimization search technique and it is based on the 
Darwin Theory obtaining the optimal solution after iterative calculations. GAs create several 
populations of different possible solutions representing the so-called chromosome until an 
acceptable result is reached. A fitness function evaluates the goodness of a solution in 
evolution step. The crossover and mutation are operators that randomly affect the fitness 
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score. In literature many wrapper approaches based on GA are proposed. Huang and Wang 
[48] present a genetic algorithm approach for feature selection and parameters optimization 
in order to improve the Support Vector Machine (SVM) classification accuracy [49]. Cateni et 
al. [50] present a method based on GAs that selects the best set of variables to be fed as input 
to a neural network. This approach is applied to a function approximation problem. The GA 
chromosomes are binary and their length corresponds to the number of available variables, 
also each gene is associated to an input. If the gene assumes unitary value it means that the 
corresponding input variable has been selected. The fitness function is represented by a 
feed-forward neural network [51] and the prediction performance is evaluated in terms of 
Normalized Square Root Mean Square Error (NSRMSE) [52]. The fitness function is 
computed for each chromosome of the population and crossover and mutation operators are 
applied. The crossover operator generates the son chromosome by randomly taking the genes 
values from the two parents, while mutation operation creates new individuals by randomly 
select a gene of the considered chromosome and switches it from 1 to 0 or vice-versa. The stop 
conditions include a fixed number of iterations or the achievement of a plateau for the fitness 




Figure 4. Genetic algorithm based approach. 
The proposed approach has been tested on a synthetic database where three different targets 
(as non-linear combinations of variables) have been adopted. Moreover random noise, with 
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gaussian distribution, has been added to each target variable in order to evaluate the 
effectiveness of the method. The obtained results demonstrate that the proposed approach 
selects all involved variables and the prediction error in terms of NSRMSE is about 4%. In 
[34] and [47] GAs are used not only for the selection of involved variables to be fed as inputs 
to the learning machine but also to optimize some important parameters of the learning 
algorithm used in a classification purpose. In particular in [34] a decision tree-based 
classifier [53] is adopted and the pruning level is optimized. Pruning [54] is used to increase 
the performance of the classifier by cutting unnecessary branches of the tree, by also 
improving the generalization capabilities of the decision tree. This approach has been tested 
on an industrial problem concerning the classification of the metal products quality on the 
basis on the product variables and process parameters. The results demonstrate the 
effectiveness of the proposed method obtaining a rate of misclassified products in the range 
4%-6%. In [47] authors propose an automatic variable selection method which combines 
genetic algorithm and Labelled Self Organized Maps (LSOM) [55] for classification purpose. 
GAs are explored in order to find the best performing combination of variables in terms of 
accuracy concerning the classifier and for setting some important  parameters of the SOM 
such as dimension of the net, topology function, distance function and others. The GA 
explores and computes the classification performance of different combinations of input 
features and Som Organized Map (SOM) parameters providing the optimal solution. The 
method has been tested on several databases belonging to the UCI repository [56]. The 
proposed approaches provide a satisfied classification accuracy given also comprehensions 
of the phenomenon under consideration by selecting the input variables which mainly affect 
the final classification. 
3.3. Embedded approach 
Unlike previous methods, embedded approach performs the variable selection in  
the learning machine. The variables are selected during the training phase, by thus  
reducing the computational cost and improving the efficiency during the phase of variables 
selection. The difference between embedded approach and wrapper approach is not always 
obvious but the main ones lies in the fact that embedded method requires iterative updates 
and the evolution of the model parameters are based on the performance of the considered 
model. Moreover wrapper approach considers only the model performance of the selected 
set of variables [57]. Figure 5 illustrates a generic scheme concerning the embedded 
approach. 
As in embedded methods the learning machine and the variable selection should be 
incorporated the structure of the considered functions plays an important role [58]. For 
instance, in [59] the importance of a variable is measured through a bound that has a logic 
sense only for SVM-based classifiers. In [60] a novel neural network model is proposed 
called Multi-Layer Perceptrons using embedded feature selection (MLPs-EFS). Being an 
embedded approach, the feature selection part is incorporated into the training procedure. 
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With respect to the traditional MLPs this approach adds a pre-processing phase where  
each variable is multiplied by a scaling factor [61-62]. When the scaling factor is small then  
the features are considered redundant or irrelevant, while when it is large the features  
are relevant. Moreover another main advantage is that all optimization algoritms used  
for the MLPs are also suitable for MLPs-EFS. The authors demonstrate the effectiveness  
of the proposed approach compared to other existing methods such us Fisher Discriminant 
Ratio (FDR) associated to MLPs or SVM with Recursive Feature Elimination (RFE).  
Results demonstrate that MLPs-EFS outperform the other considered methods. Another good 







Figure 5. Generic scheme of embedded approach. 
4. Conclusion 
A survey about feature extraction and feature selection is proposed. The objective of both 
approaches concern the reduction of variables space in order to improve data analysis. This 
aspect becomes more important when real world datasets are considered, which can contain 
hundreds or thousands variables. The main difference between feature extraction and 
feature selection is that the first reduces dimensionality by computing a transformation of 
the original features to create other features that should be more significant, while feature 
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selection performs the reduction by selecting a subset of variables without transforming 
them. Both traditional methods and their recent enhancements as well as some interesting 
applications concerning feature extraction and selection are presented and discussed. 
Feature selection improves the knowledge of the process under consideration, as it points 
out the variables that mostly affect the considered phenomenon. Moreover the computation 
time of the adopted learning machine and its accuracy need to be considered as they are 
crucial in machine learning and data mining applications. 
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