Any simple elliptic singularity of typeD 5 can be obtained by taking the intersection of the nilpotent variety and the 4-dimensional "good slices" in the semi-simple Lie algebra sl(2, C) ⊕ sl(2, C). We describe these new slices purely by the structure of the Lie algebra. We also construct the semi-universal deformation spaces ofD 5 -singularities by using the 4-dimensional "good slices".
Introduction
The first relation established between singularities and Lie algebras is due to the work of Du Val in [2] and Artin in [1] ; they show that the Dynkin diagrams appearing as the root systems of the semisimple Lie algebras of type ADE are the dual graphs of the minimal resoluion of the isolated complex surface singularities.
The second relation between these two objects is the GrothendieckBrieskorn theory (see [8] , [5] ). As our work is based on that theory let us recall it briefly: Let g be a simple Lie algebra over C and G the adjoint group of g. The classical theorem of Chevalley states the isomorphism C[g] G ∼ = C[h] W where h is a Cartan subalgebra and W is the Weyl group of g ( [3] ). This induces the morphism γ : g → h/W called the adjoint quotient map which is the key point of the Grothendieck-Brieskorn theory. When g is of ADE type, the adjoint orbit of codimension two in the nilpotent variety γ −1 (0) of g has a rational double singularity ( [5] ). In [19] , Slodowy proved this fact in a different way and introduced an important tool, Slodowy slices, by which we can define the singularities of the adjoint orbits in g purely by using the corresponding Lie algebra: For a Jacobson-Morozov sl 2 -triple {x, y, h}, a Slodowy slice to the adjoint orbit of a nonzero nilpotent element x in g is the affine space S = x + Ker(ady). This exceptional choice of slices are used in many works in mathematics (see [16] , [7] ).
Here using the idea of the Grothendieck-Brieskorn theory we relate a new Lie algebra with a different class of singularities of complex surfaces. This new Lie algebra is sl(2, C) ⊕ sl(2, C) and corresponds to the simple elliptic singularities of typeD 5 . More precisely the simple elliptic singularities of surfaces are defined by K. Saito in [17] , named asD 5 ,Ẽ 6 ,Ẽ 7 andẼ 8 . For these singularities, the exceptional divisor in the minimal resolution is a smooth elliptic curve of self-intersection respectively −4, −3, −2 and −1. TheD 5 -singularities are defined by two quadrics in C 4 . There have been several attempts to construct a Lie algebra corresponding to the simple elliptic singularities of typesẼ 6 ,Ẽ 7 andẼ 8 and their deformations (see [17] , [10] , [11] , [15] , [12] ). First, Saito constructed the extended affine and elliptic root systems and then many mathematicians tried to construct a Lie algebra admitting a given root system as its real roots ( [20] ). We can send the interested reader to the excellent introduction of [18] for the historical developement of the subject.
Here we deal with theD 5 -singularities and our construction contrasts with the one of Helmke and Slodowy [9] who used an infinite dimensional loop group. As in the case of the simple singularities of surfaces, aD 5 -singularity can be obtained by taking the intersection of the nilpotent variety γ −1 (0) of g := sl(2, C) ⊕ sl(2, C) and a 4-dimensional "good" slice passing through the origin in the Lie algebra g ( [13] ). For choosing "good" slices, we introduce the notion of 2-dimensional "good" subspace of sl(2, C) ⊕ sl(2, C) which is spanned by 2 vectors x, y of special forms. The normalization of the good subspaces gives us a simple coordinate (p, q) for 2-dimensional good subspaces. Taking the 4-dimensional subspace orthogonal to a 2-dimensional good subspace with respect to the Killing form, we obtain a good slice.
Moreover the j-invariant of the exceptional curve in the minimal resolution of theD 5 -singularity can be calculated with respect to (p, q). The surjectivity of the j-function leads us to construct anyD 5 -singularity by our method. Then we compute explicitly semi-universal deformations ofD 5 -singularities by deforming the adjoint quotient map and the "good" slices of sl(2, C) ⊕ sl(2, C). This fact implies that the deformations of the adjoint quotient map and the slices have enough information to induce deformations ofD 5 -singularities. We give a negative answer in Remark (3.4) to the natural question whether the Lie algebra g := sl(2, C) ⊕ sl(2, C) ⊕ . . . ⊕ sl(2, C) (n times with n ≥ 3) gives semi-universal deformations of the surface singularity obtained by the same method. In Appendix, we discuss quadratic forms andD 5 -singularities. We calculate the j-invariant of the exceptional curve in the minimal resolution of aD 5 -singularity.
Throughout this article, our notation will be g := sl(2, C) ⊕ sl(2, C) and G := SL(2, C) × SL(2, C). Recall that the group G acts canonically on the Lie algebra g of G.
Construction ofD 5 -singularities
To constructD 5 -singularities by using the Lie algebra g = sl(2, C)⊕sl(2, C), we first introduce the followings: Definition 2.1 Let V ⊂ g be a 2-dimensional subspace. We say that V is a good subspace if for a basis x, y ∈ V , we have x = (x s , x n ) and y = (y n , y s ), where x s , y s ∈ sl(2, C) are non-zero semi-simple elements and x n , y n ∈ sl(2, C) are non-zero nilpotent elements. Definition 2.2 Let S ⊂ g be a 4-dimensional subspace. We say that S is a good slice if there exists a 2-dimensional good subspace V ⊂ g such that S = V ⊥ = {z ∈ g | z, v = 0 for each v ∈ V }, where * , * is the Killing form of g. Note that (
Lemma 2.3 Let V ⊂ g be a 2-dimensional good subspace. Then there exists g = (P, Q) ∈ G such that g −1 V g has a basis x = (x s , x n ) and y = (y n , y s ) with the following properties:
for some q ∈ C, or y n = 0 0 1 0 .
Proof. Since V is a good subspace in g, we can choose a basis x = (x s , x n ) and y = (y n , y s ) of V , where x s , y s ∈ sl(2, C) are non-zero semi-simple elements and x n , y n ∈ sl(2, C) are non-zero nilpotent elements. Remplacing x, y by ax, by with suitable a, b ∈ C × respectively, we may assume that det x s = det y s = −1. Hence we can take P ′ , Q ′ ∈ SL(2, C) such that
Since det x n = 0, we can put α = p and βγ = −p 2 .
Next, assume that β = 0. Since det x n = 0 and x n = 0, by putting
In a similar way, let us take P by modifying P ′ such that P −1 x s P = 1 0 0 −1 and P −1 y n P = q 1 −q 2 q for some q ∈ C, or P −1 y n P = 0 0 1 0 . This completes the proof. ✷ Then for a 2-dimensional good subspace V of g, it is enough to consider only the case V = Cx+Cy with the properties (1), (2) and (3) Let us denote by N (g) the nilpotent variety of g which is described as
For a 2-dimensional good subspace V (x,y) = Cx + Cy ⊂ g, we can define the good slice S (x,y) = V ⊥ (x,y) . Then we define X (x,y) := N (g) ∩ S (x,y) . The germ (X (x,y) , 0) is aD 5 -singularity for general x = (x s , x n ) and y = (y n , y s ).
Remark 2.4 Let x = (x s , x n ) and y = (y n , y s ) with x s = y s = 1 0 0 −1 ,
, and y n = q 1 −q 2 −q for p, q ∈ C.
only if 2a + 2pd − p 2 e + f = 0 and 2qa − q 2 b + c + 2d = 0. Furthermore, the germ X (x,y) is described as
if and only if the characteristic polynomial of (aX + bY ) −1 (cX + dY ) has no multiple root by Lemma 4.11. Using Theorem 4.16, we can calculate the j-invariant j(Y ′ ) of E (x,y) in terms of the coefficients of the characteristic polynomial of (aX + bY ) −1 (cX + dY ). ✷ Remark 2.6 If t = 0 or t = 1/4, then (X (x,y) , 0) is not aD 5 -singularity.
In the case that x n = 0 0 1 0 or y n = 0 0 1 0 , then (X (x,y) , 0) is not ã
Remark 2.7 AnyD 5 -singularity can be obtained by choosing suitable x, y as in Remark 2.4 since
is surjective.
Semi-universal deformations
Now we want to construct a semi-universal deformation of theD 5 -singularity (X (x,y) , 0) by using the Lie algebra g = sl(2, C) ⊕ sl(2, C) in terms of Lie algebras.
Recall that the germ (X (x,y) , 0) is described as
Let O (X (x,y) ,0) be the local ring of the germ (X (x,y) , 0). For obtaining a semiuniversal deformation space of (X (x,y) , 0), we calculate the vector space [21] .
where M is the O-submodule of O 2 generated by the following vectors:
If t = pq is equal to 0 or 1/4, then (X (x,y) , 0) is not aD 5 -singularity by Remark 2.6. Hence we assume that t = 0, 1/4. Proof. In the following, it is useful to consider the lexicographic order on O with a > b > d > e and the monomial order > P OT on O 2 such that (1, 0) > P OT (0, 1) (cf. [6, Chapter 5] ). It is easy to check the following equalities.
We see that the following 7 vectors span
Since dim T 1 = 7 forD 5 -singularities, the vectors above are a basis of T 1 . By the equalities
we have another basis of T 1 :
This completes the proof. ✷
To construct a semi-universal deformation of theD 5 -singularity (X (x,y) , 0) purely by the Lie algebra point of view g = sl(2, C) ⊕ sl(2, C), consider the adjoint quotient of g is described as
where 
Next, recall the slice S (x,y) = {z ∈ g | z, x = z, y = 0} and deform it by (γ, δ, ε) ∈ C 3 as follows:
We then consider S := C 2 × C 3 × h/W ∼ = C 7 as the base space and
as the total space. We denote by π : X → S the second projection. Proof. The deformed adjoint quotient f (α,β) is described as
The deformed slice S (x,y) (γ, δ, ε) is described as
Hence the total space X is
Since the vectors
are a basis of T 1 by Lemma 3.1, the projection π : (X , 0) → (S, 0) gives a semi-universal deformation. ✷ Remark 3.3 Our construction ofD 5 -singularities and their semi-universal deformation spaces is given in terms of Lie algebras. However, it seems that the construction of semi-universal deformation spaces is a little bit artificial, because we can not answer why dim T 1 = 7 essentially. It is more natural to say that we can obtain versal deformations ofD 5 -singularities only by deforming the adjoint quotients and slices. 
although we don't prove here. The sequence BW (m) is called Björner-Welker sequence, which is equal to rankH 1 (M R m+2,3 ), where M R m+2,3 is the complement of
Note that dim S = m + 2. Let Aff(g m , m + 2) be the variety of (m + 2)-dimensional affine subspaces of g m . The variety Aff(g m , m + 2) can be embedded in the Grassmann variety Grass(dim g m + 1, m + 2). Since dim Aff(g m , m + 2) = dim Grass(dim g m + 1, m + 2) = (2m − 1)(m + 2), the dimension of deformations of slices has polynomial order. We can imagine that the dimension of deformations of the adjoint quotient has polynomial order, too. On the other hand, BW (m) has exponential order. Hence, the deformations of the adjoint quotient and slices have no potential to induce the deformation of the singularity N (g m ) ∩ S. In general, we can not construct a semi-universal deformation space of N (g m ) ∩ S by our method.
Appendix
In this appendix, we discuss quadratic forms andD 5 -singularities. We calculate the j-invariant of the exceptional curve in the minimal resolution of aD 5 -singularity.
First, we classify the singularities defined by two quadratic equations in C 4 written by
where X and Y are 4 × 4 symmetric matrices and v = t (x, y, z, w). Set
Definition 4.1 Let Sym n (C) be the set of n × n symmetric matrices over C. For pairs (X, Y ), (X ′ , Y ′ ) ∈ Sym n (C) × Sym n (C) we say that (X, Y ) ∼ (X ′ , Y ′ ) if there exists P ∈ GL n (C) such that t P XP = X ′ and t P Y P = Y ′ .
Lemma 4.2 Let
Proof. By the assumption, there exist v, w ∈ C n such that t vXw = 0. If t vXv = 0 or t wXw = 0, then we can obtain v 0 by a suitable scalar multiplication on v or w. Suppose that t vXv = 0 and t wXw = 0. Then t (v + w)X(v + w) = 2 t vXw = 0. In this case we can get v 0 by a suitable scalar multiplication on v + w. ✷ Lemma 4.3 Let X ∈ Sym n (C). Then there exists P ∈ GL(n, C) such that
where r is the rank of X.
Proof. By Lemma 4.2 if X = 0 there exists v 1 ∈ C n such that t v 1 Xv 1 = 1. Let V 1 := {v ∈ C n | t v 1 Xv = 0}. By restricting X into X| V 1 , the size of symmetric matrices decreases. If we continue to apply Lemma 4.2 we get the statement. ✷ Lemma 4.4 Let X, X ′ ∈ Sym n (C). Assume that X is diagonalizable. Then there exists P ∈ GL n (C) such that P −1 XP = X ′ if and only if there exists
Proof. The "if" part is obvious. Let us show the "only if" part. Suppose that there exists P ∈ GL n (C) such that P −1 XP = X ′ . Since X is diagonalizable, we may assume that X and X ′ have the same Jordan form diag(α 1 , α 2 , . . . , α n ). It suffice to show that there exist Q,
. . , v n ∈ C n be eigenvectors of X which belong to eigenvalues α 1 , α 2 , . . . , α n , respectively. If α 1 , . . . , α n are not distinct, then we assume that
. . , v n ). Then R ∈ GL n (C) and XR = RD, where D = diag(α 1 , . . . , α n ). Multiplying t R from the left, we have t RXR = t RRD.
we have t QQ = I n and t QXQ = diag(α 1 , α 2 , . . . , α n ). Similarly we can prove the claim for (α 1 , . . . , α n ). Let us take P ∈ GL n (C) such that t P XP = I n . Then P = X −1t P −1 . Since t P Y P = P −1 P t P Y P = P −1 (X −1t P −1 ) t P Y P = P −1 X −1 Y P , the symmetric matrix t P Y P has the Jordan form D. By Lemma 4.4 there exists
In the sequel, we deal with the case n = 4.
Lemma 4.8 If aX + bY is a singular matrix for any a, b ∈ C, then S (X,Y )
is not an isolated surface singularity.
Proof. We only need to investigate the case that dim S (X,Y ) = 2. By considering ( t P XP, t P Y P ) with P ∈ GL(4, C) instead of the pair (X, Y ), we may assume that Suppose that X is the first or the second one. There exists
is not an isolated singularity. Suppose that X is the third one. Set Y = (y ij ). By the assumption, det(tX + Y ) = y 44 t 3 + · · · = 0 for any t ∈ C. So we have y 44 = 0. Set e 4 = t (0, 0, 0, 1). For each λ ∈ C, t (λe 4 )X(λe 4 ) = t (λe 4 )Y (λe 4 ) = 0. Hence λe 4 ∈ S (X,Y ) . Furthermore, the Jacobi matrix has rank < 2 at λe 4 for each λ ∈ C. Therefore S (X,Y ) is not an isolated singularity. ✷ Remark 4.9 As in the proof of Lemma 4.8, we can prove that if rankX ≤ 2 then S (X,Y ) is not an isolated surface singularity.
From Lemma 4.8, we may consider S (X,Y ) with X ∈ GL 4 (C) by changing
ing an isolated surface singularity. Then by choosing P ∈ GL 4 (C) such that t P XP = I 4 , we have (X, Y ) ∼ ( t P XP, t P Y P ) = (I 4 , t P Y P ). Hence we only need to consider the case S (I 4 ,A) with A ∈ Sym 4 (C).
Sing(S (I 4 ,A) ) = {v ∈ C 4 | t vv = 0 and ∃α ∈ C such that Av = αv}.
. Hence v ∈ C 4 is contained in Sing(S (I 4 ,A) ) if and only if t vv = 0 and there exists α ∈ C such that Av = αv. ✷ Proof. For the proof, we may assume that X = I 4 by considering ( t P XP, t P Y P ) with suitable P ∈ GL 4 (C). First suppose that the characteristic polynomial of Y has a multiple root α. By considering Y − αI 4 instead of Y , we can assume that the characteristic polynomial of Y has a multiple root 0. If rankY ≤ 2, then S (I 4 ,Y ) is not an isolated surface singularity by Remark 4.9. So suppose that rank Y = 3. There exists P ∈ GL 4 (C) such that
Set e 1 = t (1, 0, 0, 0) and v = P e 1 . We claim that λv ∈ Sing(S (I 4 ,Y ) ) for any λ ∈ C. From this claim we see that S (I 4 ,Y ) is not an isolated surface singularity. By Lemma 4.10 it suffices to show that t vv = 0 and that
Hence t J t P P = t P P J. Note that v = P e 1 is the second column vector of P J. So we have t vv = t (P e 1 )v = t e 1 t P (the second column of P J) = t e 1 (the second column of t P P J) = t e 1 (the second column of t J t P P ) = 0.
Next suppose that the characteristic polynomial of Y has no multiple root. For proving that S (I 4 ,Y ) is an isolated surface singularity, it suffices to prove that if t vv = 0 for v ∈ C 4 \ {0} then v is not an eigenvector of Y (consider the Jacobian matrix J at v given in the proof of Lemma 4. where α, β, γ are distinct and non-zero. Since 0 = Y v = P −1 JP v, P v must be δe 1 with some δ = 0. Because Y = P −1 JP is symmetric, P t P J = JP t P and 0 = P t P Je 1 = JP t P e 1 . So we have P t P e 1 = εe 1 with some ε = 0. Hence we see that t vv = t (P −1 δe 1 )(P −1 δe 1 ) = δ 2 t e 1 (P t P ) −1 e 1 = δ 2 ε −1 t e 1 e 1 = 0. This is a contradiction. Therefore S (I 4 ,Y ) is an isolated surface singularity.
Let us show that if S (I 4 ,Y ) is an isolated surface singularity then it is ã D 5 -singularity. Note that S (I 4 ,Y ) ⊂ C 4 . Take a blow up of C 4 at the origin. Let us consider the strict transformS of S (I 4 ,Y ) . We can easily check that S is non-singular in the same way as the discussion above. The exceptional curve E is an elliptic curve defined by the two quadratic associated with (I 4 , Y ) in P 3 . We also see that E 2 = −4. Thus S (I 4 ,Y ) is a simple elliptic singularity ofD 5 . ✷ Let us describe the set {(X, Y ) | S (X,Y ) is aD 5 -singularity } and the set {A | S (I 4 ,A) is aD 5 -singularity }.
Definition 4.12 For a 4 × 4 matrix X, we denote the characteristic polynomial of X by
Note that c 1 (X) = tr(X) and c 4 (X) = det(X). Putting a = c 1 (X), b = c 2 (X), c = c 3 (X), d = d(X) for simplicity, we obtain the discriminant D(X) of the characteristic polynomial P (X, t) as
Definition 4.13 For 4 × 4 matrices X, Y , we have
where
Then we define D(X, Y ) as the discriminant of the polynomial det(tX + Y ):
holds for X ∈ GL(4, C) and Y ∈ M 4 (C).
Proposition 4.14 Set
and
Then we have the following equalities
Proof. By Lemma 4.11 we see that S Let λ 0 , λ 1 , λ 2 , λ 3 be eigenvalues of X ∈ Sym 4 (C) 0 . The elliptic curve E (I 4 ,X) is isomorphic to {(x 0 , x 1 , x 2 , x 3 ) ∈ P 3 | x 2 0 + x 2 1 + x 2 2 + x 2 3 = λ 0 x 2 0 + λ 1 x 2 1 + λ 2 x 2 2 + λ 3 x 2 3 = 0}. By [14, Theorem 2.5], setting
we obtain E (I 4 ,X) ∼ = E(M, N ). Hence we can calculate the j-invariant of E (I 4 ,X) . ✷
