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Предисловие
данное учебное пособие создано в соответствии с учебным модулем 
«статистические методы анализа», который включает дисциплины «стати-
стика» и «Эконометрика». цель пособия — дать студентам представление 
о статистических методах и приемах эконометрического моделирования.
в первом разделе «статистика» рассматриваются основные методы 
статистического анализа: статистическое наблюдение, сводка и группировка 
данных, представление статистического материала, анализ вариационных 
и динамических рядов распределения, методы анализа структуры совокуп-
ности, индексный метод, выборочное наблюдение, анализ взаимосвязей эко-
номических явлений.
во втором разделе «Эконометрика» освещаются понятия и приемы эко-
нометрического моделирования, основы регрессионного анализа, проверки 
гипотез и статистических свойств оценок коэффициентов регрессий, рас-
крыты понятия мультиколлинеарности и гетероскедастичности, сущность 
обобщенного метода наименьших квадратов и автокорреляция временных 
рядов.
теоретический материал по указанным разделам включает в себя опре-
деления основных понятий и примеры подробного разбора в каждой главе 
пособия типовых задач на основе реальных статистических данных, позво-
ляющих студентам получить представление о сфере применения статистиче-
ских методов при анализе реальных экономических процессов. для закрепле-
ния материала в конце глав даны контрольные вопросы, а во втором разделе, 
кроме этого, — задания по темам.
предлагаемое учебное пособие рассчитано на студентов, прослу-
шавших курс математического анализа, включающий дифференциальное 
и интегральное счисление, курсы линейной алгебры, теории вероятностей 
и математической статистики.
Материал пособия предназначен для использования в других курсах, 
связанных с количественным анализом реальных экономических явлений, 
таких как прикладная макро- и микроэкономика, маркетинг и др., он может 
быть применен в специальных курсах по теории случайных процессов, 
математическим моделям в экономике, оптимальному управлению, стати-
стическому прогнозированию, финансовой математике, принятию решений 
в условиях неопределенности.
полученные студентами знания потребуются им при освоении курсов 
экономического профиля и при подготовке бакалаврских работ, включающих 
в себя методы количественного анализа статистических данных и моделиро-
вание экономических процессов.
6раздел 1 
СтатИСтИка
глава 1 
Предмет, метод, задачи статистической науки
слово «статистика» имеет латинское происхождение 
(от status — состояние). в средние века оно означало политиче-
ское состояние государства. в науку этот термин введен в XVIII в. 
немецким ученым готфридом ахенвалем. собственно как наука 
статистика возникла только в XVII в., однако статистический учет 
существовал уже в глубокой древности. так, известно, что еще за 
5 тыс. лет до н. э. проводились переписи населения в китае; в древ-
нем риме осуществлялось сравнение военного потенциала разных 
стран, велся учет имущества граждан; в средние века велся учет 
населения, домашнего имущества, земель.
у истоков статистической науки стояли две школы — немец-
кая описательная, или школа государствоведения, и английская 
школа политических арифметиков.
представители о п и с а т е л ь н о й  ш к о л ы  считали, что 
задачей статистики является описание территории государства, 
населения, климата, вероисповедания, способов ведения хозяйства 
и т. п., — причем только в словесной форме, без цифр и вне дина-
мики, т. е. лишь на момент наблюдения, без отражения особенно-
стей развития государства в те или иные периоды. видными пред-
ставителями описательной школы были г. конринг (1606– 1661), 
г. ахенваль (1719–1772), а. бюшинг (1724–1793) и др.
представители российской школы государствоведения: иван 
кириллович кириллов (1689–1737) — первооткрыватель таблич-
ного метода в статистике; виктор николаевич татищев (1686–1750), 
занимавшийся проблемой источниковедения; Михаил васильевич 
ломоносов (1711–1765), который дал экономико-географическое 
7описание российского государства, разработал подробную анкету 
для сбора данных; карл Федорович герман (1767–1838) — руко-
водитель первого в стране статистического комитета, созданного 
в 1811 г.; и др.
но основателем русской государственной статистики счита-
ется п. п. семенов-тян-Шанский (1827–1914), который провел 
всероссийскую перепись населения 1897 г. и обработал ее матери-
алы, а также издавал различные сборники и справочники по фаб-
рично-заводской статистике.
п о л и т и ч е с к и е  а р и ф м е т и к и  ставили целью изучать 
массовые общественные явления с помощью числовых характе-
ристик. Это был принципиально новый этап развития статисти-
ческой науки по сравнению со школой государствоведения, так 
как от описания явлений и процессов статистика перешла к их 
измерению и исследованию, к выработке вероятных гипотез буду-
щего развития. политические арифметики видели основное назна-
чение статистики в изучении массовых общественных явлений, 
осознавали необходимость учета в статистическом исследовании 
требований закона больших чисел, поскольку закономерность 
может проявиться лишь при достаточно большом объеме анали-
зируемой совокупности. история показала, что последнее слово 
в статистической науке осталось именно за школой политических 
арифметиков.
виднейшие представители английской школы политических 
арифметиков:
уильям петти (1623–1687) — основатель школы, интересо-
вался хозяйственными процессами, закономерностями в экономи-
ческой жизни страны, первым попытался оценить национальное 
богатство и национальный доход;
джон граунт (1620–1674) — исследовал закономерности вос-
производства населения, построил первую таблицу смертности 
в работе «естественные и политические наблюдения, перечислен-
ные в прилагаемом оглавлении и сделанные над бюллетенями 
смертности, по отношению к управлению, религии, торговле, 
росту, болезням и пр.» (1662), которая стала первой в мире науч-
ной работой по статистике.
8в XIX в. получило развитие учение бельгийского статистика 
и математика адольфа кетле (1796–1874) — основоположника 
учения о средних величинах, возглавлявшего национальную ста-
тистику бельгии. кетле, изучая закономерности в общественной 
жизни, в частности в области преступности, выявил действие двух 
причин — постоянных и случайных, а также ввел термин «сред-
ний человек».
преемником школы политических арифметиков стало м а т е -
м а т и ч е с к о е  н а п р а в л е н и е  в статистике, возникшее 
в XIX в. Это направление развивали Френсис гальтон (1822–1911), 
карл пирсон (1857–1936), уильям госсет (стьюдент) (1876–1937), 
рональд Фишер (1890–1962) и др.
прогрессу статистической методологии способствовали 
труды российских статистиков, представителей так называемой 
а к а д е м и ч е с к о й  с т а т и с т и к и, а. а. чупрова (1874–1926), 
в. с. немчинова (1894–1964), с. г. струмилина (1877–1974) и др.
развитие статистической науки, расширение сферы практиче-
ской статистической работы привели к изменению самого содер-
жания понятия «статистика».
в настоящее время данный термин употребляется в трех 
значениях:
1) статистика — отрасль практической деятельности, целью 
которой является сбор, обработка и анализ данных о разнообраз-
ных явлениях общественной жизни; полученная в результате ста-
тистического исследования информация позволяет решать задачи 
выявления реально существующих закономерностей, свойствен-
ных описываемым процессам и явлениям;
2) статистика — это данные, служащие количественной харак-
теристикой общественных явлений или территориального распре-
деления показателя;
3) статистика — это наука.
как любая наука, статистика имеет свой предмет и метод 
изучения.
Предмет статистики заключается в изучении количествен-
ной стороны массовых социально-экономических явлений в связи 
9с их качественной стороной, в исследовании количественно выра-
женных закономерностей общественного развития в конкретных 
условиях места и времени.
свой предмет статистика изучает при помощи специфиче-
ского метода. кратко и в самом общем виде метод статистики 
можно описать несколькими словами: это сбор, обобщение, пред-
ставление, анализ и интерпретация данных. однако, поскольку 
статистика изучает множество социально-экономических явлений 
и характерные для них закономерности, то и метод статистики 
представляет собой целую совокупность приемов, пользуясь кото-
рыми статистика исследует свой предмет.
к основным приемам статистической науки относят ста-
тистическое наблюдение, метод группировки и обобщения дан-
ных с последующим представлением результатов анализа и их 
интерпретацией.
Статистическое наблюдение заключается в сборе первич-
ного статистического материала, в научно организованной реги-
страции всех существенных фактов, относящихся к рассматрива-
емому объекту.
Метод группировки и обобщения данных дает возможность 
охарактеризовать соотношения и взаимосвязи между группами 
данных, а также совокупность данных в целом при помощи ее 
систематизации и деления на качественно однородные группы 
и рассчитать для каждой из них соответствующие обобщающие 
показатели в виде абсолютных, средних и относительных величин.
Задачи статистики как науки:
 • описание структуры экономики;
 • описание тенденций развития экономики в будущем;
 • анализ и прогнозирование различных экономических 
явлений;
 • выявление факторов развития экономики для принятия 
управленческих решений.
в россии экономико-статистические исследования проводятся 
научно-исследовательскими институтами, ведомственными ста-
тистическими органами и организациями, а также независимыми 
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специалистами, однако преимущественная часть статистической 
информации формируется в системе официальной государствен-
ной статистики.
в статистических управлениях первичная статистическая 
информация последовательно агрегируется с целью получения на 
уровне росстата рФ макромодели функционирования экономики 
страны в виде системы национальных счетов.
статистические органы преобразуют полученные от респон-
дентов индивидуальные сведения и предоставляют потребителям 
информацию в полном соответствии с принципом конфиденци-
альности: только макроданные, относящиеся не менее чем к трем 
объектам наблюдения. основные принципы организации работы 
органов официальной статистики в россии (принцип легальности, 
принципы предметной централизации и региональной децентра-
лизации) соответствуют требованиям евростата и департамента 
статистики оон. 
в соответствии с международными стандартами ведения ста-
тистики и учета в россии к официальной статистике относятся 
государственные статистические управления и ведомственная 
статистика (внутренняя и внешняя), т. е. определенные государ-
ственные организации, которые выполняют важные статистиче-
ские работы, связанные с их собственной деятельностью (напри-
мер, отделы загс). права и обязанности официальной статистики 
детально урегулированы. наряду с этим существует широкая 
и разнообразная сфера альтернативной статистики, т. е. частных, 
неофициальных статистических исследований, организаторы кото-
рых не имеют полномочий для проведения обследований с обязан-
ностью предоставления информации широкому кругу лиц.
основные принципы работы статистических управлений, 
в том числе в отношении сбора данных о населении: принцип 
предметной централизации, принцип региональной децентрали-
зации, принцип легальности и конфиденциальности. Этими прин-
ципами пытаются обеспечить нейтральную и независимую пози-
цию статистических управлений и тем самым укрепить доверие 
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респондентов и пользователей, без которого статистика не может 
обойтись.
до 2004 г. в соответствии со ст. 71 конституции рФ руковод-
ство статистикой в стране осуществлял госкомстат как федераль-
ный орган исполнительной власти.
указом президента российской Федерации от 9 марта 2004 г. 
№ 314 «о системе и структуре федеральных органов исполнитель-
ной власти» государственный комитет российской Федерации по 
статистике был преобразован в Федеральную службу государст-
венной статистики (росстат рФ) с передачей его функций по при-
нятию нормативных правовых актов в установленной сфере дея-
тельности Министерству экономического развития российской 
Федерации. с мая 2012 г. деятельностью росстата руководит пра-
вительство рФ.
росстат рФ, его органы в республиках, краях, областях, авто-
номных областях и округах, в городах Москве и санкт-петербурге, 
других городах и районах, а также подведомственные им организа-
ции, учреждения и учебные заведения составляют единую систему 
государственной статистики страны.
Формы и методы сбора и обработки статистических данных, 
методология расчета статистических показателей, установленные 
росстатом, являются статистическими стандартами рФ. 
Основные задачи Росстата РФ:
 • предоставление официальной статистической информации 
президенту рФ, правительству рФ, Федеральному собра-
нию рФ, федеральным органам исполнительной власти, 
средствам массовой информации, другим организациям, 
в том числе международным;
 • разработка и совершенствование научно обоснованной ста-
тистической методологии, соответствующей международ-
ным стандартам;
 • координация статистической деятельности в государстве;
 • разработка экономико-статистической информации, ее ана-
лиз, составление национальных счетов, проведение необхо-
димых балансовых расчетов;
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 • развитие информационной системы государственной ста-
тистики, обеспечение ее совместимости и взаимодей-
ствия с другими государственными информационными 
системами.
Основные функции Росстата РФ:
 • организация проведения государственных статистических 
наблюдений по разработанным им или согласованным 
с ним программам, формам и методикам;
 • обеспечение хранения государственных информационных 
ресурсов и защиты конфиденциальной и отнесенной к госу-
дарственной тайне статистической информации;
 • обеспечение сбора, обработки, хранения и защиты ста-
тистической информации, соблюдение государственной 
и коммерческой тайны, необходимой конфиденциальности 
данных;
 • сопоставление основных социально-экономических показа-
телей россии с аналогичными показателями других стран, 
совместно с центробанком составление платежного баланса 
страны;
 • проведение единой технической политики в области сбора, 
обработки и передачи статистической информации, разра-
ботки и формирования федеральных программ по вопро-
сам, порученным росстату.
далее будут рассмотрены этапы статистического исследова-
ния: планирование и организация исследования; статистическое 
наблюдение; сводка и группировка данных, представление стати-
стического материала; обработка статистического материала мето-
дами статистики и формулирование выводов.
контрольные вопросы
1. что означает слово «статистика»?
2. в каких значениях сегодня используется термин «статистика»?
3. что является предметом статистики?
4. назовите основные задачи статистики.
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5. перечислите принципы работы официальной статистики. укажите 
различия между официальной и альтернативной статистикой.
6. назовите основные принципы работы статистических управлений.
7. каковы основные функции Федеральной службы государствен-
ной статистики российской Федерации (росстата рФ)?
глава 2  
Статистическое наблюдение
Статистическое наблюдение представляет собой научно 
обоснованную регистрацию по единой разработанной программе 
фактов и их признаков, характеризующих явления обществен-
ной жизни, и сбор массовых данных. статистическое наблюде-
ние является вторым этапом любого статистического исследова-
ния. первый этап статистического исследования — планирование 
и организация исследования, которые включают в себя разработку 
программы статистического наблюдения, определение критиче-
ского момента наблюдения, времени и периода наблюдения, опре-
деление цели и задач исследования, объекта наблюдения.
статистическое наблюдение от начальной до завершающей 
стадии должно быть тщательно продуманным и четко организо-
ванным, поскольку при сборе статистических данных могут быть 
допущены ошибки или данные могут оказаться недоброкачествен-
ными, что повлияет на правильность и достоверность выводов. 
для этого составляют программу наблюдения.
Программа наблюдения — это перечень вопросов, по которым 
собираются сведения, либо перечень признаков и показателей, 
подлежащих регистрации. программа наблюдения оформляется 
в виде бланка (анкеты, формуляра), в который заносятся первичные 
сведения. необходимым дополнением к бланку является инструк-
ция (или указания на самих формулярах), разъясняющая смысл 
вопросов. состав и содержание вопросов программы наблюде-
ния зависят от задач исследования и от особенностей изучаемого 
общественного явления.
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Критический момент наблюдения — момент или отрезок 
времени, по состоянию на который проводится регистрация зна-
чений признаков по каждой единице наблюдения. в зависимости 
от целей и задач исследования, особенностей структуры совокуп-
ности, предмета исследования критическим моментом может быть 
дата (день, час), неделя, месяц и т. п.
Период наблюдения — период, в течение которого осуществ-
ляется сбор данных, заполнение бланков программы наблюдения.
Время наблюдения — время, в течение которого проводится 
обследование по разработанной программе.
Цель исследования — это постановка научной проблемы, 
определение свойств и тенденций общественного явления, подле-
жащих анализу.
Задачи исследования — совокупность действий, необходимых 
для достижения цели исследования.
Объект наблюдения — совокупность социально-экономи-
ческих явлений и процессов, которые подлежат исследованию, 
или точные границы, в пределах которых будут регистрироваться 
статистические сведения. например, при переписи населения 
необходимо установить, какое именно население подлежит реги-
страции — наличное, т. е. фактически находящееся в данной мест-
ности в момент переписи, или постоянное, т. е. живущее в данной 
местности постоянно.
Совокупность (статистическая совокупность) — это мно-
жество единиц изучаемого явления, объединенных единой каче-
ственной основой, но отличающихся друг от друга отдельными 
признаками. таковы, например, совокупность домохозяйств, 
совокупность семей, совокупность предприятий, фирм, объедине-
ний и т. п.
основные свойства статистической совокупности — однород-
ность, динамичность и независимость единиц.
совокупность называется однородной, если один или 
несколько изучаемых существенных признаков ее объектов явля-
ются общими для всех единиц. совокупность, в которую вхо-
дят явления разного типа, считается разнородной. совокупность 
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может быть однородна в одном отношении и разнородна в другом. 
в каждом отдельном случае однородность совокупности уста-
навливается путем проведения качественного анализа, исходя из 
содержания изучаемого общественного явления.
Динамичность совокупности означает, что появление новых 
элементов совокупности и исчезновение существовавших ранее не 
отменяет существования совокупности как объекта наблюдения. 
например, совокупность студентов высших учебных заведений не 
исчезает в результате отчисления одних студентов и восстановле-
ния других.
Независимость единиц означает, что значения признаков 
одних единиц совокупности не могут быть получены как функция 
значений других ее единиц.
чтобы определить статистическую совокупность, необходимо 
ответить на два вопроса: какие единицы входят в совокупность 
и как эти единицы отличаются друг от друга.
в статистике выделяют три вида единиц:
 – единица совокупности;
 – единица наблюдения;
 – статистическая единица.
Единица совокупности — самый мелкий элемент наблюдае-
мой совокупности, носитель регистрируемых признаков.
Единица наблюдения — элемент наблюдаемой совокупности, 
в отношении которого запрашивается информация, проводится 
статистическое измерение и составляются числовые ряды. еди-
ница совокупности и единица наблюдения могут совпадать (напри-
мер, при анализе успеваемости студентов группы, каждый студент 
является единицей совокупности и единицей наблюдения).
Статистическая (учетная) единица — это реально сущест-
вующий объект, который предоставляет информацию о единицах 
наблюдения (например, вуз, предоставляющий информацию об 
успеваемости студентов).
каждая единица наблюдения представляет собой набор значе-
ний различных признаков.
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Признак — это качественная особенность единицы совокупно-
сти. признаки можно разделить на три группы:
 – первая группа — признаки, присущие всем единицам рас-
сматриваемой статистической совокупности, которые позво-
ляют однозначно определить границы наблюдаемой сово-
купности. значения признаков данной группы отвечают на 
вопросы: что изучается (например, студенты бакалавриата 
высших учебных заведений), когда изучается (например, за 
период с 2010 по 2013 г.), где изучается (например, в г. ека-
теринбурге). то есть значения этой группы признаков дают 
ответ на первый вопрос в определении статистической сово-
купности — какие единицы входят в данную совокупность.
 – вторая группа — признаки, позволяющие отличить еди-
ницы совокупности друг от друга. Это признаки особенные, 
индивидуальные и неизменные для каждой единицы сово-
купности (например, номер студенческого билета у каждого 
из студентов). таким образом, данная группа признаков 
отвечает на второй вопрос в определении статистической 
совокупности — как единицы совокупности отличаются 
друг от друга.
 – третья группа — признаки как предмет статистического 
интереса, т. е. случайным образом варьирующие признаки 
единиц наблюдения (например, успеваемость студентов, 
стоимость произведенного за год валового регионального 
продукта, объем произведенных услуг туристической ком-
панией). значения таких признаков могут иногда совпадать 
у отдельных единиц совокупности, а могут быть различ-
ными. именно эта группа признаков изучается в статисти-
ческом исследовании.
по характеру отображения свойств единиц изучаемой сово-
купности признаки делятся на две основные группы:
 • Признаки, имеющие непосредственное количественное 
выражение (например, возраст, стаж работы, средний зара-
боток и т. д.). они могут быть дискретными и непрерывными. 
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количественным является признак, измеренный в шкале не 
слабее порядковой.
 • Признаки, не имеющие непосредственного количественного 
выражения, такие признаки обычно называют атрибутив-
ными. в этом случае отдельные единицы совокупности 
различаются своим содержанием (например, профессии, 
национальность и т. п.). в случае, когда имеются противо-
положные по значению варианты признака, говорят об аль-
тернативном признаке. например, продукция может быть 
годной или бракованной (негодной), пол — мужской или 
женский.
различают пять шкал измерения признаков (в порядке повы-
шения точности измерения): классификационная, порядковая, 
интервальная, шкала разностей, шкала отношений, абсолютная 
шкала.
Классификационная шкала представляет собой перечень зна-
чений атрибутивного признака (например, телефонный справоч-
ник). Эта шкала не имеет ни нуля (начала отсчета), ни предпочте-
ний, ни единицы измерения.
Порядковая (ранговая) шкала устанавливает отношения 
предпочтений между вариантами значений признака (например, 
группы населения по доходам: нищие, бедные, с доходами ниже 
среднего уровня, со средними доходами, с доходами выше сред-
него, богатые). Эта шкала также не имеет нуля (начала отсчета) 
и единицы измерения.
Интервальная шкала устанавливает отношения следования 
между интервалами значений признака. имеет произвольный нуль 
и произвольную единицу измерения.
Шкала разностей устанавливает отношения следования 
между разностями значений признака. имеет фиксированную еди-
ницу измерения и произвольный нуль (например, шкала времени). 
Шкала отношений в отличие от шкалы разностей имеет 
фиксированный нуль, а единица измерения в ней может быть 
произвольной.
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Абсолютная шкала имеет фиксированный нуль и фиксирован-
ную единицу измерения показателя (например, численность сту-
дентов вуза, индекс потребительских цен).
на этапе статистического наблюдения проводится сбор дан-
ных по разработанной программе. однако не всякий сбор данных 
является статистическим наблюдением. о статистическом наблю-
дении можно говорить, когда обеспечивается регистрация устанав-
ливаемых фактов в специальных учетных документах и изучаются 
статистические закономерности, проявляющиеся в большом числе 
единиц некоторой совокупности. поэтому статистическое наблю-
дение должно быть планомерным, массовым и систематическим.
к статистическому наблюдению предъявляются требования:
 • полноты и практической ценности статистических данных;
 • достоверности и точности данных;
 • единообразия и сопоставимости данных.
виды статистического наблюдения:
1. По охвату единиц совокупности:
 • сплошное (учитываются все единицы изучаемой 
совокупности);
 • несплошное:
 – выборочное (изучается отобранная в случайном порядке 
часть единиц совокупности с целью характеристики всей 
совокупности);
 – методом основного массива (обследованию подвергается 
основная часть совокупности, и из генеральной совокуп-
ности исключается некоторая часть, о которой заведомо 
известно, что она не играет большой роли в характери-
стике всей совокупности);
 – монографическое (изучаются отдельные типичные еди-
ницы совокупности).
 • комбинированное.
2. По систематичности наблюдения: текущее (постоянное); 
периодическое; единовременное.
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3. По способу регистрации:
 • непосредственное (сведения получают путем личного учета 
единиц совокупности: пересчета, взвешивания, измерения 
и т. д.);
 • документированное (сведения получают по систематиче-
ским записям в первичных документах, подтверждающих 
тот или иной факт; например, регистрация рождений в отде-
лах загс);
 • опрос, произведенный экспедиционным, анкетным или кор-
респондентским способом.
в статистической практике используются три организацион-
ные формы наблюдения: отчетность, специальное организованное 
наблюдение и регистр.
Отчетность — это такая организационная форма, при кото-
рой единицы наблюдения предоставляют сведения о своей дея-
тельности в виде формуляров регламентированного образца. 
особенность отчетности состоит в том, что она обязательна, доку-
ментально обоснована и юридически подтверждена подписью 
руководителя.
Специально организованное наблюдение проводится с целью 
получения сведений, отсутствующих в отчетности, или для про-
верки ее данных. примером специально организованного наблю-
дения является перепись населения. кроме этого, органы стати-
стики проводят бюджетные обследования, которые характеризуют 
структуру потребительских расходов и доходов семей.
Регистр представляет собой систему, постоянно следящую за 
состоянием единицы наблюдения и оценивающую силу воздейст-
вия различных факторов на изучаемые показатели. в практике ста-
тистики различают регистры населения и регистры предприятий.
Способы статистического наблюдения:
 • экспедиционный (специально подготовленные регистра-
торы путем опроса заполняют формуляры, одновременно 
контролируя правильность получаемых сведений);
 • саморегистрации (работники статистических органов раз-
дают опросные бланки опрашиваемым лицам, инструкти-
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руют их, а затем собирают заполненные формуляры, контро-
лируя полноту и правильность полученных сведений);
 • корреспондентский (статистическими органами организу-
ется специальная сеть корреспондентов из лиц, прожива-
ющих на местах, которые проводят наблюдение согласно 
разработанному бланку и инструкции и сообщают сведения 
статистическим органам);
 • анкетный (разработанная анкета рассылается кругу лиц 
и после заполнения возвращается органам, проводящим 
наблюдения);
 • явочный (предусматривает предоставление сведений 
в органы, ведущие наблюдение в явочном порядке).
перед началом третьего этапа статистического исследова-
ния необходимо провести арифметический и логический конт-
роль собранных данных с целью устранения ошибок наблюдения. 
в статистике ошибкой наблюдения называют расхождение между 
расчетным и действительным значениями исследуемой величины. 
в зависимости от причин возникновения различают ошибки реги-
страции и ошибки репрезентативности. контрольной проверкой 
собранных данных статистическое наблюдение завершается.
контрольные вопросы
1. назовите все этапы статистического исследования.
2. что такое статистическое наблюдение?
3. какие организационные формы статистического наблюдения 
выделяют?
4. укажите основные виды шкал измерения и их свойства, исполь-
зуемые в статистическом анализе. приведите примеры.
5. какие программно-методологические вопросы составляют план 
статистического наблюдения?
6. что такое объект наблюдения и единица наблюдения?
7. что такое критический момент наблюдения и время наблюдения?
8. какие признаки называются атрибутивными?
9. какие признаки называются количественными?
10. какими способами может быть организовано статистическое 
наблюдение?
11. укажите преимущества и недостатки различных способов 
наблюдения. приведите примеры.
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12. какие классификации видов статистического наблюдения 
используются в статистической практике?
13. укажите преимущества и недостатки различных видов стати-
стического наблюдения. приведите примеры.
14. какие ошибки могут возникать в процессе статистического 
наблюдения? назовите способы их контроля и предотвращения.
глава 3  
Систематизация и представление  
статистических данных
систематизация данных, т. е. их сводка и группировка, а также 
представление статистического материала составляют содержание 
третьего этапа статистического исследования. в результате его 
проведения достигается возможность охарактеризовать совокуп-
ность в целом по данным, относящимся к отдельным единицам 
наблюдения.
Сводка данных
Это подсчет единиц в группах, подгруппах и в целом по 
совокупности.
целью сводки является получение на основе сведенных мате-
риалов обобщающих статистических показателей, отражающих 
сущность социально-экономических явлений и определенные ста-
тистические закономерности.
статистическая сводка проводится по специальной про-
грамме, включающей определение количества групп и подгрупп, 
которые будут выделены в изучаемой совокупности, а также того, 
какие обобщающие показатели будут подсчитаны для выделенных 
групп и в целом по совокупности и каким образом будет представ-
лен результат сводки — в форме таблиц или графиков.
по глубине обработки данных выделяют простую и сложную 
сводку. Простая сводка — это подсчет общих итогов по совокуп-
ности единиц наблюдения. Сложная сводка — комплекс операций, 
включающих группировку единиц наблюдения, подсчет итогов по 
каждой группе и по всему объекту и представление результатов 
группировки и сводки в виде статистических таблиц.
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группировка данных
центральным моментом после проведения любой сводки явля-
ется группировка данных, т. е. деление совокупности на группы 
более однородные по какому-либо признаку. благодаря группи-
ровке материал наблюдения принимает систематизированный вид.
положенный в основу группировки признак называется груп-
пировочным. при этом ряд чисел, характеризующий, каким обра-
зом распределяются единицы некоторой совокупности по тому 
или иному признаку, называется рядом распределения.
выделяют следующие виды рядов распределения:
 • вариационный;
 • атрибутивный;
 • территориальный;
 • динамический.
в зависимости от числа группировочных признаков группи-
ровка делится на простую и комбинационную.
группировка по одному признаку называется простой. груп-
пировка по нескольким признакам называется комбинационной. 
в комбинационной группировке порядок признаков обосновыва-
ется экономически, но он может быть легко изменен, а при нали-
чии итоговой группы по каждому из признаков комбинационная 
группировка может быть свернута в любом направлении путем 
исключения признаков. комбинационные группировки приобре-
тают особое значение в тех случаях, когда для выделения опреде-
ленных групп (особенно социально-экономических типов и форм 
явлений) одного признака бывает недостаточно. тогда приходится 
один признак брать в сочетании с другим.
группировочные признаки могут носить различный характер. 
одни признаки могут иметь количественное выражение (напри-
мер, возраст, заработная плата, число детей в семье, урожайность 
отдельных сельскохозяйственных культур и т. п.). Эти признаки 
называют количественными, а ряды распределения, построенные 
по этим признакам, называют вариационными рядами.
другие признаки не имеют количественного выражения. они 
отражают определенные свойства, качества единиц совокупности. 
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Эти признаки условно называют качественными (например, 
пол, национальность, семейное положение и т. п.). группировки, 
построенные по качественным признакам, называют атрибутив-
ными рядами распределения.
если единицы совокупности группируются по территори-
альному признаку, то такие ряды именуют географическими или 
территориальными рядами. Эти ряды дают представление о раз-
мещении или степени распространения тех или иных явлений 
в пространстве.
задачи, решаемые с помощью группировки:
1) описание структуры совокупности;
2) выделение основных типов и форм явления;
3) выявление и изучение взаимосвязи между явлениями;
4) изучение развития явления с течением времени.
в зависимости от задачи, которую исследователь собира-
ется решить при помощи группировки, различают структурную, 
типологическую, аналитическую и динамическую группировки 
(последняя далее не рассматривается).
Структурные и типологические группировки строят на основе 
признаков, значения которых измеряются в шкале не сильнее 
порядковой. в этом случае можно выделить приоритетную, доми-
нантную и малозначимую группы.
Приоритетной называется группа, которая занимает наи-
больший удельный вес в совокупности. Доминантной называется 
группа, в которой сосредоточено от 60 до 80 % единиц наблюда-
емой совокупности. состав доминантной группы определяется 
накопленным итогом, начиная с приоритетной группы, по мере 
убывания частостей, соответствующих значениям признака. 
Малозначимой называется группа, в которой сосредоточена наи-
меньшая часть элементов совокупности.
при построении аналитической группировки необходимо 
выделить из взаимосвязанных показателей один признак-результат 
и признаки-факторы, оказывающие влияние на признак-резуль-
тат. чтобы выявить зависимость между выделенными показате-
лями, надо сгруппировать единицы совокупности по факторному 
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признаку и для каждой выделенной группы рассчитать среднее 
значение признака-результата, а затем проследить за изменениями 
последнего от группы к группе.
в большинстве случаев исследователь в соответствии с зада-
чами своего исследования не имеет первичных данных, а распола-
гает уже обработанными, сгруппированными данными и вынужден 
перегруппировывать материал. перегруппировка уже сгруппиро-
ванного материала, т. е. образование новых групп на основе ранее 
произведенной группировки, называется вторичной группировкой. 
выделяют два способа такой группировки.
Первый способ вторичной группировки — изменение вели-
чины интервалов старой группировки. новые группы образуются 
путем укрупнения интервалов, т. е. путем объединения в одну 
группу нескольких мелких групп, полученных при первичной 
группировке. при дроблении отдельных групп (интервалов) соот-
ветственно дробят и суммарные показатели, характеризующие эти 
группы.
Пример. По данным табл. 1 надо произвести вторичную группи-
ровку, образовав следующие группы: до 100, 100 — 500, 500 — 1 000, 1 000 
и более.
Таблица 1
распределение городов по численности жителей в рФ в 2008 г.
группы городов по числу жителей, 
тыс. чел.
численность населения,  
тыс. чел.
до 3 21
3–5 100
5–10 800
10–20 4 150
20–50 11 555
50–100 10 960
100–500 27 008
500–1 000 15 352
1 000 и более 25 576
итого 95 522
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Р е ш е н и е. Для образования необходимых групп воспользуемся 
методом вторичной группировки, укрупняя интервалы уже имеющейся 
группировки. Чтобы получить количество городов с  численностью насе-
ления в интервале до 100 тыс. чел., необходимо просуммировать значе-
ния частот первых шести групп городов. Результат образования новых 
групп представлен в табл. 2.
Таблица 2
распределение городов по численности жителей в рФ в 2008 г. 
в результате вторичной группировки
группы городов по численности 
жителей, тыс. чел.
численность населения,  
тыс. чел.
до 100 27 586
100−500 27 008
500−1 000 15 352
1 000 и более 25 576
итого 95 522
Второй способ вторичной группировки — формирование 
новой группировки по удельному весу намечаемых к образованию 
групп. на основе предварительного изучения первично сгруппи-
рованного материала устанавливается определенный удельный вес 
(доля) отдельных групп единиц совокупности и все показатели, 
составляющие 100 % или подлежащие суммированию, перегруп-
пировываются соответственно удельному весу намеченных групп.
Элементы ряда распределения:
 • вариант;
 • частота (частость);
 • накопленная частота (частость);
 • плотность распределения:
 – абсолютная;
 – относительная.
Вариант — это значение признака, который изменяется 
в некоторой совокупности.
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Частота — это абсолютные численности единиц, относя-
щиеся к каждой группе; показывает, сколько раз данный признак 
встречается в группе.
Частость — относительные численности, характеризующие 
удельный вес каждой группы в общей численности единиц сово-
купности. обозначается буквой ω.
Накопленная частота f H (или накопленная частость ωH ) 
показывает, какое число единиц совокупности в абсолютном или 
относительном выражении имеет величину варианта не больше 
заданной.
Важно! Накопленная частота (частость) для данного вари-
анта или для верхней границы данного интервала получается 
в результате суммирования частот (частостей) всех предшествую-
щих интервалов, включая данный.
если варианты обозначить буквой x с субиндексами 1, 2 и т. д., 
т. е. x
1
, x
2
, x3, …, xn, а частоты или частости — буквой f с соответст-
вующими номерами, то любой вариационный ряд распределения 
можно условно представить следующим образом:
вариант, xi частота, fi
x
1
f
1
x
2
f
2
… …
… …
xn fn
Плотность распределения абсолютная (относительная) 
показывает, сколько в абсолютном (относительном) выражении 
единиц совокупности приходится на единицу изменения вари-
анта в интервале. плотность распределения обозначается буквой 
ρ и рассчитывается следующим образом:
 – абсолютная плотность распределения i-й группы:
,ii
i
f
h
ρ =
где hi — величина интервала в i-й группе;
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 – относительная плотность распределения:
.ii
ih
ω ωρ =
таким образом, частное от деления соответствующей частоты 
или частости на длину интервала есть средняя плотность в интер-
вале. плотность распределения исчисляют в рядах с неравными 
интервалами — для понимания распределения единиц совокупно-
сти по группам.
частота (частость), накопленная частота (частость) и плот-
ность распределения вариационного ряда — это различные функ-
ции от величины варианта.
признак в совокупности изменяется, или варьирует. различия 
единиц совокупности в отношении некоторого измеряемого при-
знака называются вариацией признака.
выделяются три вида вариации признака в совокупности, 
поделенной на группы:
 • случайная;
 • объясняемая;
 • общая.
уровень вариации можно определить для совокупности 
в целом и для каждой выделенной однородной группы.
Случайная вариация признака — это вариация признака вну-
три группы, не зависящая от вариации группировочного признака. 
Объясняемая вариация признака — это вариация изучаемого при-
знака, зависящая от значений признака, положенного в основу 
группировки. Общая вариация признака — это сумма случайной 
и объясняемой вариаций.
вариация количественного признака может быть дискретной 
и непрерывной.
в случае дискретной вариации величина количественного 
признака у единиц совокупности принимает только вполне опре-
деленные значения, отличающиеся друг от друга на одну или 
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несколько единиц. пример: количество студентов в вузах может 
выражаться только целыми числами.
в случае непрерывной вариации величина признака у единиц 
совокупности принимает в определенном численном промежутке 
любые значения, как угодно мало отличающиеся друг от друга. 
пример: прибыль одного предприятия может отличаться от при-
были другого на сколь угодно малую величину.
при построении вариационного ряда непрерывного признака 
невозможно указать каждое значение варианта, поэтому совокуп-
ность распределяется по интервалам его значений, т. е. осуществ-
ляется переход к интервальной шкале значений.
анализ особенностей единиц, сосредоточенных в одном 
интервале, позволяет при дальнейшем исследовании структуры 
совокупности перейти к порядковой шкале, определив основное 
качественное различие между группами.
Интервал — промежуток между максимальным и минималь-
ным значением группировочного признака в соответствующей 
группе.
в зависимости от характера вариации при формировании 
вариационного ряда различают интервалы равные и неравные.
Равные интервалы формируют в случае, когда необходимо 
изучить количественные различия в группах одинакового каче-
ства, а разница между максимальным и минимальным значением 
признака в совокупности (так называемый размах вариации) неве-
лика, т. е. признак изменяется более или менее равномерно. во 
всех остальных случаях следует укрупнять интервалы по мере 
возрастания вариантов.
для нахождения величины равного интервала в группировке 
используют следующую формулу:
max min ,
x xh
k
−
=
где h — величина интервала; xmax — максимальное значение 
группировочного признака в совокупности; xmin — минимальное 
29
значение группировочного признака в совокупности; k — количе-
ство групп.
количество групп в данной формуле может быть задано иссле-
дователем заранее или найдено по формуле стерджесса. величину 
интервала обычно округляют до целого числа.
Максимальное количество выделяемых групп k определяется 
в зависимости от количества произведенных наблюдений n по 
формуле стерджесса:
k = 1+ 3,322 · lgn,
где k — количество групп; n — число наблюдений (единиц сово-
купности).
обязательным требованием к проведению группировки явля-
ется наличие возможности для каждой единицы наблюдения быть 
отнесенной к той или иной группе вариантов значений признака, 
причем только к одной из них. кроме того, необходимо добиться 
отсутствия незаполненных групп.
для каждого из интервалов указываются частоты или частости, 
т. е. абсолютное или относительное число единиц, у которых зна-
чение варианта находится в пределах границ заданного интервала.
верхний и нижний интервалы рядов во многих случаях фор-
мируются открытыми, т. е. для первого интервала указывается 
только верхняя граница, а для последнего — только нижняя. 
использование открытых интервалов удобно, когда в совокупно-
сти встречается незначительное число единиц с очень малыми или 
очень большими значениями вариантов, резко отличающимися от 
всех остальных значений.
чтобы закрыть открытый интервал, полезно привлекать 
дополнительную теоретическую информацию о характере вариа-
ции признака в совокупности, о наличии нормативно, экспертно 
или эмпирически установленных границ возможной вариации 
признака.
интервальные вариационные ряды можно построить и для 
признаков с дискретной вариацией, если такой дискретный 
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признак может принимать множество значений (например, груп-
пировка фирм по количеству работников). указывать отдельно 
каждое значение нецелесообразно, поскольку это затруднит рас-
смотрение вариации и может исказить полученные результаты.
Важно! При построении интервального вариационного ряда 
по дискретному признаку границы смежных интервалов не повто-
ряют друг друга: следующий интервал начинается со следующего 
по порядку дискретного значения признака.
вариация по одному и тому же признаку может быть представ-
лена разными интервальными рядами, в которых частоты будут 
зависеть не только от величины вариантов и характера вариации, 
но и от размеров интервалов: чем больший взят интервал, тем 
больше попадает в него единиц совокупности. если построен ряд 
с равными интервалами, то частоты (частости) дают точное пред-
ставление о том, как заполнен тот или иной интервал единицами 
совокупности. сравнивая частоты ряда с неравными интервалами, 
невозможно говорить о заполненности групп. в этом случае необ-
ходимо рассчитывать плотность распределения.
Пример. Используя данные табл. 2 о распределении городов по 
численности жителей в России в 2008 г., определим частость, накоплен-
ную частость и абсолютную плотность распределения. Результаты расче-
тов оформим в виде вспомогательной таблицы (табл. 3).
Р е ш е н и е:
1. Частость определяется отношением частоты к общему количеству 
единиц совокупности, выраженным в процентах. Общее количество еди-
ниц совокупности составляет 95 522 (27 586 + 27 008 + 15 352 + 25 576 ). 
Тогда частость в первой группе равна 28,9 % (27 586 / 95 522 · 100 %). 
В последующих группах расчет аналогичный (см. табл. 3, гр. 3).
2. Накопленная частость для соответствующего интервала находится 
последовательным суммированием удельных весов предшествующих 
групп, включая данный интервал (см. табл. 3, гр. 4).
3. Абсолютная плотность распределения находится делением 
частоты на величину интервала. Тогда для первого интервала значение 
абсолютной плотности распределения составит 276 (27586 / 100), для вто-
рого интервала — 68 (27 008 / 400) и т. д. (см. табл. 3, гр. 5).
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Таблица 3
распределение городов по численности жителей в рФ в 2008 г.
группы городов по 
числу жителей,  
тыс. чел.
частота частость, %
накопленная 
частость, %
плотность 
распределения
1 2 3 4 5
до 100 27 586 28,9 28,9 276
100–500 27 008 28,3 57,2 68
500–1 000 15 352 16,1 73,2 31
1 000 и более 25 576 26,8 100,0 51
итого 95 522 100,0 259,3 –
в статистической практике выделяют формально закреплен-
ные группировки для всей совокупности объектов, называемые 
классификациями.
задачи создания классификаций:
1) обеспечение  условий для единого информационного про-
странства на территории рФ;
2) упорядочение специализации и сертификации выпускае-
мой продукции и оказываемых услуг;
3) унификация документации;
4) обеспечение совместимости информационных систем 
и ресурсов;
5) обеспечение межотраслевого обмена информационными 
ресурсами.
основными задачами единой системы классификации и коди-
рования технико-экономической и социальной информации явля-
ются следующие:
 • создание условий для формирования единого информаци-
онного пространства на территории российской Федерации;
 • систематизация информации по единым классификацион-
ным правилам и использование их при прогнозировании 
социально-экономического развития страны и ведении 
учета и отчетности;
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 • информационное обеспечение налогообложения, лицензи-
рования, квотирования, операций с недвижимостью, соци-
ального страхования, финансового посредничества;
 • содействие специализации и кооперированию в области 
производства продукции и оказания услуг;
 • упорядочение стандартизации и сертификации выпускае-
мой продукции и оказываемых услуг;
 • создание условий для унификации документации при осу-
ществлении межотраслевого документооборота;
 • обеспечение совместимости информационных систем 
и ресурсов;
 • обеспечение межотраслевого обмена информационными 
ресурсами.
Представление данных
после завершения сводки и группировки собранного стати-
стического материала переходят к этапу представления данных. 
представление собранного статистического материала может осу-
ществляться в различном виде. наиболее часто в практических 
исследованиях используются статистические таблицы и графики.
Табличная форма позволяет представить статистический 
материал наиболее удобно, компактно, наглядно и рационально. 
таблица состоит из горизонтальных строк и вертикальных граф 
(столбцов), имеющих заголовки, которые объясняют, что характе-
ризуется и какими показателями. строки и графы при пересечении 
образуют клетки, которые и заполняются статистическими дан-
ными (рис. 1). в статистических таблицах различают подлежащее 
и сказуемое. Подлежащим в таблице являются те объекты или их 
части, а также отдельные периоды времени и территории, которые 
характеризуются рядом показателей. Сказуемое в таблице — это 
все те показатели, которыми характеризуется подлежащее.
в зависимости от степени расчленения подлежащего стати-
стические таблицы могут быть простые, сложные, групповые 
и комбинационные.
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к простым относят перечневые таблицы, в которых подлежа-
щим служит перечень отдельных объектов (домашних хозяйств, 
министерств, районов, политических партий и т. п.), и динамиче-
ские таблицы, где подлежащим являются отдельные годы, месяцы 
или иные периоды времени.
у сложных таблиц подлежащее представляет собой сово-
купность, расчлененную на группы по одному или нескольким 
признакам.
название таблицы
содержание строк наименование граф (верхние заголовки)
а 1 2 3 4 итоговая 
графа
наименование строк 
(боковые заголовки)
итоговая строка
рис. 1. Макет статистической таблицы
таблицы, в подлежащем которых имеет место группировка по 
одному признаку, называют групповыми.
при наличии в подлежащем группировки по двум и более при-
знакам таблица именуется комбинационной.
однако и сказуемое в таблицах может быть разработано по-
разному. если все показатели сказуемого характеризуют подлежа-
щее отдельно, независимо друг от друга, то такая разработка ска-
зуемого называется простой. если же в сказуемом один признак 
комбинируется с другим, то такая разработка сказуемого называ-
ется сложной.
Важно! Составляя таблицы, следует помнить, что в таблице 
цифровой материал должен быть представлен компактно 
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и наглядно. Если при излишней детализации подлежащего и ска-
зуемого чтение таблицы затрудняется, то лучше вместо одной гро-
моздкой таблицы построить несколько таблиц более простых.
практикой выработаны определенные требования к состав-
лению и оформлению таблиц:
1. таблица по возможности должна быть краткой.
2. каждая таблица должна иметь подробное название, из кото-
рого становится известно:
а) какой круг вопросов охватывает и иллюстрирует таблица;
б) каковы географические границы представленной стати-
стической совокупности;
в) за какой период времени представлены данные;
г) каковы единицы измерения (если они одинаковы для всех 
табличных клеток). если единицы измерения неодина-
ковы, то в верхних или боковых заголовках обязательно 
следует указывать, в каких единицах приводятся стати-
стические данные (тонны, штуки, рубли и пр.).
3. таблица может сопровождаться примечаниями, в которых 
указываются источники данных, более подробно раскры-
вается содержание показателей, даются другие пояснения, 
в том числе, если таблица содержит данные, полученные 
в результате вычислений.
4. при оформлении таблиц обычно применяются такие услов-
ные обозначения: знак тире (–) — когда явление отсутст-
вует; х — если явление не имеет осмысленного содержания; 
многоточие (…) — когда отсутствуют сведения о размере 
явления (или делается запись «нет сведений»).
5. если числовое значение имеющихся сведений меньше 
принятой в таблице точности, оно выражается дробным 
числом (0,0).
6. округленные числа приводятся в таблице с одинаковой сте-
пенью точности (до 0,1, до 0,01 и т. п.).
7. если в таблице приводятся проценты роста, то во многих 
случаях целесообразно проценты от 300 и более заменять 
отношениями в разах, например, писать не «1 000 %», 
а «в 10,0 раз».
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использование графиков для представления статистических 
показателей позволяет придать последним наглядность и вырази-
тельность, облегчить их восприятие, а во многих случаях помогает 
уяснить сущность изучаемого явления, его закономерности и осо-
бенности, увидеть тенденции его развития, взаимосвязь характе-
ризующих его показателей.
графики могут быть использованы для изображения динамики 
явления; сравнения показателей, относящихся к одному времени, 
но к разным объектам; для определения состава (структуры) сово-
купности; выявления зависимости одних показателей от других; 
для определения степени распространения какого-либо явления; 
для контроля за выполнением бизнес-планов предприятия; и др.
Элементы графика:
 • графический образ, т. е. знаки-символы (линии, фигуры 
и пр.), с помощью которых изображаются статистические 
величины;
 • поле графика — место, где размещены те или иные графи-
ческие образы;
 • пространственные ориентиры, определяющие расположе-
ние графических образов на поле;
 • масштабные ориентиры, дающие количественную опреде-
ленность знакам-символам;
 • экспликация (словесное пояснение) графика, включающая 
точное его название и пояснения к отдельным его частям.
по способу построения графики можно разделить на диа-
граммы, картодиаграммы и картограммы.
Диаграмма — графическое изображение статистических 
величин с помощью различных геометрических фигур или знаков 
(см. рис. 2).
Картограмма — изображение величины того или иного пока-
зателя на географической карте с помощью графических символов 
(штриховки, расцветки, точек).
Картодиаграмма — сочетание картограммы с диаграммой, 
т. е. диаграмма на географической карте.
36
Курганская 
область
8 %
Свердловская 
область
36 %
Тюменская 
область
11 %
Ханты-
Мансийский АО
29 %
Ямало-
Ненецкий АО
12 %
Челябинская 
область
4 %
рис. 2. распределение численности населения уральского федерального 
округа по областям и автономным округам на 1 января 2009 г. (%)
в зависимости от применяемых графических образов среди 
диаграмм различают столбиковые, плоскостные, объемные, линей-
ные и др.
для изображения вариационных рядов применяются линей-
ные и плоскостные диаграммы, построенные в прямоугольной 
системе координат.
вариационный ряд можно изобразить, как и любой ряд зна-
чений аргумента и функции, используя прямоугольную систему 
координат и строя точки с координатой (х
1
, f
1
); (х
2
, f
2
); (…); (хn, fn) 
в виде полигона, гистограммы, кумулятивной кривой (кумуляты), 
кривой лоренца.
Полигон — графическое изображение дискретного вариацион-
ного ряда распределения. представляет собой замкнутый много-
угольник, абсциссами вершин которого являются значения варьиру-
ющегося признака, а ординатами — соответствующие им частоты.
Гистограмма — графическое изображение интерваль-
ного вариационного ряда. при построении гистограммы на оси 
абсцисс откладывают не значения признака, а границы интервалов 
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значений признака. по оси ординат откладывают частоты (часто-
сти) или плотности распределения — все зависит от вида интер-
вального ряда. если ряд интервальный с равными интервалами, 
то на оси ординат откладывают частоты (частости), т. е. строят 
прямоугольники с высотой, равной частоте (частости) заданного 
интервала. если ряд интервальный с неравными интервалами, то 
строят гистограмму плотностей распределения, поскольку в ряду 
с неравными интервалами именно плотность дает точное пред-
ставление о количестве единиц в каждом из интервалов. площадь 
всей гистограммы, таким образом, численно равна сумме частот 
или численности единиц в совокупности.
Кумулятивная кривая (кумулята) — кривая, характеризую-
щая динамику накопленной частоты или частости. по оси абсцисс 
откладывают варианты значений признака (в интервальном 
ряду — верхние границы интервалов), а на оси ординат — соот-
ветствующие накопленные частоты или частости. полученные 
точки соединяют отрезками и получают график, который называ-
ется кумулятой или кумулятивной кривой.
Пример. По данным табл. 4 построим гистограмму и кумулятивную 
кривую.
Таблица 4
распределение строительных фирм по объему инвестиций
объем инвестиций, млн руб. 31–33 33–36 36–39 39–42 
количество предприятий 10 20 30 15
накопленная частота 10 30 60 75
Р е ш е н и е:
1. В примере дан интервальный ряд с равными интервалами, поэтому 
на оси ординат откладываем частоты (количество предприятий), по оси 
абсцисс — границы соответствующих интервалов (объем инвестиций, 
млн руб.) (см. рис. 3).
2. Для графического изображения кумулятивной кривой по оси 
абсцисс откладываем верхние границы интервалов значения признака 
(объем инвестиций, млн руб.), по оси ординат — накопленные частоты. 
Соединив последовательно точки, получим кумулятивную кривую 
(см. рис. 4).
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рис. 3. гистограмма распределения строительных предприятий 
по объему инвестиций
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Кривая Лоренца — это график лоренца, который занимает 
особое место среди различных видов графиков, поскольку он 
может быть использован для характеристики уровня относитель-
ной концентрации тех или иных явлений в совокупности (рис. 5). 
при построении такого графика на оси абсцисс откладываются 
значения накопленных частостей выделенных групп (в процен-
тах), а на оси ординат — значения накопленных долей признака 
в общем объеме совокупности (в процентах).
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рис. 5. кривая лоренца — график распределения населения рФ 
по уровню среднедушевых денежных доходов в 2006 г.
Важно! Интерпретация графика Лоренца может быть сведена 
к следующему. При равномерном распределении явления между 
единицами изучаемой совокупности должно соблюдаться равен­
ство х = у (10 % единиц обеспечивают 10 % объема признака, 20 % 
единиц обеспечивают 20 % объема признака и т. д.). На графике 
эта зависимость выразится прямой, проходящей через начало 
координат под углом в 45°, т. е. это будет диагональ квадрата, на 
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котором строится график Лоренца. Следовательно, диагональ 
квадрата, соединяющая нижний левый угол с верхним правым, 
может рассматриваться как линия равномерного распределения. 
Всякое отклонение от нее — признак неравномерности распреде-
ления. И чем больше эмпирическая кривая Лоренца отклоняется 
от диагонали квадрата, тем больше неравномерность распределе-
ния и выше уровень относительной концентрации объема изучае-
мого явления у отдельных единиц.
Пример. По данным табл. 5 необходимо построить кривую Лоренца.
Таблица 5
распределение среднедушевых денежных доходов  
населения рФ в 2006 г.
группы населения по среднедушевому 
денежному доходу, тыс. руб. в месяц
процент населения к итогу, ωi
0,5−1,0 0,5
1,0−1,5 1,4
1,5−2,0 2,4
2,0−3,0 7,3
3,0−4,0 8,9
4,0−5,0 9,1
5,0−7,0 16,4
7,0−12,0 26,5
12,0−17,0 27,5
итого 100
Р е ш е н и е. Для построения кривой Лоренца необходимо найти сле-
дующие показатели: накопленные удельные веса численности населе­
ния ; размер дохода для каждой группы населения; долю дохода каждой 
группы населения в процентах к итогу; накопленные удельные веса дохо-
дов населения . Расчет недостающих показателей представим в табл. 6.
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Таблица 6
распределение населения рФ по размеру среднедушевых  
денежных доходов в 2006 г.
группы насе-
ления по сред-
недушевому 
денежному 
доходу, тыс. 
руб. в месяц
про-
цент 
насе-
ления 
к ито-
гу, ωi
накоплен-
ный удель-
ный вес чи-
сленности 
населения, 
средний 
доход 
насе-
ления 
в группе, 
тыс. руб.
доход насе-
ления груп-
пы, тыс. руб.
доход 
населе-
ния в % 
к итогу, 
dyi
накоплен-
ный удель-
ный вес 
доходов 
населения, 
1 2 3 4 5 = гр.4 · гр.2 6 7
0,5−1,0 0,5 0,5 500 250 0,03 0,03
1,0−1,5 1,4 1,9 1 250 1 750 0,21 0,24
1,5−2,0 2,4 4,3 1 750 4 200 0,50 0,73
2,0−3,0 7,3 11,6 2 500 18 250 2,16 2,89
3,0−4,0 8,9 20,5 3 500 31 150 3,68 6,58
4,0−5,0 9,1 29,6 4 500 40 950 4,84 11,42
5,0−7,0 16,4 46 6 000 98 400 11,64 23,06
7,0−12,0 26,5 72,5 9 500 251 750 29,78 52,84
12,0−17,0 27,5 100 14 500 398 750 47,16 100,00
итого 100 845 450
Для построения графика Лоренца по оси абсцисс откладываем нако-
пленные удельные веса численности населения , по оси ординат — зна-
чения накопленных удельных весов доходов населения  (см. табл. 6, 
гр. 3 и 7). Соединив все точки, получаем кривую Лоренца (см. рис. 5).
контрольные вопросы
1. в чем суть сводки данных?
2. что такое централизованная и децентрализованная сводка?
3. что такое группировка данных?
4. какие виды группировок существуют?
5. какие задачи решают с помощью группировки данных?
6. как определяется число групп?
7. какой признак называется дискретным?
8. какой признак называется непрерывным?
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9. что такое ряд распределения? назовите виды рядов распреде-
ления.
10. что такое вариационный ряд распределения и какие элементы он 
содержит?
11. как строятся вариационные ряды по разным признакам с рав-
ными и неравными интервалами?
12. что такое вторичная группировка?
13. чем отличается классификация от группировки?
14. как графически изобразить вариационный ряд распределения?
15. что представляет собой кривая лоренца и какова ее роль в стати-
стическом анализе?
16. назовите основные элементы статистической таблицы.
17. что такое подлежащее и сказуемое таблицы?
18. какие таблицы называют простыми?
19. какие таблицы называют комбинационными?
глава 4  
Статистические показатели:  
виды и содержание
Статистический показатель — количественно выраженное 
определенное свойство или качество совокупности. любой стати-
стический показатель может быть получен путем суммирования 
конкретных видов признаков и их функций и путем действий, про-
изводимых с этими суммами.
в статистике к статистическому показателю предъявляются 
следующие требования:
1) наличие единицы измерения показателя;
2) указание метода расчета показателя;
3) содержание показателя (что является предметом 
исследования);
4) время и период учета;
5) группа объектов, к которым относится изучаемый объект;
6) возможны специальные уточнения (например, стоимость 
продукции фирмы указана в сопоставимых ценах).
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по структуре можно выделить три группы статистических 
показателей:
1) абсолютные величины;
2) относительные величины;
3) средние величины.
рассмотрим более подробно каждую из этих групп показа-
телей.
абсолютные величины
Эта группа показателей отражает объем распространения 
изучаемого признака в совокупности и является результатом агре-
гирования первичной информации, полученной в ходе статисти-
ческого наблюдения, а также показатели численности единиц 
и суммы по группам и в целом по совокупности. так, основная 
масса экономических абсолютных показателей фиксируется в пер-
вичных учетных документах.
абсолютные величины являются именованными числами, 
измеряющими определенное свойство совокупности в опреде-
ленное время и в определенном месте в конкретных единицах; 
эти величины могут принимать как положительные значения, так 
и отрицательные (убыль, потери и т. п.).
единицы измерения признака:
 • натуральные:
 – простые (килограммы, тонны, штуки, литры и др.);
 – сложные, являющиеся комбинацией нескольких разно-
именных величин (например, производство электроэнер-
гии выражается в киловатт-часах, грузооборот железно-
дорожного транспорта — в тонно-километрах и др.);
 • условно-натуральные (например, различные виды топлива 
пересчитываются в условное топливо);
 • стоимостные (используются для измерения объема разно-
родной продукции в денежной форме).
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с точки зрения конкретного исследования совокупность абсо-
лютных величин можно рассматривать как состоящую из показа-
телей:
 • индивидуальных, характеризующих размер признака 
у отдельных единиц совокупности,
 • и суммарных, характеризующих итоговое значение при-
знака по определенной части совокупности.
все абсолютные величины можно отнести к одной из двух 
групп:
1) абсолютные пространственные величины;
2) абсолютные динамические величины.
к группе абсолютных пространственных величин относятся:
1) максимальное значение признака — xmax;
2) минимальное значение признака — xmin;
3) размах вариации (R), рассчитываемый по формуле 
R = xmax − xmin;
4) мода (или модальное значение признака в совокупности);
5) система порядковых статистик, включая медиану (или 
медианное значение признака в совокупности).
рассмотрим подробнее четвертую и пятую подгруппы абсо-
лютных пространственных величин.
Мода (модальное значение признака в совокупности) — наибо-
лее часто повторяющееся значение варианта или, проще, вариант 
с наибольшей частотой.
в ранжированном дискретном ряду мода — это значение при-
знака с наибольшей частотой. 
Пример. По данным табл. 7 об объеме продаж мужской обуви 
в бутике необходимо определить модальное значение.
Таблица 7
распределение количества пар  
мужской обуви различного размера, проданных в бутике
размер обуви 40 41 42 43 44
количество проданных пар 30 45 38 44 36
45
В этом дискретном ряду значение моды составляет 41, поскольку 
именно обуви данного размера было продано больше всего — 45 пар.
в интервальном ряду распределения модальное значение при-
знака определяется по формуле и находится в интервале с наиболь-
шей частотой (частостью), если интервалы в группировке равны, 
или в интервале с наибольшей плотностью распределения, если 
интервалы в группировке неравные.
для интервального ряда с равными интервалами величина 
моды определяется по формуле:
( ) ( )
1
1 1
,Mo MoMo Mo
Mo Mo Mo Mo
f fMo x h
f f f f
−
− +
−
= + ⋅
− + −
где xMo — нижняя граница модального интервала; fMo — число частот 
или частостей модального интервала; f
Mo −1
 — то же для интервала, 
предшествующего модальному; f
Mo +1
 — то же для интервала, сле-
дующего за модальным; hMo — величина модального интервала.
для интервального ряда с неравными интервалами величина 
моды определяется, исходя из плотностей распределения:
( ) ( )
1
1 1
,Mo MoMo Mo
Mo Mo Mo Mo
Mo x h −
− +
ρ − ρ
= + ⋅
ρ − ρ + ρ − ρ
где xMo — нижняя граница модального интервала; ρMo — плотность 
распределения (абсолютная или относительная) модального интер-
вала; ρ
Mo −1
 — то же для интервала, предшествующего модальному; 
ρMo +1 — то же для интервала, следующего за модальным; hMo — 
величина модального интервала.
Система порядковых статистик — это система показате-
лей, делящих совокупность на две части — либо равные (в случае 
с медианой), либо неравные (для всех остальных случаев).
к системе порядковых статистик относятся:
1) медиана;
2) квартили;
3) квинтили;
4) децили;
5) процентили.
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Медиана (медианное значение признака в совокупности) — 
величина признака, которая делит ранжированную последователь-
ность его значений на две равные по численности части. в итоге 
у одной половины единиц совокупности значение признака не пре-
вышает медианного уровня, а у другой половины оно не меньше 
этого уровня.
расчет медианы зависит от вида ряда:
 • в дискретном ранжированном ряду с нечетным числом чле-
нов ряда медиана — это вариант, стоящий строго в центре 
ряда.
 • в дискретном ранжированном ряду с четным числом чле-
нов медиана определяется как средняя арифметическая из 
двух центральных вариант.
 • в интервальном ряду распределения медиана находится по 
следующей формуле:
11/ 2 ,i MeMe Me
Me
f S f
Me x h
f
−−= + ⋅ ∑
где xMe — нижняя граница медианного интервала; hMe — 
величина медианного интервала; fi — частоты ряда; SfMe−1 — 
сумма частот (частостей), предшествующих медианному 
интервалу; fMe — частота медианного интервала.
Важно! Медианное значение признака находится в том 
интервале, куда попало (n + 1)/2 единиц совокупности или первые 
50 % единиц.
остальные порядковые статистики делят совокупность следу-
ющим образом:
 • квартили (Q
1
, Q
2
, Q3) — на 4 части по 25 %;
 • квинтили (K
1
, K
2
, K3, K4) — на 5 частей по 20 %;
 • децили (d
1
, d
2
, d3, …, d9) — на 10 частей по 10 %;
 • процентили (P
1
, P
2
, P3, …, P99) — на 100 частей.
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все представленные величины можно рассчитать по формуле, 
аналогичной формуле медианы в интервальном ряду:
где x
псi
 — нижняя граница интервала, куда входит i-я порядковая 
статистика; f
псi
 — число частот или частостей соответствующего 
интервала, куда входит i-я порядковая статистика;  — сумма 
частот (частостей), предшествующих i-й порядковой статистике; 
h
псi
 — величина данного интервала, куда входит i-я порядковая 
статистика; i — номер соответствующей порядковой статистики, 
для которой производится расчет; j — количество частей, на кото-
рые делит совокупность соответствующая порядковая статистика.
так, децили — признаки, делящие совокупность на 10 равных 
частей, — могут быть рассчитаны по формуле:
1/10 ,i dii di di
di
i f S f
d x h
f
−−= + ⋅ ∑
где i — номер соответствующего дециля, для которого произво-
дится расчет.
поэтому первый дециль d
1 
будет рассчитываться в интервале, 
куда входят первые 10 % единиц совокупности, по формуле:
1
1 1
1
1
1
1 /10
.i dd d
d
f S f
d x h
f
−−= + ⋅ ∑
девятый дециль d
9
 будет рассчитываться в интервале, куда 
входят накопленным итогом первые 90 % единиц совокупности, 
по формуле:
9
9 9
9
1
9
9 /10
.i dd d
d
f S f
d x h
f
−−= + ⋅ ∑
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при этом первый дециль d
1
 будет показывать максимальное 
значение признака у первых 10 % единиц совокупности и мини-
мальное значение признака у оставшихся 90 %, а последний, девя-
тый, дециль d
9 
будет показывать минимальное значение признака 
у последних 10 % единиц совокупности и максимальное значение 
признака у первых 90 % единиц совокупности.
Пример. По данным табл. 8 о распределении населения страны по 
размеру среднедушевого денежного дохода надо определить:
1) среднедушевой денежный доход на основании моды и медианы;
2) первый и третий квартили;
3) первый и девятый децили совокупности.
Все необходимые расчеты представим в табличном виде (табл. 9).
Таблица 8
распределение населения рФ по размеру  
среднедушевого денежного дохода
группы населения по среднедушевому 
денежному доходу в месяц, руб.
процент населения к итогу
до 1 000,0 0,5
1 000,0–1 500,0 1,4
1 500,0–2 000,0 2,4
2 000,0–3 000,0 7,3
3 000,0–4 000,0 8,9
4 000,0–5 000,0 9,1
5 000,0–7 000,0 16,4
7 000,0–12 000,0 26,5
свыше 12 000,0 27,5
итого 100,0
Р е ш е н и е:
1. Поскольку ряд распределения интервальный, а величины интерва-
лов в совокупности неравны, рассчитаем показатель относительной плот-
ности распределения признака (см. табл. 9, гр. 3).
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Таблица 9
вспомогательная таблица расчетов
группы населения по 
среднедушевому денежному 
доходу в месяц, тыс. руб.
процент 
населения 
к итогу
относительная 
плотность 
распределения, 
накопленный 
процент населе-
ния к итогу
1 2 3 4
0,5–1 0,5 1,0 0,5
1,0–1,5 1,4 2,8 1,9
1,5–2,0 2,4 4,8 4,3
2,0–3,0 7,3 7,3 11,6
3,0–4,0 8,9 8,9 20,5
4,0–5,0 9,1 9,1 29,6
5,0–7,0 16,4 8,2 46,0
7,0–12,0 26,5 5,3 72,5
12,0–17,0 27,5 5,5 100,0
итого 100,0 286,9
Чтобы рассчитать значение моды, выбираем интервал с наибольшей 
плотностью распределения. Это интервал от 4,0 до 5,0 тыс. руб. Тогда зна-
чение моды составляет:
Таким образом, наиболее часто встречающийся среднедушевой 
денежный доход в данной совокупности составляет 4,8 тыс. руб.
Чтобы рассчитать значение медианы, выбираем интервал, в который 
входят первые 50 % единиц совокупности. По данным табл. 9, гр. 4, пер-
вые 50 % единиц совокупности входят в интервал от 7,0 до 12,0 тыс. руб. 
Тогда значение медианы равно
Это значит, что первые 50 % населения получают среднедушевой 
денежный доход менее 7,75 тыс. руб., а вторые 50 % населения — больше 
этой суммы.
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2. Находим значения первого и третьего квартилей. Квартиль делит 
совокупность на 4 части по 25 %, поэтому для нахождения первого квар-
тиля нам необходимо знать интервал, куда входят первые 25 % населения, 
а для нахождения третьего квартиля — интервал, в который входят пер-
вые 75 % единиц представленной совокупности.
По данным табл. 9, гр. 4, первые 25 % населения входят в интервал от 
4,0 до 5,0 тыс. руб., тогда значение первого квартиля Q1 составляет:
Значение третьего квартиля Q3 находится в интервале от 12,0 до 
17,0 тыс. руб. (поскольку туда входят первые 75 % единиц совокупности) 
и равно:
Значение первого квартиля показывает максимальный среднедуше-
вой денежный доход первых 25 % населения и минимальный доход 75 % 
населения, а третий квартиль, который составляет 12,54 тыс. руб., харак-
теризует максимальный доход первых 75 % населения и минимальный 
доход последних 25 % населения данной совокупности.
3. Определяем первый и девятый децили. Дециль делит совокуп-
ность, как мы это уже говорили выше, на 10 частей по 10 %, тогда первый 
дециль d1 находится в интервале от 2,0 до 3,0 тыс. руб., а последний, d9, — 
в интервале 12,0–17,0 тыс. руб. Подставив в формулы для расчета значе-
ний децилей соответствующие значения, получим:
Соответственно максимальный среднедушевой денежный доход пер-
вых 10 % населения данной совокупности не превышает 2,78 тыс. руб., 
а минимальный доход последних 10 % населения не ниже чем 
15,18 тыс. руб.
Абсолютные динамические величины — вторая группа абсо-
лютных величин. поскольку абсолютные показатели — это основа 
всех форм учета и приемов количественного анализа, то следует 
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разграничивать моментные и интервальные абсолютные динами-
ческие величины.
Моментные абсолютные динамические величины показы-
вают фактическое наличие или уровень явления на определенный 
момент, дату (например, наличие запасов материалов, величину 
незавершенного производства и т. д.).
Интервальные абсолютные динамические величины отражают 
итоговый накопленный результат за период в целом (объем произ-
веденной продукции за месяц или год, прирост населения за опре-
деленный период и т. п.).
к данной группе абсолютных динамических показателей 
относят абсолютный прирост значения признака за определенный 
промежуток или момент времени.
различают базисный абсолютный прирост:
0iy y∆ = −
и цепной абсолютный прирост:
1.i iy y −′∆ = −
абсолютный прирост показывает, на сколько в абсолютном 
выражении текущее значение показателя больше или меньше зна-
чения показателя, выбранного в качестве базы сравнения.
по своей сущности абсолютные величины не дают полного 
представления об изучаемом явлении, не показывают его струк-
туру, соотношение между отдельными частями, развитие во вре-
мени. в них не выявлены соотношения с другими абсолютными 
показателями. Эти задачи можно решить с помощью относитель-
ных величин.
Относительные величины
Это группа обобщающих показателей, которые дают число-
вую характеристику соотношения двух сопоставляемых вели-
чин. соответственно любая относительная величина — это 
дробь, в числителе которой стоит величина, которую сравнивают, 
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а в знаменателе — величина, с которой производится сравнение, 
или база сравнения.
в зависимости от того, какие величины сравниваются, выде-
ляют два вида отношений:
 • отношения между одноименными величинами (т. е. сравни-
ваются величины с одинаковой единицей измерения);
 • отношения между разноименными величинами (т. е. срав-
ниваются величины с разной единицей измерения).
в зависимости от выбора базы сравнения относительная вели-
чина выражается в коэффициентах (база принята за единицу), 
в процентах (база принята за 100), в промилле (база принята за 
1 000), в продецимилле (база принята за 10 000) и т. д. относи-
тельные величины одного типа в ряде случаев могут определяться 
через относительные величины другого типа, поскольку многие 
величины взаимосвязаны между собой.
Важно! Условия правильного расчета относительной вели-
чины — сопоставимость сравниваемых показателей и наличие 
реальных связей между изучаемыми явлениями. Таким образом, 
по способу получения относительные показатели — всегда вели-
чины производные.
относительные величины образуют систему взаимосвязан-
ных статистических показателей. по содержанию выражаемых 
количественных соотношений выделяют следующие типы относи-
тельных величин.
Относительная величина выполнения плана (ОввП). рас-
считывается как отношение фактически достигнутого за данный 
период уровня к запланированному уровню:
на практике различают две разновидности относительных 
показателей выполнения плана. в первом случае сравниваются 
фактические и плановые уровни (по указанной выше формуле). 
во втором случае в плановом задании устанавливается абсолют-
ная величина прироста или снижения показателя и соответственно 
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проверяется степень выполнения плана по этой величине. в ана-
литических расчетах при исследовании взаимосвязей чаще при-
меняется оценка выполнения плана по уровню показателя. оценка 
же выполнения плана по изменению уровня обычно приводится 
для целей иллюстрации, особенно если планируется снижение 
абсолютного значения затрат, расходов по видам и т. п.
Относительная величина планового задания (ОвПЗ). рас-
считывается как отношение фактически достигнутого за данный 
период уровня к базисному значению:
относительные величины планового задания и выполне-
ния плана связаны между собой соотношением: произведение 
этих двух величин представляет собой относительную величину 
динамики.
Относительная величина динамики (ОвД). Характери-
зует изменение уровня развития какого-либо явления во времени. 
получается в результате деления уровня признака за определен-
ный период или в момент времени на уровень этого же показателя 
за предшествующий период или момент, принятый за базу сравне-
ния, и называется коэффициентом роста (k
р
):
коэффициент роста показывает, во сколько раз текущее значе-
ние показателя больше или меньше уровня показателя, принятого 
за базу сравнения.
если за базу сравнения принять 100 %, относительная вели-
чина динамики будет называться темпом роста (т
р
):
темп роста показывает, сколько процентов составляет теку-
щий уровень показателя относительно уровня, принятого в каче-
стве базы сравнения.
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в зависимости от выбора базы сравнения выделяют базисные 
и цепные показатели динамики: в первом случае сравнение прово-
дится с одним уровнем показателя, принятым за базу сравнения, 
а во втором случае сравнение проводится с предыдущим уровнем 
показателя. оба показателя рассчитываются следующим образом:
 • базисный темп роста:
 • цепной темп роста:
где yi — текущее значение показателя; yi−1 — предыдущее 
значение показателя; y
0
 — значение показателя, выбранное 
в качестве базы сравнения.
темп прироста (снижения) — относительный показатель, 
характеризующий, на сколько процентов изменился уровень пока-
зателя в данный момент времени относительно уровня, принятого 
за базу сравнения.
определяется темп прироста (т
пр
) вычитанием 100 % из соот-
ветствующего темпа роста (базисного или цепного):
 • базисный темп прироста:
 • цепной темп прироста:
Пример. Определим показатели динамики величины материнского 
капитала в России по данным табл. 10.
Таблица 10
величина материнского капитала в россии  
за 2011−2013 гг. (тыс. руб.)
годы 2011 2012 2013
величина материнского капитала 365,70 387,64 408,90
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Р е ш е н и е. Для определения показателей динамики рассчитаем 
цепные и базисные темпы роста:
1. Цепные темпы роста (с переменной базой сравнения):
1p
384,64
T 100 % 106,0 %;
365,7
′ = ⋅ =
2p
408,9
T 100 % 105,5 %.
387,64
′ = ⋅ =
Таким образом, величина материнского капитала выросла на 6 % 
(106 % – 100 % = 6) в 2012 г. относительно 2011 г., а в 2013 г. по сравнению 
с 2012 г. на 5,5 %.
2. Базисные темпы роста (за базу сравнения примем значение вели-
чины материнского капитала за 2011 г.):
1p
384,64
T 100 % 106,0 %;
365,7
== ⋅ =
2p
408,9
T 100 % 111,8 %.
365,7
== ⋅ =
Следовательно, в 2012 г. величина материнского капитала возросла 
на 6 % по сравнению с 2011 г., а в 2013 г. — на 11,8 %.
Относительные величины структуры (ОвС). Характери-
зуют доли, удельные веса составных элементов в общем итоге. как 
правило, их получают в форме процентного содержания и опреде-
ляют по формуле:
совокупность относительных величин структуры показывает 
строение изучаемого явления.
Пример. Определим структуру распределения населения Свердлов-
ской области по крупным населенным пунктам на 1 января 2009 г. по дан-
ным табл. 11.
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Таблица 11
Численность населения Свердловской области  
по населенным пунктам на 1 января 2009 г. (тыс. чел.)
наименование территории численность населения
вся область 4 395,6
в том числе
екатеринбург 1 323,0
нижний тагил 375,8
каменск-уральский 181,0
первоуральск 134,0
Р е ш е н и е. Необходимо рассчитать удельный вес населения, про-
живающего в крупных городах Свердловской области. Так, удельный вес 
населения, проживающего в Екатеринбурге, составляет:
Удельный вес численности населения Нижнего Тагила составляет:
Аналогично рассчитываем показатели структуры по другим городам 
области, результаты расчетов представим в табличном виде (табл.12).
Таблица 12
Структура распределения населения Свердловской области 
по населенным пунктам на 1 января 2009 г.
наименование территории
численность населения, 
тыс. чел.
удельный вес 
населения, %
екатеринбург 1323 30,10
нижний тагил 375,8 8,55
каменск-уральский 181 4,12
первоуральск 134 3,05
другие населенные пункты 2 381,8 54,19
всего населения области 4 395,6 100,00
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Относительные величины координации (Овк) или срав-
нения (ОвСр). Характеризуют отношение частей данной сово-
купности к одной из них, принятой за базу сравнения:
овк показывают, во сколько раз одна часть совокупности 
больше другой либо сколько единиц одной части приходится на 1, 
10, 100, 1 000 единиц другой части.
относительные величины координации могут рассчитываться 
и по абсолютным показателям, и по показателям структуры.
например, чтобы рассчитать, сколько приходится женщин 
на каждую тысячу мужчин, нужно воспользоваться следующей 
формулой:
по относительным величинам координации можно восстано-
вить исходные относительные показатели структуры, если вычи-
слить отношение относительной величины координации данной 
части к сумме всех овк (включая и ту, которая принята за базу 
сравнения).
Пример. По данным табл. 11 сравним численность населения Екате-
ринбурга с численностью населения Первоуральска.
Р е ш е н и е. Для сравнения численности населения названных горо-
дов воспользуемся формулой расчета относительной величины сравне-
ния (ОВСр). За базу сравнения принимаем численность населения Пер-
воуральска и получаем:
Данная величина показывает, что численность населения Екатерин-
бурга на 1 января 2009 г. превосходила в 9,9 раз численность населения 
Первоуральска.
Относительные величины интенсивности (ОвИ). дан-
ная группа величин есть отношение между разноименными 
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показателями, относящимися к одному и тому же явлению и оди-
наковому периоду или моменту времени. ввиду этого относитель-
ные величины интенсивности имеют размерность и числителя, 
и знаменателя. они характеризуют степень распространения или 
развития изучаемого явления в той или иной среде и представляют 
собой отношение абсолютного уровня одного показателя, свойст-
венного изучаемой среде, к абсолютному уровню другого показа-
теля, также присущему данной среде и, как правило, являющемуся 
для первого показателя факторным признаком. так, при изучении 
демографических процессов рассчитываются показатели рождае-
мости, смертности, естественного прироста и т. д. как отношение 
числа родившихся (умерших) за год к среднегодовой численности 
населения данной территории в расчете на 1 000 чел. если получа-
емые значения очень малы, то делают расчет на 10 000 чел.
относительными величинами интенсивности выступают, 
например, показатели плотности населения, затрат на единицу 
продукции, трудоемкости, уровня социально-экономического раз-
вития страны и др. Метод расчета относительных величин интен-
сивности применяется при определении средних уровней показа-
телей (например, средней цены), поэтому распространено мнение, 
что их расчет является одним из способов выражения средней 
величины.
Пример. По данным табл. 13 рассчитаем относительные показа-
тели уровня экономического развития Уральского федерального округа, 
если известно, что среднегодовая численность населения округа в 2011 г. 
составляла 12,1 млн человек.
Таблица 13
Производство отдельных видов продукции  
в Уральском федеральном округе за 2011 г.
вид продукции объем производства продукции
Электроэнергия, млрд квт·ч 180,2
уголь, тыс. т 2 373
пиломатериалы, тыс. м3 1 134
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Р е ш е н и е. Относительная величина уровня социально­экономиче-
ского развития определяется по формуле:
Тогда объем произведенной электроэнергии на душу населения 
в УрФО в 2011 г. составил:
.
Объем производства угля на душу населения составил:
.
Объем произведенных пиломатериалов на душу населения состав-
ляет:
.
Средние величины
Это группа статистических показателей, характеризующих 
типический уровень явления. средняя величина выражает вели-
чину признака, отнесенную к единице совокупности.
средняя величина всегда обобщает количественную вари-
ацию признака, т. е. в средних величинах взаимопогашаются 
индивидуальные различия единиц совокупности, обусловленные 
случайными обстоятельствами. в отличие от абсолютной вели-
чины, характеризующей уровень признака отдельной единицы 
совокупности, средняя позволяет сравнивать значения признака 
у единиц, относящихся к разным совокупностям. так, если нужно 
сопоставить уровни оплаты труда работников на двух предпри-
ятиях, то нельзя сравнивать по данному признаку двух работни-
ков разных предприятий. оплата труда выбранных для сравнения 
работников может быть нетипичной для этих предприятий. если 
же сравнивать размеры фондов оплаты труда на рассматриваемых 
предприятиях, то не учитывается численность работающих и, сле-
довательно, нельзя определить, где уровень оплаты труда выше. 
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в конечном итоге сравнить можно лишь средние показатели, т. е. 
сколько в среднем получает один работник на каждом предприя-
тии. таким образом, возникает необходимость расчета средней 
величины как обобщающей характеристики совокупности.
вычисление среднего значения для совокупности — один из 
распространенных приемов обобщения. средний показатель пока-
зывает то общее, что характерно для всех единиц изучаемой сово-
купности, в то же время он игнорирует различия отдельных единиц. 
для того чтобы средний показатель был действительно типичным 
для изучаемой совокупности, он должен рассчитываться с учетом 
определенных принципов.
общие принципы применения средних величин:
 • средняя величина должна определяться в совокупностях, 
состоящих из качественно однородных единиц;
 • средняя величина должна рассчитываться в совокупностях, 
состоящих из достаточно большого числа единиц;
 • средняя величина должна вычисляться с учетом экономиче-
ского содержания исследуемого показателя; 
 • не должна нарушаться логика расчета осредняемого 
показателя.
рассмотрим теперь виды средних величин, особенности их 
исчисления и области применения. в статистической практике 
принято выделять следующие виды средних величин:
 • арифметическая средняя;
 • гармоническая средняя;
 • геометрическая средняя;
 • хронологическая средняя;
 • квадратическая средняя;
 • кубическая средняя.
все перечисленные средние, кроме хронологической, можно 
отнести к так называемым степенным средним.
степенные средние в зависимости от представления исходных 
данных могут быть простыми и взвешенными. общие формулы 
расчета степенных средних имеют показатель степени m.
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Формула расчета простой степенной средней:
.
m
m
x
x
n
= ∑
Формула расчета взвешенной степенной средней:
.
m
i
m
i
x f
x
f
⋅
= ∑
∑
названные виды степенных средних различаются в зависимо-
сти от того, какое значение принимает показатель степени:
 • средняя гармоническая, если m = −1;
 • средняя геометрическая, если m = 0;
 • средняя арифметическая, если m = 1;
 • средняя квадратическая, если m = 2;
 • средняя кубическая, если m = 3.
если рассчитать все виды средних для одних и тех же исход-
ных данных, то значения их окажутся неодинаковыми. здесь дей-
ствует правило мажорантности средних: с увеличением показателя 
степени m увеличивается и соответствующая средняя величина:
остановимся более подробно на некоторых видах средних.
Средняя арифметическая величина. Это такое среднее 
значение признака, при расчете которого общий объем признака 
в совокупности сохраняется неизменными и распределяется 
поровну между всеми единицами совокупности. исходя из опре-
деления, формула средней арифметической величины имеет сле-
дующий вид:
1 2 1... .
n
i
n i
x
x x xx
n n
=+ + += =
∑
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Эта формула применяется в ранжированном ряду исходных 
данных и называется простой средней арифметической.
в сгруппированном ряду распределения средняя арифметиче-
ская рассчитывается как взвешенная по следующей формуле:
в качестве весов здесь выступает количество единиц совокуп-
ности в разных группах. название «вес» подразумевает тот факт, 
что разные значения признака имеют неодинаковую «важность» 
при расчете средней величины.
в случае если ряд распределения интервальный, то в формуле 
средней величины в качестве значения признака в группах приме-
няется среднее значение признака в интервале, при этом исходят 
из предположения о равномерном распределении единиц внутри 
интервала значений признака. если в группировке имеются откры-
тые интервалы, то, как было сказано в гл. 3, значения признака 
необходимо определить экспертным путем, исходя из сущности 
и свойств признака в совокупности. при отсутствии такой возмож-
ности используется принцип «соседа», когда, чтобы найти недо-
стающую границу, рассчитывают величину соседнего интервала.
Важно! Формула средней арифметической используется в тех 
случаях, когда известно общее количество единиц совокупности, 
для которых находят среднее значение признака, т. е. знаменатель 
отношения средней величины, а числитель необходимо найти.
Пример. По данным табл. 14 необходимо рассчитать средний воз-
раст студентов дневного отделения в совокупности в целом.
Таблица 14
распределение студентов дневного отделения по возрасту
возраст студентов, лет (x
i 
) 17 18 19 20 21 22
число студентов ( f
i 
) 30 80 90 40 35 25
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Р е ш е н и е. Средний возраст одного студента представляет собой 
результат равномерного распределения общего возраста всех студен-
тов. По данным примера общий, или суммарный, возраст всех студентов 
можно получить как сумму произведений значений вариант в каждой 
возрастной группе xi на число студентов с таким возрастом fi (частоты).
Тогда
Мы использовали формулу средней взвешенной арифметической, 
поскольку число студентов по возрастным группам разное и их вес неоди-
наков. Так, оказывается весомее возраст студентов 18, 19 и 20 лет, а значе-
ния возраста 17, 21 или 22 при расчете средней не играют большой роли — 
их доля мала.
средняя арифметическая величина может быть дробным 
числом, даже если индивидуальные значения признака могут при-
нимать только целые значения. Это вытекает из сущности средней: 
она не обязана быть реальным значением признака, которое могло 
бы встретиться у какой-либо единицы совокупности.
средняя арифметическая величина обладает следующими 
свойствами, знание которых полезно как при ее использовании, 
так и при ее расчете:
1. сумма отклонений индивидуальных значений признака от 
его среднего значения равна нулю. доказательство:
1 2 1 2
1
1
1
( ) ( ) ( ) ... ( ) ...
0
N
i n n
i
N
iN
i
i
i
x x x x x x x x X X X nx
x
x n
n
=
=
=
− = − + − + + − = + + − =
= − =
∑
∑
∑
2. если каждое индивидуальное значение признака умножить 
или разделить на постоянное число, то и средняя увеличится или 
уменьшится во столько же раз. доказательство:
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используя данное свойство, индивидуальные значения при-
знака можно сократить в c раз, рассчитать значение средней вели-
чины и полученный результат умножить на c.
3. если к каждому индивидуальному значению признака при-
бавить или из каждого значения вычесть постоянное число, то 
средняя величина возрастет или уменьшится на это же число. 
доказательство:
1 1 2 1
( )
( ) ( ) ... ( )
.
N N
i i
i N i
x c n nc
x c n c n c x c
n n n
= =
+ +
+ + + + + +
= = = +
∑ ∑
Это свойство полезно использовать при расчете средней вели-
чины из многозначных и слабоварьирующих значений признака 
аналогично предыдущему свойству.
4. если веса средней взвешенной умножить или разделить на 
постоянное число, средняя величина не изменится. доказательство:
11
1 1
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i ii
ii
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i i
f x f cx
c x
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f c
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= =
 
 
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 
 
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∑∑
∑ ∑
используя это свойство, при расчетах следует сокращать веса 
на их общий сомножитель либо выражать многозначные числа 
весов в более крупных единицах измерения.
Средняя гармоническая. имеет более сложную конструк-
цию, чем средняя арифметическая. Это обратная величина к сред-
ней арифметической из обратных значений признака. как и все 
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степенные средние, средняя гармоническая бывает простой 
и взвешенной.
Формула средней гармонической простой:
1
.
1n
i i
nx
x=
=
∑
вид формулы средней гармонической взвешенной:
1
,in
i
i i
w
x
w
x=
= ∑
∑
где wi = xi · fi , откуда f = w/x.
в качестве весов в данной формуле используются произве-
дения единиц совокупности на значения признака (т. е. w = х · f ). 
к средней гармонической простой следует прибегать в случаях 
определения, например, средних затрат труда, времени, материа-
лов на единицу продукции, на одну деталь по нескольким пред-
приятиям, рабочим, занятым изготовлением одного и того же вида 
продукции, одной и той же детали, изделия.
Важно! Формула средней гармонической используется в тех 
случаях, когда известен общий объем изучаемого признака в сово-
купности, т. е. числитель отношения средней величины, а знаме-
натель необходимо найти.
в тех случаях, когда индивидуальные значения признака 
встречаются по одному разу, применяется формула средней гармо-
нической простой, указанная выше.
Пример. По данным табл. 15 необходимо определить средний про-
цент выполнения плана выпуска продукции в целом по холдингу за год.
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Таблица 15
выпуск продукции и процент выполнения плана за год 
по предприятиям, входящим в холдинг
№ предприятия, 
входящего в холдинг
Фактический выпуск 
продукции, млн руб.
процент  
выполнения плана
1 270,4 118,0
2 430,6 102,0
3 290,0 92,0
Р е ш е н и е. Для определения формулы нахождения среднего про-
цента выполнения плана необходимо отталкиваться от имеющихся 
в задании данных и содержания самого осредняемого показателя. Отно-
сительная величина выполнения плана находится по формуле:
Следовательно, средний процент выполнения плана составит:
По условию задачи неизвестен плановый выпуск, т. е. знаменатель 
отношения средней величины, поэтому будем использовать формулу 
средней гармонической взвешенной:
Таким образом, средний процент выполнения плана по холдингу 
за год составляет 102,5 %.
Средняя геометрическая. используется данная формула 
чаще всего при расчете среднего коэффициента роста по значе-
ниям показателей, представленным во времени.
в зависимости от промежутков времени, к которым относятся 
коэффициенты роста, выделяют простую геометрическую сред-
нюю и взвешенную геометрическую среднюю.
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общий вид формулы средней геометрической простой:
1 2 ... .n nx x x x= ⋅ ⋅ ⋅
данную формулу применяют в рядах динамики, если проме-
жутки времени, к которым относятся коэффициенты роста, одина-
ковы. тогда формула расчета среднего коэффициента роста прини-
мает следующий вид:
p 1 2 ... ,n nk k k k′ ′ ′= ⋅ ⋅ ⋅
где  — цепные коэффициенты роста; n — количество 
цепных коэффициентов роста.
так, например, по данным табл. 10 о величине материнского 
капитала (с. 54) можно рассчитать средний темп роста за указан-
ный период времени. тогда, используя рассчитанные ранее цепные 
коэффициенты роста, получаем средний темп роста:
p 1 2T ... 100 1,06 1,055 1,057 100 % 105,7 %.n nk k k′ ′ ′= ⋅ ⋅ ⋅ ⋅ = ⋅ = ⋅ =
в случае, если промежутки времени, к которым относятся цеп-
ные коэффициенты роста, разной продолжительности, то нужно 
использовать формулу средней геометрической взвешенной:
1 2
1 2 ... ,
i nf ff f
nx x x x∑= ⋅ ⋅ ⋅
где fi — продолжительность периода, к которому относится сред-
ний коэффициент роста.
Средняя хронологическая. используется так же, как и сред-
няя геометрическая, в рядах динамики только для расчета средних 
значений моментных показателей. выделяют среднюю хронологи-
ческую простую и взвешенную.
простая хронологическая средняя используется в моментных 
рядах с равными промежутками времени между датами.
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Формула простой хронологической:
где n — количество моментов времени.
если между датами неравные промежутки времени, то рассчи-
тывается взвешенная хронологическая по формуле:
где t — количество дней между датами.
Пример. Имеем данные о наличии оборотных средств на фирме по 
кварталам: на 01.01.2010 г. — 710 млн руб.; на 01.04.2010 г. — 750 млн руб.; 
на 01.07.2010 г. — 760 млн руб.; на 01.10.2010 г. — 780 млн руб.; 
на 01.01.2011 г. — 840 млн руб. Надо определить среднее наличие оборот-
ных средств по полугодиям и за год.
Р е ш е н и е. Поскольку в задании известны значения наличия обо-
ротных средств на 1­е число каждого квартала (соответственно проме-
жутки между датами равны и составляют 3 месяца), то для нахождения 
среднего их значения воспользуемся формулой простой хронологической 
средней. Тогда среднее наличие оборотных средств на фирме составит:
а) за 1­е полугодие:
;
б) за 2­е полугодие:
;
в) за год:
.
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Важно! Главное требование к формуле расчета среднего зна-
чения — рассчитанные средние величины различных социально­
экономических явлений должны иметь реальное содержательное 
обоснование и исходить из логики самого осредняемого показа-
теля, чтобы не нарушалась связь между индивидуальными и свод-
ными показателями, поскольку характер последних во взаимодей-
ствии с индивидуальными значениями определяет конкретную 
формулу расчета средней величины.
контрольные вопросы
1. что такое абсолютная величина?
2. назовите способы получения абсолютной величины.
3. что такое относительная величина?
4. на какие группы подразделяются относительные величины?
5. с какой целью используются относительные величины, какова их 
роль?
6. что такое средняя величина?
7. каково значение средних величин?
8. назовите виды средних величин.
9. назовите правило использования определенной формулы средней.
10. назовите свойства средней арифметической величины.
глава 5  
анализ вариационного ряда распределения
статистическая совокупность состоит из множества единиц, 
обладающих определенными признаками. признаки изменяются, 
варьируют под воздействием множества факторов. возникаю-
щие вследствие этого различия в значениях исследуемого при-
знака у отельных единиц совокупности называются вариацией 
признака.
причиной вариации являются различные условия существова-
ния и развития каждой единицы совокупности. например, на успе-
ваемость студентов влияет огромное число существенных и слу-
чайных причин: регулярность посещения занятий, выполнение 
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в установленный срок домашних заданий, усидчивость, опоздания, 
возможно, изменчивость погодных условий, недомогание и др.
для изучения вариации признака статистикой разработаны 
специальные методы исследования, с помощью которых вариация 
измеряется, характеризуются ее свойства.
Задачи изучения вариации признака в совокупности:
1) оценить однородность совокупности;
2) оценить типичность средней величины;
3) определить форму распределения объектов по значениям 
признака;
4) оценить схожесть эмпирического распределения с нор-
мальным распределением;
5) определить роль случайных и существенных причин в фор-
мировании индивидуальных и средних значений признака.
для изучения вариации признака в совокупности необходимо 
сравнивать индивидуальные значения с типичным значением, т. е. 
со средней величиной. поэтому важно правильно представить 
исходные данные для последующего анализа. если совокупность 
состоит из 50 элементов и менее, тогда строят ранжированный ряд 
распределения. Ранжированный ряд, или ряд несгруппированных 
данных, это перечень отдельных единиц совокупности в порядке 
возрастания изучаемого признака. если совокупность составляет 
больше 50 единиц, целесообразно строить вариационный ряд (ряд 
сгруппированных данных) и представлять данные в виде дискрет-
ного ряда или интервального ряда.
Дискретный ряд — это таблица, состоящая из конкретных 
значений варьирующего признака xi и числа единиц совокупности 
с данным значением признака f
i 
-частот; число групп в дискрет-
ном ряду определяется числом реально существующих значений 
варьирующего признака.
Интервальный ряд — это таблица, состоящая из интервалов 
варьирующего признака xi и числа единиц совокупности, попада-
ющих в данный интервал ( fi ), или из долей этого числа в общей 
численности совокупностей (ωi).
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анализ вариационного ряда распределения включает:
 – расчет показателей центра распределения;
 – расчет показателей степени вариации;
 – расчет показателей формы распределения; 
 – оценку схожести эмпирического распределения с теорети-
ческим распределением.
показатели центра распределения (среднее значение признака 
в совокупности, модальное значение признака и медианное зна-
чение признака и их расчет подробно освещены в гл. 4). здесь 
рассмотрим остальные составные анализа вариационного ряда 
распределения.
Показатели степени вариации
показатели степени вариации характеризуют степень варьиро-
вания индивидуальных значений признака вокруг средней; выде-
ляют абсолютные и относительные показатели.
абсолютные показатели степени вариации:
1. Размах вариации — наиболее простой показатель вариации. 
Это разница между максимальным (Xmax) и минимальным (Xmin) 
наблюдаемыми значениями признака в совокупности:
R = Xmax − Xmin,
где R — размах вариации.
однако размах вариации показывает лишь вариацию крайних 
значений признака, изменения внутри ряда не учитываются.
2. Абсолютный показатель квартильной вариации (формула 
предложена английским биологом и антропологом Ф. гальтоном) 
учитывает вариацию признака в центральной части ряда:
3 2 2 1 3 1( ) ( ) ,
2 2
Q Q Q Q Q Qq − + − −= =
где Q
1
, Q
2
, Q3 — первый, второй и третий квартили соответственно.
данный показатель следует использовать в случае, если расчет 
среднеквадратического отклонения затруднен.
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3. Среднелинейное отклонение — показатель, обладающий 
в отличие от размаха вариации более строгими характеристиками, 
показывает среднеарифметическое значение абсолютных отклоне-
ний признака от его среднего уровня.
в случае, если ряд ранжирован, среднелинейное отклонение 
рассчитывается по формуле:
.
x x
L
n
−
= ∑
при повторяемости отдельных значений xi используют следу-
ющую формулу:
.i
i
x x f
L
f
− ⋅
= ∑
показатель среднего линейного отклонения нашел широкое 
применение на практике. с его помощью анализируются, напри-
мер, состав работающих, ритмичность производства, равномер-
ность поставок материалов, разрабатываются системы материаль-
ного стимулирования.
4. Среднеквадратическое (стандартное) отклонение — обоб-
щающий показатель, характеризующий размер вариации. показы-
вает, на сколько единиц в среднем каждое индивидуальное значе-
ние признака отличается от средней величины. имеет такую же 
единицу измерения, что и признак. данный показатель рассчиты-
вается по-разному:
 – для несгруппированных данных:
2( )
;i
x x
n
−
σ = ∑
 – для сгруппированных данных:
2( )
.i i
i
x x f
f
− ⋅
σ = ∑
∑
73
среднеквадратическое отклонение является мерой надежно-
сти средней величины. чем меньше значение среднеквадратиче-
ского отклонения по сравнению со значением средней, тем лучше 
среднее значение описывает представленную совокупность.
5. Дисперсия признака (D) — это сумма квадратов отклонений 
индивидуальных значений признака от среднего арифметического 
значения. дисперсия не имеет единицы измерения и, как правило, 
содержательно не интерпретируется, являясь основой для расчета 
других показателей вариации и неким промежуточным этапом 
в статистическом анализе.
для несгруппированных данных рассчитывается простая 
дисперсия по формуле:
2
2 ( ) ;i
x x
D
n
−
= σ = ∑
для сгруппированных данных рассчитывается взвешенная 
дисперсия:
Важно! Значение средней для совокупности в целом опре-
деляется по формуле средней арифметической простой в случае 
несгруппированных данных, для сгруппированных данных — по 
формуле средней арифметической взвешенной.
Свойства дисперсии признака в совокупности:
1) дисперсия постоянной величины равна нулю;
2) дисперсия не меняется, если все варианты увеличить или 
уменьшить на одно и то же число;
3) если все варианты умножить на число k, дисперсия увели-
чится в k2 раз;
4) дисперсия от средней всегда меньше дисперсий, исчислен-
ных от любой другой величины А на величину .
данное свойство именуется свойством минимальности 
дисперсии от средней. если A = 0, то формула для расчета диспер-
сии примет следующий вид:  соответственно 
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дисперсия равна разности среднего из квадратов индивидуальных 
значений признака и среднего значения признака в квадрате.
используя разные свойства дисперсии, также можно рассчи-
тывать дисперсию по способу моментов (обычно данный способ 
применяют в группировках с равными интервалами):
( )
2
22 ,
i
i
i
x A f
hD h x A
f
−  ⋅ 
 = ⋅ − −
∑
∑
где А — условный нуль, в качестве которого удобно использовать 
середину интервала, обладающего наибольшей частотой; h — 
величина интервала.
Относительные показатели степени вариации. данные 
показатели используются для характеристики меры колеблемости 
изучаемого признака. они позволяют сравнивать характер вари-
ации в разных совокупностях (например, проводить сравнение 
различных единиц наблюдения одного и того же признака в двух 
совокупностях, при различных значениях средних, сравнивать раз-
ноименные совокупности), а также судить об интенсивности вари-
ации признака, т. е. оценивать однородность совокупности. расчет 
относительных показателей вариации осуществляют как отноше-
ние абсолютного показателя к средней арифметической, умножа-
емое на 100 %.
к относительным показателям степени вариации относятся:
1. Коэффициент осцилляции, отражающий относительную 
колеблемость крайних значений признака вокруг средней:
100 %,R
RK
x
= ⋅
где R — размах вариации.
2. Относительное линейное отклонение, характеризующее 
долю усредненного значения признака абсолютных отклонений от 
средней величины:
100 %.L
LK
x
= ⋅
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3. Относительный показатель квартильной вариации:
100 %,
2Q
Q
d
d
K
Me
= ⋅
где dQ — абсолютный показатель квартильной вариации.
4. Коэффициент вариации (V ) — наиболее распространен-
ный показатель, который оценивает однородность совокупно-
сти и типичность значения средней величины. исчисляется по 
формуле:
100 %,V
x
σ
= ⋅
где σ — среднеквадратическое отклонение.
принято считать совокупность однородной, а среднее значе-
ние типичным для данной совокупности, если коэффициент вари-
ации меньше 33 %. в противном случае совокупность считается 
неоднородной, а значение среднего нетипично.
Важно! Максимально возможные значения показателей 
вариа ции:   
если рассматриваемая совокупность разделена на группы по 
изучаемому признаку, то можно оценить степень варьирования 
признака-результата в аналитической группировке в зависимости 
от изменчивости самого признака внутри совокупности и в зави-
симости от влияния случайных факторов, не учтенных в данной 
совокупности.
вариации признака в совокупности:
 • общая (вариация признака в совокупности, зависящая от 
вариации признака, положенного в основание группировки, 
и от вариации случайных факторов, не учтенных в данной 
совокупности);
 • случайная (вариация признака в совокупности, не завися-
щая от вариации группировочного признака);
 • объясняемая (вариация признака в совокупности, завися-
щая от вариации группировочного признака).
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виды дисперсий:
 • общая дисперсия признака (оценивает общую вариацию 
признака в совокупности);
 • средняя из внутригрупповых дисперсий (оценивает случай-
ную вариацию признака в совокупности, не зависящую от 
вариации группировочного признака);
 • межгрупповая дисперсия (оценивает объясняемую вариа-
цию).
общая дисперсия D
0
 равна сумме межгрупповой дисперсии δ2 
и средней из внутригрупповых дисперсий :  Это пра-
вило в. лексис (1837−1914) назвал правилом сложения дисперсий.
в зависимости от вида ряда расчет трех видов дисперсий осу-
ществляется по-разному.
для несгруппированных данных:
 • общая дисперсия:
( )20
0 ,
ix xD
n
−
= ∑
где  — общее среднее значение признака в совокупности;
 • межгрупповая дисперсия:
2
02 ( ) ,i
x x
n
−
δ = ∑
где  — среднее значение признака в i-й группе;
 • средняя из внутригрупповых дисперсий:
2
2 ,i
n
σ
σ = ∑
где  — внутригрупповая дисперсия признака, которая рас-
считывается по формуле:
( )22 .i ii
x x
n
−
σ = ∑
77
для сгруппированных данных:
 • общая дисперсия:
( )20
0 ;
i i
i
x x f
D
f
−
= ∑
∑
 • межгрупповая дисперсия:
2
02 ( ) ;i i
i
x x f
f
−
δ = ∑
∑
 • средняя из внутригрупповых дисперсий:
2
2 ,i i
i
f
f
σ ⋅
σ = ∑
∑
где  — внутригрупповая дисперсия признака, которая рас-
считывается по формуле:
( )22 ,i i ii
i
x x f
f
−
σ = ∑
∑
где xi — значение признака i-й группы.
в рамках аналитической группировки можно оценить не 
только степень вариации группировочного признака на вариацию 
признака-результата, но и силу взаимосвязи между ними. для 
этого находят эмпирический коэффициент детерминации и эмпи-
рическое корреляционное отношение.
Эмпирический коэффициент детерминации показывает долю 
межгрупповой дисперсии в общей дисперсии, т. е. долю вариа-
ции признака, обусловленную вариацией признака, положенного 
в основание группировки:
2
2
0
,
D
δ
η =
где η2 — эмпирический коэффициент детерминации.
Эмпирическое корреляционное отношение рассчитывается 
на основе правила сложения дисперсий как корень квадрат-
ный из отношения межгрупповой дисперсии к общей дисперсии 
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и позволяет измерить силу связи признака, положенного в осно-
вание группировки, и результативного признака в аналитической 
группировке:
2
0
.
D
δ
η =
Эмпирическое корреляционное отношение принимает значе-
ние от 0 до 1; чем ближе значения показателя к 1, тем связь между 
признаками сильнее, и наоборот. оценить силу связи между при-
знаком, положенным в основу группировки, и признаком-результа-
том можно по шкале чеддока, представленной в табл. 16.
Таблица 16
качественная оценка степени тесноты связи по Чеддоку
значение η Менее 0,1 0,1−0,3 0,3−0,5 0,5−0,7 более 0,7 
теснота 
связи
очень 
слабая
слабая умеренная заметная сильная 
(тесная)
Пример. Используя данные табл. 17, надо определить:
1) среднюю из внутригрупповых дисперсий;
2) межгрупповую дисперсию;
3) общую дисперсию:
а) по правилу сложения дисперсий;
б) по исходным данным распределения.
Таблица 17
распределение численности занятых в экономике рФ 
по возрастным группам (данные росстата), млн чел.
возрастная группа, лет
численность занятых в экономике
мужчин женщин
15−20 0,5 0,3
20−29 8,8 7,4
30−39 8,9 8,5
40−49 8,7 9,5
50−59 7,2 7,3
60−69 1,4 1,3
итого 35,5 34,3
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Р е ш е н и е:
1. Для нахождения средней из внутригрупповых дисперсий необ-
ходимо найти дисперсии для каждой группы занятых в экономике РФ 
по полу. Рассчитаем среднее значение возраста для занятых мужчин 
и женщин:
Групповая дисперсия для занятых мужчин:
2 2 2
2
м
(18 39,97) 0,5 (25 39,97) 8,8 ... (65 39,97) 1,4 5156,97
145,27.
35,5 35,5
− ⋅ + − ⋅ + + − ⋅
σ = = =
Групповая дисперсия для занятых женщин:
2 2 2
2
ж
(18 40,86) 0,3 (25 40,86) 7,4 ... (65 40,86) 1,3 4 690,0
136,73.
34,3 34,3
− ⋅ + − ⋅ + + − ⋅
σ = = =
Следовательно, средняя из внутригрупповых дисперсий составляет:
2 145,27 35,5 136,73 34,3 9 846,97 141,07.
35,5 34,6 69,8
⋅ + ⋅
σ = = =
+
2. Для нахождения межгрупповой дисперсии необходимо знать сред-
ний возраст занятых в совокупности. Найдем его как средневзвешенную 
арифметическую из ранее найденных средних величин:
Тогда значение межгрупповой дисперсии составляет:
2 2
2 (39,5 40,41) 35,5 (40,4 40,41) 34,3 13,67 0,2.
35,5 34,6 69,8
− ⋅ + − ⋅
δ = = =
+
3. Найдем значение общей дисперсии в совокупности:
а) по правилу сложения общая дисперсии признака равна сумме 
межгрупповой и средней из внутригрупповых дисперсий:
0,2 141,07 141,27;D = + =
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б) по исходным данным распределения общая дисперсия равна:
2 2 2(18 40,41) 0,8 (25 40,41) 16,2 ... (65 40,41) 2,7
141,27.
35,5 34,3
D − ⋅ + − ⋅ + + − ⋅= =
+
Значение общей дисперсии, рассчитанное разными способами, 
совпадает.
для измерения вариации альтернативного признака, принима-
ющего два противоположных значения (например: пол мужской 
и женский; продукция годная и бракованная; экспорт и импорт 
и др.) используется дисперсия альтернативного признака (диспер-
сия доли признака), которая рассчитывается по формуле:
Dp = p · q,
где  p −доля единиц, обладающих данным изучаемым признаком; 
q — доля единиц, не обладающих данным изучаемым при знаком.
доля единиц, обладающих данным признаком, может быть 
найдена по формуле:
p = m/n,
где m — количество единиц, обладающих данным альтернатив-
ным признаком; n — общее количество единиц в рассматриваемой 
совокупности.
по свойству совокупности p + q = 1. поэтому дисперсию доли 
можно рассчитать как Dp = p · (1 − p).
если рассматриваемая совокупность разделена на группы по 
изучаемому альтернативному признаку, то можно оценить степень 
варьирования признака в зависимости от влияния изменчивости 
самого признака внутри совокупности и в зависимости от влияния 
случайных факторов. для этого необходимо рассчитать общую 
дисперсию доли, межгрупповую дисперсию доли и среднюю из 
внутригрупповых дисперсий доли.
Общая дисперсия доли равна сумме межгрупповой дисперсии 
доли и средней из внутригрупповых дисперсий доли.
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общая дисперсия доли находится по формуле:
0
(1 ),pD p p= −
где  — средняя доля единиц, обладающих данным признаком 
в совокупности.
Межгрупповая дисперсия доли и средняя из внутригрупповых 
дисперсий доли могут определяться по-разному, в зависимости от 
имеющихся данных.
если группы одинаковые по объему, используются следующие 
формулы для расчета:
 • межгрупповая дисперсия доли:
2
2 ( ) ;ip
p p
n
−
δ = ∑
 • средняя из внутригрупповых дисперсий доли:
2 ;i
i
p
p
D
n
σ = ∑
где  — внутригрупповая дисперсия доли, рассчитываемая 
по формуле:
(1 ).
ip i i
D p p= ⋅ −
если в совокупности, разделенной на группы по значению 
альтернативного признака, количество единиц в каждой из них не 
совпадает, то формулы для расчета следующие:
 • межгрупповая дисперсия доли:
2
2 ( ) ;i ip
i
p p f
f
−
δ = ∑
∑
 • средняя из внутригрупповых дисперсий доли:
2 ,i
i
p i
p
i
D f
f
⋅
σ = ∑
∑
где fi — это количество единиц в i-й группе.
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Показатели формы распределения
показатели формы распределения позволяют определить вид 
кривой эмпирического распределения и оценить схожесть данного 
распределения с теоретическим распределением. для определения 
вида кривой эмпирического распределения рассчитывают: поряд-
ковые статистики (см. гл. 4); показатели дифференциации; показа-
тели асимметрии и оценки эксцесса распределения.
Показатели дифференциации позволяют оценить уровень раз-
личий в совокупности. к ним относят децильный коэффициент 
дифференциации и коэффициент фондовой дифференциации.
Децильный коэффициент дифференциации показывает, во 
сколько раз минимальное значение признака у последних 10 % еди-
ниц совокупности больше, чем максимальное значение признака 
у первых 10 % единиц совокупности. рассчитывается по формуле:
9
1
.d
dK
d
=
Коэффициент фондовой дифференциации показывает, во 
сколько раз среднее значение признака у последних 10 % единиц 
совокупности больше, чем среднее значение признака у первых 
10 % единиц совокупности. рассчитывается по формуле:
коэффициент фондовой дифференциации всегда больше 
децильного коэффициента дифференциации.
Важно! Прежде чем рассчитывать средние значения при-
знака у первых и последних 10 % единиц совокупности, необхо-
димо для начала найти первый и девятый децили.
Показатели асимметрии характеризуют скошенность эмпи-
рического ряда распределения относительно нормального распре-
деления.
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асимметрию в рядах распределения можно оценить с помо-
щью показателя асимметрии. его рассчитывают, используя одну 
из трех формул:
 • английский статистик к. пирсон предложил рассчитывать 
показатель асимметрии на основе разности между средней 
арифметической величиной и модой:
.s
x Moa −=
σ
 • коэффициент асимметрии по линдбергу (шведский 
мате матик): 
as = п − 50,
где п — процент тех значений вариант, которые превы-
шают величину средней арифметической; 50 — процент тех 
значений вариант, которые превышают величину средней 
арифметической в нормальном ряду распределения.
 • показатель асимметрии, определяемый через центральный 
момент третьего порядка:
3
3 ,sa
μ
=
σ
где μ3 — центральный момент третьего порядка, рассчиты-
вается по формуле:
3
3
( )
.i i
i
x x f
f
− ⋅
μ = ∑
∑
в симметричном распределении сумма положительных кубов 
строго равна сумме отрицательных кубов и значение μ3 равно 0, 
соответственно отклонения от этого значения характеризуют сте-
пень асимметричности распределения. также в симметричных 
распределениях верны следующие соотношения:
2) R = 6σ;
3) σ = 1,25L.
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если коэффициент асимметрии as > 0, то распределение счи-
тается правосторонним (рис. 6), в таком случае  если 
as < 0, то распределение левостороннее, и  (рис. 7). 
асимметрия в ряду распределения считается значительной, если 
коэффициент асимметрии по модулю больше 0,5, если меньше 
0,25 — то незначительной асимметрией. в умеренно симметрич-
ных распределениях 
x
as > 0 
Mo   Me   
xi 
fi 
рис. 6. ряд распределения с правосторонней асимметрией
для более детального изучения характера вариации исполь-
зуются показатели моментов распределения. Момент распределе-
ния — это средняя величина из k степеней отклонений постоянной 
величины А. система моментов распределения разработана рус-
ским математиком п. л. чебышевым.
общая формула для расчета моментов распределения:
( )
( ) .
k
i i k
k i
i
x A f
m x A
f
− ⋅
= = −∑
∑
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x  
as < 0 
xi 
fi 
Me  Mo 
рис. 7. ряд распределения с левосторонней асимметрией
в зависимости от значения постоянной величины А выделяют 
начальные, условные и центральные моменты распределения. так, 
если А = 0, то моменты распределения называются начальными 
моментами распределения и рассчитываются по формуле:
( )0
.
k k
i i i i
k
i i
x f x f
m
f f
− ⋅
= =∑ ∑
∑ ∑
соответственно мы получили формулу расчета средней k-й 
степени.
если A = X
0
, то моменты распределения называются услов-
ными моментами распределения и рассчитывается по формуле:
( )0 .
k
i i
k
i
x x f
m
f
− ⋅
= ∑
∑
если значение А заменить средним значением признака 
в совокупности, то моменты распределения будут называться 
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центральными моментами распределения. обозначаются они бук-
вой μ и определяются по формуле:
( )
.
k
i i
k
i
x x f
f
− ⋅
μ = ∑
∑
соответственно центральный момент второго порядка — это 
дисперсия.
Эксцесс оценивает величину отклонения фактической формы 
вершины эмпирического распределения от формы распределения 
в нормальном ряду распределения.
оценить эксцесс можно с помощью отношения центрального 
момента четвертого порядка к среднеквадратическому отклоне-
нию в четвертой степени и по формуле линдберга:
 • коэффициент эксцесса через центральный момент четвер-
того порядка:
4
4
3,ke
μ
= −
σ
где μ4 — центральный момент четвертого порядка, определя-
емый по формуле:
4
4
( )
;i i
i
x x f
f
− ⋅
μ = ∑
∑
 • коэффицент эксцесса по формуле линдберга:
e
k 
= п — 38,29,
где п — процент тех вариант, которые лежат в интервале, 
равном половине среднеквадратического отклонения (в ту 
или другую сторону от значения средней); 38,29 — процент 
тех вариант, которые лежат в интервале, равном половине 
среднеквадратического отклонения (в ту или другую сторону 
от значения средней) в нормальном ряду распределения.
для нормального распределения значение отношения цен-
трального момента четвертого порядка к среднеквадратическому 
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отклонению в четвертой степени равно 3, поэтому для сравнения 
формы отклонения вычитается 3, тогда значение эксцесса равно 
0. если коэффициент эксцесса ek > 0, то большинство индивиду-
альных значений признака сосредоточено вблизи от средней вели-
чины, и распределение называется островершинным; если ek < 0, 
то значения признака далеко рассредоточены относительно сред-
ней величины, и распределение называется плосковершинным 
(рис. 8).
ek > 0
ek < 0
рис. 8. Эксцессы распределения
Важно! Показатель эксцесса рассчитывается только в сим-
метричных рядах с одинаковой силой вариации (значения сред-
неквадратического отклонения в сравниваемых рядах должны 
совпадать).
оценка существенности показателей асимметрии и эксцесса 
проводится на основании расчета среднеквадратической ошибки.
среднеквадратическая ошибка показателя асимметрии:
6 ( 1)
,
( 1) ( 3)sa
n
n n
⋅ −
σ =
+ ⋅ +
где n — количество единиц совокупности.
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среднеквадратическая ошибка показателя эксцесса:
2
24 ( 2) ( 3)
.
( 1) ( 3) ( 5)ke
n n n
n n n
⋅ ⋅ − ⋅ −
σ =
− ⋅ + ⋅ +
в случае, если  то асимметрия считается сущест-
венной и распределение признака в генеральной совокупности 
несимметрично.
распределение считается близким к нормальному, если пока-
затели асимметрии и эксцесса по модулю не превышают двукрат-
ного значения своих среднеквадратических ошибок:
Пример. По данным табл. 18 надо определить характеристики рас-
пределения: 1) среднее значение; 2) дисперсию и среднее квадратическое 
отклонение; 3) коэффициент вариации; 4) коэффициент асимметрии 
и эксцесса — и сделать выводы о характере распределения строительных 
фирм.
Таблица 18
распределение строительных фирм по объему инвестиций
объем инвестиций, млн руб. до 33 33–36 36–39 39 и выше 
количество предприятий 10 20 30 15
Р е ш е н и е:
1. Поскольку известен интервальный вариационный ряд с равными 
интервалами, для определения среднего объема инвестиций необходимо 
определить средние значения в каждом интервале соответствующей 
группы. Для этого суммируем нижнюю и верхнюю границы интервала 
и делим пополам. В соответствующих открытых интервалах нижнюю 
и верхнюю границы определяем по величине соседнего интервала. Ито-
говые значения представим в виде таблицы (табл. 19).
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Таблица 19
вспомогательная таблица с расчетами
объем инвестиций, млн руб. до 33 33–36 36–39 39 и выше итого
количество предприятий 10 20 30 15 75
середина интервала, xi 31,5 34,5 37,5 40,5
Находим средний объем инвестиций в совокупности по формуле 
средней арифметической взвешенной:
2. Находим дисперсию и среднее квадратическое отклонение для 
сгруппированных данных:
3. Рассчитаем коэффициент вариации:
2,83
100 % 100 % 7,75 %.
36,5
V
x
σ
= ⋅ = ⋅ =
Получившееся значение коэффициента вариации меньше 30 %, сле-
довательно, совокупность строительных фирм однородна, а рассчитанное 
среднее значение типично для данного распределения.
4. Чтобы определить коэффициент асимметрии, необходимо найти 
значение центрального момента 3­го порядка:
3 3 3
3
( ) (31,5 36,5) 10 ... (40,5 36,5) 15 420
5,6.
75 75
i i
i
x x f
f
− ⋅ − ⋅ + + − ⋅ −
μ = = = = −∑
∑
Тогда значение коэффициента асимметрии составляет:
3
3 3
5,6
0,247.
2,83s
a μ −= = = −
σ
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Поскольку a
s
 < 0,25, асимметрия распределения незначительна. 
Отрицательный знак коэффициента асимметрии говорит о том, что рас-
пределение строительных фирм левостороннее.
Рассчитаем стандартную ошибку коэффициента асимметрии:
6 (75 1)
0,27.
(75 1) (75 3)sa
⋅ −
σ = =
+ ⋅ +
Отношение коэффициента асимметрии к его стандартной ошибке 
составляет:
0,247
0,91.
у 0,27
s
s
a
a
= =
Величина коэффициента асимметрии , следовательно, рас-
пределение строительных фирм близко к нормальному распределению.
Для расчета коэффициента эксцесса найдем значение центрального 
момента 4­го порядка:
4 4 4
4
( ) (31,5 36,5) 10 ... (40,5 36,5) 15 10 440
139,2;
75 75
i i
i
x x f
f
− ⋅ − ⋅ + + − ⋅
μ = = = =∑
∑
Тогда значение коэффициента эксцесса распределения составляет:
4
4 4
139,2
3 3 0,83.
(2,83)k
e μ= − = − = −
σ
Отрицательный знак коэффициента эксцесса указывает на плоско-
вершинное распределение.
Найдем стандартную ошибку коэффициента эксцесса:
2 2
24 ( 2) ( 3) 24 75 (75 2) (75 3)
0,53.
( 1) ( 3) ( 5) (75 1) (75 3) (75 5)ke
n n n
n n n
⋅ ⋅ − ⋅ − ⋅ ⋅ − ⋅ −
σ = = =
− ⋅ + ⋅ + − ⋅ + ⋅ +
Величина коэффициента эксцесса без учета знака также меньше 
двукратной величины своей среднеквадратической ошибки  
т. е. можно считать, что распределение строительных фирм близко 
к нормальному.
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Оценка схожести эмпирического  
и теоретического распределения
завершает анализ вариационного ряда распределения сопо-
ставление эмпирической кривой распределения с неким этало-
ном — теоретической кривой распределения.
Эмпирическая кривая распределения — фактическая кривая 
распределения, полученная по данным наблюдения, в которой 
отражаются как общие, так и случайные условия, определяющие 
распределение.
Теоретическая кривая распределения — кривая, выражающая 
функциональную связь между изменением варьирующего при-
знака и изменением частот и характеризующая определенный тип 
распределения.
для сравнения эмпирического распределения с теоретическим 
распределением необходимо решить следующие задачи:
1. определить вид кривой распределения, определяющей 
изменчивость наблюдаемого признака в совокупности (нормаль-
ное распределение, распределение пуассона, логарифмическое 
распределение и др.).
2. с помощью критериев согласия оценить правильность 
выдвинутой гипотезы о типе распределения изучаемого ряда 
распределения.
в большинстве случаев при решении первой задачи в качестве 
эталона для сравнения принято выбирать нормальное распределе-
ние, функция которого равняется:
2
21( ) ,
2
t
t e
−
j =
π
где  — нормированное отклонение; x — значение изучае-
мого признака;  — среднее значение ряда; π и e — математиче-
ские постоянные.
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свойства кривой нормального распределения:
 • кривая симметрична и имеет максимум в точке, соответст-
вующей значению  = Ме = Мо;
 • кривая асимптотически приближается к оси абсцисс, про-
должаясь в обе стороны до бесконечности (чем больше 
отдельные значения X отклоняются от , тем реже они 
встречаются);
 • кривая имеет две точки перегиба на расстоянии ± σ от ;
 • в пределах  ± σ располагается 0,683 (68,3 %) единиц наблю-
даемой совокупности, в пределах  ± 2σ — 0,954 (95,4 %) 
единиц; в пределах   ± 3σ — 0,997 (99,7 %) единиц наблю-
даемой совокупности;
 • коэффициенты асимметрии и эксцесса равны нулю.
для решения второй задачи необходимо выдвинуть гипотезу 
(предположение) о том, что распределение в изучаемой совокуп-
ности подчиняется закону нормального распределения, и с помо-
щью критериев согласия подтвердить или опровергнуть правиль-
ность гипотезы.
проверка гипотезы состоит в сравнении эмпирических частот 
с теоретическими частотами, которые находят в следующем 
порядке:
1) вычисляют среднее значение признака и значение среднего 
квадратического отклонения;
2) определяют ti — нормированное отклонение;
3) находят значение функции φ(t) по таблице распределения 
(см. прил. 1);
4) рассчитывают теоретические частоты f
т
 по следующей 
формуле:
где fi — объем совокупности; hi — величина интервала 
в группировке.
рассчитанные теоретические частоты сравнивают с извест-
ными эмпирическими частотами, используя разные критерии 
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согласия: критерий согласия пирсона, критерий согласия романов-
ского, критерий колмогорова и др.
критерии согласия дают возможность установить, являются 
ли расхождения между теоретическими и эмпирическими часто-
тами случайными (несущественными) или неслучайными (суще-
ственными). если расхождения случайны, то следует принять 
выбранную теоретическую модель для данного распределения, 
в противном случае гипотезу отвергают, значит, и соответствую-
щая теоретическая модель не может быть принята для описания 
данного распределения.
рассмотрим названные выше критерии согласия.
Критерий согласия Пирсона (или «хи»-квадрат — χ2) опреде-
ляется по формуле:
где fi — эмпирическая частота i-го интервала в ряду распределе-
ния; f
т
 — теоретическая частота ряда распределения.
для распределения «хи»-квадрата составлены таблицы 
(см. прил. 2), где указано критическое значение χ2 для выбранного 
уровня значимости α и данного числа степеней свободы df.
Важно! Уровень значимости α — это вероятность ошибоч-
ного отклонения выдвинутой гипотезы, т. е. вероятность того, что 
будет отвергнута правильная гипотеза:
при α = 0,10  P = 0,90;
при α = 0,05  P = 0,95;
при α = 0,01  P = 0,99.
число степеней свободы определяется как df = k − z − 1, где 
k — количество групп (или интервалов); z — число параметров, 
задающих теоретический закон распределения.
для нормального распределения z = 2, так как нормальное рас-
пределение зависит от двух параметров — от средней арифметиче-
ской ( ) и среднего квадратического отклонения (σ).
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для оценки существенности расхождений сравнивают  
и . расхождения считаются случайными, а гипотеза принима-
ется и теоретическое распределение может служить моделью для 
изучаемого эмпирического распределения, если расчетное значе-
ние χ2 меньше табличного значения. в противном случае расхо-
ждения между теоретическим и эмпирическим распределением 
неслучайны и теоретическое распределение не может служить 
моделью для изучаемого эмпирического распределения.
Критерий согласия В. И. Романовского (C ) основан на исполь-
зовании критерия пирсона χ2, т. е. уже найденных значений χ2 
и числа степеней свободы df, и рассчитывается по формуле:
2
,
2
df
C
df
χ −
=
где df — число степеней свободы df = k − 3, где k — количество 
групп.
данный критерий используется в случае, когда нет возможно-
сти воспользоваться таблицей значений χ2.
если C < 3, то расхождения между теоретическим и эмпири-
ческим распределением случайны. если C
 
> 3, то эти расхожде-
ния неслучайны и теоретическое распределение не может служить 
моделью для изучаемого эмпирического распределения.
Критерий А. Н. Колмогорова (λ) основан на определении мак-
симального расхождения между накопленными частотами эмпи-
рического и теоретического распределений (D), рассчитывается по 
формуле:
,
D
n
λ =
где D — максимальное расхождение между накопленными часто-
тами эмпирического и теоретического распределений; n — количе-
ство эмпирических частот.
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по таблицам значений критерия колмогорова (см. прил. 5) 
определяют вероятность P(λ), с которой можно утверждать, что 
отклонения эмпирических частот от теоретических — случайны. 
вероятность P(λ) может изменяться от 0 до 1. при P(λ) = 1 (т. е. 
при λ < 0,3) происходит полное совпадение частот, при P(λ) = 0 — 
полное их расхождение.
контрольные вопросы
1. что такое вариация?
2. какова роль изучения вариации?
3. назовите показатели степени вариации.
4. назовите свойства дисперсии признака в совокупности.
5. как рассчитывается и характеризуется децильный коэффициент 
дифференциации?
6. в чем суть правила сложения дисперсий изучаемого признака?
7. что является альтернативным признаком?
8. как определить вариацию альтернативного признака?
9. какие кривые распределения выделяют?
10. назовите показатели формы распределения.
11. какие моменты распределения вам известны?
12. что определяют критерии согласия?
13. назовите виды критериев согласия.
глава 6  
анализ динамического  
ряда распределения
Динамический ряд распределения (ряд динамики) — числовые 
значения статистического показателя, представленные во времен-
нóй последовательности.
ряд динамики состоит из периодов или моментов времени (t) 
и уровней ряда динамики ( y), характеризующих изучаемый объект 
за эти периоды или в эти моменты времени.
ряд динамики можно изобразить графически или представить 
в табличной форме.
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различают следующие виды статистических рядов динамики:
 • в зависимости от вида показателей уровней ряда:
 – абсолютные;
 – относительные;
 – средние.
 • в зависимости от времени:
 – моментный ряд динамики, характеризующий значения 
статистического показателя, представленные на опре-
деленную дату или момент времени: на начало месяца, 
квартала, года и т. д. (табл. 20);
Таблица 20
Объем кредитов и прочих средств, предоставленных физическим 
лицам в рФ на начало месяца в I квартале 2012 г. (млрд руб.)*
период 1 января 2012 1 февраля 2012 1 марта 2012 1 апреля 2012
объем кредитов 3 725,2 3 733,9 3 773,2 3 870,7
* источник: единая межведомственная информационно-статистическая 
система (еМисс).
 – интервальный ряд динамики, характеризующий значе-
ния показателя, представленные за определенные проме-
жутки времени: за месяц, квартал, год и т. д. (табл. 21).
Таблица 21
Объем вкладов физических лиц в рФ  
в IV квартале 2011 г. (млн руб.)*
период октябрь ноябрь декабрь
объем вкладов 263 782 267 279 286 349
* источник: еМисс.
 • в зависимости от величины интервалов между периодами 
или моментами времени:
 – ряд с равными промежутками времени (уровни ряда 
характеризуют значение показателя за одинаковые вре-
менные интервалы);
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 – ряд с неравными промежутками времени (уровни ряда 
характеризуют значение показателя за различные времен-
ные интервалы).
Особенности статистических рядов динамики:
1. в интервальных рядах абсолютных величин можно сумми-
ровать значения уровней ряда за определенный период времени, 
получая значения за более продолжительные промежутки вре-
мени. так, если значения объемов вкладов за три месяца просум-
мировать (см. табл. 21), можно получить объем вкладов за квартал.
2. в моментных рядах динамики целесообразно находить 
изменение уровней ряда, поскольку каждое последующее значе-
ние показателя частично или полностью включает в себя значение 
предыдущего уровня.
3. для проведения анализа динамического ряда необхо-
димо, чтобы все его уровни были сопоставимы во времени 
и в пространстве.
несопоставимость статистических рядов динамики может 
быть вызвана: изменением территории; изменением даты учета; 
изменением методологии расчета показателей; изменением цен; 
различной продолжительностью периодов.
Анализ динамического ряда распределения включает несколько 
этапов:
1) определение сопоставимости уровней ряда динамики;
2) анализ интенсивности изменения уровней ряда динамики;
3) выявление тенденции в развитии изучаемого явления;
4) выявление и измерение сезонных колебаний в ряду;
5) прогнозирование развития явления (показателя) на будущее.
Первый этап — определение сопоставимости уровней 
динамического ряда. в случае, если уровни ряда динамики 
несопоставимы, необходимо привести их к сопоставимому виду 
и построить новый динамический ряд.
чтобы привести уровни ряда к сопоставимому виду, необхо-
димо знать значение анализируемого показателя в новых условиях 
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(или границах) и в старых — для расчета коэффициента смыкания 
(пересчета), который определяется по формуле:
где y
нов
 — значение уровня ряда в новых условиях (границах); 
y
стар
 — значение уровня ряда в старых условиях (границах).
полученный коэффициент умножают на все значения показа-
теля в старых границах. после этого строят новый динамический 
ряд, который считается сопоставимым, и его можно анализировать.
второй этап — определение интенсивности изменения 
уровней динамического ряда. для оценки интенсивности изме-
нения уровней ряда во времени рассчитываются: абсолютные, 
относительные и средние показатели ряда динамики.
абсолютные и относительные показатели можно рассчитывать 
с постоянной базой сравнения и с переменной. если текущий уро-
вень показателя сравнивается с начальным уровнем или каким-то 
другим, принятым за базу сравнения, то рассчитанный показатель 
называется базисным; если текущий уровень показателя сравни-
вается с предыдущим уровнем, то показатель называется цепным.
при анализе динамического ряда приняты следующие обозна-
чения: yi — текущее значение уровня ряда; yi−1 — предыдущее зна-
чение уровня ряда; y
1
 — начальный
 
уровень ряда; yn — конечный 
уровень ряда.
Абсолютные показатели ряда динамики:
1. абсолютный прирост (показывает, на сколько в абсолют-
ном выражении текущее значение показателя больше или меньше 
уровня, принятого за базу сравнения):
 • цепной прирост:
1;i iy y −′∆ = −
 • базисный прирост:
1.iy y∆ = −
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2. абсолютное значение 1 % прироста (характеризует значе-
ние 1 % прироста в абсолютных единицах измерения):
 • цепной прирост:
 • базисный прирост:
Относительные показатели ряда динамики:
1. коэффициент роста (показывает, во сколько раз текущее 
значение показателя больше или меньше уровня, выбранного за 
базу сравнения):
 • цепной показатель:
p
1
;i
i
yk
y −
′ =
 • базисный показатель:
p
1
.i
yk
y
=
2. темп роста (показывает, сколько процентов составляет теку-
щее значение показателя относительно уровня, принятого за базу):
 • цепной показатель:
 • базисный показатель:
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3. темп прироста (показывает, на сколько процентов текущее 
значение показателя больше или меньше уровня, принятого за базу 
сравнения):
 • цепной показатель:
 • базисный показатель:
Средние показатели ряда динамики:
1. средний абсолютный прирост (показывает, на сколько 
в среднем за единицу времени в абсолютном выражении текущий 
уровень больше или меньше предыдущего):
2. средний коэффициент роста (показывает, во сколько раз 
в среднем за единицу времени текущий уровень больше или 
меньше предыдущего):
p 1 2
1
... ,nn nn
yk k k k
y
′ ′ ′= ⋅ ⋅ ⋅ =
где n — количество периодов времени.
3. средний темп роста (показывает, сколько процентов в сред-
нем за единицу времени текущий уровень составляет относительно 
предыдущего):
4. средний темп прироста (показывает, на сколько процен-
тов в среднем за единицу времени текущий уровень больше или 
меньше предыдущего):
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5. среднее значение 1 % прироста:
6. средний уровень динамического ряда. расчет среднего 
уровня ряда динамики зависит от вида ряда:
 • если интервальный ряд динамики с равными промежут-
ками, то
;i
y
y
n
= ∑
 • если интервальный ряд с неравными промежутками, то
;i i
i
y t
y
t
= ∑
∑
 • если моментный ряд с равными промежутками, то
1 2 1
1 1
...
2 2 ;
1
n ny y y y
y
n
−+ + + +
=
−
 • если моментный ряд с неравными промежутками, то
1( ) .
2
i i i
i
y y t
y
t
++= ∑
∑
Между базисными и цепными показателями динамики сущест-
вуют определенные взаимосвязи. они проявляются в следующем:
 • сумма цепных абсолютных приростов равна соответству-
ющему базисному абсолютному приросту; разность между 
двумя базисными абсолютными приростами равна соответ-
ствующему цепному приросту.
 • произведение цепных коэффициентов роста равно соответ-
ствующему базисному коэффициенту роста; соотношение 
102
двух базисных коэффициентов роста дает цепной коэффи-
циент роста за соответствующий период.
Пример. По данным Росстата о выработке электроэнергии в РФ 
в 2007−2011 гг. (табл. 22) необходимо определить:
1) средний уровень выработки электроэнергии за пять лет;
2) абсолютные приросты выработки электроэнергии (базисные 
и цепные);
3) ежегодные коэффициенты роста, темпы роста и прироста (базис­
ные и цепные);
4) среднегодовой коэффициент роста и среднегодовой темп приро-
ста за четыре года.
Таблица 22
выработка электроэнергии в рФ за период с 2007 по 2011 г.
годы 2007 2008 2009 2010 2011
выработка электроэнергии, 
млрд квт · ч
1 015 1 040 992 1 038 1 055
Р е ш е н и е:
1. Поскольку ряд интервальный, то средний уровень ряда (средняя 
выработка электроэнергии) определяется по формуле средней арифмети-
ческой простой:
2. Расчеты для пунктов 2 и 3 оформим в табличном виде (табл. 23). 
Базисные абсолютные приросты рассчитаны по формуле  где 
y1 — значение выработки электроэнергии за 2007 г. (табл. 23, гр. 3). Цеп-
ные абсолютные приросты рассчитаны как разность между уровнями 
(табл. 23, гр. 4).
3. Ежегодные базисные коэффициенты роста находим как отно-
шение текущего уровня выработки электроэнергии к уровню 2007 г. 
(табл. 23, гр. 5), а цепные — как отношение текущего уровня к предыду-
щим (табл. 23, гр. 6). Умножив коэффициенты роста на 100 %, получим 
соответствующие базисные и цепные темпы роста (табл. 23, гр. 7 и 8). 
Темпы прироста получаем в результате вычитания из темпов роста 100 % 
(табл. 23, гр. 9 и 10).
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Таблица 23
Показатели динамики выработки электроэнергии  
в рФ в 2007−2011 гг.
год
выработка 
электро-
энергии, 
млрд квт · ч
абсолютный 
прирост, 
млрд руб.
коэффициент
роста 
темп ро-
ста, % 
темп приро-
ста, %
базис-
ный
цеп-
ной
базис-
ный
цеп-
ной
базис-
ный
цеп-
ной
базис-
ный
цеп-
ной
1 2 3 4 5 6 7 8 9 10
2007 1015 — — 1 — 100 — 0 —
2008 1040 25 25 1,025 1,025 102,5 102,5 2,5 2,5
2009 992 −23 −48 0,977 0,954 97,7 95,4 −2,3 −4,6
2010 1038 23 46 1,023 1,046 102,3 104,6 2,3 4,6
2011 1055 40 17 1,039 1,016 103,9 101,6 3,9 1,6
4. Среднегодовой коэффициент роста определяется по формуле сред-
ней геометрической из произведения цепных коэффициентов роста:
4 4p 1 2 ... 1,025 0,954 1,046 1,016 1,039 1,01.n nk k k k′ ′ ′= ⋅ ⋅ ⋅ = ⋅ ⋅ ⋅ = =
Тогда среднегодовой темп роста составляет:
Среднегодовой темп прироста равен:
т. е. в среднем ежегодно объем выработки электроэнергии увеличивался 
на 1 %.
третий этап — выявление тенденции в развитии изучае-
мого явления. Это одна из основных задач изучения рядов дина-
мики. основная закономерность (тенденция) в изменении уровней 
ряда называется трендом. закономерность в изменении уров-
ней ряда в одних случаях проявляется наглядно, в других может 
маскироваться колебаниями случайного или неслучайного харак-
тера. поэтому, чтобы сделать правильные выводы о закономер-
ностях развития того или иного показателя, надо суметь отделить 
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тренд от колебаний, вызванных случайными кратковременными 
причинами.
ряд динамики включает следующие эмпирические компоненты:
 • тенденцию, или тренд (T ), — изменения, определяющие 
некое общее направление в развитии явления;
 • конъюнктурные, или циклические, колебания (K);
 • сезонные колебания (S ) — периодически повторяющиеся 
колебания в некоторое определенное время года, месяца;
 • случайные колебания (E ) — результат действия большого 
количества относительно слабых второстепенных факторов.
в зависимости от взаимосвязи этих компонент выделяют две 
модели: аддитивную и мультипликативную. Аддитивная модель — 
это сумма компонент ряда, мультипликативная модель — это про-
изведение всех компонент ряда.
для выявления основной тенденции изменения уровней ряда 
существует несколько методов обработки рядов динамики:
 • метод укрупнения интервалов времени;
 • способ скользящей средней;
 • аналитическое выравнивание.
во всех этих методах вместо фактических уровней ряда вычи-
сляются иные (расчетные) уровни, в которых тем или иным спо-
собом взаимопогашается действие случайных факторов и тем 
самым уменьшается колеблемость уровней. последние в резуль-
тате становятся как бы выравненными, сглаженными по отноше-
нию к исходным фактическим данным. поэтому перечисленные 
методы обработки рядов динамики называются методами сглажи-
вания или выравнивания рядов динамики.
Метод укрупнения интервалов времени. простейший метод 
сглаживания уровней ряда. данный метод особенно эффективен, 
если первоначальные уровни ряда относятся к коротким проме-
жуткам времени, и, чтобы выявить тенденцию, необходимо рас-
считать средние уровня за более продолжительные промежутки 
(интервалы) времени. так, если имеются данные о ежемесячном 
объеме производства мороженого на предприятии, можно рассчи-
тать средние значения объема производства за квартал. в ряду 
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с укрупненными интервалами времени закономерность изменения 
уровней будет более наглядной.
Способ скользящей средней. суть метода состоит в замене 
фактических уровней ряда средними значениями, рассчитан-
ными для последовательно подвижных (скользящих) укрупнен-
ных интервалов, охватывающих m уровней ряда. например, если 
принять m = 3, то сначала рассчитывается средняя величина из 
первых трех уровней, затем находится средняя величина из 2-го, 
3-го и 4-го уровней, потом из 3-го, 4-го и 5-го уровней и т. д., т. е. 
каждый раз в сумме трех уровней появляется новый уровень, а два 
остаются прежними, что и обусловливает взаимопогашение слу-
чайных колебаний в средних уровнях. рассчитанные из m членов 
скользящие средние относятся к середине (центру) каждого рас-
сматриваемого интервала.
сглаживание методом скользящей средней можно проводить 
по любому числу членов m. если m — нечетное число, то сколь-
зящая средняя сразу относится к конкретной временной точке — 
середине интервала. если же m — четное, то скользящая средняя 
относится к промежутку между временны�ми точками. например, 
при сглаживании по двум членам (m = 2) средняя из первых двух 
уровней будет находиться между первой и второй временной точ-
кой, следующая — между второй и третьей точкой и т. д. тогда, 
чтобы сглаженные уровни относились непосредственно к конкрет-
ным временным точкам, находят центрированную скользящую 
среднюю как среднее арифметическое из каждой пары смежных 
промежуточных значений скользящих средних. при использова-
нии данного метода выявления тенденции сглаженный ряд укора-
чивается по сравнению с фактическим рядом с каждого конца на 
(m − 1)/2 при нечетном m и на m/2 при четном m.
Важно! Метод скользящей средней устраняет лишь случай-
ные колебания. Если ряд содержит сезонную волну, она сохра-
нится и после сглаживания данным методом. Кроме того, этот 
метод сглаживания, как и метод укрупнения интервалов, не позво-
ляет выражать общую тенденцию изменения уровней в виде мате-
матической модели.
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Метод аналитического выравнивания. Это наиболее совер-
шенный метод, поскольку выявление тренда осуществляется по 
аналитическим формулам. суть аналитического выравнивания 
заключается в замене эмпирических (фактических, исходных) 
уровней yi теоретическими  (читается как «игрек, выравненный 
по t»), которые рассчитаны по определенному уравнению, приня-
тому за математическую модель тренда, где теоретические уровни 
рассматриваются как функция времени:  = f (t). при этом каждый 
фактический уровень yi рассматривается обычно как сумма двух 
составляющих:
( ) ,i ty f t= + ε
где f (t) =  — систематическая составляющая, отражающая тренд 
и выраженная определенным уравнением; εt — случайная вели-
чина, вызывающая колебания уровней вокруг тренда.
последовательность шагов при использовании метода анали-
тического выравнивания:
1. графически определить на основе эмпирических данных 
функцию  = f (t), способную наиболее адекватно отразить 
тенденцию развития исследуемого показателя.
2. найти по эмпирическим данным параметры указанной 
функ ции (уравнения).
3. рассчитать по найденному уравнению теоретические 
(выравненные) уровни.
4. определить ошибку аппроксимации.
5. оценить адекватность полученного уравнения тренда.
в качестве зависимостей в аналитическом выравнивании наи-
более часто используются следующие простейшие функции:
 • линейная функция 
 • показательная функция 
 • парабола 2-го порядка 
 • степенная 
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 • гипербола 
 • ряд Фурье 
нередко один и тот же ряд можно выравнять по разным ана-
литическим функциям и получить довольно близкие результаты. 
чтобы решить вопрос о том, использование какой кривой дает 
лучший результат, обычно сопоставляют суммы квадратов откло-
нений эмпирических уровней от теоретических, рассчитанных по 
разным функциям (остатки), т. е.  Функция, при кото-
рой эта сумма минимальна, считается наиболее адекватной, при-
емлемой. однако сравнивать непосредственно суммы квадратов 
отклонений можно в том случае, если сравниваемые уравнения 
имеют одинаковое число параметров. если же число параметров 
k разное, то каждую сумму квадратов делят на разность (n − k), 
выступающую в роли числа степеней свободы, и сравнивают уже 
квадраты отклонений уровней, рассчитанные на одну степень сво-
боды (т. е. остаточные дисперсии на одну степень свободы).
параметры искомых уравнений (a
0
, a
1, 
a
2
 и т. д.) находят, 
используя метод наименьших квадратов (Мнк). при данном 
методе должна обеспечиваться минимальная сумма квадратов 
отклонений эмпирических значений уровней y от теоретических 
уровней :
вместо  записываем конкретное выражение выбранной 
функции. в частности, при выравнивании по прямой параметры 
a
0
 и a
1
 находятся из функции  реше-
ние сводится к задаче на экстремум, т. е. к определению того, при 
каком значении a
0
 и a
1 
функция двух переменных S может достиг-
нуть минимума. для этого надо найти частные производные S по a
0
 
и a
1
, приравнять их к нулю и после элементарных преобразований 
решить систему двух уравнений с двумя неизвестными.
в соответствии с вышеизложенным найдем частные произ-
водные:
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0 1
0
0 1
1
2 ( ) 0;
2 ( ) 0.
i
i
S a a t y
a
S a a t y t
a
∂ = + − =∂
 ∂ = + − =
∂
∑
∑
сократив каждое уравнение на 2, раскрыв скобки и перенеся 
члены уравнения с yi в правую сторону, получим систему нормаль-
ных уравнений:
0 1
2
0 1
;
,
i
i
na a t y
a t a t y t
 + =

+ =
∑ ∑
∑ ∑ ∑
где n — количество уровней ряда; t — порядковый номер в услов-
ном обозначении периода или момента времени; yi — уровни 
эмпирического ряда.
тогда параметры a
0
 и a
1
 рассчитываются следующим образом:
2
0 2 2
;
( )
y t t yt
a
n t t
−
=
−
∑ ∑ ∑ ∑
∑ ∑
1 2 2
.
( )
n yt t y
a
n t t
−
=
−
∑ ∑ ∑
∑ ∑
расчет параметров a
0
 и a
1 
упрощается, если отсчет времени 
ведется от середины ряда. например, при нечетном числе уров-
ней серединная точка времени (год, месяц) принимается за нуль, 
тогда предшествующие ей периоды обозначаются соответственно 
цифрами −1, −2, −3 и т. д., а следующие за ней — соответственно 
цифрами 1, 2, 3 и т. д. при четном числе уровней два центральных 
момента (периода) времени обозначают −1 и +1, а все последую-
щие и предыдущие соответственно через два интервала: ± 3, ± 5, 
± 7 и т. д. при таком порядке отсчета времени (от середины ряда) 
 поэтому система нормальных уравнений упрощается, 
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каждое из них решается самостоятельно и получается, что пара-
метры a
0
 и a
1 
находятся следующим образом:
0 1 2
; .i i
y y t
a a
n t
= =∑ ∑
∑
при этом параметр a
0 
представляет собой средний уровень 
интервального ряда, а параметр a
1
 показывает, насколько изме-
нится результат при изменении времени на единицу, т. е. его можно 
представить как абсолютный теоретический прирост.
для найденного уравнения тренда необходимо провести 
оценку его надежности (адекватности), что осуществляется 
обычно с помощью критерия Фишера, путем сравнения его расчет-
ного значения F
расч
 с теоретическим (табличным) значением F
табл
 
(см. прил. 4). при этом расчетный критерий Фишера определяется 
по формуле:
где l — число параметров (членов) выбранного уравнения тренда.
сравнение расчетного и теоретического значений критерия 
Фишера ведется при заданном уровне значимости α с учетом сте-
пеней свободы  при условии F
расч
 > F
табл
 
считается, что выбранная функция адекватно отражает обнару-
женный в динамическом ряду тренд.
Четвертый этап — выявление и измерение сезонных коле-
баний в динамическом ряду. Сезонные колебания — это сравни-
тельно устойчивые внутригодичные колебания, повторяющиеся из 
года в год, из месяца в месяц (например, потребление электроэнер-
гии возрастает в зимние месяцы и снижается в летние). наблюде-
ние за сезонными колебаниями позволяет решить ряд практиче-
ских задач, например, определить потребности в сырье, рабочей 
силе в тех отраслях, где влияние сезонности велико. перед ана-
литиком стоит задача выявить сезонные колебания («сезонную 
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волну») и измерить их. выявить сезонные колебания можно гра-
фически, а измерить — при помощи индексов сезонности.
Индексы сезонности показывают, во сколько раз фактический 
уровень ряда в определенный момент или интервал времени t 
больше среднего уровня либо уровня, вычисляемого по уравнению 
тренда ( ).
Методы расчета индексов сезонности:
 • если годовой уровень явления из года в год остается отно-
сительно постоянным, т. е. тренда нет или он незначителен, 
то индекс сезонности определяется по формуле:
c
0
100 %,
t
t iyi
y
= ⋅
где  — средний уровень ряда динамики по одно-
именным месяцам (кварталам) t за T лет;  — общий сред-
ний уровень динамического ряда.
 • если уровни сезонного явления имеют тенденцию к разви-
тию, индексы сезонности определяются по формулам с уче-
том замены  на выравненные уровни, найденные мето-
дом скользящей средней ( ) или по уравнению тренда  
соответственно:
где  — центрированная скользящая средняя.
Важно! Если значения индексов сезонности разные для раз-
ных месяцев и кварталов, то находят их средние значения для 
одноименных месяцев или кварталов:
1 2
c c c
c .
T
t i i ii
T
+ +…+
=
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для сопоставления величины сезонных колебаний по несколь-
ким предприятиям или периодам рассчитывается среднеквадрати-
ческое отклонение:
2( 100)
.c
i
n
−
σ = ∑
Пятый этап — прогнозирование развития явления (пока-
зателя) на будущее. возможность прогнозирования основана на 
предположении, что закономерность развития явления, дейст-
вовавшая в прошлом, сохранится и в будущие периоды времени. 
выделяют два вида прогнозов: экстраполяцию и интерполяцию. 
Экстраполяция — нахождение значений уровня за пределами 
динамического ряда, интерполяция — нахождение недостающих 
значений показателя в пределах динамического ряда.
спрогнозировать значение явления на будущее можно следу-
ющими методами:
 • на основе среднего уровня абсолютного прироста по фор-
муле:
,
где  — прогнозируемый уровень на T периодов времени; 
T — период прогноза;  — средний абсолютный прирост;
 • на основе среднего коэффициента роста по формуле:
где  — средний коэффициент роста за n периодов времени.
 • на основе аналитического выравнивания тренда, когда 
в уравнение тренда подставляется соответствующее значе-
ние независимой переменной времени t за пределами иссле-
дуемого периода. кроме этого, на основе индексов сезон-
ности и тренда можно спрогнозировать ряд динамики по 
формуле:
.
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все эти методы дают точечные значения прогноза, поэтому 
целесообразно определять доверительные интервалы прогноза.
границы доверительных интервалов прогноза определяются 
по формуле:
где  — точечный прогноз, рассчитанный по модели тренда; tα — 
коэффициент доверия по распределению стьюдента при уровне 
значимости α и числе степеней свободы df = n − 1;  — ошибка 
аппроксимации, определяемая по формуле:
где n — количество периодов времени; l — количество параметров 
в уравнении тренда.
Пример. По данным табл. 24 о товарообороте супермаркета за три 
года на рынке города необходимо:
1) выравнять ряд методом четырехчленной скользящей средней 
и оценить индексы сезонности;
2) выравнять ряд по линейному тренду с учетом сезонности;
3) провести экстраполяцию показателя на 2012 г. с учетом сезонной 
волны.
Таблица 24
внутригодовая динамика фактического объема товарооборота  
(в млн руб.) супермаркета
квартал 2009 2010 2011
I 160 150 170
II 210 200 250
III 110 120 115
IV 190 180 210
Р е ш е н и е:
1. Расчеты для п. 1 представим в табличном виде (табл. 25). Рассчи-
таем первую 4­периодную скользящую среднюю по формуле:
1
160 210 110 190 670
167,5.
4 4
y + + += = =
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Вычислим вторую 4­периодную скользящую среднюю:
2
210 110 190 150 660
165,0.
4 4
y + + += = =
Поскольку период скользящей средней четный, то воспользуемся 
методом центрирования — найдем центрированную скользящую сред-
нюю из двух смежных средних:
Таблица 25
Сглаживание динамического ряда объема товарооборота  
с помощью скользящей средней с учетом сезонности
квар-
тал
объем това-
рооборота, 
млн руб.
сколь-
зящая 
сумма
сколь-
зящая 
средняя
центри-
рованная 
скользящая 
средняя
индекс 
сезонно-
сти, %
средний 
индекс се-
зонности, %
1 2 3 4 5 6 7
I 160 — — — — 93,2
II 210 670 167,5 — — 129,6
III 110 660 165,0 166,3 66,2 69,5
IV 190 650 162,5 163,8 116,0 109,8
I 150 660 165,0 163,8 91,6 93,2
II 200 650 162,5 163,8 122,1 129,6
III 120 670 167,5 165,0 72,7 69,5
IV 180 720 180,0 173,8 103,6 109,8
I 170 715 178,8 179,4 94,8 93,2
II 250 745 186,3 182,5 137,0 129,6
III 115 — — — — 69,5
IV 210 — — — — 109,8
Остальные скользящие средние и центрированные средние находим 
аналогично (табл. 25, гр. 4 и 5).
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Найдем индексы сезонности, сравнив текущие значения объема 
товарооборота с центрированной скользящей средней (табл. 25, гр. 6), т. е.
Поскольку значения индексов сезонности в разных кварталах имеют 
разные значения, найдем средние индексы для каждого из кварталов 
(табл. 25, гр. 7):
I II
c c
III IV
c c
91,6 94,8 122,1 137,0
93,2 %; 129,6 %;
2 2
66,2 72,7 116,0 103,6
69,4 %; 109,8 %.
2 2
i i
i i
+ +
= = = =
+ +
= = = =
Следовательно, максимальный объем товарооборота можно ожидать 
во II квартале, минимальный — в III квартале.
2. Для определения параметров уравнения линейного тренда необхо-
димо решить следующую систему нормальных уравнений:
0 1
2
0 1
;
.
i
i
na a t y
a t a t y t
 + =

+ =
∑ ∑
∑ ∑ ∑
Для упрощения расчетов введем параметр времени t так, чтобы 
∑t = 0, как это показано в табл. 26, гр. 3. Все дальнейшие расчеты офор-
мим в виде таблицы (табл. 26).
Тогда параметры a
0
 и a
1
 находятся по формулам:
0 1 2
2065 585
172,08; 1,02.
12 575
i iy y ta a
n t
= = = = = =∑ ∑
∑
Запишем уравнение тренда: 
Подставляя в данное уравнение значение t, найдем выравненные 
значения уравнения тренда (табл. 26, гр. 6) .
Найдем индексы сезонности с учетом тренда. Для этого поделим 
каждое эмпирическое значение объема товарооборота на выравненные 
значения показателя (табл. 26, гр. 7).
Поскольку для трех лет поквартальные индексы неравные, рассчи-
таем средние их значения (табл. 26, гр. 8).
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Далее находим выравненные значения уровней с учетом средних 
индексов сезонности. Для этого средний индекс сезонности определен-
ного квартала умножаем на выравненные значения уровней. Их расчет 
представлен в табл. 26, гр. 9. Заметим, что сумма эмпирических уровней 
ряда равна сумме найденных значений по уравнению тренда и выравнен-
ных уровней с учетом сезонности, т. е.
Таблица 26
Сглаживание ряда динамики по линейному тренду  
с учетом сезонности
квар-
тал
объем 
товаро-
оборота, 
млн руб.
t t2 y
i 
· t
вырав-
ненный 
уровень 
по трен-
ду, 
индекс 
сезон-
но-
сти, %
средний 
индекс 
сезонно-
сти, %
выравнен-
ный уровень 
с учетом се-
зонности
1 2 3 4 5 6 7 8 9
(гр. 2 · гр. 8)
I 160 −11 121 −1 760 160,8 99,5 94,7 152
II 210 −9 81 −1 890 162,9 128,9 128,4 209
III 110 −7 49 −770 164,9 66,7 66,5 110
IV 190 −5 25 −950 167,0 113,8 110,4 184
I 150 −3 9 −450 169,0 88,7 94,7 160
II 200 −1 1 −200 171,1 116,9 128,4 220
III 120 1 1 120 173,1 69,3 66,5 115
IV 180 3 9 540 175,2 102,8 110,4 193
I 170 5 25 850 177,2 95,9 94,7 168
II 250 7 49 1 750 179,2 139,5 128,4 230
III 115 9 81 1 035 181,3 63,4 66,5 121
IV 210 11 121 2 310 183,3 114,5 110,4 202
итого 2 065 0 572 585 2 065,0   2 065
3. Зная уравнение тренда и сезонную волну, спрогнозируем значение 
объема товарооборота на четыре квартала 2012 г. Поскольку значение 
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параметра t в IV квартале 2011 г. составляло 11, то в 2012 г. значения t будут 
соответственно: для I квартала — 13, для II квартала — 15, для III квар-
тала — 17, для IV квартала — 19. 
Подставляя данные значения в уравнение тренда и умножая полу-
чившееся значение на средний квартальный индекс сезонности, полу-
чаем прогноз:
на I квартал 2012 г.:  = (172,08 + 1,02 · 13) · 0,947 = 176 (млн руб.);
на II квартал 2012 г.:  = (172,08 + 1,02 · 15) · 1,284 = 246 (млн руб.);
на III квартал 2012 г.:  = (172,08 + 1,02 · 13) · 0,667 = 126 (млн руб.);
на IV квартал 2012 г.:  = (172,08 + 1,02 · 13) · 1,138 = 211 (млн руб.).
контрольные вопросы
1. что такое ряд динамики? какова его роль в статистическом 
анализе?
2. назовите виды рядов динамики.
3. приведите примеры несопоставимости рядов динамики.
4. назовите показатели интенсивности изменения рядов динамики.
5. укажите, в чем разница между базисными показателями 
и цепными.
6. в чем состоит взаимосвязь между цепными и базисными абсо-
лютными приростами?
7. в чем состоит взаимосвязь между цепными и базисными коэффи-
циентами роста?
8. как рассчитывается средний уровень в различных динамических 
рядах?
9. назовите компоненты динамического ряда.
10. назовите методы выявления основной тенденции в развитии явле-
ния. укажите преимущества и недостатки каждого из методов.
11. от чего зависит выбор математической функции уравнения 
тренда?
12. как проверить адекватность выбранного уравнения тренда?
13. что такое индекс сезонности?
14. назовите методы вычисления индексов сезонности.
15. что такое экстраполяция?
16. при помощи каких показателей можно осуществить экстраполя-
цию динамического ряда?
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глава 7  
Индексный метод  
в экономических исследованиях
классификации индексов
Индекс — относительный показатель, который характери-
зует изменение сложного социально-экономического показателя, 
состоящего из несоизмеримых элементов, в пространстве, во вре-
мени и по сравнению с планом.
в статистике индексы классифицируют по различным осно-
ваниям:
1) в зависимости от числа элементов в совокупности:
 • сводные (общие);
 • индивидуальные;
2) в зависимости от объекта исследования:
 • индексы количественных (объемных) показателей;
 • индексы качественных показателей;
3) в зависимости от формы построения общих индексов:
 • агрегатные;
 • средние из индивидуальных:
– средние арифметические;
– средние гармонические;
4) в зависимости от базы сравнения:
 • динамические:
– базисные;
– цепные;
 • территориальные.
рассмотрим подробно каждую из классификаций. первая 
классификация: в зависимости от числа элементов в совокупности 
выделяют сводные (общие) индексы, показывающие изменение 
какого-либо признака у всех единиц совокупности, и индивиду-
альные индексы, характеризующие изменение отдельных элемен-
тов в совокупности. в сводных индексах выделяют групповые 
индексы, характеризующие динамику показателя у части (группы) 
единиц совокупности.
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в зависимости от объекта исследования индексы подразде-
ляются на индексы количественных (объемных) показателей 
и индексы качественных показателей. к первой группе индексов 
относят, например, индекс численности работников, объема про-
изведенной продукции, затрат на производство продукции. ко вто-
рой группе относят, например, индекс заработной платы, себестои-
мости, цены, производительности, рентабельности продукции.
Важно! Для определения меры качественности показателя 
необходимо сопоставлять пару факторных показателей по методу 
их расчета и оценивать содержательную близость анализируе-
мого показателя по отношению к результирующему: чем ближе 
анализируемый показатель к результирующему показателю, тем 
он более качественный. Проще говоря, качественный показа-
тель — это показатель, измеренный на единицу количественного 
показателя.
в зависимости от формы построения (только для общих 
индексов) выделяют индексы агрегатные и индексы средние из 
индивидуальных.
Агрегатные индексы построены на основе суммирования 
значений несоизмеримых элементов (т. е. показателей качест-
венно разнородных, указанных в разных единицах измерения). 
любой агрегатный индекс содержит показатель, который изменя-
ется (он называется индексируемой величиной), и соизмеритель, 
или вес (показатель, который остается неизменным). в качестве 
веса может выступать только тот показатель, при умножении на 
который получается другой реальный экономический показатель. 
разность между числителем и знаменателем агрегатного индекса 
характеризует абсолютное изменение сложного реального соци-
ально-экономического показателя за счет изменения индексируе-
мой величины.
Средние из индивидуальных индексы рассчитываются на 
основе индивидуальных индексов. Форма их построения должна 
при этом быть тождественна соответствующему агрегатному 
индексу.
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в зависимости от выбора базы сравнения выделяют динами-
ческие индексы (индексы динамики) и территориальные индексы. 
индексы динамики, в свою очередь, делятся на базисные индексы 
и цепные индексы. сравниваемый период называют отчетным, 
данные в этом случае обозначаются с использованием индекса 1. 
период, с которым производится сравнение, называют базисным, 
данные при этом обозначаются с использованием индекса 0.
методы построения индексов
для изучения динамики сложного социально-экономического 
показателя во времени необходимо использовать методы, или пра-
вила, построения индексов.
использование индексов позволяет:
 • изучить динамику сложного социально-экономического 
показателя во времени;
 • измерить влияние отдельных факторов на динамику слож-
ного показателя;
 • изучить структурные изменения сложного показателя;
 • изучить динамику среднего значения экономического 
показателя;
 • измерить соотношение показателей по разным террито-
риям, регионам, странам;
 • пересчитать значения макроэкономических показателей из 
фактических цен в сопоставимые.
для обозначения индексов принята следующая символика:
i — индивидуальный индекс;
I — сводный (общий) индекс;
p — цена за единицу продукции;
q — выпуск продукции в натуральных единицах измерения 
(шт., кг, м3 и т. д.);
Q — стоимость произведенной продукции;
t — трудоемкость производства единицы продукции;
w — производительность (выработка) единицы продукции;
T — затраты рабочего времени на производство единицы про-
дукции (численность работников);
120
z — себестоимость единицы продукции;
Z — затраты в денежном выражении на производство единицы 
продукции.
Построение индивидуальных индексов не вызывает особых 
трудностей, поскольку индивидуальный индекс — это соотношение 
анализируемого показателя у каждой из единиц рассматриваемой 
совокупности за два периода, т. е., другими словами, индивидуаль-
ный индекс — это коэффициент роста.
примеры построения индивидуальных индексов:
1) объемных показателей:
– индивидуальный индекс физического объема продукции:
1
0
,jq
qi
q
=
где j — отдельный элемент (единица) совокупности;
– индивидуальный индекс стоимости продукции:
1
0
;jpq
Qi
Q
=
– индивидуальный индекс численности работников:
1
0
;jT
Ti
T
=
2) качественных показателей:
– индивидуальный индекс цены:
1
0
;jp
pi
p
=
– индивидуальный индекс себестоимости продукции:
1
0
;jz
zi
z
=
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– индивидуальный индекс затрат рабочего времени на еди-
ницу продукции:
1
0
.jt
ti
t
=
Построение общих индексов является более сложным. рас-
смотрим подробно примеры построения общих агрегатных и сред-
них из индивидуальных индексов количественных и качественных 
показателей.
п о с т р о е н и е  о б щ и х  и н д е к с о в  к о л и ч е с т в е н -
н ы х  п о к а з а т е л е й  покажем на примере агрегатного индекса 
физического объема продукции (Iq) и тождественного ему средне-
взвешенного индекса, агрегатного индекса стоимости продукции, 
издержек производства, общих затрат рабочего времени на произ-
водство продукции.
Агрегатный индекс физического объема продукции рассчиты-
вается по формуле:
0 1
0 0
.q
p q
I
p q
= ∑
∑
при построении данного индекса индексируемой величи-
ной выступает выпуск продукции q, соответственно в числителе 
рядом с q стоит индекс 1, а в знаменателе — 0. соизмерителем 
в данном случае выступает цена продукции p, поскольку при умно-
жении цены на единицу продукции и выпуска получается реаль-
ный экономический показатель — стоимость продукции. теперь 
необходимо выбрать, за какой период должны быть взяты цены — 
за отчетный период или за базисный.
Важно! В статистике принято следующее правило построе-
ния любого сводного индекса количественного показателя: если 
в индексе индексируемой величиной выступает количественный 
показатель, то вес в индексе берется на уровне базисного периода.
ввиду этого в агрегатном индексе физического объема про-
дукции вес p в числителе и знаменателе остается неизменным на 
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уровне базисного периода. использовать в индексе вес базисного 
периода предложил Э. ласпейрес в 1864 г.
разница между числителем данного индекса и его знамена-
телем показывает абсолютное изменение стоимости продукции 
за счет изменения выпуска продукции и выражается следующей 
формулой:
0 1 0 0 ,
q
Q p q p q∆ = −∑ ∑
где  — абсолютное изменение стоимости продукции за счет 
изменения выпуска продукции; ∑ p
0
q
1
 — стоимость продукции 
отчетного периода в ценах базисного периода; ∑ p
0
q
0
 — стоимость 
продукции базисного периода в ценах базисного периода.
тождественной формой построения указанному агрегатному 
индексу физического объема продукции является средневзве-
шенный арифметический индекс физического объема продукции. 
рассчитывается он как средний взвешенный арифметический на 
основе индивидуальных индексов физического объема продукции 
и стоимости продукции базисного периода по формуле:
0 0
0 0
.qq
i p q
I
p q
= ∑
∑
ниже представлены формулы расчета некоторых других агре-
гатных индексов количественных показателей:
 – Агрегатный индекс стоимости продукции:
1 1
0 0
.pq
p q
I
p q
= ∑
∑
данный индекс показывает, во сколько раз стоимость продук-
ции отчетного периода возросла или уменьшилась относительно 
стоимости продукции базисного периода. абсолютное изменение 
стоимости можно найти вычитанием из числителя знаменателя:
;
1 1 0 0 ,
q p
Q p q p q∆ = −∑ ∑
где  — абсолютное изменение стоимости продукции за счет 
изменения двух факторов: выпуска продукции и цены.
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 – Агрегатный индекс издержек производства:
1 1
0 0
.zq
z q
I
z q
= ∑
∑
 – Агрегатный индекс общих затрат рабочего времени на 
производство продукции:
1 1
0 0
.tq
t q
I
t q
= ∑
∑
п о с т р о е н и е  о б щ и х  и н д е к с о в  к а ч е с т в е н н ы х 
п о к а з а т е л е й  приведем на основе построения агрегатного 
индекса цены и тождественного ему средневзвешенного индекса.
 – Агрегатный индекс цены:
1 1
0 1
.p
p q
I
p q
= ∑
∑
при построении данного индекса индексируемой величиной 
выступает цена p, соответственно в числителе индекса рядом с p 
стоит индекс 1, а в знаменателе — 0. соизмерителем в данном 
случае выступает физический объем продукции q, поскольку, как 
мы уже говорили, при умножении цены на единицу продукции 
и выпуска получается реальный экономический показатель — сто-
имость продукции. теперь необходимо выбрать период, за кото-
рый должен быть взят объем продукции: либо отчетный период, 
либо базисный.
Важно! В статистике принято следующее правило постро-
ения любого сводного индекса качественного показателя: если 
в индексе индексируемой величиной выступает качественный 
показатель, то вес в индексе берется на уровне отчетного периода.
ввиду этого в агрегатном индексе цен вес q в числителе 
и знаменателе остается неизменным на уровне отчетного пери-
ода. использовать в индексе вес отчетного периода предложил 
г. пааше в 1874 г.
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разница между числителем данного индекса и его знаменате-
лем показывает абсолютное изменение стоимости продукции за 
счет изменения цены и выражается следующей формулой:
1 1 0 1,
p
Q p q p q∆ = −∑ ∑
где  — абсолютное изменение стоимости продукции за счет изме-
нения цены; ∑ p
1
q
1
 — стоимость продукции отчетного периода.
указанному агрегатному индексу цены по форме построения 
тождественен средневзвешенный гармонический индекс цены. рас-
считывается он как средневзвешенный гармонический на основе 
индивидуальных индексов цен и стоимости продукции отчетного 
периода по формуле:
1 1
1 1
.p
p
p q
I p q
i
= ∑
∑
ниже представлены формулы для расчета некоторых других 
агрегатных индексов качественных показателей:
 – Агрегатный индекс производительности труда:
1 1
0 1
.w
wT
I
w T
= ∑
∑
 – Агрегатный индекс производительности труда через пока-
затель трудоемкости:
0 1
1 1
.t
t q
I
t q′
⋅
=
⋅
∑
∑
Важно! Агрегатный индекс производительности труда через 
показатель трудоемкости — единственный индекс, у которого 
в числителе индексируемая величина имеет индекс «0», а в зна-
менателе — индекс «1», поскольку показатель трудоемкости — это 
показатель, обратный показателю производительности труда. 
Также важно не путать данный индекс с индексом трудоемкости, 
формула расчета которого указана ниже.
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 – Агрегатный индекс трудоемкости:
1 1
0 1
.t
t q
I
t q
⋅
=
⋅
∑
∑
 – Агрегатный индекс себестоимости:
1 1
0 1
.z
z q
I
z q
= ∑
∑
анализ изменения средней величины индексируемого 
показателя для однородной совокупности. указанные выше 
формулы расчета общих индексов качественных показателей при-
менимы в случае, если совокупность состоит из разнородных эле-
ментов. в случае если совокупность однородная, то анализ дина-
мики качественного социально-экономического показателя можно 
проводить при помощи системы трех взаимосвязанных индексов: 
индекса переменного состава, индекса фиксированного состава 
и индекса влияния структурных сдвигов. в приведенных ниже 
формулах расчета этих индексов буквой x  обозначен качествен-
ный показатель, который подлежит изменению, буквой f — вес.
Индекс переменного состава характеризует изменение сред-
него качественного показателя за два периода.
Общая формула расчета индекса переменного состава:
абсолютное изменение среднего качественного показателя за 
два периода  можно найти как разницу двух средних величин:
1 1 0 0;
1 0
1 0
.x fx
x f x f
x x
f f
⋅ ⋅
∆ = − = −∑ ∑
∑ ∑
Индекс фиксированного состава характеризует изменение 
среднего качественного показателя за счет изменения самого каче-
ственного показателя.
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Общая формула расчета индекса фиксированного состава:
абсолютное изменение среднего качественного показателя за 
счет изменения одного из факторов, т. е. за счет изменения самого 
качественного показателя за два периода , можно найти по 
формуле:
1 1 0 1
1 1
.xx
x f x f
f f
⋅ ⋅
∆ = −∑ ∑
∑ ∑
Индекс влияния структурных сдвигов характеризует измене-
ние среднего качественного показателя за счет изменения струк-
туры совокупности.
Общая формула расчета индекса влияния структурных 
сдвигов:
абсолютное изменение среднего качественного показателя за 
счет изменения другого фактора, т. е. за счет изменения структуры 
совокупности за два периода , можно найти по формуле:
0 1 0 0
1 0
.fx
x f x f
f f
⋅ ⋅
∆ = −∑ ∑
∑ ∑
Между тремя указанными индексами существует взаимо-
связь: индекс переменного состава равен произведению индекса 
фиксированного состава на индекс влияния структурных сдвигов:
при этом общее абсолютное изменение среднего качест-
венного показателя равно сумме абсолютных изменений за счет 
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изменения самого качественного показателя и за счет изменения 
структуры совокупности:
;
1 0 .
x f x f
x x xx x∆ = − = ∆ + ∆
Пример. По данным табл. 27 рассчитаем следующие индексы цен:
1) индекс переменного состава;
2) индекс фиксированного состава;
3) индекс влияния структурных сдвигов.
Таблица 27
Цена и объем реализации яблок на двух рынках города
рынок
базисный период текущий период
цена 1 кг,  
руб., p
0
объем реализации, 
т, q
0
цена 1 кг, 
руб., p
1
объем реализации, 
т, q
1
№ 1 20 200 30 320
№ 2 25 200 45 80
Р е ш е н и е:
1. Найдем значение индекса цены переменного состава по формуле:
т. е. средняя цена в текущем периоде выросла на 46,7 % относительно 
базисного периода.
Тогда абсолютное изменение средней цены в текущем периоде по 
сравнению с базисным составляет:
2. Рассчитаем значение индекса цены фиксированного состава:
т. е. средняя цена выросла за счет изменения индивидуальных цен на 
рынках на 57,1 %, что в абсолютном выражении составляет:
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3. Найдем значение индекса влияния структурных сдвигов:
Это означает, что средняя цена уменьшилась на 6,7 % за счет изме-
нения структуры реализации на двух рынках. Абсолютное изменение при 
этом составило:
Таким образом, общее изменение средней цены вызвано двумя фак-
торами: увеличением цен на отдельных рынках и изменением объема реа-
лизации, т. е. 10,5 = 12 + (–1,5).
Система построения взаимосвязанных индексов. для 
изучения и измерения влияния факторов на динамику любого 
сложного показателя (в нашем случае сложный показатель — это 
экономический показатель, состоящий из разнородных элемен-
тов) используется система построения взаимосвязанных индексов, 
основанная на представлении результативного экономического 
показателя в виде произведения двух и более факторов или в виде 
суммы таких произведений. допустим, А — сложный результа-
тивный показатель, а, b, c — показатели-факторы. показатель 
A можно найти умножением этих трех показателей друг на друга, 
т. е. A = a · b · c. тогда общее относительное изменение сложного 
показателя A за два периода должно быть равно произведению 
индексов изменений A за счет каждого из факторов (факторных 
индексов), т. е.
1
0
,A a b c
AI I I I
A
= = ⋅ ⋅
где Ia, Ib, Ic — факторные индексы.
при этом общее абсолютное изменение сложного экономиче-
ского показателя можно найти как сумму абсолютных изменений 
за счет каждого из факторов:
1 0 .
a b c
А A A AA A∆ = − = ∆ + ∆ + ∆
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для построения факторных индексов пользуются последо-
вательно-цепным методом. суть данного метода в следующем. 
если показатель можно представить произведением факторов (или 
суммой таких произведений), то эти факторы размещают в опре-
деленном порядке. на первое место в модели ставят самый качест-
венный показатель (это показатель, который в числителе содержит 
необходимый расчетный сложный показатель). при добавлении 
в модель других факторов каждый раз должен получаться реаль-
ный экономический показатель. на последнее место в модели ста-
вят количественный показатель. Факторные индексы при такой 
модели формируются следующим образом: при изменении первого 
фактора все последующие факторы берутся на уровне отчетного 
периода; при изменении второго фактора первый фактор берется 
на уровне базисного периода, третий фактор и последующие — на 
уровне отчетного периода и т. д. при изменении последнего фак-
тора в модели все факторы до него берутся на уровне базисного 
периода.
допустим, A — сложный экономический показатель, пред-
ставленный суммой произведений трех факторов, т. е.  
тогда факторные индексы будут рассчитываться по следующим 
формулам:
 • первый факторный индекс (показывает относительное 
изменение сложного показателя A за счет изменения пер-
вого фактора a):
1 1 1
0 1 1
;aA
a b c
I
a b c
⋅ ⋅
=
⋅ ⋅
∑
∑
 • второй факторный индекс (показывает относительное изме-
нение сложного показателя A за счет изменения фактора b):
0 1 1
0 0 1
;bA
a b c
I
a b c
⋅ ⋅
=
⋅ ⋅
∑
∑
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 • третий факторный индекс (показывает относительное изме-
нение сложного показателя A за счет изменения фактора c):
0 0 1
0 0 0
.cA
a b c
I
a b c
⋅ ⋅
=
⋅ ⋅
∑
∑
тогда общее относительное изменение сложного показателя A 
есть произведение факторных индексов:
1 1 11
0 0 0 0
.A a b c
a b cAI I I I
A a b c
⋅ ⋅
= = = ⋅ ⋅
⋅ ⋅
∑
∑
естественно, исходя из разности числителя и знаменателя ука-
занных выше индексов, можно найти абсолютные изменения.
Важно! Особенность построения системы общих индексов 
взаимосвязанных показателей состоит в том, что взаимосвязь, 
существующая между показателями, изменение которых индекси-
руется, должна тождественно сохраниться и в индексной модели.
Примеры взаимосвязей индексов экономических показателей:
 • взаимосвязь между индексом стоимости продукции, индек-
сом цены и физического объема продукции. поскольку сто-
имость продукции может быть найдена как умножение цены 
единицы продукции на ее объем, то общий индекс стоимо-
сти продукции должен быть равен произведению индекса 
цены и индекса физического объема продукции:
.Q p qI I I= ⋅
 • взаимосвязь между индексом затрат времени на произ-
водство продукции, индексом трудоемкости и физического 
 объема продукции:
.T t qI I I= ⋅
 • взаимосвязь между индексом затрат на производство про-
дукции, индексом себестоимости и физического объема 
продукции:
.Z z qI I I= ⋅
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Пример. По данным табл. 28 необходимо определить:
1) индивидуальные индексы себестоимости единицы продукции;
2) динамику (в абсолютном и относительном выражении) себестои-
мости, объема производства продукции и затрат на ее производство.
Таблица 28
Объем и себестоимость продукции, произведенной фирмой
вид 
изделия
произведено продукции,  
тыс. единиц
себестоимость единицы 
продукции, тыс. руб.
I квартал II квартал I квартал II квартал
А 10 8 100 110
В 15 12 150 120
С 8 6 500 600
Р е ш е н и е:
1. Найдем индивидуальные индексы себестоимости по каждому 
изделию как отношение себестоимости за II квартал к себестоимости за 
I квартал:
A B C1
0
110 120 600
1,1; 0,8; 1,2.
100 150 500z z z
zi i i
z
= = = = = = =
Таким образом, во II квартале по сравнению с I кварталом себестои-
мость изделия вида А возросла на 10 %, вида В снизилась на 20 %, а вида С 
увеличилась на 20 %.
2. Для определения динамики показателей в неоднородной совокуп-
ности рассчитываются агрегатные общие индексы. В задании известны 
объемы произведенной продукции (q
0
 и q
1
) и себестоимость единицы про-
дукции в двух кварталах (z
0
 и z
1
).
Найдем агрегатный индекс себестоимости продукции по формуле:
1 1
0 1
.z
z q
I
z q
= ∑
∑
В данном индексе себестоимость — это индексируемая величина, 
а произведенная продукция — это вес. Поскольку себестоимость — каче-
ственный показатель, то вес в индексе указываем на уровне отчетного 
периода (в нашем примере — II квартал). Подставляем в формулу индекса 
соответствующие значения показателей и получаем:
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Это значит, что себестоимость в целом по трем видам изделий возро-
сла на 5,7 % (105,7 % — 100 % = 5,7 %).
Тогда абсолютное изменение затрат на производство продукции за 
счет изменения себестоимости найдем, вычитая из значения числителя 
данного индекса значение знаменателя, получаем:
Таким образом, мы видим, что затраты возросли на 320 млн руб. 
вследствие увеличения себестоимости на 5,7 %.
Найдем агрегатный индекс физического объема продукции по 
формуле:
0 1
0 0
.q
z q
I
z q
= ∑
∑
В данном индексе индексируемой величиной является продукция — 
количественный показатель, следовательно, вес берем на уровне базис­
ного периода. Получаем:
Это означает, что производство продукции в целом по трем видам 
продукции сократилось на 22,8 % (77,2 % − 100 % = − 22,8 %).
Абсолютное изменение затрат на производство продукции за счет 
уменьшения объема производства составляет:
Следовательно, общие затраты на производство продукции сократи-
лись на 1 650 млн руб. за счет уменьшения выпуска продукции на 22,8 %.
Найдем общий индекс затрат на производство продукции:
Абсолютное изменение затрат во II квартале относительно первого 
составит:
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Таким образом, затраты на производство продукции сократились на 
18,3 %, или на 1 330 млн руб.
Общий индекс затрат можно найти другим способом — как произве-
дение индекса себестоимости и индекса физического объема продукции:
1,057 0,772 0,817.Z z qI I I= ⋅ = ⋅ =
Общее абсолютное изменение затрат равно сумме абсолютных изме-
нений за счет себестоимости и физического объема продукции, т. е.
Системы базисных и цепных индексов. при построении 
индексов важным представляется деление индексов на базисные 
индексы и цепные индексы. в базисных индексах текущий уровень 
показателя сравнивается с базисным уровнем, в цепных индексах 
текущий уровень показателя сравнивается с предыдущим уровнем.
приведем примеры построения системы базисных и цепных 
индивидуальных индексов на основе индивидуальных индексов 
цен:
 • система базисных индивидуальных индексов цен:
 • система цепных индивидуальных индексов цен:
при построении агрегатных индексов также выделяют индексы 
цепные и базисные, однако в зависимости от выбора периода весов 
выделяют индексы с постоянными весами и индексы с перемен-
ными весами. 
примеры построения разных систем индексов:
 • система базисных индексов с постоянными весами (на при-
мере агрегатных индексов физического объема продукции):
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 • система цепных индексов с постоянными весами (на при-
мере агрегатных индексов физического объема продукции):
;
 • система базисных индексов с переменными весами (на при-
мере агрегатных индексов цен — индексов-дефляторов):
;
 • система цепных индексов с переменными весами (на при-
мере агрегатных индексов цен):
Между базисными и цепными индексами существует взаи-
мосвязь: произведение цепных индексов равно соответствующему 
базисному индексу, и, наоборот, отношение двух базисных индек-
сов равно соответствующему цепному индексу. в случае агрегат-
ных индексов указанная взаимосвязь проявляется только в индек-
сах с постоянными весами.
Построение территориальных индексов. для измерения 
соотношения различных социально-экономических показателей 
по разным территориям, регионам, странам используются терри-
ториальные индексы. для сравнения индексируемого показателя 
по двум территориям важно определить, какая из территорий будет 
выступать в качестве базы сравнения, и правильно выбрать вес. 
приведем примеры построения территориальных индексов:
 • территориальный агрегатный индекс физического объема 
производства продукции:
;
A B
A
q
B
p q
I
p q
⋅
=
⋅
∑
∑
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 • территориальный агрегатный индекс цены:
( )
( )
.
A B
A A B
p
B A B
p q
I
p q
+
+
= ∑
∑
при проведении межстрановых сравнений экономических 
показателей к построению территориальных индексов предъявля-
ются особые требования:
 • характéрность весов — в качестве весов двух стран А 
и В должны использоваться цены (или физический объем) 
данных стран, но не показатели весов третьей страны С;
 • инвариантность индексов (независимость от выбора базис-
ной страны) — должно соблюдаться требование обратимо-
сти индексов во времени, т. е. 
 • транзитивность индексов (требование циркулярности) — 
индекс для пары стран А и В, полученный прямым сопо-
ставлением, должен быть равен индексу, полученному кос-
венным путем:
 • аддитивность индексов, т. е. индексы цен (физического объ-
ема), исчисленные для всей совокупности товаров и услуг 
(например, для ввп в целом), должны быть четко согласо-
ваны с индексами, исчисленными для всех групп данной 
совокупности.
в случае парных международных территориальных сопостав-
лений показателей можно использовать индексы пааше, ласпей-
реса, Фишера, индекс средней геометрической невзвешенной. 
в случае с многосторонними международными сопоставлениями 
применяют более сложные методы: ЭкШ, гири — камиса, уолша, 
джерарди и др.
Индексы цены. для анализа изменения во времени важней-
ших макроэкономических показателей, например валового внут-
реннего продукта, в международной и российской статистике 
используют индексы цен.
136
индексы цен решают две задачи:
1) отражают динамику инфляционных процессов в народном 
хозяйстве страны;
2) с их помощью пересчитывают стоимостные показатели 
системы национального счетоводства из фактических цен 
в сопоставимые при изучении динамики социально-эконо-
мических явлений.
для отражения динамики инфляционных процессов рассчиты-
вают следующие виды индексов цен:
 • индекс цены, исчисленный по пааше (показывает, на 
сколько товары в текущем периоде стали дороже (дешевле), 
чем в базисном; данный индекс занижает темпы инфляции):
 • индекс цены, исчисленный по ласпейресу (показывает, во 
сколько раз товары базисного периода подорожали (подеше-
вели) бы из-за изменения цен на них в отчетный период; 
данный индекс завышает темпы инфляции):
 • индекс потребительских цен (ипц):
 • «идеальный» индекс цены Фишера (позволяет сгла-
дить разнонаправленные действия индексов цен пааше 
и ласпейреса):
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для решения второй задачи — приведения фактической стои-
мости макроэкономических показателей в сопоставимые цены — 
используют так называемый индекс-дефлятор. Дефлятор — это 
коэффициент, переводящий значение стоимостного показателя за 
отчетный период в стоимостные измерители базисного периода. 
Индекс-дефлятор — отношение фактической стоимости продук-
ции отчетного периода к стоимости продукции в ценах базисного 
периода. рассчитывается по формуле:
Важно! Система индексов­дефляторов за n периодов вре-
мени — это система базисных индексов цен с переменными весами.
контрольные вопросы
1. что такое индекс?
2. какие виды индексов выделяют?
3. назовите способы построения общих индексов.
4. какие индексы называют индивидуальными?
5. какие индексы называют общими?
6. какие индексы называют цепными?
7. какие индексы называют базисными?
8. как взаимосвязаны цепные и базисные индексы?
9. в чем суть построения агрегатных индексов?
10. в чем суть индексов переменного состава, фиксированного 
состава и индексов влияния структурных сдвигов? как они рас-
считываются?
11. приведите примеры взаимосвязанных индексов.
12. напишите формулы агрегатных индексов цены и физического 
объема. укажите в них индексируемую величину и вес.
13. какие требования предъявляются к построению территориальных 
индексов?
14. в чем суть последовательно-цепного метода формирования фак-
торных индексов?
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глава 8  
анализ структуры совокупности
Структура совокупности — это распределение составляю-
щих совокупность групп (частей, единиц) по какому-либо количе-
ственному или качественному признаку.
статистический анализ структуры совокупности непосредст-
венно связан с группировкой данных. по качественному признаку 
деление совокупности на части не вызывает каких-либо сложно-
стей. деление на группы по количественному признаку требует 
обоснованного установления границ перехода от одной части 
совокупности к другой. одновременный анализ структуры сово-
купности по нескольким количественным признакам проводится 
методами многомерной классификации.
статистические методы и приемы позволяют проанализиро-
вать различные социально-экономические структуры во времени 
и в пространстве, позволяют выявить в них пропорции и законо-
мерности развития.
поскольку сложные социально-экономические явления с тече-
нием времени имеют свойство изменяться, то изменяется и их 
структура, поэтому важным представляется изучение этой струк-
туры в динамике, оценка структурных сдвигов, происходящих 
в совокупности, выявление основных тенденций ее развития.
основные задачи статистического анализа структуры сово-
купности включают:
1) анализ i-й структурной части совокупности во времени 
и в пространстве и оценка структурных сдвигов;
2) анализ и оценка структурных изменений во времени 
и в пространстве в целом по совокупности;
3) выявление и характеристика основных тенденций и законо-
мерностей развития структуры (с помощью методов, опи-
санных в гл. 6);
4) оценку дифференциации и концентрации единиц в струк-
туре совокупности.
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выделяют два типа классификации структур совокупности: 
в зависимости от времени и в зависимости от данных.
в зависимости от времени структуры совокупности делятся 
на моментные и интервальные. Моментные структуры характе-
ризуют строение социально-экономических явлений по состоянию 
на определенную дату и отображаются в виде моментных отно-
сительных показателей (например, деление населения по полу, 
возрасту, уровню образования и т. п.). Интервальные структуры 
характеризуют строение социально-экономических явлений за 
определенные промежутки времени и отображаются в виде интер-
вальных относительных показателей (например, деление внешне-
торгового оборота на экспорт и импорт).
в зависимости от данных выделяют следующие структуры 
совокупности: фактические, перспективные, прогнозные, опти-
мальные, стандартизованные.
Для анализа изменения каждой i-й структурной части 
совокупности во времени и в пространстве используют систему 
показателей абсолютных и относительных структурных сдвигов, 
а также показатели среднего удельного веса i-й структурной части. 
расчет показателей абсолютных структурных сдвигов основыва-
ется на разности удельных весов одноименных частей совокуп-
ности. расчет относительных показателей структурных сдвигов 
основывается на отношениях одноименных частей совокупности 
за два периода времени. в расчете всех показателей используются 
данные о структурных частях, выраженные в процентах. при рас-
чете важно соблюдать точность: сумма удельных весов по всем 
группам в совокупности должна составлять 100 %.
а б с о л ю т н ы е  п о к а з а т е л и  с т р у к т у р н ы х  с д в и г о в:
 • абсолютный прирост удельного веса i-й структурной 
части совокупности:
1 0 ,id d d∆ = −
где d
0
, d
1
 — показатели удельного веса в базисном и теку-
щем перио дах времени соответственно;
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 • средний «абсолютный» прирост удельного веса i-й струк-
турной части за n периодов:
1 .
1
in i
i
d d
d
n
−
∆ =
−
о т н о с и т е л ь н ы е  п о к а з а т е л и  с т р у к т у р н ы х  с д в и г о в:
 • темп роста удельного веса i-й части в j-й период времени:
 • средний темп роста удельного веса за n периодов (3 и более 
периодов), который определяется по формуле средней 
геометрической:
с р е д н и й  у д е л ь н ы й  в е с  к а ж д о й  i-й  с т р у к т у р -
н о й  ч а с т и  за весь рассматриваемый период может быть рас-
считан по-разному:
 • если располагаем данными о весах структурных частей 
и исходными данными о размерах этих частей в совокупно-
сти в абсолютном выражении, то используется формула:
1
1 1
100 %;
n
ij
j
i n k
ij
j i
x
d
x
=
= =
= ⋅
∑
∑∑
 • если известен общий объем признака в совокупности 
и удельные веса ее структурных частей, то применяется 
формула:
1 1
1 1
100 %.
n k
ij ij
j i
i n k
ij
j i
d x
d
x
= =
= =
 
⋅ 
 = ⋅
∑ ∑
∑∑
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Для анализа и оценки структурных изменений во времени 
и в пространстве в целом по совокупности за определенный 
интервал времени используют обобщающие показатели струк-
турных изменений, абсолютные и относительные, позволяющие 
оценить подвижность или устойчивость данной совокупности либо 
сравнить несколько структур, относящихся к разным объектам.
а б с о л ю т н ы е  о б о б щ а ю щ и е  п о к а з а т е л и  с т р у к -
т у р н ы х  р а з л и ч и й:
 • индекс различий — показатель абсолютного значения струк-
турных сдвигов:
чем ближе значения индекса различия к 1, тем более 
значительны изменения структуры;
 • линейный коэффициент «абсолютных» структурных сдви-
гов — характеризует то среднее изменение удельного веса 
(в процентных пунктах), которое имело место за рассматри-
ваемый период:
1 0 ,L
d d
K
k
−
= ∑
где k — количество групп в сравниваемых структурах;
 • квадратический коэффициент «абсолютных» структур-
ных сдвигов:
( )21 0 .d dK
kσ
−
= ∑
квадратический и линейный коэффициенты структур-
ных сдвигов позволяют получить сводную оценку скорости 
изменения удельных весов отдельных частей совокупности;
 • линейный коэффициент «абсолютных» структурных 
сдвигов за n периодов (сводная оценка структурных изме-
нений в исследуемой совокупности за рассматриваемый 
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временной интервал) — характеризует среднее изменение 
структуры совокупности за n периодов:
( )
1 .
1
nn d d
k n
−
∆ =
−
∑
о т н о с и т е л ь н ы е  о б о б щ а ю щ и е  п о к а з а т е л и 
с т р у к  т у р н ы х  р а з л и ч и й:
 • квадратический коэффициент «относительных» струк-
турных сдвигов — характеризует тот средний относитель-
ный прирост удельного веса (в процентных пунктах), кото-
рый произошел за рассматриваемый период:
( )
1
0
2
1 0
0
.d
d
d d
K
d
−
= ∑
квадратический коэффициент «относительных» струк-
турных сдвигов дает сводную оценку интенсивности изме-
нения удельных весов во времени и в пространстве;
 • интегральный коэффициент структурных сдвигов Гатева:
 • интегральный коэффициент структурных различий Салаи:
 • коэффициент неравномерности распределения:
где p — доля групп при абсолютно равномерном распреде-
лении; рассчитывается по формуле:
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lp
k
=
где k — количество групп в сравниваемых структурах; l — 
количество доминантных групп (берется максимальное зна-
чение из рассчитанных по группам).
если коэффициент неравномерности стремится к 0, 
то группы в структуре равномерно распределены, т. е. 
наблюдается разнообразие в структуре. если коэффици-
ент неравномерности стремится к 1, то группы в структуре 
распределены неравномерно, т. е. в структуре усиливается 
однообразие;
 • интегральный коэффициент структурных различий 
Рябцева:
Оценка дифференциации и концентрации единиц в струк-
туре совокупности осуществляется с помощью показателей 
дифференциации и концентрации, определяющих степень кон-
центрации изучаемого признака по единицам совокупности и оце-
нивающих неравномерность его распределения (например, оценка 
неравномерности распределения доходов по группам населения, 
прибыли — по группам предприятий и т. п.). слово «концентра-
ция» заменяется словом «локализация» в случае, если изучается 
неравномерность распределения признака по территории.
основные п о к а з а т е л и  д и ф ф е р е н ц и а ц и и:
 • децильный коэффициент дифференциации;
 • коэффициент фондовой дифференциации;
основные п о к а з а т е л и  к о н ц е н т р а ц и и:
 • коэффициент Лоренца — характеризует степень концен-
трации признака в совокупности на основе сравнения 
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удельных весов объема совокупности с удельными весами 
объема признака:
100 %,
200
i ix y
d d
L
−
= ⋅
∑
где  — доля i-й группы в общем объеме совокупности;  — 
доля i-й группы в общем объеме признака в совокупности;
 • коэффициент Джини — характеризует степень неравно-
мерности распределения населения по уровню доходов, 
рассчитывается по формуле:
1 1
1 2 ,
i y i ii
k k
H
x x y
i i
G d d d d
= =
= − +∑ ∑
где  — доля i-й группы в общем объеме совокупности; 
 — доля i-й группы в общем объеме признака;  — 
накопленная доля i-й группы в общем объеме признака 
в совокупности.
в зависимости от имеющихся в распоряжении у иссле-
дователя данных коэффициент джини может быть рассчи-
тан проще:
 – если совокупность поделена на децильные группы 
(по 10 %):
1
110 0,2 ,
yi
k
H
i
G d
=
= − ∑
где  — накопленный удельный вес i-й группы в общем 
объеме признака в совокупности;
 – если совокупность поделена на квинтильные группы 
(по 20 %):
1
120 0,4 .
yi
k
H
i
G d
=
= − ∑
если коэффициент джини оценивает концентрацию 
признака в различных регионах, то его принято называть 
коэффициентом локализации;
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 • коэффициент Херфиндаля — Хиршмана — используется для 
анализа степени централизации единиц признака в сово-
купности, когда степень неравномерности распределения 
изучаемого признака не связана ни с численностью отдель-
ных групп, ни с общим объемом совокупности. под цен-
трализацией понимается сосредоточение объема признака 
у отдельных единиц (например, сосредоточение  объема 
выпущенной продукции на отдельных предприятиях). рас-
считывается по формуле:
2
1
1
,
n
i
HH n
i
i
i
xI
x=
=
 
 
 =
 
 
 
∑
∑
где xi — значение признака в совокупности.
Пример. По данным табл. 29 необходимо проанализировать струк-
турные различия в доходах населения РФ за указанный период времени 
и сделать выводы.
Таблица 29
Структура денежных доходов населения рФ  
в 2008 и 2013 гг., по данным росстата
группа денежных доходов
удельный вес группы доходов 
по годам
2008 г. 2013 г.
оплата труда, включая скрытую зарплату 68,4 66,1
доходы от предпринимательской деятельности 10,2 8,3
социальные выплаты 13,2 18,3
доходы от собственности 6,2 5,3
другие доходы 2,0 2,0
всего денежных доходов 100,0 100,0
Р е ш е н и е. Для проведения анализа структурных различий в дохо-
дах необходимо рассчитать обобщающие показатели структурных изме-
нений в доходах за 2008 и 2013 гг. Обозначим значения удельных весов 
146
групп доходов: за 2008 г. — d0; за 2013 г. — d1. Все дополнительные рас-
четы приведем в табл. 30.
1. Линейный коэффициент структурных различий равен:
1 0 10,2 2,04
5L
d d
K
k
−
= = =∑  (п. п.).
2. Квадратический коэффициент «абсолютных» структурных сдви-
гов составляет:
( )21 0 35,54 2,67
5
d d
K
kσ
−
= = =∑  (п. п.).
По рассчитанным двум показателям можно сделать вывод, что 
каждая структурная группа доходов отличается в среднем на 2,04 или на 
2,67 п. п. (процентных пункта), т. е. различия в структуре денежных дохо-
дов населения невелики.
3. Квадратический коэффициент «относительных» структурных 
сдвигов:
( )
1
0
2
1 0
0
2,5297 1,59.d
d
d d
K
d
−
= = =∑
4. Интегральный коэффициент структурных различий Салаи:
Это значит, что в среднем различия удельного веса структурной 
группы и суммы ее удельного веса составляют 9,3 %.
5. Интегральный коэффициент структурных сдвигов Гатева:
6. Интегральный коэффициент структурных различий Рябцева:
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Расчет интегральных коэффициентов Гатева и Рябцева показы-
вает, что различия в структуре денежных доходов в 2013 г. по сравнению 
с 2008 г. незначительны, составляя 6 % и 4,3 % соответственно.
Таблица 30
расчет показателей структурных различий  
денежных доходов населения рФ в 2008 и 2013 гг.
группа денеж-
ных доходов
расчет показателей
│d
1
−d
0
│ (d
1
−d
0
)2 (d
1
+d
0
)2 (d
1
+d
0
)
оплата труда, 
включая скры-
тую зарплату 2,3 5,11 4 369,21 4 673,09 18 079,49 134,5 0,0003 0,0747
доходы от 
предпринима-
тельской дея-
тельности 1,9 3,61 68,89 104,04 342,25 18,5 0,0105 0,3539
социальные 
выплаты 5,1 26,01 334,89 174,24 992,25 31,5 0,0262 1,9705
доходы от соб-
ственности 0,9 0,81 28,09 38,44 132,25 11,5 0,0061 0,1306
другие доходы 0,0 0,00 4,00 4,00 16,00 4,0 0,0000 0,0000
всего денеж-
ных доходов, % 10,2 35,54 4 805,08 4 993,81 19 562,24 200,0 0,0432 2,5297
Важно! Более углубленное изучение изменения структуры 
совокупности влечет за собой использование методов корреля-
ционно­регрессионного анализа, индексного метода выявления 
влияния факторов, воздействующих на структуру совокупности, 
а также оценку влияния самой структуры на связанные с ней 
результативные показатели.
контрольные вопросы
1. что такое структура совокупности?
2. назовите абсолютные показатели структурных различий одной 
совокупности во времени и в пространстве.
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3. назовите относительные показатели структурных различий одной 
совокупности во времени и в пространстве.
4. назовите обобщающие показатели структурных различий двух 
и более структур во времени и в пространстве.
5. назовите показатели дифференциации и концентрации структуры 
совокупности.
6. что характеризует коэффициент джини и как он рассчитывается?
глава 9  
выборочное наблюдение
статистическое исследование может осуществляться по дан-
ным несплошного наблюдения, основная цель которого состоит 
в получении характеристик изучаемой совокупности по обследо-
ванной ее части. одним из наиболее распространенных в стати-
стике методов, применяющих несплошное наблюдение, является 
выборочный метод.
Выборочное наблюдение — вид несплошного наблюдения, 
при котором признаки регистрируются у отдельных единиц изуча-
емой совокупности, отобранных с использованием специальных 
методов.
при выборочном методе обследованию подвергается сравни-
тельно небольшая часть всей изучаемой совокупности (обычно до 
5–10 %, реже до 15–25 %).
Основные преимущества выборочного наблюдения:
 • лучшая организация наблюдения;
 • быстрота проведения наблюдения;
 • экономия трудовых затрат и средств на получение и обра-
ботку информации.
Выборочным наблюдением пользуются:
 • органы государственной статистики;
 • научно-исследовательские институты и лаборатории;
 • предприятия.
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Виды выборок:
1. по степени охвата единиц совокупности:
 • большая выборка;
 • малая выборка.
2. по способам отбора единиц из генеральной совокупности:
 • возвратная выборка (повторная) — каждая единица 
наблюдения, отобранная в случайном порядке, после 
проведения обследования возвращается в генеральную 
совокупность;
 • бесповторная выборка — обследованные единицы не 
возвращаются в генеральную совокупность.
3. по способу формирования выборочной совокупности: про-
стая случайная, механическая, расслоенная (типическая), 
серийная, комбинированная, ступенчатая, многофазная.
в ходе проведения любого из видов выборочного наблюде-
ния могут возникать ошибки выборки — объективно возникаю-
щее расхождение между характеристиками выборки и генераль-
ной совокупности. выделяют ошибки регистрации и ошибки 
репрезентативности.
Ошибки регистрации возникают в ходе регистрации значений 
признака.
Ошибки репрезентативности присущи только выборочному 
наблюдению, характеризуют размер расхождений между величи-
нами показателя, полученными в выборочной и генеральной сово-
купностях. ошибки репрезентативности могут быть систематиче-
скими и случайными.
Случайные ошибки репрезентативности возникают, если 
отобранная совокупность не полностью воспроизводит все при-
знаки генеральной совокупности, и величину этих ошибок можно 
оценить.
Систематические ошибки репрезентативности могут возни-
кать, если нарушен сам принцип отбора единиц из исходной сово-
купности. в этом случае проводится проверка полноты собран-
ных данных, арифметический контроль точности информации 
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на предмет ее достоверности, проверка логической взаимосвязи 
показателей.
величина ошибки выборки зависит от степени вариации 
изучаемого признака, от численности выборки и от метода отбора 
единиц в выборочную совокупность.
Система показателей выборочного наблюдения:
 • объем генеральной совокупности (N ) — статистическая 
совокупность, подлежащая изучению, из которой произво-
дится отбор части единиц.
 • объем выборочной совокупности (n) — отобранная из гене-
ральной совокупности некоторая часть единиц, подвергаю-
щаяся обследованию.
 • генеральная средняя  — средняя величина изучаемого 
признака в генеральной совокупности.
 • выборочная средняя  — средняя величина признака 
в выборке.
 • генеральная доля ( р) — доля единиц, обладающих изучае-
мым признаком в генеральной совокупности.
 • выборочная доля (w) — доля изучаемого признака в выбо-
рочной совокупности. определяется по формуле:
,
mw
n
=
где m — число единиц, обладающих изучаемым признаком; 
n — объем выборочной совокупности.
 • генеральная дисперсия (D или σ2).
 • выборочная дисперсия (S 2).
 • среднее квадратическое отклонение признака в генераль-
ной совокупности (σ).
 • среднее квадратическое отклонение признака в выбороч-
ной совокупности (S ).
рассмотрим более подробно расчет основных показателей 
в некоторых из видов выборок.
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Простая случайная выборка. образуется в результате слу-
чайного (непреднамеренного) отбора отдельных единиц из гене-
ральной совокупности. объем выборочной совокупности опре-
деляется исходя из принятой доли выборки — отношения числа 
единиц выборочной совокупности n к численности единиц гене-
ральной совокупности N, т. е.
так, при 10 %-ной выборке из партии товара в 10 000 ед. 
численность выборки n составляет 1 000 ед. (0,1 · 10 000), а при 
15 %-ной выборке она составит 1 500 ед. (0,15 · 10 000) и т. д.
случайный отбор единиц из генеральной совокупности 
в выборочную можно проводить в форме бесповторной выборки 
или возвратной выборки.
Расчет ошибок выборки при простой случайной выборке:
1. Средняя стандартная ошибка выборочной средней  
при n > 30:
 • повторный отбор: 
2
;x
s
n
μ =

 • бесповторный отбор: 
2
1 .x
s n
n N
 μ = − 
 

2. Определение ошибки выборочной доли :
 • повторный отбор:
(1 )
;w
w w
n
−
μ =
 • бесповторный отбор: 
(1 )
1 .w
w w n
n N
−  μ = − 
 
3. Предельная ошибка выборки ∆ связана со средней ошибкой 
выборки μ отношением ∆ = t · μ. тогда предельная ошибка 
средней рассчитывается по формуле  а предельная 
ошибка доли — по формуле 
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в указанных формулах t — коэффициент кратности средней 
ошибки выборки, зависящий от значения вероятности Р, с которой 
гарантируется величина предельной ошибки выборки.
расчет предельной ошибки выборки позволяет определить: 
доверительные пределы генеральных характеристик с заданной 
степенью надежности для любой выборки; доверительные вероят-
ности; необходимый объем выборки.
Важно! В табл. 31 представлены соотношения между коэф-
фициентом доверия t и уровнем вероятности P, при котором раз-
ность между выборочной и генеральной средней не превысит зна-
чение средней ошибки выборки.
Таблица 31
Соотношение коэффициентов доверия t и уровня вероятности P
t 1 1,5 1,96 2 2,5 3 3,5
P 0,683 0,866 0,95 0,954 0,988 0,997 0,999
доверительные пределы генеральных характеристик с задан-
ной степенью надежности во всех выборках определяются следу-
ющим образом:
 • доверительные пределы генеральной средней:
;x xx t x x t− ⋅μ ≤ ≤ + ⋅μ  
 • доверительные пределы генеральной доли:
.w ww t p w t− ⋅μ ≤ ≤ + ⋅μ
4. Относительная ошибка выборки:
 • относительная ошибка средней:
 • относительная ошибка доли:
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для определения необходимого объема выборки следует знать 
величину коэффициента доверия t, величину дисперсии в гене-
ральной совокупности, максимально допустимую ошибку и объем 
генеральной совокупности.
в случае простой случайной выборки необходимая числен-
ность выборки определяется по следующим формулам:
1. Численность выборки для средней:
 • повторный отбор:
2 2
2
;
x
t Sn ⋅=
∆

 • бесповторный отбор:
2 2
2 2 2
.
x
t NSn
N t S
=
∆ +

2. Численность выборки для доли:
 • повторный отбор:
2
2
(1 )
;
w
t w wn −=
∆
 • бесповторный отбор:
2
2 2
(1 )
.
(1 )w
t Nw wn
N t w w
−
=
∆ + −
механическая выборка. суть метода состоит в том, что отбор 
единиц в выборочную совокупность производится из генеральной 
совокупности через равные промежутки (интервалы). при исполь-
зовании механической выборки необходимо определить «шаг», 
или интервал, отчета и выбрать номер единицы, с которой будет 
начинаться отбор. определить «шаг» отчета можно по формуле 
так, при 2 %-ной выборке отбирается каждая 50-я единица 
(1 : 0,02), при 5 %-ной выборке — каждая 20-я единица (1 : 0,05) 
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и т. д. таким образом, в соответствии с принятой долей отбора 
генеральная совокупность как бы механически разбивается на 
равные группы. из каждой группы в выборку отбирается лишь 
одна единица. на практике часто используют фактический поря-
док, в котором размещаются единицы генеральной совокупности 
(например, последовательность выхода готовых изделий с кон-
вейера, порядок размещения единиц партии товара при хранении, 
транспортировке, реализации и т. д.).
Важно! Ошибка выборки при использовании механической 
выборки оценивается с помощью формул для случайной беспо-
вторной выборки.
типическая выборка. использование данного метода воз-
можно в случае, если генеральная совокупность может быть пред-
ставлена крупными группами, средние значения в которых сильно 
различаются. в выборочную совокупность производится отбор 
единиц из каждой такой типической группы случайно или меха-
нически. используют типическую выборку в целях равномерного 
представления различных типов одного явления в выборке. 
важной особенностью типической выборки является то, что 
она дает более точные результаты по сравнению с другими спо-
собами отбора единиц в выборочную совокупность. величина 
ошибки выборки определяется средней из внутригрупповых 
дисперсий. если генеральную совокупность представить как сово-
купность k групп, т. е. N = N
1
 + N
2 
+ … + Nk, то объем выборочной 
совокупности составит n = n
1
 + n
2 
+ … + nk. при этом отбор единиц 
в выборочную совокупность и расчет ошибки выборки осуществ-
ляется либо пропорционально объему типических групп, либо 
пропорционально внутригрупповой вариации признака.
Объем выборки определяется по формулам:
 • при отборе пропорционально объему типических групп:
;ii
Nn n
N
=
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 • при отборе пропорционально внутригрупповой вариации 
признака:
.i ii
i i
Nn n
N
σ
=
σ∑
Средняя стандартная ошибка типической выборки определя-
ется по формулам:
 • при пропорциональном размещении единиц и повторном 
отборе:
2
;x
S
n
μ =

 • при пропорциональном размещении единиц и бесповтор-
ном отборе:
2
1 ;x
S n
n N
 μ = − 
 

где  — cредняя из внутригрупповых дисперсий, опреде-
ляется по формуле:
2
2 ;i i
i
S n
S
n
⋅
= ∑
∑
 • при размещении единиц пропорционально вариации при-
знака и повторном отборе:
2 21
;i ix
i
S N
N n
μ = ∑
 • при размещении единиц пропорционально вариации при-
знака и бесповторном отборе:
2 21
1 .i i ix
i i
S N n
N n N
 
μ = − 
 
∑
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Серийная выборка. при серийной выборке генеральную 
совокупность делят на одинаковые по объему группы — серии. 
в выборочную совокупность отбираются серии. внутри серий про-
изводится сплошное наблюдение единиц, попавших в серию. вели-
чина ошибки выборки определяется межгрупповой дисперсией.
Средняя стандартная ошибка средней при равновеликих 
сериях определяется по формулам:
 • повторный отбор:
2
;xx r
δ
μ = 

 • бесповторный отбор:
2
1 ,xx
r
r R
δ  μ = − 
 


где  — межгрупповая (межсерийная) дисперсия средних; 
R — число серий в генеральной совокупности; r — число 
отобранных серий.
Средняя стандартная ошибка выборки для доли при равнове-
ликих сериях определяется по формулам:
 • повторный отбор:
2
;ww r
δ
μ =
 • бесповторный отбор:
2
1 ,ww
r
r R
δ  μ = − 
 
где  — межгрупповая (межсерийная) дисперсия доли.
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Численность серийной выборки для средней определяется по 
следующим формулам:
 • повторный отбор:
2 2
2
;
x
tr δ=
∆

 • бесповторный отбор:
2 2
2 2 2
.
x
t Rr
R t
δ
=
∆ + δ

чтобы определить численность серийной выборки для доли, 
в указанные формулы подставляют межгрупповую дисперсию 
доли.
малая выборка. под малой выборкой понимается несплош-
ное статистическое обследование, при котором выборочная сово-
купность образуется из сравнительно небольшого числа единиц 
генеральной совокупности. объем малой выборки обычно не пре-
вышает 30 единиц. на практике малая выборка используется при 
контроле качества товаров.
Средняя ошибка малой выборки μ
м.в
 рассчитывается по 
формуле:
где  — дисперсия малой выборки, определяемая с учетом числа 
степеней свободы, равных n − 1, по формуле:
Предельная ошибка малой выборки ∆
м.в
 определяется по фор-
муле: ∆
м.в
 = t · μ
м.в
.
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Доверительная вероятность в случае малой выборки опре-
деляется по формуле: P = 2S(t) − 1, где S(t) — значение функции 
стьюдента.
значение функции стьюдента необходимо для определения:
 • коэффициента доверия t:
( )( ) 1 : 2;tS P= +
 • вероятности того, что фактическое значение t меньше 
табличного:
 • вероятности того, что фактическое значение t больше 
табличного:
выборочный метод чаще всего применяется для получения 
характеристик генеральной совокупности по соответствующим 
показателям выборки, т. е. по расчетным характеристикам выборки 
могут быть определены характеристики генеральной совокупно-
сти. в зависимости от целей исследования это осуществляется или 
прямым пересчетом показателей выборки для генеральной сово-
купности, или посредством расчета поправочных коэффициентов. 
Способ прямого пересчета состоит в том, что показатель выбороч-
ной доли w или средней  распространяется на генеральную сово-
купность с учетом ошибки выборки. Способ поправочных коэффи-
циентов применяется в случаях, когда целью выборочного метода 
является уточнение результатов сплошного учета.
контрольные вопросы
1. какой метод статистического исследования называется выбороч-
ным?
2. назовите преимущества и недостатки выборочного наблюдения.
3. как определяются генеральная и выборочная совокупности?
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4. какие виды отбора единиц в выборочную совокупность вам 
известны?
5. какие виды выборок выделяют?
6. что называется средней ошибкой выборки?
7. как определяется доверительный интервал для среднего и для 
доли?
8. что такое малая выборка?
9. как определяется средняя ошибка малой выборки?
глава 10  
Статистический анализ взаимосвязей 
экономических явлений
изучая экономические явления, исследователи сталкиваются 
с зависимостями как между количественными, так и между каче-
ственными признаками, поэтому основной задачей статистики 
является обнаружение таких зависимостей и определение их коли-
чественной характеристики. связь признаков можно обнаружить 
только при массовом наблюдении. выявленная таким образом 
связь называется статистической. частный случай статистической 
связи — связь корреляционная.
Корреляционная связь — это связь, проявляющаяся при боль-
шом числе наблюдений в виде определенной зависимости между 
средним значением результативного признака и признаками-фак-
торами. если рассматривается связь средней величины резуль-
тативного показателя y с одним признаком-фактором x, корреля-
ция называется парной, а если факторных признаков два и более 
(x
1
, x
2
, …, xm), корреляция называется множественной.
по характеру изменений x и y в парной корреляции разли-
чают прямую и обратную связь. при прямой связи значения обоих 
признаков изменяются в одном направлении, т. е. с увеличением 
(уменьшением) значений x увеличиваются (уменьшаются) и значе-
ния y. при обратной связи значения факторного и результативного 
признаков изменяются в разных направлениях.
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Статистическое изучение корреляционной связи сводится 
к решению трех задач: выявить наличие или отсутствие такой 
связи, измерить тесноту связи между исследуемыми признаками 
и определить математическую модель такой взаимосвязи (разд. 2).
методы выявления корреляционной связи
для установления наличия и характера корреляционной связи 
между признаками в статистике используются следующие методы 
выявления корреляционной связи: метод рассмотрения параллель-
ных данных, коэффициент корреляции знаков Фехнера, графиче-
ский метод, метод аналитических группировок и метод корреляци-
онных таблиц.
Метод рассмотрения параллельных данных (значений x и y 
в каждой из n единиц) состоит в том, что единицы наблюдения 
располагают по возрастанию значений факторного признака х 
и затем сравнивают с ним визуально поведение результативного 
признака у.
Коэффициент корреляции знаков Фехнера — простейший 
показатель тесноты связи, основанный на сравнении поведения 
отклонений индивидуальных значений признака x и результатив-
ного признака y от своих средних величин. при этом во внимание 
принимаются не величины отклонений  и  а их знаки 
(«+» или «−»). определив знаки отклонений от средней величины 
в каждом ряду, рассматривают все пары знаков и подсчитывают 
число их совпадений (na) и несовпадений (nb). тогда коэффициент 
Фехнера рассчитывается как отношение разности чисел пар сов-
падений и несовпадений знаков к их сумме, т. е. к общему числу 
наблюдаемых единиц:
очевидно, что если знаки всех отклонений по каждому при-
знаку совпадут, то К
Ф
 = 1, что характеризует наличие прямой 
связи. если все знаки не совпадут, то К
Ф
 = −1 (обратная связь). 
если же  то К
Ф
 = 0.
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итак, как и любой показатель тесноты связи,  коэффициент 
Фехнера может принимать значения от 0 до ±1. однако если 
К
Ф
 = 1, то это ни в коей мере нельзя воспринимать как свидетель-
ство функциональной зависимости между х и у.
Графический метод — это графическое изображение корреля-
ционной зависимости, когда каждую пару взаимосвязанных значе-
ний x и y изображают в виде точки на плоскости с координатами 
x и y в прямоугольной системе координат. совокупность получен-
ных точек представляет собой корреляционное поле, а соединяя 
последовательно нанесенные точки отрезками, получают ломаную 
линию, именуемую эмпирической линией регрессии. визуально 
анализируя график, можно предположить характер зависимости 
между признаками x и y.
Метод аналитических группировок используется при боль-
шом числе наблюдений для выявления корреляционной связи 
между двумя количественными признаками. чтобы выявить нали-
чие корреляционной связи между двумя признаками, проводится 
группировка единиц совокупности по факторному признаку х 
и для каждой выделенной группы рассчитывается среднее значе-
ние результативного признака . если результативный признак у 
зависит от факторного признака х, то в изменении среднего значе-
ния  будет прослеживаться определенная закономерность.
Метод корреляционных таблиц предполагает комбинационное 
распределение в таблице единиц совокупности по двум количест-
венным признакам. такая таблица строится по типу шахматной, 
т. е. в подлежащем (строках) таблицы указаны группы по фактор-
ному признаку х, в сказуемом (столбцах) — по результативному у 
(или наоборот), а в клетках таблицы на пересечении х и у отмечено 
число случаев совпадения каждого значения х с соответствующим 
значением у. о наличии и направлении связи можно судить по 
внешнему виду таблицы, т. е. по расположению в ней частот. если 
частоты расположены в клетках таблицы беспорядочно, то это 
чаще всего свидетельствует об отсутствии связи между группиро-
вочными признаками (или об их незначительной взаимозависимо-
сти); если частоты тяготеют ближе к одной из диагоналей и центру 
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таблицы, образуя своего рода эллипс, то это почти всегда свиде-
тельствует о наличии зависимости между признаками х и у, близ-
кой к линейной. расположение по диагонали из верхнего левого 
угла в нижний правый свидетельствует о прямой линейной связи, 
а из нижнего левого угла в верхний правый — об обратной.
Метод корреляционных таблиц может быть использован и для 
таблиц сопряженности различной размерности. простейшая раз-
мерность — 2 × 2 (таблица «четырех полей»), когда по альтерна-
тивному признаку («да» — «нет», «мужской пол» — «женский» 
и т. д.) выделяются 2 группы признаков (рис. 9).
значение 
признака А 
значение признака В
B
1
B
2
итого
A
1
f
11
(а) f
12
 (b) a + b
A
2
f
21
 (c) f
22
 (d) c + d
итого a + c b + d n
рис. 9. общий вид таблицы сопряженности 2 × 2
Измерение тесноты взаимосвязи  
между показателями
в корреляционном анализе важно не только определить нали-
чие связи между исследуемыми показателями, но и измерить 
тесноту данной связи. выделяют две группы показателей степени 
тесноты связи: между двумя и более качественными показателями 
и между двумя и более количественными показателями.
Показатели степени тесноты связи между качественными 
показателями. в таблицах сопряженности 2 × 2 для измерения 
этих показателей используют коэффициент ассоциации д. Юла 
и коэффициент контингенции к. пирсона; в таблицах большей 
размерности (два и более признака) определяют коэффициенты 
взаимной сопряженности пирсона и чупрова, рассчитываемые на 
основе показателя χ2.
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Формулы для расчета названных коэффициентов:
 • коэффициент ассоциации Юла:
a ;
ad bcK
ad bc
−
=
+
 • коэффициент контингенции Пирсона:
(связь считается достаточно значительной и подтвержден-
ной, если │Ka│ > 0,5 или │Kк│ > 0,3);
 • коэффициент взаимной сопряженности Пирсона:
 • коэффициент взаимной сопряженности Чупрова:
рассчитывать коэффициент чупрова для таблицы четырех 
полей не рекомендуется, так как при числе степеней свободы 
ν = (2−1)(2−1) = 1 он будет больше коэффициента пирсона. для 
таблиц же большей размерности всегда K
ч
 < K
п
.
для оценки наличия или отсутствия зависимости между при-
знаками в клетках таблицы сопряженности используют крите-
рий Пирсона χ2. он позволяет судить о случайности (или неслу-
чайности) распределения в таблицах взаимной сопряженности и, 
следовательно, об отсутствии или наличии зависимости между 
признаками группировки в таблице. чтобы воспользоваться кри-
терием пирсона χ2, в таблице взаимной сопряженности наряду 
с эмпирическими частотами записывают теоретические частоты, 
рассчитываемые исходя из предположения, что распределение 
внутри таблицы случайно и, следовательно, зависимость между 
признаками группировки отсутствует. то есть считается, что 
164
распределение частот в каждой строке (столбце) таблицы про-
порционально распределению частот в итоговой строке (столбце). 
поэтому теоретические частоты по строкам (столбцам) рассчиты-
вают пропорционально распределению единиц в итоговой строке 
(столбце).
рассчитанное (фактическое) значение χ2 сопоставляют 
с табличным, определяемым по таблице (см. прил. 2) для заданного 
уровня значимости α и числа степеней свободы  
где k
1
 и k
2
 — число групп по одному и второму признакам группи-
ровки (число строк и число столбцов в таблице). если  
значит, между рассматриваемыми показателями существует зави-
симость. при независимости признаков в таблице сопряженности 
частоты теоретического и эмпирического распределений совпа-
дают, а значит, χ2 = 0.
Пример. В табл. 32 приведены условные данные о распределении 
400 опрошенных студентов по двум показателям: выполнение в срок 
домашнего задания и сдача экзамена. Необходимо: 1) определить коэф-
фициенты ассоциации и контингенции; 2) оценить, случайно ли распре-
деление в клетках таблицы.
Таблица 32
распределение 400 опрошенных студентов по показателям 
выполнения в срок домашнего задания и сдачи экзамена
выполнение мероприятия  
текущего контроля знаний
сдал экзамен 
не сдал 
экзамен
итого
выполнение в срок 
домашнего задания
210 (а) 40 (b) 250
невыполнение в срок 
домашнего задания
90 (c) 60 (d) 150
итого 300 100 400
Р е ш е н и е:
1. Коэффициенты ассоциации и контингенции составляют:
a
210 60 90 40
0,56;
210 60 90 40
K ⋅ − ⋅= =
⋅ + ⋅
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Получившиеся значения коэффициентов свидетельствуют о доста-
точно значительной связи между признаками.
2. Чтобы оценить, случайно ли распределение в клетках табл. 32, 
воспользуемся критерием согласия Пирсона χ2 и найдем теоретические 
частоты, предположив, что распределение частот в каждой строке про-
порционально распределению частот в итоговой строке.
В нашем примере в итоговой строке доля сдавших экзамен 0,75 
(300/400), а доля не сдавших экзамен — 0,25 (100/400).
В первой строке, следовательно, теоретические частоты составят:
Во второй строке теоретические частоты составят:
Рассчитанные значения теоретических частот занесем в скобках 
в составленную дополнительно табл. 33.
Таблица 33
вспомогательная таблица распределения  
эмпирических и теоретических частот
группа I (да) II (нет) итого
I (да) 210 (187,5) 40 (62,5) 250
II (нет) 90 (112,5) 60 (37,5) 150
итого 300 100 400
Зная значения теоретических частот, рассчитаем критерий Пирсона 
χ2 по формуле:
В рассматриваемом примере df = (2−1)(2−1) = 1; при уровне значимо-
сти α = 0,05 по таблице распределения χ2 (см. прил. 2) находим  
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тогда значение  больше значения . Следовательно, гипотезу о слу-
чайном распределении отвергаем и делаем вывод, что между рассматри-
ваемыми показателями зависимость существует.
Показатели степени тесноты связи между двумя и более 
количественными показателями. к этой группе показателей 
относят: линейный коэффициент корреляции, коэффициенты кор-
реляции рангов спирмэна и кендэла, коэффициент конкордации, 
коэффициент эластичности. также степень тесноты связи между 
количественными показателями можно оценить с помощью коэф-
фициента корреляции знаков Фехнера (см. с. 160).
Линейный коэффициент корреляции (r) — самый популяр-
ный измеритель тесноты линейной связи между двумя количест-
венными признаками x и y. он основан на предположении, что 
при полной независимости признаков x и у отклонения значений 
факторного признака от средней  носят случайный характер 
и должны случайно сочетаться с различными отклонениями  
при наличии значительного перевеса совпадений или несовпаде-
ний таких отклонений делается предположение о наличии связи 
между x и y.
в отличие от К
Ф
 в линейном коэффициенте корреляции учиты-
ваются не только знаки отклонений от средних величин, но и зна-
чения самих отклонений, выраженные для сопоставимости в еди-
ницах среднего квадратического отклонения t:
x
x
x xt −=
σ
  и  .y
y
y yt −=
σ
линейный коэффициент корреляции r представляет собой 
среднюю величину из произведений нормированных отклонений 
для x и у:
,
x y x y
x x y y
t t
r
n n
  − −
   σ σ  = =
∑ ∑
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или  
( )( )
,
x y
x x y y
r
n
− −
=
σ σ
∑   или  .
x y
xy xyr −=
σ σ
линейный коэффициент корреляции может принимать зна-
чения от −1 до +1, причем знак определяется в ходе решения. 
например, если  то r по формуле будет положительным, 
что характеризует прямую зависимость между х и у; в против-
ном случае (r < 0) имеет место обратная связь. если  то 
r = 0, что означает отсутствие линейной зависимости между х и у, 
а при r = 1 наблюдается полная зависимость (функциональная) 
между х и у. следовательно, всякое промежуточное значение r от 0 
до 1 характеризует степень приближения корреляционной связи 
между х и у к функциональной. существует эмпирическое пра-
вило (шкала чеддока) для оценки тесноты связи, представленное 
в табл. 16 (см. с. 78).
для расчета линейного коэффициента корреляции можно 
также использовать следующие три формулы расчета:
2 2
( )( )
;
( ) ( )
x x y y
r
x x y y
− −
=
− −
∑
∑ ∑
( ) ( )2 22 2
;
n xy x y
r
n x x n y y
−
=
   − −      
∑ ∑ ∑
∑ ∑ ∑ ∑
( ) ( )2 22 2
.
y
xy x
nr
x y
x y
n n
−
=
   
   − −
   
   
∑∑ ∑
∑ ∑∑ ∑
таким образом, коэффициент корреляции при линейной 
зависимости служит и мерой тесноты связи, и показателем, 
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характеризующим степень приближения корреляционной зависи-
мости между х и у к линейной. поэтому близость значения r к 0 
в одних случаях может означать отсутствие связи между х и у, 
а в других может свидетельствовать о том, что зависимость 
нелинейная.
линейный коэффициент корреляции необходимо проверять 
на значимость (существенность). интерпретируя значение 
линейного коэффициента корреляции, следует иметь в виду, что 
он рассчитан для ограниченного числа наблюдений и подвержен 
случайным колебаниям, как и сами значения x и y, на основе кото-
рых он рассчитан. другими словами, как любой выборочный пока-
затель, он содержит случайную ошибку и не всегда однозначно 
отражает действительно реальную связь между изучаемыми пока-
зателями. для того чтобы оценить существенность (значимость) 
самого линейного коэффициента корреляции r и соответственно 
реальность измеряемой связи между х и у, необходимо рассчитать 
среднюю квадратическую ошибку коэффициента корреляции σr. 
оценка существенности (значимости) r основана на сопоставле-
нии значения r с его средней квадратической ошибкой: .
r
r
σ
существуют некоторые особенности расчета σr в зависимости 
от числа наблюдений (объема выборки) n.
если число наблюдений достаточно велико (n > 30), то σr рас-
считывается по формуле:
21
.r
r
n
−
σ =
обычно, если 3,
r
r
>
σ
 то r считается значимым (существен-
ным), а связь — реальной.
если число наблюдений небольшое (n < 30), то σr рассчитыва-
ется по формуле:
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21
,
2
r
r
n
−
σ =
−
а значимость r проверяется на основе t-критерия стьюдента, для 
чего определяется расчетное значение критерия по формуле:
расчетное значение t
расч
 сопоставляется c табличным значе-
нием t
табл
, которое находят по таблице распределения t-критерия 
стьюдента (см. прил. 3) при уровне значимости α = 1 − β и числе 
степеней свободы df = n − 2. если t
расч
 > t
табл
,
 
то r считается зна-
чимым, а связь между х и у — реальной. в противном случае 
(t
расч
 < t
табл
) считается, что связь между х и у отсутствует и значе-
ние r, отличное от нуля, получено случайно.
Коэффициенты корреляции рангов — это менее точные, но 
более простые по расчету непараметрические показатели для 
измерения тесноты связи между двумя коррелируемыми призна-
ками. к ним относятся коэффициенты спирмэна (ρ) и кендэла (τ), 
основанные на корреляции не самих значений коррелируемых 
признаков, а их рангов — порядковых номеров, присваиваемых 
отдельно каждому индивидуальному значению х и у в ранжи-
рованном ряду. оба признака необходимо ранжировать (нуме-
ровать) в одном и том же порядке: от меньших значений к боль-
шим и наобо рот. если встречается несколько значений х (или у), 
то каждому из них присваивается ранг, равный частному от деле-
ния суммы рангов (мест в ряду), приходящихся на эти значения, 
на число равных значений. ранги признаков х и у обозначают сим-
волами Rx и Ry (иногда Nx и Ny ). суждение о связи между измене-
ниями значений х и у основано на сравнении поведения рангов по 
двум признакам параллельно. если у каждой пары х и у ранги сов-
падают, это характеризует максимально тесную связь признаков. 
если же наблюдается полная противоположность рангов, когда 
в одном ряду ранги возрастают от 1 до n, а в другом — убывают 
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от n до 1, то это характеризует максимально возможную обратную 
связь признаков.
для расчета коэффициента Спирмэна (ρ) значения признаков 
х и у нумеруют (отдельно) в порядке возрастания от 1 до n, т. е. им 
присваивают определенный ранг (Rx и Ry ) — порядковый номер 
в ранжированном ряду. затем для каждой пары рангов находят их 
разность (обозначается как d = Rx − Ry ) и квадраты этой разности 
суммируют.
Формула расчета коэффициента корреляции рангов спирмэна 
для несвязанных рангов:
2 2
2 3
6 6
1 1 ,
( 1)
d d
n n n n
ρ = − = −
− −
∑ ∑
где d — разность рангов х и у; n — число наблюдаемых пар значе-
ний х и у.
коэффициент ρ может принимать значения от 0 до ±1. сле-
дует иметь в виду, что поскольку коэффициент спирмэна учи-
тывает разность только рангов, а не самих значений х и у, то он 
менее точен по сравнению с линейным коэффициентом. поэтому 
его крайние значения (1 или 0) нельзя безоговорочно расценивать 
как свидетельство функциональной связи или полного отсутствия 
зависимости между х и у. во всех других случаях, т. е. когда коэф-
фициент ρ не принимает крайних значений, он довольно близок 
к линейному коэффициенту r.
для повторяющихся (связанных) рангов есть другая, более 
сложная формула, скорректированная на число повторяющихся 
рангов. однако опыт показывает, что результаты расчетов по скор-
ректированной формуле для связанных рангов мало отличаются от 
результатов, полученных по формуле для неповторяющихся ран-
гов. поэтому на практике формула для неповторяющихся рангов 
успешно применяется и для повторяющихся рангов.
Коэффициент корреляции рангов Кендэла (τ) строится 
несколько по-другому, хотя его расчет также начинается с ран-
жирования значений признаков х и у. ранги х (Rx) располагают 
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строго в порядке возрастания и параллельно записывают соот-
ветствующее каждому значению Rx значение Ry. поскольку зна-
чения Rx записаны строго по возрастанию, то ставится задача 
определить меру соответствия последовательности Ry «правиль-
ному» следованию Rx. при этом для каждого Ry последовательно 
определяют число следующих за ним рангов, превышающих его 
значение, и число рангов, меньших по значению. первые («пра-
вильное» следование) учитываются как баллы со знаком «+», и их 
сумма обозначается буквой Р. вторые («неправильное» следова-
ние) учитываются как баллы со знаком «−», и их сумма обознача-
ется буквой Q.
Формула расчета коэффициента корреляции рангов кендэла 
для несвязанных рангов:
2
,
( 1) / 2 ( 1)
S S
n n n n
τ = =
− −
где S = P + Q — сумма всех положительных и отрицательных 
баллов.
Формула расчета коэффициента корреляции рангов кендэла 
для связанных рангов:
,
( 1) ( 1)
2 2
x y
S
n n n nU U
τ =
− −  − −  
  
где S — фактическая общая сумма баллов при оценке +1 
каждой пары рангов с одинаковым порядком изменения и при 
оценке −1 каждой пары рангов с обратным порядком измене-
ния;  число баллов, корректирующих 
(уменьшающих) максимальную сумму баллов за счет повторений 
(объеди нений) t рангов в каждом ряду.
Важно! Случаи следования одинаковых повторяющихся ран-
гов (в любом ряду) оцениваются баллом 0, т. е. они не учитыва-
ются при расчете ни со знаком «+», ни со знаком «−».
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Пример. По данным табл. 34 о значениях признака­фактора x 
и признака­результата y необходимо определить:
1) коэффициент ранговой корреляции знаков Фехнера;
2) коэффициент корреляции знаков Спирмэна;
3) коэффициент корреляции рангов Кендэла.
Таблица 34
распределение значений факторного  
и результирующего признаков по 10 предприятиям
№ предприятия xi yi
1 5 665 42
2 3 724 54
3 2 885 80
4 2 708 75
5 3 783 31
6 2 591 102
7 2 793 48
8 3 066 53
9 3 008 29
10 2 597 116
итого 32 820 630
Р е ш е н и е:
1. Для определения ранговой корреляции знаков Фехнера необхо-
димо знать отклонения индивидуальных значений признаков от средних 
значений. Найдем средние значения факторного и результативного при-
знаков по формулам средней арифметической простой:
30 820 630
3 082; 63.
10 10
i ix yx y
n n
= = = = = =∑ ∑
В двух последних столбцах табл. 35 приведены знаки отклонений 
каждого хi и уi от средней величины: число совпадений знаков — 3, а несов-
падений — 7. Тогда коэффициент корреляции знаков Фехнера составляет:
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Таблица 35
вспомогательная таблица для расчета коэффициента Фехнера
№ предприятия xi yi xi − yi − 
1 5 665 42 + −
2 3 724 54 + −
3 2 885 80 − +
4 2 708 75 − +
5 3 783 31 + −
6 2 591 102 − +
7 2 793 48 − −
8 3 066 53 − −
9 3 008 29 − −
10 2 597 116 − +
Получившееся значение показателя тесноты связи указывает на то, 
что связь между признаками существует и она обратная.
2. Для определения коэффициента ранговой корреляции Спирмэна 
необходимо присвоить номера рангов каждому значению признака­фак-
тора и признака­результата в порядке возрастания и найти сумму ква-
дратов разности рангов. Дополнительные расчеты представим в табл. 36. 
Сумма квадратов разности рангов составляет 284, тогда значение коэф-
фициента корреляции знаков Спирмэна в случае несвязанных рангов 
(в нашем примере нет совпадающих рангов) равно:
2
2 2
6 6 284
1 1 0,72.
( 1) 10(10 1)
d
n n
⋅
ρ = − = − = −
− −
∑
Отрицательное значение коэффициента Спирмэна свидетельствует 
о существовании связи между признаками x и y, причем это связь обрат-
ная, т. е. при возрастании признака­фактора x результативный признак y 
уменьшается.
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Таблица 36
вспомогательная таблица для расчета коэффициента  
корреляции знаков Спирмэна
№ предприятия х у Rx Ry d = Rx − Ry d2
1 5 665 42 10 3 7 49
2 3 724 54 8 6 2 4
3 2 885 80 5 8 −3 9
4 2 708 75 3 7 −4 16
5 3 783 31 9 2 7 49
6 2 591 102 1 9 −8 64
7 2 793 48 4 4 0 0
8 3 066 53 7 5 2 4
9 3 008 29 6 1 5 25
10 2 597 116 2 10 −8 64
итого 32 820 630   0 284
3. Для определения коэффициента корреляции рангов Кендэла 
важно правильное следование рангов признака­фактора x и признака­
результата y. Ранги признака x располагаются строго в порядке возра-
стания, а значения рангов y записывают параллельно (табл. 37). Далее 
считаем сумму положительных баллов — правильного следования Rx 
в ряду у и сумму отрицательных баллов — неправильного следования 
в каждой паре рангов (см. табл. 37, две последние графы).
Таблица 37
вспомогательная таблица для расчета  
коэффициента корреляции рангов кендэла
№ предприятия х у Rx Ry P Q
1 2 591 102 1 9 1 8
2 2 597 116 2 10 0 8
3 2 708 75 3 7 0 6
4 2 793 48 4 4 0 3
5 2 885 80 5 8 0 5
6 3 008 29 6 1 0 0
7 3 066 53 7 5 1 2
8 3 724 54 8 6 0 2
9 3 783 31 9 2 1 0
10 5 665 42 10 3 — —
итого 32 820 630 P = +3 Q = − 34
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Тогда значение коэффициента корреляции рангов Кендэла для 
несвязанных рангов равно:
2 2 (2 34)
0,71.
( 1) 10(10 1)
S
n n
⋅ −
τ = = = −
− −
Полученное значение коэффициента Кендэла характеризует силь-
ную обратную связь между x и y.
Коэффициент конкордации (множественный коэффициент 
ранговой корреляции, W ) предложен М. кендэлом и б. смитом для 
измерения тесноты связи в случае, если число ранжируемых при-
знаков (факторов) больше двух.
Формула расчета коэффициента конкордации для несвязанных 
рангов:
2 3
12
,
( )
SW
m n n
=
−
где S — сумма квадратов отклонений суммы т рангов от их сред-
ней величины; т — число ранжируемых признаков; п — число ран-
жируемых единиц (число наблюдений).
Формула расчета коэффициента конкордации для связанных 
рангов:
2 3 3
1
12
,
( ) ( )
m
SW
m n n m t t
=
− − −∑
где t — число одинаковых рангов по каждому признаку.
коэффициент конкордации W может принимать значения от 0 
до 1.
Проверка коэффициента конкордации на значимость осу-
ществляется с помощью критерия χ2. при отсутствии связанных 
рангов расчетное значение χ2 определяют по формуле:
2 12 .
( 1)
S
mn n
χ =
−
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при наличии связанных рангов расчетное значение χ2 опреде-
ляют по формуле:
3
2 1
( )
12 / ( 1) .
1
m
t t
S mn n
n
 
− 
 χ = − −
− 
 
 
∑
Фактическое значение χ2 сравнивается с табличным, соответ-
ствующим принятому уровню значимости α (0,05 или 0,01) и числу 
степеней свободы df = п − 1. если  то W существенен 
(значим).
Коэффициент эластичности (Э) показывает, на сколько про-
центов изменяется в среднем результативный признак y при изме-
нении факторного признака x на 1 %. он рассчитывается на основе 
уравнения регрессии:
где  — первая производная уравнения регрессии y по x.
коэффициент эластичности — величина переменная, т. е. он 
изменяется с изменением значений фактора x. так, для линейной 
зависимости  коэффициент эластичности будет опреде-
ляться по формуле:
Измерить тесноту связи между коррелируемыми величи-
нами — значит определить, насколько вариация результативного 
признака обусловлена вариацией факторного (факторных) при-
знака (признаков). ранее были рассмотрены показатели, с помо-
щью которых можно выявить наличие корреляционной связи 
между двумя признаками x и y и измерить тесноту этой связи.
наряду с ними существует универсальный показатель — кор-
реляционное отношение (или коэффициент корреляции пирсона), 
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применимое ко всем случаям корреляционной зависимости неза-
висимо от формы этой связи. следует различать эмпирическое 
и теоретическое корреляционное отношение.
Эмпирическое корреляционное отношение (η) рассчитывается 
на основе правила сложения дисперсий, как корень квадратный из 
отношения межгрупповой дисперсии к общей дисперсии:
2
0
.
D
δ
η =
Теоретическое корреляционное отношение (η
теор 
) опреде-
ляется как корень квадратный из теоретического коэффициента 
детерминации:
теоретический коэффициент детерминации показывает, какую 
долю в общей дисперсии результативного признака занимает 
дисперсия, выражающая влияние вариации фактора x на вариа-
цию y, и рассчитывается по формуле:
,
где 
2
2 ( )i
y
y y
n
−
σ = ∑  — дисперсия эмпирического ряда; 
 дисперсия теоретического ряда.
теоретическое корреляционное отношение может находиться 
в пределах от 0 до 1; чем ближе его значение к 1, тем теснее связь 
между вариацией x и y. для оценки тесноты связи обычно приме-
няется шкала чеддока.
корреляционное отношение применимо как для парной, 
так и для множественной корреляции независимо от формы ее 
связи. в этом смысле корреляционное отношение можно назвать 
универсальным показателем тесноты связи. при линейной зависи-
мости 
с помощью рассмотренных методов можно доказать наличие 
связи, установить ее направление и степень тесноты, но нельзя 
определить значимость изучаемого фактора среди других факто-
ров. чтобы выяснить последнее, надо установить теоретическую 
форму связи между изучаемыми признаками, т. е. необходимо 
найти тип функции, позволяющий наиболее адекватно отразить 
зависимость между признаками х и у, называемый уравнением рег-
рессии, о котором пойдет речь во втором разделе данного пособия.
контрольные вопросы
1. какая связь называется корреляционной?
2. сформулируйте задачи статистического изучения корреляцион-
ной связи между признаками.
3. в чем заключается суть метода параллельных данных?
4. в чем состоит суть графического метода анализа данных?
5. назовите коэффициенты измерения тесноты связи между качест-
венными признаками.
6. назовите коэффициенты измерения тесноты связи между количе-
ственными показателями.
7. какой смысл носит коэффициент эластичности?
8. как вычисляется множественный коэффициент ранговой корре-
ляции?
9. как оценить наличие связи между признаками в таблицах сопря-
женности?
10. что называется уравнением регрессии?
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раздел 2  
ЭкОнОметрИка
глава 1  
Основные понятия и определения эконометрики. 
Эконометрическое моделирование
Определение и цели эконометрики
зарождение эконометрики стало следствием междисци-
плинарного подхода к изучению экономики. Эта наука возникла 
в результате взаимодействия и объединения в особый сплав трех 
компонентов: экономической теории, статистических и математи-
ческих методов. впоследствии их дополнила вычислительная тех-
ника как условие развития эконометрики.
Эконометрика — это наука, которая дает количественное 
выражение взаимосвязей экономических явлений и процессов. 
в настоящее время не существует определения эконометрики как 
науки, которое бы устроило всех ученых и специалистов. термин 
«эконометрика» был впервые введен в 1910 г. австро-венгерским 
бухгалтером п. цьемпой. цьемпа считал, что если к данным бух-
галтерского учета применить методы алгебры и геометрии, то 
будет получено новое, более глубокое представление о результа-
тах хозяйственной деятельности. концепция эта не прижилась, но 
название «эконометрика» оказалось весьма удачным для опреде-
ления нового направления в экономической науке, которое выде-
лилось в 1930 г.
слово «эконометрика» представляет собой комбинацию двух 
слов: «экономика» и «метрика» (от греч. «метрон» — мера). таким 
образом, сам термин подчеркивает специфику эконометрики как 
науки: количественное выражение тех связей и соотношений, 
которые раскрыты и обоснованы экономической теорией. й. Шум-
петер (1883–1950), один из первых сторонников выделения новой 
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дисциплины, полагал, что в соответствии со своим назначением 
она должна называться «экономометрика».
р. Фриш (1895–1973) в журнале «Эконометрика», основанном 
им в 1933 г., дал следующее определение эконометрики: «Эко-
нометрика — это не то же самое, что экономическая статистика. 
она не идентична и тому, что мы называем экономической тео-
рией, хотя значительная часть этой теории носит количествен-
ный характер. Эконометрика не является синонимом приложений 
математики к экономике. как показывает опыт, каждая из трех 
отправных точек — статистика, экономическая теория и матема-
тика — необходимое, но недостаточное условие для понимания 
количественных соотношений в современной экономической 
жизни. Это — единство всех трех составляющих. и это единство 
образует эконометрику».
современный взгляд на эконометрику отражен в следующем 
определении:
«Эконометрика — научная дисциплина, объединяющая сово-
купность теоретических результатов, приемов, методов и моделей, 
предназначенных для того, чтобы на базе
1) экономической теории,
2) экономической статистики и 
3) математико-статистического инструментария 
придавать конкретное количественное выражение общим (каче-
ственным) закономерностям, обусловленным экономической тео-
рией» (айвазян с. а., Мхитарян в. с. прикладная статистика 
и основы эконометрики. М., 2000).
иными словами, эконометрика позволяет на базе положе-
ний экономической теории и исходных данных экономической 
статистики, используя необходимый математико-статистический 
инструментарий, придавать конкретное количественное выраже-
ние общим (качественным) закономерностям.
прикладные цели эконометрики:
 • вывод экономических законов;
 • построение экономических моделей, основанное на эконо-
мической теории и эмпирических данных;
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 • оценка неизвестных величин (параметров) в этих моделях;
 • прогнозирование и оценка точности прогноза;
 • выработка рекомендаций по экономической политике.
Этапы эконометрического моделирования
как же экономист добивается поставленных целей? в ходе 
эконометрического исследования он последовательно проходит 
несколько этапов эконометрического моделирования:
1. выбор объясняемой и объясняющих переменных.
2. спецификация модели.
3. сбор данных.
4. идентификация модели.
5. верификация модели.
остановимся на каждом из этапов подробнее.
1. выбор объясняемой и объясняющих переменных. в эко-
номике некоторые переменные взаимосвязаны. например, форми-
рующийся на рынке спрос на товар рассматривается как функция 
его цены, дохода и расходов на рекламу; затраты, связанные с изго-
товлением некоторого продукта, предполагаются зависимыми от 
объема производства; потребительские расходы связаны с доходом 
и др. одна из переменных выступает в роли объясняемой перемен-
ной, другие — в роли объясняющих. для большей реалистичности 
приходится вводить в соотношение и случайный фактор. перемен-
ную, процесс формирования значений которой нас по каким-то 
причинам интересует, принято обозначать Y и называть зависи-
мой или объясняемой. переменные, которые, как предполагается, 
оказывают влияние на переменную Y, обозначают Xj и называют 
независимыми или объясняющими. значения этих переменных 
являются внешними, ничего на то, как формируются эти значения, 
не указано.
на этом этапе процесс формирования значений объясня-
емой переменной можно представить в виде схемы (см. рис. 9), 
где X
1
, …, Xk — выделенные переменные (наиболее существенно 
влияющие на Y или представляющие для нас определенный 
интерес).
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X1  
X2  
Xk  
Y
Другие переменные
Случайный фактор
…  
рис. 9. схема формирования значений переменной Y
Математическая модель схемы связи между переменными:
1( ,..., ) .kY f X X= + ε  (1)
если  то уравнение (1) называют уравнением 
регрессии Y на X
1
, …, Xk. Функцию f называют регрессионной функ-
цией; линию, которую эта функция описывает в пространстве, 
называют линией регрессии.
2. Спецификация модели. на этом этапе происходит груп-
пировка отдельных соотношений в модель, т. е. формулирование 
некоторых гипотез относительно того, как должны быть связаны 
переменные. гипотезы эти возникают на основе теоретических 
экономических предпосылок, опыта исследователя, его интуиции 
и здравого смысла. Эконометрист занимается моделированием 
поведения экономических объектов. Моделирование — упро-
щение реальности объекта. задача, искусство моделирования 
состоит в том, чтобы как можно более лаконично и адекватно 
отразить именно те стороны реальности, которые интересуют 
исследователя.
типы эконометрических моделей для анализа и прогноза:
а) модели временны�х рядов, которые объясняют поведение 
переменной, меняющейся с течением времени, исходя 
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только из ее предыдущих значений. к этому классу отно-
сятся модели тренда, сезонности, тренда и сезонности 
(аддитивная и мультипликативная формы) и др.;
б) регрессионные модели с одним уравнением, в которых зави-
симая (объясняемая) переменная представляется в виде 
функ ции от независимых (объясняющих) переменных 
и параметров. в зависимости от вида функции эти модели 
бывают линейными и нелинейными (мы будем изучать 
именно их);
в) системы одновременных уравнений, описывающие эконо-
мическую ситуацию, поведение экономического объекта. 
Эти системы состоят из уравнений и тождеств, которые 
могут содержать в себе объясняемые переменные из других 
уравнений.
на втором этапе эконометрист также выдвигает априорные 
предположения о параметрах модели, о законе распределения слу-
чайного фактора модели и др.
3. Сбор данных. теперь необходимо модель проверить. для 
проверки модели эконометрист должен собрать данные — ста-
тистический материал. Методы эконометрии, позволяющие про-
водить эмпирическую проверку теоретических утверждений 
и моделей, выступают мощным инструментом развития самой 
экономической теории. с их помощью отвергаются теоретические 
концепции и принимаются новые, более полезные гипотезы. тео-
ретик, не привлекающий эмпирический материал для проверки 
своих гипотез и не использующий для этого эконометрические 
методы, рискует оказаться в мире своих фантазий. 
типы данных для моделирования экономических процессов:
а) пространственные данные (Cross-Sectional Data) — набор 
сведений по разным экономическим объектам в один и тот 
же момент времени;
б) временные ряды (Time-Series Data) — экономические пара-
метры, наблюдаемые в разные периоды или моменты вре-
мени. Эти данные упорядочены во времени естественным 
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образом (например, инфляция, денежная эмиссия — годо-
вые; курс доллара сШа — ежедневный);
в) панельные данные (Panel Data) — набор сведений по раз-
ным экономическим объектам за несколько периодов вре-
мени (например, данные переписи населения).
4. Идентификация модели. данный этап включает в себя ста-
тистический анализ модели и прежде всего статистическое оцени-
вание параметров. здесь необходимо подобрать соответствующий 
метод статистического оценивания, который давал бы состоятель-
ные и как можно более точные статистические оценки неизвест-
ных параметров модели. выбор метода определяется свойствами 
модели и типом имеющихся данных.
5. верификация модели. представляет собой сопоставление 
реальных и модельных данных. цель верификации — проверка 
оцененной модели, с тем чтобы прийти к выводу о достаточной 
реалистичности получаемой с ее помощью картины объекта либо 
признать необходимость выбора другой спецификации модели.
обобщая сказанное, эконометрическое моделирование можно 
представить в виде схемы (рис. 10).
Экономическая теория 
Экономическая модель 
Оценка параметров модели 
Использование модели на практике 
Проверка качества модели 
Статистические 
данные 
Модель адекватна 
&? 
Нет 
Да 
рис. 10. схема эконометрического исследования
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итак, эконометрические методы разработаны в основном для 
оценивания параметров экономических моделей. каждая модель 
содержит, как правило, несколько уравнений, а в уравнение вхо-
дит несколько переменных. начнем с самого простого — парной 
линейной регрессионной модели, которую рассмотрим в следую-
щей главе.
контрольные вопросы
1. кто первый ввел в употребление термин «эконометрика»?
2. на каких «трех китах» базируется современная экономическая 
теория?
3. приведите определение эконометрики, отражающее современ-
ный взгляд на эту науку.
4. каковы прикладные цели эконометрики?
5. перечислите основные этапы эконометрического моделирования.
6. назовите основные типы эконометрических моделей.
7. что входит в спецификацию модели?
8. что в себя включает этап идентификации модели?
9. какие основные типы экономических данных вы знаете?
10. как проводится верификация модели?
глава 2  
Парный регрессионный анализ
Парная модель
пусть имеется переменная Y, зависимая или эндогенная, 
характеризующая результат или эффективность функционирова-
ния экономической системы. ее значения формируются в процессе 
и внутри функционирования этой системы под воздействием ряда 
других переменных и факторов. по своему характеру перемен-
ная Y всегда случайна. также имеется набор объясняющих пере-
менных X
1
, …, Xk, характеризующих состояние экономической 
системы. Эти переменные в существенной степени объясняют 
процесс формирования переменной Y и, как правило, поддаются 
хотя бы частичному регулированию и управлению. по своей при-
роде они могут быть как случайными, так и детерминированными. 
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в данной главе будет рассмотрена ситуация, когда мы располагаем 
только одной объясняющей переменной X.
две переменные могут быть связаны либо функциональной 
зависимостью (т. е. существует такая функция f, что Y = f (X ), зна-
чения переменной Y полностью определяются значениями пере-
менной X), либо статистической либо могут быть независимыми. 
если при изменении X меняется закон распределения случайной 
величины Y, то говорят, что величины (X, Y ) связаны статисти-
ческой зависимостью. статистическая зависимость называется 
корреляционной, если при изменении X меняется математическое 
ожидание случайной величины Y.
приведем пример случайной величины Y, которая связана 
с величиной X не функционально, а корреляционно. пусть Y — 
урожай зерна, а X — количество удобрений. с одинаковых по пло-
щади участков земли при равных количествах внесенных удобре-
ний снимают различный урожай, т. е. Y не является функцией от X. 
Это объясняется влиянием случайных факторов (осадки, темпера-
тура воздуха и др.). вместе с тем, как показывает опыт, средний 
урожай является функцией от количества удобрений, т. е. Y связан 
с X корреляционной зависимостью.
если каждому значению величины X соответствует свое значе-
ние условного математического ожидания переменной, то говорят, 
что существует регрессионная функция
( | ) ( ).E Y X f X=
данное уравнение называют уравнением регрессии Y на X. 
таким образом, уравнение  описывает измене-
ние условного среднего значения результирующей переменной 
в зависимости от изменения значений X объясняющих переменных.
на практике функциональная зависимость наблюдается 
крайне редко. тем не менее большая часть традиционных эконо-
мических теорий, в которых связи между экономическими кате-
гориями отражаются с помощью формул, имеют дело с точными 
алгебраическими соотношениями. однако если мы посмотрим 
на отдельные наблюдения переменных, фигурирующих в этих 
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законах, то мы увидим, что они не будут точно соответствовать 
этим соотношениям. кроме того, они почти никогда не будут соот-
ветствовать любому другому гладкому соотношению. в учебниках 
по экономической теории эта проблема решается обычно следу-
ющим образом: соотношение приводится, как если бы оно было 
точным, а читателя предупреждают, что это только аппроксима-
ция. но нас с вами такой подход устраивать не может. в математи-
ческой статистике факт точности соотношения признается путем 
включения в уравнение случайного фактора, описываемого слу-
чайным остаточным членом. в простейшей модели 
здесь Y является суммой двух компонент:
1) неслучайной (детерминированной) составляющей 
α + βX, где X выступает как объясняющая (независимая) 
переменная;
2) случайного члена.
откуда берется случайная составляющая ε? причин может 
быть несколько, основные из них следующие:
1. Невключение объясняющих переменных в уравнение. 
на самом деле на переменную Y влияет не только переменная X, 
но и ряд других переменных, которые не учтены в нашей модели 
по следующим причинам:
 – мы знаем, что другая переменная влияет, но не можем ее 
учесть, потому что не знаем, как ее измерить (психологиче-
ский фактор, например);
 – существуют факторы, которые мы знаем, как измерить, но 
влияние их на Y так слабо, что их не стоит учитывать;
 – есть существенные переменные, которые из-за отсутствия 
опыта или знаний мы таковыми не считаем.
если бы мы точно знали, какие переменные входят в соотно-
шение и как их надо измерять, и имели бы возможность точно их 
измерить, мы бы могли включить их в уравнение, исключив тем 
самым соответствующий элемент из случайного члена. проблема 
состоит в том, что мы никогда не можем быть уверены, что входит 
в данную совокупность, а что нет. даже если бы мы включили все 
эти факторы в уравнение, то мы бы могли оказаться в ситуации, 
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когда число факторов превысило бы число наблюдений, так что 
любое статистическое усреднение потеряло бы всякий смысл. 
итак, мы можем сказать, что вместо зависимости Y = f (X
1
, …, Xn), 
где n слишком велико для практических целей, мы рассматриваем 
зависимость с меньшим числом наиболее важных переменных или 
переменных, которые представляют для нас наибольший интерес.
2. Неправильная функциональная спецификация. Функцио-
нальное соотношение между Y и Х может быть определено непра-
вильно. например, мы предположили линейную зависимость, 
а она может быть более сложной.
3. Ошибки наблюдений. например, произошло занижение 
реального уровня доходов. в этом случае наблюдаемые значения 
не будут соответствовать точному соотношению, и существующее 
расхождение будет вносить свой вклад в остаточный член.
остаточный член является суммарным проявлением всех 
факторов. если бы он отсутствовал, мы бы знали, что каждое 
изменение Y от наблюдения к наблюдению вызвано изменением 
X, и  смогли бы точно вычислить коэффициенты. но поскольку 
каждое изменение Y вызвано изменением X и ε, то ε иногда назы-
вают шумом.
итак, мы предполагаем, что значения результирующей пере-
менной Y выступают в роли функции, значения которой опре-
деляются с некоторой погрешностью значением объясняющей 
переменной X, выступающей в роли аргумента этой функции. 
Математически это может быть выражено в виде уравнения 
регрес сионной связи:
( ) ( ) ( )
[ ( ) | ] 0,
Y X f X X
E X X
= + ε

ε =  
(2)
где ( ) [ | ],f x E Y X=  ( ) ( ) ( ).X Y X f Xε = −
последнее соотношение в уравнении (2) вытекает из 
смысла функции регрессии. действительно, поскольку 
 а E(Y(X )|X) = f (X ) по опреде-
лению и E [ f(X )|X] = f (X ), постольку величина f (X ) при фиксиро-
ванных значениях параметра X не является случайной.
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для практических целей эконометристу необходимо знать 
конкретный вид регрессионной функции f (X ). содержательные 
соображения — теория, интуиция, опыт, анализ эмпирических 
данных — должны подсказать нам ее форму. выбор вида функ-
ции f (X ) — спецификация модели. одним и тем же условиям 
могут удовлетворять несколько различных функций, поэтому нам 
придется обратиться к статистическому анализу и с его помощью 
осуществить выбор одного из возможных альтернативных вари-
антов. начинают обычно с самого простого соотношения между 
двумя переменными — линейного.
выбор формы зависимости можно осуществить при помощи 
графического анализа материала наблюдений. в парном слу-
чае материал наблюдений представляет собой набор пар чисел: 
 на плоскости каждому такому наблюдению соот-
ветствует точка (рис. 11).
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рис. 11. облако наблюдений, соответствующее  
линейной регрессии Y = α + βX + ε
полученный график называют облаком наблюдений, полем кор-
реляции или диаграммой рассеяния. по виду облака наблюдений 
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можно определить вид регрессионной функции. на рис. 11 изобра-
жена линейная функция.
примеры поля корреляции нелинейных функций представ-
лены на рис. 12–16.
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рис. 12. облако наблюдений, соответствующее квадратичной 
зависимости 
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рис. 13. облако наблюдений, соответствующее показательной 
зависимости 
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рис. 14. облако наблюдений, соответствующее степенной  
зависимости 
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рис. 15. облако наблюдений, соответствующее гиперболической 
зависимости Y
X
β
= α + + ε
192
2
4
6
8
10
12
14
0 5 10 15
X
Y
рис. 16. облако наблюдений, соответствующее независимым X и Y
нас интересуют только те формы зависимости, которые путем 
преобразования переменных и параметров можно свести к линей-
ным, т. е. после преобразования переменных и коэффициентов 
новые переменные и ошибка будут связаны линейным соотноше-
нием. параметры таких моделей оценивают методом наименьших 
квадратов (Мнк), который, как это будет показано ниже, в случае 
выполнения некоторых условий дает наилучшие линейные несме-
щенные оценки. для нелинейных моделей разработаны другие 
методы оценивания – нелинейный Мнк, метод максимального 
правдоподобия и др.
метод наименьших квадратов
рассмотрим парную линейную модель
.Y X= α + β + ε
коэффициент α в этой модели равен условному матема-
тическому ожиданию переменной Y при X = 0, коэффициент β 
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(коэффициент наклона) показывает, насколько в среднем изменится 
переменная Y, если X увеличится на одну единицу измерения.
для оценки коэффициентов этого уравнения у нас есть набор 
наблюдений переменной X и соответствующий набор наблюдений 
переменной Y. всего у нас N пар чисел (X
i 
, Yi). Этот набор наблюде-
ний называется выборкой. расположим их на плоскости. если бы 
соотношение между Y и X было точным, то соответствующие зна-
чения Y лежали бы на прямой. наличие случайного члена приво-
дит к тому, что в действительности значения Y на прямой не лежат 
(рис. 17).
 
 
Yi
Xi X
εi
y = α + βx
( )iE Y X
рис. 17. наблюдение, линия регрессии и ошибка
уравнение  выполняется для каждого наблю-
дения. параметры α, β и ε
1
 нам неизвестны и никогда не будут 
известны. Мы сможем получить только статистические оценки 
этих коэффициентов — хорошие или плохие. они могут слу-
чайным образом совпасть с реальными значениями, но мы этого 
никогда не узнаем.
каким образом получить эти оценки? Мы предположили, что 
переменные Y и X связаны линейной зависимостью, т. е. эта зави-
симость описывается прямой линией. и теперь наша задача — 
построить прямую. из всех возможных прямых мы хотим выбрать 
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такую, которая «наилучшим образом» подходила бы к нашим дан-
ным, т. е. отражала бы линейную зависимость Y от X. иными сло-
вами, мы хотим, чтобы каждая точка (Xi, Yi ) из облака наблюдений 
лежала как можно ближе к прямой (рис. 18).
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рис. 18. «наилучшая» прямая и облако наблюдений
в качестве меры близости точек к прямой введем разность 
 — остаток, или невязку, регрессии, где  — 
прогнозное значение переменной Y в i-м наблюдении (рис. 19).
iY
iY

ie
iX X
Y X= α +β

рис. 19. наблюдение, выборочная линия регрессии и остаток
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Можно сказать, что мы хотим, чтобы желаемая прямая была 
в центре скопления наших данных.
очевидно, что значения  и  надо подбирать таким образом, 
чтобы минимизировать некоторую интегральную (т. е. по всем 
имеющимся наблюдениям) характеристику невязок, или остатков:
2 2
( , )
1 1
1) ( ) ( , ) min;
N N
i i i
i i
e Y X F
α β
= =
= − α −β = α β →∑ ∑ 
 
 
( , )
1 1
2) ( , ) min.
N N
i i i
i i
e Y X F
α β
= =
= − α −β = α β →∑ ∑ 
 
 
выберем первую интегральную меру близости. Метод, кото-
рый выбирает из всех возможных прямых на плоскости прямую, 
для которой сумма квадратов остатков минимальна, называется 
методом наименьших квадратов (Мнк). для нахождения мини-
мума функции двух переменных нам надо взять частные произ-
водные по каждой из них и приравнять их к нулю:
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2 ( ) 0,
N
i i
i
F Y X
a =
∂
= − − α −β =
∂ ∑


1
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N
i i i
i
F Y X X
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∂
= − − α −β =
∂ ∑


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Y X X
=
=

− α −β =

 − α −β =

∑
∑




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преобразуем систему:
1 1
2
1 1 1
.
N N
i i
i i
N N N
i i i i
i i i
N X Y
X X X Y
= =
= = =

α + β =

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
∑ ∑
∑ ∑ ∑




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Эта система называется системой нормальных уравнений. 
из нее можно найти формулы для нахождения оценок коэффици-
ентов по методу наименьших квадратов. поделим обе части на N, 
раскроем скобки и перегруппируем слагаемые, получим
1 1 1
1
2 2 2
2
1 1
( , )
,
N N N
Ni i i i
i i i
i i
i
N N
X X
i i
i i
X Y X Y
X Y NXY
Cov X YN N N
X X
N N
= = =
=
= =
−−
β = = =
σ σ 
 
 −
 
 
 
∑ ∑ ∑
∑
∑ ∑

.Y Xα = −β


коэффициент наклона линии регрессии можно представить 
в другом виде:
1
2
1
( )( )
.
( )
N
i i
i
N
i
i
X X Y Y
X X
=
=
− −
β =
−
∑
∑



Замечание 1. Линия регрессии проходит через точку .
Замечание 2. Мы предполагаем, что среди Xi есть разные перемен-
ные, тогда σX ≠ 0. В противном случае оценок по методу наименьших ква-
дратов не существует (рис. 20).
после оценки параметров модели необходимо определить, 
насколько модель адекватна  имеющимся данным, насколько 
хорошо она описывает имеющиеся данные, насколько точно  про-
гнозные значения переменной Y аппроксимируют наблюдаемые 
значения этой переменной. 
в парной модели для ответа на эти вопросы оценивают тесноту 
линейной корреляционной связи.
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рис. 20. облако наблюдений, для которого не существует  
Мнк-оценок прямой линии регрессии
Оценка тесноты связи
после построения прямой необходимо оценить тесноту кор-
реляционной связи между переменными X и Y. в качестве такой 
меры можно использовать парный линейный коэффициент корре-
ляции, который вычисляется по формуле:
( ) ( )
1
2 2
2 21 1
.
N
i i
i
xy N N
i i
i i
X Y
XY
Nr
X Y
X Y
N N
=
= =
−
=
− −
∑
∑ ∑
в этом случае имеют место соотношения
x
xy
y
r σ= β
σ

  и  .yXY
x
r
σ
β =
σ

если из уравнения  вычесть уравнение  то 
получим равенство  или  
тогда
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( ) ( )
.xy
y x
Y Y X Xr− −=
σ σ

Свойства коэффициента корреляции:
1. 1.xyr ≤
2. если  то это является необходимым и достаточным 
условием того, что все наблюдаемые значения (Xj, Yj) лежат на пря-
мой регрессии, т. е. по данным наблюдений между переменными X 
и Y существует функциональная зависимость. но на самом деле 
мы можем добавить еще одно наблюдение, и картина изменится. 
такой вывод мы можем сделать именно на основании имеющихся 
у нас данных.
3. пусть  тогда  в данном случае переменные 
не связаны линейной корреляционной зависимостью в том смы-
сле, что условные средние сохраняют неизменные значения при 
изменении соответствующих аргументов. однако при этом при-
знаки могут быть связаны нелинейной корреляционной зависимо-
стью или даже могут быть функционально зависимыми.
4. для случая  говорят, что между переменными 
существует линейная корреляционная зависимость, которая тем 
лучше (ближе к линейной функциональной), чем |rxy| ближе к еди-
нице.
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рис. 21. различная теснота связи
на рис. 21 изображена ситуация, когда уравнение линии рег-
рессии одно, а теснота линейной корреляционной связи разная.
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вопрос о наличии достаточно «хорошей» линейной корре-
ляционной зависимости в каждом конкретном случае решается 
не только путем вычисления rxy, но и с учетом опыта и интуиции 
исследователя.
5. оценка тесноты связи не меняется при нормализации 
переменных. переменная Z называется нормализованной, если 
пусть заданы переменные X и Y, проведена серия наблюдений 
и вычислены  сделаем замену переменных:
, .
x y
x x y yZ U− −= =
σ σ
нетрудно убедиться, что эти переменные нормализованы. тогда
1 1
1
, ,
N N
j j j j
N
j j j j
xy UZ
jx y Z U
x y Z U
x y Z U
Z UN N
r r
N
= =
=
− ⋅ − ⋅
= = =
σ ⋅σ σ ⋅σ
∑ ∑
∑
отсюда
1
( )( )
.
N
j j
UZ xy
j x y
x x y y
r r
N=
− −
= =
σ σ∑
если мы получили значение коэффициента корреляции, близ-
кое к 1, мы делаем вывод о том, что переменные достаточно сильно 
связаны между собой. однако на самом деле при таком коэффи-
циенте корреляции между двумя исследуемыми переменными 
они могут и не быть зависимыми. высокое значение коэффици-
ента корреляции может быть обусловлено существованием тре-
тьей переменной, которая оказывает сильное влияние на первые 
две переменные, что и служит причиной их высокой коррелиру-
емости. поэтому возникает задача расчета «чистой» корреляции 
между переменными X и Y, т. е. корреляции, в которой исключено 
влияние (линейное) других переменных. для этого вводят понятие 
коэффициента частной корреляции.
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итак, мы хотим определить коэффициент частной корреляции 
между переменными X и Y, исключив линейное влияние перемен-
ной Z. для его определения используется следующая процедура:
1. оцениваем регрессию 1 2 .Y Z= α + α + ε
2. получаем остатки .Yi i ie Y Y= −

3. оцениваем регрессию 1 2 .X Z= α + α + ε
4. получаем остатки .Xi i ie X X= −

5. считаем величину ( | ) X Ye er XY Z r=  выборочным коэффи-
циентом частной корреляции, измеряющим степень связи между 
переменными X и Y, очищенной от влияния переменной Z.
если использовать прямые вычисления, то формула для рас-
чета коэффициента частной корреляции следующая:
2 2
( | ) .
1 1
YX XZ YZ
XZ YZ
r r rr XY Z
r r
−
=
− −
как и обычный коэффициент корреляции, этот коэффициент 
принимает значения от 0 до 1.
процедура построения коэффициента частной корреляции 
обобщается, если мы хотим избавиться от влияния двух и более 
переменных.
Пример
Таблица 38
Данные о располагаемых личных доходах (X )  
и расходах на пи тание (Y ) потребителей в СШа  
в период с 1959 по 1983 г. (млрд долл.)
год X Y год X Y год X Y
1959 479,7 99,7 1968 701,3 123,4 1977 942,9 145,2
1960 489,7 100,9 1969 722,5 125,9 1978 988,8 146,1
1961 503,8 102,5 1970 751,6 129,4 1979 1 015,5 149,3
1962 524,9 103,5 1971 779,2 130,0 1980 1 021,6 153,2
1963 542,3 104,6 1972 810,3 132,4 1981 1 049,3 153,0
1964 580,8 108,8 1973 865,3 129,4 1982 1 058,3 154,6
1965 616,3 113,7 1974 858,4 128,1 1983 1 095,4 161,2
1966 646,8 116,6 1975 875,8 132,3
1967 673,5 118,6 1976 906,8 139,7
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Используя данные табл. 38, необходимо:
1) построить диаграмму рассеяния и линейную регрессионную 
модель  ; 
2) найти среднее значение и дисперсию личных доходов и расходов 
потребителей; 
3) найти коэффициент корреляции и оценить его статистическую 
значимость с вероятностью 95 % .
Р е ш е н и е:
1. Построим диаграмму рассеяния (рис. 22) и нанесем на нее линию 
регрессии.
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рис. 22. диаграмма рассеяния
2. Рассчитаем выборочное среднее и выборочную дисперсию личных 
доходов и расходов потребителей:
1 1, ,
N N
i i
i i
X Y
X Y
N N
= == =
∑ ∑
где N — объем выборки (у нас N = 25), выборочное среднее;
2 2
2 2 2 21 1, —
N N
i i
i i
X Y
X Y
d X d Y
N N
= == − = −
∑ ∑
 выборочные дисперсии.
Для расчетов составим вспомогательную таблицу (табл. 39).
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Таблица 39
 расчет выборочного среднего и выборочной дисперсии  
личных доходов и расходов потребителей 
№  
наблю-
дения
год Xi Yi
1 1959 479,7 99,7 230 112,09 9 940,09 47 826,09
2 1960 489,7 100,9 239 806,09 10 180,81 49 410,73
3 1961 503,8 102,5 253 814,44 10 506,25 51 639,5
4 1962 524,9 103,5 275 520,01 10 712,25 54 327,15
5 1963 542,3 104,6 294 089,29 10 941,16 56 724,58
6 1964 580,8 108,8 337 328,64 11 837,44 63 191,04
7 1965 616,3 113,7 379 825,69 12 927,69 70 073,31
8 1966 646,8 116,6 418 350,24 13 595,56 75 416,88
9 1967 673,5 118,6 453 602,25 14 065,96 79 877,1
10 1968 701,3 123,4 491 821,69 15 227,56 86 540,42
11 1969 722,5 125,9 522 006,25 15 850,81 90 962,75
12 1970 751,6 129,4 564 902,56 16 744,36 97 257,04
13 1971 779,2 130 607 152,64 16 900 101 296
14 1972 810,3 132,4 656 586,09 17 529,76 107 283,72
15 1973 865,3 129,4 748 744,09 16 744,36 111 969,82
16 1974 858,4 128,1 736 850,56 16 409,61 109 961,04
17 1975 875,8 132,3 767 025,64 17 503,29 115 868,34
18 1976 906,8 139,7 822 286,24 19 516,09 126 679,96
19 1977 942,9 145,2 889 060,41 21 083,04 136 909,08
20 1978 988,8 146,1 977 725,44 21 345,21 144 463,68
21 1979 1 015,5 149,3 1 031 240,3 22 290,49 151 614,15
22 1980 1 021,6 153,2 1 043 666,6 23 470,24 156 509,12
23 1981 1 049,3 153 1 101 030,5 23 409 160 542,9
24 1982 1 058,3 154,6 1 119 998,9 23 901,16 163 613,18
25 1983 1 095,4 161,2 1 199 901,2 25 985,44 176 578,48
сумма в столбце (S) 19 500,8 3 202,1 1 616 2448 418 617,63 2 586 536,1
средняя сумма (S) 780,032 128,084 646 497,91 16 744,705 103 461,44
Получаем:
780,032, 128,084;X Y= =
2 2646 497,91 (780,032) 38 047,989;Xd = − =
2 216 744,705 (128,084) 339,194.Yd = − =
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3. Найдем уравнение регрессионной прямой. Уравнение парной 
линейной регрессии имеет вид: . Коэффициенты этого уравне-
ния находятся по следующим формулам:
1
2
21
103 461,44 780,032 128,084
0,93;
38 047,989
( )
N
i i
i
N
i
i
X Y
XY
Nb
X
X
N
=
=
− − ⋅
= = =
−
∑
∑
128,084 0,093 780,032 55,27.a Y bX= − = − ⋅ =
Итак, получаем уравнение регрессии 55,27 0,093 .Y X= +

4. Найдем парный линейный коэффициент корреляции:
1
2
2
2 2
2 21 1
38047.989
0,093 0,989.
339,194
( ) ( )
N
i i
i
X
XY N N
Y
i i
i i
X Y
XY dNr b
d
X Y
X Y
N N
=
= =
−
= = =
− −
∑
∑ ∑
После вычисления коэффициента корреляции надо убедиться в его 
статистической значимости, для чего необходимо проверить гипотезу 
о его равенстве нулю:
0: 0.XYH r =
Для проверки гипотезы об отсутствии корреляционной связи между 
переменными используют следующий статистический критерий:
2
2
,
1
XY
XY
r nt
r
−
=
−
который в случае справедливости нулевой гипотезы имеет распреде-
ление Стьюдента с числом степеней свободы k = n − 2. Коэффициент rXY 
значим на уровне α, если фактически наблюдаемое значение t будет 
больше критического по абсолютной величине, т. е. если  
где  критическая точка распределения Стьюдента, которая 
находится по таблице критических точек распределения Стьюдента для 
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двустороннего критерия, уровня значимости α и числа степеней свободы 
n − 2 (см. прил. 3). Итак, если  то связь между рассматривае-
мыми порядковыми признаками есть и она статистически значима.
Проверим гипотезу о равенстве коэффициента корреляции нулю. 
Составляем t­статистику:
2
0,989 25 2
31,62;
1 0,989
t ⋅ −= =
−
 находим из таблицы: t
кр
(0,05,23) = 2,07. Таким образом, у нас 
31,62 > 2,07, следовательно, выявлена статистически значимая связь 
между располагаемым личным доходом и расходами потребителей на 
питание.
Задания по теме
1. выведите формулу для оценки коэффициентов по методу наи-
меньших квадратов следующих моделей:
;Y = α + ε
.Y X= β + ε
являются ли эти оценки несмещенными? найдите дисперсии оценки 
в каждой модели.
2. имеются данные, представленные в табл. 40. 
Таблица 40
Данные о количестве денег в стране и национальном доходе 
в период с 1991 по 2000 г. (в млрд долл.)
год величина денежной массы национальный доход
1991 2 5
1992 2,5 5,5
1993 3,2 6
1994 3,6 7
1995 3,3 7,2
1996 4 7,7
1997 4,2 8,4
1998 4,6 9
1999 4,8 9,7
2000 5 10
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а) оцените регрессионную зависимость и проинтерпретируйте 
результаты. изобразите зависимость графически.
б) определите необходимую величину денежной массы, 
чтобы в 2001 г. достигнуть уровня национального дохода 
в 12 млрд долл.
в) оцените регрессию без константы и регрессию на константу. 
сравните полученные результаты.
3. на основе данных табл. 41 выполните следующие задания:
а) постройте регрессию средней экзаменационной оценки школь-
ника на доход семьи и дохода на среднюю оценку. почему эти 
результаты различаются? 
б) пересчитайте регрессию, рассмотрев вместо первого наблю-
дения наблюдение (21, 1). пересчитайте уравнение, удалив из 
рассмотрения первое наблюдение. изобразите все три линии 
графически (иллюстрация неустойчивости Мнк к выбросам).
Таблица 41
Средняя оценка школьника на выпускных экзаменах  
и доход семьи
средняя оценка  
на выпускных экзаменах
доход семьи
5 21
4 15
4,5 15
3 9
4 12
4,5 18
3,5 6
3,5 12
4. как изменятся оценки коэффициентов парной линейной модели, 
если следующим образом изменить результаты наблюдений:  
? (для начала рассмотрите случай, когда независимую пере-
менную увеличили в 10 раз.)
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контрольные вопросы
1. что такое функциональная зависимость между переменными?
2. что такое статистическая зависимость?
3. что такое корреляционная зависимость?
4. дайте определение независимых переменных.
5. что такое линия регрессии?
6. какова основная идея метода наименьших квадратов?
7. какие меры близости точек к линии регрессии вы знаете?
8. почему расчетные коэффициенты линии регрессии называют ста-
тистическими оценками?
9. как выбрать функциональную форму линии регрессии?
10. Формы записи Мнк-оценки коэффициента наклона регрессион-
ной прямой.
11. в чем заключается экономический смысл случайной составляю-
щей регрессионного уравнения?
12. для чего нужен коэффициент корреляции?
13. как связаны коэффициент корреляции и коэффициент наклона 
линии регрессии?
14. перечислите свойства коэффициента корреляции.
15. в каком случае линии регрессии по методу наименьших квадра-
тов не существует?
глава 3  
множественная линейная регрессия
множественная модель
Множественный регрессионный анализ является расшире-
нием парного регрессионного анализа на случай, когда зависимая 
переменная гипотетически связана с более чем одной независимой 
переменной. в этой ситуации возникает новая проблема, которой 
не было в парной модели. при оценке влияния данной независи-
мой переменной на зависимую переменную нам надо будет раз-
граничить воздействие на зависимую переменную независимой 
переменной и других переменных. кроме того, мы должны будем 
решить проблему спецификации модели. если в парном регрес-
сионном анализе эта проблема заключалась только в выборе вида 
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функции f (Х), то теперь еще надо будет решить, какие переменные 
нужно включать в модель, а какие — нет. иначе говоря, предпола-
гается, что если несколько переменных могут оказывать влияние 
на зависимую переменную, то другие пременные могут и не под-
ходить для нашей модели.
итак, у нас есть независимая переменная Y, которая характе-
ризует состояние или поведение экономического объекта, и есть 
набор переменных X
1
, …, Xk, характеризующих этот экономиче-
ский объект качественно или количественно, которые, как мы 
предполагаем, оказывают влияние на переменную Y. иными сло-
вами, предполагается, что значения результирующей перемен-
ной Y выступают в виде функции, значения которой определяются, 
правда с некоторой погрешностью, значениями объясняющих 
переменных, выступающих в роли аргументов этой функции, т. е.
Y = f (X
1
, …, Xk) + ε,
где ε — случайный член, который входит в наше уравнение по 
тем же самым причинам, что и в случае парного регрессионного 
анализа.
поначалу среди всех возможных функций f (Х
1
, …, Хk) мы 
выбираем линейные:
0 1 1 ... —k kY X X= β + β + + β + ε  (3)
множественную линейную регрессионную модель (МлрМ) со 
свободным членом;
1 1 ... k kY X X= β + + β + ε  — МлрМ без свободного члена.
например, если мы изучаем величину спроса на масло, то 
модель может выглядеть следующим образом:
0 1 2 3 ,
DQ P X PM= β + β + β + β + ε
где QD — объем спроса на масло; Х — средний доход; P — цена на 
масло; PM — цена на мягкое масло.
здесь нам неизвестны коэффициенты β и параметры распреде-
ления ε, зато мы имеем выборку из N наблюдений над переменными 
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Y и X
1
, …, Xk. для каждого наблюдения должно выполняться следу-
ющее равенство:
0 1 1 ... ,i i k ki iY X X= β + β + + β + ε
или в матричной форме:
,Y X= β + ε
где  
1 11 1 0 1
1
1 ...
... , . . . , ... , ... .
1 ...
k
N kN k NN
Y X X
Y X
X XY
β ε       
       = = β = ε =       
       β ε      
наша цель — по результатам наблюдений получить надежные 
оценки неизвестных коэффициентов (оценить неизвестные пара-
метры) и проверить, насколько хорошо выбранная модель соответ-
ствует исходным данным.
для получения оценок коэффициентов модели, как и в парном 
случае, используется метод наименьших квадратов. 
метод наименьших квадратов для млрм
так же, как и в парном случае, при выборе линии регрессии 
руководствуются идеей, что «наилучшая» линия регрессии прохо-
дит через центр скопления точек облака наблюдений, т. е. таким 
образом, чтобы точки облака наблюдений были одновременно 
к этой линии близки. в качестве меры близости точек к прямой 
введем разность
0 1 1 ... .i i i i i k kie Y Y Y X X= − = −β −β − −β
  
очевидно, что значения  надо подбирать таким 
образом, чтобы минимизировать некоторую интегральную (т. е. по 
всем имеющимся наблюдениям) характеристику невязок, или 
остатков:
0 1
2 2
0 1 1 0 1
( , , ..., )
1 1
( ... ) ( , , ..., ) min .
k
N N
i i i k ki k
i i
S e Y X X F
β β β
= =
= = −β −β − −β = β β β →∑ ∑   
     
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необходимые условия экстремума:
0
1
2
0
0
0
...
0
k
S
S
S
S
∂ =∂β
 ∂
=∂β
 ∂
=
∂β


∂ =∂β






  или  
0 1 1
1
0 1 1 1
1
0 1 1 2
1
0 1 1
1
2 ( ... ) 0
2 ( ... ) 0
2 ( ... ) 0
...
2 ( ... ) 0
N
i i k ki
i
N
i i k ki i
i
N
i i k ki i
i
N
i i k ki ki
i
Y X X
Y X X X
Y X X X
Y X X X
=
=
=
=

− −β −β − −β =


− −β −β − −β =


− −β −β − −β =



− −β −β − −β =


∑
∑
∑
∑
  
  
  
  
после преобразований получим:
0 1 1 2 2 1
1 1 1 1
2
0 1 1 1 2 1 2 1 1 1
1 1 1 1 1
2
0 2 1 1 2 2 2 2 1 2
1 1 1 1 1
0
...
...
...
...
N N N N
i i k ki i
i i i i
N N N N N
i i i i k i ki i i
i i i i i
N N N N N
i i i i k i ki i i
i i i i i
N X X X Y
X X X X X X Y X
X X X X X X Y X
X
= = = =
= = = = =
= = = = =
β + β + β + + β =
β + β + β + + β =
β + β + β + + β =
β
∑ ∑ ∑ ∑
∑ ∑ ∑ ∑ ∑
∑ ∑ ∑ ∑ ∑
   
   
   

2
1 1 2 2 1
1 1 1 1 1
...
N N N N N
ki i ki i ki k ki i ki
i i i i i
X X X X X Y X
= = = = =













 + β + β + + β =


∑ ∑ ∑ ∑ ∑
  
Эта система называется системой нормальных уравнений для 
нахождения коэффициентов множественной линейной регресси-
онной модели по методу наименьших квадратов.
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получим формулу для нахождения коэффициентов множест-
венной линейной регрессионной модели в матричном виде:
1
2
1
ESS ' , ... ,
N
i
i
N
e
e e e e
e=
 
 = = =  
  
∑
тогда ,e Y X= − β

ESS ' ( ) '( ) ' ' ' ' ' '
' 2 ' ' ' ' .
e e Y X Y X Y Y Y X X Y X X
Y Y X Y X X
= = − β − β = − β −β + β β =
= − β + β β
     
  
здесь мы воспользовались тем, что  — скаляр, и поэтому 
он совпадает со своим транспонированным значением.
необходимое условие минимума (в матричной форме):
( ' )
2 ' 2 ' 0.
e e X Y X X∂ = − + β =
∂β


здесь мы воспользовались свойствами векторного и матрич-
ного дифференцирования, что значит продифференцировать век-
тор-функцию по вектору переменных:
1 1
1
1
( ) ( )
...
( )
... ,
( ) ( )
...
n
m m
n
x x
x x
x
x
x x
x x
∂j ∂j 
 ∂ ∂ ∂j  =
∂  ∂j ∂j 
 ∂ ∂ 
где j(х) — m-мерная вектор-функция; х — n-мерный вектор.
случаи:
1 11) ( ) ' , ( , ..., ), ( , ..., ),n nx a x a a a x x xj = = =
 
тогда 
( )
';
x
a
x
∂j
=
∂
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2) ( ) ' , :x x Ax A n nj = ×  — матрица, тогда ( ) '( ');x x A A
x
∂j
= +
∂  
если матрица А симметричная, то 
( )
2 ' ;
x
x A
x
∂j
=
∂
3) ( ) , :x A A m nj = ×  — матрица, тогда ( ) .x A
x
∂j
=
∂
итак, 
ESS
2 ' 2 ' 0.X Y X X∂ = − + β =
∂β


отсюда 2 ' 2 ' ;X Y X X= β

 ' 'X Y X X= β

; если матрица ( ' )X X  
невырождена, то 1( ' ) 'X X X Y−β =

 — Мнк-оценки коэффициентов 
МлрМ.
коэффициенты по методу наименьших квадратов существуют 
не всегда, а только в том случае, когда определитель матрицы (X ' X) 
отличен от нуля. определитель будет равен нулю в случае, если 
столбцы матрицы X линейно зависимы. Это может произойти, если 
между независимыми переменными существует точное линей-
ное соотношение. если такое соотношение между переменными 
существует, мы говорим о том, что в модели присутствует полная 
мультиколлинеарность.
например, рассмотрим модель со средней оценкой студента 
на экзамене, состоящую из трех объясняющих переменных: I — 
доход родителей; D — среднее число часов, затраченных на обуче-
ние в день; W — среднее число часов, затраченных на обучение 
в неделю. очевидно, что W = 7D. и это соотношение будет выпол-
няться для каждого студента, который попадет в нашу выборку. 
полную мультиколлинеарность отследить легко, поскольку в этом 
случае невозможно построить оценки по методу наименьших 
квадратов. если в модели присутствует полная мультиколлинеар-
ность, следует удалить из регрессионного уравнения одну из пере-
менных, которые входят в линейное соотношение.
наряду с коэффициентами исходного регрессионного уравне-
ния рассматривают еще нормализованные коэффициенты.
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нормализуем исходные переменные, для чего вычислим
1 1 1,   , ;( ) ;
N N
ij j
j j
j j k
X Y
X Y
N N
= == …= =
∑ ∑
2 2
1 12 21,( ), ; .
i
n N
ij j
j j
x i y
X Y
d X di
N
k Y
N
= == =…= − −
∑ ∑
введем новые переменные:
1,( ., ;)
i
i i
i
x y
X X Y YZ U
d
k
d
i− −=…= =
 
(4)
очевидно, что 1 2 ... 0nz z z u= = = = =  и 1 2 ... 1,nz z z ud d d d= = = = =  
т. е. новые переменные нормализованы. вместо векторов наблюде-
ний (X
1j, …, Xnj, Yj) будем рассматривать N векторов (Z1j, …, Znj, Yj), 
которые получены путем использования формул (4).
будем оценивать коэффициенты регрессионной функции 
1 1 0... ,n nU Z Z= α + + α + α  которые называются нормализованными 
коэффициентами регрессии. если для их отыскания использовать 
метод наименьших квадратов, то очевидно, что α
0
 = 0. поэтому 
линейная функция с нормализованными коэффициентами регрес-
сии имеет вид:
1 1 ... .n nU Z Z= α + + α  (5)
построим функцию
2
1 1 1
1
( ,..., ) ( ... )
n
n j n nj j
j
Z Z U
=
Φ α α = α + + α −∑   
и будем искать ее наименьшее значение по параметрам { } :iα
{ }1
2
1 1 1
, ...,
1
min ( ,..., ) ( ... ) .
n
n
n j n nj j
j
Z Z U
α α
=
 
Φ α α = α + + α − 
 
∑   
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продифференцировав эту функцию по всем параметрам  
( j = 1, …, k) и приравняв эти производные к нулю, получим k урав-
нений. например, для частной производной по  получим
1 1
1
2 ( ... ) 0.
N
j n nj j ji
ij
Z Z U Z
=
∂Φ
= α + + α − =
∂α ∑
 

разделим обе части на N и раскроем скобки. получим
1
1 1 1
1 ... .
N N N
j ij nj ij j ij
j j j
n
Z Z Z Z U Z
N N N
= = =α + + α =
∑ ∑ ∑
 
 
(6)
воспользовавшись соотношением (3), получим
1
k i k i
N
kj ij
j
z z x x
Z Z
r r
N
= = =
∑
  (l = 1, …, k);
1
u i i
N
j ij
j
z z yx
U Z
r r
N
= = =
∑
  (j = 1, …, k);
1 1
i i i i
N
ij ij
j
z z x x
Z U
r r
N
= = = =
∑
  (j = 1, …, k).
введем следующие обозначения:
i kx x ik
r r= ( j=1, …, k, l = 1, …, k);
0iyx i
r r=  ( j = 1, …, k).
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подставив их в полученное выше выражение, получим систему, 
состоящую из k линейных уравнений с k неизвестными 
11 1 12 2 1 01
21 1 22 2 2 01
1 1 2 2 0
...
...
.
...
...
n n
n n
n n nn n n
r r r r
r r r r
r r r r
β + β + + β =
 β + β + + β =


 β + β + + β =  
(7)
Матрица этой системы называется корреляционной матри-
цей R:
12 13 1
21 23 2
1 2 3
1 ...
1 ...
   .
...
...
n
n
n n n nn
r r r
r r r
R  
r r r r
 
 
 =
 
 
 
по главной диагонали матрицы R стоят единицы, поскольку 
rii = 1. Матрица является симметричной, поскольку rik = rki. кроме 
того, при внимательном отношении к сбору данных она является 
невырожденной, т. е. решение системы (7) всегда существует.
решив систему (7), получим значения нормализованных коэф-
фициентов регрессии β
1
, …, βn.
для получения оценок коэффициентов исходного уравне-
ния (3) подставим переменные (4) в уравнение (5):
1
1 1
1 ... .
n
n n
n
y x x
y y x x x x
d d d
− − −
= α + + α 
преобразовав это выражение, получаем:
1 2
1 2
1 1 2
1 1 2
...
... .
n
n
y y y
n
x x x
y y y
n n
x x x
d d d
y x x x
d d d
d d d
y x x x
d d d
= α + α + + α +
 
+ − α − α − − α  
 
  
  
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сравнивая данное выражение с исходным, получаем формулы 
для вычисления коэффициентов регрессии 
1
2
1 1
2 2
0 1 1
,
,
... .
,
...
n
y
x
y
x
y
n n
x
k n
d
d
d
d
d
d
y x x

β = α


β = α




β = α


β = − α − − α









 
таким образом, зная нормализованные коэффициенты, можно 
найти исходные коэффициенты регрессии.
Пример. Используя данные табл. 42 необходимо:
1) изобразить облако наблюдений на графике;
2) по графику подобрать наиболее подходящую модель и оценить ее 
параметры.
Таблица 42
выборка из 14 наблюдений с переменными Xi и Yi 
№ наблюдения Xi Yi
1 39 31
2 43 33
3 44 34
4 50 36
5 59 37
6 57 40
7 63 41
8 58 43
9 64 44
10 70 46
11 72 48
12 79 51
13 35 23
14 33 27
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Р е ш е н и е: 
1. Построим диаграмму рассеяния (рис. 23).
 
0
2
4
6
8
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12
0 5 10 15 20
рис. 23. диаграмма рассеяния
Нелинейность прослеживается.
2. Найдем оценки параметров параболической регрессии
2
0 1 2 ,Y b b X b X= + +

воспользовавшись методом наименьших квадратов оценки параметров 
множественной линейной регрессионной модели, для чего примем  
Если в уравнение подставить Z вместо X 2, получим множественную линей­
ную регрессионную модель 
Введем следующие обозначения:
1
...
N
y
Y
y
 
 =  
  
— вектор;
1 11
... ... ...
1 N N
X Z
X
X Z
 
 =  
  
 — матрица размера 3 × N (в нашем случае N = 15);
0
1
2
b
b b
b
 
 =  
  
 — вектор параметров регрессии, который надо найти;
1( ' ) ' ,b X X X Y−=  где X ' — транспонированная матрица X.
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Получаем:
Xi
1 7 49 6
1 7 49 5
1 7 49 4
1 8 64 5
1 9 81 6
1 10 100 4
1 11 121 3
Х = 1 13 169 Y = 2 .
1 14 196 2
1 15 225 3
1 6 36 6
1 5 25 7
1 5 25 8
1 4 16 11
1 3 9 9
1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
X ' = 7 7 7 8 9 10 11 13 14 15 6 5 5 4 3
49 49 49 64 81 100 121 169 196 225 36 25 25 16 9
Матрица (X 'X) размера 3 × 3 имеет следующую структуру:
1 1
2
1 1 1
2
1 1 1
( ' ) .
N N
i i
i i
N N N
i i i i
i i i
N N N
i i i i
i i i
N X Z
X X X X X Z
Z X Z Z
= =
= = =
= = =
 
 
 
 
=  
 
 
 
 
∑ ∑
∑ ∑ ∑
∑ ∑ ∑
Вектор X 'Y имеет структуру 
1
1
1
' .
N
i
i
N
i i
i
N
i i
i
Y
Y X
X Y
Y Z
=
=
=
 
 
 
 
 =  
 
 
 
 
 
∑
∑
∑
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Для нахождения указанных выше матриц составим и заполним вспо-
могательную таблицу (табл. 43).
Таблица 43
Параметры регрессии
N Xi Yi Xi × Zi Xi × Yi Zi × Yi
1 7 49 6 343 49 2 401 42 294
2 7 49 5 343 49 2 401 35 245
3 7 49 4 343 49 2 401 28 196
4 8 64 5 512 64 4 096 40 320
5 9 81 6 729 81 6 561 54 486
6 10 100 4 1000 100 10 000 40 400
7 11 121 3 1331 121 14 641 33 363
8 13 169 2 2197 169 28 561 26 338
9 14 196 2 2744 196 38 416 28 392
10 15 225 3 3375 225 50 625 45 675
11 6 36 6 216 36 1 296 36 216
12 5 25 7 125 25 625 35 175
13 5 25 8 125 25 625 40 200
14 4 16 11 64 16 256 44 176
15 3 9 9 27 9 81 27 81
сумма 
в столбце 124 1 214 81 13 474 1214 162 986 553 4 557
Тогда
15 124 1214 81
X 'X = 124 1 214 13 474 X 'Y= 553
1 214 13 474 162 986 4 557
2,6626 −0,629 0,0321 14,5
(X 'X)−1 = −0,629 0,158 −0,008 (X 'X)−1X 'Y = −1,66
0,0321 −0,008 0,0005 0,057
Итак, b
0
 = 14,5; b
1
 = −1,66; b
2
 = 0,057.
Получаем уравнение регрессии:
214,5 1,66 0,057 .Y X X= + − ⋅ + ⋅

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после расчетов Мнк-коэффициентов и получения выбороч-
ной линии регрессии необходимо проверить, насколько рассматри-
ваемая модель подходит имеющимся данным. показателем соот-
ветствия реальных и модельных данных является коэффициент 
детерминации, которому посвящена следующая глава.
Задания по теме
1. даны уравнения:
0 1 2log log ;Y W S= β + β + β + ε
0 1 2log( / ) log ,Y W W S= γ + γ + γ + ε
где Y — годовой доход работника; W — число рабочих дней в году; S — 
полное число лет, потраченных работником на образование.
а) покажите, что для соответствующих Мнк-оценок выполнены 
соотношения:
0 0 2 2 1 1; ; 1.γ = β γ = β γ = β −
  
  
б) покажите, что остатки этих регрессий совпадают.
в) при каких условиях коэффициент детерминации в первой регрес-
сии будет больше коэффициента детерминации во второй регрессии? что 
можно сказать о качестве подгонки?
2. покажите, что в регрессии Y на прогнозные значения  свободный 
коэффициент равен нулю, а коэффициент наклона — единице.
3. имеются 20 наблюдений (в млн руб.) следующих переменных:
Y — выпуск продукции предприятия;
X
1
 — объем основных фондов;
Х
2
 — объем оборотных средств;
Х3 — объем фонда оплаты труда.
оцените методом наименьших квадратов следующие зависимости:
а) 2 ;Y X= α + β + ε
б) 2 ;Y X
β= α ε
в) 0 1 1 2 2 3 3 ;Y X X X= β + β + β + β + ε
г) 31 20 1 2 3 .Y X X X
ββ β= β ε
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в каждом случае:
1) оцените качество подгонки линии регрессии к имеющимся 
данным;
2) рассчитайте стандартную ошибку регрессии и стандартные 
ошибки коэффициентов;
3) проверьте значимость регрессии в целом;
4) проверьте значимость коэффициентов;
5) сравните линейную и логарифмическую модели;
6) проведите F-тест на улучшение качества оценивания моделей «в» 
и «а».
сделайте выводы.
контрольные вопросы
1. система нормальных уравнений для нахождения коэффициентов 
по Мнк.
2. в каком случае линия регрессии по методу наименьших квадра-
тов не существует?
3. приведите пример модели, в которой присутствует полная 
мультиколлинеарность.
4. укажите размерности матриц, участвующих в формуле 
Мнк-коэффициентов.
5. как устранить проблему полной мультиколлинеарности?
6. выведите систему нормальных уравнений.
7. выведите матричную формулу Мнк-коэффициентов.
8. приведите пример ситуации, когда линейной зависимости между 
объясняющими переменными нет, а коэффициенты МлрМ не 
существуют.
9. как влияют выбросы на результаты оценивания?
10. как исследовать устойчивость результатов оценивания?
глава 4  
Оценка качества подгонки линии регрессии 
к имеющимся данным
итак, гиперплоскость мы построили. насколько хорошо нам 
удалось объяснить изменение переменной Y нашей моделью? 
чтобы выявить это, разложим вариацию Y на две части. после 
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чего посмотрим, насколько наше уравнение объясняет вариа-
цию Y и какова часть Y, которую мы не можем объяснить нашим 
уравнением.
рассмотрим величину 2
1
( ) ,
N
i
i
Y Y
=
−∑  являющуюся мерой вариа-
ции переменной Y вокруг ее среднего значения. распишем эту 
величину:
2 2
1 1
2 2
1 1 1
( ) ( )
( ) 2 ( )( ) ( ) .
N N
i i i i
i i
N N N
i i i i i i
i i i
Y Y Y Y Y Y
Y Y Y Y Y Y Y Y
= =
= = =
− = − + − =
= − − − − + −
∑ ∑
∑ ∑ ∑
 
   
 I II  III
в этой сумме слагаемое II = 0, если в уравнении есть свобод-
ный член. таким образом, в разложении этой суммы остаются 
только два слагаемых:
2 2 2
1 1 1
( ) ( ) ( )
TSS              ESS          RSS
N N N
i i i i
i i i
Y Y Y Y Y Y
= = =
− = − + −∑ ∑ ∑
 
,
где TSS (Total Sum of Squares) — вся дисперсия или вариация Y, 
характеризующая степень случайного разброса значений функции 
регрессии около среднего значения Y; ESS (Error Sum of Squares) — 
сумма квадратов остатков регрессии, та величина, которую мы 
минимизируем при построении прямой, часть дисперсии, кото-
рая нашим уравнением не объясняется; RSS (Regression Sum of 
Squares) — объясненная нашей моделью часть вариации.
естественно полагать, что чем «лучше» рассматриваемая 
модель, тем больше прогнозные значения  похожи на реальные 
значения Y (рис. 24), и, следовательно, объясненная часть вариации 
переменной Y больше, а необъясненная соответственно меньше.
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рис. 24. разложение отклонения от среднего значения переменной Y
Коэффициентом детерминации или долей, объясненной 
нашим уравнением дисперсии, называется величина 
2 RSS ESS1 .
TSS TSS
R = = −
свойства коэффициента детерминации:
1. 20 1R≤ ≤  в силу определения.
2. если , то RSS = 0, т. е. наша регрессия ничего не 
объяс няет, ничего не дает по сравнению с тривиальным прогнозом 
 наши данные позволяют сделать вывод о независимости Y 
и X: изменение в переменной X никак не влияет на изменение сред-
него значения переменной.
3. при R2 = 1 все точки (X
i 
, Yi) лежат на одной прямой (ESS = 0). 
тогда на основании наших данных можно сделать вывод о наличии 
функциональной, а именно линейной, зависимости между пере-
менными Y и X. изменение переменной Y полностью объясняется 
изменением переменной X.
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4. если  то чем ближе R2 к 1, тем лучше качество под-
гонки кривой к нашим данным, тем точнее  аппроксимирует Y.
5. величина R2 возрастает при добавлении еще одного регрес-
сора, поэтому при выборе между несколькими регрессионными 
уравнениями не следует полагаться только на коэффициент детер-
минации R2.
попыткой устранить эффект, связанный с ростом R2 при уве-
личении числа регрессоров, является коррекция R2 на число рег-
рессоров — наложение «штрафа» за увеличение числа независи-
мых переменных. скорректированный R2 имеет вид:
2
ESS
( 1)
1 ,TSS
( 1)
adj
N kR
N
− −= −
−
где в числителе — несмещенная оценка дисперсии ошибок, в зна-
менателе — несмещенная оценка дисперсии Y.
свойства скорректированного 
2 2 11) 1 (1 ) ;
1adj
NR R
N k
−
= − −
− −
2 2  1;2) ,adj kR R >>
2 2 2 2 21 11 (1 ) (1 ) 1 0  , 1;adj
N NR R R R R
N
k
k N k
− − − = − + − = − + − > 

>
− −
23) 1,adjR ≤  но может быть и 
2 0.adjR ≤
в определенном смысле использование  для сравнения рег-
рессий при изменении числа регрессоров более корректно.
Упражнение. Покажите, что статистика  увеличится при добав-
лении новой переменной тогда и только тогда, когда t­статистика коэф-
фициента при этой переменной по модулю больше 1.
таким образом, если в результате регрессии с новой пере-
менной статистика  увеличилась, это еще не означает, что 
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коэффициент при этой переменной значимо отличается от нуля, 
поэтому мы не можем сказать, что спецификация модели улучши-
лась. Это первая причина, почему статистика  не стала широко 
использоваться в качестве диагностической величины. вторая 
причина — уменьшение внимания к самому коэффициенту R2. 
на практике даже плохо определенная модель регрессии может 
давать высокий коэффициент R2. поэтому теперь он рассматри-
вается в качестве одного из целого ряда диагностических показа-
телей, которые должны быть проверены при построении модели 
регрессии. следовательно, и корректировка его мало что дает.
итак, при помощи регрессионного анализа мы получили 
оценки интересующей нас зависимости: 
однако это всего лишь статистические оценки. возникает 
вопрос, насколько они хороши. оказывается, что наши оценки 
получаются достаточно надежными при выполнении некоторых 
условий. Эти условия будут рассмотрены в следующей главе.
Пример. Воспользовавшись данными, представленными в табл. 44, 
выполним следующее:
1) оценим зависимости:
а)  где X — располагаемый личный доход (млрд долл. 
в ценах 1992 г.), Y — расходы на медицинские услуги (млрд 
долл. в ценах 1992 г.);
б)  где t — относительное время, переменная, равная 1 
для 1991 г., равная 2 для 1992 г., …, равная 10 для 2000 г.;
2) рассчитаем R
2
 для обоих уравнений и проинтерпретируем резуль-
таты.
Таблица 44
личный располагаемый доход и расходы на медицинские услуги 
потребителей в период с 1991 по 2000 г. (млрд долл. в ценах 1992 г.)
годы 1991 1992 1993 1994 1995 1996 1997 1998 1999 2000
время 1 2 3 4 5 6 7 8 9 10
личный 
располагаемый 
доход
858,4 875,8 906 942,9 988,8 1 015,5 1 021,6 1 049,3 1 095,4 1 095
Медицинские 
услуги
17,2 17,8 18 19,2 18,6 20,1 21,5 22 23,3 23,3
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Р е ш е н и е:
1. Первая модель: .Y X= α + β + ε
Найдем оценки параметров линейной регрессии Y на X по следую-
щим формулам:
1
2
21
; ,
( )
N
i i
i
N
i
i
X Y
XY
Nb a Y bX
X
X
N
=
=
−
= = −
−
∑
∑
где  — выборочные средние по соответствующим переменным:
1 1, ,
N N
i i
i i
X Y
X Y
N N
= == =
∑ ∑
 N — объем выборки (у нас N = 10).
Для нахождения коэффициентов составим и заполним вспомога-
тельную таблицу (табл. 45).
Таблица 45
выборочные средние по переменным
№ наблюдения Xi Yi
1 858,4 17,2 736 851 14 764,5
2 875,8 17,8 767 026 15 589,2
3 906 18 820 836 1 6308
4 942,9 19,2 889 060 18 103,7
5 988,8 18,6 977 725 18 391,7
6 1 015,5 20,1 1 031 240 20 411,6
7 1 021,6 21,5 1 043 667 21 964,4
8 1 049,3 22 1 101 030 23 084,6
9 1 095,4 23,3 1 199 901 25 522,8
14 1095 23,3 1 199 025 25 513,5
сумма в столбце (S) 9 848,7 201 9 766 362 19 9654
средняя сумма (S/N) 984,87 20,1 976 636 19 965,4
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Подставим числа из последней строки табл. 45 на соответствующие 
места в формулы:
1
2
2
21
199 565,4 984,87 20,1
0,025;
976 636 (984,87)
( )
N
i i
i
N
i
i
X Y
XY
Nb
X
X
N
=
=
− − ⋅
= = =
−
−
∑
∑
20,1 0,025 948,87 4,94.a Y bX= − = − ⋅ = −
Итак, получаем уравнение регрессии 4,94 0,025 .Y X= − + ⋅

Вторая модель: .Y t= α + β + ε
Для нахождения коэффициентов составим и заполним вспомога-
тельную таблицу (табл. 46).
Таблица 46
Относительное время и выборочная средняя по Yi
№ наблюдения t Yi t2 t · Yi
1 1 17,2 1 17,2
2 2 17,8 4 35,6
3 3 18 9 54
4 4 19,2 16 76,8
5 5 18,6 25 93
6 6 20,1 36 120,6
7 7 21,5 49 150,5
8 8 22 64 176
9 9 23,3 81 209,7
14 10 23,3 100 233
сумма в столбце (S) 55 201 385 1 166,4
средняя сумма (S/N) 5,5 20,1 38,5 1 16,64
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Подставим числа из последней строки таблицы на соответствующие 
места в формулы:
1
2
2
21
116,64 5,5 20,1
0,74;
38,5 (5,5)
( )
N
i
i
N
i
tY
t Y
Nb
t
t
N
=
=
− − ⋅
= = =
−
−
∑
∑
116,64 0,74 5,5 16,04.a Y bt= − = − ⋅ =
Итак, получаем уравнение регрессии 16,04 0,74 .Y t= + ⋅

2. Коэффициент детерминации R2— мера качества подгонки линии 
регрессии к имеющимся данным. Коэффициент детерминации рассчиты-
вается по следующей формуле:
2 RSS ESS1 ,
TSS TSS
R = = −
где TSS (Total Sum of Squares) — вся дисперсия или вариация Y, характери-
зующая степень случайного разброса значений функции регрес сии около 
среднего значения Y,  ESS (Error Sum of Squares) — сумма 
квадратов остатков регрессии, та величина, которую мы минимизируем 
при построении плоскости, часть дисперсии, которая нашим уравнением 
не объясняется,  RSS (Regression Sum of Squares) — объяс­
ненная часть дисперсии, 
Здесь  — прогнозное значение переменной Y в i­м 
наблюдении.
Чтобы рассчитать коэффициент детерминации для первой модели, 
заполним вспомогательную таблицу (табл. 47).
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Таблица 47
Данные для расчета коэффициента детерминации (для 1-й модели)
№ наблюдения Xi Yi
1 858,4 17,2 16,88 0,32 0,10 −2,90 8,41
2 875,8 17,8 17,33 0,47 0,22 −2,30 5,29
3 906 18 18,09 −0,09 0,01 −2,10 4,41
4 942,9 19,2 19,03 0,17 0,03 −0,90 0,81
5 988,8 18,6 20,20 −1,60 2,56 −1,50 2,25
6 1 015,5 20,1 20,88 −0,78 0,61 0,00 0,00
7 1 021,6 21,5 21,03 0,47 0,22 1,40 1,96
8 1 049,3 22 21,74 0,26 0,07 1,90 3,61
9 1 095,4 23,3 22,91 0,39 0,15 3,20 10,24
10 1 095 23,3 22,90 0,40 0,16 3,20 10,24
Cумма 
в столбце 9 848,7 201 4,12 47,22
Cредняя сумма 984,87 20,1 ESS TSS
Итак, 2
ESS 4,12
1 1 0,91.
TSS 47,22
R = − = − =
Заполним таблицу для второй модели (табл. 48).
Таблица 48
Данные для расчета коэффициента детерминации (для 2-й модели)
№ наблюдения X
2i Yi
1 1 17,2 16,78 0,42 0,18 −2,90 8,41
2 2 17,8 17,52 0,28 0,08 −2,30 5,29
3 3 18 18,25 −0,25 0,06 −2,10 4,41
4 4 19,2 18,99 0,21 0,04 −0,90 0,81
5 5 18,6 19,73 −1,13 1,28 −1,50 2,25
6 6 20,1 20,47 −0,37 0,14 0,00 0,00
7 7 21,5 21,21 0,29 0,09 1,40 1,96
8 8 22 21,95 0,05 0,00 1,90 3,61
9 9 23,3 22,68 0,62 0,38 3,20 10,24
10 10 23,3 23,42 −0,12 0,01 3,20 10,24
сумма 
в столбце 55 201   2,26  47,22
средняя сумма 5,5 20,1 ESS TSS
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Итак, 
Полученный коэффициент детерминации показывает, что рассма-
триваемая модель объясняет имеющиеся данные на 94 %.
Задания по теме
1. получены следующие результаты оценивания по Мнк (в скобках 
указана стандартная ошибка):
0,4 1,0
                (0,1)
i i iY X e= − + + .
объем выборки n = 52. покажите, что 2 2 3.R =
2. покажите, что .YXY
X
sr
s
β =

3. пусть  — коэффициент наклона в регрессии Y на X, а  — оценка 
коэффициента наклона в регрессии X на Y. покажите, что  тогда 
и только тогда, когда R2 = 1.
4. покажите, что в парной линейной регрессии 
5. покажите, что коэффициент R2 равен коэффициенту корреляции 
между Y и .
контрольные вопросы
1. для чего нужен коэффициент детерминации?
2. в чем заключается основная идея построения характеристики 
качества подгонки линии регрессии к имеющимся данным?
3. как связаны между собой коэффициент детерминации и коэффи-
циент корреляции в парной модели?
4. в каком случае коэффициент детерминации имеет смысл?
5. докажите, что второе слагаемое в разложении общей вариации 
равно нулю.
6. какие свойства коэффициента детерминации вы знаете?
7. в каких случаях нельзя использовать коэффициент детерминации 
для сравнения моделей?
8. что такое скорректированный коэффициент детерминации?
9. всегда ли скорректированный коэффициент детерминации увели-
чивается при добавлении новых переменных?
10. перечислите свойства скорректированного коэффициента детер-
минации.
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глава 5  
Статистические свойства оценок  
коэффициентов млрм
Условия гаусса—маркова
полученные оценки неизвестных коэффициентов регрессион-
ного уравнения  мы с вами можем рассматривать как случайные 
величины. действительно, при повторении наблюдений над эконо-
мическим объектом, получении выборок того же самого объема N 
при тех же самых значениях объясняющей переменной X значение 
результирующего параметра Y будет варьироваться за счет слу-
чайного члена ε, а следовательно, будут варьироваться зависящие 
от Y
1
, …, YN значения оценок. если же X — случайная величина, 
то тогда вариация оценок будет зависеть и от вариации X. таким 
образом, свойства коэффициентов регрессии будут существенным 
образом зависеть от свойств случайного члена ε и от свойств X, 
если X — случайная величина.
для того чтобы оценки, полученные по Мнк, давали «наи-
лучшие» результаты, мы потребуем от остаточного члена или 
ошибки ε и от вариации X выполнения следующих условий:
1 11) ... k kY X X= β + + β + ε — спецификация модели;
2) X
1
, …, Xk — детерминированные векторы, линейно незави-
симые в Rn, т. е. матрица X имеет максимальный ранг k + 1 
(в повторяющихся наблюдениях единственным источником 
случайных возмущений вектора Y являются случайные воз-
мущения вектора ε);
3) 0;iEε =
2 24) ( ) ,i iE Var εε = ε = σ  дисперсия ошибки не зависит от номера 
наблюдения;
5) ( , ) ( ) 0i k i jCov Eε ε = ε ε =  при i ≠ k, т. е. некоррелированность 
ошибок разных наблюдений;
26) (0, ),i N εε ∈ σ  т. е. εi — нормально распределенная случай-
ная величина со средним 0 и дисперсией 
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если в модели выполняются условия 1–5, такую модель 
называют классической множественной линейной регрессионной 
моделью (кМлрМ); если выполняются условия 1–6 — нормаль-
ной множественной линейной регрессионной моделью (нМлрМ); 
условия 1–5 называют условими гаусса — Маркова.
в матричной форме условия гаусса — Маркова выглядят сле-
дующим образом.
вектор математических ожиданий ошибок Eε = 0.
Матрица ковариаций вектора ошибок
2
1 1 2 1
2
2 1 2 2
2
1 2
( ) ( ) ... ( )
( ) ( ) ... ( )
( ')
...
( ) ( ) ... ( )
N
N
N N N
E E E
E E E
M
E E E
 ε ε ε ε ε
 
ε ε ε ε ε W = = εε 
  ε ε ε ε ε 
в классической регрессионной модели имеет следующий вид:
2
2
2
0 ... 0
0 ... 0
...
0 0 ...
 σ
 
σ W =  
  σ 
, или т 2( ) ( ) .NVar E Iε = εε = σ
Матрица W предполагается положительно определенной, т. е. 
 условия 3–6 в векторном виде, таким образом, выгля-
дят как  т. е. εi имеют совместное нормальное рас-
пределение со средним 0 и матрицей ковариаций 
в случае нМлрМ условие 5 эквивалентно условию статисти-
ческой независимости ошибок для разных наблюдений. действи-
тельно, если две нормально распределенные величины не коррели-
рованы, то они независимы.
обсудим перечисленные выше условия.
1. спецификация модели отражает наше представление о меха-
низме зависимости Y и X и выбор объясняющей переменной X.
2. Мы будем предполагать, что Хi — детерминированные 
константы, т. е. значение Хi (значение объясняющей переменной 
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в каждом наблюдении) считается экзогенным, полностью опреде-
ляемым внешними причинами. такое предположение подразуме-
вает то, что переменная Х полностью контролируется исследова-
телем, который может изменять ее значение в целях эксперимента. 
Это предположение нереалистично во многих экономических 
и бизнес-моделях. позже мы посмотрим, сохранятся ли свойства 
оценок в случае, если X — случайная величина.
3. в матричной форме третье условие выглядит так: Eε = 0. 
Это условие состоит в том, что математическое ожидание случай-
ного члена равно нулю в любом наблюдении. иногда случайный 
член бывает положительным, иногда отрицательным, но он не дол-
жен иметь смещения ни в одном возможном направлении.
надо сказать, что если в уравнение включается постоянный 
член, то бывает разумным предположить, что первое условие 
выполняется автоматически, так как роль константы и состоит 
в определении любой систематической составляющей в Y, кото-
рую не учитывают объясняющие переменные (если спецификация 
модели выбрана правильно).
иллюстрация: предположим, что ,iEε = μ  тогда
( ) ( ) ;
i i i i i
i i i i
Y X X
X X
= α + β + ε = α + β + ε + μ − μ =
′ ′= α + μ + β + ε − μ = α + β + ε
( ) 0.iE ε − μ = μ − μ =
таким образом, исходная модель эквивалентна новой модели 
с ошибкой, имеющей нулевое математическое ожидание, и другим 
свободным членом.
4. четвертое условие говорит нам о том, что дисперсии оши-
бок постоянны для всех наблюдений. иногда случайный член 
будет больше, иногда меньше, но не должно быть априорной при-
чины для того, чтобы он порождал большую в одних наблюдениях 
ошибку, чем в других. условие независимости ошибок от номера 
наблюдения называют гомоскедастичностью. случай, когда 
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условие гомоскедастичности нарушается, называется гетероске-
дастичностью. оба случая можно иногда наблюдать графически 
(рис. 25, 26).
 
X
Y
рис. 25. гомоскедастичность
Y
X
рис. 26. гетероскедастичность
5. пятое условие указывает на некоррелированность оши-
бок для разных наблюдений. Это условие предполагает отсутст-
вие систематической связи между значениями случайного члена 
в любых двух наблюдениях (см. рис. 27). оно почти всегда нару-
шается, если наши данные представляют собой временные ряды. 
в случае, если это условие не выполняется, говорят об автокорре-
ляции остатков. для простейшего случая  такой про-
цесс называют автокорреляционным процессом первого порядка, 
его типичная реализация представлена на рис. 28, 29.
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Y
X
рис. 27. автокорреляция отсутствует
 
Y
X
рис. 28. положительная автокорреляция первого порядка, ρ > 0
Y
X
рис. 29. отрицательная автокорреляция первого порядка, ρ > 0
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автокорреляция иногда является следствием неправильного 
выбора формы зависимости (рис. 30).
Y
X
рис. 30. неправильный выбор формы зависимости
6. Шестое предположение о нормальности ошибок не явля-
ется чем-то сверхъестественным. действительно, ошибки εi вклю-
чают в себя много факторов, которые, в принципе, можно считать 
независимыми. отсюда, как следует из центральной предельной 
теоремы ляпунова, εi будут иметь почти нормальное распределе-
ние. отметим, что в случае кМлрМ шестое условие эквива лентно 
условию статистической независимости ошибок для разных 
наблюдений. действительно, если две нормально распределенные 
величины не коррелированы, то они независимы.
Свойства статистических оценок
итак, пусть мы находимся в условиях классической множе-
ственной линейной регрессионной модели. какими свойствами 
обладают в этом случае Мнк-оценки коэффициентов модели?
выделяют два типа свойств статистических оценок:
 • Асимптотические свойства. проявляются при больших 
объемах выборки, показывают, что происходит со стати-
стической оценкой при увеличении объема выборки. к ним 
относятся состоятельность, асимптотическая несмещен-
ность, асимптотическая нормальность, асимптотическая 
эффективность.
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 • Свойства оценок при фиксированном объеме выборки. 
к ним относятся несмещенность и эффективность.
рассмотрим некоторые из этих свойств. пусть нас интересует 
некоторый неизвестный параметр q, и пусть  — некоторая точеч-
ная оценка этого параметра. статистическая оценка, используе-
мая на практике, обязательно должна быть состоятельной. если 
в нашем распоряжении имеется несколько состоятельных оценок, 
при помощи свойств несмещенности и эффективности мы можем 
выбрать наилучшую оценку.
Состоятельность. оценка называется состоятельной, если 
при увеличении объема выборки значения оценки стремятся по 
вероятности к истинному значению оцениваемого параметра: 
для доказательства состоятельности статистических оценок 
используются теоремы, относящиеся к законам больших чисел 
(например, теорема чебышева), и теорема слуцкого.
Теорема Слуцкого. пусть f (x, y) непрерывна в точке (a, b) 
и случайные последовательности Xn и Yn сходятся по вероятности 
к a и b соответственно: ;  тогда последова-
тельность  сходится по вероятности к 
несмещенность. несмещенной называют статистическую 
оценку , математическое ожидание которой равно истинному зна-
чению оцениваемого параметра, т. е. 
оценку, которая не удовлетворяет этому свойству, называют 
смещенной:  смещенность оценки означает присутствие 
в оценке систематических ошибок (ошибок одного знака), т. е. 
смещенная оценка завышает или занижает истинное значение 
параметра.
величину смещения обозначают следующим образом:
.bias Eq = q − q
 
для несмещенных оценок 0.biasq =

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несмещенность статистической оценки доказывается 
непосредственно.
Теорема. если  — несмещенная статистическая оценка 
и  то эта оценка состоятельна.
что лучше: смещенная или несмещенная оценка? однознач-
ного ответа нет. для одного и того же параметра существует бес-
конечно много несмещенных и смещенных состоятельных оценок. 
как выбрать самую точную оценку?
если рассматриваются две несмещенные оценки, то крите-
рием точности является дисперсия: выбираем ту статистическую 
оценку, дисперсия которой меньше.
Эффективность. говорят, что несмещенная оценка  более 
эффективна, чем несмещенная оценка , если ее дисперсия 
меньше:
( ) ( )1 2 .Var Varq < q
 
Эффективной в классе несмещенных оценок называют несме-
щенную оценку, которая при заданном объеме выборки N имеет 
наименьшую возможную дисперсию.
для доказательства эффективности несмещенной статистиче-
ской оценки используется неравенство рао — Фреше — крамера.
Теорема Рао — Фреше — Крамера (Рао — Крамера). пусть 
плотность распределения случайной величины X  удовлет-
воряет условиям регулярности:
 • область возможных значений случайной величины не зави-
сит от q;
 • информация Фишера  конечна и положительна.
информацией Фишера о неизвестном параметре q называется 
величина
( )
2
ln ( , )
.
f xI E ∂ q q =  ∂q 
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тогда для произвольной несмещенной оценки , постро-
енной по выборке объема N, выполняется неравенство 
рао — Фреше — крамера:
1
( ) .
( )
Var
N I
q ≥
⋅ q

так что если для какой-то несмещенной оценки ее дисперсия 
достигает нижней границы, определяемой неравенством рао — 
Фреше — крамера, эта оценка является эффективной.
если рассматривать все оценки, смещенные и несмещен-
ные, то статистическая оценка называется эффективной, если она 
составляет минимум ее среднеквадратической ошибки:
2 2( ) ( ) ( ) ( ) ( ) .MSE Var bias Var Eq = q + q = q + q − q
    
далее выясним, какими свойствами обладают оценки по 
методу наименьших квадратов при сделанных предположениях.
Статистические свойства мнк-оценок  
параметров млрм
как правило, эконометристов больше интересует состоятель-
ность оценки, чем ее несмещенность. смещенная, но состоятель-
ная оценка может не равняться истинному значению параметра 
в среднем, но с ростом выборки будет приближаться к истинному 
значению параметра. однако вопрос состоятельности метода наи-
меньших квадратов достаточно сложен, и мы оставим его за рам-
ками данного пособия. скажем только, что в некоторых достаточно 
важных практических случаях, таких как эндогенность, урезание 
переменной Y и др., Мнк теряет свойство состоятельности, что 
вынуждает исследователя искать другие методы получения состо-
ятельных оценок параметров интересующей модели.
в случае выполнения условий 1–5 гаусса — Маркова 
Мнк-оценки параметров МлрМ представляют собой наилучшие 
линейные несмещенные оценки, т. е. в классе линейных несме-
щенных оценок Мнк-оценки обладают наименьшей дисперсией.
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важность теоремы гаусса — Маркова заключается в следую-
щем. Мы можем придумать много возможных оценок для коэффи-
циентов β модели, в частности, можем придумать много линейных 
оценок, т. е. таких оценок, которые выражаются в виде взвешен-
ного среднего наблюдений объясняемой переменной. некоторые 
из этих оценок могут быть несмещенными, как, например, «наив-
ная» оценка. оценки коэффициентов уравнения по методу наи-
меньших квадратов в случае классической линейной модели — это 
«наилучшие» (эффективные) оценки в том смысле, что среди всех 
возможных линейных несмещенных оценок эти оценки имеют 
наименьшую дисперсию. Мнк-оценки являются «наилучшими» 
линейными несмещенными оценками (Best Linear Unbiased Esti-
mator — BLUE). вопрос нахождения такой оценки возникает 
в эконометрике снова и снова. в дальнейшем мы увидим, что при 
нарушении условий гаусса — Маркова Мнк-оценки уже не будут 
эффективными. в этом случае цель заключается в построении дру-
гих, не Мнк-оценок, которые уже будут «наилучшими».
докажем выполнение некоторых утверждений теоремы 
гаусса — Маркова для Мнк-оценок коэффициентов парной 
линейной модели и множественной линейной модели.
Утверждение 1. зависимость оценок от наблюдаемых значе-
ний Y является линейной.
рассмотрим парную линейную регрессионную модель 
 для которой
1
2
1
( )( )
.
( )
N
i i
i
N
i
i
X X Y Y
X X
=
=
− −
β =
−
∑
∑



пусть ( ), ( ).i i i iz X X u Y Y= − = −

тогда
2 2 2 2
( )
.i i i i i i i i i
i i i i
z u z y y z y y z
w y
z z z z
−
β = = = − =∑ ∑ ∑ ∑ ∑∑ ∑ ∑ ∑


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пусть  (воспользуемся тем, что  так как
( ) 0).i i i ix x x N x x x− = − = − =∑ ∑ ∑ ∑
если X — детерминированный вектор, то w тоже детерминиро-
ванный вектор (при повторении выборок значения не меняются).
легко убедиться, что
2
2
1
0,  , 1.i i i i i i
i
w w w z w x
z
= = = =∑ ∑ ∑ ∑∑
аналогично преобразовывая выражение для , мы получим
1
( ) .i ixw yN
α = −∑ 
таким образом, Мнк-оценки являются линейными оценками.
Утверждение 2. Мнк-оценки являются несмещенными.
в случае выполнения условий 2–3 гаусса — Маркова Мнк-
оценки являются несмещенными. покажем это на парной модели.
коэффициент β для парной модели:
( ) ;i i i i i i iw y w x wβ = = α + β + ε = β + ε∑ ∑ ∑

,i iE w Eβ = β + ε = β∑

 т. е.  — несмещенная оценка β.
коэффициент β для множественной модели:
1 1 1( ' ) ' ( ' ) '( ) ( ' ) ' ;X X X Y X X X X X X X− − −β = = β + ε = β + ε

1(( ' ) ' ,E E X X X−β = β + ε = β

 т. е.  — несмещенная оценка β.
для доказательства мы использовали свойства математиче-
ского ожидания и условия 2 и 3 гаусса — Маркова.
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Утверждение 3. о дисперсии и матрице ковариаций оценок.
для парной модели  тогда получаем дисперсию 
коэффициента :
2 2 2 2
1 1
1
2
2 2 2 2
1 2 1 2 1 1
21
1
( ) ( ) ( ) ( ...
2 ... 2 ) .
( )
N
i i
i
N
N N N N N N i N
i
i
i
Var E E w E w
w w w w w w
X X
=
ε
− − ε
=
=
β = β −β = ε = ε + +
σ
+ ε + ε ε + + ε ε = σ =
−
∑
∑
∑
 
среднеквадратическое отклонение коэффициента :
2
1
.
( )
N
i
i
X X
ε
β
=
σ
σ =
−∑

аналогично выводится формула для ( ) :Var α
2
2 1
2
1
( ) .
( )
N
i
i
N
i
i
X
Var
N X X
=
ε
=
α = σ
−
∑
∑

подобным образом можно отыскать ковариацию:
2
2
1
( , ) .
( )
N
i
i
XCov
X X
ε
=
−
α β = σ
−∑


Матрица ковариаций вектора оценок  для множественной 
модели с учетом равенства 1( ' ) 'X X X−β −β = ε

 равна
( ) ( )1 1
1 1 1 2 1
2 1 1 2 1
( ) ( )( ) ' ( ' ) ' ' ( ' )
( ' ) ' ( ') ( ' ) ( ' ) ' ( ' )
( ' ) ' ( ' ) ( ' ) .
N
Var E E X X X X X X
X X X E X X X X X X I X X X
X X X X X X X X
− −
− − − −
ε
− − −
ε ε
β = β −β β −β = εε =
= εε = σ =
= σ = σ
  
итак, 
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при выводе последней формулы мы воспользовались тем, что 
матрица, обратная к симметричной, также симметрична, свойст-
вами дисперсии и условиями 1–5 гаусса — Маркова.
дисперсия отдельного коэффициента  равна 
где  — i-й диагональный элемент матрицы 
в выражении матрицы ковариаций  фигурирует дисперсия 
остаточного члена . однако на практике мы эту дисперсию не 
знаем, поскольку не знаем ε
i 
, поэтому и не можем вычислить тео-
ретическую матрицу ковариаций . Мы сможем построить оценку 
этой матрицы, если сможем оценить дисперсию остаточного 
члена σ2 по результатам наблюдений. если условия гаусса — Мар-
кова выполняются, то величина
2
2 1 '
1 1
N
i
i
e
e es
N k N k
=
ε = =− − − −
∑
является несмещенной и состоятельной оценкой дисперсии оши-
бок  (в пособии приводим без доказательства). тогда оценки 
матрицы ковариаций оценок будут следующими:
2 1 2 2( ) ( ' ) , ( ) .
i
ii
jVar s X X s Var s a
−
ε εββ = = β =
 
 
то же для парной модели:
2
2
2 2 2 1
2 2
1 1
, .
( ) ( )
N
i
i
N N
i i
i i
x
ss s s
x x x x
ε =
α εβ
= =
= =
− −
∑
∑ ∑


стандартные отклонения коэффициентов регрессии, вычис-
ленные на основе предыдущей формулы, называются стандарт-
ными ошибками коэффициентов и приводятся в результатах 
регрес сии практически во всех статистических пакетах.
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до сих пор мы нигде не использовали условие 6 гаусса — 
Маркова, т. е. не делали никаких предположений о распределе-
нии вероятностей ошибок ε
i 
. если мы запостулируем нормальную 
форму этого распределения, Мнк-оценки будут обладать следую-
щими свойствами.
Утверждение 4. в предположениях нМлрМ  
т. е. Мнк-коэффициенты также имеют нормальное распределение 
(приводим без доказательства).
Утверждение 5. в случае нМлрМ
2
2
2 2
' ( )
~ ( )
e e N k s N kε
ε ε
−
= χ −
σ σ
 — приводим без доказательства.
Утверждение 6. в условиях нМлрМ оценки  дисперсии 
ошибок модели  независимы (приводим без доказательства).
приведенные выше свойства Мнк-оценок неизвестных пара-
метров модели имеют большое значение для статистических выво-
дов. Мы будем их использовать ниже при проверке статистических 
гипотез и построении доверительных интервалов коэффициентов 
регрессионного уравнения.
Задания по теме
1. предположим, дана регрессионная модель  которая 
удовлетворяет всем предпосылкам классической регрессионной модели. 
предложены следующие оценки коэффициента β:
1 2 32 2
( )( )
; ; .
( )
i i i i
i i
X Y X X Y YX
Y X X X
− −
β = β = β =
−
∑ ∑
∑ ∑
  
сравните статистические свойства этих оценок.
2. дана регрессионная модель  в которой все 
предпосылки кМлрМ, кроме  , выполняются. покажите, что 
Мнк-оценка  смещена, а Мнк-оценка  — нет.
3. дана регрессионная модель  в которой все 
классические предположения выполняются.
244
покажите, что Мнк-оценка совпадает с Мнк-оценкой  в модели 
 где Y * — остатки в регрессии Y на t; X * — остатки 
в регрессии X на t.
4. процесс, порождающий данные, описывается соотношением:
2 2
1 1 2 2 , ( ) 0, ( ) , ( ) 0,    .i i i jY X X E E E i j= β + β + ε ε = ε = σ ε ε = ≠
проводится регрессия Y на X
1
 стандартным образом и через остатки 
этой регрессии оценивается дисперсия σ2. покажите, что полученная 
оценка смещена вверх.
контрольные вопросы
1. какие свойства статистических оценок вы знаете?
2. какие свойства относятся к асимптотическим свойствам оценок?
3. перечислите условия гаусса—Маркова.
4. каков содержательный смысл условия гомоскедастичности?
5. каков содержательный смысл условия отсутствия автокорреля-
ции ошибок?
6. какие условия гаусса — Маркова используются при доказатель-
стве несмещенности Мнк-коэффициентов?
7. какие условия гаусса — Маркова используются при доказатель-
стве эффективности Мнк-коэффициентов?
8. что произойдет, если математическое ожидание ошибки уравне-
ния будет отлично от нуля?
9. где используется предположение о нормальности ошибок?
10. что такое стандартная ошибка регрессии и стандартная ошибка 
коэффициента?
11. согласны ли вы с тем, что несмещенная оценка всегда лучше, чем 
смещенная?
12. сформулируйте теорему гаусса — Маркова.
глава 6  
Проверка гипотез относительно возможных 
значений коэффициентов регрессии
при анализе экономических явлений у нас могут возник-
нуть некоторые гипотезы, которые выражаются математически 
через соотношения между параметрами модели. например, для 
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производственной функции кобба — дугласа  равенство 
 соответствует гипотезе о постоянной отдаче от масштаба. 
для проверки выполнения этих соотношений при помощи эмпи-
рических данных в эконометрике используется аппарат проверки 
статистических гипотез и построения доверительных интервалов. 
общая схема проверки статистических гипотез:
1. Формулируются нулевая и альтернативная гипотезы.
2. выбирается уровень значимости α (вероятность ошибки 
первого рода).
3. выводится статистический критерий, по выборке рассчиты-
вается наблюдаемое значение критерия.
4. строится критическая область (область маловероятных зна-
чений критерия при справедливости нулевой гипотезы).
5. если наблюдаемое значение критерия попадает в кри-
тическую область, нулевую гипотезу отвергают, если 
нет — не отвергают.
рассмотрим процедуру проверки шести наиболее важных 
гипотез о возможных значениях коэффициентов уравнения, пред-
полагая, что мы находимся в условиях нМлрМ.
Проверка гипотезы о равенстве коэффициента регресси-
онного уравнения некоторому числу β
0
. для данного теста нуле-
вая и альтернативная гипотезы выглядят следующим образом:
H
0
: β = β
0
;
H
а
: β ≠ β
0
.
или, учитывая, что  — несмещенная оценка β, можем перепи-
сать гипотезу:
H
0
: E ( ) = β
0
;
H
а
: E ( ) ≠ β
0
.
выведем статистический тест для проверки гипотезы.
поскольку  то , или 
 где 
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поэтому ~ (0,1).i i
ii
N
aε
β −β
σ

далее, 
2
2
2
( ) ~ ( 1)
sN k N kε
ε
− χ − −
σ
 и оценки  и  независимы, 
следовательно,
2
2
~ ( 1).
( 1)
( 1)
i
i i
ii
i i i i
ii
a t N k
sN k s s a
N k
ε
βε ε
ε
β −β
σ β −β β −β
= = − −
− −
− − σ


 
используем эту статистику для проверки интересующей нас 
гипотезы. вычисляем наблюдаемое значение критерия t
набл
 и срав-
ниваем полученное значение с критическим значением. критиче-
ское значение зависит от альтернативной гипотезы.
для проверки нулевой гипотезы при различных альтернатив-
ных гипотезах H
а
: βi ≠ βi0 находим tкр из таблиц критических точек 
распределения стьюдента (см. прил. 3) с N − k − 1 степенями сво-
боды для выбранного уровня значимости α и учитывая, что крити-
ческая область двусторонняя — 
далее, если  то мы говорим, что 
у нас нет оснований отвергнуть нулевую гипотезу; если же 
 то нулевую гипотезу мы отвергаем.
если же у нас критерий односторонний, то все вышепере-
численное сохраняется, за исключением критического значения 
статистики. его мы ищем по таблицам критических точек распре-
деления стьюдента с N − k − 1 степенями свободы для выбран-
ного уровня значимости α и учитывая, что критическая область 
односторонняя —  Между односторонними и дву-
сторонними критическими точками выполняется следующее 
соотношение:
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особенно просто критерий выглядит в случае, когда βi0 = 0, 
т. е. когда мы хотим убедиться в значимости этого коэффициента 
и таким образом убедиться в наличии связи между Y и Xi:
.
Эта величина называется t-статистикой i-го коэффициента 
МлрМ. ее значения приводятся почти всеми статистическими 
пакетами.
теперь рассмотрим неравенства
;
;
разрешим эти неравенства относительно β:
.
полученный интервал  называют дове-
рительным интервалом для параметра βi с уровнем надежности γ. 
говорят, что доверительный интервал с вероятностью γ покрывает 
истинное значение параметра βi.
тестирование регрессионного уравнения. пусть константа 
включена в число регрессоров. процедура разделения вариа-
ции переменной Y на две составляющие позволяет провести тест 
на существование линейной зависимости между переменной Y 
и переменными X
1
, …, Xk. нулевая гипотеза этого теста выглядит 
следующим образом:
0 1 2: ... 0.kH β = β = = β =
таким образом, справедливость нулевой гипотезы означает, 
что ни одна из переменных X
1
, …, Xk не помогает нам объяснить 
вариацию Y. если эта гипотеза верна, то линейная регрессионная 
связь между переменными Y и X
1
, …, Xk отсутствует.
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проверка нулевой гипотезы осуществляется при помощи сле-
дующего критерия:
2
, 1 2
1 RSS /
~ ( , 1).
1 ESS / ( 1)k N k
R N k kF F k N k
R k N k− −
− −
= = − −
− − −
при справедливости нулевой гипотезы данная статистика 
имеет распределение Фишера с числом степеней свободы числи-
теля k и знаменателя N − k − 1.
если нулевая гипотеза верна, то следует ожидать, что RSS, 
R2 и, следовательно, F близки к нулю. таким образом, если значе-
ние F-статистики велико, нулевую гипотезу мы отвергаем. гранич-
ное значение, начиная с которого мы отвергаем гипотезу, находится 
из таблиц распределения Фишера (см. прил. 4) для выбранного 
уровня значимости α и числа степеней свободы числителя k 
и знаменателя N − k − 1 —  таким образом, если 
 нулевую гипотезу мы отвергаем и делаем 
вывод о том, что хотя бы одна из объясняющих переменных, участ-
вующих в модели, действительно линейно влияет на переменную Y.
итак, при помощи F-статистики мы проверяем значимость 
коэффициента детерминации. если F-статистика незначимо отли-
чается от нуля, это означает, что объясняющие переменные, участ-
вующие в модели, на самом деле не очень-то нам помогают объяс-
нить вариацию переменной Y.
для парного случая F-статистика выглядит следующим 
образом:
2 2
2
1
2
2
1
( )
( 2) .
1
( 2)
N
i
i
N
i
i
x x
RF N
R e
N
=
=
β −
= − =
−
−
∑
∑

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сравнивая предыдущее выражение и выражение для 
t-статистики коэффициента наклона, получим F = t2:
2 22
2
2 1
2
2
2 1
1
( ) ( )
( )
.
( )
2
N
i
i
N
N i
i
i
i
x x
t F
ss e
x x N
=
εβ
=
=
β −β − β −β β −β
= = = = 
 
 
− −
∑
∑
∑


 
таким образом, проверка гипотезы Н
0
: β = 0 с использованием 
F- и t-статистики для одномерной регрессионной модели дает 
тождественные результаты.
Объединенный тест на несколько коэффициентов регрес-
сии. при помощи F-статистики мы теперь умеем проверять гипо-
тезу о том, что все коэффициенты при объясняющих переменных 
равны нулю. иногда возникают ситуации, когда нам необходимо 
проверить гипотезу о том, что нулю равны не все коэффициенты 
при объясняющих переменных, а некоторые из них. в этом случае 
осуществляется следующая процедура.
рассмотрим модель множественной, так называемой длинной 
регрессии:
0 1 1 ... .k kY X X= β + β + + β + ε
назовем эту модель моделью без ограничений (UR–Unres-
tricted), поскольку здесь мы не вводим никаких ограничений для 
возможных значений коэффициентов регрессии. предположим, 
что мы хотим протестировать гипотезу о том, что q последних 
коэффициентов регрессии одновременно равны нулю. то есть мы 
хотим проверить гипотезу о том, что  перепишем 
предыдущее уравнение следующим образом:
0 1 1 1 1... ... .k q k q k q k q k kY X X X X− − − − − −= β + β + + β + β + + β + ε
тогда нулевая гипотеза выглядит так:
 
т. е. последние q коэффициентов одно временно равны нулю.
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в случае, если эта гипотеза справедлива, то истинная модель 
имеет вид короткой регрессии:
0 1 1 1 1... .k q k qY X X− − − −= β + β + + β + ε
назовем эту модель моделью с ограничениями (R — Restricted 
Model).
оценим обе модели и подсчитаем сумму квадратов остатков 
в модели с ограничениями и в модели без ограничений — ESSR 
и ESSUR соответственно; ESSR всегда больше, чем ESSUR. Этот 
результат эквивалентен тому, что R2 всегда увеличивается при 
добавлении в модель новых объясняющих переменных.
статистический критерий для проверки нулевой гипотезы 
следующий:
, 1
(ESS ESS ) /
~ ( , 1).
ESS / ( 1)
R UR
q N k
UR
qF F q N k
N k− −
−
= − −
− −
при справедливости нулевой гипотезы данная статистика 
имеет распределение Фишера с числом степеней свободы числи-
теля q и знаменателя N − k − 1.
если нулевая гипотеза справедлива, выбрасывание из уравне-
ния q последних объясняющих переменных несильно скажется на 
объясняющих качествах уравнения и ESSR будет ненамного отли-
чаться от ESSUR. таким образом, если нулевая гипотеза справед-
лива, разница ESSR − ESSUR будет ненамного отличаться от нуля. 
следовательно, F-статистика будет достаточно мала. граничное 
значение, при котором нулевую гипотезу отвергают, зависит от 
выбранного уровня значимости α. оно находится из таблиц рас-
пределения Фишера для выбранного уровня значимости α и числа 
степеней свободы числителя q и знаменателя N − k − 1. таким 
образом, если мы нулевую гипотезу отвергаем, то делаем вывод 
о том, что наши переменные действительно оказывают влияние на 
переменную Y и включение их в модель существенно повышает 
объясняющую силу уравнения.
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похожий подход — рассмотрение регрессии с ограничением 
и без ограничений — можно применить и для проверки гипотезы 
о наличии линейных связей между коэффициентами. например, 
нам может понадобиться в ходе нашего исследования проверить 
гипотезу о равенстве между собой нескольких коэффициентов 
регрессии.
Проверка гипотезы о наличии линейных ограничений на 
коэффициенты. предположим, мы рассматриваем и оцениваем 
функцию потребления
0 1 2 ,L NLC X X= β + β + β + ε
где XL — трудовые доходы, а XNL — нетрудовые доходы. в этом 
случае нам может понадобиться проверить гипотезу о том, что пре-
дельные склонности к потреблению равны между собой , 
или гипотезу о том, что общая предельная склонность к потребле-
нию равна 1 
суть подхода к проверке таких гипотез такая же, как и в пре-
дыдущем пункте. Мы оцениваем две регрессии — регрессию 
без ограничений и регрессию с ограничениями, составляем 
F-статистику и проверяем ее значимость при помощи таблиц рас-
пределения Фишера.
первый случай:
 – нулевая гипотеза: 0 1 2: ;H β = β
 – модель без ограничений: 0 1 2 ;L NLC X X= β + β + β + ε
 – модель с ограничениями: 0 1( ) .L NLC X X= β + β + + ε
во втором случае моделью с ограничениями будет модель
0 1( ) .NL L NLC X X X− = β + β − + ε
здесь мы просто подставили в исходную модель выражение 
для β
2
 — 
статистический критерий для проверки нулевой гипотезы 
следующий:
, 1
(ESS ESS ) /
~ ( , 1).
ESS / ( 1)
R UR
q N k
UR
qF F q N k
N k− −
−
= − −
− −
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при справедливости нулевой гипотезы данная статистика 
имеет распределение Фишера с числом степеней свободы числи-
теля q и знаменателя N − k − 1, где q — число ограничений, накла-
дываемых на коэффициенты. в нашем случае оно равно 1.
в статистических пакетах проверка гипотезы о наличии 
линейных ограничений на коэффициенты называется тестом 
вальда (Wald тest).
рассмотрим гипотезу о наличии линейных ограничений на 
коэффициенты в общем виде:
H
0
: Hβ = r.
например,
1
2
3
2 0 1 0
10 1 1
β 
    β =        β 
 означает, что 1 3
2 3
2 0
.
1
β + β =
β + β =
H — матрица размера ( 1),q k× +  где q — число ограничений, r — 
вектор из q компонент.
для проверки такой гипотезы используется статистика вальда:
1 1 2
2
1
[ ]'[ ( ' ) '] [ ] ~ ( ).W H r h X X H H r q
s
− −= β − β − χ
 
при справедливости нулевой гипотезы эта статистика распре-
делена асимптотически как  для проверки нулевой гипотезы 
находим критическую точку W
кр
 распределения  для выбран-
ного уровня значимости α. если  то мы нулевую гипо-
тезу отвергаем, если  то говорим, что нет оснований 
отвергнуть нулевую гипотезу.
ту же самую гипотезу можно проверить при помощи стати-
стики Фишера, вычислив суммы квадратов остатков для модели 
с ограничением и модели без ограничений. как связаны между 
собой статистики вальда и Фишера? оказывается,  в пакете 
Eviews приводятся наблюдаемые значения обеих статистик и зна-
чения Probability для каждой из них.
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Проверка гипотезы о равенстве коэффициентов различ-
ных регрессионных уравнений (тест Чоу). предположим, что 
мы рассматриваем регрессионное уравнение
0 1 1 ... k kY X X= β + β + + β + ε
и данные для его оценки содержат наблюдения для разных по каче-
ству объектов. вопрос, который нас может здесь заинтересовать, 
следующий: верно ли, что рассматриваемая модель совпадает для 
двух выборок, относящихся к объектам разного качества? отве-
тить на этот вопрос можно при помощи теста чоу.
рассмотрим модели:
0 1 1' ...  , ,, 1 ;i i k ki i iY X X N′ ′ ′′= β + β + + β = …+ ε  (8)
0 1 1'' ' ... ' , 1, , .i i k ki iY X X i N N M′ ′ ′′= β + β + + β + = + … +ε  (9)
в первой выборке N наблюдений, во второй — М наблюде-
ний. пример: Y — заработная плата; объясняющие переменные — 
возраст, стаж, уровень образования. следует ли из имеющихся 
данных, что модель зависимости заработной платы от объясняю-
щих переменных, стоящих в правой части, одинакова для мужчин 
и женщин?
гипотеза о совпадении коэффициентов модели для двух выбо-
рок выглядит так:
0 0 0 1 1 2 2: , ,  , ...,  .k kH ′ ′′ ′ ′′ ′ ′′ ′ ′′β = β β = β β = β β = β
чтобы проверить гипотезу, можно воспользоваться общей схе-
мой проверки гипотез при помощи сравнения регрессии с ограни-
чениями и регрессии без ограничений. регрессией без ограниче-
ний здесь является объединение регрессий (8) и (9), т. е. ESSUR = 
ESS
1
 + ESS
2
, число степеней свободы — N + M − 2k. регрессией 
с ограничениями (т. е. регрессией в предположении, что выпол-
нена нулевая гипотеза) будет регрессия для всего имеющегося 
набора наблюдений 
0 1 1  . 1,. , , .. k kY X X i N M= β + β + β = …+ ++ ε  (10)
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оценивая модель (10), получаем ESSR.
для проверки нулевой гипотезы используем следующую 
статистику:
, 2
(ESS ESS ) / ( 1)
~ ( 1, 2 2),
ESS / ( 2 2)
R UR
k N M k
UR
kF F k N M k
N M k− −
− +
= + + − −
+ − −
которая в случае справедливости нулевой гипотезы имеет распре-
деление Фишера с числом степеней свободы числителя k и знаме-
нателя N + M − 2k.
если нулевая гипотеза справедлива, мы можем объединить 
имеющиеся выборки в одну и оценивать модель для N + M наблю-
дений. если же нулевую гипотезу отвергаем, то мы не можем слить 
две выборки в одну, и нам придется оценивать эти две модели по 
отдельности.
Задания по теме
1. всегда ли доверительный интервал для  шире каждого из 
доверительных интервалов β
1
 и β
2
? если да, то почему?
2. для изучения рынка жилья в городе по данным о 46 коттеджах 
было построено уравнение множественной регрессии (в скобках ука-
заны значения стандартных ошибок для коэффициентов множественной 
регрессии):
Y = 21,1 − 6,2X
1 
+ 0,95X
2 
+ 3,57X3, R2 = 0,7,
(1,8)  (0,54)  (0,83)
где Y — цена объекта, тыс. долл.; X
1
 — расстояние до центра города, км; 
X
2
 —полезная площадь объекта, м2; X3 — число этажей в доме, ед.; R2 — 
коэффициент детерминации.
а) проверьте гипотезу о том, что коэффициент регрессии β
1
 в гене-
ральной совокупности равен нулю.
б) проверьте гипотезу о том, что коэффициент регрессии β
2
 
в генеральной совокупности равен нулю.
в) проверьте гипотезу о том, что коэффициент регрессии β3 
в генеральной совокупности равен нулю.
г) проверьте гипотезу о том, что коэффициенты регрессии β
1
, β
2
 
и β3 в генеральной совокупности равны нулю (или что коэффи-
циент детерминации равен нулю).
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поясните причины расхождения результатов, полученных в пунк-
тах «а», «б», «в», с результатами, полученными в пункте «г».
3. по 20 актам купли-продажи однокомнатной квартиры име ются 
данные о цене квартиры Y (тыс. долл.), ее общей площади X
1
 (м2), и бли-
зости к метро X
2 
(мин):
∑X
1
= 739;  ∑X
2
=180;  ∑Y =734;  ∑X
1
2 =27 551;
∑X
2
2 = 1 806;  ∑ Y2= 28 020;  ∑YX
1
 = 27 513;  ∑YX
2
= 6 357;  ∑X
1
X
2
= 6 615.
а) постройте линейное уравнение множественной регрессии.
б) найдите коэффициент детерминации, в том числе скорректиро-
ванный; сделайте выводы.
в) оцените значимость уравнения регрессии через F-критерий 
Фишера.
г) оцените значимость коэффициентов регрессии через t-кри-
терий стьюдента.
д) дайте интервальную оценку коэффициентов регрессии (с веро-
ятностью 0,95).
4. объясните, как вы будете проверять гипотезу о том, что одновре-
менно β
1
 = β
2
 и β3 = 1 в модели 
5. имеется 20 наблюдений следующих переменных: Y — выпуск про-
дукции предприятия (млн руб.); X
1
 — объем основных фондов (млн руб.); 
Х
2
 — объем оборотных средств (млн руб.); Х3 — объем фонда оплаты 
труда (млн руб.).
дана следующая модель: 31 20 1 2 3 .Y X X X
ββ β= β ε
а)  при помощи F-теста на улучшение качества оценивания про-
верьте гипотезу о том, что  при альтернативной 
гипотезе  
б) проверьте эту же гипотезу при альтернативной гипотезе 
в) при помощи теста вальда проверьте гипотезу о том, что однов-
ременно  и 
контрольные вопросы
1. как проверить значимость регрессии в целом?
2. в чем заключается содержательный смысл гипотезы о равенстве 
коэффициента уравнения нулю?
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3. как провести односторонний тест на равенство коэффициента 
нулю?
4. в чем смысл доверительного интервала коэффициента?
5. как проверить гипотезу о равенстве коэффициента уравнения 
нулю при помощи доверительного интервала?
6. как связаны между собой F- и t-статистики в парной модели?
7. как проверить гипотезу о равенстве коэффициента уравнения 
некоторому числу?
8. какова основная идея F-теста на улучшение качества оценивания?
9. приведите пример построения регрессии с ограничениями.
10. как формулируется гипотеза о наличии линейных ограничений 
на коэффициенты?
11. как провести тест вальда?
12. для чего нужен тест чоу?
глава 7  
мультиколлинеарность
изучение общей линейной модели, рассмотренной нами ранее, 
весьма существенно, как мы видели, опирается на статистический 
аппарат. однако, как и во всех приложениях математической ста-
тистики, сила метода зависит от предположений, лежащих в его 
основе и необходимых для его применения. на практике часто воз-
никают ситуации, когда одна или более гипотез, лежащих в основе 
линейной модели, нарушаются. в оставшихся главах пособия мы 
изучим последствия, к которым может привести нарушение неко-
торых условий (предположений), научимся проверять, удовлетво-
ряются они или нет, и узнаем, какие статистические методы можно 
и целесообразно применять, когда не подходит классический метод 
наименьших квадратов.
в этой главе мы рассмотрим такое явление, как мультиколли-
неарность.
Совершенная мультиколлинеарность. одно из требований 
гаусса — Маркова заключается в том, чтобы объясняющие пере-
менные не были связаны никаким точным соотношением. если 
такое соотношение между переменными существует, мы говорим 
257
о том, что в модели присутствует совершенная мультиколлинеар-
ность. рассмотрим модель со средней оценкой студента на экза-
мене, состоящую из трех объясняющих переменных: I — доход 
родителей; D — среднее число часов, затраченных студентом на 
обучение в день; W — среднее число часов, затраченных студентом 
на обучение в неделю. очевидно, что W = 7D. и это соотношение 
будет выполняться для каждого студента, который попадет в нашу 
выборку. случай полной мультиколлинеарности отследить легко, 
поскольку в этом случае невозможно построить оценки по методу 
наименьших квадратов.
Частичная мультиколлинеарность, или просто мультикол-
линеарность. гораздо чаще встречается ситуация, когда между 
объясняющими переменными точной линейной зависимости 
не существует, но между ними существует тесная корреляцион-
ная зависимость. наличие между объясняющими переменными 
тесных статистических связей может привести к ненадежным 
результатам оценивания. в таких случаях говорят, что в модели 
присутствует мультиколлинеарность. вопрос мультиколлинеар-
ности — это вопрос, скорее, степени выраженности явления, а не 
его вида. оценка любой регрессии будет страдать от нее так или 
иначе, если только все независимые переменные не окажутся 
абсолютно некоррелированными. наличие статистических связей 
между регрессорами вовсе необязательно дает неудовлетворитель-
ные оценки. рассмотрение данной проблемы начинается только 
тогда, когда это серьезно влияет на результаты оценки регрессии.
Последствия мультиколлинеарности. Формально, по скольку 
матрица (X ' X ) — невырожденная, мы можем построить 
Мнк-оценки коэффициентов регрессии. теоретические диспер-
сии оценок коэффициентов регрессии:  где aii — 
i-й диагональный элемент матрицы (X ' X )−1.
поскольку матрица (X ' X ) близка к вырожденной и det(X ' X ) ≈ 0, 
то возникают следующие проблемы:
1. на главной диагонали обратной матрицы могут стоят очень 
большие числа, поскольку элементы обратной матрицы обратно 
пропорциональны det(X ' X ). отсюда теоретическая дисперсия i-го 
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коэффициента достаточно большая и оценка дисперсии  также 
большая, следовательно, t-статистики небольшие, что может при-
вести к статистической незначимости i-го коэффициента. то есть 
переменная оказывает значимое влияние на объясняемую пере-
менную, а мы делаем вывод о ее незначимости.
2. неустойчивость результатов оценивания. поскольку оценки 
 и  зависят от матрицы (X ' X )−1, элементы которой обратно про-
порциональны det(X ' X ), то, если мы добавим к матрице Х или убе-
рем из нее одно-два наблюдения, добавив или убрав таким образом 
одну-две строки к матрице X ' X, значения  и  могут измениться 
существенным образом, вплоть до смены знака.
3. трудность интерпретации уравнения регрессии. допустим, 
у нас в уравнении есть две переменные, которые связаны между 
собой: X
1
 и X
2
. коэффициент регрессии при X
1
 интерпретируется 
как мера изменения Y за счет изменения X
1
 при прочих равных 
условиях, т. е. значения всех других переменных остаются преж-
ними. однако, поскольку переменные Х
1
 и Х
2
 связаны, то измене-
ния в переменной Х
1
 повлекут за собой предсказуемые изменения 
в переменной Х
2
 и значение Х
2
 не останется прежним.
Пример. Дана модель  где Х
1
 — общая площадь 
квартиры, Х
2
 — жилая площадь квартиры. При обычной интерпретации 
коэффициентов мы говорим: «Если жилая площадь увеличится на 1 м2, то 
при прочих равных условиях цена квартиры увеличится на β
2
 долларов». 
Однако в этом случае и жилая площадь увеличится на 1 м2, и прирост 
цены будет равен  Разграничить влияние на переменную Y каждой 
переменной в отдельности уже не представляется возможным. В данной 
ситуации можно предложить следующий выход — включить в модель не 
общую площадь, а так называемую «добавочную», или «дополнитель-
ную», площадь.
Признаки мультиколлинеарности. точных критериев для 
определения наличия (отсутствия) мультиколлинеарности не 
существует. однако есть эвристические рекомендации по ее выяв-
лению:
1. Можно провести анализ матрицы парных коэффициентов 
корреляции между регрессорами, и если значение коэффициента 
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корреляции близко к 1, то это считается признаком мультиколли-
неарности.
2. однако анализ матрицы корреляции позволяет лишь поверх-
ностно судить о наличии (отсутствии) мультиколлинеарности. 
более точный способ ее выявления — расчет коэффициентов част-
ной корреляции или расчет коэффициентов детерминации каждой 
из объясняющих переменных по всем другим объясняющим пере-
менным в регрессии
0 1 1 1 1 1 1... ... .i i i i i k kX X X X X− − + += β + β + + β + β + + β + ε
3. если посчитать определитель матрицы X ' X и если он 
будет близок к нулю, то это тоже свидетельствует о наличии 
мультиколлинеарности.
4. Матрица (X ' X ) является симметричной положительно 
определенной матрицей, следовательно, все ее собственные числа 
не от рицательны. если определитель матрицы (X ' X ) равен нулю, 
то минимальное собственное число также равно нулю и непрерыв-
ность сохраняется. следовательно, по значению манимального 
собственного числа λmin матрицы (X ' X ) можно судить и о близо-
сти к нулю ее определителя. кроме этого свойства, минимальное 
собственное число важно еще и потому, что стандартная ошибка 
коэффициента обратно пропорциональна λmin.
5. о наличии мультиколлинеарности можно судить по внеш-
ним признакам, являющимся ее следствиями:
а) некоторые из оценок имеют неправильные с точки зрения 
экономической теории знаки или неоправданно большие 
значения;
б) небольшое изменение исходных экономических данных 
приводит к существенному изменению оценок коэффици-
ентов модели;
в) большинство t-статистик коэффициентов незначимо отли-
чается от нуля, в то же время модель в целом является зна-
чимой, о чем говорит высокое значение F-статистики.
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Устранение мультиколлинеарности. с этой целью исполь-
зуются следующие приемы:
1. Факторный анализ. представляет собой переход от исход-
ного набора регрессоров, среди которых есть статистически 
зависимые, к новым регрессорам Z
1
, …, Zm при помощи метода 
главных компонент: вместо исходных переменных рассматри-
ваем некоторые их линейные комбинации, корреляция между 
которыми мала или отсутствует вообще. трудность заключа-
ется в содержательной интерпретации новых переменных Z. 
если такая интерпретация не удалась, возвращаемся к исходным 
переменным, используя обратные преобразования. полученные 
оценки будут, правда, смещенными, но они будут иметь меньшую 
дисперсию.
2. отбор среди всех имеющихся переменных тех, которые 
наиболее существенно влияют на объясняемую переменную 
факторов.
3. переход к смещенным методам оценивания. Мнк-оценки 
множественной модели являются самыми точными среди несме-
щенных оценок, так как обладают наименьшей дисперсией среди 
всех возможных оценок этого класса. в случае наличия тесных 
статистических связей между объясняющими переменными эта 
минимальная дисперсия может оказаться достаточно большой. 
поэтому можно поискать более хорошую оценку в классе смещен-
ных оценок, например, можно использовать RIDGE-оценку (рас-
смотрение методов получения таких оценок остается за рамками 
данного пособия).
когда мы сталкиваемся с проблемой мультиколлинеарно-
сти, то у исследователя в первую очередь возникает желание 
просто исключить лишние регрессоры, которые, возможно, 
служат ее причиной. в таких случаях следует помнить, что 
не всегда ясно, какие именно переменные являются лишними. 
кроме того, как будет показано ниже, отбрасывание так называ-
емых существенно влияющих переменных приводит к смещен-
ности Мнк-оценок.
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Задания по теме
1. проанализируйте данные табл. 49.
Таблица 49
выборка из 10 наблюдений за переменными X
1
, X
2
, Y
X
1
1 2 3 4 5 6 7 8 9 10
X
2
1 1,6 2,2 2,8 3,4 4 4,6 5,2 5,6 6,2
Y 0 3 6 9 15 15 18 21 24 27
а) Можно ли по этим данным оценить коэффициенты регрессии 
с двумя объясняющими переменными методом наименьших ква-
дратов? поясните свой ответ.
б) предложите преобразования, которые позволят оценить коэффи-
циенты регрессии.
2. дана таблица, которая содержит помесячные данные о срочных 
рублевых депозитах физических лиц, доходах населения, номинальной 
ставке по срочным рублевым депозитам и официальном валютном курсе 
для рФ за период с декабря 2000 по июнь 2006 г.
а) оцените по этим данным модель прогнозирования объема 
депозитов физических лиц и ее качество, проинтерпретируйте 
результаты.
б) возможно ли предположить наличие в модели проблемы муль-
тиколлинеарности? постройте матрицу парных коэффициентов 
корреляции и матрицу частных коэффициентов корреляции. сде-
лайте выводы.
в) какие из переменных можно исключить из модели так, чтобы 
мультиколлинеарность была скорректирована, но модель при этом 
не потеряла экономический смысл и сохранила свои прогнозные 
качества?
г) постройте две скорректированные модели, оставив в них две объ-
ясняющие переменные. оцените их качество.
сравните все построенные в задаче модели, сделайте выводы.
контрольные вопросы
1. в каком случае возникает проблема мультиколлинеарности?
2. какие последствия для статистических выводов имеет присутст-
вие в модели мультиколлинеарности?
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3. какие вы знаете статистические тесты, обнаруживающие 
мультиколлинеарность?
4. каковы внешние признаки мультиколлинеарности?
5. как обнаружить наличие мультиколлинеарности в модели?
6. что делать, если в модели присутствует мультиколлинеарность?
глава 8  
Ошибки спецификации
построение экономической модели включает в себя специфи-
кацию ее соотношений, выбор переменных, входящих в соотно-
шения, определение математической функции, входящей в каждое 
соотношение. в данной главе мы рассмотрим второй элемент — 
выбор объясняющих переменных.
если точно известно, какая переменная должна быть включена 
в уравнение, то наша задача состоит в определении коэффициен-
тов, построении доверительных интервалов, проверке различных 
гипотез. на практике мы никогда не можем быть уверены, что 
уравнение специфицировано правильно, но влияние ошибок спе-
цификации на статистические выводы изучено. то есть известно, 
что случится, если включить в уравнение переменные, которых 
там быть не должно, или не включить в уравнение переменные, 
которые там должны быть.
ошибки спецификации бывают трех видов:
1) невключение в уравнение существенной объясняющей 
переменной;
2) включение в уравнение переменной, которая не должна там 
присутствовать;
3) неправильный выбор формы зависимости между перемен-
ными, т. е. мы предположили, что модель линейная, а она 
может быть более сложной.
рассмотрим последствия каждой из ошибок.
влияние отсутствия в уравнении переменной, которая 
должна быть включена. рассмотрим ситуацию для случая двух 
переменных.
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пусть истинная модель выглядит следующим образом:
.Y X Z= α + β + γ + ε
но мы не уверены в значимости Z, поэтому оцениваем «корот-
кую» модель:
.Y X= α + β + ε
по методу наименьших квадратов вычисляем :
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таким образом, в числителе получаем
1 1
2
21 1
2 1
( )
( )
.
i
N N
i i i i i
i i
N N
i i
i i
N
i i
i
X
X EY X X Z
XEY X X Z
N N
X X Z
X X X XZ
N N
X Z
XZ
N
= =
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=
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− = − α + β + γ =
= α + β + γ − α −β − γ =
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 
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 
∑ ∑
∑ ∑
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итак, 
1
2
.
N
i i
i
X
X Z
XZ
NE
= −
β = β + γ
σ
∑

таким образом, мы получили смещенную оценку.
оценка будет несмещенной в двух случаях:
1) если γ = 0;
2) если X и Z статистически независимы.
наша оценка будет завышать или занижать истинное значение 
коэффициента в зависимости от знака смещения. интуитивное 
объяснение этому следующее. предположим, что β и γ положи-
тельны, а X и Z положительно коррелированы. тогда с увеличе-
нием X:
1) Y будет иметь тенденцию к росту, поскольку β положителен;
2) Z будет иметь тенденцию к увеличению, поскольку X и Z 
положительно коррелированы;
3) Y получит дополнительное ускорение из-за увеличения Z, 
поскольку γ положительно.
другими словами, изменение Y будет преувеличивать вли-
яние текущих значений X, так как отчасти они будут связаны 
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с изменениями Z. то есть часть изменения Y за счет изменения Z 
будет приписана X.
однако смещение оценок коэффициентов здесь не единствен-
ная неприятность. происходит влияние и на оценки дисперсий:
2
к
2
1
( )
( )
N
i
i
Var
X X
=
σ
β =
−∑

 — 
в короткой регрессии (без доказательства);
2
д 2
2
1
1
( )
1( ) XZ
N
i
i
Var
rX X
=
σ
β =
−−∑

 — 
в длинной регрессии (без доказательства).
таким образом,  т. е.  — смещенная оценка, 
но обладающая меньшей дисперсией.
что будет с  — оценкой дисперсии ошибок? оказывается, 
если мы не включим в регрессию существенную переменную, эта 
оценка будет смещенной. поскольку  участвует во многих ста-
тистических тестах, то, используя их для проверки гипотез, мы 
можем получить ложные выводы.
итак, в случае невключения в уравнение объясняющих пере-
менных Мнк-оценка короткой регрессии является смещенной 
и обладает меньшей дисперсией, чем оценка в длинной регрессии. 
оценка дисперсии ошибки имеет неотрицательное смещение.
включение в уравнение несущественных переменных. Эта 
ситуация противоположна предыдущей. истинная модель выгля-
дит так:  а мы оцениваем «длинную» регрессию 
 таким образом, включая в уравнение несуще-
ственную переменную, мы не учитываем информацию о том, что 
коэффициент при Z равен нулю. следует всегда ожидать, что неучи-
тывание всей информации о модели ведет к потере эффективности 
оценок. то есть в нашем случае дисперсия оценки в «длинной» 
регрессии будет больше, чем дисперсия оценки коэффициента 
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при Х в истинной модели, поскольку мы вынуждены по тем же 
самым наблюдениям оценивать два параметра вместо одного. тем 
не менее оценки «длинной» регрессии останутся несмещенными.
потеря эффективности не случится, если переменные Х и Z не 
коррелированы. потеря эффективности приводит к тому, что мы 
с большей трудностью отвергаем гипотезу о незначимости коэффи-
циента, тем не менее оценка дисперсии β остается несмещенной.
неправильный выбор функциональной зависимости. еще 
одна ошибка спецификации возникает тогда, когда исследователь 
решает оценить линейную модель, в то время как истинная рег-
рессионная модель нелинейная. например, истинная модель имеет 
вид  а мы оцениваем модель  
Эта ситуация является частным случаем ситуации с пропущен-
ными переменными. выбор линейной модели, в то время как 
истинная модель нелинейная, может привести к смещенности 
и несостоятельности оценок регрессии. поэтому исследователи 
часто используют полиномиальную регрессию как тест на нели-
нейность в объясняющих переменных.
Задания по теме
1. предположим, что некоторые ежегодные данные удовлетворяют 
соотношению  и выполнены все условия классиче-
ской регрессии, однако оценивается «неправильная» модель без времен-
ного тренда 
а) какие условия классической регрессии не выполнены для уравне-
ния без временного тренда?
б) будет ли равна нулю сумма остатков для этой регрессии? как это 
связано с ошибочным предположением, что 
в) предположим, что коэффициент β
2
 положителен. как должен 
выглядеть график остатков неправильной регрессии как функции 
от времени?
2. исследователь получил массив данных за 2000 г. по выборке муж-
чин в возрасте от 35 до 42 лет. в массиве данных для каждого мужчины 
имелась информация о его возрасте (AGE), числе лет, потраченных на 
образование (S), и почасовом заработке в долларах (EARNINGS). данные 
приведены в табл. 50.
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Таблица 50
регрессии LOG_EARN по S, PWE и S, AGE и S
Модель (1) (2) (3)
S 0,1032
(0,0058)
0,1134
(0,0086)
0,1224
(0,0059)
PWE —
0,0103
(0,0065)
—
AWE — —
0,0435
(0,0038)
свободный член
6,0131
(0,0787)
5,6700
(0,2305)
5,040603
(0,1125
R2 0,6274 0,6284 0,6776
определив переменную LOG_EARN = ln(EARNINGS), исследо-
ватель оценил регрессию LOG_EARN по S. результаты представлены 
в колонке (1) табл. 50 (приведены соответствующие значения коэффици-
ентов, в скобках под ними — стандартные ошибки).
исследователь понимал, что на заработок должен был повлиять стаж 
работы, но не обратил внимание на то, что в полученном массиве дан-
ных информация о стаже имелась, и поэтому сконструировал для стажа 
заменяющую переменную — «возможное число лет стажа», обозначив 
ее PWE: PWE = AGE − S − 6, и оценил регрессию LOG_EARN по S, AGE 
и PWE. однако компьютерная программа исключила из состава пере-
менных AGE и оценила регрессию LOG_EARN по S и PWE. результаты 
представлены в колонке (2) таблицы.
обнаружив реальные сведения о стаже работы (AWE) в массиве дан-
ных, исследователь переоценил третью регрессию — LOG_EARN по S 
и AWE. результаты представлены в колонке (3) таблицы.
корреляция в выборке между S и PWE равна −0,74, между S и AWE 
составляет −0,28, между PWE и AWE — 0,47.
а) почему программа исключила одну из переменных в регрессии 
LOG_EARN по S, AGE и PWE?
б) считая истинной третью спецификацию, объясните, можно ли 
было заранее ожидать, что коэффициент при S будет больше 
в колонке (3), чем в колонке (1)?
в) считая истинной третью спецификацию, объясните, какие выгоды 
(статистические) хотел получить исследователь, когда, еще не 
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зная о наличии в массиве данных информации о реальном стаже, 
ввел в модель переменную PWE?
г) считая истинной третью спецификацию, оцените, получил ли 
исследователь те выгоды, на которые надеялся, включив в модель 
PWE.
д) считая истинной третью спецификацию, объясните, почему уве-
личение коэффициента детерминации в регрессии (2) по срав-
нению с регрессией (1) меньше его увеличения в регрессии (3) 
по сравнению с регрессией (1).
е) считая истинной третью спецификацию, можно ли было ожидать 
заранее, что стандартная ошибка коэффициента при S в регрес-
сии (3) меньше, чем в регрессии (2)?
ж) если бы правильной была первая спецификация, можно ли было 
ожидать увеличения стандартной ошибки коэффициента при S 
в регрессии (3) по сравнению с регрессией (1)?
контрольные вопросы
1. какие вы знаете ошибки спецификации?
2. каковы последствия невключения в модель существенной пере-
менной?
3. каковы последствия включения в модель несущественной пере-
мнной?
4. каковы последствия выбора неправильной формы зависимости?
5. какой подход к построению модели теоретически более правиль-
ный: «снизу вверх» или «сверху вниз»?
глава 9  
гетероскедастичность
как было сказано выше, гетероскедастичность — это ситуа-
ция, когда нарушено пятое условие гаусса — Маркова, согласно 
которому ошибки для разных наблюдений имеют разную диспер-
сию 
Последствия гетероскедастичности. к линейной регрес-
сионной модели можно применить обычный метод наименьших 
квадратов. однако при этом ни Мнк-оценки коэффициентов 
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уравнения, ни Мнк-оценка дисперсии ошибок уже не будут обла-
дать желаемыми свойствами:
 – Мнк-оценки коэффициентов, хотя и останутся несмещен-
ными, но уже не будут являться эффективными, т. е. не будут 
обладать наименьшей дисперсией. наблюдение, дисперсия 
ошибки которого будет меньше, обычно будет находиться 
ближе к линии регрессии, поэтому будет служить хорошим 
ориентиром, указывающим место этой линии. наблюдение 
же, которое имеет большую дисперсию, будет обычно нахо-
диться дальше от линии и не сможет существенно помочь 
в определении ее местоположения. используя эту инфор-
мацию, мы сможем построить более эффективные оценки 
(оценки с меньшей дисперсией) при помощи другого метода.
 – Мнк-оценки стандартных ошибок будут неверны 
 дело в том, что  только в случае 
выполнения условия гаусса — Маркова, т. е. дисперсия 
в условиях гетероскедастичности будет другой. и что же 
тогда на самом деле оценивают Мнк-оценки стандартных 
ошибок? в этом случае говорят, что Мнк-оценки стан-
дартных ошибок смещены. скорее всего, они занижают 
истинное значение дисперсии. теперь мы уже не сможем 
для оценки гипотезы о значимости коэффициентов пользо-
ваться t-статистиками, поскольку в них фигурируют невер-
ные (смещенные, вероятно, заниженные) оценки стандарт-
ного отклонения оценки коэффициента. следовательно, 
t-статистики будут завышены. Это значит, что мы можем 
принять неверное решение о значимости коэффициента, 
хотя он будет незначим.
тесты на гетероскедастичность. Мы по-прежнему рассма-
триваем модель  нулевая гипотеза — 
отсутствие в модели гетероскедастичности, т. е. гомоскедастич-
ность. вид альтернативной гипотезы специфичен для каждого 
теста, т. е. зависит от теста, при помощи которого мы проверяем 
наличие гетероскедастичности. несмотря на то что таких тестов 
существует несколько, все они базируются на анализе квадра-
тов остатков исходной регрессии. поскольку остатки регрессии 
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снабжают нас информацией об ошибках регрессии, мы можем 
проанализировать остатки для того, чтобы посмотреть, отличается 
ли разброс остатков вокруг нуля или разброс наблюдений вдоль 
линии регрессии от наблюдения к наблюдению. разброс остат-
ков вокруг нуля будет отражать разброс ошибок вокруг нуля. Эти 
рассуждения должны навести нас на мысль, что ситуацию гете-
роскедастичности можно отследить графически. если наши дан-
ные представляют собой временной ряд, то, отсортировав остатки 
или квадраты остатков по времени и изобразив их на графике, мы 
можем заметить, что остатки растут во времени. если же мы ана-
лизируем пространственные данные, изобразив остатки на гра-
фике в зависимости от одной из объясняющих переменных, можно 
заметить разницу в разбросе остатков.
существует несколько формальных тестов на гетероскеда-
стичность: 
1) тест голдфелда — квандта;
2) тест ранговой корреляции спирмена;
3) тест бреуша — пагана;
4) тест уайта.
все эти тесты предполагают, что дисперсии ошибок наблю-
дений зависят от некоторой переменной, которая может входить 
в модель, а может и не входить.
приведем здесь тест уайта.
исходная модель: . (*)
нулевая гипотеза: 2 2 20 1 2: ... .NH σ = σ = = σ
предположим, что нулевая гипотеза неверна и в нашей модели 
присутствует гетероскедастичность и  предположим 
также, что  где Zi может быть одной из объясняющих 
переменных, группой объясняющих переменных или вообще 
переменной, не участвующей в модели. Форма f (Z) может быть 
различной — линейной, логарифмической, квадратичной.
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тест уайта заключается в следующем:
1) оцениваем имеющуюся модель и получаем величины 
остатков ei;
2) осуществляем регрессию
2 2 2
0 1 1 1 1 2 2 1 1 2... ... ... .i i k ki k i k ki k i i ie X X X X X X u+ += γ + γ + + γ + γ + + γ + γ + +
в этой регрессии мы учитываем больше форм зависимостей  
от независимых переменных. если нулевая гипотеза справедлива и 
 не зависит никак ни от одной из независимых переменных, то 
наша регрессия практически ничего не объясняет, следовательно, 
ее R2 мал. однако если есть гетероскедастичность, то R2 может 
быть «большой». границы «малости»: при справедливости нуле-
вой гипотезы статистика NR
2
 имеет распределение «хи»-квадрат 
с числом степеней свободы q, где q — число переменных в регрес-
сии пункта 2 вместе со свободным членом.
коррекция на гетероскедастичность. задача — уточнить 
оценки коэффициентов и исправить стандартные ошибки, чтобы 
можно было пользоваться тестами для проверки гипотез.
предположим, что мы знаем величины ошибок . тогда поде-
лим обе части уравнения нашей модели на σi:
1
0 1
1
... ,i i kik i
i i i i
Y X X v= β + β + + β +
σ σ σ σ
 где .ii
i
v ε=
σ
дисперсия ошибки этой модели постоянна:
2
2 2
( )
( ) 1.i i ii
i i i
VarVar Var
 ε ε σ
ν = = = = σ σ σ 
таким образом, ошибки преобразованной модели удовлетво-
ряют условиям гаусса — Маркова, следовательно, метод наимень-
ших квадратов, примененный к преобразованной модели, даст нам 
наилучшие линейные несмещенные оценки. преобразованную 
модель называют взвешенной линейной регрессионной моделью, 
а метод наименьших квадратов, примененный к взвешенной рег-
рессии, — взвешенным методом наименьших квадратов (вМнк).
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но дисперсию ошибок  мы практически никогда не знаем, 
а следовательно, в общем случае мы не сможем получить на прак-
тике наилучшие линейные несмещенные оценки. в такой ситуа ции 
алгоритм действий зависит от того, известна ли нам хоть какая-то 
информация о дисперсиях ошибок:
 – если ничего не знаем о 
 
, используем метод наименьших 
квадратов с исправленными стандартными ошибками, 
чтобы можно было использовать статистические тесты 
для проверки гипотез относительно коэффициентов — 
стандарт ные ошибки в форме уайта или невье — веста.
 – если есть априорная информация о 
 
, можем уточнить 
оценки коэффициентов уравнения при помощи двухшаго-
вой процедуры коррекции на гетероскедастичность.
стандартные ошибки в форме уайта (White Standart Errors) — 
это состоятельные оценки стандартных отклонений оценок коэф-
фициентов регрессионного уравнения.
для случая парной модели они имеют следующий вид:
2 2 2 2
1 1
2 2
2 2
1 1
( ) ( )
( ) ; ( ) .
( ) ( )
N N
i i i i
i i
N N
i i
i i
X X X X e
Var Var
X X X X
= =
= =
− σ −
β = β =
   
− −   
   
∑ ∑
∑ ∑
 

стандартные ошибки в форме уайта можно получить практи-
чески во всех статистических пакетах, в том числе и в Eviews.
в случае, когда мы располагаем знаниями о том, от каких 
переменных и как зависит дисперсия ошибок, мы можем уточнить 
коэффициенты регрессионного уравнения. такую информацию 
мы можем получить из статистических тестов на гетероскедастич-
ность, рассматривая в качестве альтернативной гипотезы различ-
ные спецификации скедастичной функции .
пусть у нас есть основания предполагать, что значения диспер-
сий ошибок в i-м наблюдении пропорциональны значениям неко-
торой объясняющей переменной (например, для определенности 
переменной X
1
), т. е.  или 
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тогда мы можем поделить обе части уравнения нашей модели 
на 
1
0 1
1 1 1 1
1
... ,i i kik i
i i i i
Y X X v
X X X X
= β + β + + β +  или 
1
.ii
i
v
X
ε
=
Упражнение. Покажите, что дисперсия vi не зависит от номера 
наблюдения.
если же дисперсия ошибок зависит от значений нескольких 
переменных и форма этой зависимости необязательно линейная 
(логарифмическая, например), то проводим двухшаговую проце-
дуру коррекции на гетероскедастичность:
1) оцениваем исходную модель (*) с помощью Мнк, получаем 
остатки ei;
2) оцениваем следующую регрессию:
2
0 1 1 2 2 ... ,i i i k ki ie X X X u= γ + γ + γ + + γ +
получаем остатки ;
3) оцениваем взвешенную регрессию:
1
0 1
1
... ;i i kik i
i i i i
Y X X v
e e e e
= β + β + + β +
   
4) проверяем модель на гетероскедастичность: если ее нет, то 
коррекция удалась; если она есть, возвращаемся к шагу 2 
и тестируем другие формы зависимости (добавляем ква-
драты, перекрестные члены и др.).
Задания по теме
1. даны модели
;t tY = α + ε
,t t tY X= β + ε  
в которых ( ) 0,tE ε =  
2 2( ) ,t tE Xε = σ  ( ) 0,    ;t sE t sε ε = ≠  X — неслучайная 
переменная.
а) постройте наилучшую линейную несмещенную оценку коэф-
фициента в каждой модели и найдите ее дисперсию.
б) предположим, что σ неизвестно. предложите процедуру оце-
нивания параметров уравнения.
274
2. по выборке из 60 наблюдений оценена производственная функция 
кобба — дугласа в логарифмической форме:
ln 3,45 0,245 ln 0,713 ln .Q L K e= + ⋅ + ⋅ +
графический анализ отклонений для каждой из объясняющих 
переменных выявил наличие неких систематических изменений в соот-
ношениях между значениями переменной ln K и квадратами отклоне- 
ний  получено значение F-статистики в тесте голдфелда — квандта, 
равное 2,7. сделайте вывод о наличии в модели гетероскедастичности 
остатков для переменной ln K и о форме гетероскедастичности, учитывая, 
что было выбрано k = 23. ответ поясните.
3. по годовым данным за 1946–1975 гг. была оценена модель
( ) ( )
226,19 0,6248 0,4398 , 0,999,
   2,73 (0,006) 0,0736
t t tC GNP D R= + − =

где Ct –– агрегированные индивидуальные расходы (потребление) в год t; 
GNP –– валовой национальный продукт в год t; Dt –– национальные рас-
ходы (бюджет) на оборону в год t.
оцените качество модели. Можно ли предположить наличие 
в модели гетероскедастичности? какова будет ее причина? поясните.
для проверки наличия в модели гетероскедастичности исследова-
тель, используя те же данные, нашел соответствующие остаточные суммы 
для моделей, построенных по первым 12 и последним 12 годам выборки: 
S
1
 = 58,95; S
2
 = 290,1. используйте эти результаты для подтверждения 
или опровержения предположения о наличии гетероскедастичности.
4. изучалась зависимость расходов на научную и исследовательскую 
деятельность (Research and Development (R&D) Expenditure) от уровня 
продаж в 18 промышленных группах, данные представлены в табл. 51. 
а) постройте регрессионную модель переменной R&D на пере-
менную уровня продаж. 
б) протестируйте случайные отклонения модели на наличие 
гетероскедастичности с помощью тестов парка, глейзера (для 
), голдфелда — квандта.
в) проведите коррекцию на гетероскедастичность (используя 
взвешенный Мнк), ориентируясь при выборе значения «веса» 
на результаты теста глейзера; проверьте результаты своей 
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коррекции в каждом случае с помощью теста уайта, сравните 
результаты; сделайте выводы.
Таблица 51
расходы на научно-исследовательскую деятельность  
и уровень продаж в 18 промышленных группах
Groups Sales R&D Expenditure
1 6 375,3 62,5
2 11 626,4 92,9
3 14 655,1 178,3
4 21 869,2 258,4
5 26 408,3 494,7
6 32 405,6 1083
7 35 107,7 1 620,6
8 40 295,4 421,7
9 70 761,6 509,2
10 80 552,8 6 620,1
11 95 294,0 3 918,6
12 101 314,1 1 595,3
13 116 141,3 6 107,5
14 122 315,7 4 454,1
15 141 649,9 3 163,8
16 175 025,8 13 210,7
17 230 614,5 1 703,8
18 293 543 9 528,2
контрольные вопросы
1. что такое гетероскедастичность?
2. из-за чего в модели может возникнуть гетероскедастичность?
3. каковы последствия наличия в модели гетероскедастичности?
4. как выглядит матрица ковариаций ошибок в случае наличия 
гетероскедастичности?
5. какие еще тесты для обнаружения гетероскедастичности вы 
знаете?
6. какова основная идея теста уайта?
7. что делать, если с помощью теста уайта обнаружена гетероске-
дастичность?
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8. как обнаружить гетероскедастичность графически?
9. как скорректировать модель при наличии гетероскедастичности?
10. что такое взвешенный метод наименьших квадратов?
11. как осуществить двухшаговую процедуру коррекции гетероске-
дастичности?
глава 10  
автокорреляция временных рядов
во временных рядах практически всегда наблюдается явление, 
называемое автокорреляцией. автокорреляция представляет собой 
корреляционную зависимость между последующими и предше-
ствующими членами временного ряда, т. е. корреляцию между 
рядами Y
1
, Y
2
, …, YT и YL, YL+1, …, YT+L, где L — длина временного 
смещения, которая зависит от наибольшего числа периодов во 
временном ряду. автокоррелированными могут оказаться остатки 
регрессионных моделей, построенных на базе временных рядов.
рассмотрим множественную линейную регрессионную 
модель
0 1 1 ... ,k kY X X= β + β + + β + ε  (11)
в которой присутствует автокорреляция ошибок:  при 
i ≠ k.
ошибки могут подчиняться, например, автокорреляционному 
процессу первого порядка:
1 .t t tu−ε = ρε +  (12)
тогда параметр ρ называют параметром автокорреляции.
наличие автокорреляции может быть обусловлено следую-
щими причинами:
1. если в модели не учтен некоторый существенный фактор, 
то его влияние может быть отражено в остатках, вследствие 
чего последние могут оказаться автокоррелированными.
2. выбран неправильный тип модели.
3. специфическая структура случайных остатков.
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Последствия автокорреляции. так же, как и в случае гете-
роскедастичности, в случае автокорреляции  можно применить 
обычный метод наименьших квадратов. однако ни Мнк-оценки 
коэффициентов уравнения, ни Мнк-оценка дисперсии ошибок 
уже не будут обладать желаемыми свойствами:
 – Мнк-оценки коэффициентов модели остаются смещен-
ными и состоятельными, но перестают быть эффективными, 
т. е. мы можем построить оценки с меньшими дисперсиями.
 – Мнк-оценка дисперсии оценок коэффициентов сме-
щены и несостоятельны, они занижают истинное значение 
дисперсии.
 – в модели с лаговой зависимой переменной Мнк-оценки 
коэффициентов модели несостоятельны.
Обнаружение автокорреляции. большинство тестов на 
автокорреляцию используют следующую идею: если корреляция 
есть у ошибок, то она присутствует и в остатках, получаемых 
после применения к модели (11) обычного метода наименьших 
квадратов. Мы рассмотрим только одну реализацию этой проце-
дуры, а именно тест на наличие в модели автокорреляции первого 
порядка — тест дарбина — уотсона.
нулевая гипотеза этого теста — гипотеза об отсутствии авто-
корреляции первого порядка:
0: 0.H ρ =
в качестве альтернативной могут выступать различные 
гипотезы.
критическая статистика дарбина — уотсона имеет вид:
2
1
2
2
1
( )
.
T
t t
t
T
t
t
e e
DW
e
−
=
=
−
=
∑
∑
если постоянный член включен в число регрессоров, то 
нетрудно показать (Магнус, катышев, пересецкий), что статистика 
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дарбина — уотсона тесно связана с выборочным коэффициентом 
корреляции между et и et−1 (r):
2(1 ).DW r≈ −  (13)
содержательный смысл статистики дарбина — уотсона сле-
дующий: если между et и et−1 имеется достаточно высокая положи-
тельная автокорреляция, то в определенном смысле et и et−1 близки 
друг к другу и величина статистики DW мала. Это согласуется 
с формулой (13).
поскольку, как оказалось, распределение статистики DW 
(в предположении справедливости гипотезы H
0
) зависит от наблю-
даемых значений объясняющих переменных X, дарбину и уотсону 
удалось установить (для двух заданных величин уровня значимо-
сти критерия α = 0,05 и α = 0,01) лишь такие пороговые значения 
DWu и DWl, которые позволяют построить следующие два варианта 
процедуры проверки гипотезы (в зависимости от альтернативы 
о наличии в остатках положительной или отрицательной автокор-
реляции первого порядка):
1. при DW < 2 (альтернатива — существование в остатках 
положительной автокорреляции первого порядка):
 • по заданному α находим из таблиц пороговые значения DWu 
и DWl;
 • по формуле подсчитываем значение критической статис-
тики DW;
 • если DW < DWl, то гипотеза H0 отвергается (с вероятностью 
ошибиться, равной α) в пользу гипотезы о положительной 
автокорреляции;
 • если DW > DWu, то гипотеза Н0 не отвергается;
 • если DWl < DW <DWu, то сделать определенный вывод по 
имеющимся исходным данным нельзя (зона неопределен-
ности).
2. при DW > 2 (альтернатива — существование в остатках 
отрицательной автокорреляции первого порядка).
 • первые два действия — те же, что в п. 1;
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 • если 4 − DWl < DW < 4, то гипотеза H0 отвергается (с вероят-
ностью ошибиться, равной α) в пользу гипотезы об отрица-
тельной автокорреляции;
 • если DW < 4 − DWu , то гипотеза H0 не отвергается;
 • если 4 − DWu < DW < 4 − DWl , то сделать определенный 
вывод по имеющимся исходным данным нельзя.
Замечание. Тест Дарбина — Уотсона построен в предположении, что 
регрессоры и ошибки не коррелированы. Поэтому данный тест нельзя 
применять, например, в случае, когда среди регрессоров содержатся лаго-
вые значения зависимой переменной.
Оценивание параметров модели с авторегрессией. в ситу-
ациях, когда значение коэффициента корреляции ρ между сосед-
ними по времени регрессионными остатками известно, иссле-
дователь не должен испытывать затруднений в практической 
реализации основных формул оМнк. в этом случае матрица Ω 
выглядит следующим образом:
1
2
2
1 2
1 ...
1 ...
.
...
... 1
T
T
T T
−
−
− −
 ρ ρ
 
ρ ρ W = σ  
  ρ ρ 
взвешенный Мнк имеет следующий вид:
,HY HX H= β + ε  (14)
где  
2
2
1 0 0 ... 0  0
1 0     ... 0  0
1 0 1 ... 0  0 .
              ...  1
0 0 0    ... 1 0
0 0 0 ... 1
H
 − ρ
 
−ρ 
 −ρ=  
− ρ  
 
 −ρ 
 
(15)
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поэтому остановимся на ситуации гораздо более реали-
стичной, когда значение параметра ρ априори неизвестно иссле-
дователю. практически все процедуры, предложенные для 
реализации доступного оМнк в модели регрессии с автокоррели-
рованными остатками при неизвестном значении ρ, имеют итера-
ционный характер. приведем здесь описание одной из наиболее 
распространен ных процедур подобного типа, известной в литера-
туре под названием процедура кохрейна — оркатта:
1) вычисляются обычные Мнк-оденки модели (11);
2) подсчитываются невязки первой итерации 
3) определяется первое приближение  — оценки неизвест-
ного параметра  в качестве Мнк-оценки коэффициента рег-
рессии ρ в модели  где остатки удовлетворяют 
условиям классической модели;
4) вычисляются доМнк-оценки по формуле (14) с матри-
цей Н, определенной соотношением (15), в которое вместо 
ρ подставлены значения  из первой итерации;
5) подсчитываются невязки второй итерации 
6) процедура повторяется начиная с п. 3.
процедуру заканчивают при стабилизации получаемых значе-
ний, т. е. на стадии, когда очередное приближение ρ мало отли-
чается от предыдущего. «тонкое место» метода определяется 
типовым недостатком подобных процедур, заключающимся в воз-
можности «скатиться» в ходе итераций в локальный, а не глобаль-
ный минимум критерия наименьших квадратов. в этом случае зна-
чение параметра ρ может быть определено с большой ошибкой. 
чтобы этого избежать, используются «решетчатые» процедуры, 
например, процедура Хилдрета—лу.
при помощи изложенных выше процедур исследователь, учи-
тывая информацию о характере автокорреляции ошибок модели, 
может уточнить оценки коэффициентов, используя более эффек-
тивный, чем Мнк,  метод статистического оценивания. однако, 
если в качестве регрессоров нет лаговых значений объясняемой 
переменной, Мнк-оценки коэффициентов остаются состоятель-
ными, но, как уже было сказано выше, Мнк-оценки матрицы 
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ковариаций оценок коэффициентов модели смещены и несостоя-
тельны, поэтому, как и в случае гетероскедастичности, необходима 
коррекция стандартных ошибок в присутствии автокорреляции. 
для такой оценки есть матрица ковариаций в форме невье — 
веста (Newey — West). предположим, что в матрице ковариаций 
ошибок W ненулевые элементы стоят не только на главной диаго-
нали, но и на соседних диагоналях, отстоящих от главной не более 
чем на L (т. е. , если ).
невье и вест показали в 1987 г., что оценка
1 2 1
1 1 1
1 1
( ' ) ' ( ' ' ) ( ' )
T L T
s s s j t t j t t j t j t
s L t j
T X X e x x w e e x x x x X X
T T
− −
− − −
= = = +
 
W = + + 
 
∑ ∑ ∑

является состоятельной оценкой матрицы ковариаций.
существует несколько способов выбора весовых коэффициен-
тов, например, использование весовых коэффициентов бартлетта 
и парзена.
Задания по теме
1. для модели  параметры которой оце-
нены по методу наименьших квадратов, получена последовательность 
остатков (табл. 52).
Таблица 52
Последовательность остатков наблюдений
t 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
et −2 3 −1 2 −4 2 0 1 −1 0 −4 3 −2 3 0
а) рассчитайте коэффициент автокорреляции остатков первого 
порядка,
б) при уровне значимости γ = 0,05 исследуйте с помощью теста 
дарбина — уотсона наличие автокорреляции между отклоне-
ниями εt и εt−1.
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2. задана последовательность остатков модели (табл. 53).
Таблица 53
Последовательность остатков модели
t 1 2 3 4 5 6
et −0,5 0,3 −0,5 0,4 −0,2 0,5
при уровне значимости γ = 0,10 верифицируйте с помощью теста 
стьюдента гипотезу о несущественности коэффициента автокорреляции 
между случайными отклонениями первого порядка.
3. при оценивании модели временного ряда методом наименьших 
квадратов получены следующие результаты:
2 0,2 , 1,8.
(0,01)
ty t d= − =

известно, что количество наблюдений n = 150. с помощью теста 
льюинга — бокса проверьте гипотезу об отсутствии автокорреляции пер-
вого порядка.
4. при оценивании модели временного ряда получены следующие 
результаты:
2 1,2 , 1,9.
(0,7)
ty t d= − =

с какими из перечисленных ниже выводов следует согласиться?
а) так как значение статистики дарбина — уотсона d близко 
к двум, автокорреляция остатков отсутствует.
б) коэффициент модели при t значим.
в) если объем выборки достаточно велик, значение коэффициента 
при t в любом случае с большой вероятностью близко к истин-
ному.
г) применение теста бреуша — годфри может выявить автокорре-
ляцию остатков между отдаленными наблюдениями.
5. даны следующие модели:
;t tY = α + ε
,t t tY X= β + ε
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в которых ( ) 0,tE ε =  1 ,282 6,t t tu−ε = ρε + −  1t−ε  и tu  независимы, 
2 2( ) .t tE Xε = σ
а) в предположении, что ρ известно, постройте наилучшую линей-
ную несмещенную оценку и найдите ее дисперсию в случае:
 – если 2 2( ) ;tE ε = σ
 – если 2 2( ) ,t tE Xε = σ  X — положительна и неслучайна.
б) в предположении, что ρ неизвестно, предложите процедуру 
оценивания неизвестных параметров уравнений в случае:
 – если 2 2( ) ;tE ε = σ
 – если 2 2( ) ,t tE Xε = σ  X — положительна и неслучайна.
6. рассмотрите модель, связывающую количество вакансий wt и уро-
вень безработицы ut:  данные приведены в табл. 54.
Таблица 54
количество вакансий wt и уровень безработицы ut
t wt ut t wt ut
1 1,73 8,65 13 2,23 6,8
2 1,94 4,82 14 2,06 8,25
3 3,05 2,67 15 3,33 3,44
4 4,17 2,67 16 2,12 7,8
5 2,52 2,58 17 3,15 4,72
6 1,71 8,07 18 1,92 7,45
7 1,95 8,83 19 2,26 6,21
8 2,57 5,54 20 6,18 2,64
9 5,06 2,87 21 2,07 8,55
10 2,81 5,29 22 8,39 2,6
11 4,43 3,31 23 2,75 6,25
12 3,19 5,44 24 6,1 2,7
а) найдите Мнк-оценки параметров регрессионной модели, оце-
ните ее качество.
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б) найдите ряд (значения) случайных отклонений et (зафикси-
руйте для себя их значения для работы на семинаре).
в) подсчитайте необходимые для нахождения статистики дар-
бина — уотсона суммы  
г) постройте две вспомогательные регрессии:
 – одну вида 0 1 2 1ln ,t t te u e −= γ + γ + γ

;
 – вторую вида 0 1 2 1 3 2ln .t t t te u e e− −= γ + γ + γ + γ

 
для каждой из этих регрессий найти t-статистики коэффициен-
тов, коэффициенты детерминации, величины 
контрольные вопросы
1. что такое автокорреляция ошибок?
2. приведите пример пространственной автокорреляции.
3. из-за чего может возникнуть в модели автокорреляция?
4. каковы последствия наличия в модели автокорреляции?
5. в каком случае Мнк-коэффициенты будут несостоятельны, если 
в модели присутствует автокорреляция?
6. как выглядит матрица ковариаций ошибок в случае наличия 
автокорреляции?
7. при каких условиях можно использовать тест дарбина—уотсона 
для обнаружения автокорреляции?
8. какие еще тесты для обнаружения автокорреляции вы знаете?
9. как обнаружить автокорреляцию графически?
10. как корректировать модель при наличии автокорреляции?
11. для чего нужна поправка прайса — уинсена?
глава 11  
Обобщенный метод наименьших квадратов
одно из предположений классической регрессионной модели 
гласит, что ошибки имеют одинаковую дисперсию и не коррели-
рованы друг с другом. Это предположение во многих ситуациях 
нереалистично. при анализе временных рядов в очень редких 
ситуациях можно предполагать, что ошибки не коррелированы для 
разных периодов времени. кроме того, в некоторых ситуациях воз-
никает пространственная автокорреляция, если мы рассматриваем 
данные по регионам россии (региональные данные) или анализи-
руем поведение индивидуумов, связанных между собой, например, 
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родственными или дружескими отношениями. гетероскедастич-
ность же может возникнуть, например, если наши данные в неко-
тором смысле неоднородны. поэтому естественно изучать модели 
без предположения выполнения таких условий гаусса — Маркова.
рассмотрим модель
0 1 1 ... ,k kY X X= β + β + + β + ε  (16)
или в матричной форме:
,Y X= β + ε
где ( ) 0,iE ε =  ( )Var ε = W  — матрица ковариаций ε:
2
1 1 2 1
2
2 1 2 2
2
1 2
( ) ( ) ... ( )
( ) ( ) ... ( )
( ').
...
( ) ( ) ... ( )
N
N
N N N
E E E
E E E
E
E E E
 ε ε ε ε ε
 
ε ε ε ε ε W = = εε 
  ε ε ε ε ε   
(17)
кроме того, матрица W предполагается положительно опреде-
ленной, т. е.   
в классической регрессионной модели матрица ковариаций 
имеет следующий вид:
2
2
2
0 ... 0
0 ... 0
.
...
0 0 ...
 σ
 
σ W =  
  σ 
в модели с гетероскедастичностью:
2
1
2
2
2
0 ... 0
0 ... 0
.
...
0 0 ... N
 σ
 
σ W =  
  σ 
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в модели с автокорреляцией первого порядка 1( ) :t t tu−ε = ρε +
1
2
2
1 2
1 ...
1 ...
.
...
... 1
N
N
N N
−
−
− −
 ρ ρ
 
ρ ρ W = σ  
  ρ ρ 
Мы можем оценить указанную модель обычным методом наи-
меньших квадратов. в этом случае, как мы помним, Мнк-оценки 
останутся несмещенными, однако Мнк-оценки дисперсий оценок 
коэффициентов будут смещеными. напомним, что Мнк-оценка 
матрицы ковариаций вектора  выражается следующим образом:
оценка  хотя и останется состоятельной (без доказательства), 
но уже не будет оптимальной в смысле теоремы гаусса — Мар-
кова. Мнк-оценки коэффициентов уже не будут эффективными, 
т. е. не будут обладать наименьшей дисперсией из всех возможных 
линейных несмещенных оценок. иными словами, мы можем при-
думать другую линейную несмещенную оценку, дисперсия кото-
рой будет меньше, чем дисперсия Мнк-оценок.
такую оценку и строят при помощи обобщенного метода наи-
меньших квадратов (оМнк). Мы повышаем эффективность оце-
нок за счет дополнительной информации о матрице W (обычный 
метод наименьших квадратов эту информацию не учитывает). 
попытаемся такую оценку построить.
задача оценивания может быть решена различными экви-
валентными способами, из которых мы выбрали простейший. 
поскольку матрица W положительно определена по условию, мы 
можем воспользоваться базовой теоремой алгебры матриц, кото-
рая гласит, что для любой положительно определенной матрицы W 
существует невырожденная матрица Н такая, что 
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перепишем данное равенство следующим образом:
1 1( ') .H H− −W =
осюда 1 ' .H H−W =
Эта матрица Н нам понадобится в дальнейшем для того, чтобы 
преобразовать исходную модель
,HY HX H= β + ε  (18)
или 
теперь найдем матрицу ковариаций нового случайного члена:
( ') ( ' ') ( ') ' ' .E E H H HE H H H Iεε = εε = εε = W = 
итак, матрица ковариаций преобразованной модели удовлет-
воряет условиям теоремы гаусса—Маркова. поэтому для оценки 
этой модели можно применять обычный метод наименьших 
квадратов:
согласно теореме гаусса — Маркова эта оценка является 
несмещенной и эффективной. в терминах начальной модели наша 
оценка по обобщенному методу наименьших квадратов будет 
выглядеть следующим образом:
 
(19)
Матрица ковариаций вектора  выражается следующим 
образом:
 (20)
оценки коэффициентов обобщенной модели по обобщенному 
методу наименьших квадратов являются наилучшими, о чем гово-
рит теорема Айткена: в классе линейных несмещенных оценок 
коэффициентов уравнения (16) оценка  
является эффективной, т. е. обладает наименьшей матрицей 
ковариаций.
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результаты оМнк прекрасно согласуются с результатами 
Мнк: если  то Мнк-оценка совпадает с оМнк-оценкой, 
таким образом, оМнк — частный случай Мнк для особого вида 
матрицы Ω.
однако для построения оМнк-оценки нам необходимо знать 
матрицу Ω. а ее мы никогда не знаем, поскольку не знаем ошибку ε. 
поэтому матрицу Ω тоже надо оценить. поскольку в этой матрице 
всего  элементов, то нет никакой надежды получить 
приемлемые (состоятельные) оценки, имея всего N наблюдений. 
поэтому для получения состоятельной оценки матрицы Ω прихо-
дится накладывать некоторые ограничения на ее структуру.
пусть V — состоятельная оценка матрицы Ω, тогда, подставляя 
ее в уравнения (18) и (19) и осуществляя таким образом доступный 
обобщенный метод наименьших квадратов (Feasible GLS), полу-
чаем оценки по доступному методу наименьших квадратов:
что происходит со свойствами этих оценок? они теряют свой-
ство несмещенности, но остаются состоятельными. что тогда пред-
почесть — смещенность, но меньшую дисперсию или несмещен-
ность, но неэффективность? ответ, по-видимому, такой: на малых 
выборках доМнк-оценки ведут себя непредсказуемым образом, 
поэтому в некоторых ситуациях лучше использовать Мнк-оценки 
(в этом случае Мнк-оценка матрицы ковариаций  по-прежнему 
плохая), на больших же выборках следует применять доМнк-
оценку (состоятельность и, следовательно, смещение элиминиру-
ется с ростом выборки).
проверять гипотезы можно, непосредственно используя 
оценку матрицы ковариаций  либо при 
помощи вспомогательной регрессии
для обобщенной регрессионной модели, в отличие от класси-
ческой, уже нельзя использовать коэффициент детерминации R2 как 
удовлетворительную меру качества подгонки. он необязательно 
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лежит в интервале [0; 1], а добавление или удаление регрессоров 
необязательно влечет за собой его увеличение или уменьшение. 
также нет смысла рассматривать коэффициент детерминации 
и для вспомогательной регрессии, поскольку:
1) среди преобразованных регрессоров уже может не быть 
константы;
2) в общем случае трудно установить связь между качеством 
подгонки вспомогательной регрессии и исходной модели.
заканчивая разговор об оМнк, рассмотрим преоб разование 
матрицы W в модель (17), т. е. приведем матрицу Н для случая гете-
роскедастичности и автокорреляции первого порядка остатков.
Матрица Н для случая гетероскедастичности:
1
2
1
0 ... 0
1
0 ... 0
.
...
1
0 0 ...
N
H
 
 σ 
 
 σ=  
 
 
 
 σ 
преобразование данных в соответствии с моделью (18) экви-
валентно взвешенному методу наименьших квадратов.
для случая автокорреляции первого порядка случайного члена 
матрица H имеет следующий вид:
2
2
1 0 0 ... 0  0
1 0     ... 0  0
0 1 ... 0  01
.
              ...  1
0 0 0   ... 1 0
0 0 0 ... 1
H
 − ρ
 
−ρ 
 −ρ
=  
− ρ  
 
  −ρ 
в случае автокорреляции высоких порядков матрица Н имеет 
более сложный вид.
290
Задания по теме
1. предложена линейная модель в форме
0 1 .Y X= α + α + ε
наблюдаемые значения переменных даны в табл. 55.
Таблица 55
выборка из 4 наблюдений с переменными Yt и Xt
t 1 2 3 4
Yt 3 4 8 11
Xt 1 2 4 6
известно, что дисперсия случайных отклонений нестабильна во вре-
мени, а матрица V задана в виде
0,001 0 0 0
0 0,004 0 0
.
0 0 0,16 0
0 0 0 0,25
V
 
 
 =
 
 
 
оцените структурные параметры модели с помощью обобщенного 
метода наименьших квадратов.
2. на основе данных, представленных в табл. 56, с помощью метода 
наименьших квадратов построен линейный тренд 
Таблица 56
выборка из 7 наблюдений с переменной Yt
t 1 2 3 4 5 6 7
Yt 10 11 20 15 30 21 40
остатки этого тренда даны в табл. 57.
Таблица 57
Последовательность остатков тренда
t 1 2 3 4 5 6 7
et 1,86 −1,43 3,28 −6,00 4,71 −8,57 6,14
оцените структурные параметры линейного тренда переменной Y 
с помощью обобщенного метода наименьших квадратов, принимая в каче-
стве элементов матрицы V абсолютные значения остатков тренда, постро-
енного с применением классического метода наименьших квадратов.
контрольные вопросы
1. какая модель называется обобщенной линейной регрессионной 
моделью?
2. как выглядит матрица ковариаций ошибок в случае классической 
множественной линейной регрессионной модели?
3. как выглядит матрица ковариаций ошибок в случае гетероскеда-
стичности?
4. как выглядит матрица ковариаций ошибок в случае автокорреля-
ции первого порядка?
5. выведите формулу коэффициентов по обобщенному методу наи-
меньших квадратов.
6. сформулируйте теорему айткена.
7. как оценивать матрицу ковариаций ошибок?
8. что такое доступный обобщенный метод наименьших квадратов?
Список  
сокращений и обозначений
Мнк — метод наименьших квадратов
оМнк — обобщенный метод наименьших квадратов
доМнк — доступный обобщенный метод наименьших квадратов
плрМ — парная линейная регрессионная модель
МлрМ — множественная линейная регрессионная модель
кМлрМ — классическая множественная линейная регрессионная 
  модель
нМлрМ — нормальная множественная линейная регрессионная 
  модель
BLUE — Best Linear Unbiased Estimator (наилучшая линейная 
  несмещенная оценка)
EX — математическое ожидание величины X
Var(X ) — дисперсия случайной величины X
Cov (X, Y ) — ковариация случайных величин X и Y
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Приложение 1
Значения функции φ(t)
2
2
1
( )
2
t
t e
−
j =
π
t
сотые доли
0 1 2 3 4 5 6 7 8 9
0,0 0,3989 0,3989 0,3989 0,3988 0,3986 0,3984 0,3982 0,3980 0,3977 0,3973
0,1 0,3970 0,3965 0,3961 0,3956 0,3951 0,3945 0,3939 0,3932 0,3925 0,3918
0,2 0,3910 0,3902 0,3894 0,3885 0,3876 0,3867 0,3857 0,3847 0,3836 0,3825
0,3 0,3814 0,3802 0,3790 0,3778 0,3765 0,3752 0,3739 0,3726 0,3712 0,3698
0,4 0,3683 0,3668 0,3652 0,3637 0,3621 0,3605 0,3589 0,3572 0,3555 0,3538
0,5 0,3521 0,3503 0,3485 0,3467 0,3448 0,3429 0,3410 0,3391 0,3372 0,3352
0,6 0,3332 0,3312 0,3292 0,3271 0,3251 0,3230 0,3209 0,3187 0,3166 0,3144
0,7 0,3123 0,3101 0,3079 0,3056 0,3034 0,3011 0,2989 0,2966 0,2943 0,2920
0,8 0,2897 0,2874 0,2850 0,2827 0,2803 0,2780 0,2756 0,2732 0,2709 0,2685
0,9 0,2661 0,2637 0,2613 0,2589 0,2565 0,2541 0,2516 0,2492 0,2468 0,2444
1,0 0,2420 0,2396 0,2371 0,2347 0,2323 0,2299 0,2275 0,2251 0,2227 0,2203
1,1 0,2179 0,2155 0,2131 0,2107 0,2083 0,2059 0,2036 0,2012 0,1989 0,1965
1,2 0,1942 0,1919 0,1895 0,1872 0,1849 0,1826 0,1804 0,1781 0,1758 0,1736
1,3 0,1714 0,1691 0,1669 0,1647 0,1626 0,1604 0,1582 0,1561 0,1539 0,1518
1,4 0,1497 0,1476 0,1456 0,1435 0,1415 0,1394 0,1374 0,1354 0,1334 0,1315
1,5 0,1295 0,1276 0,1257 0,1238 0,1219 0,1200 0,1182 0,1163 0,1145 0,1127
1,6 0,1109 0,1092 0,1074 0,1057 0,1040 0,1023 0,1006 0,0989 0,0973 0,0957
1,7 0,0940 0,0925 0,0909 0,0893 0,0878 0,0863 0,0848 0,0833 0,0818 0,0804
1,8 0,0790 0,0775 0,0761 0,0748 0,0734 0,0721 0,0707 0,0694 0,0681 0,0669
1,9 0,0656 0,0644 0,0632 0,0620 0,0608 0,0596 0,0584 0,0573 0,0562 0,0551
2,0 0,0540 0,0529 0,0519 0,0508 0,0498 0,0488 0,0478 0,0468 0,0459 0,0449
2,1 0,0440 0,0431 0,0422 0,0413 0,0404 0,0395 0,0387 0,0379 0,0371 0,0363
2,2 0,0353 0,0347 0,0339 0,0332 0,0325 0,0317 0,0310 0,0303 0,0297 0,0290
2,3 0,0283 0,0277 0,0270 0,0264 0,0258 0,0252 0,0246 0,0241 0,0235 0,0229
2,4 0,0224 0,0219 0,0213 0,0208 0,0203 0,0198 0,0194 0,0189 0,0184 0,0180
2,5 0,0175 0,0171 0,0167 0,0163 0,0158 0,0154 0,0151 0,0147 0,0143 0,0139
2,6 0,0136 0,0132 0,0129 0,0126 0,0122 0,0119 0,0116 0,0113 0,0110 0,0107
2,7 0,0104 0,0101 0,0099 0,0096 0,0093 0,0091 0,0088 0,0086 0,0084 0,0081
2,8 0,0079 0,0077 0,0075 0,0073 0,0071 0,0069 0,0067 0,0065 0,0063 0,0061
2,9 0,0060 0,0058 0,0056 0,0055 0,0053 0,0051 0,0050 0,0048 0,0047 0,0046
3,0 0,0044 0,0043 0,0042 0,0040 0,0039 0,0038 0,0037 0,0036 0,0035 0,0034
3,1 0,0033 0,0032 0,0031 0,0030 0,0029 0,0028 0,0027 0,0026 0,0025 0,0025
3,2 0,0024 0,0023 0,0022 0,0022 0,0021 0,0020 0,0020 0,0019 0,0018 0,0018
3,3 0,0017 0,0017 0,0016 0,0016 0,0015 0,0015 0,0014 0,0014 0,0013 0,0013
3,4 0,0012 0,0012 0,0012 0,0011 0,0011 0,0010 0,0010 0,0010 0,0009 0,0009
3,5 0,0009 0,0008 0,0008 0,0008 0,0008 0,0007 0,0007 0,0007 0,0007 0,0006
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Приложение 2
Значения χ2-критерия Пирсона
α
df
0,10 0,05 0,025 0,01 0,005
1 2,7055 3,8415 5,0239 6,6349 7,8794
2 4,6052 5,9915 7,3778 9,2103 10,5966
3 6,2514 7,8147 9,3484 11,3449 12,8382
4 7,7794 9,4877 11,1433 13,2767 14,8603
5 9,2364 11,0705 12,8325 15,0863 16,7496
6 10,6446 12,5916 14,4494 16,8119 18,5476
7 12,0170 14,0671 16,0128 18,4753 20,2777
8 13,3616 15,5073 17,5346 20,0902 21,9550
9 14,6837 16,9190 19,0228 21,6660 23,5894
10 15,9872 18,3070 20,4832 23,2093 25,1882
11 17,2750 19,6751 21,9201 24,7250 26,7569
12 18,5494 21,0261 23,3367 26,2170 28,2995
13 19,8119 22,3620 24,7356 27,6883 29,8195
14 21,0641 23,6848 26,1190 29,1412 31,3194
15 22,3071 24,9958 27,4884 30,5779 32,8013
16 23,5418 26,2962 28,8454 31,9999 34,2672
17 24,7690 27,5871 30,1910 33,4087 35,7185
18 25,9894 28,8693 31,5264 34,8053 37,1565
19 27,2036 30,1435 32,8523 36,1909 38,5823
20 28,4120 31,4104 34,1696 37,5662 39,9969
21 29,6151 32,6706 35,4789 38,9322 41,4011
22 30,8133 33,9244 36,7807 40,2894 42,7957
23 32,0069 35,1725 38,0756 41,6384 44,1813
24 33,1962 36,4150 39,3641 42,9798 45,5585
25 34,3816 37,6525 40,6465 44,3141 46,9279
26 35,5632 38,8851 41,9232 45,6417 48,2899
27 36,7412 40,1133 43,1945 46,9629 49,6449
28 37,9159 41,3371 44,4608 48,2782 50,9934
29 39,0875 42,5570 45,7223 49,5879 52,3356
30 40,2560 43,7730 46,9792 50,8922 53,6720
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Приложение 3
Значения t-критерия Стьюдента
число степеней 
свободы
ν
α число степеней 
свободы
ν
α
0,1 0,05 0,01 0,1 0,05 0,01
1 6,314 12,706 63,66 18 1,734 2,101 2,878
2 2,92 4,3027 9,925 19 1,729 2,093 2,861
3 2,353 3,1825 5,841 20 1,725 2,086 2,845
4 2,132 2,7764 4,604 21 1,721 2,08 2,831
5 2,015 2,5706 4,032 22 1,717 2,074 2,819
6 1,943 2,4469 3,707 23 1,714 2,069 2,807
7 1,895 2,3646 3,5 24 1,711 2,064 2,797
8 1,86 2,306 3,355 25 1,708 2,06 2,787
9 1,833 2,2622 3,25 26 1,706 2,056 2,779
10 1,813 2,2281 3,169 27 1,703 2,052 2,771
11 1,796 2,201 3,106 28 1,701 2,048 2,763
12 1,782 2,1788 3,055 29 1,699 2,045 2,756
13 1,771 2,1604 3,012 30 1,697 2,042 2,75
14 1,761 2,1448 2,977 40 1,684 2,021 2,705
15 1,753 2,1315 2,947 60 1,671 2 2,66
16 1,746 2,1199, 2,921 120 1,658 1,98 2,617
17 1,74 2,1098 2,898 ∞ 1,645 1,96 2,576
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Приложение 4
Значения F-критерия Фишера*
 ν
1
ν
2
1 2 3 4 5 6 8 12 24 ∞
1 161,5 200 215,7 224,6 230,2 234 238,9 243,9 249 254,3
2 18,5 19 19,16 19,25 19,3 19,33 19,37 19,41 19,45 19,5
3 10,13 9,55 9,28 9,12 9,01 8,94 8,84 8,74 8,64 8,53
4 7,71 6,94 6,59 6,39 6,26 6,16 6,04 5,91 5,77 5,63
5 6,61 5,79 5,41 5,19 5,05 4,95 4,82 4,68 4,53 4,36
6 5,99 5,14 4,76 4,53 4,39 4,28 4,15 4 3,84 3,67
7 5,59 4,74 4,35 4,12 3,97 3,87 3,73 3,57 3,41 3,23
8 5,32 4,46 4,07 3,84 3,69 3,58 3,44 3,28 3,12 2,93
9 5,12 4,26 3,86 3,63 3,48 3,37 3,23 3,07 2,9 2,71
10 4,96 4,1 3,71 3,48 3,33 3,22 3,07 2,91 2,74 2,54
11 4,84 3,98 3,59 3,36 3,2 3,09 2,95 2,79 2,61 2,4
12 4,75 3,88 3,49 3,26 3,11 3 2,85 2,69 2,5 2,3
13 4,67 3,8 3,41 3,18 3,02 2,92 2,77 2,6 2,42 2,21
14 4,6 3,74 3,34 3,11 2,96 2,85 2,7 2,53 2,35 2,13
15 4,54 3,68 3,29 3,06 2,9 2,79 2,64 2,48 2,29 2,07
16 4,49 3,63 3,24 3,01 2,85 2,74 2,59 2,42 2,24 2,01
17 4,45 3,59 3,2 2,96 2,81 2,7 2,55 2,38 2,19 1,96
18 4,41 3,55 3,16 2,93 2,77 2,66 2,51 2,34 2,15 1,92
19 4,38 3,52 3,13 2,9 2,74 2,63 2,48 2,31 2,11 1,88
20 4,35 3,49 3,1 2,87 2,71 2,6 2,45 2,28 2,08 1,84
21 4,32 3,47 3,07 2,84 2,68 2,57 2,42 2,25 2,05 1,81
22 4,3 3,44 3,05 2,82 2,66 2,55 2,4 2,23 2,03 1,78
23 4,28 3,42 3,03 2,8 2,64 2,53 2,38 2,2 2 1,76
24 4,26 3,4 3,01 2,78 2,62 2,51 2,36 2,18 1,98 1,73
25 4,24 3,38 2,99 2,76 2,6 2,49 2,34 2,16 1,96 1,71
26 4,22 3,37 2,98 2,74 2,59 2,47 2,32 2,15 1,95 1,69
27 4,21 3,35 2,96 2,73 2,57 2,46 2,3 2,13 1,93 1,67
28 4,2 3,34 2,95 2,71 2,56 2,44 2,29 2,12 1,91 1,65
29 4,18 3,33 2,93 2,7 2,54 2,43 2,28 2,1 1,9 1,64
30 4,17 3,32 2,92 2,69 2,53 2,42 2,27 2,09 1,89 1,62
35 4,12 3,26 2,87 2,64 2,48 2,37 2,22 2,04 1,83 1,57
40 4,08 3,23 2,84 2,61 2,45 2,34 2,18 2 1,79 1,52
45 4,06 3,21 2,81 2,58 2,42 2,31 2,15 1,97 1,76 1,48
50 4,03 3,18 2,79 2,56 2,4 2,29 2,13 1,95 1,72 1,44
60 4 3,15 2,76 2,52 2,37 2,25 2,1 1,92 1,7 1,39
70 3,98 3,13 2,74 2,5 2,35 2,23 2,07 1,89 1,67 1,35
80 3,96 3,11 2,72 2,49 2,33 2,21 2,06 1,88 1,65 1,31
90 3,95 3,1 2,71 2,47 2,32 2,2 2,04 1,86 1,64 1,28
100 3,94 3,09 2,7 2,46 2,3 2,19 2,03 1,85 1,63 1,26
125 3,92 3,07 2,68 2,44 2,29 2,17 2,01 1,83 1,6 1,21
150 3,9 3,06 2,66 2,43 2,27 2,16 2 1,82 1,59 1,18
200 3,89 3,04 2,65 2,42 2,26 2,14 1,98 1,8 1,57 1,14
300 3,87 3,03 2,64 2,41 2,25 2,13 1,97 1,79. 1,55 1,1
400 3,86 3,02 2,63 2,4 2,24 2,12 1,96 1,78 1,54 1,07
500 3,86 3,01 2,62 2,39 2,23 2,11 1,96 1,77 1,54 1,06
1000 3,85 3 2,61 2,38 2,22 2,1 1,95 1,76 1,53 1,03
∞ 3,84 2,99 2,6 2,37 2,21 2,09 1,94 1,75 1,52
* при уровне значимости α = 0,05.
Приложение 5
Значения критерия колмогорова P(λ)
λ P λ P
0,30 1 0,80 0,5441
0,35 0,9997 0,85 0,4653
0,40 0,9972 0,90 0,3927
0,45 0,9874 0,95 0,3275
0,50 0,9639 1,0 0,2700
0,55 0,9228 1,1 0,1777
0,60 0,8643 1,2 0,1122
0,65 0,7920 1,3 0,0681
0,70 0,7112 1,4 0,0397
0,75 0,6272 1,5 0,0222
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