Motivated by a recent paper [Stoch. Anal. Appl., 31: 684-694, 2013], we study "complete convergence" versions of the Toeplitz lemma, the Cesàro mean convergence theorem, and the Kronecker lemma in this paper. Two counterexaples show that they can fail in general and some sufficient conditions for "complete convergence" version of the Cesàro mean convergence theorem are given. In addition, in view of the relations between convergence in probability and complete convergence, we introduce two classes of complete moment convergences, which are stronger versions of mean convergence, and consider the Toeplitz lemma and the Cesàro mean convergence theorem under these two complete moment convergences.
Introduction
The Toeplitz lemma and its two corollaries (the Cesàro mean convergence theorem and the Kronecker lemma) are usefuls tools in the study of probability limit theorems. For the reader's convenience, we spell out them in the following and their proofs may be found in [15] . Theorem 1.1 (Toeplitz lemma). Let {a nk , 1 ≤ k ≤ k n , n ≥ 1} be a double array of real numbers such that for any k ≥ 1, lim n→∞ a nk = 0 and sup n≥1 kn k=1 |a nk | < ∞. Let {x n , n ≥ 1} ba a sequence of real numbers. (i) If lim n→∞ x n = 0, then lim n→∞ kn k=1 a nk x k = 0.
(ii) If lim n→∞ x n = x ∈ R finite and lim n→∞ kn k=1 a nk = 1, then lim n→∞ kn k=1 a nk x k = x. Corollary 1.2 (Cesàro mean convergence theorem). Let {x n , n ≥ 1} be a sequence of real numbers and letx n = n k=1 x k /n, n ≥ 1. If lim n→∞ x n = x ∈ R, then lim n→∞xn = x. By the definition of almost sure (a.s.) convergence, we know that the Toeplitz lemma and its two corollaries (the Cesàro mean convergence theorem and the Kronecker lemma) still hold when the numerical sequence {x n , n ≥ 1} and real number x are replaced by a sequence of random variable {X n , n ≥ 1} and random variable X, respectively, and the limit is taken to be a.s. convergence.
Recently, in an interesting paper [13] , Linero and Rosalsky showed among other things that "convergence in probability" versions of the Toeplitz lemma, the Cesàro mean convergence theorem and the Kronecker lemma can fail, and their"mean convergence" versions are true.
Let {X n , n ≥ 1} and X be a sequence of random variables on some probability space (Ω, F , P ).
then {X n , n ≥ 1} is said to converge completely to X (write X n c.c. −→ X, or X n → X c.c. for short). This concept was introduced by Hsu and Robbins [8] , and it was studied extensively up to now (see, for example, Baum and Katz [1] , Gut [5, 6] , Li et al. [10] , Lanzinger [9] , Sung and Volodin [20] , Sung [19] , Gut and Stadtmüller [7] and etc.).
In Section 2, we consider "complete convergence " versions of the Toeplitz lemma, the Cesàro mean convergence theorem and the Kronecker lemma. At first, we will give two examples to show that they can fail in general. Then we give some sufficient conditions for the Cesàro mean convergence theorem under complete convergence.
In view of the relations between convergence in probability and complete convergence, we introduce two classes of complete moment convergences, which are stronger versions of mean convergence. Let p > 0.
−→ X and thus X n a.s.
In Section 3, we consider "s-L p convergence " versions and "s * -L p convergence " versions of the Toeplitz lemma and the Cesàro mean convergence theorem. Two couterexamples will be given to show that they can fail in general. Some sufficient conditions for the Cesàro mean convergence theorem under these two complete moment convergences will be presented.
Chow [4] 
Complete convergence 2.1 Counterexamples
In this subsection, we will construct two couterexamples to show that "complete convergence " versions of the Toeplitz lemma, the Cesàro mean convergence theorem and Kronecker lemma can fail in general. The ideas come from Linero and Rosalsky [13] .
The next example shows that complete convergence version of the Cesàro mean convergence theorem fails.
Example 2.1 Suppose that {X n , n ≥ 1} is a sequence of independent random variables such that
In the following, we will show thatX n 0 c.c.
Let n = 2k, k ≥ 2 and define k sets A 1 , · · · , A k as follows:
}, and thus
Thus there exists a large number K such that for any k ≥ K, we have
. So, for any n = 2k ≥ 2K, we have
.
It follows that
HenceX n 0 c.c.
Remark 2.1
The above example also shows the failure of the Toeplitz lemma when the mode of convergence is "complete convergence", taking a nk = 1/n, 1 ≤ k ≤ k n = n, n ≥ 1.
The next example shows that complete convergence version of the Kronecker lemma also fails.
Example 2.2 Let {Y n , n ≥ 1} be a sequence of independent random variables such that P (Y n = 16
Then for any n ≥ 1, we have
By the above definitions, for any ε > 0, we have
In the following, we will show that For any odd integer k,
Thus, for any n ≥ 1,
And so (2.2) can be expressed to be
For k = n + 1, · · · , 2n, we have
Define n sets A 1 , · · · , A n as follows:
k=1 X 2k−1 − 0| ≥ 1}, and thus
(2.5) By (2.5) and following the deduction in Example 2.1, we can obtain that
i.e. (2.3) holds.
Sufficient conditions
Proposition 2.1 Let {X 1 , X 2 , · · ·} be pairwise uncorrelated random variables satisfying
Proof. For any ε > 0, by Chebyshev's inequality and (2.6), we get
where M is a positive constant.
Remark 2.2 By Kolmogrov's strong law of large numbers, we know that if {X 1 , X 2 , · · ·} are independent random variables satisfying
Sn−E(Sn) n → 0 a.s. Proposition 2.1 can be compared with this result, and it can also be compared with Proposition 3.2 below. Corollary 2.2 Let {X 1 , X 2 , · · ·} be pairwise uncorrelated random variables satisfying
Proof. In this case,
Then the result follows from Proposition 2.1.
Remark 2.3
By the above corollary, we know that if {X 1 , X 2 , · · ·} be pairwise uncorrelated random variables satisfying that X n → 0 c.c. (or X n converges to 0 in probability),
and there exists an integrable random variable X such that |X n | ≤ Xa.s., ∀n ≥ 1. Then by the dominated convergence theorem, we have that E(X n ) → 0 and thus by the above corollary, the Cesàro sum 
Complete moment convergence 3.1 Counterexamples
The next example shows that s-L 1 convergence versions of the Cesàro mean convergence theorem and the Toeplitz lemma fail.
Example 3.1 Let {X n , n ≥ 1} be a sequence of random variables such that
, there exists a large N such that ∀n ≥ N,
. Hence
and so it doesn't hold thatX n −→ s-L 1 0.
The next example shows that s * -L 2 convergence versions of the Cesàro mean convergence theorem and the Toeplitz lemma fail.
Example 3.2 Let {X n , n ≥ 1} be a sequence of random variables such that P (X n = √ n) = 
Then c is a positive constant and there exists a large N such that ∀n ≥ N,
Hence it doesn't hold thatX n −→ s * -L 2 0.
Sufficient conditions
By Example 3.1, we know that, if
In general, we have the following result.
Proof. By the convexity of the function f (x) = |x| p , we have
Proposition 3.2 Let {X 1 , X 2 , · · ·} be pairwise uncorrelated random variables satisfying
Proof. By the assumptions, we have
If for any n ≥ 1,
If for some N ≥ 1,
It follows also that
By Example 3.2, we know that, if ∞ n=1 X n p < ∞, then we don't have ∞ n= Sn n p < ∞ necessarily. In general, we have the following two propositions.
Proof. By Minkowski's inequality and the definition of the norm · p , we have that
Then we can prove (3.7) by following the proof of Proposition 3.1.
Proposition 3.4 Suppose that 1 < p < ∞ and ∞ n=1 X n p < ∞, then for any 1 < q ≤ p, we have
in particular, S n /n → 0 c.c.
Proof. By the fact that · q ≤ · p , Minkowski's inequality and the assumption, we have
Proposition 3.5 Suppose that ∞ n=1 X n ∞ < ∞. Then (i) for any ε > 0, we have ∞ n= 1 (ln n) 1+ε S n n ∞ < ∞; (3.8)
(ii) for any 1 < q < ∞, we have
Proof. (i) By the definition of the norm · ∞ , we have that
Then we can prove (3.8) by following the proof of Proposition 3.1.
(ii) It's a direct consequence of Proposition 3.4 by noting that for any 1 < p < ∞ and any random variable X, X p ≤ X ∞ .
