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Résumé et mots clés
Dans cet article, nous nous focalisons sur l'espace Teinte Saturation Luminance, réputé pour sa meilleure
représentation de la vision humaine, et illustrons son intérêt dans la segmentation de données image, que ce
soit dans l'espace ou dans le temps. L'espace TSL, aux caractéristiques particulières (une composante 
angulaire, la teinte, et deux composantes scalaires, la saturation et la luminance) nécessite des modes de 
calcul originaux. Notre contribution est donc triple : tout d'abord nous nous attarderons sur la représentation
des couleurs dans l'espace TSL et sur les méthodes de calcul spécifiques qui doivent être employées. Ensuite
nous montrerons l'intérêt de cet espace dans la segmentation automatique de données image dans les deux
domaines que sont l'espace et le temps. La segmentation spatiale est assimilée au problème de la séparation
du fond et des objets pour cela nous proposons une approche multirésolution ne nécessitant qu'une seule
image. La segmentation temporelle correspond à la détection des changements de plan dans une séquence
d'images, et la méthode que nous proposons pour l'obtenir se base sur l'utilisation de mesures de distances
indépendamment du contexte. Les caractéristiques communes de nos deux méthodes (segmentation spatiale
et segmentation temporelle) sont l'efficacité (temps de traitement permettant de respecter la cadence vidéo)
et la robustesse (notamment aux changements d'illumination). Nous illustrons ces deux approches par des
résultats obtenus dans le domaine de l'analyse de séquences vidéo sportives et comparons dans ce contexte
l'usage des espaces TSL et RVB.
TSL, segmentation, multirésolution, illumination, séparation objets/fond, changements de plan.
Abstract and key words
In this article, we focus on the Hue Saturation Luminance colour space, known for its appropriate representation of the
human vision, and we illustrate its interest in the segmentation of image data, both in the spatial and temporal 
dimensions. The HSL space, with its particular properties (one angular component, the hue, and two scalar components,
the saturation and the luminance), requires some original computation models. So our contribution is triple : first we will
deal with colour representation in the HSL space and with specific computation methods which have to be involved.
Then we will show the relevance of this colour space for automatic segmentation of image data in the two domains
which are space and time. Spatial segmentation is considered under the problem of background and foreground 
separation for which we propose a multiresolution approach which requires a single image. Temporal segmentation 
corresponds to shot change detection in an image sequence, and the method we are proposing is based on the use of
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1. Introduction
Historiquement, le traitement des images s'est longtemps limité
à des images en niveaux de gris. Depuis une dizaine d'années,
les avancées technologiques [8] ont permis de dépasser ce ver-
rou et de considérer des images couleur. En effet, le développe-
ment de nouveaux capteurs trichromatiques a fourni les images
couleur, tandis que l'amélioration des performances de calcul
des processeurs a offert la possibilité d'accepter le surcoût de
calcul inhérent à l'augmentation des données à traiter lors du
passage des images en niveaux de gris aux images couleur.
Cependant, la plupart des algorithmes d'analyse et de traitement
d'images ou de séquences d'images reste limitée à des images en
niveaux de gris et n'utilise pas toute la richesse d'information
fournie par les images couleur. De plus, souvent les techniques
proposées sous l'appellation « couleur » ne sont qu'une adapta-
tion simpliste d'une technique pour les images en niveaux de
gris à des images en couleur. Ainsi, l'espace couleur considéré
est le plus souvent RVB (Rouge Vert Bleu) et le processus se
limite à un traitement (prévu initialement pour une image en
niveaux de gris) similaire pour les 3 composantes, suivi d'une
étape de « fusion » (généralement une combinaison des résultats
obtenus au sein de chaque image). Il est évident que l'intérêt de
ce type d'approches reste limité et que les avancées en théorie
de la couleur doivent être employées plus judicieusement pour
obtenir des traitements robustes bénéficiant de manière appro-
fondie de la richesse des informations couleur. Différents tra-
vaux recherchent à établir l'espace de travail le mieux adapté à
une situation donnée. Si cette approche est envisageable dans le
cas d'images fixes assez homogènes, à traiter en grand nombre,
par contre changer d'espace au cours d'une séquence vidéo
semble irréaliste.
Nous voulons montrer ici que l'utilisation de l'espace Teinte -
Saturation - Luminance constitue un compromis remarquable
qui permet d'améliorer les résultats obtenus dans l'espace Rouge
- Vert - Bleu. Cet espace présente plusieurs avantages de natures
différentes. Il assure une grande symétrie d'approche par rapport
aux différentes teintes sans en privilégier certaines de manière
arbitraire. De plus la nature des différents axes de représentation
permet de diminuer la dimension de l'espace d'étude en fonction
60 traitement du signal 2006_volume 23_numéro 1
Apport de l'espace Teinte-Saturation-Luminance pour la segmentation spatiale et temporelle
du problème à résoudre, diminuant d'autant la complexité des
algorithmes mis en œuvre. Cet espace permet également une
meilleure adaptation aux différentes conditions d'acquisition
des scènes. Néanmoins on doit noter que cet espace de repré-
sentation, notamment connu pour sa plus fidèle correspondance
avec le système de vision humaine, présente certaines particula-
rités (comme la présence de valeurs angulaires) qui nécessitent
des outils de manipulation spécifiques. Nous nous proposons
dans cet article d'illustrer ces différentes remarques au travers
du problème de la segmentation, en considérant d'une part une
segmentation spatiale dans les images fixes et d'autre part une
segmentation temporelle dans les séquences vidéo. Plus préci-
sément, nous considérerons successivement les domaines spa-
tial et temporel et proposerons dans chacun de ces domaines une
méthode de segmentation basée sur l'espace TSL. La segmenta-
tion spatiale sera assimilée à une séparation des objets et du
fond, tandis que la segmentation temporelle consistera à détec-
ter les changements de plan présents dans une séquence
d'images. Notre contribution est donc triple : étude des outils
nécessaires à la manipulation de données TSL, segmentation
spatiale d'images dans TSL, et segmentation temporelle de
séquences d'images dans TSL.
Notre contribution sera organisée selon le plan suivant. Nous
présenterons tout d'abord l'espace TSL, ses caractéristiques et
son obtention depuis l'espace RVB, nous décrirons notamment
les modes de calcul qui lui sont spécifiques. Dans une seconde
partie, nous aborderons le problème de la segmentation spatia-
le. Après avoir présenté succinctement le problème et rappelé
quelques méthodes existantes, nous expliquerons notre
approche en soulignant notamment l'intérêt d'un cadre multiré-
solution et son utilisation dans un espace couleur. Nous nous
focaliserons ensuite sur la segmentation temporelle pour laquel-
le, après avoir revu les principales solutions de la littérature,
nous proposons une méthode nécessitant un prétraitement des
données et la définition d'une mesure de distance appropriée.
Finalement nous présenterons et commenterons les résultats
obtenus dans le contexte de l'analyse vidéo de séquences télévi-
sées de matchs de football. Nous illustrerons ainsi l'intérêt de
l'espace TSL par rapport à l'espace RVB, et la robustesse de nos
approches.
context-independent distance measures. Common properties of our both methods (spatial and temporal segmentations)
are efficiency (processing time compatible with video framerate) and robustness (in particular against illumination
changes). We illustrate these two approaches with results obtained in the domain of sport video sequences analysis and
we compare in this context the use of HSL and RGB colour spaces.
HSL, segmentation, multiresolution, illumination, background / foreground separation, shot change.
2. Représentation 
et calculs 
dans l'espace TSL 
Le codage de la couleur dans des images numériques peut être
effectué en utilisant différents espaces de représentation, appe-
lés traditionnellement espaces couleur. Pour plus d'informa-
tions, le lecteur pourra se référer au récent ouvrage de Trémeau
et al. [19] ou au panorama de Chang et al. [3] sur la segmenta-
tion couleur. Dans cet article, nous nous focalisons sur l'espace
TSL. Nous expliquerons donc ici la représentation des couleurs
dans l'espace TSL et donnerons les formules de conversion
depuis l'espace RVB. Puis nous rappellerons et introduirons des
méthodes appropriées au calcul et à la manipulation des don-
nées dans cet espace.
2.1. Représentation et conversion
L'espace TSL comprend trois composantes : la teinte, la satura-
tion, et la luminance. Tandis que la saturation et la luminance
sont codées « de manière classique » sous forme scalaire, la
teinte est pour sa part une valeur angulaire. Ces composantes
peuvent être interprétées de la manière suivante :
Teinte : représente la couleur perçue (rouge, jaune, vert, etc.),
Saturation : mesure la pureté de la couleur (par exemple pour
une teinte rouge, le rose se caractérise par une saturation
plus faible que le rouge, tandis que le noir, le blanc et le gris
sont caractérisés par une saturation nulle),
Luminance : représente le niveau de gris, de « sombre » pour
une valeur faible à « clair » pour une valeur élevée.
La figure 1 illustre ces différents concepts. Nous pouvons obser-
ver que la saturation et la luminance sont toutes deux représen-
tées sur une échelle linéaire tandis que la teinte est modélisée
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par un angle. Elle sera donc logiquement l'objet d'une considé-
ration particulière lorsqu'elle sera employée dans des calculs
variés, ce que nous verrons plus loin dans cette section. 
L'espace TSL fournit, au travers de ses 3 composantes, des
informations complémentaires. Il a l'avantage de permettre l'éla-
boration de méthodes robustes aux changements d'illumination.
En effet, ces artefacts affectent principalement la composante de
luminance. En ne tenant compte que des composantes de chro-
minance (teinte et saturation), il est donc possible de diminuer
la sensibilité aux changements d'illumination.
Nous avons également observé que la teinte était une compo-
sante plus robuste que la saturation ou la luminance dans un
cadre multirésolution, comme par exemple pour la méthode de
segmentation spatiale que nous présenterons en section 3. En
effet, la teinte est moins sensible aux artefacts dus à des moyen-
nages successifs des valeurs des pixels, nécessaires dans le cas
d'une représentation multirésolution pyramidale. Nous avons
ainsi observé une indépendance vis-à-vis de la résolution de
certaines mesures calculées sur les teintes (comme la plage de
valeurs ou l'écart-type).
La teinte est donc une composante intéressante, invariante aux
changements d'illumination et aux cadres multirésolutions.
Cependant elle doit être analysée avec précaution. En effet, sa
fiabilité dépend du niveau de saturation et la teinte n'est signifi-
cative que si la saturation est élevée. Les méthodes d'analyse
basées sur la teinte des pixels doivent donc vérifier que ceux-ci
ne sont pas achromatiques. Une autre contrainte de la teinte pro-
vient de sa nature mathématique (mesure angulaire) qui néces-
site l'utilisation de mesures statistiques spécifiques décrites par
la suite.
À partir des concepts généraux que nous venons de rappeler,
différents auteurs ont proposé leur propre modèle TSL. Ainsi,
on peut citer les modèles décrits dans les ouvrages de Travis
[18] ou de Gonzalez et Woods [7] ou le modèle introduit plus
récemment par Serra dans [17]. Pour un panorama étendu, le
lecteur pourra se référer aux travaux de Carron [2] ou de
Vandenbroucke [21]. La grande variabilité des modèles TSL
introduits entraîne nécessairement des formules de conversion
différentes. Nous utiliserons ici la définition de Travis [18] que
nous avons préférée à celle de Gonzalez et Woods [7]. En effet,
dans cette dernière approche, la conversion depuis RVB vers
TSL s'accompagne d'un coût de calcul plus élevé, pour des
résultats équivalents. Le modèle que nous avons choisi est éga-
lement identifié sous le terme modèle de cône hexagonal, il est
décrit dans [21].
Avant de définir précisément l'espace TSL, nous introduisons la
notation I (x,y,C) pour désigner la valeur du pixel de coordon-
nées (x,y) pour la caractéristique couleur C. Ainsi sont définis :
I (x,y,minRVB) = min(I (x,y,R),I (x,y,V ),I (x,y,B)) (1)
I (x,y,maxRVB) = max(I (x,y,R),I (x,y,V ),I (x,y,B)) (2)
Les coordonnées dans l'espace TSL s'expriment alors en fonc-
tion des coordonnées dans l'espace RVB, pour la luminance ;
Figure 1. Représentation visuelle de l'espace TSL: le disque
modélise la teinte, tandis que le carré modélise la saturation
(direction horizontale) et la luminance (direction verticale).
elles sont données par :
I (x,y,L) = I (x,y,maxRVB) (3)
L'inconvénient de cette définition réside dans la sensibilité au
bruit de la composante de luminance. Néanmoins, comme nous
pourrons le constater par la suite, les méthodes de segmentation
que nous proposons se basent essentiellement sur les compo-
santes de teinte et de saturation et de ce fait s'affranchissent en
partie de cette contrainte. Si I (x,y,L) est nul, la saturation et la
teinte sont indéfinies. Dans le cas contraire, on a :
I (x,y,L) = 0 et I (x,y,S) = I (x,y,L) − I (x,y,minRVB)
I (x,y,L)
(4)
Si I (x,y,S) est nul, la teinte est indéfinie. Sinon, la teinte est
calculée en radians comme:
I (x,y,T ) =


º
3
(5 + I (x,y,B ′)) si I (x,y,R)  I (x,y,B)  I (x,y,V )
º
3
(1 − I (x,y,V ′)) si I (x,y,R)  I (x,y,V )  I (x,y,B)
º
3
(1 + I (x,y,R ′)) si I (x,y,V )  I (x,y,R)  I (x,y,B)
º
3
(3 − I (x,y,B ′)) si I (x,y,V )  I (x,y,B)  I (x,y,R)
º
3
(3 + I (x,y,V ′)) si I (x,y,B)  I (x,y,V )  I (x,y,R)
º
3
(5 − I (x,y,R ′)) si I (x,y,B)  I (x,y,R)  I (x,y,V )
(5)
avec I (x,y,R′), I (x,y,V ′) , I (x,y,B ′) calculés par l'équation
suivante :
I (x,y,c′) = I (x,y,maxRVB) − I (x,y,c)
I (x,y,maxRVB) − I (x,y,minRVB) (6)
∀c ∈ {R,V,B}
qui peut également s'écrire :
I (x,y,c′) = I (x,y,L) − I (x,y,c)
I (x,y,S) × I (x,y,L) ∀c ∈ {R,V,B} (7)
Nous avons décrit ici la signification des trois composantes de
l'espace TSL et le moyen d'obtenir une représentation dans cet
espace à partir de données RVB. Nous avons rappelé comment
il était possible de garantir la robustesse à des changements
d'illumination, et l'intérêt apporté par la composante de teinte,
tout en soulignant sa nature angulaire. Nous allons maintenant
décrire quelques modes de calcul adaptés à ce type de données.
2.2. Méthodes de calcul
Nous avons mentionné précédemment la nature angulaire de la
teinte. Cette composante devra donc être traitée de manière
appropriée et des méthodes de calcul adaptées aux valeurs angu-
laires doivent être utilisées. Nous présentons ici quelques tech-
niques permettant de manipuler correctement des données
angulaires comme la teinte.
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Lorsqu'on cherche à mesurer la similarité entre deux valeurs, on
est logiquement amené à calculer la différence absolue entre ces
deux valeurs. Dans le cas de valeurs angulaires, le calcul doit
être fait modulo 2π, ce qui conduit à la formule suivante :
∣∣θi − θj ∣∣∠ = min (
∣∣θi − θj ∣∣ ,2π − ∣∣θi − θj ∣∣) (8)
en notant |θi − θj |∠ la différence absolue entre deux valeurs
angulaires θi et θj.
En cas de fusion ou de combinaison d'informations, la moyen-
ne est fréquemment utilisée en segmentation des images. Nous
avons choisi d'utiliser la définition donnée dans [12] et reprise
dans [4] pour le calcul de la moyenne θ¯ d'un ensemble de
mesures d'angle {θi }i∈[1,] . Elle s'obtient par la formule :
θ¯ =


Arctan


∑
i=1
sin(θi )
∑
i=1
cos(θi )

 si
∑
i=1
cos(θi) ≥ 0,
Arctan


∑
i=1
sin(θi )
∑
i=1
cos(θi )

 + π sinon
(9)
Dans [12, 4] est donné également un algorithme permettant le
calcul de l'amplitude de variation de l'ensemble {θi }i∈[1,] .
Cette méthode nécessite un tri croissant préalable de tous les
angles considérés, et est donc caractérisée par une complexité
algorithmique relativement élevée. Nous proposons ici une
méthode applicable dans le cas où l'angle moyen θ¯ a déjà été
calculé. Cette méthode nécessite, en plus de la moyenne, la
connaissance des angles minimum et maximum dans l'interval-
le de longueur 2π choisi, respectivement notés θmin et θmax. Si
la moyenne appartient à l'intervalle limité par les deux angles,
c'est-à-dire si θmin ≤ θ¯ ≤ θmax, alors l'amplitude de variation est
égale à θmax − θmin. Dans le cas contraire, l'angle complémen-
taire doit être considéré et l'amplitude de variation est égale à
2π − (θmax − θmin) . Si on a choisi des mesures d'angle com-
prises entre 0 et 2π, l'amplitude de variation A ({θi }i∈[1,]) est
définie par :
A ({θi }i∈[1,]) =


max
i∈[1,]
(θi ) − min
i∈[1,]
(θi )
si min
i∈[1,]
(θi) ≤ ¯θ ≤ max
i∈[1,]
(θi),
2π − ( max
i∈[1,]
(θi ) − min
i∈[1,]
(θi )) sinon
(10)
Par la suite, nous utiliserons les différentes définitions intro-
duites ici pour mesurer et comparer des valeurs angulaires, la
teinte dans notre contexte. Nous avons décrit ici l'espace TSL et
ses caractéristiques. Nous allons maintenant justifier son intérêt
par l'apport de deux méthodes de segmentation, l'une dans le
domaine spatial et l'autre dans le domaine temporel.
3. Segmentation spatiale
Nous avons précédemment décrit l'espace TSL qui nous semble
opportun pour le traitement d'images couleur. Afin d'illustrer
son intérêt, nous aborderons le problème de la segmentation
sous deux aspects : dans le domaine spatial et dans le domaine
temporel. Nous avons délibérément choisi d'assimiler le problè-
me de la segmentation spatiale, que nous allons traiter ici, à
celui de la séparation des objets et du fond. Après avoir rappelé
les caractéristiques de ce problème, nous rappellerons les prin-
cipales méthodes existantes pour résoudre ce problème et souli-
gnerons leurs limites. Puis nous introduirons une solution origi-
nale basée sur l'utilisation de l'espace TSL dans un cadre multi-
résolution.
3.1. Description du problème
Nous avons choisi de considérer le problème de la segmentation
spatiale en tant que séparation du fond et des objets. Ce choix
nous semble opportun dans la mesure où la séparation
fond/objets est cruciale dans de nombreuses applications, telles
que le suivi d'objet, l'interprétation du contenu des images et des
séquences d'images, ou encore la compression. En effet, la
norme de compression MPEG-4 décrit une scène par les diffé-
rents objets qui la composent et par son arrière-plan [9]. 
Le domaine (noté I) de définition des images d'une séquence
vidéo peut être décomposé la plupart du temps en deux parties
complémentaires : la scène ou l'environnement qui est représen-
té par l'arrière-plan, et les objets mobiles présents dans la scène.
En notant R le domaine occupé par les objets, nous pouvons
définir R = IR le domaine occupé par l'arrière-plan de la
scène. La détection des objets et celle de l'arrière-plan sont donc
deux problèmes duaux et il est possible de déterminer les pixels
de l'image appartenant à l'une de ces deux parties par recherche
des pixels de la partie complémentaire. Dans le cadre de la
détection d'événements dans des séquences vidéo, les images
analysées présentent souvent un partitionnement non équitable
entre l'arrière-plan et des objets. En effet, l'arrière-plan occupe
fréquemment une partie du champ de vision plus importante
que les objets en mouvement présents dans la scène, ce qui se
traduit par aire(R)  aire(R). Cela permet une meilleure
interprétation des actions effectuées par les différents objets
dans leur environnement. 
Nous aborderons donc ici le problème de la séparation du fond
et des objets dans ce type d'images. Les objets considérés ne
doivent pas être prépondérants dans l'image. Nous ne traiterons
pas par exemple le cas des images de visage où le visage occu-
pe quasiment toute l'image. En effet, notre objectif n'est pas ici
de proposer une méthode de segmentation générique mais de
montrer l'intérêt de l'espace couleur TSL en traitement des
images, au travers de différentes applications. Néanmoins nous
tiendrons compte des changements d'illumination et du temps
de calcul nécessaire.
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Le problème de la séparation du fond et des objets fait l'objet de
différentes méthodes et nous allons rappeler les plus classiques,
adaptées à des séquences acquises soit avec une caméra fixe
(statique), soit en mouvement (dynamique).
3.2. Description de quelques solutions classiques
Nous présentons les techniques les plus couramment utilisées
en considérant tout d'abord le cas d'une caméra statique, puis
celui d'une caméra dynamique. Les principales limites souli-
gnées nous permettront de justifier l'intérêt d'une nouvelle
approche.
Dans le cas où la caméra effectuant l'acquisition est fixe, la
séparation du fond et des objets peut être obtenue par différentes
techniques de faible complexité algorithmique. Ces techniques
sont basées sur la comparaison des images successives de la
séquence. Plus précisément, la cohérence de l'intensité ou de la
couleur d'un pixel au cours du temps influe directement sur la
classification qu'on lui donne : fond ou objet. Ainsi, une pre-
mière approche suppose que l'arrière-plan est connu initiale-
ment via la disponibilité d'une image de référence Iref. Cette
image représente uniquement la scène, aucun objet n'étant pré-
sent. Pour une image donnée It, la classification d'un pixel
Pt (x,y) en objet ou en fond résulte de la comparaison avec
l'image de référence :
Pt (x,y) classé en 
{
objet si |It (x,y) − Iref(x,y)| > S,
fond sinon (11)
S étant un seuil de tolérance à fixer empiriquement ou après
apprentissage [15, 16]. Cependant, il est possible dans certains
cas qu'aucune image de référence ne soit disponible. La sépara-
tion des objets et du fond s'effectue alors par comparaison
d'images successives, en considérant un intervalle de temps 	t
plus ou moins important. La classification d'un pixel est alors
donnée par :
Pt (x,y) classé en 
{
objet si |It (x,y) − It−	t (x,y)| > S,
fond sinon (12)
D'autres méthodes plus robustes aux changements d'illumina-
tion ont également été proposées.
Dans le cas d'une caméra mobile, les méthodes précédentes ne
sont plus applicables directement. La méthode employée est
généralement composée de trois étapes successives : estimation
du mouvement de la caméra, compensation de ce mouvement,
et utilisation d'une approche pour caméra statique. Tout d'abord,
il est nécessaire d'estimer le mouvement de la caméra, ce qui
revient à estimer le mouvement global observé dans la séquen-
ce. De nombreuses méthodes permettent de résoudre ce problè-
me. On pourra par exemple se référer aux ouvrages de Tziritas
et Labit [20] ou plus récemment de Wang et al. [23]. Une fois le
mouvement de la caméra estimé, une technique de compensa-
tion du mouvement est utilisée [5], permettant d'annuler dans
l'image les effets du mouvement de la caméra. Les images obte-
nues peuvent donc être considérées comme acquises avec une
caméra fixe [1]. La dernière étape consiste alors en l'utilisation
d'une méthode pour caméra fixe, telle que celles présentées pré-
cédemment. Là encore, la qualité du résultat peut être améliorée
en utilisant un modèle plus robuste ou en ajoutant des post-trai-
tements.
Ces deux types de méthodes présentent des limites importantes.
Tandis que les premières sont incapables de gérer le cas d'une
caméra en mouvement, les secondes nécessitent un temps de
calcul important (pour l'estimation et la compensation du mou-
vement). De plus, on peut remarquer que dans ces méthodes la
couleur n'a pas modifié le principe élaboré a priori sur les
images en niveaux de gris. Les différences scalaires ont été rem-
placées par des différences vectorielles dans l'espace RVB.
Partant de cette constatation, nous proposons une méthode
basée sur l'analyse d'une seule image et qui ne tient pas compte
de l'information de mouvement puisque celle-ci ne peut être
obtenue et traitée rapidement. En outre, la méthode que nous
allons présenter est appropriée au cas des images fixes, où le
modèle de l'arrière-plan ne peut être amélioré au cours du temps
et où aucune information de mouvement n'est disponible. En
contrepartie, elle suppose des scènes où l'arrière-plan occupe
une partie du champ de vision plus importante que les objets
(statiques ou en mouvement), comme nous le verrons dans les
prochains paragraphes. 
3.3. Intérêt d'une approche multirésolution
Comme énoncé précédemment, nous proposons une solution
pour résoudre le problème de la séparation des objets et du fond
en se basant sur l'analyse d'une seule image dans l'espace TSL.
Nous rappelons que nous nous focalisons sur le cas simultané
d'un fond homogène, prédominant dans l'image, principalement
chromatique, et d'une caméra mobile dont les paramètres
(intrinsèques ou extrinsèques) ne sont pas connus. Dans ce
contexte, plusieurs solutions peuvent être envisagées pour esti-
mer la couleur principale de l'arrière-plan. Puisque l'arrière-plan
n'est généralement pas composé d'une couleur unique mais plu-
tôt de plusieurs couleurs proches, la recherche du mode signifi-
catif de l'histogramme des couleurs nous semble délicate. Nous
lui préférons donc une approche par filtrage des détails où l'ob-
jectif est de ne conserver que les couleurs correspondant à l'ar-
rière-plan. Différentes techniques peuvent être employées dans
cet objectif, parmi lesquelles la morphologie mathématique ou
l'analyse multirésolution. C'est sur cette dernière solution que
nos efforts se sont portés.
Nous allons donc justifier ici notre choix d'un cadre multiréso-
lution. Pour cela, considérons que l'image I représentant la
scène est étudiée par un observateur donné. On peut remarquer
que la distance d entre l'observateur et l'image influe directe-
ment sur sa capacité à visualiser les détails présents dans l'ima-
ge. La figure 2 illustre ce principe. Si l'observateur est suffi-
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samment éloigné de l'image, il ne distingue dans celle-ci que
l'arrière-plan, puisque nous considérons toujours que l'arrière-
plan occupe la partie la plus importante de l'image, comparati-
vement aux objets présents dans la scène. Plus l'observateur est
proche de l'image, plus il est capable de distinguer les objets de
manière précise. 
Figure 2. Vue d'une image par un observateur fixe 
à différentes distances d.
Le constat énoncé précédemment peut être modélisé de maniè-
re plus formelle. Pour cela, conservons les notations I,R, et R
représentant les domaines respectivement occupés par l'image,
les objets et la scène. Ceux-ci dépendent de la distance d et
seront donc notés plus précisément Id, Rd, et Rd. Affinons de
plus la définition de Rd par la propriété suivante. Quand une
région Rd a une aire inférieure à ε , on redéfinit Rd comme l'en-
semble ∅. ε représente donc l'aire en dessous de laquelle une
région ne peut plus être distinguée par l'observateur humain.
D'après les définitions de R et R, nous avons :
Id = Rd ∪Rd ∀d ∈ R+ (13)
soit :
aire(Id) = aire(Rd) + aire(Rd) ∀d ∈ R+ (14)
et :
aire(Rd)  aire(Rd) ∀d ∈ R+ (15)
En considérant les deux équations précédentes, et en passant à
la limite, nous obtenons :
lim
d→∞
aire(Rd) + lim
d→∞
aire(Rd) = lim
d→∞
aire(Id) (16)
lim
d→∞
aire(Rd)
aire(Id) + limd→∞
aire(Rd)
aire(Id) = 1 (17)
En considérant les propriétés formulées précédemment, nous
avons alors :
lim
d→∞
aire(Rd)
aire(Id) = 0 (18)
et
lim
d→∞
aire(Rd)
aire(Id) = 1 (19)
En effet, nous pouvons affirmer que :
∃d0 / ∀d > d0 Rd = ∅ et Rd = Id (20)
Cette réflexion nous amène à proposer ici une approche multi-
résolution. En considérant l'image originale I(0), il est possible
de diminuer fortement sa résolution pour obtenir une image à
très faible résolution I(rmax). Aucun objet n'est plus perceptible
dans cette image qui n'est composée que de l'arrière-plan. Un
modèle du fond peut donc être calculé à partir de cette image.
En augmentant la résolution r de manière itérative, il est alors
possible de comparer les différentes régions de l'image I(r) avec
le modèle de l'arrière-plan suivant un critère donné. Cette com-
paraison permet de déterminer si chaque région correspond ou
non à l'arrière-plan. De plus, le principe de multirésolution per-
met d'analyser des données à un degré de précision plus ou
moins fin selon le résultat attendu. Une analyse multirésolution
a aussi généralement l'avantage de limiter le nombre de calculs
nécessaires par rapport à son homologue pleine résolution [14].
L'inconvénient principal est lié à la difficulté du choix des réso-
lutions initiale et finale de l'analyse.
Nous allons maintenant décrire plus en détail la méthode multi-
résolution de segmentation spatiale que nous proposons.
3.4. Méthode de segmentation
La séparation du fond et des objets s'effectue en quatre étapes
successives : création de la représentation multirésolution, esti-
mation du modèle de l'arrière-plan, segmentation itérative des
images aux différentes résolutions et enfin segmentation finale.
La première étape consiste en la création de la représentation
multirésolution de l'image, qui peut être obtenue de différentes
manières. Ainsi, une transformée en ondelettes peut être utilisée
[22], mais elle nécessite généralement un temps de calcul
important. Nous lui avons donc préféré une décomposition
pyramidale [10]. La décomposition pyramidale d'une image est
illustrée dans la figure 3. Afin de calculer la valeur d'un pixel
P(x,y) à la résolution r + 1 à partir d'un ensemble de p2 pixels
à la résolution r, nous utilisons la valeur moyenne des pixels de
l'ensemble en question. La taille de l'image dépend alors de la
résolution, et on a X(r) = Xpr et Y(r) = Ypr . La moyenne a été
préférée à d'autres mesures nécessitant des calculs plus impor-
tants, comme par exemple la valeur médiane. Le calcul est
effectué itérativement, à partir de la résolution originale r = 0,
et jusqu'à obtenir la résolution voulue r = rmax.
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Il est alors possible de modéliser l'arrière-plan avant de réaliser
le processus de segmentation. Comme il a été précisé aupara-
vant, nous considérons que l'arrière-plan peut être modélisé par
l'image I(rmax), sommet de la pyramide. Cette considération n'est
bien sûr valable que si l'arrière-plan occupe une partie impor-
tante de l'image, s'il diffère suffisamment des objets présents
dans la scène, et s'il est assez homogène. Afin de garantir une
faible complexité tout en assurant une robustesse aux change-
ments d'illumination, nous avons décidé d'utiliser comme modè-
le la moyenne des teintes d'une zone, puisque la teinte nous
semblait une composante relativement robuste aux moyennages
successifs nécessaires pour construire la représentation multiré-
solution de l'image. Le modèle de l'image I, noté ϕ(I ), est donc
défini comme:
ϕ(I ) =


Arctan


X∑
x=1
Y∑
y=1
sin(I (x,y,T ))
X∑
x=1
Y∑
y=1
cos(I (x,y,T ))


si
X∑
x=1
Y∑
y=1
cos(I (x,y,T )) ≥ 0,
Arctan


X∑
x=1
Y∑
y=1
sin(I (x,y,T ))
X∑
x=1
Y∑
y=1
cos(I (x,y,T ))

 + π sinon
(21)
L'arrière-plan sera donc caractérisé par ϕ
(
I(rmax)
)
. Ce choix
requiert la validité de deux hypothèses. D'une part, il est néces-
saire que les pixels ne soient pas achromatiques (saturation non
nulle) pour que la valeur de leur teinte soit fiable. Dans notre
approche, nous ne considérons donc que les pixels de saturation
supérieure à un seuil prédéfini SS, et nous nous assurons que
leur proportion est suffisante pour garantir une certaine validité
statistique. D'autre part, l'arrière-plan doit être de couleur (ou
plutôt de teinte) homogène. Dans cet article, notre but est de
montrer l'intérêt de l'espace TSL pour la segmentation d'images
et nous ne considérons donc pas ici ces hypothèses comme des
limites. 
Figure 3. Représentation pyramidale d'une image.
La segmentation peut ensuite être effectuée et améliorée de
manière itérative (à la manière d'un quadtree incomplet) depuis
la résolution rmax − 1 jusqu'à la résolution initiale r = 0, base
de la pyramide. À une résolution donnée r ′ avec rmax > r ′ > 0,
l'image I(r ′) doit être analysée. Cette image est comparable à
l'image initiale I(0) qui aurait été découpée en K = (K0)rmax−r ′
zones, avec K0 une constante dont la valeur pourrait être en
toute logique égale à p2. Chacune de ces zones est alors com-
parée avec le modèle de l'arrière-plan. Cet appariement entre
deux zones I m et I n s'effectue en calculant la mesure de simila-
rité δ sur les moyennes respectives des teintes :
δ
(
ϕ
(
I m
)
,ϕ
(
I n
)) = min
( |ϕ (I m) − ϕ (I n) | ,
2π − |ϕ (I m) − ϕ (I n) |
)
(22)
Une fois la mesure δ calculée entre le modèle d'une zone donnée
et le modèle de l'arrière-plan, elle est comparée à un seuil S1 afin
d'effectuer ou non la reconnaissance. Une valeur inférieure au
seuil signifie que la zone est considérée comme l'arrière-plan.
Cependant, un second test est nécessaire pour vérifier la cohé-
rence de la zone étudiée et éviter les artefacts liés à l'utilisation
de la moyenne. En effet, si une zone est composée de deux
pixels ayant des teintes opposées, la moyenne ne reflétera pas
correctement le contenu de la zone. Nous analysons donc la
cohérence de chaque zone appariée avec l'arrière-plan. Pour
cela, plusieurs mesures de dispersion sont disponibles, comme
la variance ou l'amplitude de variation. C'est cette dernière
mesure qui est utilisée pour évaluer ici la cohérence d'une zone :
plus la plage de valeurs d'une zone est faible, plus celle-ci est
homogène. Pour calculer cette plage de valeurs angulaires, nous
n'utilisons pas la méthode donnée dans [12, 4] mais l'approche
originale présentée précédemment. Une fois la plage de valeurs
calculée pour une zone I k(r) par l'équation (10), nous comparons
cette mesure de dispersion avec un second seuil S2. Une plage
inférieure au seuil assure l'homogénéité de la zone concernée.
Celle-ci est alors étiquetée en fond ou arrière-plan. Dans le cas
contraire, l'hétérogénéité de la zone candidate à l'étiquetage
implique son rejet.
Si une zone fournit une réponse positive à ces deux tests suc-
cessifs, elle est affectée à l'arrière-plan. Dans ce cas la zone n'est
plus analysée à de meilleures résolutions. À l'opposé, une zone
sans étiquette sera analysée plus en détail à la résolution r ′ − 1.
Cette segmentation est effectuée si nécessaire jusqu'à la résolu-
tion initiale r = 0. Dans le cas d'applications nécessitant une
segmentation très précise, les zones correspondant aux objets
peuvent être analysées par la suite afin d'affiner les contours des
objets. Au contraire, si la précision des contours des objets n'est
pas nécessaire (comme dans le cas de l'initialisation d'un algo-
rithme de suivi d'objet), le processus peut être arrêté à une réso-
lution rfinal avec rmax > rfinal ≥ 0 . Dans ce cas, nous considé-
rons que les zones sans étiquette à la résolution courante rfinal
représentent les objets.
Afin d'améliorer la qualité du modèle de l'arrière-plan, il est
possible de recalculer celui-ci au cours du processus de seg-
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mentation. Dans ce cas, le modèle obtenu à la résolution rmax ne
représente que l'état initial de l'arrière-plan. À mesure que la
résolution devient plus fine, les résultats sont plus précis, et il
est possible d'obtenir un modèle de l'arrière-plan plus fiable en
ne considérant que les parties de l'image déjà étiquetées en fond.
En effet, supposons que le processus a été réalisé depuis la réso-
lution rmax où le modèle de l'arrière-plan a été estimé jusqu'à la
résolution r ′ . Chaque pixel à la résolution r ′ a été étiqueté
comme fond ou objet. Le modèle de l'arrière-plan peut donc être
amélioré, c'est pourquoi nous le qualifions d'évolutif. Le nou-
veau modèle obtenu peut alors être utilisé pour étiqueter les
pixels de l'image à la résolution r ′ − 1.
Nous avons décrit ici comment l'espace TSL pouvait être utilisé
pour obtenir une méthode de segmentation spatiale robuste et
efficace. Nous allons montrer maintenant qu'il peut également
être employé dans le cas d'une segmentation des données non
plus spatiale mais temporelle.
4. Segmentation 
temporelle
Après avoir abordé le problème de la segmentation spatiale assi-
milée ici à la séparation des objets et du fond, et proposé une
solution basée sur l'espace TSL, nous allons étudier maintenant
le problème de la segmentation temporelle, ou détection des
changements de plan. Nous commencerons par définir les diffé-
rents types de changements de plan et rappellerons les princi-
pales familles de méthodes pour résoudre ce problème. Nous
présenterons ensuite notre approche en détaillant le nécessaire
prétraitement des données, la définition de la mesure de distan-
ce utilisée, et enfin la solution globale proposée.
4.1. Présentation du problème
Un plan est défini comme une suite d'images issues d'une acqui-
sition continue d'une caméra donnée. Ainsi, toutes les images
d'un plan ont été acquises avec la même caméra. Le plan est
souvent l'unité temporelle la plus petite pour une séquence
vidéo si l'on ne prend pas en compte l'image pour laquelle la
notion de temps a disparu.
Chaque plan est séparé du précédent et du suivant par une tran-
sition. On distingue deux types de transitions : les transitions
brusques et les transitions progressives (cf. figure 4). Lors d'une
transition brusque (appelée cut), la dernière image du premier
plan est directement suivie par la première image du second
plan. Dans le cas où les deux plans sont connectés en utilisant
un effet particulier, on parle de transition progressive. Différents
types de transitions peuvent être utilisés. Les plus connus sont
le fondu et le volet. Au cours d'un fondu, le niveau de chaque
pixel des images intermédiaires est calculé en fonction des
niveaux des pixels de la dernière image du premier plan et de la
première image du second plan. L'influence varie au cours de la
transition de 0 à 1 pour la première image du second plan et de
1 à 0 pour la dernière image du premier plan. Lors d'un volet,
chaque pixel des images intermédiaires a un niveau égal à celui
du pixel de mêmes coordonnées spatiales soit dans la dernière
image du premier plan soit dans la première image du second
plan. La variation des proportions de pixels de chaque image est
monotone. Les logiciels actuels permettent des effets de plus en
plus sophistiqués mais qui conservent néanmoins ces principes
de base.
Nous allons maintenant voir brièvement les différentes familles
de méthodes existantes pour détecter ces différents change-
ments. 
4.2. Description de quelques solutions classiques
La plupart des méthodes proposées pour résoudre le problème
de la détection des changements de plan fonctionnent en deux
étapes : le calcul d'une mesure de dissimilarité entre deux trames
successives d'une séquence vidéo, puis la comparaison de la
valeur obtenue avec un seuil, afin de déterminer ou non la pré-
sence d'un changement de plan. Suivant ce principe, la détection
d'un changement de plan est effective si la condition suivante est
vérifiée :
d(It ,It−1) > S (23)
Nous rappelons que It représente l'image de la séquence vidéo
obtenue à l'instant t, d une distance, et S un seuil.
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Le problème de la détection des changements de plan a été étu-
dié de manière approfondie et de nombreuses méthodes ont été
proposées. Il n'est donc pas possible de dresser ici un panorama
complet de l'existant, et le lecteur est invité à consulter [11] pour
un état de l'art du domaine. Nous pouvons néanmoins établir
une classification hiérarchique de ces méthodes, en se basant
tout d'abord sur le type de séquences vidéo (compressées ou
non) et ensuite sur le type d'informations utilisées pour réaliser
la segmentation. Dans le cas des séquences vidéo non-compres-
sées, on dispose des valeurs (en niveaux de gris ou en couleur)
des pixels composant les différentes images de la séquence
vidéo. Dans ce contexte, il est possible de se baser directement
sur les valeurs des pixels et de mesurer la somme des diffé-
rences absolues terme à terme pour des images en niveaux de
gris ou en couleur, ou alors de compter le nombre de couples
(pixels de coordonnées spatiales identiques mais de coordon-
nées temporelles voisines) ayant des intensités éloignées. Ce
type de méthode, quoique simple, s'est avéré peu robuste au
bruit et aux mouvements présents dans la séquence. Certains
auteurs ont donc proposé d'utiliser des statistiques plus globales
comme les histogrammes. Il est alors possible de calculer une
différence terme à terme en considérant les classes de l'histo-
gramme afin de comparer deux images successives. Cependant
ces méthodes souffrent de leur caractère purement global. Par
conséquent, une analyse à un niveau intermédiaire (entre local
et global) a été étudiée. Les traitements s'effectuent au niveau
des blocs, et la comparaison de deux images s'effectue en mesu-
rant les différences pour chaque paire de blocs via un calcul de
la moyenne et de l'écart-type des intensités pour chaque bloc.
Une fois chaque paire de blocs étiquetée selon sa similarité, la
détection dépend du nombre de paires de blocs différents. De
Figure 4. Exemple de transitions (de haut en bas) : cut, fondu, et volet.
par la nature temporelle de la séquence d'images, il est égale-
ment possible de se baser sur l'information de mouvement, mais
celle-ci nécessite généralement un coût important pour être
obtenue. Finalement des auteurs ont proposé de combiner diffé-
rentes approches, permettant ainsi de combiner les avantages de
chacune d'entre elles. Cependant le temps de calcul s'accroît
considérablement avec la complexité des opérations à effectuer. 
Nous avons mentionné ici les principales familles de solutions
permettant la détection des changements de plan, dont un pano-
rama est donné en [11]. Nous allons maintenant décrire la
méthode proposée, qui peut s'appliquer à des données compres-
sées ou non grâce à un prétraitement approprié des données. En
outre, nous verrons qu'elle peut s'adapter au type de séquences
vidéo analysées et qu'elle s'exécute en temps-réel.
4.3. Prétraitement des données
Afin de garantir un temps de calcul relativement faible, et de
considérer indifféremment des données compressées ou non,
nous proposons d'introduire un prétraitement des données.
Celui-ci consistera à diminuer la résolution spatiale des images
à analyser. Ainsi, le nombre de pixels à traiter sera moins élevé,
diminuant alors le nombre de calculs nécessaires. Nous rame-
nons à des images de superficie 64 fois inférieure à celle des
images originales. La résolution atteinte permet encore visuel-
lement de détecter les changements de plan.
Chaque pixel est caractérisé par une valeur pour chaque com-
posante couleur de la représentation utilisée. Le but de l'étape
décrite ici est de représenter chaque image par un nombre de
pixels inférieur à celui d'origine. Nous proposons donc de créer
à partir de chaque image originale I (contenant X × Y pixels)
une nouvelle image I ′, composée de X ′ × Y ′ pixels. On pose
X ′ = X/8 et Y ′ = Y/8. Pour chaque bloc 8 × 8 (64 pixels) et
pour chaque composante couleur, la moyenne du bloc est calcu-
lée. Dans le cas de données compressées (JPEG ou MPEG), la
moyenne est assimilée au coefficient de basse-fréquence DC.
Les valeurs obtenues permettent de caractériser les nouveaux
pixels de l'image à faible résolution.
Une fois les données de chaque image normalisées et réduites,
les images successives vont être comparées au moyen d'une
mesure de distance. Celle-ci va maintenant être introduite.
4.4. Mesures de distance
De manière à accroître la robustesse aux changements d'illumi-
nation et aussi à réduire le temps de calcul nous avons choisi de
limiter la représentation des pixels à un espace de dimension 2
composé de la teinte et de la saturation. Pour toutes les scènes
d'extérieur, qui sont fréquentes dans les séquences vidéo, on
peut noter une amélioration par rapport aux résultats obtenus
dans l'espace RVB, comme nous le verrons dans la section 5.
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Comme [2, 6], nous mesurons la différence entre deux images
dans le sous-espace TS. Nous proposons ici la définition d'une
distance d :
d(It1 ,It2) =
X∑
x=1
Y∑
y=1
It1(x,y)  It2(x,y) (24)
avec  un opérateur algébrique utilisé pour comparer deux
pixels et défini par :
It1(x,y)  It2(x,y) = αT,S(It1(x,y,T ) − It2(x,y,T )) mod 2π
+(1 − αT,S)|It1(x,y,S) − It2(x,y,S)| (25)
où αT,S est un coefficient permettant de donner plus ou moins
d'influence aux composantes T et S. En effet, dans le cas de
pixels achromatiques, il est important de ne pas donner beau-
coup d'importance à la composante T qui n'est alors pas fiable.
Ce coefficient est défini par :
αT,S = c · χS>SS avec χP =
{
1 si P est vérifiée
0 sinon (26)
avec c une constante et SS un seuil comparé aux valeurs de satu-
ration. Ce coefficient, propre à chaque pixel, est donc indépen-
dant du type d'image considéré.
La mesure de distance d, quoique relativement simple, permet
d'estimer correctement la différence entre deux images en assu-
rant une invariance à l'illumination. L'utilisation d'une mesure
de distance plus complexe pourrait apporter une qualité d'infor-
mation supérieure mais engendrerait également un surcoût en
terme de temps de calcul. Cependant, l'utilisation directe de
cette mesure de dissimilarité entre deux images successives
nécessite la comparaison à un seuil S (cf. équation (23)). Le
seuil utilisé doit souvent être fixé de manière empirique, et
dépend du domaine vidéo étudié (sport, bulletin d'informations,
etc.) ou du type de plans présents dans la séquence. Ainsi, un
plan éloigné, où les objets en mouvement sont petits, sera carac-
térisé par une valeur d relativement faible tandis qu'un plan
proche ou serré, où les objets en mouvement occupent une por-
tion importante de l'image, sera caractérisé par une valeur d plus
élevée. Le seuil S devra donc être ajusté en conséquence afin
d'éviter les fausses détections ou l'absence de détection. Comme
certaines séquences vidéo, notamment les retransmissions télé-
visées d'événements sportifs, contiennent des plans éloignés et
des plans proches, il est nécessaire d'utiliser une méthode plus
générale qui puisse s'adapter à ces différents types de plans.
Nous proposons simultanément l'utilisation d'un seuil adaptatif
et d'une mesure différentielle. En introduisant un seuil adaptatif,
noté Sd, qui évolue au cours du temps, la valeur du seuil est mise
à jour pour chaque nouvelle image de la séquence (permettant
ainsi de limiter les faux positifs et les faux négatifs), suivant la
formule :
Sd(t) = αSd Sd(t − 1) + (1 − αSd )d(It ,It−1) (27)
où Sd(t) représente la valeur du seuil Sd à l'instant t. De cette
façon, il s'adapte automatiquement avec une certaine inertie
(représentée par le coefficient αSd) au contenu de la vidéo étu-
diée, sa valeur étant modifiée en fonction des valeurs de
d(It ,It−1). Le paramètre αSd a une influence directe sur les
mesures de précision et de rappel, tandis que le choix initial de
Sd(0) a très peu d'incidence sur les résultats.
L'utilisation directe d'une mesure d entre deux images succes-
sives est très sensible au bruit et au mouvement présent dans la
séquence étudiée. L'introduction d'un seuil adaptatif permet de
limiter cette sensibilité dans une certaine mesure, mais évidem-
ment pas dans sa totalité. Nous proposons donc de considérer
une mesure relative et non une mesure absolue. Cette mesure
relative, notée d ′ , permet d'accroître la robustesse au bruit et aux
mouvements importants présents dans la séquence, et est défi-
nie par :
d ′(It ) = |d(It ,It−1) − d(It−1,It−2)| (28)
Nous avons ainsi une estimation de la dérivée seconde du signal
vidéo. Contrairement à la mesure d, la mesure d ′ est définie de
manière relative et son ordre de grandeur dépend donc moins du
type de plan ou de vidéo étudié. Afin de détecter un changement
de plan, cette mesure peut donc être comparée à un seuil Sd ′ fixé
empiriquement au début de la séquence. La valeur de Sd ′ pour-
ra évoluer en fonction du type de vidéo ou de plan analysé.
Cependant, nous n'avons pas observé expérimentalement le
besoin d'adapter la valeur Sd ′ aux différentes données (de diffé-
rents domaines : sport, films, etc.) sur lesquelles la méthode a
été appliquée, ce qui nous permet d'affirmer une certaine robus-
tesse de notre approche.
Nous avons présenté ici la mesure de dissimilarité utilisée et
justifié l'intérêt d'utiliser la variation d'une mesure de distance
calculée entre deux images successives plutôt que la mesure de
distance elle-même. Nous présentons maintenant l'algorithme
de détection des transitions brusques ou progressives.
4.5. Méthode de segmentation
Comme il a été précisé précédemment, un changement de plan
peut être brusque ou progressif. En considérant une transition
progressive comme une transition brusque dont les effets sont
étalés sur plusieurs images, nous proposons ici une approche
permettant de détecter les transitions brusques ou progressives
de manière relativement similaire. 
Pour détecter un changement brusque, nous comparons directe-
ment la valeur d ′ avec un seuil Sd ′. En effet, si la valeur de d ′
est élevée, c'est-à-dire si la différence absolue entre d(It ,It−1)
et d(It−1,It−2) est significative, alors l'évolution du contenu de
la séquence entre les images It−1 et It n'est pas cohérente avec
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celle observée entre les images It−2 et It−1. Un changement
brusque existe donc à l'instant t − 1.
Si aucun changement brusque n'a été détecté, il est encore pos-
sible de se trouver en présence d'une transition progressive. La
valeur d ′ ne peut être utilisée directement dans le cas d'une tran-
sition progressive puisqu'elle ne reflète l'évolution de la mesure
de distance d qu'à un instant donné. Il est donc nécessaire de
cumuler les valeurs d ′ obtenues pour toutes les trames compo-
sant une transition progressive afin d'obtenir une mesure qui
sera du même ordre de grandeur que la valeur du seuil considé-
ré dans le cas d'une transition brusque.
La détection des transitions progressives s'effectue donc en
deux étapes successives. La première étape consiste en la détec-
tion des trames susceptibles d'être les frontières d'une transition
progressive. Pour détecter celles-ci, nous analysons l'évolution
de la mesure de distance d et nous comparons à chaque instant
t la valeur d(It ,It−1) avec le seuil adaptatif Sd(t) défini par
l'équation (27). L'utilisation de ce seuil adaptatif nous permet de
gérer tout type de situation (plan proche ou éloigné, mouvement
important ou pas, etc.). Si la condition définie par
d(It1 ,It1−1) > Sd(t1) est vérifiée, alors il est possible qu'une
transition soit présente dans la séquence à partir de l'instant t1 .
L'instant t2 de fin de cette transition correspondrait à la premiè-
re trame vérifiant la condition d(It2 ,It2−1) < Sd(t2) avec
t2 > t1. Une fois les frontières t1 et t2 d'une possible transition
déterminées, il est nécessaire d'analyser les trames t de cet inter-
valle de temps. Pour cela, nous calculons la valeur cumulée de
d ′ sur l'ensemble des trames [t1,t2] . Elle est notée d ′cumul(t1,t2) :
d ′cumul(t1,t2) =
t2∑
t=t1
d ′(It ) (29)
La comparaison de d ′cumul(t1,t2) avec le seuil Sd ′ permet alors de
valider ou non la présence d'un changement progressif entre les
trames It1 et It2. Cette approche par dérivation / intégration nous
permet de nous affranchir des valeurs initiales.
La méthode de segmentation temporelle décrite ici, ainsi que la
méthode de segmentation spatiale introduite précédemment, ont
toutes deux été testées dans le contexte de l'analyse de séquences
vidéo de football afin de vérifier leur efficacité. Les résultats
obtenus vont maintenant être présentés. Ils dépendent fortement
de l'espace de représentation que nous avons considéré.
5. Résultats
Afin d'illustrer l'intérêt de l'espace TSL dans les problèmes de
segmentation, nous avons décrit précédemment deux méthodes
basées sur cet espace couleur et permettant respectivement la
segmentation spatiale et la segmentation temporelle de données
image. Nous présentons ici quelques résultats obtenus avec ces
méthodes, nous permettant ainsi d'illustrer l'intérêt de l'espace
TSL et les capacités des méthodes proposées. Le contexte
considéré est celui de l'analyse temps-réel de séquences vidéo
de matchs de football. Les images analysées représentent des
scènes d'extérieur où l'illumination n'est pas constante. Les
mesures de temps de calcul ont été obtenues en considérant une
architecture PC Pentium 4 cadencé à 1.7 GHz.
5.1. Segmentation spatiale
La méthode de segmentation spatiale a pour but de séparer les
objets et le fond. Dans le contexte proposé, l'objectif est d'iden-
tifier les joueurs par rapport au terrain de football. La figure 5
montre les résultats obtenus sur deux images différentes où les
tailles des objets varient considérablement. Les objets sont cor-
rectement détectés, indépendamment de l'aire qu'ils occupent
dans l'image. À titre de comparaison, les résultats obtenus après
expérimentation d'une approche de seuillage automatique 
d'histogramme [13] par la méthode de Ridler sont également
donnés : on peut constater que les objets représentés par des
régions de plusieurs couleurs ne sont pas détectés correctement.
Cette comparaison nous permet de souligner la qualité de notre
approche même si les frontières des régions obtenues sont
imprécises (effet de bloc). Pour notre approche, les temps de
calcul observés dépendent de la taille de l'image : de 30 millise-
condes pour une image de taille 192 × 128 pixels à 350 milli-
secondes pour une image de taille 704 × 576 pixels. 
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La segmentation a été obtenue en utilisant les paramètres pré-
sentés dans le tableau 1. La structure de la pyramide est régu-
lière, nous avons donc p2 et K0 égaux à 4. Les seuils S1 et S2
ont été obtenus empiriquement mais le processus de segmenta-
tion est robuste à leur réglage, comme nous pourrons le consta-
ter par la suite (figure 9).
Figure 5. Résultats obtenus en considérant des objets de différentes tailles (à gauche), avec l'approche proposée (au centre) 
et une technique de seuillage automatique d'histogramme [13] par la méthode de Ridler (à droite). 
Dans les deux cas, les zones étiquetées comme « objet » sont représentées en blanc.
Tableau 1. Paramètres utilisés lors de la séparation du fond 
et des objets par approche multirésolution.
Paramètre Description  Valeur 
rmax Nombre de couches de la pyramide  7
rfinal Résolution du résultat final  5
p2 Nombre de pixels utilisés à la résolution r
pour générer un pixel à la résolution r + 1 4 
K0 Constante influant sur le nombre de zones  4 
S1 Seuil utilisé lors de l'appariement  π/18
S2 Seuil utilisé lors du test d'homogénéité  π/4
Le processus de segmentation est itératif. La figure 6 illustre la
diminution progressive de la résolution pour obtenir le modèle
initial de l'arrière-plan, tandis que la figure 7 présente le résul-
tat de la segmentation aux différentes résolutions. On peut
observer que le choix de la résolution finale rfinal influe direc-
tement sur la précision du résultat. Cependant, même en consi-
dérant une résolution finale similaire à la résolution originale
(i.e. rfinal = 0), les contours des objets détectés resteront gros-
siers et parallèles aux côtés de l'image. La séparation des objets
et du fond n'étant généralement qu'une étape intermédiaire (per-
mettant l'initialisation d'algorithmes de suivi d'objets), la préci-
sion obtenue est néanmoins suffisante.
La figure 8 illustre les résultats obtenus en considérant la teinte
mais aussi l'intensité et les composantes rouge, vert et bleu de
l'espace RVB. Pour ces dernières composantes, les valeurs des
paramètres S1 et S2 ont été adaptées à l'intervalle de définition
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(de 2π à 255). L'utilisation de la teinte fournit un résultat de
meilleure qualité. Aucune des composantes R, V ou B ne
contient l'information suffisante pour atteindre des résultats
aussi précis qu'avec la teinte (l'information pertinente étant dis-
persée dans les trois canaux de base). De plus, une combinaison
classique de ces trois composantes sous la forme d'une intensi-
té n'apporte pas de meilleur résultat. Le choix d'une représenta-
tion couleur adaptée est donc particulièrement important pour
obtenir un résultat satisfaisant.
Figure 6. Représentation d'une image à différentes résolutions, de la résolution originale r = 0 (à gauche) 
à r = rmax = 5 (à droite).
Figure 7. Résultat obtenu aux différentes résolutions, de rfinal = rmax − 1 = 4 (à droite) à rfinal = 0 (à gauche).
Figure 8. Résultats obtenus pour une image de taille 128 × 128 pixels (en haut à gauche) en considérant la teinte (en haut au
milieu), l'intensité (en haut à droite) ou les composantes de l'espace RVB (en bas) : rouge, vert, et bleu (de gauche à droite).
Une seconde comparaison est donnée dans la figure 9. Ici diffé-
rents jeux de paramètres ont été testés afin d'évaluer la robus-
tesse de la composante couleur utilisée pour le réglage des para-
mètres. Là encore, la teinte fournit les résultats les plus intéres-
sants et les plus robustes, comparativement à l'intensité ou aux
composantes rouge, vert et bleu. Les paramètres ont varié du
simple au quadruple, c'est-à-dire (S1,S2) , (2S1,2S2) , (3S1,3S2)
et (4S1,4S2) .
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Les principales limites de la méthode proposée ont été identi-
fiées a priori dans la section 3. D'une part, les pixels ne doivent
pas être achromatiques (puisque seule la teinte est utilisée dans
le processus de segmentation), et d'autre part l'arrière-plan doit
être relativement uniforme (puisqu'il est modélisé ensuite par
une moyenne). L'influence de la contrainte liée à la chromatici-
té des images, mesurée par le niveau de saturation des pixels, a
été évaluée sur les images de la figure 10. Nous avons observé
Figure 9. Résultats obtenus pour une image de taille 384 × 288 (première ligne) en considérant la teinte, l'intensité,
et les composantes de RVB (de haut en bas : teinte, intensité, rouge, vert, bleu) avec des jeux de paramètres variables 
(de gauche à droite : facteur 1, facteur 2, facteur 3, facteur 4).
qu'une baisse de 25 ou 50 % du niveau de saturation n'avait pas
d'influence sur les résultats obtenus, tandis qu'une baisse de
saturation de 75 % nécessite un nouveau réglage de paramètre
(seuil S1 = π/6, soit 3 fois supérieur au seuil initial). Lorsque
la saturation est nulle (image de droite de la figure 10), la
méthode ne donne évidemment pas de résultat pertinent.
Cependant, très peu d'images naturelles représentant des scènes
d'extérieur et fournies par des capteurs couleur sont achroma-
tiques.
Nous allons maintenant décrire les résultats obtenus par la
méthode de segmentation temporelle.
5.2. Segmentation temporelle
Nous avons évalué notre méthode en terme de qualité et d'effi-
cacité. Pour mesurer la qualité d'une méthode de détection de
changements de plan, il est possible d'utiliser des mesures (ou
taux) de rappel Tr et de précision Tp . Nous rappelons que ces
mesures sont définies par :
Tr = NdNd + Nm (30)
Tp = NdNd + Nf (31)
où Nd, Nm , et Nf représentent respectivement le nombre de
détections correctes, de détections manquées (ou faux négatifs),
et de fausses détections (ou faux positifs).
La méthode proposée ici a été testée sur des séquences vidéo de
différentes origines. Afin de souligner ses capacités, nous insis-
tons ici sur les résultats obtenus à partir de retransmissions de
matchs de football et considérons ce contexte comme plus dif-
ficile que celui des journaux télévisés par exemple. En effet, les
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séquences analysées sont caractérisées par des plans proches ou
éloignés, un grand nombre d'effets différents utilisés, une varia-
tion importante des mouvements de la caméra et des objets pré-
sents dans la scène, des changements d'illumination fréquents
liés au système d'éclairage, et enfin une certaine homogénéité
des images de la séquence vidéo (même si elles appartiennent à
différents plans). La première ligne du tableau 2 présente les
taux de détection dans le cas de journaux télévisés et de
séquences de football : les mesures obtenues illustrent bien la
difficulté à traiter correctement les séquences de football. 
Nous avons également comparé dans ce même tableau les résul-
tats obtenus par notre approche avec ceux donnés par deux tech-
niques classiques [11] : la première, basée sur une différence
pixel-à-pixel, montre l'incompatibilité de ce type d'approche
avec des scènes acquises avec une caméra en mouvement, tan-
dis que la seconde, basée sur une différence d'histogrammes,
illustre la difficulté à traiter des scènes à fond globalement uni-
forme. Les méthodes classiques proposées dans la littérature,
même si elles fournissent des résultats intéressants sur des cor-
pus usuels (de type journal télévisé), montrent bien ici leur
incompatibilité avec des données plus complexes telles que des
retransmissions de football. Notre méthode, quant à elle, fournit
des résultats particulièrement intéressants, et s'affranchit très
fortement du besoin d'adaptation des seuils à chaque nouvelle
séquence traitée.
Les résultats présentés ici ont été obtenus après une étape
manuelle de réglage des paramètres optimaux en considérant 
15 % du corpus de test. Le corpus contient une centaine de
changements de plan (un quart de transitions brusques et trois
quarts de transitions progressives) pour environ 12000 trames,
réparties à parts égales entre journal télévisé (extrait du corpus
INA) et football. Enfin, notre approche a été paramétrée avec
une pondération équivalente de la teinte et de la saturation, une
saturation significative fixée à 25 %, et une inertie importante
Figure 10. Image analysée (en haut) et résultat obtenu (en bas),
en considérant une saturation décroissante (de gauche à droite) : 0 % (niveau original), 25 %, 50 %, 75 %, et 100 %.
du seuil adaptatif. Ces paramètres sont décrits dans le tableau 3.
Les mesures SS et c liées respectivement à la fiabilité d'une tein-
te et à la pondération entre teinte et saturation ont été définies
en se basant sur les travaux de Carron [2].
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aux objets en mouvement, ainsi qu'aux effets d'illumination.
Pour la taille d'image considérée (160 × 120 pixels), le temps
de calcul nécessaire est égal à 4 millisecondes par image en
considérant la même architecture matérielle que précédemment.
Les figures 12 à 14 montrent l'évolution des mesures d, d ′ , et
d ′cumul pour des séquences vidéo contenant différents types de
transition, en considérant d'une part l'espace TSL et d'autre part
l'espace RVB. Dans le premier exemple (figure 12, cas de deux
cuts), l'utilisation de l'espace RVB entraîne de nombreuses
fausses détections. Dans le second exemple (figure 13, cas d'un
volet), les résultats obtenus avec les deux espaces sont compa-
rables. Enfin, dans le dernier exemple (figure 14, cas d'un
fondu), la transition n'est pas détectée dans l'espace RVB tandis
que de fausses détections sont identifiées. On observe donc sur
les 3 exemples représentatifs que le contraste des valeurs au
niveau des extremums locaux est beaucoup plus marqué dans
l'espace TSL que dans l'espace RVB. Ce choix d'espace assure
donc à la méthode proposée une plus grande robustesse et
confirme notre hypothèse théorique de départ.
La principale limite de l'approche proposée ici est sa sensibilité
au mouvement présent dans la séquence. Ce mouvement appa-
rent peut être provoqué par une accélération brusque de la
caméra ou par le mouvement d'un objet occupant quasiment
toute l'image dans un plan rapproché. Il est donc nécessaire de
trouver un compromis entre fausses détections liées au mouve-
ment et détections manquées des effets de type fondu.
Néanmoins il semble que nous ayons repoussé les limites
acceptables en ayant recours à une différence du second ordre
ainsi qu'à un seuil adaptatif. De plus, nous pouvons remarquer
que les mesures de rappel et de précision sont supérieures à 
90 % si seules les transitions brusques sont considérées (alors
que pour ces mêmes transitions, les mesures obtenues par les
approches basées pixel ou histogramme varient entre 10 et 
25 %).
Tableau 2. Qualité de la détection des changements de plan
dans l'espace TSL.
Méthode utilisée   Journal Football
Rappel  Précision  Rappel  Précision 
Approche proposée  84 %  98 %  72 %  88 % 
Approche basée 90 %  70 %  33 %  33 % 
pixel  
Approche basée 39 %  100 %  12 %  24 % 
histogramme  
Tableau 3. Paramètres utilisés lors de la détection 
des changements de plan.
Paramètre  Description  Valeur
c Constante utilisée dans le calcul de αT,S 0,5
SS Seuil utilisé pour déterminer la fiabilité   0,25
d'une teinte
αSd Inertie du seuil adaptatif Sd 0,75
Après l'étape de réduction spatiale d'un facteur 8 × 8, les
images à traiter ne contiennent plus que 20 × 15 pixels au lieu
des 160 × 120 originels, comme le montre la figure 11. Les
séquences vidéo contiennent différents effets (cut, volet, fondu,
mais aussi certains effets combinant volet et fondu). Elles
incluent aussi du bruit dû au mouvement global de la caméra,
Figure 11. Réduction de la résolution spatiale d'une image par un facteur 64 : image originale (à gauche) et image réduite (à droite).
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Figure 12. Évolution temporelle des mesures d (en vert), d ′ (en rouge), et d ′cumul (en bleu) pour une séquence 
contenant des transitions brusques indiquées par les flèches, en se basant sur l'espace TSL (à gauche) ou RVB (à droite).
Figure 13. Évolution temporelle des mesures d (en vert), d ′ (en rouge), et d ′cumul (en bleu) pour une séquence contenant 
une transition progressive de type volet indiquée par la flèche, en se basant sur l'espace TSL (à gauche) ou RVB (à droite).
Figure 14. Évolution temporelle des mesures d (en vert), d ′ (en rouge), et d ′cumul (en bleu) pour une séquence contenant 
une transition progressive de type fondu indiquée par la flèche, en se basant sur l'espace TSL (à gauche) ou RVB (à droite).
6. Conclusion
La couleur est de plus en plus souvent utilisée en traitement
d'images. Cependant, l'espace de représentation généralement
considéré est l'espace Rouge Vert Bleu prévu pour l'affichage
des images à l'écran. Nous avons montré ici comment un autre
espace de représentation de la couleur, l'espace Teinte
Saturation Luminance, pouvait apporter une amélioration en
traitement d'images. Pour cela nous avons considéré le problè-
me de la segmentation, successivement dans l'espace et dans le
temps, et y avons apporté des solutions originales basées sur
l'espace TSL.
Dans cet article, nous avons tout d'abord identifié les caracté-
ristiques et spécificités de l'espace TSL et donné quelques
modes de calcul relatifs à la teinte. Nous avons ensuite introduit
une méthode originale de segmentation spatiale qui ne nécessi-
te qu'une seule image grâce à un cadre d'analyse multirésolu-
tion. En complément, nous avons proposé une méthode de seg-
mentation temporelle s'adaptant au contenu, notamment par
l'usage d'une mesure de distance intertrames différentielle.
Notre contribution a donc porté sur ces trois aspects : caracté-
ristiques et calculs dans l'espace TSL, segmentation spatiale ou
séparation des objets et du fond, segmentation temporelle ou
détection des changements de plan.
Les perspectives des travaux présentés ici sont de deux ordres.
Tout d'abord il nous paraît important d'approfondir les résultats
présentés, en continuant d'identifier les caractéristiques de l'es-
pace TSL et les méthodes de calcul appropriées à cet espace. De
plus, nous souhaitons atténuer les limites des méthodes propo-
sées. Dans le cas de la segmentation spatiale, nous pensons que
les pixels achromatiques pourraient être pris en compte en
modifiant la modélisation pour y intégrer les informations de
teinte et de saturation (sous une forme pondérée, comme dans le
cas de la segmentation temporelle). La prise en compte de
scènes caractérisées par un arrière-plan plus complexe (par
exemple non plus uniforme mais composé de parties uniformes)
passe par l'intégration de plusieurs valeurs (moyenne des teintes
de chaque zone) dans le modèle et par la propagation de ce
modèle complexe dans les différentes résolutions. En ce qui
concerne la segmentation temporelle, une meilleure prise en
compte des artefacts liés au mouvement doit être effectuée. Elle
pourrait résulter d'une identification précise des effets du mou-
vement sur la mesure de distance proposée afin de limiter ces
effets.
Outre les possibilités de futures recherches décrites précédem-
ment, nous pensons qu'il serait intéressant également de montrer
l'intérêt de l'espace couleur TSL au travers d'autres applications,
comme la détection de contours ou le codage par exemple. De
plus, une étude comparant les avantages et inconvénients des
différents modèles TSL proposés dans la littérature nous semble
tout à fait appropriée et permettrait de choisir l'espace couleur
approprié pour un problème donné en analyse et traitement des
images.
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