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Moore’s law states that the number of transistors on an integrated circuit doubles every two 
years. To maintain this pace, industry continues to innovate at each step of the manufacturing 
process. Novel methods are being investigated for the limiting step, lithography, to cut costs and 
drive innovation. The current industry standard of 193 nm light from an excimer laser has been 
manipulated through techniques such as multiple pattern or immersion lithography to reduce the 
wavelength and size of the features on the transistor. Going forward, a new technique, extreme 
ultraviolet (EUV) lithography, is being developed to replace existing technology. EUV light is 
generated by a laser-produced plasma as opposed to an excimer laser, bringing new challenges 
that must be overcome for the technology to be viable. One such challenge is the build-up of debris 
in the EUV source on the main optic (called the collector), reducing reflectivity and thus lowering 
power during operation. The tool must then be taken down to clean the collector outside of the 
vessel, introducing downtime and loss of profits. 
 This work investigates a surface wave plasma-based in-situ cleaning method to restore 
reflectivity during EUV source operation. If the optic can continuously be cleaned, there is no need 
for tool downtime and profits increase. Previous plasma cleaning work has shown that the etch 
rate scales with the ion energy flux to the surface. Surface wave plasmas can take advantage of 
this by creating ions and radicals at the surface to be etched. Various surface wave antenna 
configurations have been characterized to determine viability for collector-scale etching. It was 
found that bright plasma was needed along the surface to reach etch rates greater than 10 nm/min. 




and a validation experiment was conducted. In addition, a reactive ion sticking coefficient was 
empirically fit to the validation experiment data and used to predict etch rates. The experiment and 
simulation are compared with discrepancies identified and explained. Finally, simulations were 
carried to determine whether multiple antenna can be used to increase the plasma radius. The 
power scaling for each antenna was also simulated with the final result being the predicted power 
requirements for a two antenna system to etch the entire collector surface: an inner antenna of 4.1 
kW and outer antenna of 9.8 kW is needed for the entire collector to have at least 10 nm/min etch 
rate. 
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CHAPTER 1: INTRODUCTION 
  
Every day computers continue to infiltrate all facets of modern life, creating an enormous 
industry and encouraging innovation. The transistor is the initial invention that kickstarted this 
phenomenon. Gordon Moore of Intel, during the beginning of this technological movement, stated 
that every two years the number of transistors on an integrated chip must double to ensure demand 
and innovation goals are met. The size of a transistor in 2001 was 0.25 micron [1]. The current 
industry standard is 7 nm half-pitch for transistors. Technological advances have begun to run into 
physical constraints, slowing progress below Moore’s prediction. 
 To increase the number of transistors on a chip, the size of transistor features must decrease 
accordingly. The creation of these transistors is a many-stepped process involving light, chemicals, 
and plasmas. The steps are traditionally called lithography, etching and deposition. Lithography 
uses light to pattern a wafer. The patterns are then etched by either a chemical (wet etching) or 
plasma (dry etching) process. Finally, deposition is the process in which the removed portion of 
the wafer, typically referred to as trenches, is filled in with another material. The deposition process 
can be enhanced using a plasma (e.g. Plasma Enhanced Chemical Vapor Deposition or PECVD).  
As both etching and deposition are fundamentally on the atomic scale, the limiting step for 
Moore’s law (to date) has been lithography. While photonic wavelengths near the atomic scale 
have been used in other applications, the large flux of photons needed for high volume 
manufacturing (HVM) severely limits the possible light sources for industry. The modern 
lithography process uses a mixture of immersion lithography in the deep ultraviolet (DUV) and 




photons generated by an Ar:F excimer laser. The wafer has a film of water suspended above it to 
reduce the 193 nm wavelength significantly. Another method to pattern features smaller than the 
Ar:F wavelength is multiple patterning. While this technique can utilize existing technology to 
push Moore’s law it comes at a large increase to cost, both fiscal and temporal. This is the basis 
for the push for new, cost-effective lithography sources and the use of EUV light.  
 EUV lithography has been in development for decades but only recently has entered HVM 
fabrication plants, or “fabs”. This technique has replaced multiple patterning techniques such as 
triple or quadruple patterning. EUV is still not a perfect technique and development must still 
address issues such as mask defect minimization, source downtime and pellicle development. It 
also differs greatly from current technology because it utilizes a laser produced plasma (LPP) to 
create the appropriate photons (as opposed to a laser) which requires a vacuum vessel for operation 
at subatmospheric pressures. To create the LPP, first molten tin (Sn) is injected into the vacuum 
chamber at high velocities. A powerful laser hits the droplet multiple times to initially create the 
optimal density for photon production and then completely ionize the Sn into a plasma. The de-
excitation of these Sn ions produces 13.5 nm photons. These EUV photons are absorbed by almost 
all materials. The only way to change the light path is using a multi-layer mirror or MLM. The 
largest MLM, and first in the optical chain, is called the collector. The collector is the only MLM 
to reside within the EUV source chamber. 
Contamination of the collector optic is the root cause of EUV source downtime. The de-
excited Sn gas collides with the walls and objects in the vessel, condensing into a film. This film 
absorbs EUV photons and must be cleaned off ex-situ. Opening of the vacuum chamber and 
replacement of the collector optic leads to up to 24 hours of downtime. At 50 kHz Sn injection 




drops by 40% (Figure 1.1) [2]. Translating gigapulses into time and assuming all other parts are 
100% functional, the collector is swapped every 24 days. The collector contamination alone 
attributes to ~4% downtime during the year with other maintenance required for 24/7 operation. 
Additionally, the loss in throughput (the number of wafers processed per hour) as the reflectivity 
drops is significant. This causes a dip in productivity during operation that does not justify the cost 
of investment. Contrast this with DUV downtime of <1% in a year and full productivity during the 
remaining time, and it is apparent that there is a long way to go for EUV to overtake current 
technology completely.  
 
Figure 1.1: Degradation data for the collector optic in ASML EUV sources. This data was shown by ASML at the 2016 SPIE 
Advanced Lithography conference. The decrease in degradation rate as EUV power increases is associated with the increase of 
hydrogen radicals as EUV power grows. Taken from reference [2].  
Current debris mitigation techniques include large amounts of gas to thermalize Sn ions and entrain 
them in the flow, allowing them to be pumped away. This method has only been partially 
successful, as the gas cannot completely stop particle momentum and diffusion still leads to film 




hydrogen radicals that are already generated during the EUV pulse. However, it is a slow process 
and cannot mitigate reflectivity loss [3]. 
Moving to a plasma-based in-situ etching process will increase the rate of Sn removal 
significantly by utilizing reactive ion etching. While previous plasma-based techniques have been 
not met the etch rates required for industrial application, this dissertation seeks to evaluate the 
efficacy of a surface wave plasma generator for in-situ operation. Three different geometries will 
be evaluated: a planar, button, and cone source. This work also seeks to understand the role ions 
play in the etching of tin and determine an energy-dependent sticking coefficient for hydrogen ions 
etching tin at industrial pressures. Finally, a model of the surface wave plasma and plasma-surface 
interactions is developed to enable scale-up of the plasma source to industrial specifications and 





CHAPTER 2: BACKGROUND 
 
2.1 Optical Lithography Overview 
 Lithography is the use of light to pattern a silicon wafer, but it is not straightforward. The 
wafer must first be coated with a material sensitive to the wavelength of photon used. This material 
is called the photoresist (or simply ‘resist’). A photomask or ‘mask’ is used to expose only certain 
parts of the resist. This photomask can be thought of as a stencil for the photons, patterning only 
the desired areas of the resist. Next, the resist is ‘developed’ using a pre-determined chemical 
referred to as the developer. There are two types of resists that are used: positive and negative 
photoresist. A positive resist photochemically reacts such that the developer removes the portion 
of the resist that was exposed to photons. In contrast, the negative resist that was exposed to 





 Figure 2.1: Using positive and negative photoresist, certain patterns are developed in preparation for etching. Taken from 
reference [4] 
The photoresist that remains has been chosen to also be resistant to the subsequent etch 
process. This will allow the substrate to be etched at a much higher rate than the photoresist, 
transferring the mask pattern to the substrate. Remaining photoresist is then taken away by another 
specific chemical during a wet etch step. As mentioned previously, lithography is the limiting step 
in the determination of these pattern sizes. It may seem like the mask would thus be the main 
culprit, but that is not the case. Each photomask is made using electron beam lithography, allowing 
incredibly small features to be patterned [5]. Unfortunately, e-beam lithography is much slower 
than current technology and, to date, has not been scaled up to HVM standards. The photomask, 
on the other hand, has a large initial cost but can be reused many times. 
 One of the leading solutions to decrease feature sizes is wavelength reduction. The source 
of photons and wavelength is ever changing as the semiconductor industry moves forward. Initial 
semiconductor processing efforts used mercury arc lamps (436 nm), taking advantage of the g-




leaped to excimer lasers with the Kr:F (248 nm), leading up to the current Ar:F (193 nm) lasers 
used today [6].  While wavelength reduction via new photon sources is a straightforward method 
of increasing the number of transistors on a chip, there are numerous other methods that take 
advantage of physics to reduce feature size. The subsequent section will delve into the specifics 
and limitations of the lithographic resolution and depth of focus.  
 
Resolution and Depth of Focus 
 Resolution and depth of focus are two additional considerations that affect the feature size 
on a wafer. The resolution will affect how small the minimum size that a feature can be and still 
be printed accurately. In other terms, it can be thought of as the smallest half-pitch that can be 
printed. The pitch is the distance between the center of two adjacent features, typically in a 
repeating pattern such as lines or trenches. Logically, the half-pitch is half this distance. Eq 2.1 
shows that not only wavelength (𝜆), but variables k1 and NA determine the resolution. k1 is a 
constant that incorporates factors from the “resolution enhancement” techniques such as the type 
of mask used (e.g. phase-shift mask) or off-axis illumination [7]. It is also affected by the type of 
photoresist used, but the physical limit for k1 is known to be 0.25. Modern sources already operate 
near this limit at 0.28 [7].  As new photoresists are developed it is important to minimize k1 but 
there is not much room for improvement. The next factor, NA, is an acronym for the Numerical 
Aperture of the optics and is a physical constraint of the lens used and optical technique. It can be 
described by Eq 2.2 with n being the index of refraction for the medium between the final lens and 




𝑅 =  𝑘1
𝜆
𝑁𝐴
       Eq. 2.1  
𝑁𝐴 =  𝑛sin(𝜃)      Eq. 2.2  
 Another consideration to reduce resolution is to decrease the numerical aperture. This can 
be accomplished by increasing theta with a larger lens or increasing the refractive index of the 
interface medium (such as with immersion lithography). Both modifications come at a cost to 
depth-of-focus, another important printing consideration, which makes wavelength reduction the 
choice for industry, even if new light source research is expensive.  
 Depth-of-focus (DOF) is a characterization of the light projecting a 2D pattern on to a 3D 
object. It is an attempt to quantify the penetration depth of the photon flux in the photoresist. Due 
to the nature of the development step as a wet etch technique, essentially, any photoresist that does 
not contact photons will not have the appropriate reaction. This leads to the developer pulling or 
leaving photoresist that should have been patterned, resulting in pattern defects on the wafer. When 
printing a trench, too low of DOF results in a blurry line instead of a neat, straight feature [7].  The 
dependence on NA and wavelength is given by Eq 2.3. 
𝐷𝑂𝐹 =  𝑘2
𝜆
(𝑁𝐴)2
      Eq. 2.3  
 Notice there is yet another physical constant, k2, that depends on the process used to project 
the photons and cannot be adjusted independently. The increased influence (quadratic) on the 




wavelength of photons used, the resolution can be enhanced without affecting DOF too greatly. 
This is what has pushed industry to develop new light sources for smaller wavelengths.  
 
Beyond 193 nm Lithography 
 Up until the 10 nm node, Ar:F lasers were the industry standard for all lithography steps. 
Various techniques were employed to accomplish this reduction from 193 nm to 10 nm including 
multiple patterning and immersion lithography [8] [9]. As mentioned previously, increasing NA 
of the lithography system will decrease the feature size by influencing resolution. Immersion 
lithography increases NA by increasing the refractive index of the medium above the wafer stage. 
As vacuum was used previously, any medium will have an refractive index greater than one and 
therefore can be used. Water was the liquid of choice because of its vast availability and 
commonplace knowledge base (n = 1.44 for 193 nm photons).  
 
Figure 2.2: Example diagram for immersion lithography. The projection optics guide the photons towards the wafer. As the photons 
exit the final lens they enter the immersion liquid (typically water). This liquid has a refractive index greater than vacuum which 
reduces the wavelength of the photons as they reach the resist. The wafer stage and scanning motion is also depicted to illustrate 
how the projection optics covers an entire 300 mm wafer. Taken from reference [10] 
A typical projection optics system is shown above (Figure 2.2). As the photons exit the lens at the 




at the wafer surface. An additional consideration for immersion lithography is the need for a 
topcoat the prevent watermarks or bubbles that would create defects on the wafer. This needs to 
be added on top of the existing photoresist [11].  
 Compared to immersion lithography, multiple patterning is enticing because no parameters 
are modified to print smaller features. There are also no additional hardware components 
necessary. The amount of process steps greatly increases in exchange. Double patterning is very 
commonplace with triple and quadruple patterning being used when necessary. These additional 
steps result in a much higher cost basis per wafer as well as slower throughput. [12]. Focusing 
solely on double patterning for simplicity, there are still two variations that must be considered.  
 The first approach involves doubling the lithography and etching steps such that the 
patterns overlap and the final features are smaller than the originals. This is literally named Litho-
Etch-Litho-Etch or LELE after the individual steps that are performed. It can be seen to the left of 
Figure 2.3. The right half of the figure shows self-aligned double patterning or SADP. In this 
process there is a deposition step between lithography and etch that lays a material called a spacer 
atop the photoresist. There is a spacer etch step that removes the spacer from the wafer but leaves 
some walls around the resist. When the photoresist is removed, the thin spacer walls make up the 





Figure 2.3: LELE (left) and SADP (right) are shown above. These processing techniques utilize existing technology to reduce the 
half-pitch of printed features. Unfortunately, the cost is substantially higher and alternative methods are desired. Taken from 
reference [4] 
The downside to these techniques is the operational and temporal costs. LELE requires separate 
masks for each lithography step, a costly hardware requirement. Due to the nature of the LELE 
process, it requires a much smaller margin for overlay error. Overlay error would occur if the mask 
is misaligned for either lithography step. Triple or quadruple patterning would require even smaller 
overlay error. In contrast, SADP only uses a single mask and lithography process but the additional 
deposition and etch boosts production time and cost.  
 
2.2 Extreme Ultraviolet Lithography Overview 
 Printing below 36 nm cannot be achieved with immersion lithography. A combination of 
double and triple patterning may be viable, but the industry has turned to a new light source with 
a much lower wavelength to sustain Moore’s law. Extreme ultraviolet lithography (EUV) is the 




resolution today has been reduced to the 7 nm node with the insertion of EUV into HVM. In the 
figure below, the production cost reduction can be seen. Replacing double patterning (denoted 
DPT in the figure) with EUV halves the cost per wafer (assuming constant throughput with the 
technology change).  
 
Figure 2.4: Figure taken from Samsung presentation comparing future lithographic technology cost benefits. EUV greatly reduces 
cost per wafer compared to DPT. Taken from reference [13] 
The adoption of EUV is not without its own considerations. Not only is EUV light absorbed by 
most materials, the generation requires a high vacuum system [14]. This vacuum system is 
subject to constant maintenance to ensure the appropriate pressure and vacuum purity is met. In 
addition, the optical train made up of lens that is used for DUV will not work with EUV (it will 
absorb the light). Instead, a series of partially reflective mirrors are used to direct the photons 
towards the wafer. Any decrease in reflectivity of these mirrors will introduce downtime to the 
system, increasing cost per wafer. This is a trade-off that must be balanced with the production 






 To produce the 13.5 nm (92 eV) photon, an energetic particle is needed. Yet, producing 
the photon is not enough. The amount of photons must also be large to provide the flux needed to 
pattern the wafer. Another consideration is that the reflective mirrors are not 100% effective, so 
the flux required is even greater. There is currently no known excimer with 92 eV as the 
relaxation energy. Thus, a system analogous to the Kr:F or Ar:F DUV lasers does not exist. 
Instead a plasma must be used to generate a large number of ions that release this photon when 
relaxed.  
 Topic of much research, the EUV plasma fuel was narrowed down to three possibilities: 
lithium, tin, and xenon. Xenon was much too expensive and gas targets were not dense enough to 
produce plasmas and subsequently photofluxes in the quantities required for high volume 
manufacturing. Lithium created a few sharp peaks from its limited number of transitional states 
but is dangerously reactive with water and easily oxidized, limiting viability [15]. The fuel of 
choice is Sn for its broad EUV spectrum and being devoid of any other significant problems.  
 
Figure 2.5: Comparison of Sn and Li emission spectrum in the EUV range. Because of the large amount of metastable states for 




To generate the spectrum shown in Figure 2.5, tin must be ionized from 8+ to 12+ so that it will 
create the requisite metastables. Generation of this plasma involves a laser in a process that is aptly 
named a laser produced plasma (LPP). In modern sources the tin is melted and injected into the 
vacuum system as a droplet. The droplet is targeted by various laser shots of variable power to 
lower density and optimize surface area. These are typically dubbed ‘pedestal’ and ‘pre-pulse’. 
Finally, the ‘main pulse’ is fired at what is now a disc-like tin pancake. These steps are crucial to 
increase the conversion efficiency (CE) of the LPP. CE is a measure of the EUV power emitted by 
the plasma compared to the input power of the laser pulses. A dense droplet will be opaque and 
have a high self-absorption rate of the emitted EUV. Even with these optimization steps, CE is as 
high as 6% in modern EUV sources [17]. 
 The remaining laser power contributes to out-of-band (OoB) radiation, energetic debris, or 
is absorbed by the vessel, increasing thermal load. Out-of-band radiation is a term that refers to 
photons that are outside the desired EUV band that can be reflected by the optical system. Some 
of the EUV power is absorbed by the plasma, accelerating electrons and ions to keV energies 
which must then be mitigated before damage is caused to the optics. Finally, the laser wavelengths 
used for LPP production are in the infrared (typically 1 micron Nd:YAG or 10 micron CO2). These 
wavelengths are readily absorbed by the metallic vessel walls, increasing their temperature. 
Optimization of the CE leads to minimization of these negative consequences, increasing 
operational efficiency and tool lifetime. To counter the low CE, the EUV source operates at a 
repetition rate of 50 kHz. This creates a large amount of OoB radiation and energetic particles. In 
particular, the energetic debris must be mitigated and managed or else it will deposit and degrade 






 The EUV optics differ from their DUV counterparts as they are multi-layer mirrors 
(MLMs) compared to the lens systems of old. Upwards of 50 alternating layers of molybdenum 
(Mo) and silicon (Si) are used to build these mirrors atop of a substrate. Each pair of layers is 
called a bilayer. The difference in the index of refraction between the Mo/Si results in a small 
reflection of the photons of certain wavelengths depending on the thickness of the layers. This is 
called Bragg reflection [14, 18]. The bilayers are spaced at approximately half the wavelength of 
light to optimize reflection. While each bilayer reflection is small, the total sum of the stack can 
reach 70% at 13.5 nm [19] [20].  
Molybdenum and silicon were chosen to maximize reflectivity of the bilayers while 
minimizing the absorption. To do this, the difference in the real part of the permittivities must be 
maximized while minimizing the imaginary permittivity. This would maximize the reflection of 
each bilayer while minimizing the absorption of the photons. The relationship between the 








      Eq. 2.5 
Material 1 is named the reflector while material 2 is the spacer. Silicon was chosen as the spacer 
due to its low imaginary permittivity at 13.5 nm and thus low absorption. Mo is the reflector as the 
difference in real permittivity compared to Si is large. Reflectivity is maximized by maximizing f 
in Eq. 2.4 while minimizing g in Eq. 2.5. When discussing reflectivity, the peak value is quoted 
even though it is a spectrum that depends on the wavelength of incident photon. The theoretical 





Figure 2.6: Reflectivity of a Mo/Si multilayer mirror with 50 bilayers as a function of incident photon wavelength. Figure taken 
from reference [21] 
Even with perfectly deposited bilayers and normal incidence, peak reflectivity is 73%. MLM 
reflectivity can change during source operation due to the high temperature environment of the 
EUV source. Any thermal interdiffusion between the layers will result in a reflectivity loss due to 
changes to the material properties. Active cooling of the mirrors is a necessity in these vessels. In 
addition, the silicon is prone to oxidation which will change its optical properties as well. A layer 
of ruthenium coats the top of the mirror due to its protection against oxidation [22]. 
 
Figure 2.7: The reflectivity of an example multilayer mirror is plotted along with the EUV spectrum of the LPP as a function of 




As stated earlier, the MLM partially reflects the incident photons. Modern mirrors only reflect up 
to 70% of the incident flux [24]. When considering reflectivity loss in the system, a drop of a few 
percent can contribute to a great loss in photons at the wafer surface due to the many mirrors that 
are needed. The inside of an ASML scanner is shown in Figure 2.8. If 100W of EUV photons are 
created by the LPP and make it into the scanner, the wafer will see 5.6W.  
 
Figure 2.8: This is a picture of the ASML EUV scanner. There are upwards of ten mirrors in the scanner alone. The light comes 
from the EUV source and bounces off each Bragg reflector. Each of these mirrors has, at most, 70% reflectivity resulting in a 






Figure 2.9: Schematic of the inside of the EUV source. The collector optic sits in front of the LPP where it is subjected to tin debris 
deposition and the thermal load from the plasma. 
The first optic in the optical chain is called the collector and is located within the EUV source 
environment. It “collects” the photons as they are created and directs them towards the scanner. A 
schematic can be seen below. Due to its exposure to the LPP it is the most prone to degradation 
from the debris that is generated during operation. A 10% loss in reflectivity at the collector would 
result in 13% loss of photons at the wafer surface.  In fact, the first collector mirror in ASML’s 
NXE:3300 EUV sources was completely coated by tin over the duration of a single minute of 
operation (Figure 2.10) [26]. Debris mitigation is needed to ensure collector reflectivity is 





Figure 2.10: EUV collector from an ASML NXE:3300 source without debris mitigation. The source was covered in a Sn film in 
under one minute of operation. Reprinted from [26]. 
 
2.3 EUV Debris 
 The collector is the largest optic and sits at the heart of the EUV source. It is a curved with 
a diameter of 650 mm. Laser light shines through the center aperture from behind the collector. 
The droplet is hit right in the center of the front plane, creating the EUV photons that are collected 
by the nearly 5 steradian of coverage that the collector provides [27]. With the EUV plasma being 
created so close to this crucial optic, debris is a large concern. The ions and neutrals that are created 
can sputter the collector, implant inside it, or deposit on top. These energetic particles can sputter 
the top layer (Ru) resulting in increased oxidation of the silicon if exposed. The oxidation of silicon 
would lower collector reflectivity. The same would happen if particles are implanted into the 
bilayers, absorbing photons, and changing the index of refraction. Finally, particles that land on 
the surface can form an absorbing layer, drastically reducing the reflectivity of the multilayer 




effect of this energetic debris is a concerted effort within the EUV source. This section will discuss 
these ongoing efforts. 
 
Debris Mitigation 
Reflectivity degradation of the collector can be caused by sputter-induced 
roughness/erosion, energetic ion/neutral implantation, or Sn deposition. Sputtering of the collector 
is the most harmful degradation mechanism to reflectivity. One potential mitigation method for 
sputtering would be increasing the number of bilayers of the multilayer mirror. These excess 
bilayers can be sputtered away but would not affect the total reflectivity of the collector. The 
optimal number of bilayers for Mo/Si reflection of EUV is 50. Above this number, the reflectivity 
becomes constant as a function of bilayers (Figure 2.11) but the cost continues to increase [28].  
 
Figure 2.11: Calculation of the reflectivity of a Mo/Si multilayer mirror as a function of bilayer number. Reprinted from reference 
[28]. 
While EUV producing plasmas have an optimal bulk temperature of approximately 30 eV [29], 
the ion energy distribution contains a non-trivial amount of particles with keV energies. As the 
laser produced plasma is created, higher energy electrons will leave the initial volume first due to 




leading to what is termed a “coulombic explosion” with the ions repelling each other to high 
energies. In addition, these ions are pulled by the ambipolar electric field that develops in the wake 
of the fast electrons. These high energy ions can reach multiple keV. Ions with these energies are 
the most problematic as they can easily sputter the collector or implant within the bilayers. 
One potential method of mitigating damage from charged particles is to magnetically 
deflect them from the collector. Magnetic mitigation takes advantage of the large energies that 
makes this energetic debris troublesome. The faster the velocity of the incoming particle, the larger 
the deflection force by the magnetic field. This is demonstrated in Eq. 2.6 and Eq. 2.7. 
 F =  𝑞v x B       Eq. 2.6  
𝑣 =  √
2𝐸
𝑚
                                    Eq. 2.7  
Academic and industrial applications of this mitigation technique have been studied and 
implemented. One such work used a 0.5 Tesla magnetic field to deflect ions from a laser produced 
plasma generated using a solid tin target [30]. The average ion energy was measured to be 1.2 keV. 
Ion flux was measured using a faraday cup which records charge as a function of time. This faraday 
cup was positioned 15 cm from the source at an angle of 66°. Ion flux at the faraday cup was 





Figure 2.12: Ion flux from a solid target LPP is measured using a faraday cup 15 cm from the source at an angle of 66°. Pulse 
energy and duration were varied for the ablation of the solid Sn target. The measured ion flux is reduced by nearly an order of 
magnitude in the presence of the magnetic field, regardless of pulse energy or duration.  Reprinted from reference [30]. 
Measurements of the effect of magnetic mitigation on the ion energy distribution function have 
been performed at the University of Illinois by Elg et al (Figure 2.13). Utilizing an XTS 13-35 z-
pinch EUV source to form a comparable EUV plasma, the ion energy distribution function was 
measured at the 0 degree normal to the pinch. This is a similar geometric configuration in which 
the photons travel in an LPP EUV source, but the pressure was much lower (1-10 Pa) compared 
to what is used in industry. A Halbach array was placed in front of the pinch to deflect ions. While 
there were ions measured up to 14 keV without the magnetic field, the most energetic measured 
ions were at 6 keV with the Halbach array. The magnitude of the flux also decreased by two orders 




angle needed to capture EUV photons in an EUV source, making this mitigation technique 
unviable.  
 
Figure 2.13: Comparison of the ion energy distribution function (IEDF) of an XTS 13-35 EUV source with and without magnetic 
mitigation. Energies about 6 keV were not recorded when a Halbach array was placed in the z-pinch path. Taken from reference 
[31]. 
Endo and colleagues from the Extreme Ultraviolet Lithography System Development Association 
in Japan have tested magnetic mitigation using a 1 T field in a Sn-fueled LPP akin to industrial 
EUV systems [32]. Introduction of the magnetic field reduced ion signal on the faraday cup to 





Figure 2.14: A Sn-fueled LPP similar to industrial EUV sources was used to test viability of magnetic mitigation. In the presence 
of the 1 T magnetic field, ion signal on the faraday cup was reduced to near zero, comparable to noise. Figure reprinted from 
reference [32]. 
One commercial EUV source manufacturer is pursing magnetic mitigation: Gigaphoton [33]. A 
reproduction of their debris mitigation scheme can be seen below. Magnets are used to trap low 
energy ions and attempt to deflect high energy ions. 
 
Figure 2.15: Schematic of magnetic mitigation scheme in development for Gigaphoton EUV sources. Reprinted from reference  
[33]. 
Unfortunately, while magnets may help mitigate the charged debris there are still high energy 
neutrals that are generated from ion-neutral charge exchange and recombination [34]. Revisiting 




reconfirmed with QCM measurements that Endo performed showing nearly no reduction in 
deposition rate with magnetic field (Figure 2.16). 
 
Figure 2.16: QCM measurements of the deposition during operation of a Sn-fueled LPP with and without magnetic mitigation. The 
deposition rate is not influenced greatly by the 1 T field, suggesting most debris is uncharged. Figure reprinted from reference 
[32]. 
As most debris from the LPP is neutral Sn, magnetic deflection will not be sufficient to alleviate 
damage concerns. A separate technique must be utilized that will decrease debris energy and 
deflect these particles away from the collector regardless of charge state. The chosen mitigation 
technique in modern systems is to use “buffer gas” to slow debris and direct it away from the 
collector. While this is the preferred method of industry, few studies have looked a the transport 
of both energetic ions and neutrals to the collector in the presence of buffer gas. However, Sporre 
et al modeled and measured the impact of buffer gas on both ion and neutral flux at the intermediate 
focus from a discharge produced plasma as a function of pressure using a spherical energy sector 
analyzer (Figure 2.17) [35]. The intermediate focus (IF) is the point at which the photons converge 
toward the scanner. For an illustration, refer to the right side of Figure 2.9.  
 For this work, the chamber had an operating pressure of 0.3 mTorr with no buffer gas. An 




as the pinch fuel while argon was the buffer gas. Microchannel plates, along with an electrostatic 
ion deflector, were used to measure energetic neutrals that reached IF. At 0.3 mTorr, there is no 
buffer gas and most of the pinch is lost to the walls. With low background density, scattering events 
are minimal and only ~7.75% of the total initial energy is deposited in the buffer gas [34]. This 
leads to ~0.1% of the energy reaching the intermediate focus. Thus, the data points at 0.3 mTorr 
in the figure below corresponds to nearly no flux to the intermediate focus. Instead, the energy in 
the EUV source would be deposited at the walls or collector. Once buffer gas is introduced, the 
energy transfer to the background gas can energize the argon and create an apparent rise in the IF 
flux. Only after the pressure increases above 10 mTorr do the energetic debris flux scatter and 
decrease from collisions with the buffer gas. At this point the average energy of energetic species 
also decreases from the collisions with background. 
 
Figure 2.17: (a) The theoretical and experimental debris flux at the intermediate focus is plotted as a function of chamber pressure. 
With no buffer gas, the operating pressure is 0.3 mTorr. As buffer gas is introduced, the energy transfer to the gas increases and 
the detected flux increases. There is a significant reduction in flux after 10 mTorr from increased collisions with the background 
gas that now scatter energized neutrals.. (b) The average energy of atoms and number of atoms at intermediate focus. Both number 
and average energy of particles decrease after 10 mTorr due to the increased collisionality of the plasma. Figure reprinted from 





While this data may seem to suggest that pressure is the dominant mechanism for ion energy/flux 
reduction, in this case the higher collisionality at higher pressures causes more scattering and 
energy transfer to the buffer gas. In turn, this reduces the energy and flux of debris at the 
intermediate focus. This also means that the energy of the debris within the EUV source drops as 
well from increased pressure. It is important to note that a static background gas will not have the 
intended deflection or scattering. As most of the collisions the ions will undergo are forward-
scattering, they would at best charge exchange with the background gas. Returning to the collector, 
these energetic ions-turned-neutral particles may still have a trajectory that would impact the 
collector surface. A large flow rate is needed to change the direction of these fast particles, 
entraining any that have slowed and carry them to the vacuum pump inlet. For the flowing gas to 
have effect, its resident time must be of the same magnitude as the diffusion time constant for the 
ion and neutral species. The affected flux will then be modified: 
Γ =  Γ0exp (
𝜏𝐷
𝜏𝑔𝑎𝑠
)      Eq. 2.8 
The initial flux is given by Γ0 and the final flux by Γ. The important factor is the exponential ratio 
of the diffusion time of the species,  𝜏𝐷, over the resident time of the gas, 𝜏𝑔𝑎𝑠. According to 
ASML, the buffer gas chosen for their commercial EUV sources is hydrogen due to its high heat 
capacity, thermal conductivity and EUV transparency [36]. Using a variety of flow rates and 
pressure recipes, ASML has been able to slow collector degradation significantly (Figure 2.18 as 
compared to Figure 1.1) [26]. An increase in pressure is used to eliminate contributions from 




hydrogen flow not only slows down the Sn vapor but entrains it, redirecting the debris towards the 
walls and exhaust.  
 
Figure 2.18: Using H2 as a buffer gas, ASML has succeeded in slowing collector degradation in comparison to Figure 1.1. The x-
axis is in units of gigapulses. Reprinted from reference [26]. 
As the collector lifetime has been defined by industry as the time until collector reflectivity drops 
to 50%, current efforts are still inadequate to reach targets of 1 terapulse. At 50 kHz this amounts 
to a lifespan of roughly two-thirds of a year as compared to the current lifetime of 24 days. 
Additional efforts are needed to reduce collector contamination. This contamination can be 
separated into two categories: “fast” and “slow”. The high energy debris that incorporates fast 
contamination has been shown to be successfully mitigated using buffer gas. The slow 
contamination is in the form of Sn that is ejected from nearby walls or other surfaces in the 
chamber. These are large particles that cannot be stopped by the small hydrogen gas molecules 
and are the major contributors to collector reflectivity degradation. To extend the collector lifetime, 
in-situ collector cleaning must be developed to supplement mitigation techniques. The next section 






Debris management involves removal of the tin from the source without impact to the tool 
lifetime. This is an inherently in-situ method and involves cleaning the tin from the walls with a 
chemically reactive gas. Fortunately, hydrogen is chemically reactive with tin. If radicals are 
formed, four hydrogen radicals will react with one tin forming a gaseous stannane that can be 
pumped away from the vessel: 
4𝐻(𝑔) + 𝑆𝑛(𝑠) => 𝑆𝑛𝐻4(𝑔)    Eq. 2.9  
Recalling Figure 1.1, the decrease in degradation rate correlates with an increase in EUV 
power. The increase in EUV power also results in an increase in out of band radiation. These 
auxiliary photons have a non-negligible absorption cross-section with the background hydrogen 





Figure 2.19: The total photo-absorption cross section of photons from 30 to 100 nm by molecular hydrogen. Partial contributions 
include the photo-ionization and photon-induced dissociation reactions. Taken from reference [37]. 
As these photons interact with the hydrogen gas, they are absorbed forming a H* population that 
can then react with deposited Sn atoms. This has been referred to as the ‘self-cleaning’ aspect of 
the EUV source. Unfortunately, it cannot overcome the deposited Sn flux and must be 
supplemented somehow. There have been proposals to introduce external hydrogen radical sources 
that generate a large density of H* and blow them into the vessel. One example of such a method 
was used to clean an EUV optic. The reflectivity of the optic was measured before and after with 





Figure 2.20: An EUV optic had its reflectivity measured, then 10 nm of Sn was deposited on it. The reflectivity was measured again 
showing a significant decrease. The optic was exposed to a hydrogen radical flux, removing the Sn, and returning reflectivity nearly 
to initial values. Taken from reference [38]. 
One drawback from this technique is the cleaning rate. An initial rate of 28 nm/min was seen but 
as the 10 nm film became thinner this dropped to 0.3 nm/min. The thought was that redeposition 
of the etched product after the initial etch beginning resulted in a severe drop-off [38]. A practical 
drawback is the delivery system for these hydrogen radicals. While van Herpen used a tungsten 
filament in vacuum, this is not possible within the EUV source. Instead an external generator 
would need to be implemented with radicals blown in through a quartz tube. Even then there would 
recombination along the quartz walls. In addition, cleaning rates must be high enough to overcome 
redeposition of stannane that has been shown to thermally decompose above 100 Celsius [39].  
 The deposition rate on the collector is a useful metric to determine tin removal technique 
viability. While it varies with plasma recipe, flow configuration and chamber pressure, a rough 
estimate can be made. The calculation assumes isotropic diffusion of the tin after the laser 
produced plasma is made. This will be incorrect due to the anisotropic nature of the LPP which 




calculation is a useful baseline. Management solutions must overcome ~10 nm/min of deposition 
rate to have any chance in restoring the collector reflectivity.   
Table 2.1: Quick calculation of the tin deposition rate on the collector assuming certain quantities for the laser-produced plasma 
and EUV source. Gas curtain effectiveness is measured by redirection away from initial deposition point and is most likely an 
overestimation. Deposition rate is estimated to be 8.63 nm/min across the entire collector.  
Collector Deposition Calculation 
30 um Droplet diameter 
50  kHz Droplet repetition rate 
7.07E-10 m3s-1 Sn volumetric rate 
4.26E20 atom/s Sn into 4pi 
40 cm Effective sphere radius 
97.5% Blocked Gas curtain mitigation [40] 
5.30E18 m-2s-1 Sn flux to collector 
8.63 nm/min Sn deposition rate on collector 
 
A plasma-based in-situ method has been proposed to accomplish Sn management at the rates 
required to overcome deposition while creating the reactive species at the surface that requires 
cleaning.  
 
2.4 Plasma Etching 
 Plasma etching is commonly used to remove material from silicon wafers during the 
manufacturing process for transistors. Not only does plasma-based removal create reactive species 
near the surface to be modified, it also creates ions that impart energy to the surface. In the now-
famous experiment by Coburn and Winters, silicon was etched in fluorine chemistry using the 




XeF2 gas was stopped and the silicon etch rate by ion beam only was obtained. The results are 
shown in Figure 2.21 obtained from their ground-breaking paper [41]. 
 
Figure 2.21: Coburn and Winters observed etch enhancement of silicon when both radicals and ions were incident on the surface. 
This is attributed to increased volatility of the etch product. Taken from reference [41]. 
While this is not a plasma based etch itself, it is meant to simulate the conditions to be found during 
plasma processes. In other words, both ions and radicals are present in these experiments as well 
as when creating a plasma. The conclusion that Coburn and Winters came to was that etch product 
volatility was increased during period of sample exposure to radicals and ions. In addition, the role 
of ion bombardment was hypothesized to be an increased energy flux to the surface, assisting in 
formation of these volatile etch products.  
Steinbruchel empirically measured the relationship between ion energy and etch yield for 
various chemistries demonstrating chemical and/or physical etching of silicon [42]. He found that 




be seen below in Figure 2.22. This data further supports Coburn/Winters hypothesis that the ion 
energy flux to the surface creates a synergistic reaction that enhances etch rates.  
 
Figure 2.22: Experimental results for various chemistries etching silicon. The markers indicate the experimental data while the 
lines indicate the linear fit to the data. This graph shows that the etch yield of a given system is linearly proportional to the square 
root of the incident ion energy. Image taken from [42]. 
Gottscho succinctly summarized the relationship between silicon etching and ion-radical synergy 
with Eq. 2.10 [43]. The term in the numerator is the ion energy flux contribution while the bottom 






     Eq. 2.10 
If either radical flux or ion energy flux goes to zero, this equation goes to zero which is like 
empirical observations where etching is virtually non-existent in these conditions. Sputtering and 
redeposition were not considered for this equation, but the latter may be relevant in the hydrogen-




hydrogen radicals and ions are present. The next section will look at previous plasma-based 
removal solutions and the validity of Coburn/Winters’ hypothesis will be discussed with respect 
to hydrogen etching tin.  
 
2.5 Previous Tin Etching Work 
 Research behind tin removal processes by plasma has been performed in the past for the 
purpose of cleaning the collector. Before the EUV fuel and background gas were chosen, a mixture 
of argon (Ar) and chlorine (Cl) was proposed by Shin et al for tin etching purposes [44]. Chlorine 
will chemisorb to tin, eventually forming a volatile SnCl4. In addition, Shin notes that argon ion 
bombardment helps to form dangling bonds on the surface, creating sites that are actively filled by 
physisorbed or chemisorbed chlorine atoms. This mirrors the Coburn-Winters hypothesis of the 
enhanced etch mechanism in the fluorine-silicon system In addition to plasma-material 
interactions, the chemisorbed, partially formed etch products (SnCl, SnCl2) will react on the 
surface due to the Langmuir-Hinshelwood mechanism [44, 45] and form volatile SnCl4. This is 
also believed to be true in the tin-hydrogen system, but there has been no work to prove the validity 
of this hypothesis.   
 The plasma used in Shin’s work was an inductively coupled plasma (ICP) utilizing 13.56 
MHz RF power running through a coil and an RF bias on the sample to increase ion energy at the 
surface. Samples were exposed to a combination of 10 standard cubic centimeters per minute 
(sccm) Ar and 20 sccm of Cl2. Etch rates of tin and other materials commonly found in EUV 





Figure 2.23: Etch rate results for materials commonly found in EUV source devices. As RF bias increases, the ion energy to the 
surface increases as well. This enhances etch rate by the mechanisms hypothesized by Coburn and Winters. Figure taken from 
reference [44]. 
Ruthenium (Ru) and silicon (Si), at the time of the paper, were thought to be common capping 
layers to protect the collector surface. Silicon dioxide (SiO2) was included to measure etching of 
the native oxide of the silicon. An impressive micron per minute was achieved for tin, overcoming 
any potential redeposition concerns. Unfortunately, silicon was also etched at 15 nm/min. Any 
exposed bilayer of the multilayer mirror would be etched away making this an unviable etch 
chemistry. In addition, chlorine is a difficult processing gas to work with and costly upgrades 
would need to be made.  
 This data does show an interesting trend in RF bias. As bias voltage increased presumably 
so did the ion energy and subsequent flux to the sample surface. This, in turn, seemed to enhance 
the tin etch rate with a significant jump from -70 to -85 V. While this cannot be directly correlated 
to ion energy (no measurements of this were performed), it does lend validation to the hypothesis 
that a plasma based approach with substantial ion flux will be able to overcome tin redeposition in 




helicon source was used to generate remote plasma that would, through diffusion, travel to the 
sample surface and etch tin away. Etch rates in the tens of nm/min were achieved but the results 
were not reproducible. The low ion energy and flux would most likely not be able to etch larger 
samples than what the paper used (1 cm2 Sn-coated Si). For collector-scale etching, the remote 
helicon source was deemed inadequate.  
Transport of the plasma from source to sample reduces ion and radical flux through 
recombination in the gas and at surfaces. An in-situ solution that creates plasma at the surface to 
be etched is required for optimal etch rates in hydrogen chemistry. One such solution was proposed 
by Elg et al using a capacitively coupled plasma (CCP) [47]. The collector itself was proposed as 
the RF electrode to create this plasma resulting in not only ions and radicals near the surface, but 
the RF self-bias (that is inherent to CCP systems) would increase the ion energy and flux. In turn 
it was theorized that the etch rates of Sn by hydrogen would be enhanced. As evident in Figure 
2.24, this was not the case.  
 
Figure 2.24:A series of etches were performed using the collector as an RF electrode, driving a capacitively coupled plasma. 





Etches were performed at pressures below industry standard resulting in lower than ideal radical 
and plasma densities (~1012 cm-3 and ~1010 cm-3 respectively) [48]. This would, however, increase 
the mean free path of ions and result in a large ion energy impact at the surface. Indeed, Elg 
observed a correlation between etch rate and ion energy flux (ion energy at surface * ion flux). 
This seems to be a measurement of the rate that ions impart energy to the surface, validating the 
Coburn-Winters theory. Figure 2.25 shows this correlation for low pressures.  
 
Figure 2.25: Tin etch rates were observed to scale with ion energy flux to the sample surface. This phenomenon is independent of 
pressure and plasma input power. Figures taken from reference [47]. 
Another figure of merit that has been studied for the tin-hydrogen etch system is the number of 
hydrogen radicals required to etch a single tin atom. An initial study was performed by Ugur et al 
using only hydrogen radicals to etch a tin coated quartz-crystal microbalance [3]. The source of 
hydrogen was a tungsten filament that created 3.2x1017 H*cm-2s-1. Measuring the amount of etched 
tin, Ugur converted this to tin atoms removed from the surface and was able to calculate 90000 
hydrogen radicals were required to etch a single tin atom. In Elg’s work, the CCP generated a flux 
that was quite similar (4.2x1017 H*cm-2s-1). He also performed this figure of merit calculation and 




required per Sn atom etched. This further validates Coburn-Winters hypothesis that dangling bonds 
are more easily filled by chemically reactive species in the presence of ion bombardment and 
shows validity in the hydrogen-tin system. 
Finally, the hydrogen plasma must be able to restore reflectivity to the collector surface. 
MLM samples were coated and exposed to the hydrogen plasma (Figure 2.26) showing reflectivity 
restoration [49]. The control samples were untouched, the bare samples had no tin deposited on 
them, the etched samples were only exposed to hydrogen plasma, the deposited samples only had 
tin deposited and the deposited and etched samples were deposited with tin and then etched. The 
samples were placed upon a dummy aluminum collector that was coated with tin as well. 
Reflectivity of all samples was measured with reflectivity being restored by the hydrogen plasma, 
validating this technique for debris management. 
 
Figure 2.26: EUV reflectivity measurements of various multilayer mirror samples were performed and are shown above. Etched 
samples were exposed to hydrogen plasma while deposited samples were coated with a Sn film. Figure reprinted from reference 
[49]. 
Extension of the collector-driven plasma to industrial pressures does not seem viable given the 




a RF bias to the collector brings other concerns. The collector itself cannot be used as the electrode 
due to the RF self-bias. The bias accelerates hydrogen ions to energies that can sputter or implant. 
Recalling that there are also Sn ions in the system that would be accelerated when the purpose of 
the buffer gas flow is to decelerate and stop them, an alternative plasma-based method is needed. 
In addition, etch rates higher than the 2 nm/min shown would be desired to overcome redeposition 
rates in modern systems. Ideally a plasma with high density, low electron temperature, and no self-
bias would be created at the collector surface using specialized hardware. 
 
2.6 Surface Wave Plasma Theory 
As mentioned earlier with the downsides for magnetic mitigation, geometric constraints 
within the source limit the inclusion of a large plasma-generating electrode. Instead, the focus of 
this work will be on a compact plasma solution that creates a high density of ions and radicals at 
the surface to be etched (collector or vessel wall). A surface wave plasma was chosen for this 
application as it not only creates the densities required with a compact design, but also has a low 
electron temperature that limits physical damage to the surface (sputtering or implantation) with 
no self-bias accelerating ions to dangerous energies. The high densities will increase ion energy 
flux and enable higher etch rates without possible implantation or sputtering concerns.  
In a typical radio-frequency plasma, the limit on electron density is related to the 
frequency of the power using to create said plasma. To derive this value, one must start with the 









Where ω is the frequency of the input power, 𝑛𝑒is the electron density, 𝑚𝑒 is the electron mass, e 
is the elementary charge, 𝜀 is the plasma permittivity and k is the wavevector. When k = 0 it is 
called the cutoff of the dispersion relation and no waves can propagate. Also known as the high 







      Eq. 2.12 
Below this frequency, waves will have the speed of light throughout the medium. This is the source 
of the frequency limit for radio-frequency plasmas as waves above this frequency will be reflected 
by the plasma (i.e. they cannot propagate within the plasma). As the electron density of the plasma 
increases, the phase velocity increases and the group velocity decreases until the light reaches the 
cutoff frequency, 𝜔𝑝𝑒. At this point, the density of the wave is called the critical density and can 
be calculated by rearranging Eq. 2.12. In a surface wave plasma, the imaginary component of k is 
non-zero due to the negative permittivity of the plasma on one boundary and the positive 
permittivity of a dielectric layer on the other [50]. This allows propagation of evanescent waves 
between these boundaries [51]. These waves occur at the boundary between the surface wave 
source and plasma interface. Since the plasma acts as a lossy conductor at the critical density, 
energy is deposited at that interface, increasing the density past the critical limit. A plasma with 
density above the critical density is called over-dense.  
 In this over-dense plasma, the field drops off exponentially as a function of distance from 
the antenna corresponding to a small skin depth on the order of the plasma sheath. The wave 
reflects inside the skin depth area, depositing energy between the plasma and antenna causing a 
high density at the surface. This increase in density will further reflect the incoming wave, causing 




is contained locally at the surface with a “high” electron temperature and density region. Further 
away, density is still high from diffusion but electron temperature drops off with no power being 
deposited in the bulk by the wave. An example of a traditional surface wave setup utilizing a 
waveguide ending in a quartz window is shown in Figure 2.27. 
 
Figure 2.27: Example of a surface wave source used to grow nanocrystalline diamond on a substrate. The high electron 
temperature region is near the source of the microwaves which are sustaining the discharge. The low electron temperature 
region is due to diffusion from the generation region but density is still maintained. Image taken from reference [52] 
Typical surface wave reactors use microwaves fed into a waveguide to sustain the plasma. The 
microwaves are fed through a quartz window into the vacuum vessel. It is also possible to use a 
coaxial feedthrough, enabling compact plasma generation. Starfire Industries LLC, a Champaign, 
IL-based company, has developed a means to deliver microwave power into a vacuum chamber, 
at the area where the surface wave plasma is required, without the traditional requirement of a 
window. Coaxial power deliver is possible using solid-state microwave generators. This enables 
surface wave plasma generation without external waveguides used in previous SWP generation 
techniques which can be bulky and require large space requirements outside of the vessel. This 




Industries win a collaboration with Professor David Ruzic from the University of Illinois and is 
protected by US Patents #10521551 and #9867269. Utilizing this system to locally generate 
radicals and ions will enable etching at the location where deposition is highest: at the collector 
surface itself. While the compact power delivery makes this a promising candidate for high density 
plasma generation, its effectiveness needs to be shown and will be addressed within this work.  
2.7 Aim of Present Work 
 Calculation of the deposition rate (Table 2.1) shows that at least 10 nm/min of tin is 
deposited across the entire collector. This is not viable due to the reflectivity drop on the collector. 
As EUV power and LPP frequency increase, larger fluxes of energetic debris travel through the 
system. The large amounts of buffer gas slow down this debris, but the flow cannot scale up to 
deflect the increase. A tin management method, such as in-situ cleaning, is needed. The proposed 
method of surface wave plasma generation can create high densities at the surface to be cleaned, 
but the mechanism of etch enhancement is still not well understood. The aim of this work is three-
fold: characterize potential surface wave plasma antennae for use in EUV sources,  quantify the 
role of ions in the etching of tin by hydrogen plasma, and develop a hydrogen SWP model to 
predict requisite power requirements for in-situ collector cleaning. Ultimately, these will inform 
the answer to the question: Is there a viable surface wave plasma solution that can achieve an etch 
rate of at least 10 nm/min across the collector?  
The first part of this research will evaluate a planar, button and cone source for radial etch 
rate. In addition, an MLM sample was evaluated for implantation or interdiffusion in the presence 
of the hydrogen surface wave plasma (button source). In the event of a droplet generator 
malfunction or large tin expulsion event, the button SWP was tested for interruption. Finally, the 




across the entire collector surface using such a compact plasma generating device. As power 
increase is limited by the power supply, an experiment was conducted to evaluate the effect of 
microwave power duty cycle on the tin etch rate as coaxial-output, pulsed power supplies are 
cheaper and more readily available than continuous wave (CW).   
The second part of this research seeks to understand the influence of ions on tin etching. It 
has been shown that the etch yield of a reactive ion etch scales with the square root of the ion 
energy [42], so a similar dependence should exist in this chemistry. If this quantity can be 
measured, it would effectively be a reactive ion sputtering coefficient. Then the only value required 
to predict etch rate would be the hydrogen ion flux to the surface and the ion energy at a given 
position. Both quantities can be obtained from a langmuir probe diagnostic. An evaluation of the 
figure of merit, radicals per Sn atom etched, will also be conducted for increasing ion flux.  
Finally, the simulation of the button source will be conducted and experimentally validated 
with measurements of the electron temperature, electron density, radical density, and tin etch rate. 
Validation of this smaller scale simulation will ensure accurate modeling of the plasma-surface 
interactions leading to development of a full-scale collector etching configuration. Power scaling 
and multiple antenna summation simulations will be carried out to predict the final configuration 





CHAPTER 3: HARDWARE & DIAGNOSTICS 
  
The work detailed within this dissertation utilized various vacuum chambers and 
experimental setups to achieve its goals. While operational conditions varied for each respective 
experiment, the chamber layouts did not and will be presented first. In addition, different 
diagnostics were used to measure parameters such as plasma density or etch rate. These diagnostic 
tools will also be presented in this section along with any accompanying analytic theory.  
 
3.1 Experimental Chambers 
Metal Surface Wave Plasma Chamber 
Initial surface wave etch experiments were performed in the Metal Surface Wave Plasma 
(MSWP) chamber. This vacuum system had a planar surface wave plasma (SWP) antenna installed 
on the top flange which created a uniform plasma for etching or deposition. This antenna is the 
“planar” source that is referred in this work. The top feedthrough is an N-type coaxial vacuum 
connection that supplies power to the antenna. Instead of a waveguide to vacuum window setup, 
as is typical delivery for surface wave sources, the N-type feeds to an in-vacuum antenna. This 
allows a more compact source and alternate vacuum delivery method. The antenna is shown in 
Figure 3.1. Each spoke or arm that extends from the center power feedthrough ends at a quarter of 
the designated wavelength. In this case the source is driven by a 900 MHz wave with quarter 
wavelength of 8.3 cm. With a radius of 2.5 inches and 20 arms within, the final plasma is 
effectively a planar source of diameter 5 inches. This plasma source has been used in the past to 




Industries. The source was seen to generate a plasma with density in the range of 1011-12 cm-3 and 
electron temperature in the range of 1-5 eV. 
 
Figure 3.1: Planar source used on MSWP. Note how each arm is symmetrically arrayed around the antenna. This generates an 
even distribution of plasma over the antenna surface make it a planar source. Each arm (20 total) is a length of 8.3 cm 
corresponding to a quarter wavelength of the 900 MHz microwave power.  
Externally, a waveform generator and power amplifier are connected to form a power supply able 
to output 100 W of microwave power from 900-1000 MHz. This frequency can be adjusted for 
frequency matching or better tuning of the plasma. Finally a stub tuner is used to match the 
plasma/antenna impedance to the 50 ohms of the power supply. The stub tuner can been seen at 
the top of Figure 3.2. Attached to the chamber are a turbo-molecular pump (shown in Figure 3.2) 
and a dry rough pump that is used to back the turbo and pump the chamber from atmosphere. This 
chamber has a base pressure of 2E-6 Torr. The gate valve in front of the turbo can be throttled to 






Figure 3.2: Picture of the outside of the MSWP chamber. On the left is the gate valve to the rough pump and the turbo pump on 
the bottom of the tee. The top of the chamber houses the connection to the antenna going from the power supply. 
For etching experiments, samples must be placed near the antenna. Unfortunately, with the planar 
source on the top of the chamber it is difficult to plasma samples in a proper radial profile from 
the plasma. Examining Figure 3.1 more closely, the alumina backplate is roughly a quarter inch 
offset from the aluminum flange. A sample holder was built that drills into the aluminum flange 
and can provide a level surface for the plasma to travel across and cover the samples to be etched 
(seen on the left of the figure).  
Samples are typically tin coated silicon wafers that are masked on one side. These samples 
have been prepared in a separate deposition chamber to create the tin film. They are then placed 
on the top of the chamber adjacent to the antenna where they are etched. A rotatable transfer arm 
holds a radical and Langmuir probe used to take measurements in the r and z directions. Once an 
etch is completed the samples are taken to the profilometer (to be described in Section 3.2) for 





Figure 3.3: Schematic drawing of the inside of the metal surface wave plasma chamber. Samples are installed on the top of the 
chamber next to the antenna. Gas blows across the antenna towards the pumping system. A radical and Langmuir probe are 
installed on a rotatable transfer arm to acquire r and z scans.  
 
Plexiglass Chamber 
 The plexiglass chamber and the button source were used to perform “show-stopper” tests 
that will be described later in this work. The chamber consists of a steel vacuum chamber body 
with a top flange that is a plexiglass sheet. This allows direct observation of the plasma. Below the 
plexiglass is a steel mesh that blocks radiated power. There is side flange which has the 
feedthrough for the radical probes used to measure the plasma. Finally, there is only a rough pump 
on this vacuum chamber with no possibility for high vacuum due to the limited number of flanges. 
This results in a base pressure of 3E-3 Torr. With an MFC, flows of up to 500 sccm are used to 
obtain operating pressures (~1 Torr H2). 
 Starfire Industries provided a 1-D coaxial SWP launcher that was colloquially referred to 




a circular plasma along the surface. From head-on it appears as a button of plasma affixed to the 
wall from which the source is fed through. The button source is installed on an ultra-torr 
feedthrough coming up from the bottom of the chamber. It is an example of a compact, coaxial, 
in-vacuum surface wave plasma feedthrough and antenna that has the potential to be used in the 
EUV source. This source fits into a cooling plate that is used to keep the samples from overheating. 
The schematic diagram is shown below.  
 
Figure 3.4: Schematic diagram of the plexiglass chamber. There is a top plexiglass flange that allows viewing of the plasma 
directly. A mesh keeps the stray EM radiation from reaching the observer. The button source is installed in a cooling plate that the 
samples sit on top of. The plate is made aluminum with an anodized finish. Finally, there are radical probes installed to take 
measurements. 
 
Tin Residue Etch Experiment 
Donated from ASML, the Tin Residue Etch Experiment (TREX) is a repurposed 




pumping cabinet is shown in Figure 3.5. The cabinet consists of four Edwards rough pumps with 
a combined max throughput of 150 SLM H2 at industrial pressures. In addition to the capable 
roughing capacity is an Osaka turbomolecular pump that achieves 5E-5 Torr base pressure (this 
value varies based on the amount of vibrational offset the pumps have accumulated causing 
microleaks in the large diameter iso-flanged pipeline connections).  
 
Figure 3.5: TREX and rough pump cabinet shown in the picture above. This is prior to installation of the turbo pumps, but the fore 
line can be clearly seen extending from the rough cabinet to the chamber vessel. These rough pumps are capable of handling 150 
SLM of H2 at pressures of 1 Torr in the vessel. 
The inside of the chamber can be seen in the figure below. There is an anodized aluminum plate 
in the chamber acting as a mock collector. The plate is cooled to keep the temperature requirements 
of industry and to prevent temperature fluctuations during the etch experiments. The center of the 
collector has a cone surface wave source (also called a launcher). The early prototype had power 




with a coaxial feedthrough. Radical probes are again set up on a transfer arm to take radial 
measurements of the plasma while an etch is being performed.  
 
Figure 3.6: Schematic of an early experiment. The aluminum plate acts as a mock collector. Samples are placed on top to be etched 
by the cone launcher in the center. The power had to be fed from the front so an inner cylinder was installed to make the connection. 
This has since been removed and power is fed from side flanges. 
 
ASML Test Chamber 
 Partial completion of this dissertation’s experiments was performed during an internship 
at ASML San Diego. A test chamber was designed and built for the purpose of measuring a 
hydrogen SWP etch tin samples over a range of bias energies. A button source was used to generate 
the surface wave plasma and was attached to a cooled sample holding block. This block was 
originally designed to hold a quartz crystal microbalance (QCM) in addition to the SWP.  Plasma 
parameters such as plasma voltage, ion and radical densities were measured by a radical/Langmuir 
probe block. Etch rates were measured by placing tin-coated silicon samples into the chamber. 
There was a bias wire attached to the tin film, raising the ion energy that reached the sample and 
increasing ion flux. The purpose of this experiment was to evaluate the hydrogen ion’s influence 




Table 3.1: This table details the use of each flange in the schematic drawings in Figure 3.7.  This test chamber was a modified 6-
way cross that attached to a larger vessel for gas feed and pumping capabilities. 
 Flange type Description 
Flange 1 ---- Connect to gas feed/pumping system. 
Flange 2 Door/Window Access point. SWP/QCM assembly will be raised up 
during vent to swap samples. Viewport necessary from 
type for alignment of probe block 
Flange 3.1 Thermocouple Feed Thermocouples used for RP & temp monitoring 
Flange 3.2 Ultra-torr  Need to attach/suspend probe block to some assembly 
Flange 3.3 BNC Feed Dual BNC feed for LP voltage and sample bias. 
Flange 4 Ultra-torr/QCM feed SWP feeds through ultra-torr. Water cooling from QCM. 
Flange 5 BNC Feed Sample Bias feed. 




Figure 3.7: Schematic drawing of the 4.5” diameter 6-way cross that eventually became the SWP biased sample test chamber. 
Pr41 was a larger vessel with hydrogen flow and pumping capabilities that this small chamber latched onto. The left schematic 
shows an example picture of the button source during operation. 
 
3.2 In-situ and Ex-situ Diagnostics 
 Both in-situ and ex-situ diagnostics were used to analyze the plasma performance. 




in a plasma. Profilometry and X-Ray Reflectivity (XRR) are used ex-situ to determine film 
properties, such as thickness of the layer(s) or layer spacing. The film thickness can be used to 
calculate an etch rate. XRR can show thermal effects from plasma exposure to the sample layers. 
 
Uncompensated Langmuir Probe 
A Langmuir probe, at its most basic, is an insulated wire that is in the plasma. By sweeping 
the voltage on this wire and reading the current, the electron temperature, floating potential, plasma 
potential and plasma densities can be measured. This electrostatic probe is named after Irving 
Langmuir who developed the first theory of charge collection in plasmas using a cylindrical or 
spherical electrode [53]. Construction of a Langmuir probe is relatively straightforward. For a 
cylindrical probe, the active measurement surface is a piece of tungsten wire. This is also called 
the probe tip. The length and radius of the probe tip must be chosen as to not perturb the plasma 
while still collecting sufficient levels of current. The probe tip is normally only a few mm in length 
before it is sheathed within an electrically insulated shield (typically an alumina tube). This ensures 
that the rest of the probe will not collect current. Finally, a ground shield is placed around the 
alumina with the whole Langmuir probe then being sealed to avoid plasma leakage inside of the 
probe (or breakdown of the gas). 
By placing different bias voltages upon the wire, specific parts of the plasma can be probed. 
The collective trace of voltage versus probe current is called an I-V trace. A negative voltage will 
acquire predominantly ions, rejecting most electrons (this is called the ion saturation region of the 
I-V curve). When the current becomes zero, the flux of ions to the probe is balanced with electron 
flux. The voltage at which this occurs is called the floating potential of the plasma. An object 




but the plasma. At a certain voltage, the ion current collected by the probe is zero meaning that all 
ions are rejected by the probe voltage. At this point, the current versus voltage trace has an 
inflection point where the slope changes and the probe enters the electron saturation region. These 
critical components of the Langmuir probe I-V (current – voltage) trace are shown in the figure 
below. Ii is the ion current contribution, Ie is the electron current contribution, Iprobe is the combined 
electron+ion current that the probe measures, Vf is the floating potential, and Vp is the plasma 
potential. The area where Ie approaches zero is called the ion saturation region. The area where the 
ion current is zero is called the electron saturation region.  
 
Figure 3.8: An idealized Langmuir probe I-V trace is shown in the figure above. The IV trace has been separated into ion and 
electron contributions in addition to the total probe current. Floating potential (Vf) and plasma potential (Vp) are shown on the 
graph. When ion current is zero (above plasma potential) the IV trace is said to be in the electron saturation region. Very negative 
voltages will place the current in the ion saturation region. Figure taken from [54]. 
Langmuir probe theory assumes that the electron energy distribution function follows a Maxwell-
Boltzmann distribution [53]. The form of the electron current can be described by a logarithmic 
function. By taking the log of the electron current and measuring the slope between plasma and 




inverse of the slope. To calculate the electron density, the geometry of the probe now comes into 
play. Radius of the wire, electron mean free path, and debye length of the plasma will impact if 
the sheath is collisional, collisionless, thick or thin. Each of these has slightly different current 
collection theory associated with it that can be found in reference [54].  
The debye length is the length scale inside the plasma where charges screen each other out 
and quasi-neutrality can be enforced. Quasi-neutrality is the assumption in plasmas that the amount 
of positive and negative charges is equal in the bulk of the plasma. For low temperature plasmas 
this means that the sum of the electron and negative ion densities will equate to the sum of the 
positive ion densities. The mean free path, meanwhile, is the length a particle will travel (in this 
case an electron) before it collides with the background gas. Equations for the debye length and 








     Eq 3.2 
KB is the Boltzmann constant, Te is the electron temperature, 𝜖0 is the permittivity of free space, q 
is the fundamental charge and ne is the electron density in Eq. 3.1, the equation for the debye length 
(𝜆𝐷). The next equation is for the electron mean free path (𝜆𝑒) containing nn, the neutral gas density 
and 𝜎𝑒−𝑛, the electron-neutral collision cross-section. While the electron density and temperature 
are unknown, at this point a reasonable assumption of values is valid for sheath determination 
purposes. 
The debye length is roughly one fourth of the sheath thickness, a critical component when 




path, there will be no collisions within the sheath (collisionless). Otherwise it would be collisional, 
with electrons and ions having their paths changed within the sheath. This would change the 
current measured and must be corrected for.  
Another Langmuir probe sheath characteristic to consider is if it is “thick” or “thin”. This 
is a description of whether the sheath is large compared to the probe radius. If 4 𝜆𝐷 is greater than 
the probe radius, it is called a thick sheath. Otherwise it is called a thin sheath. In a thin sheath it 
is assumed that any ions that reach the sheath potential drop and drawn into the sheath and fly 
directly to the probe where they are collected. By contrast, a thick sheath has a lot of room for the 
ions to initially miss the probe, causing ‘orbital motion’ to occur [55]. Some ions can miss the 
probe in this case, resulting in ion current than what should be measured.  
For this work a cylindrical probe was constructed such that the sheath was thin.  Langmuir 
probe measurements in this dissertation are mostly operated above 100 mTorr resulting in 
unavoidably collisional sheaths. The electron density is solved for using the assumption of quasi-
neutrality and the ion current in the ion saturation region. For thin, collisional sheaths and 
cylindrical probes, the density is given by Eq. 3.3. Ii is the current value in the ion saturation region, 
L is the length of probe tip, R is the probe tip radius, q is the fundamental charge, ui is the ion 







    Eq 3.3 
One last consideration to make is if the Langmuir probe requires a compensation circuit. When 
working with plasmas generated by radiofrequency electromagnetic waves, the Langmuir probe 
can act as a pick-up antenna. Power that is usually deposited someplace other than the plasma 




with frequency at the same as the input power. This leads to smaller signal to noise ratio for 
analysis and is unwanted. Luckily, in the case of the surface wave there is no problem. The power 
is in the 100s of MHz and mostly reflected by the plasma, resulting in virtually zero noise pickup 
from the power source.  
While the Langmuir probe can give information on the charged species found in the 
plasma, it cannot quantify the neutral species. In chemically reactive plasmas, the radicals are the 
driving force behind etch reactions. Thus, a radical probe was used to measure the H* density 
generated by the surface wave plasma sources. 
 
Radical Probe 
 The radical probe consists of two thermocouples placed into the plasma. These 
thermocouples both have stainless steel bodies and are ungrounded. The only difference between 
them lies on the tip of the thermocouple. Depending on the material deposited, the recombination 
coefficient for the radical to be measured will change. For measuring hydrogen, one tip has its 
natural, stainless steel finish and the other has a gold film electroplated onto it. The difference in 
recombination coefficients for the hydrogen radical on each probe tip results in a different 
temperature measurement for each upon recombination. This temperature difference is related to 






     Eq 3.4 
The constants are as follows: W – energy per recombination, n – number density of radicals, v – 
velocity of radicals, A – surface area of probe, γ – recombination coefficient, S – cross sectional 




the recombination coefficient used was 0.07 [56]. For the Au thermocouple, the recombination 
coefficient used was 0.115 [57].  More information on the radical probe can be found in reference 
[57]. 
 An example graph showing the temperature difference from recombination is shown in 
Figure 3.9. The gold thermocouple records a higher temperature when the hydrogen plasma is on 
due to increased hydrogen radical recombination on its surface compared to the stainless steel.  
 
Figure 3.9: Example graph showing the temperature of each thermocouple in the radical probe. Initially the plasma is turned on 
and matched. The probes then reach a steady state temperature by 1500 seconds. Finally, the plasma is turned off at 3750 seconds 
and the probes both return to the same value in the absence of hydrogen radicals.  
 
Profilometry 
 Ex-situ measurements were performed at the Materials Research Lab on campus. The 























surface profiles through contact and non-contact methods. While there is an optical profilometer 
at the Materials Research Lab, it was purchased after most of this work was performed. Thus, the 
contact profilometer was used. A contact profilometer uses a diamond stylus to probe the height 
of the surface, measuring the hills and valleys and it moves across in a predetermined line [58]. 
The change in height of the stylus produces a signal that is analyzed and converted into a profile 
measurement.  
 Samples are silicon coupons that are half coated with Sn. The samples are than masked 
with another silicon wafer such that a quarter of the Sn is exposed, a quarter of the Si is exposed, 
the other quarter of Sn is masked and the last quarter of Si is masked. This allows a profilometry 
scan from masked Sn (before etch film height) to etched Sn (post-etch film height). Another 
possible scan is from deposited/etched Sn to bare Si. The low surface roughness of the Si will give 
a clear transitional point and allow accurate calculation of the Sn height. Given a known exposure 
time to the plasma, the etch rate can then be calculated. Typically, the sample is oriented in such a 
way that the profilometer can cross from deposited to etched Sn at the same distance away from 





Figure 3.10: The graphics on the left and right show the different sample orientations that were analyzed using profilometry. On 
the left, the individual scans can be added up into a radial profile. Each profilometry scan would theoretically have the same 
average height as it reaches the unmasked portion of the sample if taken at the same radius. This makes data analysis and error 
propagation easy for each radial position. In contrast, the right graphic shows an orientation where each profilometry scan is a 
radial profile. In this case, multiple scans are needed to determine the statistical spread of the radial profile. 
If the scans are performed at the same radial position (left graphic in Figure 3.10), that radial scan 
will have one average height in the masked section and another average height in the unmasked 
section. This results in an easy calculation of etch rate. In contrast, the right side of Figure 3.10 
shows a sample orientation that results in radial variation of the film height. This means the scan 
would be more difficult to establish an etch rate and multiple scans must be taken across the sample 
to establish the average etch rate at a certain radial position. An example of each scan is provided 






Figure 3.11: These scans were taken from the etched Sn film to the bare Si. The silicon transition is obvious at 1000 nm. The silicon 
has a much lower surface roughness than the etched Sn film, making film height determination easy. Multiple scans are taken at 
the same radial position +- a mm to account for any cross-contamination or random etch effects that would create a different 
profile. An example would be the dust that fell upon the silicon side at 1500 nm in the magenta trace. 
 
Figure 3.12: Profilometry scan for the radial orientation (Figure 3.10 right orientation). From 9 mm to 12 mm the stylus was over 
the masked portion of the sample. The rest of the scan was exposed to plasma and shows an increase in amount etched as distance 







Another ex-situ diagnostic performed at the Materials Research Lab, x-ray reflectometry 
(XRR) measures the x-ray reflectivity of a sample. By exposing the sample to a known x-ray flux 
and measuring reflected signal at different grazing angles, a reflectivity profile can be measured. 
Deviations in this profile from ideal Fresnel reflectivity can give information about the properties 
of the film or layers of films that is being probed [59]. An example of an XRR profile for silicon 
of varying roughness is shown in Figure 3.13. Surface roughness of 0.5 nm results in a large 
deviation from the zero-roughness case at high wave vector transfer values. The wave vector 
transfer is denoted by qz on the x-axis of the graph and is given by the following equation. Theta 
is the angle of incidence for the photons on the sample with zero 90 degrees being normal 










Figure 3.13: X-ray reflectivity measurement of a silicon wafer with no surface roughness, some surface roughness, and the 
theoretical fit of silicon to the power law. The x-axis is the wave vector transfer equal to 4*pi*sin(theta/wavelength), a transform 
of the reflection angle based on the x-ray wavelength used. Taken from reference [60]. 
At high wave vector transfer, information further into the film can be discovered but surface 
roughness seems to cause great deviations from theory (power law). For films with multiple layers 
(such as MLMs), the reflectivity profile will show oscillations as the wave vector transfer is varied. 
These oscillations are called Kiessig fringes [61]. The period of the Kiessig fringes can be used, 
along with a surface layer model, to determine layer thickness and density along with  an idea of 
interlayer roughness. An example of Kiessig fringes can be seen in Figure 3.14. By measuring the 
reflectivity of a sample before and after plasma exposure, the effects of the plasma (or lack thereof) 
can be determined. Implantation from ions, intermixing or thermal effects will be seen in the 





Figure 3.14: A silicon wafer with 597 angstrom of PS-PBMA deposited atop it was measured by x-ray reflectometry. The x-axis is 
the wave transfer vector, in this case denoted by Q as opposed to qz. The oscillations seen in the profile above compared to Figure 
3.13 are a result of the multiple materials found in this sample. The interlayer boundaries cause reflection and scattering events 






CHAPTER 4: SWP SOURCE CHARACTERIZATION 
  
Delivering ions and radicals in large quantities to the tin-coated surface is a challenge due 
to the large flows utilized for debris mitigation. Creating the plasma along this surface would 
generate the ions and radicals directly above where they are utilized. This results in an efficient 
etching method but requires a compact plasma source that generates a volume of plasma larger 
than the original antenna. This chapter will detail the different surface wave plasma sources that 
were developed and/or tested to be the compact generator used in EUV sources.  
Initially a planar source was utilized to measure the radical density and etch rate of the 
hydrogen SWP as a function of radius and pressure. The planar source was not compact enough 
and was designed as a standing wave source making the plasma radius ratio to the antenna radius 
small. The next SWP antenna tested was the button source with large plasma to antenna radius. 
Etch rate was measured at industrial pressure, but the source was too small to generate a large 
plasma. Instead this SWP was used to test operating conditions and potential failure modes. First 
the plasma radius was measured on alumina and silicon to measure any potential drop-off in travel 
distance. Then a multilayer mirror sample was measured using XRR before and after plasma 
exposure. Finally, a ‘tin-drop’ test was performed to evaluate whether the surface wave plasma 
would extinguish in the presence of a large amount of tin pooling around it. With the results of 
these tests indicating promise, a final cone source was built and tested for collector applications 
on a real collector at ASML. This prompted an investigation into plasma expansion avenues with 




4.1 Planar Source 
 The planar source, installed on MSWP, is a standing wave antenna designed with each 
‘arm’ at a quarter wavelength. This ensures that the peak power delivery is at the end of each arm 
which is distributed equally on the antenna to make a planar source. This was originally designed 
by Novellus and D. N. Ruzic as a deposition source because of its excellent cracking properties. 
In this work it was utilized as an etching source to compare to the previous collector etching results 
performed by D. T. Elg that used a 13.56 MHz power supply to create a capacitively coupled 
radiofrequency (RF) plasma.  
 Using this planar source compared to previous RF etching results, it was predicted that the 
larger density of ions and radicals created by the surface wave would lead to higher etch rates. To 
test this, it first must be proved that the SWP gives expected electron density and temperature. 
Previously unpublished results had pinpointed the density of this planar source at 1011-12 cm-3 and 
1-5 eV temperature for pressures in the hundreds of mTorr and 200W input power. Electron density 
and temperature were measured with a Langmuir probe at 1.3 Torr H2 and 100W input power as a 





Figure 4.1: Langmuir probe results for the planar SWP on the MSWP chamber. The probe was moved to different radial positions 
for the plasma generated at 1.3 Torr H2 and 100W input power. The left graph shows the electron temperature (eV) and the right 
graph shows electron/ion density (m-3). Plasma seems to be confined near the end of the antenna arms with evidence of a 
temperature peak at the source radius.  
The planar source has a radius of 2.5 inches and this is where the peak in electron temperature 
takes place. The temperatures all fall within the 1-5 eV range previously measured and behaves as 
expected. The temperature peaks at the source radius, where the power is delivered optimally. 
Density peaks at r = 0 which is expected for a cylindrically symmetric chamber and source. The 
decrease at the source radius and increase afterwards could be indicative of some small negative 
bias being developed by the alumina backing plate, forcing diffusion of electrons in the +r and - z 
directions (assuming the planar source can be analyzed as a short cylinder in cylindrical geometry 
and recalling that the SWP is at the top of the chamber). The electron density of the planar SWP 
is a little over an order of magnitude higher than the RF plasma measurements (peak of 2E17 m-3 




Recall from Langmuir probe theory that the electron density and total ion density are equal 
due to the quasi-neutrality of plasmas. The increased ion density of the planar SWP compared to 
the RF plasma is believed to be a key factor in increasing etch rates, but without hydrogen radicals 
there will not be efficient etching. With the electrons behaving as expected, the radical density of 
the planar SWP was measured. It was expected to be higher than the RF plasma data by the same 
factor that the electron density was higher.  
 
Figure 4.2: Radial and pressure scans of radical density were performed and are shown in the figure above. The planar source 
radius is 2.5 inches and the data seems to indicate that the peak is around that location. This is also the area with the largest 
electron temperature meaning there is more cracking of the H2 being performed at higher electron energies (as expected). The 
radical density does not seem to change much with pressure. At lower concentrations of H2 a combination of higher densities and 
temperature is the most likely cause of higher radical densities. The electron temperature is also higher due to less collisions with 
the background gas.  
Radical densities were taken as a function of radius and pressure right above the planar source. In 
the radial scan there appears to be a peak around 2-3 inches, corresponding to the source radius 




























Radical Densities vs Radius 




appears at this location resulting in the highest amount of radicals formed due to cracking of the 
gas by the electrons. As pressure is decreased from 1300 mTorr the radical density increases until 
the hundreds of mTorr. This is most likely due to a combination of the electron and gas temperature 
being higher along with higher densities as lower pressure (from the increased mean free path). 
Especially at radial positions greater than 4 inches, the lower in pressure the less collisions occur 
and the radicals can diffuse more easily.  
Compared to the previous RF plasma work [47], there are over 100 times more radicals 
generated from the planar surface wave plasma source. With both radical density and ion density 
higher than previous RF plasma experiments, the etch rates were expected to increase accordingly. 
Radical and pressure sweeps were performed using tin coated samples to measure the etch rate of 
the planar SWP source. The samples were placed on the aluminum rectangle seen in the bottom 





Figure 4.3:  Radial and pressure sweep for etch rate. Samples were placed adjacent to the planar source in hopes that plasma 
would crawl along. There is a peak etch rate at 250 mTorr, right at the transition from volume plasma to surface wave, where there 
appears to be a peak in ion density and radical density.  
There is a peak in etch rate at 2.5 inches, the closest to the plasma. This corresponds with the peak 
in radical density and electron temperature. Correlation with radical density is understandable 
since more radicals will increase the amount of adsorbed H* onto the tin surface and result in 
higher Sn removal. The correlation with electron temperature is not as straight forward. A peak in 
electron temperature also results in a peak in the plasma potential at that location. The ion energy 
as it reaches the surface is equal to the potential drop across the sheath. This potential drop is the 
plasma potential minus any potential at the surface. Thus, higher electron temperature results in 
higher ion energy flux at that location. As Elg’s work shows, the Sn removal rate increases as the 




 This result was encouraging from an etch rate perspective but space is a concern within the 
EUV source. The planar source was already near the maximum diameter that could be installed 
onto the collector without blocking the EUV photon path. An antenna with a five-inch diameter 
must make a plasma that extends out significantly if the collector is to be covered. Unfortunately, 
the planar source’s plasma is mainly confined to itself at industrial pressures (Figure 4.4). 
 
Figure 4.4: a) Planar source at 250 mTorr. The plasma is believed to be starting its confinement into surface wave plasma mode 
but there are still volume elements that creep onto the sample stage, leading to an enhanced etch rate. This evidence is what fueled 
the move to a traveling wave antenna. B) Planar source at 1.3 Torr. Fully in surface wave mode, the planar source generates 
plasma around the ends of the arms. At this pressure, the standing wave antenna is good as a radical generator but will not be able 
to supply energetic ions for etching. 
The areas with the “bright” plasma were of higher electron temperature and resulted in the 
enhanced etch rates. The 10 nm/min etch rate was not achieved by the 1.3 Torr scan due to there 
not being any bright plasma that reached the samples. The bright plasma radius to antenna radius 
ratio was deemed a critical factor for collector implementation (to be referred to as the bright 
plasma ratio or BPR). The next plasma source had to have a BPR greater than 1 (the planar source) 





4.2 Button Source 
 The Starfire Industries LLC 1-D coaxial button source was chosen as it has a very high 
BPR. In conjunction with the plexiglass chamber (colloquially called “plexi”), the button source 
was used to performed so-called “show-stopper” experiments. These are tests deemed critical to 
the implementation of the surface wave plasma into the EUV source. If the plasma failed any of 
these tests, it would not be viable due to design, engineering or safety constraints. The show-
stopper tests consisted of a plasma expansion test, a heat load test, and a tin overflow event. The 
etch rate of the button source was also measured to compare to previous data.  
 The collector mirror is made of nanometer scale bilayers of silicon (Si) and molybdenum 
(Mo). If the surface wave is to be implemented to clean the collector, it must be able to travel 
across the surface without losing too much power. The dielectric loss tangent is a metric used to 
describe the amount of energy lost in a material at a given frequency. The substrate used up to this 
point was anodized aluminum with a dielectric loss tangent of 1E-4. Silicon has a dielectric loss 
of 1E-3. The collector mirror is assumed to have a loss tangent even higher than silicon due to the 
Mo content in the bilayers. The goal of this show-stopper test was to show that the surface wave 
plasma can travel across silicon without much loss in plasma radius. In addition, the BPR was 
measured to compare viability to the planar source. Distance from the antenna was marked to 





Figure 4.5: a) Side view of the button source. The plasma radius can be seen to expand out from the antenna significantly. b) Top-
down view of the show-stopper experiment to see if the SWP will travel an appreciable distance over silicon. There is a slight loss 
of radius but this could be due to the silicon heating or the step height of the silicon wafer.  
The left picture shows the button source from the side. The right picture shows a top-down view 
of the button source traveling over the silicon wafer. Faintly visible hash-marks can be seen in the 
right photo with each mark indicating a 1 inch increment. Therefore, the plasma has a roughly 4 
inch diameter compared to its 0.25 inch antenna diameter, a significant increase in BPR compared 
to the planar source. There seems to be a slight reduction in radius on the silicon wafer, which 
would be expected when comparing the dielectric loss tangents of the silicon and anodized 
aluminum plate. Other factors could be that the silicon wafer was heating up more than the actively 
cooled plate or that the step height of the silicon wafer needs to be factored in. Either way, the 
show-stopper was a success and it was proven that the surface wave plasma can travel on a 
collector-like substrate. 
 The next test concerned the plasma heat load to the collector. An increase in the 
temperature of the collector can cause significant interdiffusion of the bilayers, reducing Bragg 




cooling plate to compare an uncooled and cooled sample that was exposed to the SWP. ASML 
provided MLM samples for this show-stopper test. X-ray reflectivity (XRR) was used before and 
after to determine if there was a thermal effect from the plasma. Initially the plasma was only run 
for a minute before XRR in case there was a large change from the thermal load. After this 
spectrum was taken, the plasma was run until the thermocouple on the sample reached a steady-
state value or 10 minutes, whichever occurred first. For an uncooled substrate, the MLM reached 
145 degrees Celsius after 10 minutes, most likely causing thermal segregation to some degree. The 
XRR of before exposure, after 1 minute and after 10 minutes for the uncooled sample is shown 
below. 
 
Figure 4.6: XRR spectra of the uncooled MLM sample. The first area indicates the density of the sample which appears to have 
changed slightly. The second area and third areas could be an indication of intermixing or surface roughness. The fourth area 
shows a slight change in peak spacing or magnitude, meaning there is a change in layer thickness. Results are consistent for 1 and 




The first peak in the XRR spectra is indicative of the density of the sample. This is at the critical 
angle of the material, thus the sample should have the same shape and position of the peak before 
and after exposure. A shift in this peak would indicate a change in the material. In Figure 4.6 the 
critical angle peak is circled and labeled “1”. There is a change in the peak shape, indicating some 
form of density change in the substrate. The second and third areas denote the changes in the fringe 
minima. Typically, it is a sign of surface roughness or roughness between the layers from 
interdiffusion. Finally, the peak magnitudes and spacing indicate the thickness of each layer 
(indicated by “4”). The thickness and magnitude of the peaks change with time, suggesting 
intermixing of the bilayers. This would lower reflectivity in the MLM.   
Thus, another experiment was run with the bulk substrate cooled and the surface 
temperature monitored by a thermocouple. At the end of the one minute test, the MLM reached 30 
degrees Celsius. After ten minutes, the sample was only at 47 degrees compared to 145 degrees of 





Figure 4.7: XRR measurement of the MLM sample before and after exposure to the surface wave plasma. The first area indicates 
the density of the sample which appears to be unchanged from exposure. The second area has a s light difference which could be 
surface roughness introduced from sample handling. The third area shows no change in peak spacing or magnitude, meaning there 
is no change in layer thickness. Results are consistent for 1 and 10 minutes of exposure.  
Again, the first peak describes the density of the sample. There does not seem to be a shift, 
suggesting that there was not much change in the material composition. This eliminates concerns 
of hydrogen implantation or other sources of composition change in the bilayers from outside 
sources. The second area does show some variation but much less than before. The most likely 
explanation is that it is surface roughness from sample handling or debris from the chamber. 
Finally, the peak magnitudes and spacing are consistent across all run times. With a cooled 
substrate, it was determined that this test showed viability. The collector itself is cooled due to the 





 The last show-stopper experiment was the tin overflow event. During continuous operation 
of the EUV source there could be an incident where a large “splash” of tin could deposit a 
macroscopic (cm scale) droplet of tin onto the collector. Another disaster could be the failure of 
the droplet generator, emptying its molten tin reservoir onto the collector. If this were to land on 
the surface wave antenna, the fear is that the conducting tin would prevent the formation or 
operation of the surface wave. To test this scenario, a cup of molten tin was suspended over the 
surface wave antenna.    
 
Figure 4.8: Diagram of the experimental setup for the tin overflow experiment. A ceramic heater was placed under the metal cup 
holding the tin. This cup was suspended over the button source. While the SWP is operating, the tin was poured onto a ramp which 
directs the liquid to flow over the antenna. 
A piece of solid tin was placed inside of a metal cup suspended over the button source with a 




the tin had liquified, the feedthrough was rotated and the tin dropped onto a ramp. This ramp was 
installed to direct the tin toward the button source.  
  
Figure 4.9: Pictures of the tin overflow experiment. The antenna is in the center. The left picture is pre-tin drop event. The plasma 
can be seen by the bright pink glow around the antenna, even crawling up the ramp. The right picture is post-drop. The plasma 
continues to operate even with the liquid tin enveloping the base.  
Figure 4.9 shows two screen captures from video taken of the tin overflow test. The button source 
is center in each photo. The left picture is pre-drop and shows the plasma as a bright pink glow 
around the base of the antenna. The plasma is extending radially onto the plate and crawling up 
the ramp itself. The right picture is post-drop. The plasma on the right side has now been covered 
with tin but the radius has not changed. The slight color change is assumed to be the presence of 
tin hydrides in the plasma emitting different wavelength. There was no interruption in surface 
wave plasma operation, indicating this test was a success.  
 Finally, the button source must be able to fulfill its main purpose: etching tin. While the 
enhanced BPR is a boon to the use of the button source, it must also show enhanced etch rates in 
this bright plasma. With the button source, the plasma should travel over the tin-coated silicon 
samples. This will create radicals and ions at the surface to be etched, maximizing radical and ion 




source data. The planar source had a maximum of 5 nm/min etch rate at this pressure, but it also 
was not able to create plasma above the sample. The button source results are shown below.  
 
Figure 4.10: Etch rate versus radius for the button source at 1.3 Torr. Compare to the planar source data, there is an order of 
magnitude increase of etch rate at the closest sample position. This lends credence to the earlier conclusion that the bright plasma 
increases etch rates. 
There is a significant increase in etch rate compared to the planar source: an order of magnitude 
of etch rate increase at all radial positions from the edge of the button source compared to the 
planar source. The conclusion drawn was that the bright plasma area is critical to enhancing the 
etch rate in the hydrogen-tin etch system. While the radical flux is most likely not much different 
than the dimmer plasma (see planar source data above), the ion energy flux should be maximized 
in this area. Unfortunately, the button source cannot create the 35 cm radius plasma that is required 
to coat the entire collector in bright plasma, achieving the etch rate goal. Even with increased 
power, the button source’s small components were already near their power limitations at 100W. 
A different surface wave plasma antenna was needed that could handle more power and create a 





4.3 Cone Source 
 The culmination of previous experiments, a custom surface wave plasma launcher was 
designed and constructed with collaboration from Starfire Industries LLC during a summer 
internship by this author at Starfire. The antenna was embedded into a ceramic cylinder with 
dimensions similar to existing hardware (a cone) that sits in the center hole of the collector. Radial 
expansion of the plasma from this center hole would ideally cover the collector. In addition, this 
antenna has a larger surface area compared to the button source allowing it to handle higher input 
power if necessary.  
The prototype was tested initially to determine proof-of-concept: whether a surface wave 
plasma could be generated by a cone or ring antenna that could simulate plasma injection along 
the inner diameter of the collector. In Figure 4.11 the cone source is shown etching tin samples. 
The cone source generated plasma around its full circumference from a single feed spot due to the 
embedded ring design. Samples were placed on the ground plane to estimate the etch rate. The 






Figure 4.11: The cone source was tested to determine viability. Plasma was seen around the entire cone with a half-inch radius on 
the ground plane. Samples were placed on the ground plane to measure etch rate.  
 
Figure 4.12: Etch rate results for the cone source. The bright plasma only had a radius of about 12.5 mm, leading to the steep drop 
off seen above. In addition, the plate was not cooled so redeposition was a concern. This would explain the potential negative etch 
rate seen from some outer samples.   
As a proof-of-concept, the cone source accomplished its job of creating plasma all the way around 
itself. In addition, the etch rate exceeds 10 nm/min near the antenna. Unfortunately, there is a 
significant drop off after that. There a few considerations to be made: first, the power density with 
a larger ring antenna will lead to a smaller BPR, resulting in less plasma expanding on to the 




Potentially, multiple launchers could also be used to create more plasma on the collector. Scaling 
to this higher area with more power or multiple launchers will require high powered amplifiers 
using state-of-the-art transistors such as LDMOS or GaN which can provide high power output 
with a small form factor. Finally, the system was not cooled causing high temperatures on the 
surface. The tin coated samples most likely had a large amount of redeposition occurring which 
would explain why some of the outermost samples accumulated tin instead of recording an etch 
rate (negative etch rate would mean a deposition occurred).   
 While this cone source was not able to etch the entire collector yet, it was a promising tin 
management candidate if provided more investment. Thus, the cone source prototype was taken to 
ASML in San Diego for testing. Due to engineering constraints for the test, microwave power was 
required to be fed from the opposite end of the meter-long chamber (Figure 3.6). This long power 
transmission line resulted in dissipation and power loss at the collector surface. During shipment 
to California from Illinois, some damage was sustained that resulted in a cracked ceramic piece 
and intermittent electrical contact. Despite these challenges, the cone source was able to achieve 
either a 90 degree or 120 degree arc of plasma instead of the 360 degree coverage seen in the 





Figure 4.13: The cone source was tested on an anozided aluminum plate. The plasma does not extend around the entire 
circumference. Thermocouples consituting radical probes are suspended above the plate. 
 The first test (shown above) was a test of the equipment on an anodized aluminum plate. Even 
with the damage, it was still desired to test the etch rate on a tin-coated collector. The cone source 
was placed onto this collector with macroscopic surface roughness indicating a film on the 
millimeter-scale. Tin-coated silicon samples were then placed onto this collector surface. This 




poor thermal contact between samples and collector, and the vast amount of tin could redeposit 
onto the potentially hot samples.  
 
Figure 4.14: Flow configurations for the ASML San Diego experiments: perimeter flow that comes from the outside diameter of 
the collector and cone flow which flows through the central aperture.  
A radial scan of etch rates and radical densities were taken for two separate flow cases: from inside 
the cone (+ẑ direction if center of the cone source picture above is the origin) and from the 
perimeter of the collector (-r̂ direction). The cone flow was thought to not affect the plasma as the 




desired, blowing the volatile tin hydride back towards the plasma increasing redeposition due to 
thermal decomposition. The results from these two tests are shown below. 
 
Figure 4.15: The graph on the left is the perimeter flow experiment while the right graph is the cone flow experiment. Even with a 
dirty collector underneath the samples and contrary flow, the perimeter flow case showed 1 nm/min etch rate all the way to 9 cm 
from the antenna. 
As expected, when comparing the perimeter flow and cone flow cases the former had a lower etch 
rate overall. Even with the contrary flow, the perimeter case was able to etch 1 nm/min all the way 
to 9 cm from the antenna. The cone case had a higher etch rate at 9 cm (1.5 nm/min) without the 
extra tin hydride flux from the perimeter flow. Another interesting result was that the radical 
density was higher for the perimeter case due to the radicals being trapped by the -r̂ flow. Even so, 
the etch rate was lower. This data is another example of the importance of the ion energy flux 
compared to just the hydrogen radicals. This is doubly true when considering the radial profile of 
the etch rate. The bright plasma, only covering the first sample, was significantly higher than the 
rest. This solidifies the early conclusion that the collector must be covered by bright plasma to 
reach the desired 10 nm/min etch rate across the entirety of the surface. Research shifted to 
discovering how to create this large surface area of plasma with focus on two avenues: decreasing 





4.4 Plasma Radial Expansion 
  With a re-engineered cone source, experiments were performed in the Tin Residue Etch 
Experiment chamber (TREX) to compare to previous results. The perimeter flow case was 
recreated as it should be harder to etch with this recipe. To increase the radial expansion of the 
bright plasma, the first condition tested was lower pressure. Decreasing pressure results in an 
increased mean free path for particles. The mean free path is the average distance a particle travels 
before a collision at a given pressure. This is inversely proportional to the cross section (function 
of energy) and the neutral density (function of pressure and temperature). Lowering pressure 
results in less neutrals and thus more energy per particle due to less collisions. This also means the 
distance each particle travels will increase. More energetic electrons will result in more ionization 
over a larger radius, with expectation being an increase in the bright plasma radius. Pictures of the 





Figure 4.16: The cone source plasma is shown above at 1.3 Torr (left) and 0.4 Torr (right). Plasma radius is much greater at lower 
pressure due to the increase in mean free path and average electron energy.  
The plasma radius exhibits the expected relationship with pressure. The increased average electron 
energy, decreased number of collisions and increased mean free path each contribute to this 
behavior. The asymmetrical expansion of the 0.4 Torr case is due to the resonant nodes appearing 
around the ring antenna. The plasma is greatest on top because that is where the input feed enters 
in the +ẑ direction. To further explore the pressure impact, etch rates were measured at 0.4 Torr to 
be compared to the previous ASML 1.3 Torr data. While redeposition and thermal effects were 
expected to be less pronounced in this test, the etch rate at larger radii was the critical measurement 
being explored. Results can be seen in the table below. Etch rates within 2 inches (5.08 cm) were 
much higher than the 5 nm/min recorded next to the cone source at 1.3 Torr. Additionally, the 4 




Table 4.1: Etch data for the 0.4 Torr cone source in TREX. The flow was like the perimeter flow case tested at ASML with 20 SLM 
H2 injected in the -r̂ direction. In the bright plasma region the etch rates were not able to be determined because the tin samples 
were etched through.  
 
While this may increase the radial expansion of the plasma, it is not to the degree needed to cover 
the collector. In addition, the industrial pressure cannot be changed easily as it affects many other 
systems including energetic debris mitigation. Thus, an alternative route (increasing power) was 
decided upon. 
 High power, solid state amplifiers in the frequency range used in this work are commonly 
found in pulsed operational mode. For the same peak power, pulsed power amplifiers and power 
supplies can reduce the total thermal load on the collector for the same average power. The 915 
MHz power supply used up until now has been operated in continuous wave (CW) mode but can 
be pulsed as well. Using this to power the button source, etch rates were compared for 25W CW 
and 100W peak power pulsed at 25% duty factor, 100Hz to explore the possibility of implementing 
pulsed power operation for the thermal benefits. 
0.4 Torr H2 Preliminary Etch Data 
Radial Distance Etch Rate [nm/min] Comments 
1 in >16.67 All Etched 
2 in >16.67 All Etched 







Figure 4.17: Comparison of pulsed versus continuous power using the button source. The pulsed power with higher peak power 
was able to perform just as well or better than the CW experiment. 
The pulsed surface wave plasma performed better than the continuous wave plasma. Comparing 
to Figure 4.10, the pulsed power gives the same performance as the 100W CW SWP. It is believed 
that the plasma can achieve the same deposited power as during continuous operation due to the 
long duration of the pulse.  
This encouraging result led to the Center for Plasma-Material Interactions group borrowing 
a pulsed tube amplifier from Starfire Industries LLC. This pulsed supply would output 150W peak 
power with a frequency lower than what has been used previously (500 MHz as opposed to 915 
MHz). Lowering the frequency results in a decrease in the critical density while the skin depth 
increases. This decrease in critical density means that less plasma density is needed before the 
wave begins to reflect. The increase in skin depth will result in the deposited power being absorbed 
over a larger distance, decreasing the confinement to the surface. Additionally, the wavelength 
will increase resulting in the plasma radius increasing as well. Pulsing the tube amplifier at 10% 
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Figure 4.18: A tube amplifier was pulsed at 150W, 500 MHz peak power for 10% duty factor at 10 kHz. The plasma expansion is 
close to what was seen at 0.4 Torr and the etch rate results confirm this. 
The behavior of the pulsed tube amplifier is similar to the radial profile that the 0.4 Torr experiment 
had. At 3 inches from the cone the etch rate drops to about 5 nm/min but near the cone it is greater 
than the 16.67 nm/min just like in the 0.4 Torr case. The increase in radius from the old source to 
the pulsed source was promising, but not enough to cover the collector yet. These proof-of-concept 
experiments provided direction and scaling for potential engineering trade-offs that can be used to 
increase radius across the collector surface. The avenue to pursue going forward was deemed to 
be increased input power to the cone antenna with the potential for pulsed operation to decrease 
thermal load to the collector surface while increasing plasma coverage. Modeling of the hydrogen 
plasma-surface interaction was begun to predict the amount of input power needed to create bright 
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CHAPTER 5: SWP SIMULATION & VALIDATION 
 
 Simulation of the surface wave plasma etch requires coupling of at least electromagnetic, 
mass transport, momentum transport, and thermal equations. COMSOL Multiphysics was chosen 
to simulate the SWP as it is a powerful, yet versatile simulation package known for its multiphysics 
capabilities [62]. COMSOL encompasses the entire modeling workflow: from defining geometry, 
to simulating physics, and post-processing of results. It incorporates a top-level GUI to simplify 
physics implementation. The coupling of different physics has been streamlined, reducing 
complexity. 
The button source’s 2D axisymmetric nature made it possible to simulate the surface wave 
plasma without much computational cost. The model was built in tandem with the validation 
experiment to ensure the physics was represented accurately. This chapter will detail the button 
source simulation’s geometry, equations, and results. The setup for the validation experiment will 
then be discussed with variations from the simulation being pointed out. Next, the experimental 
measurements will be presented. Subsequently, the experimental results will be compared to the 
simulation for validation. Following this, the experimental etch results will allow a calculation of 
the hydrogen ion-Sn sticking coefficient which will be used in the simulation post-processing to 
provide an etch rate estimation. The validation will allow the simulation physics to be scaled to 
the collector while the sticking coefficient will allow an etch rate prediction for systems that cannot 
be tested. Finally, the etch rates between the simulation and experiment will be compared and 
discussed. These will all inform the power scaling and concatenation simulations that will be 





5.1 Button Source Simulation 
Geometry 
 The simulation domain was built based on the reactive ion sticking coefficient experiment 
housed in the ASML test chamber (Section 3.1). The button source was placed inside of an 
aluminum cooling block. This cooling block was meant to hold a quartz crystal microbalance, but 
the tin-coated silicon sample was placed on top. A 2D axisymmetric simulation was chosen due to 
the symmetry of the surface wave plasma source. While this is not valid for the silicon sample and 
cooling block, the plasma discharge physics will have no theta variation on the cooling block and 
this was deemed adequate. 
COMSOL allows for simulation domain construction through a “geometry builder” or 
editor. Within this, various shapes (rectangles, circles, etc.) can be built, conjoined, and subtracted 
to form complex structures. The total simulation domain can be found below. The simulation was 
split into 5 separate domains: inner conductor (orange), dielectric (beige/yellow), cooling block 





Figure 5.1: The simulation domain for the button source surface wave plasma. Total domain size is 4 cm x 5 cm. The domains are 
as follows: orange – inner conductor, beige/yellow – dielectric, grey – cooling block, black – silicon, and pink – hydrogen. This is 
later referred to as the “small” domain as opposed to the 8 cm x 8 cm “large” domain. 
The simulation domain has a width of 4 cm with a 5 cm height. The inner conductor is copper with 
a radius of 1/16 inch and a height of about 1 inch. The dielectric was alumina with a diameter of 
3/16 inches and a height of 3 cm. The cooling block is composed of aluminum with a width of 3.5 
cm and height of 1 cm. The silicon sample had a height of 0.5 mm and width of 3 cm. The top 
surface of the silicon sample was defined as tin. Finally, the rest of the geometry was filled with 
hydrogen gas that would turn into plasma. The domain was meshed using triangular elements with 




hydrogen domain was given a boundary layer mesh 6 elements deep to account for steep density 
gradients along the walls. In total, there were ~200,000 mesh elements for this smaller domain. 
Utilizing the PARDISO direct solver, 15-20 GB of internal RAM were used during the 12-18 hour 
simulation runtime.  
 
Figure 5.2: COMSOL free triangular mesh for the “large” button source simulation domain. There are between 200k-300k mesh 
elements for the “small” and “large” domains. 
 
Physics 
 The first physics implemented in the model is laminar flow through the Computational 




calculate the velocity and pressure profiles within the hydrogen domain. The pressure and 
hydrogen flow were fed from the main EUV source to the ASML test chamber and thus the flow 
was relatively stagnant. The Reynolds number for this simulation domain with small velocities 
(maximum 7 um/s) will always be small, suggesting that the flow is laminar. In addition, for gases 
at low velocities the fluid can be assumed to be incompressible. The Navier-Stokes continuity and 
momentum conservation equations solved are shown below: 




+ 𝜌(u · ∇)u =  ∇ · [−𝑝I + 𝜇(∇u + (∇u)𝑇)] + F  Eq. 5.2 
Where 𝜌 is density of the fluid, u is the velocity vector, 𝑝 is the pressure, I is the identity matrix, 
𝜇 is the viscosity of the fluid, and F is the volume force vector. For mass conservation, there must 
be an inlet and outlet (even with near stagnant conditions). Thus, the top surface of the hydrogen 
domain is set as the inlet with a mass flow condition of 1 standard cubic centimeter per minute 
(sccm). The outlet is set as the right surface of the hydrogen domain with a pressure condition of 
1 Torr, the value read from the pressure gauge. Finally, the left boundary of the hydrogen domain 
is symmetric due to the 2D axis symmetry. All hydrogen-solid interfaces have been given a no-
slip boundary condition which means fluid velocity at the wall is zero. 
Laminar flow is closely coupled with the Heat Transfer module that solves for the 
conservation of energy throughout the solid and fluid domains via heat exchange mechanisms such 
as convection, conduction, and radiation.  The following equation solves for the temperature in 








Where 𝜌 is the material density of the domain, 𝐶𝑝 is the heat capacity at constant pressure, 𝑇 is the 
temperature, u is the flow velocity solved previously, 𝑘 is the thermal conductivity, and 𝑄 is the 
net heat source in the system. When considering solid domains, the second term goes to zero due 
to the lack of flow. Contributions to the net heat source include electromagnetic heating, viscous 
dissipation, heating from incident plasma, and heating from chemical reactions in the bulk plasma. 
The entire domain is initially set to 293 Kelvin, or room temperature thereabouts. Over the course 
of the simulation, heating from the plasma and other effects work in conjunction with cooling from 
the cooling plate to determine the final temperature profile. Certain domains have specific heating 
contributions associated with them. These include the 500 sccm of water flowing through the 
cooling block and all plasma related heating mechanisms in the hydrogen domain. The top and 
right surfaces of the hydrogen domain are given the “Open Boundary” condition. If flow is directed 
inside the domain, the temperature is set to 293 Kelvin. If flow is going out of the domain, then it 
the heat flux is restricted from entering the domain from the surface (-n · (−𝑘∇𝑇) = 0). The 
hydrogen-solid interfaces have a contribution from plasma-surface interactions such as ion 
bombardment which will transfer some heat to the surface.  
 The electromagnetic and plasma physics are strongly coupled due to the nature of the 
surface wave plasma (refer to section 2.6). A derivation of the relevant equations can be found in 
reference [63]. Maxwell’s equations can be written into a succinct form used in the plasma module: 
∇  × 𝜇−1∇ × E̅ = (𝜔2𝜀0𝜀𝑟 − 𝑗𝜔𝜎)E̅    Eq. 5.4 
Where 𝜇 is the permeability of the material (typically set to 1), E̅ is the magnitude of the time 




space, 𝜀𝑟 is the relative permittivity of the material, and 𝜎 is the plasma conductivity. The plasma 
conductivity in the plasma module is given by the equation: 




     Eq. 5.5 
Where 𝑛𝑒 is the electron density, 𝑞 is the fundamental charge, 𝑚𝑒 is the electron mass and 𝑣𝑚 is 
the momentum transfer frequency between electrons and the background hydrogen. This plasma 
conductivity is a complex-valued tensor in COMSOL Multiphysics and allows for the absorption 
of electromagnetic waves. Another modeling method is to set the plasma conductivity to zero and 
implement a complex-valued permittivity as suggested by Lieberman and Lichtenberg [64], but 
this is not possible within the COMSOL framework.  
 The outer boundaries of the aluminum cooling block and copper inner conductor are 
modeled as perfect conductors. The electromagnetic field is modeled within all domains even 
though the field drops off significantly within the conducting materials. The top and right hydrogen 
boundaries have the scattering boundary condition placed upon them to approximate the fact that 
this domain is smaller than the actual chamber. The wave would continue to propagate past the 
simulation boundary in the beginning of the simulation before it is reflected by the plasma.  Power 
is input into the bottom boundary of the alumina domain as a coaxial port. The wave propagates 
in the TEM mode with the field traveling in the +z direction. It is bounded inside the coaxial 
launcher until it reaches the alumina-hydrogen boundary where it radiates outward. The input 
power was set to 100W forward at 550 MHz, the same input power used in the reactive sticking 
coefficient experiment. The scattering parameter, S11, is a measure of the voltage reflection at the 
input port. The total absorbed power by the plasma is thus given by the equation: 
𝑃𝑎𝑏𝑠 =  𝑃𝑖𝑛𝑝𝑢𝑡(1 − |𝑆11|




 Finally, mass and energy transport of the plasma is split up into electron and non-electron 
species. The electrons are light enough to partially respond to the input microwave field while the 
ions will respond to the bulk electric field determined by the space charge of the plasma. Electron 
mass and energy transport are solved for using a pair of drift-diffusion equations for the electron 
and mean electron energy. 
𝜕𝑛𝑒
𝜕𝑡
+ ∇ · [−𝑛𝑒(𝜇𝑒 • E) − ∇(D𝑒𝑛𝑒)] = 𝑅𝑒   Eq. 5.7 
𝜕𝑛𝜀
𝜕𝑡
+ ∇ · [−𝑛𝜀(𝜇𝜀 • E) − ∇(D𝜀𝑛𝜀)] + E · Γ𝜀  = 𝑅𝜀   Eq. 5.8 
Where ‘e’ denotes the electron transport equation (conservation of mass) while ‘𝜀’ denotes the 
mean electron energy (conservation of energy). Quantities that have not previously been defined 
are 𝜇 in this case is the electron mobility/electron energy mobility, D is the electron 
diffusivity/electron energy diffusivity, Γ is the electron energy flux and 𝑅 is the source of 
electrons/energy loss due to inelastic collisions. The diffusivity is solved for using the Einstein 
relation (D = 𝜇𝑇). Assumptions for these drift-diffusion equations to be valid are that the pressure 
must be above 10 mTorr, the gas is weakly ionized and the plasma must be collisional. For this 
experiment, the pressure was 1 Torr which would make it above 10 mTorr and collisional. In 
addition, the plasma density is not expected to exceed 1018 m-3. Comparing this to the background 
gas density on the order of 1022 m-3, the ionization fraction is less than 0.01%, making it weakly 
ionized.  Transport of the heavy species uses the following equation that solves for the mass 








Where 𝜌 is the average density of the fluid, 𝑤𝑘 is the mass fraction of species k, u is the fluid 
velocity vector, j𝑘 is the diffusive flux vector, and 𝑅𝑘 is the rate expression term for species k. 
Note that the second term above does not appear in the electron transport equation because 
convection can be neglected for the electron species. While there is no method implemented in 
COMSOL to directly solve for the energy (and thus temperature) of each species, most importantly 
ions, there is a workaround available. The Local Field Approximation option allows for calculation 
of the ion temperature without using the Einstein relation, otherwise the ion temperature is fixed 
at the gas temperature. The reduced ion mobility was solved for using the following equation 




] =  
4.411·1019
exp{0.33ln[1+exp(1.5ln(7.721·10−3𝐸𝑟))]}
   Eq. 5.10 
Knowing this, the Local Field Approximation can be used to solve for the ion temperature: 






(𝜇𝑘 • E) · (𝜇𝑘 • E)   Eq. 5.11 
Where T is the gas temperature, 𝑀𝑘 is the ion mass, 𝑀𝑛 is the mean mass of the plasma, and 𝑘𝑏 is 
the Boltzmann constant. One note is that this is only valid when the reduced electric field is large 
(greater than ~1000 Td) and thus the ions would have a different temperature than the background 
gas [66, 67]. The surface wave plasma simulation shows reduced electric fields up to 105 Td, 
validating this approach for the ions in the sheath but may be inaccurate in the bulk.  
 Finally, the hydrogen plasma model has been developed with insight from St-Onge [68] 
and Mendez [69]. This model only considers 2 neutral species (H, H2), 1 negatively charged 
species (e), and 3 positively charged species (H+, H2
+, H3




in the bulk with recombination of ions and radicals only occurring at the surface. The bulk 
reactions and surface reactions can be found in the following tables. 
Table 5.1: Bulk reactions are listed for the hydrogen plasma model used in this work. The reference for the cross-sections or rate 




1 𝑒 + 𝐻
 
⇒ 2𝑒 + 𝐻+ [68] 
2 𝑒 + 𝐻2
 
⇒ 2𝑒 +  𝐻2
+ [68] 
3 𝑒 + 𝐻2
 
⇒ 𝑒 +  2𝐻 [69] 
4 𝑒 + 𝐻2
 
⇒ 𝑒 + 𝐻2  [70] 
5 𝑒 + 𝐻2
+
 
⇒ 𝑒 +  𝐻 + 𝐻+ [68] 
6 𝑒 + 𝐻2
+
 
⇒ 2𝐻 [68] 
7 𝑒 + 𝐻3
+
 
⇒ 𝐻 + 𝐻2 [68] 




+ + 𝐻 [68] 
9 𝐻 + 𝐻2
+
 
⇔ 𝐻+ + 𝐻2 [69] 
 
Table 5.2: Surface reactions are listed for the hydrogen plasma model used in this work. The reference for the cross-sections or 




1 𝐻+ + 𝑠𝑢𝑟𝑓
 
⇒ 𝐻 [69] 
2 𝐻2
+ +  𝑠𝑢𝑟𝑓
 
⇒ 𝐻2 [69] 
3 𝐻3
+ +  𝑠𝑢𝑟𝑓
 
⇒  𝐻 + 𝐻2 [69] 
4 2𝐻 +  𝑠𝑢𝑟𝑓
 





 Before validation of the results, the simulation should first behave as expected. Verification 
of the simulation cannot be performed because the button source surface wave plasma has never 
been modeled. However, the plasma species and other physical aspects of the simulation can be 
observed to determine whether the behavior is abnormal. The first challenge was whether the 
surface wave plasma is accurately portrayed: over the course of the simulation, the electric field 
should initially radiate like a typical antenna and then be confined within the sheath as the plasma 
becomes overdense. 
 
Figure 5.3: The log of the electric field (units of V/m) is plotted in the button source domain at the beginning of the simulation 
(t=0.1 ns). The electric field is highest when the alumina bounded by the inner conductor and aluminum block as it would be inside 




At the beginning of the simulation, the electric field radiates out from the antenna into the hydrogen 
domain, as expected. The highest electric field point is within the alumina that is bounded by the 
inner conductor and grounded aluminum block, like a coaxial cable. At low pressure or other 
conditions where the plasma density would not approach the critical density (3.75x1015 m-3 for 
550 MHz), the wave would not reflect and the power would be deposited throughout the domain 
forming an RF plasma. Fortunately, this is not the case and the simulation results show the surface 
wave plasma forming: 
 
Figure 5.4: The log of the electric field (units of V/m) is plotted in the button source domain at the point when the critical density 
is reached and the wave begins to reflect (t=1.1 us). The critical density contour where the electron density is equal to 3.75x1015 
m-3 is plotted and labeled. The red concentration of color around the contour in the hydrogen domain is the point at which the 
wave is reflecting off the plasma.  
At 1.1 us, the plasma has reached the critical density of the incoming 550 MHz wave. Along the 




increases. As the plasma diffuses and takes up the simulation volume, the electric field then 
becomes confined to the plasma sheath: 
 
Figure 5.5: The log of the electric field (units of V/m) is plotted in the button source domain at the end of the simulation (t=1000 
s). The electric field is confined to the plasma sheath region between the bulk plasma and the walls.  
The simulation behavior seems to indicate that the surface wave plasma has been formed. As 
mentioned in section 4.1, the expected electron density for the surface wave plasma is 1017-18 m-3 
with the average electron temperature between 1-5 eV based upon previous Langmuir probe 
measurements of the planar source. While the distribution of the plasma will be different due to 
the change in antenna configuration, plasma parameters are still expected to fall in this range. 
Before the plasma reaches critical density, there should be a volume distribution throughout the 
domain. Next, the plasma should concentrate within the critical density contour. Finally, the 
electron density should be greatest at the skin depth of the incident wave as this is where the most 





Figure 5.6: Plot of the electron density in the domain before the critical density of the 550 MHz incident wave is reached. The 
plasma is voluminous like typical RF plasmas. The power is deposited throughout the domain as the wave travels through the 
plasma. 
 
Figure 5.7 Plot of the electron density in the domain as the critical density is reached. The plasma begins to concentrate within the 
contour of the critical density as this is where the power is deposited. The electric field only penetrates to the point where the 





Figure 5.8: Plot of the electron density from the COMSOL button source model. The density peaks near the antenna and then falls 
off radially. The density profile in the axial direction is dominated by diffusion from the peak at r = 1 cm, z = 1.75 cm. Color legend 
ranges from zero to 4x1017 m-3.  
At steady-state, the peak electron density in the domain is 4x1017 m-3, falling within the expected 
range. While the values are reasonable, the spatial distribution must be examined for validity. The 
peak in the electron density should be located near the skin depth of the plasma. The skin depth is 
the length at which electromagnetic radiation can penetrate the plasma as defined by a drop-off in 
amplitude by 1/e [71]. The skin depth can be calculated using the equation: 









     Eq. 5.12 
Where 𝑙 is the plasma skin depth, 𝑐 is the speed of light, 𝑛𝑒 is the electron density, 𝑞
 is the 
fundamental charge, 𝜖0 is the permittivity of free space,  𝑚𝑒 is the electron mass and 𝜔𝑝 is the 




with the peak in the radial density profile below at 1.1 cm (6 mm away from the alumina wall at 
0.5 cm).  
 
Figure 5.9: The electron density radial profile near the peak location, z = 1.75 cm. The peak corresponds with the plasma skin 
depth. The wall on the left creates a sharp drop-off while the outlet condition on the right creates an artificial plateau.  
The plateau seen at the right side of the profile is mostly likely an artifact of the boundary 
conditions. The domain to the right and top have outlets assigned for individual species. The right 
is a “porous” wall to approximate the presence of the probe block (to be discussed later with the 
temperature plots), and thus there is a peak in species density at the right wall. This would mean 
more ionization reactions and perhaps contributes to this plateau. In reality, the wall is only a few 
more centimeters to the right of this domain and would enforce another drop-off akin to the left 
boundary, yet not as sharp (grounded wall versus negative floating potential of the dielectric).  
Additionally, the flow is directed from top to the right of the domain which could influence the 
profile; if the neutral H2 and H have concentrations that favor the right side of the domain, the 





Figure 5.10: Electron temperature plot for the button source simulation. Close to the antenna the electron temperature peaks at 
5.65 eV but then drops off to about 3 eV after 2 cm. The electron temperature is mainly confined near the antenna, as expected of 
a surface wave source. 
Examining the electron temperature in the simulation, values appear to be similar to what is 
expected (1-5 eV). The most energetic electrons are generated close to the antenna but, due to 
inelastic collisions, the majority of plasma in the domain is near 3 eV. Energy should be deposited 
at the critical density so a sanity check would involve zooming in at the point where the critical 
density contour meets the antenna (bottom left of the domain in Figure 5.10). Figure 5.11 looks at 
the region where the incoming wave meets the hydrogen domain. The electrons with higher energy 
are created in the region between the wall and the critical density contour. This is also the region 





Figure 5.11: Electron temperature in the bottom left of the domain where the critical density contour meets the antenna. The highest 
energy electrons are formed within the region between the critical density and the wall. This also corresponds with the region with 
the highest electric field as compared to the bulk of the domain. 
One other impactful EM/Plasma coupling is the induced magnetic field generated by the incoming 
wave. Examining equation 5.4, the second term on the right side of the equation indicates the 
induced electric field in the medium the EM is propagating. Within the plasma, this induced 
magnetic field will modify the mobility tensor for the electrons and ions [64], helping to make the 





Figure 5.12: The induced magnetic field in a large simulation with most of the field contained near the antenna ta the beginning 
of the simulation. 
 
Figure 5.13: The induced magnetic field in a large simulation with the field peaking higher than at the beginning of the simulation. 
The field also spread out to the sample.  
Examining the magnetic field distribution, it looks very similar to the electron temperature 
distribution. Since the magnetic field modifies the electron mobility tensor, this behavior is 




increases. The electron density distribution shown later for the large simulation also has this shape, 
indicating that the induced magnetic field is significant when simulating the surface wave plasma.  
With the electron physics aligning with expectations, the ion spatial distributions will be 
examined. As the ion energy flux is an important quantity that will influence the etch rate 
calculation to be performed in section 5.2, knowing which ions are impacting the surface will be 
beneficial to understanding the phenomenon. The initial ion creation mechanism would be the 
molecular H2 ionization event from the neutral H2 background. The main loss mechanism for H2
+ 
is collisions with the neutral H2 forming H3
+. Thus, the H2
+ ions are concentrated at the cross-
section of high electron density and high electron energy. Figure 5.14 and Figure 5.15 show the 
spatial distributions of H2
+ and H3
+. The H3
+ ions have a spatial distribution that is more evenly 
spread throughout the domain. This is due to the main loss mechanism for H3
+ being collisions 





Figure 5.14: H2+ number density plot for the button source. These ions are concentrated near the antenna where both electron 
energy and density are highest. The main loss mechanism for this ion is the creation of H3+, so the concentration falls off outside 
of the cross-section between high electron density and high electron energy. 
 
Figure 5.15 H3+ number density plot for the button source. These ions are concentrated near the antenna where the H2+ 
concentration is highest since that is the main creation mechanism for this ion. The ion density is more spread out than the H2+ 




There also seems to be a slight increase in H3
+ at the top of the domain. This is the H2 inlet in the 
simulation (for mass conservation) making it the first place this new H2 can react and form H3
+. 
Considering the possibility for Frank-Condon dissociation giving the radicals, formed by H3
+ 
recombination on the surface, a population of energetic radicals with multiples of eV may exist 
near the antenna surface. This may locally increase etch rate due to this energetic radical flux 
breaking bonds on the surface similar to the ion energy flux effect seen by Steinbruchel.  
Turning to the H+ distribution (Figure 5.16), the distribution is much different than the 
previous two. To create this ion, H2 must first be dissociated or the H3
+ creation mechanism must 
take place to then form H radicals. This results in H+ being concentrated in the bulk of the volume 




Figure 5.16: Spatial distribution of H+ ions from the button source simulation. These ions seem to be concentrated in the bulk and 




Before looking at the H radical and H2 distributions, the temperature behavior will be explored as 
these two quantities are heavily affected by temperature and flow. With the top boundary as an 
inlet of 293 Kelvin H2 gas, it should remain relatively cool. The right boundary, however, will be 
an outlet for the hot gas and will heat up to nearly 200 degrees Celsius (Figure 5.17). Instead, if 
the right boundary is made to be not hydrogen but aluminum (as the probe block would be), the 
temperature will decrease significantly due to the conduction of heat away from the probe block 
by the transfer arm it is attached to. This does not change the ion distribution above the sample 
surface, only the distribution of neutral particles and temperature along the right boundary (Figure 
5.18).  
 
Figure 5.17: Temperature distribution from the COMSOL button source simulation. The right boundary in the above simulation 
was set to an outlet with the flow inlet on top. The incoming gas flow is set to 293 Kelvin and cools the plasma from the top. The 
cooling block appears to cool the sample well while the antenna is beginning to reach ~60 degrees Celsius. 
The heat flux on the alumina surface that contributes to the alumina reaching ~60 degrees Celsius 




is negative (to be discussed a bit later) which will pull ions to the surface and increase the energy 
deposited at that point. This appears in both temperature plots, though not as easy to spot in the 
“wall” plot below.  
 
Figure 5.18: Temperature distribution if the right boundary is a porous aluminum wall with recombination but allows gas flow. 
This is to approximate the probe block’s presence. The gas is a bit cooler but the alumina is still being heated by the plasma. 
The spatial distribution of H* radicals (Figure 5.21) shows peaks at the top of the simulation, at 
the H2 inlet, and at sample surface. The same distribution can be seen in the H2 plot (Figure 5.19). 
In fact, these distributions appear to the inverse of the temperature plot (Figure 5.18) with peaks 
at the temperature troughs and vice versa. Most likely this is a result of the relationship between 
density and temperature for a static pressure. With pressure held constant in the time dependent 
simulation, the density must respond to a change in gas temperature. It also may be because 
energetic neutrals are more likely to react and thus be lost through some bulk reaction. When 
considering the H* radicals, the presence of a recombination surface on the right (such as the probe 




collisions. The arrows on the plot show the flow direction and are proportional to the flow velocity 
(maximum of 6.69x10-6 m/s).  
 
Figure 5.19: Molecular hydrogen density in the button source simulation. Due to a constant pressure constraint, the number density 
must respond to changes in gas temperature. The top boundary has an inlet condition bringing new H2 into the domain while the 






Figure 5.20: Hydrogen molecule density within the chamber without the wall’s presence. The wall affects the molecular hydrogen 
in the same manner as the inverse of the temperature. The increase in total domain heating has decreased the number density as 
described by the ideal gas law. 
 
Figure 5.21: Hydrogen radical distribution in the button source simulation with the porous wall. The increased temperature in the 
middle of the domain results in less radical density. Due to the presence of the wall, there are more total radicals in the simulation 





Figure 5.22: Hydrogen radical distribution without the porous wall. The color legend goes from 1.7-3x1021 m-3 as opposed to 2-
3.4x1021 m-3 indicating that there are less radicals in the simulation without the wall present. This corresponds with the increase 
in domain temperature seen without the wall. 
To illustrate the validity of the conclusions made above, the simulation domain was increased in 
size to 8 cm x 8 cm to evaluate the hydrogen radical and molecule density distributions along with 
the temperature throughout the domain. First, the temperature will be plotted. In this larger domain, 
it is expected that the maximum temperature remain the same with a slower drop-off toward the 
wall. The wall itself is at a lower temperature due to the plasma flux being less out at 8 cm 





Figure 5.23: The temperature throughout a larger domain is plotted above. The plasma temperature remains the same because the 
plasma physics are dominated by the power deposited near the antenna. The temperature then drops off more slowly due to the 
wall being further away. 
As can be seen above, the temperature at 4 cm is about 50% higher than in Figure 5.18. The lack 
of the wall has reduced the cooling at this point in the domain and it is dominated by the plasma 
gas heating. With the previous conclusion that the radical and molecular densities show an 
inversely proportional relationship to temperature, it is expected the majority of H* and H2 will be 
present at the top, right and bottom of the domain. This corresponds to the lowest temperatures in 





Figure 5.24: Larger simulation of the button source with H2 number density plotted. The inverse relationship with temperature is 
still seen.  
 
Figure 5.25: Larger simulation of the button source with H* number density plotted. The inverse relationship with temperature is 
still seen. The electron density is plotted with a contour at 1E17 m-3 to show the difference in plasma distributions.  
The presence of the wall at 8 cm again creates a peak in the radical density and molecular hydrogen 
density (as expected). The behavior is the same as the smaller domain, suggesting that the domain 




like the data without the probe wall present while the data at 8 cm looks like the probe wall data, 
as expected. This would be due to the boundary conditions moving further out than before; the 
behavior close to the wall remains the same but the plasma is not infinite and thus does not fill up 
the 8 cm domain with the same density as the 4 cm domain. This is due to mass conservation that 
requires that when the volume increases, the number density will decrease because mass cannot 
be destroyed.  
 
Figure 5.26: Electron density for the larger domain simulation. The density has the same peak but drops off faster at 4 cm due to 
the domain volume increasing. 
The peak value of the electron density is the same as it was in the smaller domain. The profile is a 
bit different now that the wall has been moved to 8 cm. The density is allowed to decay from 4-7 
cm in the free space. Below the electron density is plotted across the domain at the peak location 
of the large simulation, similar to Figure 5.9. From Figure 5.26, or Figure 5.27, the electron density 
at r = 4 cm can be seen. It is about an order of magnitude less than the smaller domain, suggesting 
that the presence of the wall/probe block does affect the electron distribution to be measured. This 





Figure 5.27: Electron density profile at z = 2 cm for both the 4cm and 8cm simulation. The peak is at the same radial position as 
the smaller domain simulation. The plateau still exists but is near 8 cm, suggesting it is a wall effect. 
Figure 5.27 shows the electron density at z = 2 cm n both domains. The radial position of the peak 
is the same for both the large and small domains. The peak value in the large simulation has moved 
to z = 2 cm from the z = 1.75 cm where it was in the smaller domain. The most likely cause is 
absence of the boundary effect on the bulk plasma. Indeed, the profile shape is different with the 
electron density continuing to drop-off in r with the boundary now moved to 8 cm. The same 
plateau effect occurs at the boundary as was seen in Figure 5.9, but much less pronounced due to 
the lower density magnitude at the wall. There are couple effects that could be contributing to this 
behavior: the first is the EM boundary condition. At the open boundary, there is a scattering 
condition that is used to approximate the EM radiating into free space. While the electric field at 
this point is small from attenuation by the plasma, there is still a 1E-3 reflection that could be 
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The other contributor could be the temperature boundary condition. The temperature also 
influences the number density from the ideal gas law (p = nkT). With a lower temperature at the 
boundary, the number density increases to compensate. Higher density of neutrals could result in 
more electrons if the same ionization fraction is assumed. These two phenomena work against 
each other with the result being that the hydrogen molecule density maximum has increased (most 
likely at the right wall that is now much colder) and the hydrogen radical maximum has decreased 
(less plasma density from 4 cm to 8 cm that create less radicals/ions as a result). The flow still 
brings each species to the right wall which may explain why even with the drop in plasma densities 
the peak is at the wall location.   
To isolate the temperature’s effect on the hydrogen radical and molecule density, a 
simulation was run without solving for temperature. It was assumed that the temperature was a 
constant 293 K. This would eliminate any dependencies on the ideal gas law for these two 
distributions. Indeed, looking at the radical and molecule plots below, it seems that the absence of 
the temperature allows for the plasma to dominate the distributions. Looking at the color legends, 
the distributions are extremely flat with very little variation. The only variation to be seen is near 
the antenna and at the sample. For the hydrogen radical, dissociation in the plasma near the antenna 
would create a region of net gain while increased recombination at the sample surface would result 
in lost radicals. Interestingly, the molecule distribution is the inverse of the radicals, but this also 
makes sense. The loss of molecules is from ionization, charge transfer or dissociation; all of which 
occur in the plasma and would peak where the plasma peaks. The gain of molecules occur at the 
surfaces where ion or radical recombination occurs. This further enhances the argument to re-





Figure 5.28: The hydrogen radical density for 100W, 550 MHz if only Plasma, EM, and Flow physics are solved for. Temperature 
has been assumed to be isothermal with T = 293K. The radical density peaks near the plasma peaks, at the antenna, and is lowest 
over the sample where the recombination is highest. 
 
Figure 5.29: The hydrogen molecule density for 100W, 550 MHz if only Plasma, EM, and Flow physics are solved for. Temperature 
has been assumed to be isothermal with T = 293K. As expected, the molecules have the inverse distributions of the radicals. They 





Finally, the electric potential is an important quantity that will determine the voltage drop 
across the sheath and subsequently the ion energy at the surface.  
 
Figure 5.30: Electric potential throughout the domain of the button source simulation. Peak values above 20 V are present 
throughout the bulk of the plasma with the bottom surfaces at ground potential (zero volts). The alumina surface is a dielectric and 
will charge up according to the incident net charge flux.  
The bulk plasma has a potential of at least 20 Volts. As the plasma potential is roughly 8 times the 
plasma temperature, this appears to be correct. The aluminum walls and tin surface in the above 
simulation are grounded. The color scale ranges from 10 to 25 for better visual clarity. The alumina 
surface will charge up due to the difference in incident ion and electron fluxes. Therefore the 
minimum potential value shown below the color scale is -11.5 V. For clarity, the potential along 





Figure 5.31: Alumina surface potential as a function of z position. The dip in potential at 21 mm corresponds with the increased 
heat flux seen above. At this position, the increased ion flux causes the alumina heating seen earlier. 
An important point to note is at 21 mm there is a negative dip. This would cause an increase in ion 
flux to the alumina surface. Indeed, it corresponds with the increased heat flux that is seen to touch 
the alumina at this height and is the main contributor to heating of the antenna. The base of the 
antenna at the point of contact with the aluminum has a sharp negative dip in potential. This may 
be due to electrons being driven away from the grounded aluminum. To balance the negative 
charge, the alumina potential dips negative to draw in more ions and repel some electrons.  
The potential of the tin surface will change the drop across the sheath but will not change 
the bulk plasma potential. This means as the bias voltage becomes more negative, it will increase 
ion energy but not change the plasma potential. The ions will pick up an energy equal to the voltage 
drop across the sheath, but at 1 Torr there may be collisions that influence the final energy flux. 
To determine if the sheath is collisional, the H2







Figure 5.32: Plasma length scales calculated using equations 3.1 and 3.2 for a grounded tin sample. The bottom picture is a close-
up of the top for clarity. The ion mean free path is much longer than the sheath thickness so ions should not collide with neutral 
gas in the sheath.  
The sheath thickness is roughly four times the debye length. The debye length is calculated using 
Eq. 3.1. The ion mean free path is calculated using Eq. 3.2, but with the ion-neutral cross-section 




can be assumed that the sheath is collisionless. The ions that reach the tin surface should pick up 
the full voltage drop between the plasma potential and the wall potential.  
 Throughout this chapter, boundary effects have been discussed. It is evident that these 
boundary conditions can greatly affect the simulation results near the walls. One way to 
compensate has been shown: to increase the simulation domain to the point where the natural 
transport behavior can be observed. If the EM scattering condition at the boundary is affecting 
results, another implantation can be to include a Perfectly Matched Layer [62]. This domain would 
be added around the domain to be simulated and absorbs the EM at the boundary resulting in much 
less reflection than the scattering condition. Finally, the temperature dependence of the plasma has 
been shown. If relative behavior is the desired outcome (say, power scaling of the plasma), then 
temperature accuracy is much less important than when comparing to experimental results like in 
this chapter. To increase the simulation accuracy, the bulk of the vacuum chamber would need to 
be simulated to account for the heat dissipating effects of the chamber walls and conductive 
cooling from the exterior. The outer walls of the vacuum chamber would have advective cooling 
from atmosphere and would counteract some of the heating shown.  
 
5.2 Button Source Validation Experiment 
Experimental Setup 
 As mentioned earlier, the validation experiment was set up in a small chamber dubbed the 
ASML test chamber in this work (see section 3.1 for detailed overview). With gas feed and 




sample. The tin-coated sample was placed upon the QCM cooling block where the crystal would 
be. While the simulation shows the tin sample in thermal contact with the block, the actual sample 
would only be in contact with the block along its edges. The middle of the cooling block has a 
depression where the crystal would lay but the sample lies flat across the top. This means there is 
a hydrogen gap below the sample that would reduce cooling.  A photo of the experimental setup 
can be found below. 
 
Figure 5.33: A photo of the experimental setup inside the ASML test chamber. This setup was used to validate the button source 
simulation and measure a reactive sticking coefficient for hydrogen ions incident on tin. 
Another consideration is that to perform profilometry, the sample must be half covered by another 




the masked sample will rise to a higher temperature than the sample in contact with the cooling 
block. This is not considered in the simulation and would increase the temperature of the right half 
of the sample while also creating a redeposition ‘hotspot’. Tin may encounter the hot surface and 
deposit, then be etched again to redeposit on the uncovered sample. This would artificially lower 
the recorded etch rate near the mask.  
 The raised edge at the bottom of the photo is a piece of aluminum tape holding the bias 
wire used in the experiment. To change the ion energy at the tin surface, a bias wire was placed on 
the edge of the sample. A DC voltage was set to tune the voltage drop across the sheath: no voltage 
(floating), ground, -10 V, and -20 V were the bias conditions. That raised edge may also heat up 
and be a source of redeposition.  
 
Experimental Results 
 A probe block was designed and created by the Center for Plasma-Material Interactions at 
the University of Illinois for use in ASML EUV sources. The block consisted of a radical probe 
and three Langmuir probes with differing orientations to measure different types of plasmas: EUV 
plasma, EUV-induced hydrogen plasma, and electrons ejected from the wall. This block was 
placed on a transfer arm to measure the plasma parameters in the sticking coefficient experiment. 
With these probes, the electron/ion density, electron temperature, plasma potential, floating 
potential, radical density, and gas temperature can be measured. A picture of the experiment during 




block is situated at the right side of the picture. The top of the probe block houses the 
thermocouples that constitute the radical probe as well as the Langmuir probe chosen for 
measurement. 
 
Figure 5.34: Photo of the reactive sticking coefficient experiment inside of the ASML test chamber. The probe block is situated at 
the right side of the photo. At the top of the probe are the Langmuir and radical probes used in this work. 
A voltage sweep was performed using the Langmuir probe to recreate a trace similar to Figure 3.8. 
The sweep had to be conducted manually due equipment limitations at ASML. The Langmuir 
probe trace is reproduced below with important points noted on the graph. The blue points are the 
raw data, the red X is the floating potential (where the current is zero on the probe) and the green 
X is the plasma potential (where the ion current to the probe is zero). The floating potential of the 





Figure 5.35: The Langmuir probe trace for the data taken during the reactive sticking coefficient experiment. The floating potential, 
marked by a red X, is the point where the net current on the probe is zero. The plasma potential, marked by a green X, is the point 
where the ion current to the probe is zero. 
The natural logarithm of the electron current is fitted linearly to measure the bulk and beam 
electron contributions. This works under the assumption that the electrons in the plasma are 
Maxwellian in nature. Due to the number of collisions at 1 Torr, with an electron mean free path 
of ~60 um, the electrons can safely be deemed Maxwellian. The fit of the electron current for the 
cold and hot electrons are given by Figure 5.36 and Figure 5.37, respectively. These result in bulk 
and beam electron temperatures of 2.3 eV and 8.6 eV. With the electron temperature known, it is 
possible to calculate the electron density of 2.7x1017 m-3. These values fall within the expected 
surface wave plasma range of 1-5 eV and 1017-18 m-3.  The existence of the electron beam 
population will shift the plasma potential up, especially if this population is significant compared 
to the overall electron population. While this will cause high ion energies at the surface, it should 
be noted that previous experiments from the CCP have shown that the MLM is undamaged even 
with a few hundred eV of hydrogen ion energy. Thus, plasma potential can safely increase to 100V 





Figure 5.36: Fit of the electron current data to measure the bulk electron temperature. The bulk electron temperature is calculated 
to be 2.3 eV. 
 
Figure 5.37: Fit of the electron current data to measure the beam electron temperature. The beam electron temperature is 
calculated to be 8.6 eV. 
Finally, the radical density can be measured with the radical probe. The raw temperature data has 
been plotted in Figure 5.38. The data starts after the button source is turned on, making the initial 




matched, as indicated by the sharp jump in temperature. The stainless steel thermocouple is used 
as the control. The gold coated thermocouple will have a higher temperature due to increased 
recombination of the hydrogen radicals on its surface. The temperature difference between the two 
can be used to measure radical density. 
 
Figure 5.38: Thermocouple data for the radical probe. The stainless steel is a control probe while the gold coated probe will have 
a higher temperature from incident hydrogen radicals. The recombination coefficient of gold is higher than stainless steel and the 
difference in temperatures between the thermocouples can be used to calculate hydrogen radical density. 
The gold-coated probe levels off at about 64 degrees Celsius while the stainless steel probe levels 
off at about 57 degrees Celsius. The standard deviation for the stainless steel probe was calculated 
to be 3.31 °C, while the standard deviation for the gold probe was 4.54 °C. Using the gold probe 
surface area, temperature difference between the thermocouples, and the difference in 
recombination coefficients (recombination coefficients given by Qerimi from reference [57]), the 
























Figure 5.39: Hydrogen radical density of the button source at 1 Torr, 100 W.  
The average radical density was calculated to be 1.66x1021 m-3 with a standard deviation of 




 To validate the button source, many different metrics were chosen: electron density, 
electron temperature, plasma potential, radical density, and gas temperature. Unfortunately, due 
to the limitation of the experimental conditions (and time restraint from COVID-19 shelter-in-
place orders), experimental parameters were measured at only one point to be compared to the 
button source simulation. This point would be at (r,z) = (4 cm, 4 cm). The probe block’s front 
face is roughly 1 inch by 1 inch, but the point was chosen because this is where the probes 





Figure 5.40: The Langmuir and radical probe position is marked by a red dot in the simulation domain. The probe block would be 
situated from 2.5 cm to 5 cm or so, but this was where the probes were sitting in the probe block. This point is used to compare the 
experimental and simulated results. 
Compiling the experimental measurements detailed in section 5.2 and the simulated values from 
section 5.1, the button source simulation can be validated. Table 5.3 shows these values next to 
each other. There is an extremely good agreement between the electron density and plasma 
potential, with a good agreement with the electron temperature. The hydrogen radical density and 
temperature are a bit less in agreement, with the simulated values almost 1.5 times the experimental 
values. This could be due to only using an approximation for the probe block in the simulation. If 
this simulation was reproduced in a full 3D geometry, then the flow would be able to go around 
the wall. It may be that the flow used in the simulation is lower than what was in the chamber, as 




recombination surface. This is not the case in the experiment, with the block not taking up the 
whole right side of what would be the simulated domain. In addition, the hydrogen radical 
recombination probability used in the simulation was that of stainless steel (0.07). The aluminum 
probe block would have a native oxide on its surface which would reduce the recombination 
coefficient to ~0.001. This would mean less heat would be released into the system from the 
exothermic reaction, causing less gas heating in the experiment.  
Table 5.3: Comparison of experimental and simulated values at the point shown in Figure 5.40. 
 
 
Reactive Sticking Coefficient 
 To quantify the role of hydrogen ion bombardment of the tin surface, the ion energy flux 
must be changed and the resulting etch rate measured for each ion energy. As the energy 
transferred to the surface increases, the amount of dangling bonds on the tin adatoms should also 
increase. This will provide more activation sites for hydrogen radicals to bond with and form more 
tin hydride, thus increasing the etch rate. The etch yield, or tin atoms removed from the surface 
per incident ion, should follow a linear relationship with the square root of the incident ion energy. 
This relationship was measured by Steinbruchel for many chemistries physically etching or 
reactive ion etching a silicon surface. Elg showed that the etch rate was correlated with the 




Steinbruchel measured can be obtained for a tin surface. The equation used by Steinbruchel is of 
the form: 
𝑌(𝐸) = 𝐴√𝐸 − √𝐸𝑡ℎ     Eq. 5.13 
Where E is the ion energy incident on the surface, Y is the etch yield as a function of ion energy, 
A is sticking coefficient and slope of this fit, and Eth  is the threshold energy for the etching reaction 
to occur. Revisiting Steinbruchel’s data (below) the difference in behavior between physical 
sputtering and chemical etching can be seen. 
 
Figure 5.41: Steinbruchel’s figure is presented again. The physical sputtering chemistries (Ar+, Ne+, etc) have a lower etch yield 
than the reactive chemistries (Ar+ + Cl2 and Cl+). Comparing the argon/chlorine data with the chlorine data, the latter seems to 
have a lower threshold energy. Figure reprinted from [42]. 
The various etching chemistries that Steinbruchel studied can be sorted into two categories: 
physical and chemical etching. Physical etching or sputtering incorporates the Ar+ and Ne+ data. 
The chemical etching incorporates the F+ and Cl+ data. Ar+ + Cl2 is a combination etch that utilizes 




ion energy flux to the surface as compared to the Cl+.  Indeed, the combination of enhanced ion 
energy flux to the surface and reactive gas to create ions and radicals achieves the highest etch 
yield for the ion energies considered. Steinbruchel notes that the point where the linear fit crosses 
the x-axis is called the threshold energy, or the minimum energy required to initiate the surface 
reaction forming the etch product in the given chemistry. 
For reactive ions (F+, Cl+, etc), he suggests that the threshold energy can be set to zero if 
the product is volatile and the ions themselves can become reactive species. The latter portion of 
the assumption means that the ion (for example, Cl+ or CFx
+) can neutralize or dissociate on impact, 
forming a reactive species that forms the etch product. The reason that his data contains threshold 
energies for his reactive ions is that SiF4 and SiCl4 are not volatile at the conditions he was 
operating in (no additional wafer heating was applied to lower the vapor pressure of the etch 
products). A certain level of ion energy is needed to sputter these compounds off the surface. For 
hydrogen ions incident on a Sn surface, the etch product is volatile at typical operating conditions 
(room temperature and above) and they can each form a reactive species upon impact.  
A Langmuir probe was used to measure the plasma potential and plasma density in the 
domain at a point equal to (4 cm, 4 cm) in the simulation domain. This value was then used to 
estimate the ion flux and ion energy flux above the sample. This has some inherent error associated 
with it because the ion density should be higher at the tin sample than at the Langmuir probe. This 
assumption is because of the radial drop-off in density in a plasma as well as the simulation results 
shown in section 5.1. The etch rate was used to calculate the Sn flux from the surface necessary 
for the etch yield calculation. The etch rate chosen was at the point closest to the button source so 
that ion processes would dominate and redeposition effects would be minimized. The etch yield 





Figure 5.42: Empirical measurement of the relationship between etch yield and ion energy. As ion energy to the surface increases, 
the etch yield increases as expected. Two fits were performed: one assuming a threshold energy of zero and another linear fit that 
returns a threshold energy of 5.86 eV. 
As the incident hydrogen ion energy increases, the amount of tin etched per ion increases. This 
trend follows the same correlation as Steinbruchel measured for silicon etching. Two linear fits 
were performed: one linear fit to the data the produced a threshold energy of 5.86 eV and another 
linear fit that assumed a threshold energy of zero. With the Sn-Sn bond energy of ~1.94 eV and 
the Sn-H bond energy of 2.74 eV [72], the threshold energy is a bit of an overestimation. 
Additionally, the zero-threshold-energy line has a slightly better fit (R2 = 0.9617 vs 0.9517) 
suggesting this may be the value to use. Thus, the sticking coefficient used in the following etch 
rate calculations from the simulation was the linear fit with zero threshold energy. Validity of the 
use of the etch yield fit as the sticking coefficient may be questioned. In this work, it has been 
shown that the button source etch yield at 1 Torr is limited by the ion energy to the surface. Since 
the ions have dominated the etch process, the etch yield relationship with ion energy will follow 
the ion-enhanced sticking coefficient, justifying this approach.  
y = 0.0022x
R² = 0.9617






























Etch Rate Calculation & Comparison 
 As discussed in section 2.5, Elg had found that the etch rate scaled with the ion energy flux 
to the surface. For the capacitively coupled plasma used in that work, the ion energy flux of 4.9 
kW/m2 resulted in a 2 nm/min etch rate in the presence of 1x1016 m-3 ion density and 1x1018 m-3 
radical density at 62.5 mTorr H2. With the surface wave plasma showing over an order of 
magnitude increase in ion density and 3 orders of magnitude increase in radical density at 1 Torr 
H2, ion energy flux and etch rate are expected to increase. Since both the capacitively coupled 
plasma and the surface wave plasma were in an ion-limited regime, the ion energy flux is very 
important. 
 
Figure 5.43: Ion energy flux to the tin surface calculated from the button source simulation. As the voltage on the sample increased, 
the voltage drop across the sheath also increased. This led to an increase in the ion energy flux to the sample surface. 
Indeed, even with no added bias to the surface the surface wave plasma has a higher ion energy 
flux than the capacitively coupled plasma used by Elg. The only comparable point can be found 




surface known, the reactive sticking coefficient can be used in conjunction with an etch model to 
calculate the etch rate on the surface. Qerimi et al developed a surface model for hydrogen etching 
of tin by surface wave plasmas [73]. Qerimi reaches an etch rate calculation that is like the equation 
Gottscho had published (Eq. 2.10) but with additional terms for H2 desorption and stannane 
desorption: 










    Eq. 5.14 
Where 𝑛′ is the surface density of reactive sites, 𝐾𝐻
𝑎𝑑𝑠 is the rate coefficient for radical adsorption, 
𝑛𝐻 is the hydrogen radical density, 𝐾𝑆𝑛𝐻4
𝑑𝑒𝑠  is the desorption rate of tin hydride from the surface, 𝑌𝑖 
is an ion sticking coefficient, 𝐾𝑖 is the rate coefficient for the ion incident on the surface breaking 
bonds, 𝑛𝑖 is the ion density, 𝑁𝑆𝑛 is the number density of tin, and  𝐾𝐻2
𝑑𝑒𝑠 is the desorption rate of 
hydrogen from the surface. 𝐾𝑆𝑛𝐻4
𝑑𝑒𝑠 , 𝐾𝐻
𝑎𝑑𝑠 , and 𝐾𝐻2
𝑑𝑒𝑠 are dependent on the temperature of the tin 
surface. Using the energy-dependent, ion sticking coefficient as 𝑌𝑖 and substituting the rest of the 
values from the COMSOL simulation into this equation, the etch rate on the tin surface can be 
calculated. The etch rates for different bias voltages were measured during the sticking coefficient 
experiment and can now be compared to the simulated results. Figure 5.44 shows the calculated 
etch rates for each bias voltage. Figure 5.45 shows the experimentally measured etch rates for each 






Figure 5.44: Etch rate calculation at the tin surface for the button source simulation. Equation 5.14 was used along with the 
energy-dependent, ion sticking coefficient. As ion energy flux to the tin surface increases, the etch rate also increases.  
 
Figure 5.45: Experimentally measured etch rates for different bias voltages. The etch rates were measured using profilometry on 





Table 5.4: Tabulated values for simulated and measured etch rates at 6 mm from the antenna.  
 
Both the simulated etch rate and experimentally measured etch rate show the trend of increasing 
with increased bias voltage. This shows that the ion energy flux to the surface is crucial to the 
etching of tin. Examining the etch rates at 6 mm, the values are in good agreement between 
experiment and simulation, though for the negative 20 volt case it is because the error is so large. 
The profiles are drastically different between the two. As noted in an earlier section, the 
experimental setup was slightly different than what is simulated. This can be seen in the x-axis 
where there is etch rate data to only 15 mm at most. This is because of the area required for the 
sample mask and bias wire. In addition, the trend is very different between the experiment and 
simulation. The sharp decline with increasing radius for the experimental data is most likely due 
to a temperature difference that was not accounted for in the simulation. As mentioned earlier, the 
presence of the mask and bias wire most likely caused an increase in the local temperature. This 
will not only change the K values that were used in the etch rate calculation but will make 





Figure 5.46: Temperature profile of the tin surface in the button source simulation. 
Due to the gap between the sample and the cooling plate, along with the mask and other surfaces 
that can heat up on top of the tin itself, the experimental surface temperature was most likely much 
higher than the simulation. The simulation has perfect thermal contact and cooling efficiency, 
which contribute to the low surface temperature. Additionally, the etch rate calculation and 
simulation do not take in to account redeposition of the tin hydride. With no flow in the chamber, 
the tin hydride has a long residence time that can see it thermally decompose if it is in contact with 
a surface. The hot surface of the mask or chamber walls could act as a redeposition site for tin 
hydride. The tin would then etch again from this surface and can redeposit on the sample, lowering 
the etch rate.  
Another potential cause could be that the experimental ion energy flux drops off much 
quicker than what is modeled in the simulation. This would lead to a large decrease in the etch rate 




tape and/or the mask sample charges up positive during the etch. The Langmuir probe measured a 
floating potential of 13.5V which would push ions away from the tin surface close to the mask. If 
the silicon and/or Kapton charge up higher than the tin surface, this would explain why even the 
etch of the floating tin sample showed the same decline toward the masked sample. Finally, it is 
unknown whether the presence of the Kapton and sample mask hinder the etch rate by changing 
the plasma parameters above it in a disadvantageous manner. The only technique available 
(profilometry) requires a step height from a masked sample.  
The boundary effect of the larger domain must be re-examined for the etch rate profile. A 
more direct comparison of the smaller and larger simulations is shown below. The etch rate peaks 
are in the same position, but the larger domain has a higher peak. This could be due to the 
temperature distribution being slightly different for the larger domain (see Figure 5.18 and Figure 
5.23). While the peak temperature is a bit lower in the larger domain, the drop-off is slower. Thus, 
the neutral density would have a higher peak and a faster drop-off due to it being inversely 
proportional to temperature. Since the etch rate depends on the neutral flux as well as the ion flux, 
this will affect the etch rate as seen below. The boundary effect is also apparent. While the plateau 
occurs at the small domain boundary (the same as with the electron density earlier), the etch rate 






Figure 5.47: Effect of the boundary change on the etch rate. Both etch rates are for grounded samples. Now that the plasma can 
diffuse more freely into the larger volume, the drop-off of the etch rate is more similar to experiments. 
With the large simulation showing the effect of the domain boundary on the plasma densities and 
etch rate, the etch rate trend with bias energy was examined again (Figure 5.48). It is thought that 
the probe block influences the density at z = 4 cm which is why the probe data and simulation data 
are so close for the small domain, but there was no probe block above the sample itself. Indeed, 
the etch rate profiles are the same as the smaller domain at distances close to the antenna. The etch 
rate drops off more quickly like the plasma densities and is much more like the experimental data. 
The above temperature and redeposition discrepancies are still valid as the data does not drop to 
the same levels as the experimental etch rates, but the agreement is much better. If the simulation 
could be built in 3D with the same geometry as the experiment, it is this author’s belief that the 
values near the probe and the values at the tin surface would agree with experiments (minus 





Figure 5.48: The etch rate on the tin surface in the large domain. The etch rate drops off quicker than in the small domain, but the 




CHAPTER 6: POWER SCALING & CONCATENATION 
 
 There a few avenues toward covering the collector in plasma: increasing power and 
increasing the number of surface wave plasma antennae around the collector. In pursuit of the 
collector-scale plasma configuration, there are a few principles to be proven. The first is to show 
power scaling: density and/or plasma volume increases with higher power. The second is to show 
that plasma from multiple antennae sum together or concatenate. In this section, an attempt is made 
to predict a power scaling law for the 10 nm/min etch rate using the button source simulation from 
the previous chapter. After this, two antennae are simulated individually and then together to 
establish the possibility of concatenating the plasma from multiple sources. 
 
6.1 Power Scaling 
 The larger scale button source simulation was used with powers of 100W, 300W, 500W, 
700W, and 900W. The frequency was kept at 550 MHz to be able to compare with previous results. 
The originally planned procedure was to simulate these input powers and the resultant etch rates. 
The location of the 10 nm/min etch rate would increase in r for an increase in input power. The 
hope was to measure a relationship that could be used to predict the power needed to cover half of 
the collector with plasma from one launcher (a plasma radius of 192.5 mm). The final 
configuration would have at least two antennae: one along the inner hole of the collector and one 





Figure 6.1: Electron density for various input powers for the button source simulation. The density increases with power, albeit 
with diminishing returns.  
 




As expected, the electron density increases with an increase to input power. The etch rate also 
increased with input power due to the increase in ion density and thus ion energy flux. The 
increased electron density would also result in more radicals present, helping to increase the etch 
rate. Performing a meta-analysis of the 10 nm/min position versus power results in an interesting 
trend. 
 
Figure 6.3: Position of the 10 nm/min etch rate versus input power. Two fits are performed: one that assumed a linear relationship 
between power and the plasma radius while the other is a logarithmic fit. 
Two fits were performed to attempt to understand the relationship between input power and the 
plasma radius/position of 10 nm/min. The first assumes that they are directly proportional with a 
linear dependence. The second is a logarithmic fit and has a much better R2 value; this seems to 
be more accurate and the plateau would indicate that the plasma radius is limited by a factor other 
than the power. The equation predicts that an input power of 0.325 TW is needed for a 10 nm/min 
radius of 192.5 mm. If the linear relationship is correct, the required power drops to 9.6 kW. The 
logarithmic fit provides an unreasonable power requirement and the cause for the plateau must be 
determined. The TW requirement is most likely due to the small antenna having a very poor 
y = 0.0165x + 34.235
R² = 0.9333































efficiency of transferring power to the plasma. If the plasma cannot absorb the input power, it will 
not grow and cannot etch further out. The logarithmic relationship most likely comes from the 
electron density being limited by both pressure and mean free path. The ionization fraction does 
not scale with power so the electron density will have a limit associated with it.  
 
Figure 6.4: Electron density as a function of input power for the shorter antenna at 550 MHz. The electron density shows a plateau 
or saturation-like behavior just like with the etch rate.   
The electron density shows the same kind of saturation behavior as the etch rate. This is most 
likely due to the previously mentioned limit on the electron density from pressure. Even with the 
0.325 TW input power estimated above, the electron density peak would be 1.82E19 m-3. While 
the peak electron density does not affect the position of the 10 nm/min etch rate, it does show that 
power alone cannot increase the plasma radius. It will increase the peak density, but the volume 
seems to be limited by something else. At this point, it is not possible to increase etch rate radius 
from the electron density directly. 




























 The ion energy flux to the surface, an important factor in etch rate enhancement, depends 
largely on the difference between the surface and plasma potential. It may be that the increase in 
plasma radius is due to more energy being deposited into the plasma, increasing the plasma 
potential throughout the domain. Plotting the plasma potential at z = 2 cm, it seems this is not the 
case. The input power does not change the plasma potential appreciably and is not the cause of the 
plasma radius increase. 
 
Figure 6.5: Plasma potential does not seem to increase as the input power increases, suggesting that it will not increase the ion 
energy flux to the surface. 
Above 300W there are diminishing returns with increased power with an almost saturation-like 
characteristic. It was believed that the button source antenna size was limiting the plasma volume 
able to be generated. A larger antenna (greater than 20 mm) that is closer to the quarter wavelength 
of the incident wave (0.25λ = 136.4 mm) would allow for better matching (lower S11, the scattering 




across the antenna surface area). At 500W input, the antenna length exposed to the hydrogen 
domain was doubled from 20 mm to 40 mm. The electron density is plotted below along with the 
plasma from the 20 mm antenna. 
 
Figure 6.6: Electron density at 500 W 550 MHz for the 20 mm button source. The plasma density peaks higher than the 40 mm 





Figure 6.7: The electron density for the 40 mm source at 500W 550 MHz. The plasma density peak is lower than the 20 mm antenna 
but the plasma volume is larger. 
The electron density is a bit lower with the longer antenna, but the volume of the over-dense region 
is twice the size. The plasma of the longer antenna absorbed more of the input power than the 
shorter antenna: 291W compared to 189W. This is most likely due to the larger antenna being 
closer to an even division of the wavelength (particularly, closer to the quarter wavelength) and 
can radiate the power more efficiently. There is expected to be a trade-off in increasing power and 
increasing antenna length, as eventually the current and/or power density on the antenna would 





Figure 6.8: The electron density at z = 1.75 cm and the etch rate are plotted for the 40 mm source. Compared to the 20 mm source, 
the ER is larger at larger radius, but the peak electron density is a bit lower.  
The larger plasma volume was able to etch further across the ground plane with the 10 nm/min 
radial position now at 50 mm from 44 mm. This larger volume was able to diffuse further; an 
obvious conclusion from this would be that the 20 mm antenna was indeed limiting the plasma 
radius that could be created. To move to the cone source from the button source, it is evident that 
the exposed antenna length will increase. The cone source sits on the edge of the collector hole 
with a radius of about 70 mm. This larger antenna should be able to make more plasma than the 
20 mm long button source.  
 To better understand the path to increasing plasma radius, the data from both short and 
long antenna as well as different wavelengths was analyzed. The result was a linear relationship 
found between the absorbed power and the plasma radius. The data points shown in Figure 6.9 are 
from the 20 mm and 40 mm antenna with input powers of 100, 300, 500, 700, 900 and 500, 




with the 20 mm antenna, the absorbed power and radial position still scaled in the same way. As 
the power absorbed by the plasma increases, the plasma volume increases with the 10 nm/min etch 
rate position reaching further. Utilizing the data from the linear fit, 2.4 kW of absorbed power is 
needed to extend the 10 nm/min etch rate to 192.5 mm.  
 
Figure 6.9: The radial position of 10 nm/min is plotted against the absorbed power of the plasma. As the power absorbed by the 
plasma increases, the plasma volume increases. This pushes the bright plasma across the collector. 
Note that these calculations and antenna assume an inner conductor diameter of 1/8 inch as would 
be found in a standard, 50 Ohm coaxial cable or a vacuum coax like RG401. To calculate the 
required input power for this amount of absorbed power, the efficiency of the plasma must be 
determined. The input power and resulting absorbed power was plotted as a visual “look-up table”; 
for a certain absorbed power, look at what input power is required. However, it has been shown 
that the absorbed power will change with antenna length. To ensure that this type of power 
efficiency is independent of the antenna geometry (radius, length, etc), the absorbed power and 
input power for each simulation was divided by that simulation’s antenna’s surface area. Thus, the 


































power densities that are discussed from now on are “areal densities” with units of power over unit 
area. 
By dividing the absorbed power and input power by the antenna surface area, a plot of 
absorbed power density vs input power density can be fit and the input power density required for 
the specific absorbed power density can be found. The plot has been made for the short antenna 
(20 and 40 mm) which are inefficient radiators. At larger antenna length, like the cone and ring 
sources that will be used on the collector, the efficiency should only increase. Thus, the 
underestimation of the efficiency should help offset any power losses or voltage drops along these 
larger sources. 
 
Figure 6.10: The absorbed power and input power are divided by the surface area of the antenna and plotted. This is effectively a 
measure of the efficiency of the plasma to absorb power at a given input power density.  
With the input power density and the antenna surface areas known, it is possible to calculate the 
input power required to achieve 192.5 mm radius of 10 nm/min etch rate. Table 6.1 shows the 
steps to this calculation. Recall that the other half of the collector will be covered by plasma with 
an outer ring source along its edge. This ring source has a radius of 485 mm with effective length 



































of 3046 mm. The effective antenna length, L, for the cone and ring sources are much longer than 
the button source simulated. In the next column, L is divided by the 550 MHz wavelength to see 
how effective it will be at radiating power. The button sources were wavelength fractions less than 
0.1, making them inefficient at transferring power. This was why the power was much easier to 
absorb when moving from 20 to 40 mm. When the length is on the same order as the wavelength, 
as it is with the cone and ring sources, there will now be nodes of resonance spaced at the quarter 
and three quarter wavelengths (with potentially more nodes from the harmonic frequencies). 
Because the desired plasma radius is large compared to the quarter of the EM wavelength (192.5 
mm vs 136.4 mm) the plasma at each node is believed to spread and cover any “dark spots” at the 
zero points of the EM sinusoid (locations where electric field goes to zero).  
The values used in the calculation can be found below. The absorbed power density, PDabs, 
is calculated by taking the required 2.1 kW absorbed power and dividing by the antennae surface 
areas.  The PDin is calculated from the equation in Figure 6.10 assuming a y value found in the 
PDabs column. Thus, for the inner cone source 4.1 kW of power is needed.  
Table 6.1: The length, wavelength fraction, absorbed power density, input power density, and required input power for the ring 
and cone sources to achieve 10 nm/min out to 192.5 mm is shown in the table below. 
 
L [mm] L/λ550 PDabs [W/mm
2] PDin [W/mm
2] Pin [kW] 
Cone 440 0.48 0.55 0.94 4.1 
Ring 3,050 3.4 0.08 0.32 9.8 
 
Following the same procedure, this would make the recommended input power at 550 MHz 
to be 9.8 kW. While these numbers may seem unreasonable with no previous test performed above 
200W, there are additional configurations to consider that cannot be simulated at this time. For 




could be easier to implement (power supplies would be more budget-friendly). Finally, it must be 
shown that the plasma from two (or more) separate sources will add up within the volume to cover 
the entire collector. 
 
Impact of Frequency – 2.45 GHz 
 Increasing the input frequency will also increase the critical density while the skin depth 
will decrease. Plasma diffusion may cause the density profile to increase across the collector 
surface given the same power as the previous 550 MHz data, potentially increasing the etch rate. 
The plasma density, potential and absorbed power will be looked at to determine whether 
increasing frequency will increase the plasma radius and increase etch rate across the surface given 
the same input power. 2.45 GHz power amplifiers are commonplace in kitchens within the 
microwave and can be potentially used to generate more plasma. Input power was set to 500W, 
2.45 GHz for 40 mm antenna to ensure that maximum power delivery was achieved. The 
wavelength for 2.45 GHz is ~122 mm making the 40 mm antenna 32.67% of the EM wavelength. 






Figure 6.11: Electron density for 500W, 2.45 GHz input power to the 40 mm tall button source. 
Comparing the electron density for this higher frequency case to 550 MHz case (Figure 6.7), the 
peak is more than double. The plasma volume seems to have the same shape, but the plasma 
distribution seems to be shorter and broader than before (even with the peak in the same location). 
This may be the effect of the absorbed power, with 2.45 GHz able to transfer power more 
efficiently than 550 MHz for this antenna length. The 2.45 GHz simulation had 479W of absorbed 
power compared to 291W of the 550 MHz. Unfortunately, this new value of absorbed power 
cannot be plugged into the equation in Figure 6.9 as the fit is most likely frequency dependent; the 
slope of the line would be shallower for 2.45 GHz since the power is absorbed in a smaller volume 
compared to the 550MHz skin depth. Plasma density increases as a result, but the radius is 
dominated by diffusion, leading to a trade-off between the absorbed power and plasma volume 
effects from increasing frequency. The plasma potential was plotted at 2 cm above the bottom 





Figure 6.12: Input power was 2.45 GHz, 500W for the 40 mm antenna. Etch rate along the bottom surface and plasma potential 2 
cm above this surface are plotted versus distance from the antenna. The peak in the potential and etch rate are correlated. This 
meets expectations because the ion energy flux is dependent on the plasma potential above the surface, with an increase in potential 
increasing the ion energy at the surface. 






Figure 6.13: Input power was 550 MHz, 500W for the 40 mm antenna. Etch rate along the bottom surface and plasma potential 2 
cm above this surface are plotted versus distance from the antenna. 
The plasma potential for the 2.45 GHz case is lower overall compared to the 550 MHz simulation.  
There does not seem to be any indication that increasing frequency will increase the plasma 
potential greatly, which would increase the ion energy at the surface. Instead, the increase in EM 
frequency seems to increase the ion density greatly which in turn increases the ion energy flux and 
the etch rate.  This result may only be due to the increase in absorbed power by the plasma, so it 
is recommended that future work be done to sweep frequency given a fixed absorbed power to the 
plasma. That would isolate the influence of the frequency to better inform engineering decisions 
going forward. The etch rate, specifically, has a large increase due to the increase in ion energy 
flux. With etch rates above 1 micron per minute near the antenna, the surface should be kept clean 
of tin and the consequences of over-etching should be investigated. These results suggest that the 
increase in frequency would results in an increase in the plasma etch radius but this is most likely 




frequency at which the antenna is at or near the quarter wavelength and will maximize absorbed 
power.  
 
6.2 Multiple Antenna Summation 
 Returning to the button source with a 20 mm antenna, the summation of multiple plasmas 
was explored. The button source geometry was mirrored along the top boundary to keep the 2D 
axis-symmetry for simplicity. This also ensured that the power density and other geometric 
quantities that are depended on the surface area would be the same for constant input power 
between the two sources. Each button source was simulated separately with 100W 550 MHz input 
to each before simulating them both together. The overall domain size was slightly smaller (6 cm) 
for computational cost conservation. In addition, flow and temperature were not solved for to 





Figure 6.14: Electron density distribution for the bottom only case. Peak density is 6.5x1017 m-3. 
 





Figure 6.16: Electron density distribution for case when both top and bottom sources are turned on. Peak density is 6.5x1017 m-3. 
The area between the button sources shows the summation of the two distributions. 
The peak electron density for each case is higher than the earlier button source simulations 
(6.5x1017 m-3 now). With the gas temperature fixed at 20 Celsius, there are more neutrals around 
to be ionized. Consider that an increase to 200 Celsius (see Figure 5.23) would cause the neutral 
density to decrease by a factor of 1.5, similar to the electron density increase seen above. The peak 
values and electron density distribution seem to be the same for the top and bottom case, as 
expected. In the summation case, the most apparent region of concatenation between the two 
electron density distributions is the region between the button sources. The z profile at r = 0 mm, 





Figure 6.17: Axial profile of the electron density for the bottom, top, simulated summation, and numeric summation cases. The two 
sources create more overall plasma than each one alone.  
The plasma from when both sources are on is seen to be higher than either case alone in this region. 
Examining the data closely, it does seem to be a summation of the electron densities together. The 
numeric sum is the simple addition of the bottom source data and the top source data. The case 
with both sources on seems to be very close to the numeric sum, suggesting the plasma does add 
together from the top and bottom cases separately. This bodes well for the multiple antenna 
configuration that is desired for collector etching. Note that the behavior of the bulk plasma near 
each antenna remains largely the same. It is believed that the peak density and the location where 




wavelength, antenna length and scattering parameter for each antenna. Thus, the generated plasma 
for each source remains the same but the plasma diffused from the other source will add to what 
is created. For this reason, is it believed that the plasma radius has increased. 
 Another concern is the electron temperature distributions adding together. To stay below 
any damage threshold, the electron temperatures must not add together or it would lead to 
unnecessarily high ion energies and plasma temperatures along the collector surface. The top, 
bottom, and both cases are plotted below. The top and bottom case results align well which is 
unsurprising considering that they have they are solving the same physics but with a shifted port 
entry for EM. Electron temperatures above 4 eV can be seen at the surface of the antenna but the 
bulk is between 2.6-3.4 eV throughout the entire domain. In the case of both, there seems to be 
some addition at the surfaces with electron temperatures reaching a maximum of 4.81 vs 4.76, but 
this is not a major increase. The bottom antenna is still within a few skin depth away from the top 
source and vice versa, so there is a small amount of the electric field from each that will add up 
and increase the electron temperature. The bulk temperature minimum is increased by 0.3 eV but 
this is also not a significant change. As always, future work must be completed if power and 
number of antenna increase, but these results seem to show that adding plasmas together will not 





Figure 6.18: Electron temperature plot for the top source only. 
 





Figure 6.20: Electron temperature plot for both top and bottom sources on.  
 
The final piece to look at is the effect on the etch rate radius. Defining the surface to be etched as 
the bottom aluminum ground plane, the etch rate from the bottom source, top source, and both 
sources is plotted along with the electron density at z = 2 cm. This is the height of the peak density 
of the bottom antenna in the large domain. Thus, it is expected that the bottom source profile for 
electron density and etch rate will be the same as the 100W data shown earlier in section 6.1. The 
top source profiles will be much lower due to the distance from the source to the bottom surface. 
Finally, it is expected that both sources will cause the radius to increase with the same effect on 
the electron density profile. Worth mentioning is the absorbed power difference between this 
simulation without temperature and the button source simulations of chapter 5. The plasma now 
absorbed ~80W of power compared to 62W seen earlier. The top and bottom cases absorbed 




79.6W. While this is another contributor to the increase in peak density compared to earlier data, 
it can also be used to predict the radial position of 10 nm/min. Using 80W and the equation from 
Figure 6.9, the bottom source case should have a radial position of 36.1 mm.  
 
Figure 6.21: Radial profile of the electron density is plotted for the bottom only, top only, top and bottom together, and numerical 
sum cases. The electron densities from each source contribute to the overall profile. 
From the electron density alone the summation case shows the plasma radius has increased. Taking 
the data at r = 30 mm, the top case has a density of 1.65x1016 m-3 and the bottom case has a density 
of 1x1017 m-3. The numeric sum of these two would be 1.165x1017 m-3. The summation case shows 
a value of 1.183x1017 m-3. The agreement is very good between the numeric summation and 




difference between the simulated summation and numeric summation, but they are still in very 
good agreement. It is believed that the etch rate radius should increase from the additional plasma 
source. In the plot below, the 10 nm/min radial position can be seen to be at 37.9 mm, a slightly 
larger value than what was predicted by the fit. The summation case does indeed have a larger 
radius at 40.6 mm. The etch rates seem to sum in the same way as the plasma density.  Looking at 
30 mm, the top source has an etch rate of 2.55 nm/min. The bottom source has an etch rate of 21 
nm/min. The summation case has an etch rate of 25 nm/min, greater than the two. This could be 
due to the top source case being in an ion-limited regime, lowering the etch rate. The numeric sum 
corroborates this hypothesis by underestimating the etch rate for the summation case. This could 
also be just numerical error from small differences in the solution. The result that the summation 
case is a linear combination of the two plasmas is very promising. Thus, the road toward covering 





Figure 6.22: Radial profile of the etch rate is plotted for the bottom only, top only, and summation cases. The electron densities 







CHAPTER 7: CONCLUSIONS AND FUTURE WORK 
 
7.1 Conclusions 
 In-situ collector etching is a necessary tool to manage the tin debris that reaches the 
collector. Without such a technique, the collector is continually swapped every 24 days. This 
results in downtime of the EUV source and loss of profits. Even during uptime, the collector is 
continually being deposited on with EUV source power going down as a result. The surface wave 
plasma cleaning technique was proposed to etch the collector quickly and efficiently, keeping the 
collector clean with no reflectivity degradation from tin debris. The objective of this dissertation 
was to determine viability of the surface wave plasma, characterize the role ions play in etching of 
tin, and produce a hydrogen surface wave plasma model able to scale and predict the power 
required to etch the collector. 
The first source to be examined was the planar, metal surface wave plasma antenna. Radical 
and Langmuir probe results showed that the planar source created an order of magnitude more ions 
and radicals at 1 Torr than the previous capacitively coupled plasma at 130 mTorr. This resulted 
in etch rates of 10-100 times what was seen in the CCP, suggesting viability of the surface wave 
plasma to etch the collector. A peak etch rate of 97 nm/min was seen at 250 mTorr, where it was 
predicted that the ion energy flux would be highest. 
The next source tested was the button source. The desire was to improve the plasma radius 
to antenna radius ratio and create a plasma larger than the antenna itself. This was necessary 
because the plasma source is not allowed to block the photon path to the collector. The plasma had 




materials. A heat load test was then performed on MLM samples to test the possibility of the 
plasma causing thermal segregation and interdiffusion of the bilayers. XRR showed that a cooled 
substrate had no change with 100W of surface wave plasma running over it for 10 minutes (peak 
temperature of 47 Celsius). A potential disaster event during the EUV source operation is that the 
tin dropper would emit a large tin drip onto the button source while it runs. A tin overflow test was 
performed by dropping tin onto the running button source and no disruption in button source 
operation was seen. Finally, the button source etch rate was measured. Etch rates above 10 nm/min 
were seen at a radius up to 1.5 inches from the source (for reference, the button source radius is 
1/8”). It was concluded that the surface wave plasma could create significant etch rates at a radius 
greater than the antenna, but a different source design was needed for collector implementation.  
A cone source was developed that could handle more power, be directly implemented into 
current collector hardware, and would be able to etch across the entire collector surface. With 
100W of input power, the cone source was tested and showed etch rates similar to the button source 
with a quicker drop-off in radius. This quicker drop-off compared to the button source was 
attributed to the smaller power density associated with increasing the antenna length (1 inch length 
of button source compared to 5 inch diameter of ring). This cone source was brought to ASML 
San Diego where it was used to etch a purposefully tin-contaminated collector. Etch rates were 
found to be in the 1-5 nm/min range and two different flow configurations were tested: perimeter 
(-r) and cone (+z) flow. The bright plasma was found to have the larger etch rate, as with the 
previous SWP sources, and it was determined that the bright plasma must cover the collector 
surface to achieve etch rate goals.  
An investigation into potential plasma radial expansion techniques was started. By 




was not possible due to debris mitigation already established in EUV sources. The next technique 
looked at was pulsing the power supply. Pulsed power supplies tend to be more budget-friendly 
than continuous wave (CW) supplies. By demonstrating that the pulsed power supplies were able 
to do equal or greater than the CW supply, it meant a smaller contribution from the budget was 
necessary to obtain the requisite power. The same power supply was operated in CW at 25 W and 
100W peak at 25% duty factor for 25W average power. The pulsed plasma outperformed the CW 
case with an increase in both etch rate magnitude and plasma radius. It was believed that peak 
power, not average power, was important when considering power supplies in the future. A higher 
peak power was required to increase etch radius. Unfortunately, these supplies were still outside 
of the budget. Thus, the research turned to measuring the ion enhancement of the etch rate in the 
bright plasma and a subsequent scalable model to predict collector etching power requirements. 
A simulation and experiment were developed in tandem to measure the hydrogen ion 
sticking coefficient. This sticking coefficient would allow a precise calculation of the ion energy 
flux contribution to the etch rate and the etch rate could be compared to experiments. The 
simulation was created using COMSOL Multiphysics to simulate the button source plasma and 
the reactive ion sticking coefficient experiment. The simulation results showed that boundary 
effects have a large influence on the plasma density and temperature distributions in the domain. 
Results from a porous wall with conductive cooling most closely resembled the experimental 
results from the Langmuir probe and radical probe block. This probe block is thought to have acted 
as a wall. When the domain was made larger, the drop-off in density followed theory but the results 
did not match the experiment suggesting the probe block’s influence was significant.  
The reactive ion sticking coefficient experiment was conducted using a button source 




and a bias wire attached. The bias on the tin surface was adjusted to sweep across various ion 
energies incident on the sample. With increasing ion energy flux, the etch rate should increase. 
Fitting the etch yields, a sticking coefficient was measured like work from Steinbruchel. The result 
was 𝑌(𝐸) = 0.0022√𝐸 where Y is the sticking coefficient and E is the ion energy at the surface 
in eV. Using this sticking coefficient and the plasma distributions from the button source 
simulation, the etch rate was simulated and compare to experiments. It was found that in the region 
close the antenna, the simulation results matched the experiment. When the radius was closer to 
the mask and bias wire location, the experimental etch rate droppped near zero while the simulated 
result plateaued. This was found to be due to the boundary effects mentioned earlier, but even with 
a larger domain the simulated radial drop-off was not as sharp as in the experiment. It was thought 
that the lack of redeposition or accurate temperature modeling of the 3D environment were the 
discrepencies between the simulated and experimental results.  
With the plasma and surface model results from the simulation validated, scaling of the 
power and multiple antenna scenarios were investigated to predict what was required to cover the 
collector in bright plasma of at least 10 nm/min etch rate. Using the button source, it was found 
that the radial position plateued above 500W. It was determined that this was a constraint on the 
antenna matching with a longer antenna capable of more efficient power transfer to the plasma. 
Indeed, it was found that the plasma radius scaled linearly with the absorbed power with an 
equation of r10 [mm] = 0.0666Pabs + 30.798 [mm]. With an antenna on the inner and outer edge of 
the collector, a radius of 192.5 mm is required. Solving for this, the plasma from each antenna 
must absorb 2.1 kW at 550 MHz so that the plasma will cover the collector in over 10 nm/min etch 
rate. Given an underestimation of plasma efficiency given by the button source simulations, the 




9.8 kW of power, respectively. Combining this information with the previous pulsed power results, 
a power supply capable of 5 kW peak, 550 MHz would be required for the inner source coupled 
with a supply capable of 10 kW peak, 550MHz for the outer source.   
Finally, the collector requirements dictate that the plasma and/or etch rate from two SWP 
sources should be greater than each alone. The button source was mirrored and each source was 
simulated separately and then together. The plasma density and etch rates sum together additively: 
1+1 = 2. In addition, the plasma from either source can potentially break certain radial positions 
from being ion-limited, further enhancing the etch rate: this was shown by the summation case. 
Thus, the requirements mentioned earlier need no modification from multiple antenna interactions.  
 
7.2 Future Work 
 This work can be built upon experimentally, theoretically, and computationally in the 
future. Source design is a crucial future step so that the plasma generated can cover the collector. 
This means that the antenna must be kept within a coaxial configuration during its journey through 
the vacuum chamber until it reaches the collector surface. This will ensure minimal power loss 
and the plasma creation will occur at the desired surface. Any break in this coax will cause a 
plasma to be generated prematurely. The recommendation is to use RG401, a commercially 
available coaxial cable that can stand-up to vacuum. Unfortunately, it cannot handle powers above 
500W. Thus, a custom coaxial design is necessary to transfer power from the power supply outside 
of the chamber to the cone or ring source sitting on the collector surface. Experimentally, work 
can be done to show the relationship between antenna length, absorbed power, and the plasma 
radius. In general, validation of the work in chapter 6 would be ideal. In particular, the summation 




measure plasma at the same radial distance and in the center of both sources with a Langmuir 
probe during the separate plasma ignition and combination ignition experiments. The etch rate 
should also be measured at the same radii.  
When considering the fundamental work behind the reactive sticking coefficient, there is 
still more to be done. Different hydrogen ions will affect etching differently. Current sticking 
coefficient is more of an aggregate sticking coefficient for these specific ion density ratios. Heavier 
ions will impart more energy, so a system with a higher number of H3
+ ions should create more 
dangling bonds than the same number of H+ hitting the surface. Steinbruchel had measured a 
general trend for etch yield as a function of atoms in a molecular ion [74]and this study may give 
insight to the impact differences for hydrogen ions. An RGA like setup could be used to select 
particular charge to mass ratios that are incident on a wafer and measure the sticking coefficient 
in the same fashion as this work presents. The radical flux would need to be constant on the sample 
surface. It would be recommended to use low pressure for a larger mean free path that would allow 
ion flight to the sample. The results would then be three separate fits to the etch yield versus square 
root of ion energy curve. 
While button sources have been used in this work, the final configuration on the collector 
will require ring sources that can handle more power and create plasma with more absorbed power. 
Thus, the power scaling and antenna summation found in this work are most likely insufficient to 
predict what is needed for larger antenna. The button sources were operating near power density 
saturation: the increase in power had increasingly diminishing returns on the plasma density and 
radius. Simulation work must be done to show that the ring sources will not be approaching the 
same power limitations given the input power recommended earlier (4.1 kW for the cone and 9.8 




positions in a small chamber. If the plasma had an open boundary along the top and the plasma 
sources were at separate radial positions (like the inner and outer edge of the collector), the 
summation would be different. This would be especially true if the plasmas generated by each do 
not reach the other (the plasma radii are too small). Thus, it is recommended that a full-scale 
collector simulation with two ring sources at the recommended powers be conducted. 
The collector scale simulation would ensure that the power predictions are correct. In 
addition, the flow physics will become important and change the plasma behavior somewhat. With 
10’s of L/min of flow coming through the collector center hole (dubbed cone flow) in the +z 
direction and flow from the outer ring (dubbed perimeter flow) in the -r direction, the neutral 
transport will be greatly affected. While this may help stop the incoming high energy debris, it will 
also blow the plasma away from the collector where it is needed. Subsequently, this collector scale 
simulation should include a deposition rate from the LPP debris and the background plasma/radical 
densities associated with high duty cycle operation. With radicals already present in the device, 
power requirements may drop. If data from ASML can be acquired such that the deposition rate at 
each radial position on the collector is known, a plasma etching solution can be tailored to this. 
For example, the LPP is closest to the center of the collector so deposition should be much higher 
at small radii. It may be that the center cone power must increase to compensate.  
Finally, the etching model needs additional work. As mentioned earlier, the 3D nature of 
the etching environment can cause hot surfaces to accumulate or eject tin. The surface model 
currently does not include any kind of redeposition term. While thermal decomposition of stannane 
is only possible on hot surfaces, redeposition may occur when considering the transport of stannane 
from one surface to a plasma covered area. The stannane dissociation cross-section from electron 




values of the etch rate simulations fit, the drop-off in the experimental data shows that some other 
factor was contributing to a reduction in etch rate. This may also be a temperature dependent 
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