Abstract-The Video requests can be streamed in two forms. They are the live streaming and the on-demand streaming. Both of them should be adapted (I.e., transcoded) to fit the characteristics (e.g., spatial resolution, bit rate… and the supported formats) of client devices. Therefore, many streaming service providers are presented the cloud services to be utilized in the video transcoding. But, the introducing of the cloud services for video transcoding is encountered by the contradiction between the deploying cloud resources in a cost-efficient without any major influence on the quality of video streams. In order to address this problem, this paper presents an Enchantment Cloud-based Video Streaming using the Heterogeneous Resource Allocation (CVSHR) to transcode the video streams on cloud resources in an efficient manner with the QoS of the requested video stream. The system architecture is elastic and based on multiple heterogeneous clusters that provide a great flexible resource allocation and De-allocation strategy. This strategy aims to assign a suitable VM with adequate resources based on the GOPs characteristic. Also, it can reassign the unused resources. In addition, the number of VMs can be extended as the system necessity. Finally, The CVSHR is simulated and evaluated on truthful cloud resources and various workload circumstances.
I. INTRODUCTION
Nowadays, watching videos have intensely changed from traditional TV systems to video streaming on heterogeneous clients through the Internet. According to Cisco Systems, the anticipated streaming traffic will rise up to 80% of the entire Internet traffic by 2019 [1] . Video content has two system types, the on-demand streaming system (e.g., YouTube or Netflix) or live-streaming system which has multiple presentations on the internet. The heterogeneous clients include desktops, laptops, and smartphones. Each of these clients has its own resource capabilities. In general, the characteristics of the Video content should be adjusted to fit each of the client capabilities and network conditions. These characteristics may include a supported resolution, frame rate, video codec, and network bandwidth of each client device [2] .
Of course, it is not accepted to store copies of the same video contents with different characteristics to serve different types of client requests. This approach needs huge storage resources and wasteful processing power. In addition, the infrastructures should be upgraded to achieve the explosive growth of video streaming demands on a large diversity of the client devices. So, this approach remains unachievable. In order to overcome these limitations, video streaming through the Internet is performed via a middle-layer transcoding system. The role of this transcoding system is to perform the mandatory adaptation in the contents of a video stream to fit each client capability and according to the change in network conditions [3] .
On the other hand, video transcoding process may be performed via the client devices theoretically. But, practically transcoding has two limitations. Firstly, it requires heavy computation. Secondly, it is a timeconsuming process. Due to these limitations, it is not practical to transcode videos on client devices, especially for the most portable clients [4] . So, the most acceptable approach is to perform the transcoding operation on a mid-network node (transcoder). The transcoding nodes should have enough processing power to do the required processing to achieve the needed adaptive. In this research, a proposed alternative approach is introduced to transcode on-demand video streaming using computing services presented by cloud providers.
However, the engagement of using the cloud resources for on-demand video transcoding is faced with a major challenge [5] . This challenge is how to accomplish this engagement in a cost efficient manner with the minimum effect on the QoS demands of video streams. Each Video stream client has its own QoS demands. Particularly, it needs to receive video streams at a specific time without any delay. A delay may occur as a result of two reasons. Firstly, delay due to an incomplete transcoding task by its former. Secondly, delays may occur in the starting of a video stream. In this paper, the former delay is defined as a deadline time that needed to represent the transcoded video stream. In addition, the second delay is defined as the startup delay for a video stream. The startup delay is considered as a vital key measure the quality of the video streaming service given by the stream provided to the users. Thus, to maximize client's fulfillment, the QoS requirements of the video streaming can be viewed through three main objectives. The first objective is the minimization of the startup delay. Secondly, it is required to preserve the presentation deadline without missing. The third objective can be represented in minimizing the cloud resources allocated for the streaming service to satisfy the QoS demands for the streaming video. In [6] , the authors present a CVSS model in order to deal with these objectives. However, this model has undergone some complications. Firstly, the model depends on the historical transcoding execution time the same video stream to predict the current transcoding time of the current execution. This assumption cannot be accepted as a result of different resources and the different load of each execution. In addition, the model assumes the most streamed videos do not be displayed to the end. But, this assumption is not always true. Furthermore, the model assigns the same resources for all used VMs in one cluster. This assumption means many video streams may be assigned to the VM that may have exceeded resources than the assigned task need.
Generally, based on the introduced descriptions and the investigation of the CVSS model, the whole research points can be summarized in satisfying the client request rate with regard to QoS requirements of the streaming video using the minimum cost of the utilized cloud resources. So, the addressed research in this paper can be specified in the following questions:  How to enhance clients' QoS fulfillment by reducing the video stream startup delay and presentation deadline miss rate?  How to build an adaptable cloud resource provisioning strategy that minimizes streaming service providers' deserved cost while respecting the demands of each client?
In order to overcome these research challenges, this paper presents an adaptive scheduling approach using heterogeneous resources (CVSHR) for transcoding ondemand video streams employing cloud resources. The heterogeneous resources of the cloud system architecture offer a highly flexible resource allocation to guarantee sufficient video streaming rate for each client request. Also, CVSHR approach introduces an optimized threshold based on the two types of delays mentioned before to promote a continuous video streaming regardless the size of the video stream. The CVSHR approach is implemented by assigning the appropriate VM resources for each type and architecture of video stream. In addition, the number of VMs can be extended in two different cases. The first case, if there is no one of the current VMs can be able to fit the required QoS of the video stream demand. The second case, when the time required for accomplishing the video stream transcoding process makes the deadline time. Moreover, the system efficiency is guaranteed by adding check algorithm to CVSHR to reevaluate the reserved resources periodically. This algorithm aims to release the outdo resources The rest of this paper is organized as follows. Section II provides some background on video streaming and transcoding. In section III, the CVSHR architecture is presented. Scheduling methods and resource allocation policies will be discussed in section IV and V, respectively. In section VI, performance evaluations are performed. Finally, the Ssection VII concludes the paper and provides venues for the future work.
II. RELATED WORKS
Originally, each captured video is stored on the streaming servers based on a specific structure and set of parameters known as transcoding parameters. When the video contents are requested by a specific client, the streaming server has to adapt the original structure and adjust the transcoding parameters of the original video to fit the client's ability. This modification is known as a transcoding process. In the following, the basic video stream structure that is used by the majority of codec video is offered and explained. In addition, the transcoding parameters are presented to illuminate its basic role.
A. Video Stream Structure
As shown in - Fig. 1 ,‖ Video stream consists of many sequences. Each sequence has one header and several of Group of Pictures (GOPs). Each GOP structure is arranged in successive frames. The first frame in the GOP is known as an intra-frame (I-Frame). The remaining number of frames is a number of P (predicted) frames or B (bi-directional predicted) frames. Actually, there are two types of GOP: open-GOP and closed-GOP [7] . In open-GOP, there is inter-dependence between GOPs. In dissimilarity, each GOP in the closed-GOP is used in an independent manner to the other GOP. So, transcoding can be performed on each GOP independently. Generally, each frame consists of a number of macro-blocks (MB) which are the basic operational units for video encoding and decoding. Moreover, each macro-block contains a number of coefficients characterize the actual data that will be used in the reconstruction of the frame part represented by that macro-block. The transcoding process of video streams can be performed based on different levels, namely sequence level, GOP level, frame level, and the macro-block level. However, the bulky size of each sequence consumes a long transcoding time. On the other hand, the frames, and the macro-blocks have a temporal and spatial dependency that makes the transcoding process at that level complicated and slow [8] . So, the closed-GOP is selected as an optimum level that can be transcoded independently [9] , and avoiding complicated and slow operations. 
A. Video Transcoding
The transcoding parameters include a specific format, spatial resolution, frame rate, and bit rate. The transcoding is based on the modification of these parameters to fit the client request [10] . In the following, the parameters of transcoding operations are presented and clarified:
In general, the video contents are represented by a massive amount of data. So, the high-quality video has to encode its contents with high bit rate. However, higher bit rate means the need to large network bandwidth for the video content transmission. For the diverse network conditions of clients, streaming, service providers ordinarily have to transcode the video stream's bit rate to ensure smooth streaming [11] .
2) Spatial Resolution Reduction:
The spatial resolution specifies the dimension size of an encoded video. The dimension size does not automatically match to the screen size of client devices. Reduction of spatial resolution video is known as downscaling. It is performed by combining or removing the macro-blocks of an original video. Several algorithms are proposed and applied to reduce the spatial resolution without sacrificing video quality [12] , [13] .
3) Temporal Resolution Reduction:
When the client device doesn't support higher frame rate, the stream server has to drop some frames, and temporal resolution reduction becomes necessary. Accordingly, the motion vectors within the dropped frames are also lost. Due to this dependency, some of the incoming frames that based on lost motion vectors cannot be deduced. The reduction of the temporal resolution can be achieved using methods explained in [14] .
4) Video Compression Standard Conversion:
Multiple video compression standards are introduced. They vary from MPEG2 to H.264, and to the latest one, HEVC. Actually, each client has a supported codec, so the video contents should be transcoded to that supported codec on the client to be revealed [15] .
III. PROPOSED MODEL
The proposed model CVSHR is designed for ondemand video transcoding in cloud systems. An overview of the architecture is introduced in the - Fig. 2 ,‖. The CVSHR architecture aims to transcode variant video streaming using elastic and heterogeneous resource allocation of the cloud system. The proposed model consists of two main partitions. The first partition is known as video repository manager (VRM) and the second partition is known as Schedule and Elasticity Manager (SEM). In the following subsections, the architectural components of each partition and its function will be presented and explained. 
A. Video Repository Manager (VRM)
The VRM includes four main modules; they are video repository, video splitter, video merger and hot cashing video. The video repository contains all video streams that may be requested by all clients from the video stream provider. When the non-transcoded video stream is requested by a client, this video stream will be moved from video repository to the video splitter module to represent a new job. By Video Splitter, each job will be divided into a set of tasks. Each task is represented by GOPs that can be transcoded independently. The transcoding of GOPs will be performed based on the QoS of the client capabilities and network conditions.
Based on a pre-specified percentage of all GOPs, the first set of GOPs that represents this percentage will be delivered to the header queue in the SEM unit. In addition, the remaining GOPs of the requested video stream will be delivered to the tail queue of the VWQ in the SEM unit. However, the functions of the two remaining modules of the VRM, namely the video merger and hot chasing video are taking place after completing all processes of the SEM unit. The function of the video merger is represented in integrating all the transcoded GOPs in their order to form a completed transcoded video. Moreover, it passes the completed transcoded video headlong to the video repository to be accessed by clients. The last module of the VRM is the hot caching video. Its role is the monitoring of the access rate of all video streams. There are a few videos that are accessed very repeatedly while many others are infrequently streamed by the clients. Thus, to avoid excessive and repeated transcoding operations of the frequently accessed videos, the VRM architecture offers a hot caching video to decide whether a transcoded video should be cached or not. However, if the video is barely requested by clients, there is no need to be stored (i.e., cached). The major gain of hot caching video is reducing the start-up time of the high accessed video and saving the cloud resources consummations due to the repeating the same transcoding operations for the same video.
B. Schedule and Elasticity Manager (SEM).
The main role of SEM is to monitor and perform the operations on the stream tasks (GOPs) on the transcoding VMs within the CVSHR architecture. The SEM provides the VMs with adequate capabilities to be dealing with the QoS of the client demands and reducing the deserved cost to the stream provider. Thus, the SEM operations are managed based on an elastic resource provisioning policy. The SEM consists of three main modules. Namely, -the video waiting queues (VWQ)‖, the Virtual Machines Elasticity Manager (VMEM) and the Virtual Machines clusters.
As mentioned before, the VWQ includes two types of queues. These queues are used for each video stream. The header queues are used to save the first set of the GOPs (tasks) whiles the tail queue is used to save the remaining GOPs sets. Actually, multiple GOPs sets of different video streams may be presented simultaneously in the both queues of the VWQ.
The second module VMEM contains two main components. They are the lists of the service level agreements (SLAs) that are supplied with the placeholder for the computed value of the mean transcoding time (MTT) and the Virtual Machine Allocation/DE-allocation (VMA/D). For the SLAs, each list in the service level agreement (SLA) is formed to work as an interface between one of the tail heterogeneous clusters and the required QoS for the arrival of the video streams. The selection of the VMs cluster is performed based by comparing the QoS of the client demands with the most proper-matched service level agreements (SLA) and the computed MTT that will be clarified later in this section. In addition, the VMA/D module is used to perform two main functions. They are the allocation function and the De-allocation function. The allocation function is executed regularly and in an event-based monitoring the available resources of the activated VMs in all clusters. If the monitoring process notifies that one of the activated VMs in the clusters has an adequate resource to perform the required tasks according to the dedicated SLA, it is selected. Otherwise, the VMA/D tries to find the most proper VM to perform the required tasks with missing rate restrictions. If the both tries are failed, the VMA/D informs the cloud provider to create a new VM that has the mandatory resources of a specified cluster.
In the proposed system, the creation command decides the resources of the new VM. In addition, the grouping of the homogeneous VMs within each cluster introduces the regularity in the streaming process and saves in the resource consumption. On the other hand, the DEallocation process is executed in heartbeat manner and also in an event-based by the VMA/D. It aims to monitor the resources of the used VMs to distinguish the excess and unused resources. The resources assigned to any VM are removed or reassigned in two cases. The first case, when the transcoding operations for all the GOPs in the local queue of a specified VM have been completed. Secondly, when a client cancels its job, the VMA/D may remove or reassign the unused resources.
The third module includes set of clusters. These clusters are classified into two basic types. They are the start-up type that includes only one cluster and the tail type that may include multiple clusters. The start-up cluster may include multiple VMs with dissimilar resources for each of them. Each cluster of the tail type is heterogeneous. Namely, each cluster has different resources than another one. However, all VMs are homogenous within each cluster of the tail type. Namely, all VMs belong to the same tail cluster have the same resource capabilities. Hence, the VMs that are allocated from cloud provider are assigned according to the specifications of each cluster. Additionally, a local queue is assigned to each VM to receive its allocated GOPs. The pre-loading of the GOPs in the local queue will minimize an execution delay of the tasks. The tail clusters classifications are performed to be matched to the QoS, MTT and demand rates specified in the one of the SLAs to deal with the demanding QoS of the demanded video streams. So, a novel cluster may be created when the required QoS of novel video streams are not adapted to one of the current existing clusters. In addition, an extra VM may be added to the same cluster when the scheduling video streams are overwhelmed the existing VMs within that cluster. More details concerning the SEM resource provisioning policies are discussed in the following section.
The operations of each video stream are performed on two consecutive and separated processes. In the first, the GOPs are assigned to the header queue of the start-up cluster with the appropriate SLA. The fitting VM of this cluster is used to accomplish two main objectives. Firstly, it minimizes the start-up time of each video stream by transcoding its header GOP on one of the available VMs of the start-up cluster. Secondly, it is used to compute the value of the mean transcoding time (MTT) for each GOPs set of each video stream and return the computed value to the SLAs module. Secondly, the tail GOPs is allocated by using VMA/D to the cluster that preserves the required resources for transcoding the tasks based on the SLA and MTT. Hence, the VMA/D will pass the tail GOPs to the local queue of the intended VM in one of the tail clusters at the same time with the MTT. The MTT is very important and vital value in the proposed model. Instead of depending on the historical values of the previous transcoding of that stream as in the CVSS model. The computed MTT is used as an estimated transcoding time for all GOPs (tasks) that still remain in the tail queue and belong to the same video stream. So, as the MTT for each set of GOPs for a specified video stream is evaluated, the VMA/D module uses it as a predicted transcoding time. Based on this predicted transcoding time and dedicated SLA, an appropriate cluster from the tail cluster is allocated. The appropriate cluster is the cluster that has the VMs of adequate resources to perform the remaining GOPs (tasks) for the stream stored in the tail queue.
IV. QOS-EVALUATION FOR TRANSCODING SCHEDULING
For scheduling, the first set of GOPs of the requested video stream is placed in a header queue upon arrival, while remaining GOPs sets are passed to the tail queue. In order to minimize the start-up delay, a separate header cluster is implemented to be permanently having a free spot in any of the local queues of its VMs. This permanent free spot makes the start-up cluster is ready to receive any new set of GOP. Based on the monitoring operations of the VMA, the VM that has the shortest length local queue compared to the all local queues of the VMs in the startup cluster is selected. For this VM, the SLA that matched the required QoS of the loaded video stream is submitted. In concurrence, the header GOPs of the video streams are passed to its local queue. As an opposite to all previous research deal with transcoding of the on-demand video [16] , the proposed model CVSHR separates the VMs that transcode the header GOPs from the VMs that are assigned to transcode the remaining GOPs of the video stream. This separation leads to a reduction in startup delay due to the VMs of the startup cluster that is assigned only for this purpose. This assignment reduces the amount of the waiting time in the local queues of the VMs in the startup cluster. On the other hand, each GOP is treated as a separate task with an individual deadline. So, the deadline of a GOP is redefined as the presentation time of the first frame in that GOP. According to this vision, the entire deadline for each GOP can be evaluated as follows:
For a GOP number m in the video stream, n, mn D that is denoted as the deadline time can be evaluated according to the equation:
Where n s : is the startup time of the video stream, m  is the presentation time of the all previous GOPs of the video stream. However, the prediction of the transcoding time represents a vital problem for the on-demand video streaming. In the previous research, it is evaluated from the historic transcoding times of the different clients for each video stream [17] . This method assumed the homogeneous of the applied VMs in each time of the transcoding. Actually, this assumption is impossible to be satisfied due to the difference in the available resources that may be assigned each time to the homogeneous VMs. Each time, the available resources are changed due to the circumstance that the VMs can be assigned to different physical machines on the cloud. Therefore, the GOPs that are assigned to the header queue are used to evaluate the MTT. The MTT is computed as an average of the actual transcoding times of the GOPs presented in the header queue for each video stream. This computational method is performed based on currently available resources assigned to the applied VMs to overcome the resources problem in the previous researches. This computed MTT will be used as an estimated transcoding time for the remaining GOPs of the whole video stream. So, the MTT is computed according to the following equation:
Where h is the selected number represents the set of the 
GOP.
However, the predicting transcoding time may be affected due to the randomness when the transcoding operations are performed on the VMS for the remaining GOPs that are executed in the tail cluster. So, the absolute transcoding time is proposed to acquire the worst-case analysis of transcoding time estimation that will be denoted as n  and defined by the equation
n  : is the standard deviation of the header transcoding time for GOPs of the same video stream. For simplicity, to evaluate the predicted completion time that denoted as , the loading time of the video stream from hard disk is neglected.
For the GOPs number I in the video stream, n, the task completion time 
Where, c  is the current time, r  is the remaining executing time of the current task spend in the VM.
 : is the scheduled waiting time of the tasks reserved in the local queue for execution, and n  is the estimated transcoding time that is evaluated from the first equation. 
This equation is used to select the appropriate VM within the anticipated cluster. The VM is selected such that the completion time of each transcoded GOP must be less or equal to the predicted deadline time for that GOP. This condition is an obligatory condition to avoid the missing of the GOP when actually transcoded to be revealed in the scheduling presentation time.
V. DYNAMIC RESOURCE PROVISIONING POLICY
In order to maximize the benefits of the system resources, two functions are presented. They are the allocation and De-allocation functions. The allocation function aims to find the most proper and adequate resources to perform the required tasks. The allocation is achieved through three levels. It starts by observing the available resources of the activated VMs in all clusters. If adequate resources are not available, it tries to find the most proper VM to perform the required tasks with missing rate restrictions. Otherwise, it informs the cloud provider to create a new VM with the required resources in a specified cluster. On the other hand, the de-allocation function aims to detect the excess and unused resources. These resources are removed or re-assigned to another VM. In the following, the operations and the pseudo codes of the both functions are offered and explained.
A. Allocation
The pseudo code of the allocation algorithm is shown in the - Fig. 3‖ . Generally, each VM in the start-up cluster has an upper bound of the load (  ) to minimize the start-up delay. So, the allocation algorithm tries to find a start-up VM which has sufficient free slots and adequate resources to receive all the GOPs assigned to the header set of the arrived video stream. If there is no VM in the start-up cluster has these adequate slots and resources, the allocation algorithm asks the cloud provider to create a new VM. After allocation and based on the transcoding parameters specified in the SLA, the algorithm computes the mean transcoding time using the equation number 3. As shown in line 7, four parameters are involved in determining which cluster of a specified VMs type that will be able to perform the required transcoding. These parameters include the computed MTT, the submitted SLA that includes the Upper QoS threshold and the Lower accepted QoS threshold. Once the cluster type is determined, the algorithm starts to compute the predicted deadline time for each GOP. As mentioned before, the Fig.3 . Pseudo Code of the Allocation Algorithm predicted deadline time for each GOP is evaluated as the summation of the start-up delay plus the presentation time of the all previous GOPs. Finally, based on the VM type and the value of the predicted deadline time, the allocating algorithm determines precisely which VM within the specified cluster will be used to perform the required transcoding for each GOP in the tail queue. In other words, the algorithm for each GOP has to find a VM with a specific type and its waiting queue will not miss the deadline. If there is no VM within the specified cluster type will fit these requirements, the algorithm tries to find another type cluster to accomplish the required transcoding without missing the predicted deadline. If there is no current VM will achieve the required conditions, the allocation algorithm will ask the cloud provider to add a new VM with intended specifications.
B. De-allocation
The pseudo code of the de-allocation algorithm is shown in -Fig. 4 ,‖ It is implemented based on the following two principles:
-Releasing the VMs of an idle status that has empty local queues. -Transform the status of some VMs from a busy state to an idle state by reassigning the tasks in their local queues to another local queue of VMS without affecting the deadline of these tasks In the implementation of this algorithm, the local queues of VMs within each cluster are scanned periodically to reevaluate the existing load within each queue. After each scanning, two operations are performed.
Firstly, the VMs of empty queues are released by the algorithm. Second, the local queues within each cluster are sorted in ascending order. The sorting is performed according to the number of busy slots. In addition, the VM that has the smallest number of tasks occupied in the slots of its local queue is selected. The algorithm tries to find another local queue in another VM to perform the required transcoding for these tasks without missing the deadline using the FindQueue method, as shown in line (5) . Hence, the algorithm starts to re-distribute the load of the shortest queue to longer queue. If there is no another queue in that cluster can handle the intended tasks without missing the deadline, the algorithm tries to find a queue in the higher cluster to perform the required transcoding for these tasks without missing the deadline. When the shortest queue becomes empty, the engaged VM must be released, and the same operations are repeated for the next shortest busy queue.
VI. PERFORMANCE EVALUATION
The performance of the proposed model is measured by implementing its simulation on the WorkflowSim [18] . The WorkflowSim is an open source workflow simulator extends the CloudSim [19] . So, it will be used to evaluate the performance of scheduling methods and resource provisioning policies. The system evolution is performed by selecting a variety of video streaming requests from a set of benchmark videos in the range between 10 and 600 seconds. Approximately, we try to model the simulation of the proposed system under the same conditions used for simulating the CVSS system to accomplish a perfect comparison. Therefore, the characteristics of the used system resources are based on the characteristics of VMs in Amazon EC2. So, the transcoding execution times of the selected videos are performed by transcoding them on T2.Micro instances of Amazon EC2 that are available for free. Since the proposed model is interested in the cost of VMs allocated for transcoding operations, the calculations of the repository costs are neglected. In order to achieve the randomness, in the execution time of transcoding tasks on cloud VMs, the GOPs of each benchmark video is transcoded for 20 times. In addition, the proposed system is evaluated under different amount of workload. Hence, the performances of the requests of the video stream are measured by changing the range of requests from 100 to 1000 within the same period of time. However, for standardization of the comparison of both systems, the experiments were performed using a static number of 9 VMs. For the CVSS system, the resources assigned to the 9 VMs are equally distributed. Namely, all VMs will be homogenous having equivalent resources. On the other hand, the 9 VMs for the CVSHR will be distributed into three clusters. Each cluster will have three VMs. The same total amount of resources assigned to the 9 VMs of the CVSS system will be unequally distributed to the 9 VMs of three clusters of the proposed System CVSHR. So, theses cluster can be classified into three categories. The high cluster has high resources for each VM than the VMs in other clusters. Also, the middle cluster has resources for each VM less than the VMs of the high cluster, but greater than those of the low cluster. However, the VMs within each cluster are homogeneous but different from the VMs of another cluster. In the following, the simulation of the proposed system is evaluated according to the three different circumstances. Firstly, measuring the performance of the proposed system (CVSHR) compared with the performance of the CVSS system. The comparison is measured when it is required to accomplish a specified QoS. Secondly, the impacts of the queuing policies are implemented to measure their effects on the both models. Finally, the implementation of the dynamic resource provisioning policy is compared with the static resource provisioning policy for the proposed model.
A. Influence of the QoS-aware Scheduling Method
- Fig. 5 ,‖ demonstrates the changes in the average startup delay of video streams when the proposed QoS-aware scheduling method is applied for both of the proposed (CVSHR) and the (CVSS) systems. The experiments were performed with different numbers of video stream requests arriving during the same time interval to reveal the influence of the different amount of workload (horizontal axis in - Fig. 5,‖) . Moreover, Shortest Job First (SJF) is used for the queuing policy in the waiting queues.
As shown in - Fig. 5A ,‖ the average start-up delays of both curves are less than1 second when video requests are less than 500. But, as the number of video requests is increased, the average start-up delays are increased rapidly for the CVSS and their values are moved near to 2.5 seconds. On the other hand, the CVSHR curve is keeping the average start-up delays less than 1 second even with the higher requests. These results have been accepted due to the start-up cluster that has VMS only assigned for the transcoding of the header GOPs set of the video streams. On the CVSS, the same VMs are assigned for both types of the GOP.
- Fig. 5B ,‖ illustrates a big a difference between both systems, especially when the numbers of the video stream requests are highly increased. For the CVSHR, the average deadline misses rate is almost keeping its values near to the 4%. On the other hand, these values will increase more than 10% for the CVSS. The comparisons of these results are seemed logic results due to the advanced distribution of the available resources into different proficiencies within different clusters of the CVSHR system. The advanced distribution makes each task is assigned to the VM of the suitable resource. These outcomes can be assured in - Fig. 5C ,‖ that discloses the difference between the both systems (CVSHR and CVSS) for the incurred cost. In spite of all tasks have been completed in both systems, the heterogeneous adaptation of the VM resources gives CVSHR an apparent enhancement in the incurred cost.
B. Influence of the Queuing Policy
In -Fig. 6 ,‖ the different queuing methods are applied to the queues of both systems. They aim to measure the policy effect of each queuing method with the intended QoS scheduling method to accomplish the minimum of the start-up delay, deadline miss rate, and the incurred cost. Two different queuing methods are applied. Namely, first come first serve (FCFS) and shortest job first (SJF). The performance of each queuing method is measured using the same static resource provisioning policies used in the previous test. The results of these experiments are shown in - Fig. 6‖ . - Fig. 6A ,‖ and - Fig. 6B ,‖ illustrates as the number of video requests increased, the values of the average startup delay and average deadline miss rate will remain low and more stable with the implementation of the SJF for both systems. These results have been accepted since the implementation of the SJF policies will rapidly reduce the amount of GOPs waited to be transcoded than in the FCFS policy implementation. Therefore, the start-up delays will be reduced with the SJF and become more adopted with the static provisioning policy . -Fig. 6A,‖  and -Fig. 6B ,‖ demonstrates clear enhancements in the average start-up delay and average deadline miss rate results for the CVSHR especially when a number of video requests are greater than 500. These results can be recognized since the resources implemented through the cluster categories. The different resource capabilities for each cluster lead to the employing of each job to each tone cluster. I.e. approximately, no job will be assigned to a VM that has extra resources than it will need. Finally, the - Fig. 6C ,‖ illustrates that there are little bit enhancements by using the CVSHR system than the CVSS system with respect to the total cost that refers to the consumed resources. 
C. Dynamic versus Static Resource Provisioning Policy
In the following, the CVSHR system is evaluated by both of the dynamic resource provisioning policy and the static resource provisioning policy to compare their impact on the CVSHR performance. The comparison is performed by using the SJF that gives a better result to measure the QoS violation and the incurred cost of the previous test. The static provisioning is performed using a fixed number of VMs from 8 to12. Logically for both systems, the lack of VMs will increase the average startup delay and average deadline miss rate, especially for the huge number of video requests.
- Fig. 7A ,‖ illustrates the result of the average start-up delays with the static and dynamic provisioning policies for both systems. These results introduce two outcomes. Firstly, for an increase in the number of video requests, a low and stable average startup delay is accomplished for the dynamic policy than the static policy. The enhancements of the start-up delay results satisfied with the CVSHR system can be clarified due to the using of the elasticity manager. It rapidly assigns each incoming video request to the VM with adequate resources in one of the heterogeneous clusters that pre-defined by one of the SLA. Secondly, a little enhanced is achieved in the result of the average start-up delays with the static policy than the dynamic policy for light loads. This outcome can be explained by the number of VMs used in both cases. The static policy usually starts with a large number of VMs. On the other hand, the dynamic policy mainly starts with a small number of VMs to reduce the incurred cost. So, the new tasks should have waited until the new VM is allocated.
- Fig. 7B , shows that the average deadline missing rate of the static reserving policy is increased rapidly when a little number of VMs will be used. On the other hand, the dynamic resource provisioning policy reduces the average of deadline missing rate when compared with the static policy. The enhancement that clearly realized by the CVSHR than the CVSS system can be clarified from the usage of SLA and the computed MTT. Both of them are used to speedily determine the characteristics of the required VM. This swift determination will reduce the amount of waiting time for each video stream and hence reducing the missing rate.
- Fig. 7C ,‖ demonstrates that for a light load of video requests the incurred cost will be reduced by more than (50%) for the dynamic VM provisioning compared with the static provisioning policy. In this case, the stream provider that uses a static policy will be paid for unused resources. On the other hand, as the video requests increased, more VMs are invoked and hence, the incurred cost of the dynamic policy will be increased matching the static one. 
VII. CONCLUSION AND FUTURE WORK
In this paper, CVSHR model is proposed for transcoding video streams on heterogeneous cloud resources. The model designed for efficient reserving cloud resources under cost constraints without major influence on the quality of video streams. This model also provides elastic allocation and de-allocation policy to reevaluate the necessary system resources. Moreover, the main objective of this model is providing cloud resources to fit the deadline of each GOP in the video stream. The system evaluation assures that, the CVSHR enhances the average deadline miss rate values when compared by the VCSS. Also, CVSHR gives breakthrough enhancement in the average startup delay values. In queuing policy, the experiments show the SJF gives better performance than the FCFS. In addition, by comparing the test of static and dynamic reserving policy, we concluded that; the static reserving will be paid for unused resources. On the other hand, as the video requests increased, more VMs are invoked and hence, the incurred cost of the dynamic policy will be increased matching the static one. In the future work, we have two targets. The first one is adding the edge computing to enhance the performance of the system. The second target is to re-engineer the system to be more suitable for live video.
