Phase field modelling has proven to be a versatile tool for simulating microstructural evolution phenomena, such as grain growth in polycrystalline materials. However, the computing time and computing memory requirements of a phase field model pose severe limitations on the number of phase field variables that can be taken into account in a practical implementation. In this paper, a sparse bounding box method is proposed that allows the use of a large number of phase field variables without excessive memory usage or computational requirements. The algorithm is applied to a threedimensional model for grain growth in the presence of second-phase particles.
I. INTRODUCTION
The microstructure of materials often consists of multiple grains with different crystallographic orientations. The study of the evolution of these grains is of great technological importance, because many material properties, such as strength and toughness, depend on the mean grain size and grain size distribution. A large number of theoretical, experimental and computational studies have been performed on this subject (see for example [1] [2] [3] [4] [5] ). Although it is well understood that grain growth behavior results from the interplay between curvature driven grain boundary movement and the geometrical requirements at triple junctions, there are still many controversies, especially with respect to the shape and evolution of the grain size distribution. Computer simulations based on mesoscale models such as Monte Carlo, vertex and phase field models and cellular automata, are essential for a better understanding of grain growth. They allow to study separately the roles of different parameters, which is impossible in experimental studies on real materials. Moreover, images of three-dimensional simulations provide more insight in the shape and size of grains than two-dimensional microscopic images of cross-sections of a material.
Phase field modelling has shown to be a versatile tool for simulating microstructural evolution phenomena, such as solidification [6] [7] [8] , precipitation [9, 10] and grain growth [11] [12] [13] . It allows to predict the evolution of complex morphologies considering different thermodynamic driving forces, such as interfacial energy, bulk energy and elastic energy, and different transport processes, such as heat and mass diffusion. Grain growth in single-phase polycrystalline materials has been simulated with the phase field method by different authors [14] [15] [16] . The model of [14] , was extensively discussed and results were compared with experimental observations and analytical theories in [12, 17] . An extension of the model towards two-phase materials was proposed in [18] [19] [20] , and applied for simulating Zener pinning by growing second-phase particles in [21] , and for particles which are constant in time in [22, 23] . In [14] , the phase field model represents the microstructure of a single-phase material by a set of p non-conserved phase field variables η 1 (r, t), η 2 (r, t), . . ., η p (r, t). These phase field variables are used to distinguish the different crystallographic orientations of the grains. Inside a grain, one phase field variable η i takes a nonzero constant value, mostly 1 or −1, while the other phase field variables assume values close to zero. Across the grain boundaries, the corresponding field variables vary continuously from their equilibrium value in the grain to their equilibrium value in the neighboring grains. The spatial and temporal evolution of the phase field variables is governed by the time-dependent Ginzburg-Landau equations. In principle, the number of phase field variables p should equal or exceed the total number of grains, as in reality the number of possible grain orientations is infinite. When not enough crystallographic orientations are involved in a grain growth simulation, growth can occur by coalescence of two neighboring grains with the same orientation. This leads to incorrect growth kinetics and unphysical grain shapes. Especially in three-dimensional simulations, where grains have on average more neighbors than in two dimensions, a very large number of crystallographic orientations are required to minimize the effect of grain coalescence [13] . Moreover, for anisotropic materials, it is important that the orientation dependence of material properties is resolved well. Also, when the pinning effect of particles is modelled, the spatial resolution of the employed numerical technique has to be fine enough in order to represent the particles, which are much smaller than the grains, and reproduce the shape of grain boundaries at particle-grain boundary intersections correctly. To conclude, since one is mostly interested in the evolution of the grain size distribution, a large amount of grains (and particles) must be considered in grain growth simulations to achieve reliable statistics. As a consequence, realistic three-dimensional computer simulations for grain growth with a phase field model demand very significant amounts of computation power.
Several algorithms have been designed to overcome the computational limitations of the phase field method. In [13, 24] , the grain orientations are dynamically reassigned to reduce memory requirements and to avoid frequent grain coalescence. This approach is limited to systems where the only use of the phase field variables is to distinguish unique domains. Incorporating anisotropy or any property depending on the relative or absolute position of a grain or the orientation difference between neighboring grains into this technique is impossible. Adaptive meshing [25] [26] [27] , and moving mesh techniques [28, 29] , have been used in phase field simulations to increase computational efficiency. However, so far these techniques have proven effective only for simulations with a small number of phase field variables. For polycrystalline structures its benefits drastically reduce, because of the amount of interface involved. In [30] [31] [32] , efficient algorithms using a sparse data structure are proposed. These algorithms are based on the observation that only a few crystallographic orientations are active at a given point in a microstructure. These sparse methods show significant improvements over conventional algorithms as they scale with the size of the microstructure instead of with the number of crystallographic orientations involved. In this paper, these techniques are further explored. An object-oriented bounding box method, based on the same observations that led to [30] [31] [32] , is presented. The algorithm is designed in the context of the study of grain growth in the presence of second-phase particles. However, it can be applied to other cases as well. Thanks to the object-oriented design, the method can be easily extended to more complicated phase field models, for example for grain growth in materials which contain impurities, either dissolved or undissolved, and for models that show orientation dependence. Moreover, the object-oriented approach has definite advantages in post-processing.
The structure of the paper is as follows. The phase field model for which we developed the bounding box algorithm, is presented in section II. In section III, the bounding box algorithm itself is explained. Then, the implementation and simulation conditions are specified in section IV. The bounding box algorithm is validated for three-dimensional simulations in sections V and VI. In section VII, the method is applied to grain growth in the presence of second-phase particles and simulation results are discussed. Some concluding remarks are formulated in section VIII.
II. PHASE FIELD MODEL AND DISCRETIZATION
The bounding box algorithm has been implemented for phase field models for grain growth, as described in [14] . According to [14] , the microstructure of a single-phase material is represented by a set of p phase field variables η 1 (r, t), η 2 (r, t), . . . , η p (r, t).
(
The phase field variables are used to distinguish the different crystallographic orientations of the grains and are continuous functions of the spatial coordinates and time. The spatial and temporal evolution of the phase field variables is governed by the time-dependent Ginzburg-Landau equations,
The kinetic coefficients L i are related to the grain boundary mobility. The free energy F of the system is described by
with κ i the gradient energy coefficients. In [22, 23] , this phase field model is expanded for simulating grain growth in materials containing small incoherent second-phase particles with constant properties. To include such particles in the model, a spatially dependent parameter φ is added. This parameter φ equals 1 inside a particle and 0 elsewhere and remains constant in time. The free energy F of the system is now described by
Substituting (4) to (2) results in a set of reaction-diffusion partial differential equations
For isotropic grain boundary energy and mobility the coefficients are fixed to κ i = κ and L i = L for all i. Periodic boundary conditions are applied, as in [33] . The equations (5) are solved by using a finite difference scheme. The spatial derivative is discretized with second order central differences. For r = (x, y, z), we have
where ∆x, ∆y and ∆z denote the mesh widths in the finite difference grid. The time derivative is discretized using a first order semi-implicit scheme [34] . The diffusion part is treated implicitly, the reaction part explicitly:
where the superscript n indicates the solutions at time step n. The implicit treatment of the Laplacian, combined with the explicit treatment of the nonlinear coupling of the phase field variables, allows the use of a large time step without the need to solve one very large coupled system of equations. It effectively decouples the system into p scalar diffusion equations, to be solved at every time step.
III. BOUNDING BOX ALGORITHM
A phase field simulation is both memory consuming and computationally intensive. There are several ways to speed up the phase field computations. Because of the explicit treatment of the coupling of the phase field variables, the equations can be assigned to different processors and solutions can be computed in parallel [24] . A closer look at a grain growth simulation reveals that the solutions of the model display small regions of high activity surrounded by large regions of inactivity. This property, combined with the semi-implicit discretization, is exploited in this paper by only solving the equations locally. This technique lowers both storage requirements and computing time and computing memory.
To initialize the bounding box algorithm, a polycrystalline microstructure is required. The initial microstructure can be obtained for example from microscopic images, Voronoi calculation or by simulation.
A phase field variable is defined to be active at a given grid point when its absolute value exceeds a small positive threshold value . At every grid point, only a few phase field variables are active and thus contribute to the evolution of the microstructure; inside each grain i, away from its boundaries, one phase field variable, η i , is active and near grain boundaries, only those phase field variables corresponding to the neighboring grains, are active. Based on these properties, a grain G i is now identified by its type i and a set of ordered couples (r, η i (r)) with grid points r that are connected, and with |η i (r)| > :
The type i corresponds to a crystallographic orientation. Grains are allowed to wrap around the grid boundaries so that periodic boundary conditions are automatically taken into account. For every grain G i , a bounding box is determined as the smallest cuboid grid part containing the grid points r of G i . The bounding box is completely characterized by the coordinates of two delimiting grid points. The set B i is then defined as
Having defined the active phase field variables, grains G i and sets B i , the equations (5) only have to be solved for the values contained in the sets B i . From the starting point of the bounding box algorithm on, the phase field values not exceeding in absolute value are assumed to be zero. Therefore, a margin of one grid point, filled with zeros, can be added to the bounding boxes and sets B i without violating this assumption. The equations (5) can thus be solved locally using homogeneous Dirichlet conditions and allow for the grains to grow inside the bounding boxes. The resulting systems can be solved with iterative methods, for example with multigrid methods, the successive over relaxation (SOR) method or the Gauss-Seidel method. The latter is the method used in this paper.
When not enough phase field variables are involved in representing the microstructure, grain growth can occur by coalescence. To prevent this coalescence when the bounding box algorithm is employed, a special procedure which assigns a different crystallographic orientation to every grain is applied before solving the equations (5). The bounding box algorithm now proceeds as in Listing 1. The preprocessing step of the algorithm is illustrated in Fig. 1 . First, for every phase field variable η i , all corresponding grainsĜ i,k , k = 1, . . . , n i are located, with n i the number of grains associated with η i . Second, the corresponding bounding boxes and the setsB i,k are established. Finally, a grain numbering takes place and a new set of phase field variables is introduced, such that there is a one to one mapping between grains and phase field variables. More precisely, every grainĜ i,k for i = 1, . . . , p and 1, . . . , n i , is given a unique index j, ranging form 1 to q, the total number of grains, with q = p i=1 n i . That is, grainĜ i,k is rewritten as G j , a grain corresponding to one of the new phase field variables, η j , for j = 1, . . . , q, with bounding box information copied fromB i,k . Note that this renumbering of grains and phase field variables is allowed, since the model considered in this paper is fully isotropic. The actual value of the grain orientation does not play a role in equation (5) . As such, the different phase field variables merely distinguish different grain types. As long as they are sufficient in number, their actual numbering is not important.
In the bounding box data structure, the microstructure is treated as an object with a number of attributes: the grid size, the set of all grains G j and, if present in the model, second-phase particles or other features of the polycrystalline microstructure. A grain in turn is also treated as an object. Its attributes are the material properties κ and L, the bounding box delimiters, the type and the set of values B j . Figure 2 shows a UML diagram of the object-oriented data structure. The line connecting the elements of the data structure indicates their association relationship. The notation at each end of the line indicates the multiplicity, which is the number of objects that participate in the association.
After the data structure is determined, the evolution of the microstructure is computed in the computation step. Within each time step, two substeps are performed. First, for every grid point, the sum of the squares of all phase field variables active at that point is computed. When simulating grain growth in the presence of second-phase particles, the additional term φ 2 is included in this sum. Second, for every set B j in turn, the solution of the equation (5) is computed using the discretization described in section II. After the computation, the algorithm checks whether the grain G j has shrunk or grown and adjusts the bounding box delimiters and the set B j accordingly, taking into account the margin of zeros.
As mentioned, a grain is treated as an object with a number of properties. Anisotropy and other properties depending on the absolute or relative positions of the grains can be easily inserted into the object-oriented implementation by adding attributes to a grain or the microstructure (see Fig. 3 ). Every grain can be attributed different properties. A property is stored once per grain and not for every grid point of the grain. Furthermore, in the same way as grains, the second-phase particles can be treated as objects with specific properties.
The data structure of the bounding box algorithm can save significant time in post-processing, e.g. when the number of grains or the mean grain size have to be determined. The number of grains and their location is known throughout the simulation and this information can be used immediately. 
IV. SIMULATIONS
To obtain an initial polycrystalline microstructure for simulations with the bounding box method, a parallel implementation was made of an algorithm solving the equations (5) globally, based on the semi-implicit finite-difference scheme proposed in [35] . This algorithm and its characteristics will be referred to as the conventional algorithm and the conventional characteristics. Simulations with the conventional algorithm were run on a 256 × 256 × 256 grid. Because of memory limitations, only 100 phase field variables were employed, whereas according to [13] , more than 200 phase field variables are required to prevent grain coalescence in a three-dimensional simulation. The parameter values were set to κ = 0.5 and L = 1 and no second-phase particles were included. The discretization spacings were ∆x = 1 and ∆t = 0.2. At the start of a simulation, small random values between −0.001 and 0.001 were assigned to the phase field variables at all grid points. All computations were performed on 20 nodes of a computer cluster, which are interconnected with an Infiniband network. At simulation time t s , the conventional algorithm was stopped and the preprocessing of the bounding box algorithm was applied.
When not enough phase field variables are involved in a conventional simulation, the small grains which nucleate and grow during the simulation can undergo significant coalescing. In spite of the grain renumbering procedure in the preprocessing step (see section III), some grains might still coalesce in the first stages of the bounding box algorithm. In the time steps before two grains of the same type i coalesce, the values of the involved phase field variable start to increase along the contact boundary and eventually exceed in magnitude. At that point, the two grains have become one according to the definition. By using higher values of , the continued coalescence can be prevented. The use of too high threshold values will however disturb the accuracy of the simulation results. Nevertheless, we feel that the method described above is a convenient way to obtain an initial large polycrystalline structure since in the case of ideal grain growth, the typical grain structure with stationary grain size distribution is recovered after a short transition time (see also [36] ).
To visualize the microstructural evolution, the function ψ is defined:
Only the values inside the bounding boxes are taken into account for the computation of (10). The function ψ takes the value 1 inside grains and considerably smaller values on grain boundaries.
V. VALIDATION OF THE BOUNDING BOX ALGORITHM
There are two important parameters in the bounding box algorithm: the applied threshold value and the initial mean grain size. When the microstructure is obtained through simulation, the mean grain size is determined by the simulation time point t s at which the bounding box algorithm is started (see section IV). The parameters and the mean grain size influence the accuracy, computing memory and computing time. In this section, some implementation independent characteristics of the algorithm are discussed. Section VI treats the characteristics which are implementation dependent.
A. Preprocessing step
In the preprocessing step, the active regions of the microstructure are identified and isolated. As a result, the storage requirements of the bounding box data structure are significantly lower than those of the conventional gridbased data structure. Whereas the requirements of the conventional data structure equal the number of phase field variables multiplied by the grid size, the requirements of the bounding box data structure are determined by the number of phase field values included in the sets B j . This number depends on and the initial mean grain size and, as will be shown below, is typically a small fraction of what would be necessary in a more straightforward implementation.
The preprocessing step was performed on the simulation results specified in section IV at time points t s = 200, 400, 600, and 800. Different values of were applied: 10 −3 , 10 −4 , 10 −5 , and 10 −6 . For both the bounding box algorithm and the conventional algorithm, the number of phase field values was counted. Table I shows the ratio of the number of phase field values included in the data structure to the grid size for the bounding box algorithm and the conventional algorithm as a function of and t s and thus the initial mean grain size. It can be seen that the bounding box algorithm is far more efficient than the conventional algorithm. The fine grained topology of the microstructure at the initial evolution stages results in smaller initial mean grain sizes and higher ratios.
B. Computation step
In the computation step of the bounding box algorithm, equations (5) are only solved for the sets B j . A large amount of computing time and computing memory is thus saved. To validate the computation step of the bounding box algorithm, a 256 × 256 × 256 microstructure was generated containing 67 grains with a mean grain size of 2.3 × 10 5 grid points and a different crystallographic orientation for every grain. During a simulation, the topology of a microstructure becomes more and more coarse grained. While the memory demand of the conventional algorithm is independent of the topology, the bounding box algorithm is more efficient for coarser grained topologies. Table II shows the time evolution of the ratio of the number of phase field values included in the bounding box computations to the number included in the conventional computations for different threshold values . It can be seen that the memory efficiency increases with the simulation time for the lowest threshold values. Also, in the course of the simulation, the memory efficiencies for the different threshold values converge. This is because the different threshold values have no significant influence on the long term topology.
The effect of the use of different threshold values 10 −3 , 10 −4 , 10 −5 , and 10 −6 on the accuracy of the computations is almost independent of . To study this effect, the results of a conventional simulation have been compared with those of a bounding box simulation after 1, 1000 and 7000 time steps, starting from the microstructure described above. After one time step, the point-wise differences between results for the threshold values 10 −3 , 10 −4 , 10 −5 , and 10 −6 are of order 10 −5 , 10 −6 , 10 −6 , and 10 −6 respectively. Furthermore, the mean grain size shows no influence of the use of different threshold values. Figure 4 shows a 128 × 128 × 128 part of the microstructures computed after 1000, 3000 and 7000 time steps. Three evolving grains are indicated. There are no visual differences between the microstructure computed by the conventional algorithm, and by the bounding box algorithm for = 10 −3 , 10 −4 , 10 for the different threshold values differ by less than 10 −5 %. The differences between the mean grain sizes computed by the bounding box algorithm and the conventional algorithm are larger but still only 2%.
As described in section IV, when the initial microstructure is obtained by simulation, the value of can influence the growth kinetics: low threshold values can allow for continued coalescence, whereas high threshold values prevent this. To study this influence, the bounding box is applied to the simulation results specified in section IV. Figure 5 shows the evolution of the mean grain size from t s = 200 to t = 3000, computed by the conventional algorithm and the bounding box algorithm for several values. It can be seen that the mean grain size is higher for lower threshold values and highest for the conventional algorithm.
The time point t s also has an influence on the growth kinetics: when t s is chosen earlier, some amount of coalescence is prevented. To study this effect, the bounding box algorithm was started at t s = 200, 400, 600, and 800 and run until t = 3000. Figure 6 illustrates the computed evolution of the mean grain size from the different t s to t = 3000 for = 10 −4 and = 10 −5 and the conventional algorithm. As anticipated, the mean grain size is smaller when t s is chosen earlier. For smaller values of , this effect is not clear: the choice of a smaller threshold value also leads to coalescence.
Based on the observations concerning the memory reduction, accuracy and growth kinetics for the different threshold values, we advocate to use = 10 −5 or 10 −6 .
VI. COMPUTATIONAL REQUIREMENTS
In this section, implementation dependent characteristics of the bounding box algorithm are discussed. 
A. Preprocessing step
From the preprocessing step of the bounding box algorithm on, all phase field values not exceeding in absolute value are assumed to be zero. They are not included in the sets B j and therefore excluded from further computations. As a consequence, these values do not have to be stored and the data resulting from a bounding box simulation require less storage than the data from a conventional simulation. Table III displays the bounding box storage requirements for t s = 200, 400, 600, and 800, and thus different initial mean grain sizes, and = 10 −3 , 10 −4 , 10 −5 , and 10 −6 and the conventional storage requirements. For smaller mean grain size, the storage requirements are higher. Furthermore, the threshold value has a larger influence on the storage amount when the mean grain size is smaller. 
B. Computation step
If the initial microstructure is obtained by simulation, the total amount of computing resources spent on a grain growth simulation depends on the starting time point t s . When t s is chosen relatively small, little effort is spent on a time and memory consuming conventional simulation. The computational requirements are also influenced by the threshold value . Figure 7 shows the evolution of the computing time and computing memory per 1000 time steps of the bounding box algorithm for t s = 200 and different values of . At the start of the bounding box algorithm, considerably more computing time and computing memory is required, because of the smaller mean grain size. Furthermore, for lower threshold values , the computational requirements are higher. Later on in the simulations, the requirements are approximately the same for the different parameters.
The conventional computational requirements are constant in time, whereas the bounding box algorithm requires less resources as simulation time progresses. In Table IV , the computational requirements for the first 5000 time steps of a conventional simulation and a bounding box simulation are shown for = 10 −5 and t s = 200. The conventional algorithm was run on 20 processors (see section IV), in contrast to the bounding box algorithm which could be executed on a single processor.
VII. APPLICATION
In [31] , a sparse algorithm similar to the bounding box algorithm presented in this paper, has been applied to study ideal grain growth in single phase materials. To illustrate the applicability and efficiency of the bounding box algorithm beyond ideal grain growth, we applied the method to grain growth in the presence of second-phase particles. The addition of impurities, which leads to the formation of finely dispersed second-phase particles, is a common technique to control the grain size. The particles pin the grain boundaries and when a limiting grain size is reached, grain growth stops. The limiting grain size depends on the number, size, shape and spatial distribution of the particles. In [22, 23] , a phase field model is presented for simulating grain growth in materials containing small incoherent second-phase particles which are constant in time. The interaction between a single particle and a grain boundary is investigated and the results of two-dimensional simulations of the pinning effect of the particles on grain growth are discussed. Unfortunately, the computational requirements of three-dimensional simulations with the conventional algorithm are prohibitive. With the bounding box algorithm, three-dimensional simulation results can be obtained for relevant comparison with experimental data.
Simulations were run on a 256 × 256 × 256 grid with 100 phase field variables and volume fractions of f V = 5%, 8%, and 12% of second-phase particles with a radius r of 3 grid points. The parameter values were set to κ = 0.5 and L = 1. The discretization spacings were ∆x = 1 and ∆t = 0.2. First, the conventional algorithm was executed on 20 processors and applied until t s = 1800. Second, the bounding box algorithm was applied and run on only one processor until no further growth was observed, for = 10 −5 . The evolution of the microstructure is illustrated for f V = 8% in Fig. 8 . Figure 9 shows the evolution of the radius of the mean grain size for the different volume fractions f V . For larger values of f V , the grain growth stops earlier and the final grain size is smaller.
In Fig. 10 , the evolution of the normalized grain size distribution is shown for f V = 8%. The normalized grain size distribution for a single-phase system is shown on one time point, since for single-phase systems, the distribution is constant in time [1] . As predicted by mean field theories [3, 37, 38] , the simulation results indicate that, when second-phase particles are present, the peak of the distribution shifts towards smaller grain sizes.
To validate the computed results, we compare the obtained limiting grain sizes to existing theories and observations. Figure 11 shows the ratio of the limiting mean grain size to the particle radius as a function of the volume fraction as computed by the phase field simulations, the classical Zener relation, the relation obtained through three-dimensional Monte Carlo simulation in [39] and a relation obtained by fitting experimental data from [40] . The data obtained with our simulations correspond well to the Monte Carlo results, but deviate strongly from the experimental data. This indicates that the Monte Carlo model, the phase field model and the Zener relation are sufficient for round-shaped particles and isotropic grain boundary energies. However, to simulate real, anisotropic materials, which contain plateor lens-shaped particles, the phase field model has to be expanded. The difference between the Monte Carlo results and the phase field model results is probably due to the fact that the particles had a slightly different shape in both simulation experiments, as after discretization the snall particles are no longer completely spherical.
In [24] , similar results were obtained using a dynamic grain-orientation reassignment. However, the computational requirements of the latter algorithm (approximately 48 gigabyte, on 16 processors) are more than ten times larger than the requirements of the bounding box algorithm (2 gigabyte, on 1 processor).
VIII. CONCLUSION
In this paper, a bounding box method is presented to solve a phase field model describing grain growth in polycrystalline materials. The bounding box method is based on the observation that the solutions of the model display small regions of high activity surrounded by large regions of inactivity. Because of its object-oriented design, the bounding box algorithm is extensible to more complex models. With the bounding box method, no additional computational requirements are posed when the number of phase field variables is increased to run coalescence-free simulations.
To illustrate that the bounding box method is applicable to grain growth simulations for realistic materials, which usually contain impurities or show orientation dependence, the algorithm was applied to a three-dimensional phase field model of grain growth in the presence of second-phase particles. The effect of the particles on the growth kinetics was studied.
