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LIMIT THEOREMS FOR SUPERCRITICAL BRANCHING PROCESSES
IN RANDOM ENVIRONMENT
DARIUSZ BURACZEWSKI AND EWA DAMEK
Abstract. We consider the branching process in random environment {Zn}n≥0, which
is a population growth process where individuals reproduce independently of each other
with the reproduction law randomly picked at each generation. We focus on the super-
critical case, when the process survives with positive probability and grows exponentially
fast on the nonextinction set. Using Fourier techniques we obtain Edgeworth expansions
and the renewal theorem for the sequence {log Zn}n≥0 as well as we essentially im-
prove the central limit theorem. Our strategy is to compare logZn with partial sums of
i.i.d. random variables in order to obtain precise estimates.
Keywords: branching process, random environment, central limit theorem, Berry Es-
seen bound, Edgeworth expansions, renewal theorem, Fourier transform, characteristic
function.
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1. Introduction
A branching process in random environment (BPRE) is a population growth process
where individuals reproduce independently of each other with the reproduction law ran-
domly picked at each generation. The process was introduced by Smith and Wilkinson [18]
as a natural generalization of the classical Galton-Watson process. To define BPRE form-
ally, let Q be a random measure on the set of non-negative integers N, that is a measurable
function taking values in the set M = M(N) of all probability measures on N equipped
with the total variation distance. Then a sequence of independent identically distrib-
uted (iid) copies of Q, say Q = {Qn}n≥0 is called a random environment. The sequence
Z = {Zn}n≥0 is a branching process in random environment Q if Z0 = 1,
(1.1) Zn+1=
Zn∑
k=1
ξk,n,
and given Q, for every n random variables {ξk,n}k≥0 are iid and independent of Zn with
common distribution Qn. For a more detailed discussion regarding BPRE itself, we re-
commend the classical book of Athreya and Ney [2] or the recent monograph of Kersting
and Vatutin [17].
Asymptotic behavior of the process Z is usually determined by the environment. Let
Ak =
∑∞
j=0 jQk(j) be the mean of the reproduction law and let Πn denote the quenched
expectation of Zn, i.e. Πn = E[Zn | Q] =
∏n−1
k=0 Ak. The process Z survives with positive
probability only in the supercritical case 0 < E logA < ∞, i.e. when the associated
random walk Sn = logΠn drifts to +∞ (Proposition 2.1 in [17]). Then the population
grows exponentially fast on the survival set S [20] and so, it is convenient to consider
the sequence {logZn}n∈N rather than {Zn}n∈N. It turns out that behavior of logZn and
Sn is comparable and both processes admit similar limit properties. In particular for the
sequence logZn classical limit theorems are valid:
• law of large numbers: logZnn → µ := E logA on S in probability, see [19];
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• central limit theorem: if Z1 ≥ 1 a.s. and σ2 := E log2A − µ2 < ∞, then
logZn−nµ√
nσ
d−→ N(0, 1), see [14],
• precise large deviations: P[logZn > ρn] ∼ ce−nΛ∗(ρ)/
√
n, for ρ > µ and some rate
function Λ∗ (of course some further hypotheses are needed), see [7].
A number of further results including Berry-Esseen estimates and Crame´r’s type large
deviation expansion has been recently proved in [11].
The purpose of the paper is to study common features of two processes {logZn}n and
{Sn}n in more details and to obtain precise limit theorems for {logZn}n. Our approach
is based on the classical Fourier analysis. We prove that on the level of characteristic
functions both processes are comparable, i.e. their Fourier transforms admit the same
asymptotic expansions near 0 (Proposition 2.1). This observation allows essentially to
make use of Fourier techniques for the sequence {logZn}n and to obtain results far more
refined than before.
2. Main Results
2.1. Expansion of E[Zisn ]. Let P0 be a law on the set M of all probability measures on
N. Then the probability measure P = P⊗N0 on M⊗N defines the environment Q. Given
the environment Q, let (Γ,G) = (NN,Bor(NN)) be the canonical probability space under
which the process Z is defined and let PQ be the corresponding probability measure. Then
(Γ ×M⊗N,P), for P = PQ ⊗ P , is the total probability space considered below. We will
occasionally write P[· | Q] = PQ[·].
Our standing assumption is
(2.1) 0 < E logA <∞
i.e. BPRE Z is supercritical and survives with positive probability. Moreover we assume
two other conditions
(H1) there are q ≥ 0, p ∈ (1, 2] such that
E
[(
1 + | logA0|q
)((Z1
A0
)p
+ 1
)]
<∞;
(H2) PQ[Z1 = 0] < γ a.s. for some γ < 1.
In contrast to previous papers on limit theorems for the supercritical BPRE [11, 14, 15] we
allow P[Z1 = 0] > 0 and so with positive probability the subcritical environment occurs.
Probability of extinction of the process {Zn}n is positive but strictly smaller than 1 a.s.
due to (H2), see [1]. A careful examination of large deviation results of [3] and [4] and
their proofs allows us to go beyond restriction Z1 ≥ 1 a.s. with as weak assumptions as
(H1) and (H2).
Observe that hypothesis (H2) entails
(2.2) A ≥ 1− γ, P a.s.
Let λ be the characteristic function of logA, i.e.
λ(s) = E[eis logA] = E[Ais]
and define
φn(s) =
ES [Zisn ]
λ(s)n
,
where ES [·] = E[·|S] denotes the expected value conditioned on the survival set S.
The following Proposition plays a crucial role in the proof of our limit theorems and it
may be viewed as the main novelty of the paper:
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Proposition 2.1. Assume that hypotheses (H1) with q > 1 and (H2) are satisfied. Then
for any integer k0 + 1 ≤ q there are η0 > 0, a function φ ∈ Ck0(Iη0) defined on Iη0 =
(−η0, η0) and ρ < 1 such that
(2.3)
∣∣φ(j)n (s)− φ(j)(s)∣∣ ≤ Cρn, s ∈ Iη0 , j = 0, . . . , k0.
Formula (2.3) indicates that the characteristic function of logZn is comparable with the
characteristic function of Sn, the sum of i.i.d. random variables {logAi}i. In consequence
both processes share the same limit behaviour. Similar techniques have been widely used
to study limit theorems related to complex random combinatorial objects (see e.g. [10, 16]
for description of mod-φ convergence and related techniques) or general Markov chains (see
e.g. [13] for the so called spectral Nagaev-Guivarc’h method). The proof of Proposition
2.1, contained in section 3, is inspired by the methods introduced in [3, 8, 11].
2.2. Limit theorems. Now we present our limit theorems concerning logZn. We start
with the central limit theorem:
Theorem 2.2 (Central Limit Theorem). Assume that E| logA|2 <∞. Assume moreover
that conditions (H1) with q ≥ 1 and (H2) are satisfied. Then
logZn − nµ√
nσ
d→ N(0, 1)
conditionally on the survival set S, where µ = E logA, σ2 = Var(logA) = −λ′′(0)+λ′(0)2.
Under hypothesis Z1 ≥ 1 the central limit theorem was proved in [14]. Moreover in
the succeeding paper [11] some further results, including Berry-Esseen estimates were
established. However, the methods used there cannot be applied when Z1 may vanish. In
[14] and [11] the arguments depend strongly on negative moments of the martingale limit
W = limn→∞Zn/Πn. In our situationW may be zero with positive probability, thereupon
its negative moments cannot be defined.
Our method is more direct and allows to mimic proofs for i.i.d. random variables based
on Fourier techniques. To present the potential of the approach we provide two results
concerning asymptotic behavior of logZn.
The first one concerns asymptotic expansion in the central limit theorem expressed in
terms of the Edgeworth series. Note that since the function λ is continuous and λ(0) = 1,
in some neighbourhood of 0 the logarithm of λ is well defined. Therefore, we can define
Λ(s) = log λ(s) = logEAis for s ∈ Iη, for some small η > 0.
Theorem 2.3 (Edgeworth expansion). Assume logA is nonlattice and conditions (H1)
with q ≥ 4 and (H2) are satisfied. Let r be any positive integer number such that 4 ≤
r + 1 ≤ q. If r ≥ 4 assume moreover that
(2.4) lim sup
|s|→∞
|EAis| < 1.
Then
(2.5) P
(
logZn − nµ
σ
√
n
≤ x
∣∣∣S) = Gr(x) + o(n−r/2+1),
for
(2.6) Gr(x) = Ψ(x)− ψ(x)
r∑
k=3
n−k/2+1Qk(x),
where ψ(x) = 1√
2pi
e−x
2/2 is the density of a standard Gaussian variable, Ψ(x) =
∫ x
−∞ ψ(y)dy
is the corresponding cummulative distribution function, Qk is a polynomial of order k− 1
depending on the fist k moments of Z1 and A1 (but independent of n and r) and o(n
−r/2+1)
4 DARIUSZ BURACZEWSKI AND EWA DAMEK
denotes a function of order smaller than n−r/2+1 uniformly with respect to x. In particular,
for r = 3, we have
(2.7) P
(
logZn − nµ
σ
√
n
≤ x
∣∣∣S) = Ψ(x)− ψ(x)√
n
(
iΛ′′′(0)
6σ3
(1− x2) + iφ
′(0)
σ
)
+ o(n−1/2).
Remark 2.4. Qk may be written explicitly, see (4.13) below.
Our next result is a version of renewal theorem for logZn:
Theorem 2.5 (Renewal theorem for logZn). Assume that logA is nonlattice and hypo-
theses (H1) with q ≥ 1 and (H2) are satisfied. Then, for all reals B < C
lim
y→∞ES
[
#{n : logZn ∈ y + [B,C]}
]
= lim
y→∞ES
[
#{n : eBy ≤ Zn ≤ eCy}
]
=
1
µ
(C −B).
3. Proof of Proposition 2.1
Before we prove Proposition 2.1, we present some auxiliary results. Some of them are
quite involved, however the main reason is that the case P[Z1 = 0] > 0 requires more
careful analysis. In particular proofs of Lemmas 3.1 and 3.4 which are needed only to deal
with this case are quite tedious. To clarify the presentation of the paper we postpone their
proofs to the appendix and here we focus on main ideas of our reasoning.
In the supercritical case, considered in this paper, the process Z may extinct. Never-
theless the typical realization of the process, on the survival set, grows exponentially fast.
Lemmas 3.1, 3.2 and 3.4 below give some qualitative measure of this observation. We
formulate first in our settings a version of lower large deviation result. The conclusion of
Lemma 3.1 is much weaker than the large deviation result of [3] but we don’t need more
and so we may keep weaker assumptions.
Lemma 3.1. Assume that P[Z1 = 0] > 0, PQ[Z1 = 0] < γ P a.s. for some γ < 1 and
E[| logA|] <∞. Then for some θ < E logA, there are β,C > 0 such that
(3.1) P
[
1 ≤ Zn ≤ eθn
] ≤ Ce−βn.
Denote by Un the event that BPRE Z survives up to the nth generation:
Un = {Zn > 0}.
Lemma 3.2. Assume hypothesis (H2) is satisfied and E[| logA|] <∞. Then for any δ > 0
there are C, β > 0 such that
(3.2) E
[
Z−δn 1Un
] ≤ Ce−βn
Proof. Case 1. Consider first the case when Z1 ≥ 1 a.s. Then, we present below an
argument borrowed from [11] (see the proof of Lemma 2.4). To prove (3.2), since EZ−δ1 < 1,
it is sufficient to justify
(3.3) EZ−δn ≤
(
EZ−δ1
)n
.
For this purpose we proceed by induction. Since the function f(y) = y−δ is convex on
(0,∞), by the Jensen inequality and (1.1) we have
EZ−δn+1 =E
[
Z−δn
( Zn∑
i=1
ξi,n
Zn
)−δ]
≤ E
[
Z−δn
Zn∑
i=1
ξ−δi,n
Zn
]
=E
[
Z−δ−1n E
[ Zn∑
i=1
ξ−δi,n
∣∣Zn
]]
= EZ−δn · Eξ−δi,n = EZ−δn · EZ−δ1 .
This proves (3.3) and completes proof of the first case.
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Case 2. Assume now that condition P[Z1 = 0] > 0 holds. Invoking Lemma 3.1, we
estimate
E
[
Z−δn 1Un
] ≤ P[1 ≤ Zn ≤ eθn] + E[Z−δn 1{Zn>eθn}]
≤ Ce−βn + e−δθn,
which completes the proof. 
The next result measures deviations of the process from its conditional mean. Let us
define
(3.4) ∆n =
Zn+1
AnZn
.
Of course this definition makes sense only when the denominator is nonzero, indeed we
will refer always to this random variable on the set Un. Since E[Zn+1|Q, Zn] = AnZn we
expect ∆n to be close to 1.
Lemma 3.3. If conditions (H1) and (H2) are satisfied, then there are constants C > 0
and ρ < 1 such that
E
[
(logZn+1)
j | log(AnZn)|k| log ∆n|1Un+1
] ≤ Cρn
for any n, j, k ∈ N and j + k + 1 ≤ q.
Proof. We start with proving that there are constants C > 0 and ρ < 1 such that for any
r ∈ [0, q]
(3.5) E
[| log(AnZn)|r|∆n − 1|p1Un] ≤ Cρn,
where parameters q, p are defined in condition (H1).
Recalling the recursive definition of Zn given by formula (1.1) and the definition (3.4)
of ∆n, on the set Un we can write
∆n =
Zn+1
AnZn
=
1
Zn
Zn∑
i=1
ξi,n
An
.
Appealing to the Marcinkiewicz-Zygmund inequality (see e.g. Theorem 5.1 in [12]) we
estimate the conditional expectation of |∆n − 1| on the set Un = {Zn > 0}:
E
[| logAn|r|∆n−1|p∣∣Zn] = E
[∣∣∣∣ | logAn|rZn
Zn∑
i=1
(
ξi,n
An
−1
)∣∣∣∣p∣∣∣, Zn
]
≤ CZ1−pn E
[
| logAn|r
∣∣∣∣ξ1,nAn −1
∣∣∣∣p∣∣∣
]
Therefore, invoking independence of Zn and (An, ξ1,n) we obtain
E
[| log(AnZn)|r|∆n − 1|p1Un] ≤ CE
[(∣∣ logAn∣∣r + ( logZn)r)Z1−pn 1Un
∣∣∣∣ξ1,nAn − 1
∣∣∣∣p
]
≤ CE
[(
1 +
(
logZn
)r)
Z1−pn 1Un
]
· E
[(
1 +
∣∣ logA0∣∣r)
∣∣∣∣Z1A0 − 1
∣∣∣∣p
]
,
thus combining condition (H1) with Lemma 3.2 we obtain (3.5).
To prove the Lemma, note that since Zn+1 = ∆nAnZn, on the set Un+1 we have
logZn+1 ≤ | log ∆n|1{∆n≥1/2} + | log(AnZn)|.
Moreover on the set {∆n ≥ 1/2} we have 1Un+1 = 1Un . Therefore, it is sufficient to prove
(3.6) E
[
| log(AnZn)|k| log ∆n|j+11{∆n≥1/2}1Un
]
< Cρn
for k ≤ q and
(3.7) E
[
| log(AnZn)|k| log ∆n|1{∆n<1/2}1Un+1
]
< Cρn
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for k + 1 ≤ q. First we prove inequality (3.6). For any x ≥ −1/2 and some C > 0, we
have | log(1 + x)|j+1 ≤ C|x|p and so
(3.8) E
[| log(AnZn)|k| log ∆n|j+11{∆n≥1/2}1Un] ≤ CE[| log(AnZn)|k|∆n − 1|p1Un]
thus (3.5) entails (3.6).
To estimate (3.7) note that on the set {∆n < 1/2} ∩Un+1, | log(AnZn)| ≥ | log ∆n| and
2p|∆n − 1|p ≥ 1 , thus
E
[
| log(AnZn)|k| log ∆n|1{∆n<1/2}1Un+1
]
≤ 2pE[| log(AnZn)|k+1|∆n − 1|p1Un]
and refereing again to (3.5) we complete proof of (3.7). We conclude the Lemma. 
Lemma 3.4. Suppose that hypotheses (H1) and (H2) are satisfied. Then for every r ∈
(0, q] there is C = C(r) such that
(3.9) E
[
(logZn)
r1Un
] ≤ Cnr+1.
Lemma 3.5. Assume hypotheses (H1) and (H2) are satisfied. Then there are constants
β,C > 0 such that
(3.10) P(Un \ S) ≤ Ce−βn
and for every r ∈ [0, q)
(3.11) E
[
(logZn)
r1Un\S
] ≤ Ce−βn
and
(3.12) E
[| logAn|r1Un\S] ≤ Ce−βn.
Proof. If Z1 ≥ 1 a.s., the process survives with probability 1 and Un = S, so the Lemma
holds trivially.
Assume now that condition P[Z1 = 0] > 0 holds. Since S =
⋂∞
n=1 Un, to prove (3.10),
it is enough to show that
P(Un \ Un+1) ≤ Ce−βn.
For this purpose, by Lemma 3.1 and (H2), we have
P[Un \ Un+1] ≤ P
[
1 ≤ Zn ≤ eθn
]
+ P
[
Zn > e
θn and Zn+1 = 0
]
≤ Ce−βn + E[P[ξn,1 = 0]Zn1{Zn>eθn}]
≤ Ce−βn + γeθn ≤ 2Ce−βn
and the proof of (3.10) is complete.
Inequalities (3.11) and (3.12) follow from (3.10), Lemma 3.4 and the Ho¨lder inequality
with parameters s, t such that 1/s+ 1/t = 1 and rs ≤ q. Indeed,
E[| logAn|r1Un\S ] ≤ E[| logAn|rs]1/s · P[Un \ S]1/t ≤ Ce−βn/t,
E[(logZn)
r1Un\S ] ≤ E[(logZn)rs1Un ]1/s · P[Un \ S]1/t ≤ Cn(rs+1)/se−βn/t.
Adjusting the value of β, i.e. replacing β/t by β, we conclude (3.11) and (3.12). 
Proof of Proposition 2.1. Step 1. We are going to prove that
(3.13)
∣∣φn+1(s)− φn(s)∣∣ < Cρn0 , s ∈ Iη0 .
for some ρ0 < 1, C > 0 and η0 > 0. This entails existence of φ. Indeed, φn is a Cauchy
sequence uniformly with respect to s ∈ Iη0 , and so it converges to a continuous function
φ on Iη0 .
Since Zn and An are independent, we have
λ(s)E[Zisn 1S ] = E[A
is
n ]E[Z
is
n 1Un ]− λ(s)E[Zisn 1Un\S ]
= E[(AnZn)
is1Un+1 ] + E[(AnZn)
is1Un\Un+1 ]− λ(s)E[Zisn 1Un\S ],
(3.14)
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Combining (3.14) with the well known inequality
∣∣eis − eit∣∣ ≤ |s − t|, for any s, t ∈ R, we
obtain
|λ(s)|n+1|φn+1(s)− φn(s)| =
∣∣ES [Zisn+1]− λ(s)ES [Zisn ]∣∣ = 1
P[S]
∣∣E[Zisn+11S ]− λ(s)E[Zisn 1S ]∣∣
≤ C(E[∣∣Zisn+1 − (AnZn)is∣∣1Un+1 ] + P[Un \ S])
≤ C(sE[| log ∆n|1Un+1]+ P[Un \ S]).
Lemma 3.3 and Lemma 3.5 imply that the above expression is bounded by Cρn for some
ρ < 1. Since the function λ is continuous and λ(0) = 1, there exists a small neighbourhood
of 0 such that (3.13) is satisfied with some ρ0 < ρ.
Step 2. To prove (2.3) and differentiability of φ, we proceed by induction. We will
prove that for any j ≤ k0 there are ηj > 0, ρj < 1 such that
(3.15)
∣∣λ(s)∣∣n+1∣∣φ(j)n+1(s)− φ(j)n (s)∣∣ ≤ Cnjρnj , n ∈ N, s ∈ Iηj ,
If j = 1 the above inequality implies that the sequence of derivatives φ′n converges uni-
formly to some function ψ on Iηj . Therefore φ
′ = ψ and φ is continuously differentiable (see
e.g. Theorem 14.7.1 in [21]). The same inductive argument guarantees that φ ∈ Ck0(Iηk0 )
and since λ is continuous with λ(0) = 1, inequality (2.3) follows directly from (3.15) with
any ρ < minj≤k0 ρj and η0 < minj≤k0 ηj.
Proof of (3.15) for j = 1. A standard calculation yields
φ′n(s) =
ES [iZisn logZn]
λ(s)n
− nλ
′(s)
λ(s)
φn(s)
and hence∣∣λ(s)∣∣n+1∣∣φ′n+1(s)− φ′n(s)∣∣ ≤ ∣∣∣ES [iZisn+1 logZn+1]− λ′(s)ES [Zisn ]− ES [i(AnZn)is logZn]∣∣∣
+ (n+ 1)
∣∣λ′(s)λ(s)n∣∣∣∣φn+1(s)− φn(s)∣∣ =: I + II.
The second term II, by (3.13) is bounded by Cn(λ(s)ρ0)
n for s ∈ Iη0 . To estimate I,
reasoning as in (3.14) and appealing to Lemma 3.5, we write
I ≤ C
∣∣∣E[Zisn+1 logZn+11Un+1 ]− E[(AnZn)is log(AnZn)1Un+1 ]∣∣∣+ Cρn
≤ CE[| logZn+1 − log(AnZn)|1Un+1]+ CE[ log(AnZn)|Zisn+1 − (AnZn)is|1Un+1]+ Cρn
≤ CE[| log∆n|1Un+1 ] + sCE
[| log(AnZn)|| log ∆n|1Un+1]+ Cρn.
Finally (3.15) for j = 1 follows from Lemma 3.3, with η1 > 0 and ρ1 < 1 such that
max{λ(s)ρ0, ρ} < ρ1 for s ∈ Iη1 .
Proof of (3.15) for general k ≤ k0. Suppose that (3.15) holds for j ≤ k − 1. We
differentiate k times both sides of the formula
λ(s)n+1
(
φn+1(s)− φn(s)
)
= ES [Zisn+1]− λ(s)ES [Zisn ].
Denote by L(s) and R(s) the function on the left and the right side of the above equation.
Since L(k)(s) = R(k)(s), to prove (3.15) we need to ensure∣∣L(k)(s)−λ(s)n+1(φ(k)n+1(s)− φ(k)n (s))∣∣
=
∣∣∣∣
k−1∑
j=0
(
k
j
)(
λ(s)n+1
)(k−j)(
φ
(j)
n+1(s)− φ(j)n (s)
)∣∣∣∣ ≤ Cnkρn(3.16)
and
(3.17)
∣∣R(k)(s)∣∣ ≤ Cρn.
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Proof of (3.16). Note that
(3.18)
∣∣∣∣(λ(s)n)(p)λ(s)n
∣∣∣∣ ≤ Cpnp,
for sufficiently small s. Indeed, proceeding by induction on p, we have∣∣∣∣ (λ(s)n)(p+1)λ(s)n
∣∣∣∣ =
∣∣∣∣n(λ(s)n−1λ′(s))(p)λ(s)n
∣∣∣∣ = n
∣∣∣∣
p∑
j=0
(
p
j
)
(λ(s)n−1)(j)
λ(s)n−1
λ(s)(p−j+1)
λ(s)
∣∣∣∣
≤n
( p∑
j=0
(
p
j
)
Cj(n− 1)j
)
sup
j,s
∣∣∣∣λ(s)(p−j+1)λ(s)
∣∣∣∣ ≤ Cp+1np+1
which gives (3.18). Finally, by the induction hypothesis (3.15) and (3.18)∣∣∣(λ(s)n+1)(k−j)∣∣∣ ∣∣φ(j)n+1(s)− φ(j)n (s)∣∣ =
∣∣∣∣∣
(
λ(s)n+1
)(k−j)
λ(s)n+1
∣∣∣∣∣ ∣∣λ(s)n+1∣∣∣∣φ(j)n+1(s)− φ(j)n (s)∣∣
≤ Ck−jnk−jCnjρn,
which gives (3.16).
Proof of (3.17). First we compute the kth derivative of R:
R(k)(s) =
1
P[S]
(
E[Zisn+11S ]− E[(AnZn)is1Un ] + λ(s)E[Zisn 1Un\S ]
)(k)
=
1
P[S]
((
E[(i logZn+1)
kZisn+11S ]− E[(i log(AnZn))k(AnZn)is1Un ]
)
+
k∑
j=0
(
k
j
)
λ(k−j)(s)E[(i logZn+1)jZisn 1Un\S ]
)
:=
1
P[S] (I + II).
The second term, by Lemma 3.5, is bounded by Cρn. To estimate the first term I, we
proceed again as in (3.14). Invoking Lemma 3.5 and the equality ak − bk = (a− b)(ak−1+
ak−2b+ . . .+ bk−1), we write
|I| ≤
∣∣∣E[(logZn+1)kZisn+11Un+1]− E[(log(AnZn))k(AnZn)is1Un+1]∣∣∣+ Cρn
≤ E[∣∣(logZn+1)k − (log(AnZn))k∣∣1Un+1]+ E[| log(AnZn)|k∣∣Zisn+1 − (AnZn)is∣∣1Un+1]+ Cρn
≤
k−1∑
j=0
E
[
(logZn+1)
j| log(AnZn)|k−1−j| log ∆n|1Un+1
]
+ sE
[
| log(AnZn)|k| log ∆n|1Un+1
]
+ Cρn.
All the three terms can be bounded by Cρn in view of Lemmas 3.3 and 3.5 which proves
(3.17). Hence the induction argument is complete and we conclude the Proposition. 
4. Proofs of limit theorems
Proof of Theorem 2.2. Since the second moment of logA is finite, the central limit theorem
holds for the random walk Sn = logΠn. In terms of characteristic functions we have
λn
( s√
nσ
)
e−is
√
nµ/σ = E
[
e
is Sn−nµ√
nσ
]
→ e−s2/2 as n→∞
for every s ∈ R. Proposition 2.1 entails that the sequence of functions φn(s) = ES [Z
is
n ]
λn(s)
converges uniformly on some interval Iη to a continuous function φ and φ(0) = 1. Therefore
for every s ∈ R
ES
[
e
is logZn−nµ√
nσ
]
= φn
( s√
nσ
)
λn
( s√
nσ
)
e−is
√
nµ/σ → e−s2/2 as n→∞.
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Thus we conclude the result. 
Lemma 4.1. Assume conditions (H1) with q ≥ 1 and (H2) are satisfied. If logA is
nonlattice, then for arbitrary constants δ,M there are C1 > 0 and ρ1 ∈ (0, 1) such that
(4.1) sup
|s|∈[δ,M ]
∣∣ESZisn ∣∣ ≤ C1ρn1 .
Moreover if (2.4) holds, then there are C2 > 0 and ρ2 ∈ (0, 1) such that
(4.2) sup
|s|≥δ
∣∣ESZisn ∣∣ ≤ C2ρn2 .
Proof. The argument is inspired by the proof of Lemma 2.5 in [11]. We will prove below
that
(4.3)
∣∣ESZisn ∣∣ ≤ C(ρn + |λ(s)|n/2)
for any s 6= 0 and some ρ < 1. Since logA is nonlattice and the function λ is continuous,
we have sup|s|∈[δ,M ] |λ(s)| < 1 which entails (4.1). If we assume additionally (2.4), then
sup|s|≥δ |λ(s)| < 1 and thus we conclude (4.2).
Let m = ⌊n/2⌋. For (4.3) it is sufficient to prove that for some ρ ∈ (0, 1) we have
(4.4)
∣∣ES(Zj+1Πj+1,n)is − ES(ZjΠj,n)is∣∣ ≤ Cρj
for any m ≤ j < n, and
(4.5)
∣∣ES(ZmΠm,n)is∣∣ ≤ Cρn.
Indeed, if both (4.4) and (4.5) hold, then
∣∣ESZisn ∣∣ ≤ n−1∑
j=m
∣∣ES(Zj+1Πj+1,n)is − ES(ZjΠj,n)is∣∣+ ∣∣ES(ZmΠm,n)is∣∣ ≤ Cρn/2.
Inequality (4.4) follows directly from Lemmas 3.2 and 3.3:∣∣ES(Zj+1Πj+1,n)is−ES(ZjΠj,n)is∣∣
≤ 1
P[S]
∣∣E(eis log(Zj+1Πj+1,n) − eis log(ZjΠj,n))1Uj+1∣∣+C∣∣P(Uj+1 \ S)∣∣
≤ C|s|E| log ∆j|1Uj+1 + Cρj ≤ Cρj.
To estimate (4.5) we apply our hypothesis and independence of Zm and Πm,n∣∣ES(ZmΠm,n)is∣∣ ≤ C∣∣EΠism,n∣∣ ≤ C∣∣EAis∣∣n/2,
which completes the proof of (4.5) and (4.3). 
Proof of Theorem 2.3. We are going to adopt the proof of Theorem XVI.4.1 in [9] based
on the Berry-Esseen inequality (Lemma XVI.3.2 in [9]). For this kind of approach see
also [10]. Let F be a distribution function with Fourier transform f̂ . Suppose that g
is integrable and bounded by m, with continuously differentiable Fourier transform ĝ,
ĝ(0) = 1, ĝ′(0) = 0. Then by the Berry-Esseen inequality
(4.6) |F (x)−G(x)| ≤ 1
pi
∫ T
−T
∣∣∣∣ f̂(t)− ĝ(t)t
∣∣∣∣dt+ 24mpiT ,
for all x ∈ R and for all T > 0. Denote by Fn the distribution function of logZn−nµσ√n
conditioned on S and let f̂n be its characteristic function.
Step 1. Expansion of f̂n. First we will find an expansion of f̂n. Writing f̂n in terms
of functions φn and λ we have:
(4.7) f̂n(t) = ES
[
e
it log Zn−nµ
σ
√
n
]
= ES
[
Zit/σ
√
n
n
]
e−
itµ
√
n
σ = φn
( t√
nσ
)
λn
( t√
nσ
)
e−
itµ
√
n
σ .
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Recall φn(s) = ES [Zisn ]/λn(s) and Λ(s) = log λ(s) = logEAis. By Proposition 2.1, in a
small neighbourhood Iη of 0, we may expand φn into the Taylor series and approximating
φn by φ we have
(4.8) φn(s) =
r∑
k=0
φ
(k)
n (0)sk
k!
+ o(sr) = 1 +
r∑
k=1
φ(k)(0)sk
k!
+ o(sr) + o(sρn), s ∈ Iη
for some ρ < 1. Since Λ(0) = 0, Λ′(0) = λ′(0) = iµ and Λ′′(0) = λ′′(0)− λ′(0)2 = −σ2 we
write also the Taylor expansion of Λ near 0:
(4.9) Λ(s) =
r∑
k=0
Λ(k)(0)
k!
sk + o(sr) = iµs− σ
2
2
s2 +
r∑
k=3
Λ(k)(0)
k!
sk + o(sr).
Combining both (4.8) and (4.9) with the Taylor formula for ex we arrive at the expansion
near 0 of the characteristic function f̂n:
f̂n(t) = φn
(
t
σ
√
n
)
en
(
Λ(t/σ
√
n)−itµ/√nσ
)
=
(
1 +
r∑
k=1
φk(0)
k!
(
t
σ
√
n
)k
+ o
(
tr
nr/2
)
+ o
(
tρn√
n
))
· e−
t2
2
+
∑r
k=3
Λ(k)(0)
σkk!
tk
nk/2−1
+o(tr/nr/2−1)
= e−
t2
2
(
1 +
r∑
k=3
pk(t)
nk/2−1
+ o(tr/nr/2−1) + o
(
tρn√
n
))
,
where pk =
∑k
j=1 aj,kt
j are some polynomials of order k, whose coefficients aj,k depends
only on derivatives of φ and Λ at zero, e.g. p3(t) =
t
σφ
′(0) + t
3
6σ3
Λ′′′(0). Note that the
above formula holds for t ∈ Iησ√n.
Step 2. Construction of function Gr. Now we explain how to construct the
polynomials Qk defining function Gr in (2.6). We want to find a function Gr such that
(4.10) ĝr(t) = e
− t2
2
(
1 +
r∑
k=3
pk(t)
nk/2−1
)
for gr = G
′
r. For this purpose we recall the definition of Hermite polynomials:
(4.11) Hj(x) := (−1)je
x2
2
∂j
∂xj
(
e−x
2/2
)
, j ∈ N.
An immediate calculation entails: H1(x) = x, H2(x) = x
2 − 1, H3(x) = x3 − 3x. Then
(4.12) (ψHj )̂ (t) = (it)
je−
t2
2 ,
where ψ(x) = 1√
2pi
e−x2/2 is the density of a standard Gaussian variable. Putting qk(x) =∑k
j=1(−i)jaj,kHj(x), where aj,k are coefficients of polynomials pk, we define
gr(x) = ψ(x)
(
1 +
r∑
k=3
qk(x)
nk/2−1
)
.
Since the Fourier transform is linear, invoking (4.12), we conclude equation (4.10). gr is
integrable, ĝr is continuously differentiable, moreover ĝr(0) = 1 and ĝ
′
r(0) = 0, therefore
we define Gr(x) =
∫ x
−∞ gr(y)dy. We still need to define Qk. They are primitive functions
to qk and they can be expressed in terms of Hermite functions
(4.13) Qk(x) = −
k∑
j=1
(−i)jaj,kHj−1(x),
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thanks to the formula(
Hj−1(x)ψ(x)
)′
= −Hj(x)ψ(x), for j ≥ 1,
which is a consequence of (4.11). For example, one can compute for k = 3, Q3(x) =
iφ′(0)
σ +
iΛ′′′(0)
6σ3
H2(x).
Step 3. Conclusion. Appealing to (4.6) with T = anr/2−1 and a = 24mr/piε (here
mr = supx∈R gr(x))∣∣Fn(x)−Gr(x)∣∣ ≤ 1
pi
∫
{|t|<ηδ√n}
∣∣∣∣ f̂n(t)− ĝr(t)t
∣∣∣∣dt+ 1pi
∫
{ηδ√n≤|t|<T}
∣∣∣∣ f̂n(t)− ĝr(t)t
∣∣∣∣dt+ 24mpiT
:= I1 + I2 + I3.
The third term I3 is bounded by εn
−r/2+1. To estimate I1 just notice that
|f̂n(t)− ĝr(t)| = e−
t2
2
(
o(tr/nr/2−1) + o(tρn)
)
,
then I1 = o(n
−r/2+1). Finally, in view Lemma 4.1 and (4.10), we bound I2 by
I2 ≤ 1
ηδpi
√
n
∫
η≤|s|<T/δ√n
∣∣ESZisn ∣∣ds+ Ce−ηδ√n ≤ CTρn + Ce−ηδ√n = o(n−r/2+1).
This completes proof of the Theorem. Notice that for r ≥ 4, T/√n→∞ and so we need
(2.4) 
Proof of Theorem 2.5. Thanks to Proposition 2.1 this result essentially follows from the
arguments presented in [6] (Chapter 10). For any finite interval I we denote by
N(I) = #{n : logZn ∈ I}
the amount of time the logarithm of population spends in I. Let U be the corresponding
renewal measure, i.e.
U(I) = ESN(I) =
∞∑
n=1
PS(logZn ∈ I).
Our aim is to prove that the renewal measure converges weakly to a scaled Lebesgue
measure:
lim
y→∞U(I + y) =
|I|
µ
.
Let H denotes the class of complex valued and integrable functions on R whose Fourier
transforms are real and compactly supported. Note that if h ∈ H, then the Fourier
inversion formula is valid
h(x) =
∫
R
eivxĥ(v)dv.
Let hy = h(· − y). Due to Theorem 10.7 in [6] it is sufficient to prove that
lim
y→∞U(hy) =
1
µ
Leb(h),
for h ∈ H.
First we approximate the renewal measure by finite measures
Ur(B) =
∞∑
n=1
rnP[logZn ∈ B], B ∈ B(R+),
defined for r ∈ (0, 1). For any h ∈ H, by the Fourier inversion formula, we have
(4.14) Ur(h) =
∞∑
n=0
rnES
[
h(logZn)
]
=
∞∑
n=0
rnES
[ ∫
R
Zisn ĥ(s)ds
]
=
∞∑
n=0
rn
∫
R
ĥ(s)ESZisn ds
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Recall that in view of Proposition 2.1, for s in a small neighbourhood Iη of 0 we have
(4.15)
∣∣ES [Zisn ]− λn(s)φ(s)∣∣ ≤ Cρn
for some continuous function φ and ρ < 1. Fix a function h ∈ H and denote by I its
support. Since ĥy(s) = e
−isyĥ(s), equation (4.14) entails the following decomposition
Ur(hy) = I1 + I2 + I3,
where
I1 =
∫
Iη
e−iys · ĥ(s)φ(s)
1− rλ(s)ds,
I2 =
∫
Iη
e−isyĥ(s)
∞∑
n=0
rn
(
ESZisn − λ(s)nφ(s)
)
ds,
I3 =
∫
I∩Icη
e−isyĥ(s)
∞∑
n=0
rnES [Zisn ]ds.
The first part I1 determines the limit, whereas two other terms are negligible. Indeed,
repeating literally arguments present in [6] (pages 221-224) one proves
lim
y→∞ limr→1
I1 =
2pi
µ
ĥ(0).
We skip the details. To deal with I2 denote
g(s) = 1Iη ĥ(s)
∞∑
n=0
(
ESZisn − λ(s)nφ(s)
)
.
Then, invoking (4.15), we have
lim
r→1
I2 =
∫
R
e−isyg(s)ds = ĝ(y)
and the Riemann-Lebesgue Lemma entails
lim
y→∞ limr→1
I2 = lim
y→∞ ĥ(y) = 0.
Similarly, appealing to Lemma 4.1, we estimate I3. Thus, the proof is complete. 
Appendix A. Proof of Lemmas 3.1 and 3.4
We start with two auxiliary results.
Lemma A.1. For every ξ > 0 there are σ ∈ (0, 1/2) and C > 0 such that
∑
k≤σn
(
n
k
)
≤ C(1 + ξ)n, n ∈ N.
Proof. Given σ ∈ (0, 1/2) whose precise value will be specified below, define m = ⌊σn⌋.
Since the sequence k → (nk) is increasing for k ≤ n/2 we have∑
k≤σn
(
n
k
)
≤ m
(
n
m
)
.
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Recalling the Stirling formula n! ∼ √2pin(n/e)n we derive asymptotic behavior as n→∞
of the binomial term:(
n
m
)
∼ 1√
2pi
√
n√
m
√
n−m
(n
e
)n (m
e
)−m(n−m
e
)−(n−m)
≤ C√
σn
nn(σn− 1)−σn+1(n− σn− 1)−(n−σn−1)
≤ Cn3/2σ−1/2(σ−σ(1− σ)−(1−σ))n
Since the function x → xx converges to 1 both as x → 0+ and x → 1−, there is σ < 1/2
such that σ−σ(1− σ)−(1−σ) < 1 + ξ. Thus the proof is completed. 
To state the next result denote Pk[·] = P[·|Z0 = k] and define sets
I = {j ≥ 1 : P(Q(j) > 0, Q(0) > 0) > 0}
Cl(I) = {k ≥ 1 : Pj[Zn = k] > 0 for some j ∈ I and n ∈ N0}
Then Cl(I) is the set of integers which can be reached from the set I by BPRE Z. The
following lower large deviations for logZn were proved in [4] (Theorem 2.1 and Proposition
2.2, this is the only result of [4] that we quote as it is):
Lemma A.2. Assume P[Z1 = 0] > 0. Then for any k, j ∈ Cl(I) the following limit exists
ρ = − lim
n→∞
1
n
logPk[Zn = j]
and the limit does not depend on the choice of k and j.
Moreover if PQ[Z1 = 0] < γ P a.s. for some γ < 1 and E[| logA|] <∞, then ρ > 0.
Proof of Lemma 3.1. Step 1. First we prove that for every ε > 0 there are β1 > 0 and
C > 0 such that
(A.1) En
[(
Z1
n
)−ε
1{Z1≥1}1Bn
∣∣Q] ≤ Ce−β1n P a.s.
for
Bn = {at most ⌊σn⌋ among ξ1,1, . . . ξn,1 are different than 0}.
Let us emphasise that Z1 in (A.1) denotes the population at the first generation of a
process initiated with n individuals.
Choose ξ ≤ 1/√γ − 1 and σ < 1− γ as in Lemma A.1. Then by Lemma A.1
PQ(Bn) ≤
∑
k≤σn
(
n
k
)
PQ[ξ1,1 > 0]kPQ[ξ1,1 = 0]n−k
≤ γ(1−σ)n
∑
k≤σn
(
n
k
)
≤ C(1 + ξ)nγ(1−σ)n.
Hence
En
[(
Z1
n
)−ε
1{Z1≥1}1Bn
∣∣Q] ≤ Cnε((1 + ξ)γ(1−σ))n.
Since σ < 1/2 and therefore (1 + ξ)γ(1−σ) < 1 we conclude (A.1).
Step 2. We will prove that there is β2 > 0 and n0 ∈ N such that
(A.2) En
[(
Z1
n
)−ε
1{Z1≥1}
]
≤ e−β2
for all n ≥ n0. For this purpose observe, that {
∑n
i=1 ξi,n ≤ σn} ⊂ Bn and so by (A.1)
(A.3) En
[(
Z1
n
)−ε
1{1≤Z1≤σn}
]
≤ Ce−β1n
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for sufficiently large n.
By the reverse Fatou lemma
lim sup
n→∞
En
[(
Z1
n
)−ε
1{Z1>σn}
]
≤ E
[
EQ
[
lim sup
n→∞
(
1
n
n∑
i=1
ξi,1
)−ε
1{∑ni=1 ξi,1>σn}
]]
= EA−ε.
(A.4)
Indeed, the last equality follows from the strong law of large numbers, because given Q
lim
n→∞
(
1
n
n∑
i=1
ξi,1
)−ε
1{∑ni=1 ξi,1>σn} = A
−ε, PQ a.s.,
thanks to our choice of σ < 1 − γ < A, P a.s. (see (2.2)). Notice that due to (2.1) and
(H2), EA−ε < 1, therefore combining (A.3) with (A.4) yields (A.2).
Step 3. Our next step is to prove by induction that
(A.5) Ej
[
Z−εn 1{Z1≥n0,...,Zn≥n0}
] ≤ n0e−β2(n−1),
for any n and j ≤ n0, where n0 and β2 were defined in Step 2.
Indeed, for n = 1 we write
Ej
[
Z−ε1 1{Z1≥n0}
]
=E
[
(ξ1,1 + ...+ ξj,1)
−ε
1{ξ1,1+...+ξj,1≥n0}
]
≤
j∑
i=1
E
[
ξ−εi,1 1{ξi,1≥1}
]
= jE
[
(ξ1,1)
−ε1{ξ1,1≥1}
] ≤ n0,
where the inequality above follows from a simple observation that if
∑j
i=1 ξi,1 ≥ n0, then
at least one of random variables ξi,1 must be greater or equal to 1.
For arbitrary n, appealing to (A.2) and the induction hypothesis, we derive
Ej
[
Z−εn 1{Z1≥n0,...,Zn≥n0}
]
= Ej
[
Z−εn−1EZn−1
[(
Z−1n−1
Zn−1∑
i=1
ξi,n
)−ε
1{Zn≥n0}
]
1{Z1≥n0,...,Zn−1≥n0}
]
(A.2)
≤ EjZ−εn−1e−β21{Z1≥n0,...,Zn−1≥n0}
ind.hyp.
≤ n0e−β2(n−1).
This proves (A.5).
Step 4. Proof of (3.1). Now we adapt to our settings arguments contained in the
proof of Lemma 4.3, [3]. We start with a slightly weaker version of (3.1), namely (A.5)
implies there are θ1 < E logA, n0 and β3 > 0 such that
(A.6) Pj
[
Zn ≤ eθ1n, Z1 ≥ n0, . . . , Zn ≥ n0
] ≤ Cn0e−β3n,
for any n > n0. Indeed, in view of (A.5) we have
Pj
[
Zn ≤ eθ1n, Z1 ≥ n0, . . . , Zn ≥ n0
]
= Pj
[
Z−εn ≥ e−εθ1n, Z1 ≥ n0, ..., Zn ≥ n0
]
≤ eεθ1n · Ej
[
Z−εn 1{Z1≥n0,...,Zn≥n0}
] (A.5)≤ n0eεθ1e(εθ1−β2)(n−1).
Choosing θ1 < min{β2/ε,E logA} we conclude (A.6). Now fix any k ∈ Cl(I). We will
prove
(A.7) Pk
[
1 ≤ Zn ≤ eθn
] ≤ Ce−β3n.
Note that (A.7) entails the Lemma. Indeed, given an environment Q, let Z1n, . . . , Zkn be
independent copies of Zn. Then, by the Jensen inequality, for some θ < θ1 and large n,
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we have
P[1 ≤ Zn ≤ eθn]k ≤ E
[
PQ[1 ≤ Zn ≤ eθn]k
]
= E
[
PQ[1 ≤ Zin ≤ eθn for i = 1, . . . , k]
]
≤ Pk[k ≤ Zn+1 ≤ keθn] ≤ Pk[1 ≤ Zn+1 ≤ eθ1(n+1)]
(A.7)
≤ Cn0e−β3(n+1)
which gives (3.1).
To prove (A.7) we again use the induction argument. Let σ = inf{i ≤ n : Zi+1 ≥
n0, ..., Zn ≥ n0}, i.e. Zi < n0, Zi+1 ≥ n0, ..., Zn ≥ n0. If for every i ≤ n, Zn < n0 then
σ = n. We estimate
Pk
[
1 ≤ Zn ≤ eθn
] ≤ n−1∑
i=1
Pk
[
1 ≤ Zn ≤ eθn, σ = i
]
+ Pk
[
1 ≤ Zn ≤ n0
]
.
In view of Lemma A.2 the second term is smaller than Ce−β4n for some β4 > 0. To
estimate the first term we divide all the summands into two sets. If i > 2/3n, an appeal
to Lemma A.2 entails
(A.8) Pk
[
1 ≤ Zn ≤ eθn, σ = i
] ≤ Pk[1 ≤ Zi−1 < n0] ≤ Ce−β4(i−1) ≤ Ce−β5n.
Finally for i ≤ 2/3n, invoking (A.6) we bound
Pk
[
1 ≤ Zn ≤ eθn, σ = i
]
≤ Pk
[
1 ≤ Zi−1 < n0
]
sup
j≤n0
Pj
[
1 ≤ Zn−i ≤ eθn, Z1 ≥ n0, . . . , Zn−i ≥ n0
]
(A.6)
≤ Cn0e−β3n
(A.9)
Inequality (A.9) together with (A.8) imply (A.7). We conclude the Lemma. 
Proof of Lemma 3.4. Step 1. We start with an auxiliary observation, that there is C > 0
such that for any s, r ∈ [0, q] we have
(A.10) sup
n
E
[| log(AnZn)|s(log∆n)r1{∆n≥1}1Un+1] < C.
The above estimate follows directly from estimates (3.5) proved in Lemma 3.3 and in-
equality (log x)r ≤ C|x− 1|p for x ≥ 1.
Step 2. Now we prove the Lemma for r ≤ 1. Recalling the well-known inequality
(x+ y)r ≤ xr + yr valid for x, y ≥ 0, r ≤ 1 and noticing that on the set {∆n < 1} we have
Zn+1 < AnZn, we can estimate
E
[
(logZn+1)
r1Un+1
]
= E
[
(logZn+1)
r1{∆n<1}1Un+1
]
+ E
[
(logZn+1)
r1{∆n≥1}1Un+1
]
≤ E[(log(AnZn))r1{∆n<1}1Un+1]+ E[( log∆n + | log(AnZn)|)r1{∆n≥1}1Un+1]
≤ E[| log(AnZn)|r1Un]+ E[( log ∆n)r1{∆n≥1}1Un+1]
≤ E[(logZn)r1Un]+ E[| logAn|r1Un]+ C,
where the last inequality is a consequence of (A.10). In view of hypothesis (H1) we
conclude
E
[
(logZn+1)
r1Un+1
] ≤ E[(logZn)r1Un]+ C1
for some C1 > 0 and any n ∈ N, which by an easy induction argument yields
E
[
(logZn)
r1Un
] ≤ C1n.
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Step 3. Now proceeding by induction we prove the Lemma for an arbitrary r ≤ q.
Choose r > 1 and assume that (3.9) holds for r − 1. We will proceed similarly as above,
however this time we will rely on the inequality
(A.11) (x+ y)r ≤ xr + 2r(xr−1y + yr), for x, y ≥ 0, r > 1.
Indeed, either x ≤ y and then (x+ y)r ≤ 2ryr, or 0 ≤ y < x, we write x+ y = x−yx x+ yx2x
and then by the convexity of xr, ((x+ y)r − xr)/y ≤ ((2x)r − xr)/x = (2r − 1)xr−1, that
entails (A.11).
Applying twice (A.11), (A.10) and again the observation that {Zn+1 < AnZn} = {∆n <
1} we have
E
[
(logZn+1)
r1Un+1
]
= E
[
(logZn+1)
r1{∆n<1}1Un+1
]
E
[
(logZn+1)
r1{∆n≥1}1Un+1
]
≤ E[(log(AnZn))r1{∆n<1}1Un+1]+ E[(| log(AnZn)|+ log∆n)r1{∆n≥1}1Un+1]
(A.11)
≤ E[| log(AnZn)|r1Un]+ 2rE[| log(AnZn)|r−1 log∆n1{∆n≥1}1Un+1]
+ 2rE
[(
log∆n
)r
1{∆n≥1}1Un+1
]
(A.10)
≤ E[| log(AnZn)|r1Un]+C.
Next we estimate the above expression again refereing to (A.11), independence of (Zn, Un)
and An, hypothesis (H1) and the induction hypothesis:
E
[
(logZn+1)
r1Un+1
] ≤ E[( logZn + | logAn|)r1Un]+ C.
≤ E[(logZn)r1Un]+ 2rE[(logZn)r−1| logAn|1Un]+ 2rE[| logAn|r]+ C.
≤ E[(logZn)r1Un]+ CnrE[| logAn|]+ C.
Thus we finally proved
E
[
(logZn+1)
r1Un+1
] ≤ E[(logZn)r1Un]+ Cnr,
which easily entails the Lemma.
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