The Kalman filter is a technique for estimating a time-varying state given a dynamical model for, and indirect measurements of, the state. It is used, for example, on the control problems associated with a variety of navigation systems. Even in the case of nonlinear state and/or measurement models, standard implementations require only linear algebra. However, for sufficiently large-scale problems, such as arise in weather forecasting and oceanography, the matrix inversion and storage requirements of the Kalman filter are prohibitive, and hence, approximations must be made. In this paper, we describe how the conjugate gradient iteration can be used within the Kalman filter for quadratic minimization, as well as for obtaining low-rank, low-storage approximations of the covariance and inverse-covariance matrices required for its implementation. The approach requires that we exploit the connection between the conjugate gradient and Lanczos iterations.
Introduction
In 1960, the Kalman filter (KF) was introduced by R. E. Kalman [17] , as a statistically optimal method for recursively estimating a time varying state, given a dynamical model, as well as indirect observations, of the state.
The filter has been used extensively in application areas such as autonomous and assisted navigation. We are interested here in its use on large-scale examples, such as numerical weather forecasting, where standard formulations of KF are computationally infeasible to implement.
Several variants of KF, and its nonlinear extension the extended Kalman filter (EKF) [42] , propose to improve efficiency by projecting the state space onto a low dimensional subspace; see, for example, [6] , [9] , [14] , [39] . This "reduced rank" approach is effective provided the state is well-represented on the subspace throughout the time window of the observations. However, since the subspace is typically fixed in time, the dynamics of the system are often not correctly captured [11] .
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Another approach is to recast the filtering problem in variational form. In weather forecasting, for example, 3D-Var relies on a variational formulation of the Kalman filter [23] , whereas the current state of the art is 4D-Var (see [11, 31] ), which utilizes a variational formulation of an initial value estimation problem [12, 20, 23] , and has been shown to be identical to a Kalman smoother when the model is assumed to be perfect [22] .
The quadratic minimization problems required for implementation of 3D-and 4D-Var are large-scale (10 4 -10 7 unknowns), and so efficient numerical optimization methods are needed. Similar to the "reduced rank" methods mentioned above, the partial orthogonal decomposition is used in [7] to reduce the dimensionality of the 4D-Var minimization problem. A more standard approach is to implement a preconditioned conjugate gradient method [10, 13, 28, 40, 41, 43] .
In this paper we propose the use of conjugate gradient (CG) for quadratic minimization, as well as for the computation of "low rank" approximations of covariance and inverse-covariance matrices. It is well-known that when CG is applied to the minimization of
where A is symmetric, positive definite, and n×n, and x and b are n×1, the minimizer, A −1 b is obtained in at most n steps. Lesser known is the fact that CG can be used to efficiently build low rank approximations of both A −1 and A using the close connection between the CG and Lanczos iterations. Using such low rank approximations, we are able to obtain computationally efficient, low storage implementations of KF, and of a variational formulation of KF, which we call VKF, and which is similar to 3D-Var. The CG-Lanczos connection is also exploited in [40] , where it is used instead to build preconditioners for CG iterations within 4D-Var.
Our overall approach is similar to that of [1, 2] , the difference being that we use CG, rather than limited memory BFGS (LBFGS) [28] , for quadratic minimization, as well for constructing low storage covariance and inverse-covariance approximations.
The problem of using CG to build covariance and inverse-covariance approximations has been studied extensively by Schneider and Willsky [34, 35] . These authors even suggest the use of their ideas in the context of the Kalman filter applied to an oceanography problem [36] , but provide no mathematical detail regarding their implementation. In this paper, we introduce two different approximate Kalman filters, each of which employs CG for both quadratic minimization as well as for obtaining low rank covariance and inverse-covariance approximations.
The paper is organized as follows. In Section 2, we present the Kalman filter (KF) and variation Kalman filter (VKF), and provide a general outline of the approximate filters, which we denote CG-KF and CG-VKF. In Section 3, we provide details on how to use CG/Lanczos to compute low rank approximations of covariance and inverse-covariance matrices, and provide a rigorous analysis of these approximations in the appendix in Section 6. CG-KF and CG-VKF are tested on two numerical examples in Section 4, and we provide conclusions in Section 5.
Kalman Filtering Methods
We begin our mathematical discussion by considering the following coupled system of discrete, linear, stochastic difference equations
In the first equation, x k denotes the n × 1 state vector of the system at time k; M k is the n × n linear evolution operator; and ε p k is a n × 1 random vector representing the prediction error and is assumed to characterize errors in the model and in the corresponding numerical approximations. In the second equation, y k denotes the m × 1 observed data vector; K k is the m × n linear observation operator; and ε o k is an m × 1 random vector representing the observation error. The error terms are assumed to be independent and Normally distributed, with zero mean and with covariance matrixes C ε p k and C ε o k , respectively. The task is to estimate the state x k and its error covariance C k at time point k given y k , The classical Kalman filter (KF) is the standard approach taken for such problems. It is optimal in the sense that it yields minimum variance estimator [17] and has the following form.
Algorithm 1 (KF): Select initial guess x est 0
and covariance C est 0 , and set k = 1.
Compute the evolution model estimate and covariance: (a) Compute
x p k = M k x est k−1 ; (b) Compute C p k = M k C est k−1 M T k + C ε p k .
Compute Kalman filter estimate and covariance: (a) Compute the Kalman Gain
3. Update k := k + 1 and return to Step 1.
An equivalent variational formulation of KF follows from a sequential application of Bayes' Theorem. To see this, we recall Bayes' formula
where x is the vector of unknowns, y the measurements, p x denotes the prior density, and p y|x is the density of the likelihood function. The maximum a posterior (MAP) estimate is obtained by maximizing (3). Equivalently, one can minimize
For the linear model (2) at time k with Normally distributed error, the function ℓ assumes the form are precisely the minimizer and inverse Hessian of ℓ(x|y k ), respectively. This allows us to re-express the KF iteration in a variational form, which we denote the variational Kalman filter (VKF) [2] . We note that VKF is very similar to 3D-Var, which is used in the weather forecasting community. 
Compute the evolution model estimate and covariance:
Extensions to nonlinear models
Nonlinear extensions of KF and VKF have been developed for the case when (1), (2) are replaced by
where M and K are possibly nonlinear functions. The best known extension is the extended Kalman filter (EKF). EKF is obtained by the following modification of the KF algorithm: in Step 
Exactly the same changes can be made to VKF to incorporate nonlinear evolution and observation models. This is the approach we take for the nonlinear example in this paper. The linearizations M k and K k in (8) can be computed or estimated in a number of ways. A common approach is to use finite differences. A more efficient approach -both computationally and in terms of storage -employs the adjoint and tangent linear codes defined by the numerical scheme(s) used in the solution of the evolution and/or the observation model. These codes are available in many important instances, e.g. in weather forecasting [20] . The tangent code for the evolution and observation operators computes multiplication of a vector by M k and K k , respectively; whereas the adjoint code for the evolution and observation operators computes multiplication of a vector by M
Efficient KF and VKF algorithms using conjugate gradient
For large-scale problems, KF, EKF, and VKF can be prohibitively expensive to implement due to the need for the storage and inversion of large, non-sparse matrices at every iteration. To address this challenge, we advocate the use of iterative methods within the filters for both the solution of linear systems (or quadratic minimization), as well as for obtaining low storage approximations of these matrices. In [1, 2] , the limited memory BFGS method was used for this purpose, while in this paper, we describe how to use the conjugate gradient method (CG) for efficient implementation of these filtering methods.
We assume that multiplication by the evolution and observation matrices M k and K k , and their transposes, are efficient, both in terms of storage and CPU time.
The conjugate gradient method (CG) is a well-known iterative method for minimizing quadratic functions of the type
where A is an n × n symmetric positive definite matrix and b is an n × 1 vector [28] . After k iterations of CG, we obtain an approximate minimizer of ϕ, which we denote x k CG . We will show later that the CG iteration history can also be used to create an approximation B k of A −1 , and that both x k CG and B k are optimal approximations over a certain Krylov subspace. Moreover, we will show how to use the connection between CG and the Lanczos iterations to efficiently and stably compute both B k and its psuedo-inverse B † k , which approximates A, also from CG iteration history.
In order to illustrate how CG is used within KF and VKF, we include psuedo-code for the approximate filtering methods. 
Algorithm 3 (CG-KF):Select initial guess x
(a) Compute x p k = M k x est k−1 ; (b) Compute C p k = M k (B # k−1 ) † M T k + C ε p k .
Compute Kalman filter estimate and covariance:
(a) Apply CG to (9) , with
3. Update k − 1 := k and return to Step 1.
In step 2(c) (and also 1(b) below), we take v to be a random vector with entries -1 or 1 with equal probability, chosen to optimize the accuracy of covariance/inverse-covariance approximations. Another, equally effective choice, is to take v to be a realization from a Gaussian random vector with mean zero and identity covariance. In these steps, it is only the covariance/inverse-covariance approximation that is of interest.
For the variational Kalman filter, we make similar modifications to obtain the following approximate filtering algorithm. Extensions of CG-KF and CG-VKF to the nonlinear case (6), (7), are exactly as for KF and VKF.
It remains to show how to construct the covariance and inverse-covariance approximations (B * k and (B In this section, we provide necessary details for the implementation of CG within both CG-KF and CG-VKF. In particular, focusing on the general minimization problem (9), we present mathematical results regarding the efficient computation of both B † k ≈ A and B k ≈ A −1 from CG iterations. For this, we exploit the Lanczos iteration and its close connection to CG. We also present a mathematical analysis of these approximations.
Conjugate Gradient Iteration
Given a symmetric, positive definite n × n matrix A, the CG method is an iterative algorithm for solving the linear system Ax = b or, equivalently, for minimizing a quadratic of the form (9) [16] . In order to establish necessary notation, we present the CG iteration next [3, 26, 28] . 
Else set k := k + 1 and go to step 1.
CG generates a sequence of optimizers, which at the k th iteration can be written as 
Let P B be the n × (n − k) matrix whose columns are the conjugate directions
is invertible and
Thus
For k < n, the k-rank approximation of A −1 produced by the CG algorithm is
We will show in Section 3.3 below that this approximation is optimal in the Krylov space spanned by the conjugate directions {p i }.
Remark 1. We use (10) to define B k within CG-KF, Step 2(a) and CG-VKF, Steps 1(b) and 2(a).
To minimize storage requirements, P k and D k are saved and used to define B k implicitly.
Lanczos Iteration
The Lanczos algorithm is an iterative method for solving the eigenvalue problem for large sparse matrices [18, 19] , and its performance in finite precision is well studied [26, 30, 32] . CG is equivalent to the Lanczos method for symmetric, positive definite matrices [3, 5, 8, 15, 26] . In exact arithmetic, the Lanczos algorithm determines the eigenpairs (λ i , w i ) of a given n×n positive definite matrix A, so that Aw i = λ i w i . In order to establish necessary notation, we provide the two-term recurrence version of the Lanczos algorithm due to Paige [26] .
Algorithm 6 (Lanczos):Given an initial vectorṽ
, and k = 1. Specify some stopping tolerance ϵ. Iterate:
. k := k + 1 and go to step 1. At the k th iteration, the Lanczos algorithm is equivalent to the matrix equation
where e i is the i th column of the k × k identity I k , the Lanczos vector v i−1 is the i th column of the n × k matrix V k , and the tridiagonal Lanczos matrix is
Thus, if η k = 0, then range(V k ) is invariant to multiplication by A. By construction, in exact arithmetic, the k Lanczos vectors are an orthonormal basis for
. 81), which shows that the tridiagonal matrix is
This equation suggests the following low rank approximation of A:
In section 3.3 we will prove that V k T k V T k is in fact the generalized inverse of B k in equation (10) , and that it is optimal in the Krylov space spanned by the conjugate directions.
An added benefit of decomposition (12) is that from it an efficient approximate eigenvalue decomposition for A can be computed. The spectral decomposition of T k can be efficiently obtained via QR iteration, bisection, or divide and conquer schemes [8, 15, 30] 
with the Ritz pairs {(θ 
Equivalence of the CG and Lanczos Approximations
To obtain V k from CG iterations, note that since the normalized CG residual vectors
form an orthonormal basis for K k (A, r 0 ) for any k, then, if the Lanczos algorithm is initialized withṽ 0 = r 0 , up to a sign change, the Lanczos vectors are normalized CG residuals. Indeed, careful inspection ( [8] p. 99, [15] , [26] p. 50) shows that
Lanczos vectors constructed in this way are called CG-Lanczos vectors in ( [26] p. 195) since their behavior can be different than those from the Lanczos algorithm in finite precision. Next, we present and prove a Lemma, which gives an important relationship between the conjugate directions and the Lanczos vectors. Define the k × k diagonal matrices
and let C k be the upper bi-diagonal matrix
where the β i 's were defined in the CG algorithm.
Lemma 3. A QR factorization of the matrix of conjugate directions P k is
P k = V k R k where R k = V T k P k = N k ∆ k C −1 k ,
V k is the matrix of orthonormal Lanczos vectors, and R k is upper triangular. Furthermore, the columns of R k are T k -conjugate, so that
and
which are zero for all i > j. Now the statement of conjugacy P 
Theorem 4. Let T k be the Lanczos tridiagonal matrix with eigenpairs
and has k non-zero eigenvalues {1/θ 
which has k non-zero eigenvalues {θ (12) , we obtain V k from CG iterations via (14) and T
Remark 5. For covariance approximation

−1 k
from (15) with R k = V T k P k . Note that T k can also be obtained from CG via the following relationships:
, and
where 0 ≤ i < k − 1 and the convention β 0 = 0 and γ −1 = 1 is used [8, 26, 33] . However, in our experience, this is a less numerically stable approach.
We now have all of the pieces for a numerical implementation of CG-KF and CG-VKF. Thus, in the next section we present our numerical experiments. However, a rigorous theoretical analysis of the CG/Lanczos covariance and inverse covariance approximations, including Krylov subspace optimality results as well as theoretical bounds for the covariance and inverse covariance approximations, is also desirable. The interested reader can find such an analysis in the appendix in Section 6.
Numerical Examples
In this section, we test CG-KF and CG-VKF on two examples.
An Example with a Large-Scale Linear Evolution Model
The first example is large-dimensional and linear. We consider the following forced heat equation model
where x is a function of u and v over the domain Ω = {(u, v) | 0 ≤ u, v ≤ 1} and α ≥ 0. We generate synthetic data using (17) with α > 0 and assume that the evolution model is given by (17) with α = 0, which gives a model bias. The problem can be made arbitrarily large-scale via a sufficiently fine spatial discretization. However, the well-behaved nature of solutions of (17) calls for further experiments with a different test case, hence our second example in the next subsection. We discretize the model (17) using a uniform N × N computational grid and the standard finite difference schemes of both the time and spatial derivatives. This gives the time stepping equation x k+1 = Mx k +f , where M = I−∆tL. Here L is given by the standard finite difference discretization of the two-dimensional Laplacian operator with homogeneous Dirichlet boundary conditions, ∆t is chosen to guarantee stability, and f is the constant vector determined by the evaluation of the forcing term in (17) at each of the points of the computational grid. We define K k = K for all k in (2), where K is the full weighting matrix, which has the following grid representation Such an observation matrix could model, for example, an array of square heat sensors on the bottom of a metal plate that have dimension 2/N × 2/N with the edges aligned with the grid lines and equally spaced at n 2 /64 locations. We first generate synthetic data using the stochastic equations
with α = 3/4 in (17) and where σ 2 obs is chosen so that the signal-to-noise ratio ∥Kx 0 ∥ 2 /n 2 σ 2 obs is 10. The initial condition used for the data generation is
where (u i , v j ) is the ijth grid point. For the implementation of our filtering algorithms, we assume the model Notice that the forcing function f is not contained in the evolution model, which adds a bias.
In our first example, we assume a 64 × 64 computational grid. For the CG-VKF method, Step 2(a) is somewhat ill-posed, and hence some regularization is needed. One benefit of the VKF framework is that an additional stabilizing penalty (or regularization) term can easily be added to the cost function ℓ in Step 2 of CG-VKF. We added a term α∥x − x a k ∥ 2 with α = 1/2. Note that this is akin to replacing B * k in Step 2(a) of the CG-VKF algorithm with B * k + αI. Note that no such natural regularization presents itself within the CG-KF iteration, however for this example none was needed.
For all implementations of CG within CG-KF and CG-VKF, we set a maximum of 200 iterations and an additional stopping tolerance of ∥r k ∥ < 10 −6 . The implementation of 150 iterations of KF took approximately 850 seconds, CG-KF and CG-VKF both took approximately 9 seconds. The cost of implementing the KF iteration is dominated by the computation of the Cholesky factorization of the matrix whose inverse appears in Step 2(a) of KF (Algorithm 1), as well as the system back-solves with this matrix required in Steps 2(b) and (c). The cost of implementing CG-KF and CG-VKF, on the other hand, is dominated by the matrix-vector multiplies needed in each CG iteration. For this example, the number of CG iterations required to meet the stopping criteria remained relatively low.
Plots of the root mean-square error
k ∥ for KF, CG-KF, and CG-VKF are given in Figure 1 . Note that CG-VKF closely mimics the performance of KF with a two orders-of-magnitude improvement in computational speed, whereas CG-KF appears to yield better results at roughly the same computational cost as CG-VKF.
An Example with a Small-Scale, Nonlinear Evolution Model
Our second example produces chaotic, unpredictable behavior, but is not as large-scale or illconditioned as the last example. We consider the non-linear Lorenz'95 model introduced and analyzed in [24, 25] , given by with periodic state space variables, i.e.
In the present tests we use the dimension n = 40. The model shares many characteristics with realistic atmospheric models (cf. [25] ), and is often used as a test case for various weather forecasting schemes.
Next, we apply the filtering methods to the problem of estimating the state variables from data generated using the nonlinear, chaotic evolution model (20) . The data was generated by integrating the model using a fourth order Runge-Kutta (RK4) method with time-step ∆t = 0.025. The discussion in [25] suggests that when using (20) as a test example for weather forecasting algorithms, the characteristic time scale is such that the above ∆t corresponds to 3 hours. The "truth" was generated by taking 42920 time steps of the RK4 method, i.e., 5365 days. The initial state for the data generation was x 20 = 8 + 0.008 and x i = 8 for all i ̸ = 20. The observed data is then computed using this true data. In particular, after a 365 day long initial period, the true data is observed at every other time step and at the last 3 grid points in each set of 5; that is, the observation matrix is m × n, with nonzero entries
The observation error is simulated using Gaussian noise N (0, (0.15 σ clim ) 2 I) where σ clim = 3.6414723 is a standard deviation of the model state used in climatological simulations. The data generation codes are written in MATLAB and were those used in the papers [1, 2] and were originally transcribed by us from the scilab codes written by the author of [21] .
For the application of EKF and VKF, we employ the coupled system where M(x k ) is obtained by taking two steps of the RK4 method applied to (20) from x k with time-step 0.025. We note that this coincides with the data generation scheme, if the noise term is removed and the above initial condition is used. Due to the fact that M is a nonlinear function, EKF must be used (see equations (6) and (7). Since K := K in (7) is linear, K k = K for all k in (8) . However a linearization of the nonlinear evolution function M is required. The computation of M k in (8) is performed by a routine in one of the scilab codes mentioned above, adopted for our use in MATLAB. The initial guesses for the Kalman filter iterations were x 0 = 1 and C 0 = I. In all implementations of CG within CG-KF and CG-VKF, a maximum number of iterations of 50 was allowed, and iterations were stopped once ∥r k ∥ < 10 −6 . Note that since the dimensionality of this problem is only 40, the finite precision issues of CG have less of an impact. Thus no regularization via the truncation of CG iterations was needed for CG-KF. However, regularization was still needed for CG-VKF; we added at penalty of the form α∥x − x a k ∥ to ℓ in Step 2 of CG-VKF, this time with α = 5.
The results are given in Figure 2 , where it is readily seen that CG-KF and CG-VKF, track closely with the KF estimates after a sufficient number of iterations. We note that different noise realizations were used in each case, so a part of the difference between the methods in the early iterations is likely due to this difference.
Conclusions
For large-scale examples, such as arise in weather forecasting and oceanography, the Kalman filter (KF) can be prohibitively expensive to implement due to the fact that it requires the solution of large linear systems and the storage of large matrices. In this paper, we show how the conjugate gradient (CG) algorithm can be used for both the approximate solution of large linear systems, as well as for obtaining low rank and low storage approximations of matrices within KF.
It is well-known that CG is very efficient for approximately solving large, symmetric positive definite linear systems. Lesser known is that fact that its iteration history can be used to cheaply obtain approximations of the inverse of the coefficient matrix of the system, as well as of the coefficient matrix itself using the CG/Lanzcos connection. In k CG iterations, this inverse approximation has rank k and requires the storage of only k n-vectors, as well as a k × k diagonal matrix. To obtain the approximation of the coefficient matrix itself, the k × k tridiagonal Lanzcos matrix T k must be diagonalized, which can be efficiently done for k of small-to-moderate size. Multiplication by these approximate matrices is also efficient.
More specifically, our implementation of CG-VKF made use only of approximation (10), whereas CG-KF used (10), as well as (12) , which required that we exploit the connection between CG and the Lanczos algorithm. A proof of the equivalence of (10) and (12) was provided and the results there were used both in our numerical calculations of Lanczos-from-CG, as well as in the theoretical analysis of the covariance approximations contained in the appendix.
The resulting algorithms, which we have denoted the CG Kalman filter (CG-KF) and CG variational Kalaman filter (CG-VKF), are much more efficient to implement than KF for the two numerical examples considered here -one large-scale and linear and the other mediumscale and nonlinear -and provide results that are comparable.
Appendix: Analysis of CG and Lanczos Covariance Approximations
In this section, we address several important questions regarding the CG/Lanczos covariance approximations in a mathematically rigorous fashion. We begin with an analysis of the Lanczos approximation (12) , and show that approximation (12) of A is optimal in a certain Krylov subspace. We then provide theoretical bounds for the covariance approximations, and end with a discussion of the effect of finite precision arithmetic.
Analysis of Lanczos Approximation
Order the eigenvalues of A by
and let w i be the corresponding eigenvectors. Similarly order the distinct eigenvalues of T k by either θ
with corresponding eigenvectors denoted by y i . The fact that T k = V T k AV k shows that the Lanczos algorithm is a Raleigh-Ritz process, with T k the minimizer of ρ(ζ|V k ) := ||AV k − V k ζ|| 2 [30] . In other words,
is the best rank k approximation of A in range(V k ), the k dimensional Krylov space also spanned by the CG conjugate directions.
To see how the Ritz pairs {θ k i , y i )} "converge" to the eigenpairs of A, consider that in exact arithmetic when the eigenvalues of A are distinct, after n iterations the Lanczos algorithm yields T n = V T n AV n , which shows that A and T n are similar. Thus if (θ
There is a simple way to monitor convergence of the Ritz pairs. Multiplying equation (11) on the right by y i shows that ρ(θ
Remark 6. Theorem 4 and equations (24) and (25) show that B † k approximates A (and B k approximates A −1 ) in the eigenspaces corresponding to the extreme and well separated eigenvalues of A.
Theoretical bounds for the covariance approximations
In this section, the L 2 norm is used to quantify how the covariance approximation B k differs from the desired covariance A −1 when k < n. In particular, the norm of the error in covariance estimation, ||A −1 −B k || 2 , is at least as large as 1/λ k+1 , the largest eigenvalue of A −1 not being estimated by the Lanczos method, and it can get as large as this eigenvalue plus the error in the Lanczos Ritz pairs. Similarly, the norm of the error in covariance estimation, ||A − B † k || 2 , is at least as large as λ −(k+1) , the largest eigenvalue of A not being estimated by the Lanczos method, and it can get as large as this eigenvalue plus the error in the Lanczos Ritz pairs.
Let Λ be a diagonal matrix such that Λ = diag(λ 1 , ..., λ n ). Let 
and so the bounds we will give in (26) and (27) (28) and (29) do not depend on conjugacy being maintained.
Theoretical bounds for ||A
−1 − B k || 2 A lower bound on the covariance error is given by an application of Weyl's Theorem [30] ,
which is a lower bound of ||A −1 − M|| for any k-rank n × n matrix M . Another application of Weyl's Theorem shows that the largest "harmonic Ritz error" [27, 29, 37 ] also gives a lower bound max 1≤i≤k
(
As iterations continue past convergence of some of the Lanczos Ritz pairs and the corresponding loss of orthogonality, "ghost eigenvalues" of T k appear [8, 15] . These new eigenvalues of T k estimate eigenvalues of A which have already been estimated by earlier Ritz values. In other words, T k has clustered eigenvalues near an isolated eigenvalue of A. Equation (30) partially explains this phenomenon, showing that the newer Ritz vectors leak back into eigenspaces spanned by the previous Ritz vectors. Meurant [26] calls into question the validity of considering the Ritz pairs after loss of orthogonality, in part since there is no proof of the "Lanczos Phenomenon" [8] , which hopes that for each distinct eigenvalue of A, there exists a k such that T k has the same eigenvalue. Using CG somewhat alleviates this issue, since CG stops when the residual gets too small. 
