Abstract
Introduction
Similar to the role that image segmentation plays in image analysis and understanding, proper surface partitioning is one of the most important operations in geometric modeling and processing. Polygonal meshes remain a preferred representation for surface data because of their ability to approximate complex shapes, algorithmic simplicity, and visualization efficiency. In particular, triangle meshes are widely used in many engineering, medical, and entertainment applications. In this paper, we deal with segmentation of surfaces approximated by triangle meshes.
Mesh segmentation is an active research area and has numerous applications in texture atlas generation [14, 15, 23, 27] , shape analysis, recognition, and matching [6, 16, 18, 22] , shape simplification [3, 9, 12] , and shape modeling and retrieval [8, 13] . Mesh segmentation techniques can be classified to patch-type and part-type [25] . In patch-type segmentation, a mesh is partitioned into patches which are topological disks. Part-type segmentation divides a mesh into meaningful parts, such as a head and legs of a horse, without restricting the part topology. Mesh segmentation considered in this paper is patch-type and generates a chartification of a triangle mesh.
In this paper, we propose a simple but effective technique for improving existing mesh segmentation methods. The main idea behind our approach can be summarized as preliminary clustering of local geometric attributes associated with the surface approximated by a given mesh. We implement a simple variant of this general idea and combine clustering of mesh normals with a modification of the method developed in [23] . It allows us to achieve a mesh segmentation which is more sensitive to salient surface features, compared with the state-of-the-art methods of [3] and [23] .
According to our numerical experiments, the Variational Shape Approximation method [3] (we refer to it as the VSA method) is extremely good for segmenting shapes composed of regions with simple geometry and sharp features (typically, models of mechanical parts). On the other hand, the mesh chartification technique in [23, Section 4.1] (we refer to it as the MCGIM method) is very capable of partitioning shapes with complex geometry (typically, natural shapes). It turns out that combining our procedure for clustering mesh normals with a slight modification of the MCGIM method results in a powerful mesh segmentation technique which delivers high-quality results for both types of shapes: natural shapes and mechanical parts.
We employ Mean Shift [2, 4, 7] , a powerful general purpose procedure for non-parametric clustering of scattered data, for a practical implementation of the clustering part of our approach. Specifically, given a triangle mesh, we consider the triangle centroids equipped with triangle normals as a scattered set of points in six-dimensional space. Then Mean Shift is used for clustering the 6D points. Finally each triangle is equipped with a modified normal corresponding to the associated cluster center.
Previous geometric modeling application of mean shift clustering includes feature space analysis of unstructured volume data [24] . The feature space consists of geometry and attributes of volume elements and the analysis with Mean Shift was used to reveal the internal structure of 3D scalar fields. The feature space analysis was later extended to handle polygon meshes [26] , where local parameterization is used to implement the Mean Shift operation. In this paper, we demonstrate that triangle normals can be successfully clustered directly using triangle centroids as 3D points without local parameterization.
Recent studies [3, 11, 20] show that exploring geometric information contained in the surface normal field is a key ingredient for feature sensitive shape processing. Our idea of using clustered mesh normals can be considered as a further development of a mollification technique of [10] , employed as a preprocessing step for feature preserving mesh smoothing and based on Gaussian smoothing of mesh normals. Due to its solid statistical foundation, Mean Shift can generate more robust filtering of noisy mesh normals than Gaussian smoothing. Moreover, mean shift filtering has an advantage that we do not need to care about both dimensionality of data set and mesh connectivity.
Mesh Normal Clustering with Mean Shift
Given a set of points (samples) X = {x 1 , . . .
drawn from a probability density f (x), we want to estimate the probability density function f (·) at point x. The kernel density estimation method (Parzen-window estimation) estimates the probability density function bŷ
where K (x) is the so-called kernel function satisfying
and h is a smoothing parameter called the bandwidth. Figure 1 shows an example of a reconstruction of a onedimensional probability density function using a Gaussianlike kernel K(x). Assume now that we are interested in subdividing scattered data X into a set of clusters. It is natural to consider the points wheref (x) defined by (1) has local maxima as centers of the clusters. The simplest method to find the local maxima of (1) is to use a gradient-ascent process.
Assume that the kernel function
where k(x) is called the profile function and c is a normalizing constant It is easy to see that
where
A gradient-ascent process with an adaptive step size
constitutes the core of the mean shift clustering procedure. For clustering X = {x 1 , . . . x N } with Mean Shift, the following two steps are performed on each x i ∈ X :
1. Initialize y [0] i with x i ; 2. Compute y [j] i according to (2) until convergence. It can be shown in [4] that under some general assumptions the sequences y
converge to the points wheref (x) defined by (1) attains its local maxima.
The above clustering procedure can be generalized in a number of ways [5, 19, 24, 26, 30, 31] . One simple extension consists of dealing with a set X , each element of which has two components of different nature,
In such a situation, it is convenient to use the mean shift clustering procedure with separable kernelŝ In this paper, we employ the mean shift procedure for clustering mesh normals. Given a triangle mesh M consisting of triangles {T i }, we consider the triangle centroids {c i } equipped with triangle normals {n i } as scattered data
, we normalize its 'mesh normal' component q and assign it to all the mesh triangles T corresponding to the cluster. Figure 2 demonstrates our idea of using clustering of normals for mesh partitioning. For the sake of readability and consistency, in the rest of the paper we use the notations h g and h n instead of h 1 and h 2 , respectively.
In our current implementation, for both the triangle centroids p i = c i and triangle normals q i = n i we use the so-called Epanechnikov kernel which has a simple profile
To accelerate the mean shift computation, we store the geometry information (3D locations of {c i }) using a k-D tree. The point query process consists of the following two steps.
1. Given a query (p, q), we detect all points p i such that
2. For each detected point p i , we check whether its 'normal' counterpart q i satisfies q i − q < h n .
In our experiments, we have observed that our Mean Shift based clustering of mesh normals can also be used for adaptive mesh smoothing. Once the modified (clustered) normals are obtained, a new mesh can be reconstructed from the modified normals, as described in [21] (see also [28, 29] for similar approaches). As shown in Figure 3 , varying the bandwidth parameter h n used in the kernel for mesh normals leads to adaptive mesh smoothing with simultaneous sharpening of surface creases at different geometric scales. The parameter h n defines which normals are involved for averaging in the mean shift procedure. On the other hand, altering h g affects how many neighboring mesh vertices are considered in the mean shift procedure. Choosing a larger value for h g will lead to smooth out smaller mesh features.
Iterated Region Growing Segmentation
Once the mesh normals are prefiltered with Mean Shift, we follow a general approach proposed in [23] and inspired by the iterative Lloyd quantization method [17] .
In initialization, the number of seeds starts from one and a seed triangle is selected randomly. First, Phase 1 below is performed. If the number of seeds has not reached the user specified number of charts, the farthest triangle is marked as a new seed. Otherwise, no new seed is added. Second, Phase 2 below is used to find a center seed for each chart. This combination of Phase 1 and Phase 2 procedures is repeated until all the seed positions are converged or the number of iterations exceeds a user defined threshold.
Phase 1: Chart growth. The distance between two adjacent triangle faces, T i and T j , is defined by
where N m is the triangle normal obtained by mean shift filtering. By performing the multi-source Dijkstra's shortest path algorithm with this distance, we can determine the closest seed for each triangle.
In [23] , a different definition of the distance is given by
where T i is a triangle already included in a chart and T j is a candidate triangle to be added to the chart. N r is the representative normal of the chart, which is the average of normals of the current chart triangles. N j is the normal of triangle T j . c i and c j are the centroids of T i and T j , respectively.
Since the representative normal N r is the average of current chart triangles, Equation (4) does not fully respect features of a mesh. On the other hand, N r introduces the stability of the chart growing algorithm. If the distance is simply defined with the normal deviation of two adjacent triangles, the effect of noise may be emphasized, e.g., on a bumpy surface.
In contrast, the normals used in Equation (3) are the results of the mean shift filtering. As demonstrated in Figure 3 , mean shift filtering removes noises in triangle normals while preserving the features. Hence, the normals used in Equation (3) can be considered reliable and we do not need a stabilizing term such as in Equation (4). As a result, the distance definition in Equation (3) is more featuresensitive than Equation (4) without introducing instability.
Note that we chose N mi − N mj in Equation (3) instead of usually used N mi − N mj 2 . Simple calculation shows that N mi − N mj 2 = 2(1 − (N mi · N mj ) ). With this choice, the distance in Equation (3) is made more sensitive to the deviation of normals, especially when two normals are very similar. Phase 2: Seed recomputation. Once chart growing has been completed, the seed is updated for each chart. The relocated seed should be the most interior triangle from the chart boundary. The distance among adjacent triangles in this phase is approximated by the geodesic distance;
where c i is the centroid of triangle T i . The same distance is used in [23] for the seed recomputation. Figure 4 shows the segmentation result of our approach applied to a noisy octahedron model. Our segmentation procedure delivers the perfect segmentation of the model. However, without mean shift filtering, our approach is too sensitive to noise. The parameters used for Figure 4 are (h g , h n , N c ) = (0.3, 0. 5, 8) , where h g is the bandwidth for geometry (1.0 is the maximum edge length of the input model's bounding box), h n is the bandwidth for normals, and N c is the number of charts.
In [23] it was mentioned that their discrete optimization procedure sometimes fails to converge because of cycles. This could also happen in our case. Our implementation Figure 6 ). MS+growth stands for the elapsed times for mean shift clustering and chart growth procedures.
includes the cycle detection and user specified maximum number of iterations. Therefore, the iteration process will be stopped if a cycle is detected for seed positions or the number of iterations is too large. Figure 6 shows the comparison of our method with [3] and [23] . We implement the method in [3] with the L 2,1 metric and region teleportation. We usually observed better segmentation results with region teleportation. We experimentally chose 0.01 for the threshold of cluster merging in region teleportation. The same number of charts (N c ) was used for segmenting a model with different methods. The number of triangles of each model in Figure 6 and the processing time are shown in Table 1 . The feature enhancing effects of Mean Shift are observed in many cases. For example, some models have eyes and they are separated in our approach, whereas other methods do not successfully capture them.
Experimental Results and Discussion
The VSA method [3] is originally proposed as a shape approximation method but attacks the approximation problem by way of surface segmentation. The method produces From left to right, geometry bandwidth sizes are 0.0125, 0.05, 0.1, and 0.2.  The bandwidth h n is set to 0.3 and the number of charts is 30 in all cases. Notice how different values of bandwidth h g affect separation of the eyebrows and mouth.
quite good segmentation results, especially for mechanical objects, because it obtains a piecewise linear approximation of a shape. However, some features are missing on non-mechanical objects compared with our method, as demonstrated in Figure 6 . The method uses the representative normal calculated by averaging all normals belonging to a chart. This approach is very successful in detecting anisotropy in a surface shape but has a smoothing effect that makes the segmentation less sensitive to small features. Figure 5 shows the effects of the bandwidth size in our approach. We fix the normal bandwidth (h n ) to 0.3 and alter the geometry bandwidth, which is shown as a black disk in the figure. We observed the optimal value stays around 0.1 for this model (the third image from the left). With this parameter value, we can successfully separate both the eyebrows and the mouth. Basically, the choice of h g affects the detected feature size of a mesh and the choice of h n determines the feature angle to be detected. In Figure 5 , h n = 0.3 approximately corresponds to 20 degrees of the dihedral angle.
According to our numerical experiments, selecting proper values for the bandwidths h g and h n is rather simple. Although non-linear diffusion effect may generate unexpected results, in general, we observe that the segmentation results rather intuitively depend on h g and h n in our method. Small changes of the parameter values usually have not much affect on the segmentation result.
Currently, no optimization has been carried out in our implementation. All timings were measured on a 1.7 GHz Pentium 4 PC. The time to segment a mesh heavily depends on the number of triangles and the bandwidth size. Our algorithm took about 30 seconds to 25 minutes to complete the segmentation. Table 1 shows the details of the processing time.
One problematic case for our approach is that the surface has no features. If a surface is very smooth, the distance function in Equation (3) is close to zero in all directions.
One of the pathetic cases is a plane. In this case, the triangle normals are the same everywhere, and there is no distance to grow. For preventing this phenomenon, the geodesic distance would help but may smooth out the feature-based distance in some cases. Figure 6 (b.1) shows the effect of a too strong geodesic distance, where we can observe some charts cross over the features. A weighted sum of geodesic and normal deviation terms seems a good idea but introduces one extra parameter. The same problem also occurs in [3] , because they use only normal deviation for the L 2,1 metric. Their region teleportation method resolves this problem. For our implementation, we add small (> 0) to Equation (3), where we use = 1.0 × 10 −5 determined by experiments.
Conclusion and Future Work
We have proposed a simple scheme for clustering mesh normals and demonstrated its efficiency for generating feature sensitive mesh segmentation. According to our experiments, the best results are obtained when clustering of mesh normals is combined with a modification of the mesh chartification approach proposed in [23] .
The mean shift clustering is based on the Parzen-window estimation and well suited for dealing with complex, noisy, and uncertain data sets. This property helps a lot to robustly process unstable normals resulting from erroneous normal estimation for meshes with complex shapes.
We have found that determining appropriate bandwidth parameters h g and h n to generate feature sensitive mesh partitioning with Mean Shift is rather simple. Roughly speaking, one recommended value for h g is two to five times the average edge length of a mesh. At least, h g should be large enough to contain some neighbor vertices for exploiting mean shift filtering effects. In future, we plan to develop a procedure for adaptive selection of the bandwidth parameters. We also think that the number of charts can be MCGIM [23] (a.1) selected automatically according to some statistical criteria. See [1] for relevant ideas.
The mean shift clustering does not allow a user to prescribe the number of clusters explicitly. Thus, if we want to have the number of charts as a user-specified parameter, k-means least-squares partitioning seems preferred in comparison with Mean Shift. However k-means clustering will reduce the ability to segment small-sized surface features.
Another idea that intrigues us in this field is to use highorder surface descriptors (curvature, shape index, etc.) for mesh partitioning with a richer set of primitives (e.g., planar, cylindrical, conical, and spherical parts). 
