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TIME FRACTIONAL CABLE EQUATION AND
APPLICATIONS IN NEUROPHYSIOLOGY
SILVIA VITALI1, GASTONE CASTELLANI2,
AND FRANCESCO MAINARDI3
Abstract. We propose an extension of the cable equation by in-
troducing a Caputo time fractional derivative. The fundamental
solutions of the most common boundary problems are derived ana-
litically via Laplace Transform, and result be written in terms of
known special functions. This generalization could be useful to de-
scribe anomalous diffusion phenomena with leakage as signal con-
duction in spiny dendrites. The presented solutions are computed
in Matlab and plotted.
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Introduction
The one dimensional cable model is treated in neurophysiology to
model the electrical conduction of non-isopotential excitable cells, we
remind as example to the textbooks of Johnston and Wu (1994) [8],
Weiss (1996) [29] and Tuckwell (1988) [27], and for some mathematical
details to Magin (2006) [12]. In particular it describes the spatial and
the temporal dependence of transmembrane potential Vm(x, t) along
the axial x direction of a cylindrical nerve cell segment. The membrane
behaviour is summarized by an electrical circuit with an axial internal
resistance ri, and a transmembrane capacitance cm and a transmem-
brane resistance rm in parallel, connecting the inner part to the outside
[8]. External axial resistance could be eventually included. Transmem-
brane potential is generated by ionic concentration gradient across the
membrane, and is maintained non null at rest (no current) by a com-
bination of passive and active cell mechanisms. Equivalent models can
in fact be derived from the Nernst-Planck equation for electro-diffusive
motion of ions , see Qian and Sejnowski (1989)[22].
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Cell excitation can be caused by electro stimulation of the mem-
brane. The consequent variation in transmembrane potential is trans-
mitted along the cell segment. The resulting differential equation for
the transmembrane potential takes the form of a standard diffusion
equation with an extra term to account leakage of ions out of the mem-
brane, it results in a decay of the electric signal in space and in time:
(1) λ2
∂2Vm(x, t)
∂x2
− κ∂Vm(x, t)
∂t
− Vm(x, t) = 0 ,
λ =
√
rm/ri and κ = rmcm are the characteristic space and time scales
of the process, determined by the values of the membrane resistance and
capacitance per unit length of the system, see e.g. [12]. For simplicity
in the rest of this work, following [12], we will use the dimensionless
scaled variablesX = x/λ and T = t/κ, so that we consider the equation
(2)
∂2Vm(X, T )
∂X2
− ∂Vm(X, T )
∂T
− Vm(X, T ) = 0 .
Some interesting quantities to neurophysiology are connected to First
kind boundary condition (the Signalling Problem) and Second Kind
boundary condition problems. Signalling Problem is interesting to un-
derstand how the system evolves when excited at one end with a specific
potential profile, Second Kind boundary condition problem is interest-
ing because it can be related to the profile of a current injected across
the membrane.
In Signalling Problems the cable is considered of semi-infinite length
(0 ≤ X < ∞), initially quiescent for T < 0 and excited for T ≥ 0
at the accessible end (X = 0) with a given input in membrane po-
tential Vm(0, T ) = g(T ). The solution can be derived via the Laplace
Transform (LT) approach:
(3)
∂2Vm(X, T )
∂X2
= (s+ 1)Vm(X, T ) ,
and the LT of the solution results
(4) V˜m(X, s) = g(s)e
−
√
s+1X .
Relevant cases are impulsive input g(T ) = δ(T ) and unit step input
g(T ) = θ(T ) where δ(T ) and θ(T ) denote the Dirac and the Heaviside
functions, respectively. The solutions corresponding to these inputs
can be obtained by LT inversion [12] and read in our notation
(5) Gs(X, T ) = X√
4piT 3
e−(
X
2
4T
+T) ,
and
(6) Hs(X, T ) =
∫ T
0
Gs(X, T ′) dT ′ .
3We refer to Gs to as the fundamental solution or the Green function for
the Signalling Problem of the (linear) cable equation in Eq.(2), whereas
to Hs to as the step response. As known, the Green function is used in
the time convolution integral to represent the solution corresponding
to any given input g(T ) as follows
(7) Vm(X, T ) =
∫ T
0
g(T − T ′)Gs(X, T ′) dT ′ .
The spatial variance associated to this model is known to evolve linearly
in time.
If we consider an impulse or a step current injected at some point X
the problem is subjected to the following boundary conditions, specifi-
cally
(8) I = I0δ(T ) =
−1
riλ
∂Vm(X, T )
∂X
,
or
(9) I = I0θ(T ) =
−1
riλ
∂Vm(X, T )
∂X
.
We consider the adimensional current I = I0riλ and put it to unity
for convenience. Appling the impulse in X = 0 the LT reduces to
(10) V˜m(X, s) =
1√
s+ 1
e−
√
s+1X ,
the Green function and the step response function (when a step current
is applied in X = 0) reads, respectively,
(11) Gm(X, T ) = 1√
piT
e−(
X
2
4T
+T) ,
and
(12) Hm(X, T ) =
∫ T
0
1√
piT ′
e−(
X
2
4T′
+T′) dT′ ,
We emphasize that in this standard case the Green function Gm(X, T )
is equal to the Green function for the Cauchy problem Gc(X, T ), for an
infinite cable up to constant coefficients.
The motion of ions along the nerve cells is conditionated by this
model, that predicts a mean square displacement of diffusing ions that
scales linearly with time. By the way significative deviations from linear
behaviour have been measured by experiments, see e.g. Jacobs et al.
(1997) [7], Nimchinsky et al. (2002) [19], Santamaria et al. (2006) [23]
and Ionescu et al. (2017) [6]. A relevant medical and biological example
is the anomalous subdiffusion in neuronal dendritic spines, see Suetsugu
and Mehraein (1980) [25], Duan (2003) [2]. Particularly appropriate
systems are spiny Purkenje cell dendrites characterized by both spiny
and not spiny branches. Spiny branches are in fact characterized by
subdiffusive dynamics, while not spiny branches are not. The spatial
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variance of a diffusing inert tracer (concentration of) in spiny branches
evolves as a sub-linear power law of time, and the diffusion with smaller
values of the power exponent is associated to higher spine density [23],
as spines behave as a trap for the diffusing molecules.
Anomalous subdiffusion can be modelled in several ways introduc-
ing some fractional component into the classical cable model. The
fractional cable model developed in this section is defined by replacing
the first order time derivative in Eq.(2) with a fractional derivative of
order α ∈ (0, 1) of Caputo type see e.g. Gorenflo and Mainardi (1997)
[3] and Podlubny (1999) [21].
(13)
∂2Vm(X, T )
∂X2
− ∂
αVm(X, T )
∂T α
− Vm(X, T ) = 0 .
The solutions of the most relevant boundary problems (Signalling
Problem, Cauchy Problem, Second Kind Boundary Problem) are explic-
itly calculated in integral form containing Wright functions. Thanks
to the variability of the parameter α, the corresponding solutions are
expected to better describe the qualitative behaviour of the membrane
potential observed in experiments respect to the standard case α = 1.
From a mathematical point of view this model is a simple extension
to fractional behaviour of the Neuronal Cable Model and it turns to
be in some special cases (vanishing initial conditions) equivalent to the
equation developed by Henry et al. (2008) [5]:
(14)
∂Vm(X, T )
∂T
= RLD
1−α
0,T
∂2Vm(X, T )
∂X2
− RLD1−α0,T (Vm − ierm).
which can be derived from a modified Nernst-Planck equation, with dif-
fusion constant replaced by fractional derivatives of Riemann-Liouville
type. Other studies consider similar approaches, see e.g. Langlands
et al. (2009) [9], Langlands et al. (2011) [10], Liu et al. (2011) [11],
Moaddy et al. [16], often concentrating on the Initial Value Problem
(Cauchy Problem). The introduction of a Caputo time derivative to
model the voltage response in neurons has already been proposed by
Teka et al. (2014) [26] to model spiking adaptation for a homogeneous
membrane patch, where the space derivatives vanish, named fractional
leaky integrate-and-fire model:
(15)
∂αV (T )
∂T α
= −(V (T )− VL) + Iinj ,
where an external injected current Iinj is included.
Beside the apparent simplicity our approach allows to reproduce at
least qualitatively the main characteristics observed in experiments [19],
[7],[2],[25][23]. Fractional calculus is often used to catch in a parsimo-
nious mathematical description some underlying complex behaviour.
We remind that Caputo’s fractional derivative is a non-local operator
and for this reason, as pointed out in [26], it could be also introduced
5to explain behaviours like multiple timescale dynamics and memory ef-
fects, related to the complexity of the medium. Further generalizations
of this model as well the introduction of external injected current and
a more directly relation with ions motion, could be analysed in future,
to refine the biological relevance of the model.
Solution of the Signalling Problem via Laplace
Transform
The solution of the Signalling Problem has been derived via LT by
Vitali and Mainardi [28], however the inversion of the LT solution for
Eq. (13) requires special efforts because of the term Vm(X, T ).
When this term is not present, the resulting equation is the well
known time fractional diffusion equation:
(16)
∂2V ∗m(X, T )
∂X2
− ∂
αV ∗m(X, T )
∂T α
= 0 .
for which the solutions of the corresponding Cauchy and Signalling
Problems have been derived in the 1990’s by Mainardi in terms of two
auxiliary Wright functions (of the second type) [13, 14]. Specifically for
the Signalling Problem, the general solution there provided in integral
convolution form reads
(17)
V ∗m(X, T ) =
∫ T
0
g(T − T ′)G∗α,s(X, T ′) dT ′ ,
G∗α,s(X, T ) = 1TW−α/2,0
(−X/T α/2) ,
where G∗α,s(X, T ) denotes the Green function of the Signalling Problem
of the fractional time diffusion equation (Eq.(16)) and W−α/2,0(·) is a
particular case of the transcendental function known as Wright function
(18) Wλ,µ(z) :=
∞∑
n=0
zn
n! Γ[λn+ µ]
, λ > −1, µ ≥ 0 .
This function, entire in the complex plane, is discussed extensively in
the Appendix F of Mainardi’s book (2010) [15] where the interested
reader can find the following relevant LT pairs, rigorously derived by
Stankovic (1970) [24]:
(19) tµ−1W−ν,µ (−x/tν) ÷ s−µ exp (−xsν) , 0 ≤ ν < 1 , µ > 0 .
Here we have adopted an obvious notation to denote the juxtaposition
of a locally integrable function of time t with its LT in s with x a
positive parameter. It is worth to recall the distinction of the Wright
functions in first type (λ ≥ 0) and second type (−1 < λ ≤ 0) and,
among the latter ones, the relevance of the two auxiliary functions
introduced in [13]:
(20) Fν(z) =W−ν,0(−z) , Mν(z) = W−ν,1−ν(−z) , 0 < ν < 1 ,
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inter-related as Fν(z) = νzMν(z). Indeed the relevance of both the
Wright functions has been outlined by several authors in diffusion and
stochastic processes. Particular attention is due to the M-Wright func-
tion (also referred to as the Mainardi function in the book of Podlubny
(1999) [21]) that, since for ν = 1/2 reduces to exp (−z2/4)/√pi, is con-
sidered a suitable generalization of the Gaussian density, see Pagnini
(2013) [20] and references therein.
Then the Green function for the Signalling Problem of the time frac-
tional diffusion equation (Eq.(16)) can be written in the original form
provided by Mainardi (1996) [13] as
(21) G∗α,s(X, T ) =
1
T
Fα/2
(
X/T α/2
)
=
α
2
X
T α/2+1
Mα/2
(
X/T α/2
)
,
where the superscript ∗ is added to distinguish the time fractional dif-
fusion equation from our fractional cable equation, both depending on
the order α ∈ (0, 1).
Applying the LT to Eq.(13 with the boundary conditions required
by the Signalling Problem, that is Vm(X, 0
+) = 0, Vm(0, T ) = g(T ), we
have:
(22) (sα + 1)V˜m(X, s)− ∂
2V˜m(X, s)
∂X2
= 0,
which is a second order equation in the variable X with solution:
(23) V˜m(X, s) = g˜(s)e
−
√
(sα+1)·X .
Because of the shift constant in the square root of the LT in Eq.(23),
the inversion is no longer straightforward with the Wright functions as
it is in the time fractional diffusion equation (Eq.(16)). Consequently,
we have overcome this difficulty recurring to the application of the
Efros theorem, see e.g. the book by Graf (2004) [4] that generalizes
the well known convolution theorem for LTs. For sake of convenience
let us hereafter recall this theorem, usually not so well-known in the
literature. The Efros theorem states that if we can write a LT f˜(s) as:
(24) f˜(s) = φ(s) · F˜ (ψ(s)),
where the function F˜ (s) has a known inverse LT F (T ), the inverse LT
can be written in the form:
(25) f(T ) =
∫ ∞
0
F (τ)G(τ, T )dτ
where:
(26) G(τ ;T )÷ G˜(τ, s) = φ(s)e−τψ(s)
In Eq.(23), LT solution of our Signalling Problem, we thus have:
(27) φ(s) = g˜(s), ψ(s) = sα ,
7and
(28) F˜ (s)|X = e−X
√
s+1 .
Then, having G˜(τ, s) = g˜(s) e−τs
α
, thanks to the standard convolution
theorem of LTs, we obtain:
(29) G(τ, T ) =
∫ T
0
g(T − T ′)
T ′
W−α,0(−τ/T ′α)dT ′
where W−α,0 is the F-Wright function, and
(30) F (T )|X = X√
4piT 3
e−(
X
2
4T
+T )
is the solution in Eq.(5) of the standard cable equation (Eq.(2)).
Then, the general solution for the Signalling Problem can be written
in terms of known functions:
Vm(X, T ) =
∫ ∞
0
X√
4piτ 3
e−(
X
2
4τ
+τ)
[∫ T
0
g(T− T′)
T′
W−α,0(−τ/T′α)dT′
]
dτ
=
∫ T
0
g(T − T ′)
[∫ ∞
0
X√
4piτ 3
e−(
X
2
4τ
+τ) 1
T ′
Fα(
τ
T ′α
) dτ
]
dT ′ .(31)
Substituting g(T ) = δ(T ) in the general solution in Eq.(31) we obtain
the Green function for the fractional model (Eq.(13)), shown in Fig.(1):
Vm(X, T ) := Gα,s(X, T ) =
∫ ∞
0
Gs(X, τ) 1
T
Fα(
τ
T α
)dτ
=
∫ ∞
0
Gs(X, τ)G∗2α,s(τ, T )dτ(32)
When g(T ) = θ(T ) we obtain the step response of our fractional
cable equation :
Vm(X, T ) := Hα,s(X, T ) =
∫ ∞
0
Gs(X, τ)
[∫ T
0
G∗2α,s(τ, T ′)dT ′
]
dτ(33)
=
∫ ∞
0
Gs(X, τ)H∗2α,s(τ, T ) dτ ,(34)
where H∗2α,s(τ, T ) is the step response function for the time fractional
diffusion equation. After some manipulations including the change of
variable z = τ/T ′α and integrating by parts after using the recurrence
relation of Wright functions:
(35)
dWλ,µ(z)
dz
=Wλ,λ+µ(z)
and the relation between the auxiliary functions: Fν(z) = νz Mν(z) we
may rewrite the step-response solution as:
Vm(X, T ) := Hα,s(X, T ) =
∫ ∞
0
Hs(X, τ) · 1
T α
Mα(
τ
T α
)dτ(36)
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=
∫ ∞
0
Hs(X, τ)G∗2α,c(τ, T )dτ(37)
where Hα,s(X, T ) is the step response function for the standard cable
model and G∗2α,c(τ, T ) is the fundamental solution of the time fractional
diffusion equation for the Cauchy Problem. The same expression can
easier be derived by direct application of the Efros theorem and is
plotted in Fig.2.
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Figure 1. Green function for Signalling Problem is cal-
culated and plotted for X = 1 as function of time T
(left panel) and for T = 1 as function of X (right panel).
Several values of parameter α are compared:
0.25, 0.5, 0.75, 1..
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Figure 2. Step response function for Signalling Prob-
lem is calculated and plotted for X = 1 as function of
time T (left panel) and for T = 1 as function of X (right
panel). Several values of parameter α are compared:
0.25, 0.5, 0.75, 1..
The Green function for the Cauchy Problem
Consider an infinite cable with boundary conditions Vm(±∞, T ) = 0
and initial condition Vm(X, 0) = f(X). The general solution of the
9Cauchy problem is related to the Green function Gα,c(X, T ) through
the following relation:
(38) Vm(X, T ) =
∫ +∞
−∞
f(x− ξ)Gα,c(ξ, T )dξ .
Gα,c(X, T ) can be derived via Laplace Transform:
(39) (sα + 1)G˜α,c(X, s)− ∂
2G˜α,c
∂X2
= δ(X)sα−1 ,
boundary conditions imposes:
(40) G˜α,c(X, s) =
{
c1(s)e
−X
√
sα+1, if X > 0
c2(s)e
+X
√
sα+1, if X < 0
Imposing G˜α,c(0−, s) = G˜α,c(0+, s) leads to c1(s) = c2(s). Integrating
Eq.(13) over X from 0− to 0+ we have:
(41)
∂G˜α,c(0+, s)
∂X
− ∂G˜α,c(0
−, s)
∂X
= −sα−1
the coefficients result:
(42) c1(s) = c2(s) =
1
2s1−α
√
sα + 1
the resulting LT of the Green function reads:
(43) G˜α,c(X, s) = 1
2s1−α
√
sα + 1
e−X
√
sα+1
The inversion can be easily performed for X > 0, thanks again to the
Efros theorem, and extended by symmetry respect to the X-axes for
X < 0.
Let’s consider φ(s) = 1
s1−α
, ψ(s) = sα, following the theorem we may
set G(τ, s) = 1
s1−α
e−τs
α
and F (X, s) = 1
2
√
s+1
e−X
√
s+1, that have known
inverse LT:
(44) F (X, T ) =
1√
4piT
e
−
(
X
2
4T
+T
)
and
(45) G(τ, T ) =
1
T α
W−α,1−α(−τ/T α) = 1
T α
Mα(τ/T
α)
The inverse LT for the Green function is plotted in Fig.3 and reads:
Gα,c(X, T ) =
∫ ∞
0
1√
4piτ
e
−
(
X
2
4τ
+τ
)
1
T α
Mα(τ/T
α)dτ
=
∫ ∞
0
Gc(X, τ)G∗2α,c(τ, T )dτ
(46)
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Figure 3. Green function for Cauchy Problem is cal-
culated and plotted for X = 1 as function of time T
(left panel) and for T = 1 as function of X (right panel).
Several values of parameter α are compared:
0.25, 0.5, 0.75, 1..
Response to injected current
An interesting biological problem is to consider an injected current in
the system. Transmembrane potential is related to the transmembrane
current through the relation −I = ∂2Vm(X.T )
∂X2
, where the minus sign is
due to the direction of the current, in this case flowing inside the cell.
Let’s consider a singular point injected current in X = 0, it takes the
form I(X, T ) = I0δ(X)f(T ). Integrating from 0
− to 0+ we obtain the
relation
(47) − I0f(T ) = ∂Vm(X, T )
∂X
∣∣
X=0+
− ∂Vm(X, T )
∂X
∣∣
X=0−
We recall the LT for the semi-infinite cable for an initially undis-
turbed cable:
(48) V˜m(X, s) = V˜m(0, s)e
−X
√
sα+1 .
At the boundary condition we have:
(49) I0f˜(s) = −∂V˜m(X, s)
∂X
∣∣
X=0+
,
if we consider an impulse injection of current in X = 0 we have
I0δ(T ) = −∂Vm(X,T )∂X
∣∣
X=0+
. Applying this condition to the LT we obtain:
(50) V˜m(0
+, s) =
I0√
sα + 1
leading to the following Laplace Transformed solution:
(51) G˜α,m(X, s) = I0√
sα + 1
e−X
√
sα+1
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According to the previous derivations it is then straightforward that
the inverse LT takes the form:
Gα,m(X, T ) =
∫ ∞
0
I0√
piτ
e
−
(
X
2
4τ
+τ
)
1
T
W−α,0(−τ/T α)dτ
=
∫ ∞
0
Gm(X, τ)G∗2α,s(τ, T )dτ ,
(52)
represented in Fig.4.
For a generic boundary I0f˜(s) we obtain:
(53) V˜m(X, s) =
I0f(s)√
sα + 1
e−X
√
sα+1
The general solution becomes:
(54) Vm(X, T ) =
∫ T
0
f(T − T ′)Gα,m(X, T ′)dT ′
The solution is symmetric respect to X , the problem can be then
extended to the infinite cable introducing a factor 1/2: G∞α,m(X, T ) =
1
2
Gα,m(X, T )
The extension to the infinite cable case admits also the following
generalization, current injection in X0 6= 0 is equivalent to shift the
cable of the same value X0, then:
(55) V ∞X0,m(X, T ) =
∫ T
0
f(T − T ′)G∞α,m(X −X0, T ′)dT ′
When the injected current is a step function we obtain the following
LT solution:
(56) H˜α,m(X, s) = I0
s
√
sα + 1
e−X
√
sα+1 =
I0
s1−αsα
√
sα + 1
e−X
√
sα+1
considering φ(s) = 1
s1−α
, ψ(s) = sα we have G(τ, s) = 1
s1−α
e−τs
α
and
F (X, s) = 1
s
√
s+1
e−X
√
s+1, that have known inverse LT Eq.(55) can be
simplyfied to:
Hα,m(X, T ) =
∫ ∞
0
Hm(X, τ) 1
T α
Mα(τ/T
α)dτ
=
∫ ∞
0
Hm(X, τ)G∗2α,c(τ, T )dτ ,
(57)
which is shown in Fig.5.
Conclusions
The cable model, fractional or linear, is used to describe subthreshold
potentials, or passive potentials, associated to dendritic processes in
neurons. The travelling potential is summed up in the center of the
cell, called soma, and an action potential is produced when a threshold
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Figure 4. Green function for Second Kind Boundary
Problem is calculated and plotted for X = 1 as func-
tion of time T (left panel) and for T = 1 as function
of X (right panel). Several values of parameter α are
compared: 0.25, 0.5, 0.75, 1..
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Figure 5. Step response function for Second Kind
Boundary Problem is calculated and plotted for X = 1
as function of time T (left panel) and for T = 1 as func-
tion of X (right panel). Several values of parameter α
are compared: 0.25, 0.5, 0.75, 1..
is exceeded. Anomalous regimes of diffusion can then have a deep
impact on the communication strength.
Diffusion results more anomalous, i.e. the fractional exponent α de-
creases, with increasing spine density [23]. Decreasing spine density is
characteristic of aging [7],[2], pathologies as neurological disorders [19]
and Down’s sindrome [25], then subdiffusive regimes are in some sense
associated to a healthy condition. It has been suggested that increas-
ing spine density should serve to compensate time delay of postsynaptic
potentials along dendrites and to reduce their long time temporal at-
tenuation [5].
Looking at our plotted solutions for the fractional cable equation
when an impulsive potential is applied at the accessible end it can be
noted from Fig.1 that peak high decreases more rapidly with decreasing
α at early times, viceversa is less suppressed at longer times, and the
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cross over time increases with decreasing α. Looking at the potential
versus time it can also be noted that potential functions associated to
lower α last for longer time at appreciable intensity and arrive faster at
early times with respect to the normal diffusion case (α = 1). By the
way, when a constant potential is applied at the accessible end we note
from Fig.2 that the exponential suppression of the potential along the
dendrite is reduced for high X values with respect to normal diffusion.
Instead for small X the potential results just slightly more suppressed
in the sub-diffusion process. These behaviours can be noticed also for
the other cases in Fig.3 and Fig.4 - 5.
From a mathematical point of view the Efros theorem extends the
concept of convolution as an integral form that is consistent with a
subordination-type integral. However such integral form does not nec-
essary connote a subordinated process, as it has been shown in litera-
ture for the generalized grey Brownian motion (ggBm) by Mura and
Pagnini (2008) [18] and in a more extended way by Molina-Garcia et
al. (2016) [17], but could also be interpreted as a consequence of the
random nature of the media in which particles are diffusing. This
model can be also read as a generalization of time fractional diffusion
processes where mass is not conserved due to leakage. This approach
naturally recover the solution for the time fractional case in the limit
in which the leakage is put to zero in the integral forms.
In conclusion the presented fractional cable model satisfies the main
biological features of the dendritic cell Signalling Problem. With re-
spect to models solved as Cauchy problem, our approach could include
specific time dependent boundary conditions, which will allow to re-
construct with accuracy the expected signal at the soma if the model
will result capable to predict real data behaviour. Furthermore the
solutions can be computed directly, i.e. calculating the integral asso-
ciated, as well as by Laplace Transform inversion, see e.g. Abate and
Ward (2006) [1] without any remarkable issue. Further generalizations
of the model as the inclusion of external currents in the equation and
comparison with data will be investigated in future works.
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