Abawajy,J, Kelarev,A and Chowdhury,M 2014, Automatic generation of meta classifiers with large levels for distributed computing and networking, Journal of Networks, vol. 9, no. 9, pp. 2259Networks, vol. 9, no. 9, pp. -2268 Abstract-This paper is devoted to a case study of a new construction of classifiers. These classifiers are called automatically generated multi-level meta classifiers, AGMLMC. The construction combines diverse meta classifiers in a new way to create a unified system. This original construction can be generated automatically producing classifiers with large levels. Different meta classifiers are incorporated as low-level integral parts of another meta classifier at the top level. It is intended for the distributed computing and networking. The AGMLMC classifiers are unified classifiers with many parts that can operate in parallel. This make it easy to adopt them in distributed applications. This paper introduces new construction of classifiers and undertakes an experimental study of their performance. We look at a case study of their effectiveness in the special case of the detection and filtering of phishing emails. This is a possible important application area for such large and distributed classification systems. Our experiments investigate the effectiveness of combining diverse meta classifiers into one AGMLMC classifier in the case study of detection and filtering of phishing emails. The results show that new classifiers with large levels achieved better performance compared to the base classifiers and simple meta classifiers classifiers. This demonstrates that the new technique can be applied to increase the performance if diverse meta classifiers are included in the system.
I. INTRODUCTION
The development of information technology has lead to rapid growth in collections of data distributed over different locations. This has further advanced the role of investigation of the distributed computing systems capable of enhancing the computational power available for processing big data. Various application domains have benefitted from research devoted to the corresponding applications of techniques of distributed computing and networking, cf. [1] - [8] . The coordination and management of distributed systems rely on robust and secure communications and networking. Accordingly, security is critically important for distributed computing and networking, [9] - [13] .
We introduce and investigate new automatically generated multi-level meta classifiers, AGMLMC classifiers, illustrated in Figure 1 . A complete explanation of this new construction is given in Section II. It combines diverse ensemble methods in a unified system by incorporating different meta classifiers at a lower level as parts of another ensemble at the top level. These classifiers can be generated automatically with large levels including diverse meta classifiers. They are intended for the distributed computing and networking, because they have many parts that can operate in parallel and combine their outcomes over the network.
We obtain new experimental results evaluating performance of AGMLMC classifiers in the particular case study of detection and filtering of phishing emails. Our experiments evaluate the effectiveness of AGMLMC classifiers where meta classifiers are included in two large levels. These AGMLMC classifiers combine diverse meta classifiers into one unified system, where one meta classifier at the top level incorporates and executes other meta classifiers from the lower level as its own parts. The top-level meta classifier generates middle level meta classifiers automatically, which makes it easy to create and evaluate such systems.
The new construction of AGMLMC classifiers investigated in this paper is illustrated in Figure 1 for the particular example of the best meta classifier evaluated in experiments of this article, see Section II for more details.
Security is very important for the distributed computing and networking. A specialized topic of this general field deals with phishing attacks. This direction has been one of the most rapidly changing application areas and has been actively studied recently, as described by the AntiPhishing Working Group [14] and OECD Task Force on Spam [15] . We refer to [16] - [25] for background information on phishing and further references.
The main focus of this article is on the evaluation of performance of the AGMLMC classifiers with large levels for the distributed computing and networking in a case study of the detection and filtering of phishing emails. The automatic generation of multi-level combinations of diverse meta classifiers in large levels has not been considered in the literature before, probably because personal computers have only recently become powerful enough to train them for large data set, where it is worthwhile to apply them.
On the other hand, as an inspiration for our work we used previous experience and insights achieved by other Fig. 1 . The best option of automatically generated construction of a meta classifier with large levels for the distributed computing and networking evaluated in a case study of this article. different multi-tier procedures, for example, in [9] , [10] , [19] , [20] , [26] - [28] .
Our new results using the automatic generation of AGMLMC classifiers with large levels show that they can produce significant improvements in comparison with the outcomes of the base classifiers or standard meta classifiers.
Therefore our experiments demonstrate that the new method of automatic generation of AGMLMC classifiers with large levels can be applied to increase the effectiveness of classifications in those cases where the required memory for training them is not a critical issue.
The paper is organised as follows. Section II describes the automatic generation of meta classifiers with large levels in more detail. Section IV is devoted to feature extraction and preprocessing of data. Sections V and VI deal with the base classifiers and meta classifiers, respectively. Section VII discusses the experiments comparing the effectiveness of base classifiers, known standard meta classifiers and AGMLMC classifiers. Conclusions are presented in Section VIII.
II. OVERVIEW OF THE AUTOMATIC GENERATION OF META CLASSIFIERS WITH LARGE LEVELS
Standard meta classifiers are very well known in the literature, see Section VI. Each meta classifier combines a collection of base classifiers into a common classification system. Many meta classifiers, like for example Bagging, apply their own algorithm to generate the whole collection of base classifiers when they are given just one general instance of a base classifier.
Here we investigate new AGMLMC classifiers illustrated in Figure 1 , for the very best classifier in the case study of this article. The direction of arrows in the diagram indicates the flow of data. All base classifiers in the diagram pass their output on to Level 1 meta classifiers. The Level 1 meta classifiers combine the output of base classifiers. Their output in turn is analysed by the Level 2 meta classifier that makes the final decision for the whole construction of a meta classification system with large levels.
The whole system may involve thousands of base classifiers, but it is easy to set it up, since in most cases the Level 1 classifiers generate the whole collection of their base classifiers automatically given just one instance of a base classifier. Likewise, all Level 1 meta classifiers are generated by the Level 2 meta classifier automatically given only one instance of a Level 1 meta classifier. It means that a Level 2 meta classifier incorporates the Level 1 meta classifiers and executes then in exactly the same way as it handles base classifiers. In turn, each Level 1 meta classifier applies its method to combine its base classifiers as usual.
It is natural to expect that an AGMLMC classifier will achieve better performance than the standard classifiers incorporated in its constructions, since it will be able to combine the strengths of these methods. This should result in significant improvement when the AGMLMC classifier is built using meta classifiers that complement each other.
Our work has shown that AGMLMC classifiers with large levels are easy to set up and train. As discussed in Section VII below, our experiments demonstrate that such meta classifiers with large levels are effective if diverse meta classifiers are combined at different levels of the construction. Therefore, they can be applied to improve performance in situations where the required memory for training them is not an issue. It is natural to expect that the scope of applications for AGMLMC classifiers will grow in the future.
III. PREVIOUS WORK
The readers are referred to [29] for a comprehensive overview of earlier publications devoted to the prevention of phishing attacks. This section contains a brief presentation of additional complementary recent articles on this topic. The sophistication of phishing attacks has continued to increase. This reduced the effectiveness of methods considered previously and motivated further research into more advanced approaches (cf. [29] ).
Recently, several authors have studied the psychological mechanisms and human factors exploited in phishing. A statistical survey presented in [30] incorporates negative consequences of phishing retail scams including ramifications such as embarrassment and reduced trust further aggravating financial loss. It is demonstrated that phishing threats have implications for risk communication by ergonomics professionals. Phishing victimization is considered in [31] . It is shown in [32] and [33] how various insecure behaviours can be remedied by targeted user training. Furthermore, the paper [34] establishes that the anti-phishing training must take into account individual differences affecting phishing susceptibility. An assessment of the severity of phishing attacks was proposed in [35] . The paper uses financial data to predict the severity of consequences of phishing attacks.
The results of these articles provide new evidence emphasizing the importance of research developing antiphishing techniques. Several novel approaches towards this goal have been investigated recently. In particular, [18] and [36] present the results of a systematic investigation of a hybrid feature selection approach. It uses a combination of content-based and behaviour-based features. The main objective of the paper is to identify behaviourbased features that cannot be disguised by an attacker. The proposed approach mines the attacker behaviour utilizing several email header fields, which are usually ignored. For example, it is observed that a domain server that handles more than one type of domain email can be an indicator of a malign email. Likewise, an email that tends to come repeatedly from more than one domain is also likely to indicate phishing activity.
Unsupervised authorship analysis of phishing webpages is undertaken in [37] . The authors use salient features from webpages to determine properties concerning the authors of the webpages. An unsupervised classifier is then built to group webpages so that all webpages produced by one author are in one and the same group.
Automatic discovery of an impersonated entity is considered in [38] . It concentrates on discovering the entity or organization that the attackers impersonate during phishing attacks. The aim is to help the legitimate organizations to take down the offending phishing site impersonating them. The article uses both phishing emails and webpages. The proposed methodology combined natural language processing with machine learning. It combined the use of Conditional Random Field and Latent Dirichlet Allocation.
A robust technique counteracting phishing was proposed in [39] . It handles new inputs not considered previously in a single protection platform. A neuro-fuzzy scheme with five inputs is utilized to detect phishing sites with high accuracy in real-time.
A semi-supervised learning method for the detection of phishing is proposed in [40] . It introduces a transductive support vector machine, which is trained in a semi-supervised fashion and can achieve better results in comparison with the standard support vector machines. This article also uses several novel features of a web image including the gray histogram, colour histogram, and spatial relationship between subgraphs.
The general hierarchical multi-tier approach to the design of classifiers is very well known and has produced many valuable results. Our article investigates a new large and automated multi-level construction of meta classifiers, which has not been considered previously. The paper belongs to the whole general area and is inspired by the previous work of other authors. Several efficient multi-tier classifiers and more general multi-classifier systems have been explored, for example, in the previous publications [19] , [20] , [26] , [27] , [35] , [41] .
A two-stage soft computing approach was proposed in [35] . It employs an imputation method combining the kmeans algorithm with a multilayer perceptron.
Another multi-tier classification model for phishing email filtering has been proposed previously in [29] . It is different from the method considered in the present article and includes only a small number of base classifiers into the scheme. The feature extraction employs an innovative method It weighs the message content and headers and selects features according to a ranking of weights. The paper also examines rescheduling of the base classifiers and determines their optimum schedule.
A behaviour based trustworthiness testing was proposed in [42] . It explores whether the response behaviour of a website matches known patterns of typical phishing or legitimate website behaviours. The authors propose various heuristics and their combinations to decide whether websites are phishing or legitimate based on their behaviours. To model site behaviour, the paper uses the concept of a Finite State Machine that captures forms submitted to the site the received responses.
Natural language processing is combined with machine learning techniques in [43] to devise a robust server side methodology for the detection of phishing attacks. The methodology is called phishGILLNET. It can also be regarded as a multi-layered approach. The first layer utilizes Probabilistic Latent Semantic Analysis with term document frequency matrix as input. The second layer employs AdaBoost to build a robust classifier. The third layer expands the second layer further by building a final classifier.
The present article also uses TF-IDF frequencies as explained in Section IV. Here we include AdaBoost in our study, but consider a different and much larger multi-level construction more suitable for distributed applications.
IV. PREPROCESSING OF DATA AND FEATURE EXTRACTION
We used the same set of features extracted from the data set of 3276 phishing emails considered by the authors in [17] , since it has size appropriate for this investigation. (Analogous data sets are available online from [44] and [45] .) It does not make sense to apply AGMLMC classifiers to smaller data sets. On the other hand, personal computers routinely used in research have only recently become powerful enough to train large AGMLMC classifiers where their applications can be worthwhile. We used a collection of simple features extracted during work on the paper [17] . For this study, half of the data were replaced by ham emails available from [44] . The present paper concentrates on the investigation the automatic generation of multi-level construction of classifiers. This is why we did not attempt to introduce new advanced sets of features, even though feature extraction is a very important direction of research. Here we used the same set of features as in [17] . These features included he term frequency-inverse document frequency word weights, or TF-IDF weights, and several features reflecting the structure of the emails and embedded hyperlinks.
TF-IDF weights were used to select words in emails as features. These weights are well known in feature extraction for text categorization [46] . They are defined using the following concepts and notation. Suppose that we are extracting features from a data set E, which consists of |E| messages. For a word w and a message m, let N(w, m) be the number of times w occurs in m. Suppose that a collection T = {t 1 , . . . , t k } of terms t 1 , . . . , t k is being looked at. The term frequency of a word w ∈ T in a message m is denoted by TF(w, m) and is defined as the number of times w occurs in m, normalized over the number of occurrences of all terms in m:
The document frequency of the word w is denoted by DF(w) and is defined as the number of messages in the given data set where the word w occurs at least once. The inverse document frequency is used to measure the significance of each term. It is denoted by IDF(w) and is defined by the following formula
The term frequency-inverse document frequency of a word w in message m, or TF-IDF weight of w in m is defined by
We collected a set of words with highest TF-IDF scores in all messages of the data set. For each message, the TF-IDF scores of these words in the message were determined. These weights and additional features were assembled in a vector. The matrix used in computing the TF-IDF scores is sparse. In order to determine the TF-IDF scores we used Gensim, a Python and NumPy package for vector space modelling of text documents. It relies on the capabilities of handling sparse matrices incorporated in NumPy and SciPy and performed well in our experiments.
The following features reflecting the structure of the emails and hyperlinks embedded in the text were also used:
• number of html tags in the message;
• number of links in the message;
• number of mismatched links, where the visible link is different from the hyperlink reference; • number of scripts included in the message;
• number of tables in the message;
• number of embedded images;
• number of attachments to the message. Since this paper concentrates on the contribution of the AGMLMC classifiers, for the purposes of this work, we applied the bag-of-words model and extracted only a simple collection of the features reflecting the content of the emails. As in [16] , we used term frequency-inverse document frequency word weights, or TF-IDF weights, to select words as features. Features were extracted using a flexible preprocessing and feature extraction system implemented in Python by the second author.
These weights are well known in feature extraction for text categorization [46] , see also [47] . They are defined using the following concepts and notation. Suppose that we are extracting features from a data set E, which consists of |E| emails. For a word w and an email m, let N(w, m) be the number of times w occurs in m. Suppose that a collection T = {t 1 , . . . , t k } of terms t 1 , . . . , t k is being looked at. The term frequency of a word w ∈ T in an email m is denoted by TF(w, m) and is defined as the number of times w occurs in m, normalized over the number of occurrences of all terms in m:
The document frequency of the word w is denoted by DF(w) and is defined as the number of emails in the given dataset where the word w occurs at least once. The inverse document frequency is used to measure the significance of each term. It is denoted by IDF(w) and is defined by the following formula
The term frequency-inverse document frequency of a word w in email m, or TF-IDF weight of w in m is defined by
We collected a set of words with highest TF-IDF scores in all emails of the data set. For each email, the TF-IDF scores of these words in the email were determined. These weights and additional features were assembled in a vector. In order to determine the TF-IDF scores we used Gensim, a Python and NumPy package for vector space modelling of text documents. These features were collected in a vector space model representing the data set. Further reduction of the set of features was accomplished using one of the following options: the Goodman-Kruskal Correlation Coefficient, Information Gain, Kendall Rank Correlation Coefficient, Pearson Linear Correlation Coefficient, and Spearman Rank Correlation Coefficient.
By the Information Gain, IG, here we mean the expected value of the information gain, that is the mutual information I(X, Y ) of X and Y . It is equal to the reduction in the entropy of X achieved by clarifying the value of the variable Y , see [47] . Initially, we explored and compared the following four correlation coefficients.
The Pearson Linear Correlation Coefficient, PLCC, is also called the Pearson's Product-Moment Correlation Coefficient, [47] . It is often helpful in various situations and has low complexity. The PLCC is calculated to assess the correlation between the features and their class labels. It is defined by the following formula [48] :
where σ(I) is the standard deviation of the labels of instances and the covariance cov(f r , I) between f r and I is defined by
where I i is the label of the instance d i and I is the mean of labels of instances. The standard deviation σ(f r ) can be calculated as
and f r is the mean of the feature f r ,
Second, we used the Spearman Rank Correlation Coefficient, SRCC, also known as Spearman's Rho [47] , [49] , [50] . It assesses how well the relationship can be described using a monotonic function, which does not have to be linear. The SRCC is a measure of association based on the ranks of the data values. It is given by the formula
where R i is the rank of the i-th x-value, S i is the rank of the i-th y-value, R is the mean of the ranks of xvalues, and S is the mean of the ranks of y-values. [47] , [49] , [50] . Our experiments have shown again that it produces outcomes very similar to the SRCC, and so we did not include separate outcomes for this coefficient into the tables.
The Goodman-Kruskal Correlation Coefficient, GKCC, is also called the Goodman-Kruskal's Gamma, [47] , [49] , [50] . It is defined as the difference between the number of concordant pairs C and the number of discordant pairs D of the two rankings, as a proportion of all pairs, ignoring ties:
GKCC tests for a weak monotonicity between the two rankings. The value of GKCC ranges between +1 to -1, and it is equal to 0 for independent variables. We ranked all the preliminary variables according to the values of their rank correlation coefficients. The higher the ranking of the feature, the more relevant it is to the classification result. The least important features can then be removed.
All of these correlation coefficients can be used to delete less relevant features with almost zero correlation to the classes of phishing emails and benign emails, respectively. V. BASE CLASSIFIERS Initially, we ran preliminary tests for many base classifiers available in Weka [51] and included the following classifiers for a series of complete tests with outcomes presented in Section VII. These robust classifiers were chosen since they represent most essential types of classifiers available in Weka [51] and performed well for our data set in our initial preliminary testing:
• J48 generates a pruned or unpruned C4.5 decision tree [52] .
LibLINEAR is an open source library for large scale linear classification [53] . Experiments demonstrate that it is fast and is very efficient on large sparse data sets.
• LibSVM is a library for Support Vector Machines originally implemented as described in [54] , see also [55] . New official implementation document is [56] .
• PART classifier generating decision list based on partial C4.5 decision trees and separate-and-conquer, [57] .
• NNge is based on a Nearest Neighbour approach. It uses non-nested exemplars, which are hyperrectangles that can be viewed as if-then rules, as explained in [58] - [60] , see also [51] .
• SMO uses Sequential Minimal Optimization for training a support vector classifier, [61] - [63] .
VI. STANDARD META CLASSIFIERS We investigated the performance of the following standard meta classifiers available in Weka [51] : Bagging, Boosting, Dagging, Decorate, Grading, MultiBoost and Stacking.
• AdaBoost uses several classifiers in succession. Each classifier is trained on the instances that have turned out more difficult for the preceding classifier. To this end all instances are assigned weights, and if an instance turns out difficult to classify, then its weight increases. We used the highly successful AdaBoost classifier described in [64] .
• Bagging (bootstrap aggregating), generates a collection of new sets by resampling the given training set at random and with replacement. These sets are called bootstrap samples. New classifiers are then trained, one for each of these new training sets. They are amalgamated via a majority vote, see [65] .
• Dagging is useful in situations where the base classifiers are slow. It divides the training set into a collection of disjoint (and therefore smaller) stratified samples, trains copies of the same base classifier and averages their outputs using vote, [66] .
• Decorate constructs special artificial training examples to build diverse ensembles of classifiers. A comprehensive collection of tests have established that Decorate consistently creates ensembles more accurate than the base classifier and Bagging, which are also more accurate than Boosting on small training sets, and are comparable to Boosting on larger training sets, [67] .
• Grading trains base classifiers and grades their output as correct or wrong; these graded outcomes are then combined, [68] .
• MultiBoost extends the approach of AdaBoost with the wagging approach, as explained in [69] . Wagging is a variant of bagging where the weights of training instances generated during boosting are utilized in selection of the bootstrap samples, see [70] . Experiments on a large and diverse collection of UCI data sets have demonstrated that MultiBoost achieves higher accuracy significantly more often than wagging or AdaBoost, [69] .
• Stacking can be regarded as a generalization of voting, where meta-learner aggregates the outputs of several base classifiers, [71] .
VII. EXPERIMENTS AND DISCUSSION The flow chart of all options tested in our experiments is displayed in Figure 2 . It shows that we compared base classifiers, meta classifiers and AGMLMC classifiers for the sets of features selected using TF-IDF scores, the the Goodman-Kruskal Correlation Coefficient, Information Gain, Kendall Rank Correlation Coefficient, Pearson Linear Correlation Coefficient, and Spearman Rank Correlation Coefficient. To prevent overfitting during the evaluation of the effectiveness of classifiers, all our experiments used the standard 10-fold cross validation procedure to divide data into training and testing sets. This means creating ten folds and running ten tests, where each fold is used as a testing sets, while the remaining nine folds comprise training data. This process is automated in Weka [51] .
There are various measures of performance of classifiers regularly used in the literature. Following [19] , we used Area Under Curve, also known as the Receiver Operating Characteristic or ROC area, since it is a robust measure. The Area Under Curve, AUC, for a given class, is an area under the ROC graph that plots true positive rates for this class against false positive rates for a series of cut-off values. Equivalently, the ROC graph can be defined as a curve graphically displaying the tradeoff between sensitivity and specificity for each cut-off value. Our diagrams with experimental results contain weighted average values of AUC for the two classes of emails: phishing emails and legitimate ones. The values of AUC belong to the range between 0.5 and 1, where 1 corresponds to perfect results, 0.5 is the worst possible value, and larger values of AUC correspond to better predictability of the classes. Thus, we used AUC to evaluate the effectiveness of classifiers in all experiments.
First, we compared the performance of numerous base classifiers for the case study of this article. The performance of SMO, LibSVM and LibLINEAR depends on the SVM type, the kernel and several numerical parameters. We have considered all types of SVMs and kernels in SMO, LibSVM and LibLINEAR that could handle the format of our data without additional preprocessing. The AUC of outcomes obtained using their respective kernels are presented in Table I . For each of these cases, one we used the optimization procedure explained in [55] . Only the best options for the choice of kernels of SMO, LibSVM and LibLINEAR found in Table I have been  included in the combined Table II . The results obtained for base classifiers are presented in the combined Table II and Figure 4 .
Second, we compared several standard meta classifiers in their ability to improve the results. Preliminary tests demonstrated that meta classifiers based on SMO were also more effective than the meta classifiers based on other classifiers. We compared AdaBoost, Bagging, Dagging, Decorate, Grading, MultiBoost and Stacking based on SMO classifier. The outcomes of the resulting meta classifiers are presented in Table III with different base classifiers. We used one and the same base classifier, SMO, in all tests included in this diagram. Finally, we compared the results obtained by all combinations of AdaBoost, Bagging and MultiBoost, since these meta classifiers produced better outcomes. Each AGMLMC classifier incorporates Level 1 meta classifiers and executes them in exactly the same way as it handles base classifier. In turn, each Level 1 meta classifier applies its method to combine its base classifiers as usual. We have not included repetitions of the same standard meta classifier at both levels, since tests have shown that they do not produce further improvement. The outcomes of the AGMLMC classifiers are collected in Table IV and Figure 6 .
Table V and Figure 7 illustrate the combined total memory used to train the AGMLMC classifiers and to apply the resulting model to test data in our experiment. These data show that training requires much more memory. Therefore, for some tasks it may make sense to train an ACMLMC classifier on a single computer with large available memory and then deploy the resulting model in 
VIII. CONCLUSION
The advantages of using the AGMLMC classifiers include its ability to be generated by the top-level meta classifier, and to combine the strengths of diverse meta classifiers employed in one system. The outcomes of our experiments show, in particular, that the SMO classifier performed best in this setting for the distributed computing and networking in the case study of this article, and that the AGMLMC classifiers can be used to achieve further improvement of the classification outcomes in cases where the required memory for training them is not a critical issue. The automatic generation of meta classifiers based on SMO achieved better performance compared with the base classifiers or standard meta classifiers. Our experimental results demonstrate that the AGMLMC classifiers can be used to improve classifications, if diverse meta classifiers are combined at different levels. In the case study of this article the best outcomes were obtained by the AGMLMC classifier with AdaBoost in the top level and Bagging in the middle level.
AdaBoost and Bagging use two different ensemble approaches that complement each other, as explained in Section VI. AGMLMC classifier combining AdaBoost and Bagging has turns out capable of applying the advantages of both of these approaches simultaneously.
Our work has shown that modern personal computers have already become large enough to run the AGMLMC classifiers and it is now possible to set up and train them. The authors anticipate that the scope of applications for such automatically generated classifiers with large levels will grow in the future. It is an interesting and challenging question for future research to investigate the automatically generated multi-level construction of classifiers for other large datasets.
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