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As árvores de cortes representam, de forma compacta, a aresta conectividade entre todos
os pares de vértices de um grafo com pesos nas arestas. Existem muitas aplicações de
árvores de cortes como, por exemplo, em projetos de redes confiáveis, partição de grafos,
análise de redes, segmentação de imagens entre outras. Dois algoritmos clássicos para
construção de árvores de cortes são conhecidos: o algoritmo de Gomory-Hu e o algoritmo
de Gusfield. Neste trabalho são apresentadas versões paralelas de um dos algoritmos
clássicos para a construção de árvores de cortes, o algoritmo de Gomory-Hu. Este al-
goritmo faz múltiplas chamadas a um procedimento que encontra um corte de arestas
de capacidade mı́nima entre dois vértices. Para encontrar os cortes mı́nimos, o algo-
ritmo faz contrações de vértices do grafo de entrada. O procedimento para construção
do grafo contráıdo é custoso e implementá-lo de forma eficiente não é trivial. Portanto é
importante investigar pontos que podem ser otimizados nesse procedimento. A principal
contribuição deste trabalho é a especificação de uma estratégia paralela baseada no mo-
delo mestre-escravo que permite que processos aproveitem instâncias de grafos contráıdos
de passos anteriores. A otimização tem o objetivo de viabilizar uma forma eficiente de
realizar as operações de contração nos processos escravos, já que estes sempre calculam o
grafo contráıdo sobre o mesmo grafo. De forma geral, a implementação dessa otimização
requer que o processo mestre tenha controle sobre as tarefas que foram enviadas para
cada escravo, armazenando-as para que sejam utilizadas quando as respostas chegarem.
Os processos escravos, por sua vez, precisam tomar decisões sobre quando aproveitar ou
não, uma instância de grafo contráıdo. É também apresentada a aplicação da otimização
proposta para um algoritmo h́ıbrido que combina caracteŕısticas do algoritmo de Gomory-
Hu e do algoritmo de Gusfield, também baseado em contrações otimizadas. Para avaliar a
eficiência desta versão foram realizados experimentos em um cluster de alto desempenho.
Foram realizados testes de speedup e comparativos entre as versões paralelas existentes.
Foram realizados também, experimentos com uma implementação do algoritmo paralelo
de Gomory-Hu utilizando o conjunto de bibliotecas Boost para avaliar o desempenho de
diferentes algoritmos de fluxo máximo (utilizados para calcular os s-t cortes mı́nimos).
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ABSTRACT
Cut trees represent the edge-connectivity between all pairs of nodes of an undirected
weighted graph. There are many cut tree applications, such as the design of reliable
networks, graph partitioning, network analysis, image segmentation, among others. Two
classical algorithms that solve the problem of finding a cut tree of an undirected weighted
graph are known: the Gomory-Hu algorithm and the Gusfield algorithm. This work
presents parallel versions of the Gomory-Hu algorithm. This algorithm makes multiple
calls to a procedure which finds a cut with minimum capacity between a pair of vertices.
At each step the algorithm apply contractions on the input graph. The contraction
procedure is costly and its implementation is not trivial. Therefore it is important to
investigate ways to optimize that procedure. Previous implementations of the algorithm
build the contracted graph from the input graph. The main contribution of this work is
the specification of a parallel strategy that allows processes to take advantage of instances
of contracted graphs from previous steps. The optimization requires the master process
to have control over the tasks that were sent to each slave, storing them so they are
used when the answers arrive. The slave processes, in turn, must make decisions about
when to use or not a contracted graph instance. It is also shown the application of the
proposed optimization in a hybrid algorithm that combines features from Gomory-Hu
and Gusfield algorithms. To evaluate the efficiency of the algorithms, experiments were
performed on a high performance computer cluster. Speedups and comparison tests were
performed against previous parallel implementations. Experiments were also carried out
with an implementation of a parallel version of Gomory-Hu algorithm using Boost library





As árvores de cortes são estruturas combinatórias que representam, de forma compacta,
a aresta conectividade entre todos os pares de vértices de um grafo [25]. A aresta co-
nectividade entre um par de vértices s e t é a capacidade de um s-t corte mı́nimo. As
árvores de cortes são utilizadas na solução de importantes problemas combinatórios in-
cluindo roteamento [13], particionamento e agrupamento em grafos [15] além da análise
de redes complexas, incluindo redes formadas por dados biológicos [28], redes sociais [22],
entre outras.
Existem dois algoritmos sequenciais clássicos para encontrar a árvore de cortes de um
grafo com capacidades nas arestas: o algoritmo de Gomory e Hu [19] e o algoritmo de
Gusfiled [21]. Ambos os algoritmos são similares, já que fazem chamadas a um procedi-
mento que calcula subproblemas de cortes mı́nimos entre pares de vértices n − 1 vezes
para um grafo com n vértices. A principal diferença entre os dois algoritmos é o fato de
que o algoritmo de Gusfield calcula os n− 1 cortes mı́nimos sobre o grafo de entrada e o
algoritmo de Gomory-Hu realiza contrações e calcula os cortes mı́nimos sobre instâncias
de grafos contráıdos. O algoritmo de Gomory-Hu também exige a manipulação de estru-
turas de dados não triviais para controlar a construção da árvore de cortes e dos grafos
contráıdos.
Versões paralelas para os algoritmos de Gusfield e Gomory-Hu foram apresentadas, res-
pectivamente, em [11] e [10]. Além disso, em [9] foi apresentado um algoritmo denominado
h́ıbrido que combina caracteŕısticas de ambos os algoritmos de Gusfield e Gomory-Hu. De
maneira geral, essas versões paralelas dos algoritmos para construção de árvores de cortes
utilizam a arquitetura mestre-escravo para paralelizar os cálculos dos s-t cortes mı́nimos.
O processo mestre distribui tarefas com pares de vértices s e t para os processos escravos.
Estes, por sua vez, resolvem subproblemas de s-t cortes mı́nimos e enviam a resposta
ao processo mestre. O processo mestre, ao receber as respostas dos processos escravos,
atualiza a árvore e envia novas tarefas. O algoritmo termina com a árvore de cortes cons-
trúıda quando não existirem mais vértices a serem separados pelo procedimento de s-t
corte mı́nimo. Experimentos anteriores com versões paralelas do algoritmo de Gomory-Hu
mostraram que as construções do grafos contráıdos demandam muito tempo, chegando a
consumir, em muitos casos, a metade do tempo de execução [9]. Implementar de maneira
eficiente este procedimento no algoritmo paralelo de Gomory-Hu não é trivial, uma vez
que os escravos não têm acesso a estruturas de dados compartilhadas.
Este trabalho propõe uma estratégia eficiente para realizar as contrações na versão
paralela do algoritmo de Gomory-Hu bem como no algoritmo h́ıbrido, uma vez que foi
constatado, através de experimentos preliminares, que elas consomem quase metade do
tempo de execução do algoritmo. A ideia principal é fazer com que os processos escravos
aproveitem instâncias de grafos contráıdos de passos anteriores sem a necessidade de
refazer todas as contrações no grafo de entrada na execução de cada tarefa. De forma
geral, a implementação dessa otimização requer que o processo mestre tenha controle
sobre as tarefas que foram enviadas para cada escravo, armazenando-as para que sejam
utilizadas quando as respostas chegarem. Os processos escravos, por sua vez, precisam
tomar decisões sobre quando aproveitar, ou não, uma instância de grafo contráıdo.
Para avaliar a eficiência desta versão foram realizados experimentos em um cluster
de alto desempenho. Foram realizados testes de speedup e comparativos entre as versões
paralelas existentes. Os experimentos foram feitos em vários conjuntos de instâncias que
inclúıram grafos sintéticos e grafos reais. Os resultados demonstram speedups próximos
de lineares para a maioria das instâncias. Nas comparações é posśıvel comprovar os ga-
nhos obtidos com a estratégia proposta, principalmente para os grafos onde o algoritmo
consegue encontrar cortes mı́nimos balanceados que produzem grafos contráıdos de ta-
manhos reduzidos. Outra contribuição deste trabalho é uma implementação do algoritmo
paralelo de Gomory-Hu utilizando o conjunto de bibliotecas Boost1. Utilizando esta im-
plementação foram realizados experimentos que possibilitaram comparar o desempenho
do uso de diferentes algoritmos de fluxo máximo (utilizados para calcular os s-t cortes
mı́nimos) dentro do algoritmo de Gomory-Hu.
O restante deste trabalho está organizado da seguinte forma. O caṕıtulo 2 apresenta
definições preliminares, inclusive das árvores de cortes, além do algoritmo de Gomory-Hu.
No caṕıtulo 3 é mostrada a versão paralela do algoritmo de Gomory-Hu apresentada no
trabalho de Cohen et al. [10], além da implementação utilizando a biblioteca Boost. No
1Boost C++ Libraries, www.boost.org
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caṕıtulo 4 é apresentada a proposta de otimização para a versão paralela do algoritmo de





Este caṕıtulo apresenta definições preliminares incluindo as árvores de cortes, bem como
os algoritmos clássicos para a sua construção. Na seção 2.1 são dadas definições básicas
de grafos, seguidas da definição de árvore de cortes na seção 2.2. O algoritmo de Gomory-
Hu é descrito na seção 2.3 e o algoritmo de Gusfield na seção 2.4. Na seção 2.5 são
apresentadas conclusões a respeito dos dois algoritmos para calcular a árvore de cortes de
um grafo.
2.1 Definições Preliminares
Esta seção contém definições preliminares de teoria dos grafos que permitem a definição
das árvores de cortes na próxima seção.
Definição 1 Um grafo G = (V,E) consiste de um conjunto de vértices V e um conjunto
E de pares de vértices. Os elementos de E são chamados de arestas. Um grafo é dirigido
ou direcionado se as arestas são pares ordenados de vértices.
A figura 2.1a ilustra um exemplo de grafo. O conjunto de vértices é V = {0, 1, 2, 3, 4, 5, 6,
7} e o conjunto de arestas éE = {{0, 1}, {1, 2}, {1, 3}, {2, 4}, {3, 4}, {3, 5}, {4, 5}, {5, 6}, {5, 7},
{6, 7}}. A figura 2.1b ilustra um exemplo de grafo direcionado. O conjunto de vértices é
V = {0, 1, 2, 3, 4, 5, 6, 7} e o conjunto de arestas éE = {(0, 1), (1, 3), (2, 1), (3, 4), (4, 2), (4, 5),
(5, 3), (5, 6), (6, 7), (7, 5)}.
Definição 2 Uma aresta e = {u, v} é incidente aos vértices u e v. Os vértices u e v



















Figura 2.1: Exemplos de grafo.
Como exemplo, conforme ilustra a figura 2.1a, a ligação entre os vértices 0 e 1 forma
uma aresta portanto eles são adjacentes entre si.
Definição 3 Uma sequência de vértices distintos (x1, x2, x3, . . . , xk+1) tal que {xi, xi+1} ∈
E é definida como um caminho p de tamanho k entre x1 e xk+1.
Por exemplo, a sequência de vértices (0, 1, 3, 4, 5) ou o conjunto de arestas {{0, 1}, {1, 3},
{3, 4}, {4, 5}}, ilustrados na figura 2.1a, formam um caminho de tamanho quatro entre os
vértices 0 e 5.
Definição 4 Um ciclo é um caminho de tamanho k ≥ 3 tal que x1 = xk+1.
Por exemplo, o caminho {1, 2, 4, 3, 1}, ilustrado na figura 2.1a, corresponde a um ciclo.
Definição 5 Um grafo G é dito conexo se para todo par de vértices s, t ∈ G, existe um
caminho entre s e t.
Por exemplo, na figura 2.1a é posśıvel encontrar caminhos entre todos os pares de
vértices, portanto o grafo é conexo.
Definição 6 Um grafo é uma árvore se for conexo e não possuir ciclos.









Figura 2.2: Grafo conexo sem ciclos ou árvore.
Definição 7 Um grafo capacitado é um grafo G = (V,E) associado a uma função c(u, v)
definida como um mapeamento de E → Q+ chamado de capacidade da aresta {u, v}.
A figura 2.3 ilustra um grafo capacitado. Note que o conjunto de vértices e arestas é
o mesmo ilustrado na figura 2.1 porém para cada aresta e ∈ E a função c(u, v) define a




















Figura 2.3: Exemplo de uma rede.
Definição 8 Seja um grafo G = (V,E) que contém dois vértices especiais: o vértice
s que será chamado de origem e o vértice t que será chamado de destino. Considere
dois subconjuntos complementares S ⊂ V e S ⊂ V onde S ∩ S = ∅ e S ∪ S = V . O
conjunto (S, S) denota o conjunto das arestas com uma das extremidades em S e a outra
extremidade em S e é chamado de s-t corte que separa os vértices s e t tal que s ∈ S e
t ∈ S.
Tome o grafo ilustrado na figura 2.3 e assuma o vértice s = 1 e o vértice t = 7.
Podemos definir um s-t corte através dos conjuntos S = {0, 1, 2} e S = {3, 4, 5, 6, 7}. O
conjunto de arestas que possuem extremidade em S e S é (S, S) = {{1, 3}, {2, 4}}, logo a
remoção destas arestas separa os vértices s, t, isto é, não haverá caminhos entre s e t.
Definição 9 A capacidade do corte (S, S) é definida como c(S, S) =
∑
{s,t}∈(S,S) c(s, t).
Por exemplo, na Figura 2.3, a capacidade do corte (S, S) = {{1, 3}, {2, 4}} é dada
como a soma das capacidades das arestas e ∈ (S, S), portanto c(S, S) = 6.
Definição 10 Dentre todos os cortes (S, S) posśıveis que separam s e t, aqueles de capa-
cidade mı́nima são chamados de s-t cortes mı́nimos.
É posśıvel enumerar mais de um corte que separa os vértices 1 e 7 do grafo na Figura
2.3. Um corte de capacidade mı́nima (que não é único) é o corte ({1, 3}, {1, 2}) cuja
capacidade é 4. Ainda podemos notar na figura 2.3 que há pelo menos mais um corte que
separa os vértices 1 e 7 e que possui capacidade 4: ({3, 5}, {4, 5}).
O problema de encontrar um s-t corte mı́nimo é resolvido utilizando algoritmos de
fluxo máximo entre dois vértices. Por isso, definimos abaixo o problema do fluxo máximo.
Definição 11 Considere um grafo orientado G = (V,E) no qual cada aresta {u, v} ∈ E
tem uma capacidade não negativa c(u, v) ≥ 0. A capacidade representa a quantidade
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máxima de fluxo que pode passar por uma aresta. Seja s ∈ V a origem e t ∈ V o
destino do fluxo. Um fluxo em G é uma função f : V × V → R que satisfaz as seguintes
propriedades [12]:
• Restrição de capacidade: ∀(u, v) ∈ E é necessário que 0 ≤ f(u, v) ≤ c(u, v)





f(u, v). Quando {u, v} /∈ E não haverá fluxo de u para v e
f(u, v) = 0
O valor |f | de um fluxo f é definido como: |f | =
∑
v∈V f(s, v) −
∑
v∈V f(v, s). Note
que se as arestas de um s-t corte forem removidas então |f | = 0.
Definição 12 Seja G = (V,E) um grafo capacitado. Uma contração de vértices v1, v2, . . . , vk
de G em único vértice v, chamado super nodo, consiste em:
1. substituir em G os vértices v1, v2, . . . , vk pelo super nodo v
2. substituir, para todo vértice vi, i = {1, . . . , k}, as arestas (vi, u) onde u ∈ V é um
vértice não contráıdo, pela aresta (v, u) cuja capacidade c(v, u) =
∑
c(vi, u)
Definição 13 Um grafo capacitado que possui um super nodo é chamada de grafo con-
tráıdo.
2.2 Árvores de Cortes
Considere o problema de descobrir um s-t corte mı́nimo entre cada par de vértices de um





de vértices dois a dois. Gomory e Hu [19] mostram que existem exatamente |V |−1 cortes
que incluem ao menos um corte mı́nimo entre cada par de vértices do grafo. Esses |V |−1
cortes são representados sucintamente através de uma árvore de cortes.
Definição 14 Uma árvore de cortes de um grafo capacitado G = (V,E, c) é uma árvore
capacitada T = (V,ET , c) tal que para todo par de vértices s e t distintos:
• as capacidade dos s-t cortes mı́nimos de T e G são as mesmas, e
• os s-t cortes mı́nimos de T induzem s-t cortes mı́nimos em G
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Uma árvore de cortes é uma estrutura combinatória que representa a aresta conecti-
vidade entre todos os pares de vértices em um grafo com peso nas arestas. São dois os
algoritmos clássicos para construção de árvores de cortes, o algoritmo de Gomory-Hu que
é apresentado na seção 2.3 e o algoritmo de Gusfield que é apresentado na seção 2.4.
2.3 O Algoritmo de Gomory-Hu
Gomory e Hu [19] mostram que um grafo capacitado G com n vértices possui exatamente
n− 1 cortes que incluem ao menos um corte mı́nimo entre cada par de vértices do grafo.
Esses cortes são representados por uma árvore de cortes.
O Algoritmo 1 traz o pseudocódigo do algoritmo de Gomory-Hu. Para auxiliar a
descrição do algoritmo, o termo nodo refere-se à representação de vértices da árvore em
construção.
Algoritmo 1: Algoritmo de Gomory-Hu
Entrada: G = (V,EG, cG) um grafo não dirigido e com peso nas arestas
Sáıda: T = (V,ET , cT ) uma árvore de cortes de G
1 T ← (VT = {V }, ET = ∅);
2 enquanto ∃X ∈ VT tal que |X| > 1 faça




′, para 1 ≤ i ≤ k;
5 G′ ← G \X1, X2, · · · , Xk;
6 Seja s, t ∈ X;
7 {S, S} ← s-t-corte mı́nimo de G′;
8 Xs ← X ∩ S;
9 Xt ← X ∩ S;
10 e← {Xs, Xt};
11 c(e)← c(S, S);
12 para cada aresta e′ = {X, Y } ∈ ET incidente em X na árvore T faça
13 se Y ⊆ S então
14 ET ← ET ∪ {{Xs, Y }} \ {{X, Y }};
15 senão
16 ET ← ET ∪ {{Xt, Y }} \ {{X, Y }};
17 VT ← (VT \ {X}) ∪ {Xs, Xt};
18 ET ← ET ∪ {e};
19 retorna T
Seja G = (VG, EG, cG) o grafo de entrada com peso nas arestas. O algoritmo inicia a
árvore T = (VT , ET , cT ) com um nodo representando todos os vértices do grafo de entrada
tal que VT = VG e ET = ∅. A cada passo do algoritmo, escolhe-se um nodo X ∈ VT ,
designado como pivô, tal que |X| ≥ 2. Os vértices de G associados aos nodos de cada
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componente conexa de T\X são contráıdos em G. O grafo obtido dessas contrações é
denotado por G′ = G \X1, X2, · · · , Xk, onde X1, X2, · · · , Xk são os conjuntos de vértices
contráıdos.
A construção do grafo contráıdo, na linha 5, consiste em percorrer a lista de arestas do
grafo de entrada e determinar, para cada uma delas, se existe uma aresta correspondente
no grafo contráıdo G′.
Em seguida, o algoritmo escolhe dois vértices s, t ∈ X e calcula o corte mı́nimo entre
s, t sobre o grafo contráıdo G′ obtendo a partição {S, S} e o valor do corte c({S, S}). São
criados dois novos nodos Xs, Xt na árvore T tal que Xs = {X ∩ S} e Xt = {X ∩ S} e
uma nova aresta e = {Xs, Xt} com c(e) = c({S, S}). Para cada aresta e′ = {X, Y } ∈ ET
incidente em X na árvore T , verificamos em qual lado do s-t-corte mı́nimo {S, S} os
vértices pertencentes ao nodo Y estão. Caso estejam no lado S então liga-se o nodo Xs
a Y formando a aresta {Xs, Y } caso contrário liga-se o nodo Xt a Y formando a aresta
{Xt, Y }. O algoritmo atualiza a árvore de tal forma que o conjunto de vértices seja
VT = (VT \ {X}) ∪ {Xs, Xt} e o conjunto de arestas seja ET = ET ∪ {e}. Em seguida o
algoritmo escolhe um novo nodo pivô X ∈ VT tal que |X| > 1. Um novo par de vértices
s, t ∈ X é aleatoriamente escolhido e é computado o s-t corte mı́nimo em G′. Ao obter a
nova partição {S, S} dois novos nodos Xs e Xt são criados na árvore T analogamente ao
passo anterior.
O algoritmo iterativamente computa |V | − 1 cortes para |V | − 1 pares de vértices.
Estes pares são escolhidos aleatoriamente de um conjunto de nodos na árvore T que
contêm vértices ainda não separados pelos cortes até então calculados. Os cortes são
computados sobre o grafo contráıdo que após a primeira iteração é constrúıdo a partir da
estrutura parcial da árvore e do grafo de entrada.
No Algoritmo 1 é descrito o pseudocódigo para construção da árvores de cortes T =




































































































































































































Figura 2.4: Sequência de iterações do algoritmo 1.
A figura 2.4 ilustra um exemplo de execução do Algoritmo 1 para o grafo G da figura
2.3. No passo inicial o Algoritmo 1 constrói a árvore T com apenas um nodo X contendo
todos os vértices. Nesse passo, como T \X = ∅, o grafo contráıdo G′ é uma representação
do próprio grafo de entrada. No passo 1, são escolhidos os vértices 1 e 6 pertencentes ao
nodo X, calcula-se o st-corte mı́nimo obtendo as partições S = {0, 1} e S = {2, 3, 4, 5, 6, 7}
e o valor do corte mı́nimo c(S, S) = 4. Em seguida é criado um novo nodo no conjunto de
vértices VT da árvore T tal que VT = (VT \X)∪{X∩S,X∩S}. A aresta e = {X∩S,X∩S}
é adicionada ao conjunto de arestas ET = ET ∪ {e} com custo c(e) = 4.
No passo 2 escolhe-se o nodoX ∈ T contendo os vértices 0 e 1. O conjunto com as com-
ponentes conexas de T \X é SC = {{2, 3, 4, 5, 6, 7}}. Em seguida para cada componente
em SC contrai-se G para formar o grafo G
′ com VG′ = {{0}, {1}, {2, 3, 4, 5, 6, 7}} e EG′ =
{{{0}, {1}}, {{1}, {2, 3, 4, 5, 6, 7}}}. Calcula-se o st-corte mı́nimo em G′ entre os vértices
0 e 1 obtendo as partições S = {0} e S = {1, 2, 3, 4, 5, 6, 7} com c(S, S) = 2. Analoga-
mente ao passo anterior o conjunto de vértices da árvore será VT = (VT \X)∪{X∩S,X∩S}
e o conjunto de arestas ET = ET ∪ {e} tal que e = {X ∩ S,X ∩ S}.
No passo 3, o nodo X = {2, 3, 4, 5, 6, 7} é escolhido. O conjunto com as componentes
conexas de T \X é SC = {{0, 1}}. Em seguida, para cada componente em SC contrai-se
G para formar G′ conforme ilustra figura 2.4 no passo 3. Os vértices 2 e 7 pertencentes
ao nodo X são escolhidos para o cálculo do st-corte mı́nimo, obtendo as partições S =
{0, 1, 2, 4} e S = {3, 5, 6, 7} e valor do corte mı́nimo c(S, S) = 5. Então o nodo X é
dividido separando os vértices 2 e 7 em T .
No passo 4, o nodo X = {2, 4} é escolhido. O conjunto com as componentes conexas
11
de T \X é SC = {{0, 1}, {3, 5, 6, 7}}. Para cada componente conexa em SC contrai-se G
formando G′ conforme ilustra a figura 2.4 no passo 4. Em seguida, calcula-se o st-corte
mı́nimo entre os vértices 2 e 4 obtendo as partições S = {0, 1, 2} e S = {3, 4, 5, 6, 7} com
valor do corte mı́nimo c(S, S) = 6. O nodo X é, então, dividido para separar os vértices
2 e 4 em T .
No passo 5, o nodo X = {3, 5, 6, 7} é escolhido. O conjunto com as componentes
conexas de T \X é SC = {{0, 1, 2, 4}}. Para cada componente conexa em SC contrai-se
o grafo G formando G′ conforme ilustra figura 2.4 no passo 5. Em seguida, os vértices 3
e 7 são escolhidos. Calcula-se o st-corte mı́nimo entre esses vértices obtendo as partições
S = {0, 1, 2, 3, 4} e S = {5, 6, 7} com valor do corte c(S, S) = 5. O nodo X é então
dividido, separando os vértices 3 e 7 em T .
No passo 6, o nodo X = {5, 6, 7} é escolhido. O conjunto com as componentes conexas
de T \X é SC = {{0, 1, 2, 3, 4}}. Para cada componente conexa em SC contrai-se o grafo
G formando G′ conforme ilustra figura 2.4 no passo 6. Em seguida, os vértices 5 e 6
são escolhidos. Calcula-se o st-corte mı́nimo entre esses vértices obtendo as partições
S = {0, 1, 2, 3, 4, 5} e S = {6, 7} com valor do corte c(S, S) = 10. O nodo X é então
dividido, separando os vértices 5 e 6 em T .
No passo 7, o nodo X = {6, 7} é escolhido. O conjunto com as componentes conexas
de T \ X é SC = {{0, 1, 2, 3, 4, 5}}. Para cada componente conexa em SC contrai-se o
grafo G formando G′ conforme ilustra figura 2.4 no passo 7. Em seguida, os vértices
6 e 7 são escolhidos. Calcula-se o st-corte mı́nimo entre esses obtendo as partições
S = {0, 1, 2, 3, 4, 5, 6} e S = {7} com valor do corte c(S, S) = 10. O nodo X é então
dividido, separando os vértices 6 e 7 em T . Ao final desse passo a árvore T não possui
mais nenhum nodo X tal que |X| > 1, logo o algoritmo 1 devolve T conforme ilustra
figura 2.4 no passo final.
Quanto ao desempenho, análises experimentais da execução do algoritmo de Gomory-
Hu sobre conjuntos de instâncias diversas mostram que os pontos que mais consomem o
tempo de execução incluem o cálculo dos s-t cortes mı́nimos e as contrações dos grafos.
O que torna o algoritmo eficiente é a descoberta de cortes balanceados, que fazem as
operações de contração e cálculo dos s-t cortes mı́nimos serem realizadas sobre grafos de
tamanho menor a cada iteração.
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2.4 O Algoritmo de Gusfield
O algoritmo de Gusfield, assim como algoritmo de Gomory-Hu, também encontra uma
árvore de cortes de um grafo capacitado. A principal diferença é que o algoritmo de
Gusfield não realiza contrações e, com isso, calcula os cortes mı́nimos diretamente sobre
o grafo de entrada. O Algoritmo 2 traz o pseudocódigo do algoritmo de Gusfield.
Algoritmo 2: Algoritmo de Gusfield
Entrada: G = (V,EG, cG) um grafo não dirigido e com peso nas arestas
Sáıda: T = (V,ET , cT ) uma árvore de cortes de G
1 Seja tree um vetor de tamanho |V | inicializado com 0;
2 Seja λ um vetor de tamanho |V | inicializado com 0;
3 para s = 1 até |V | − 1 faça
4 t← tree[s];
5 {X,X} ← s-t-corte mı́nimo de G;
6 λ[s]← c(X,X);
7 para v = 0 até |V | − 1 faça
8 se v 6= s e v ∈ X e tree[v] = t então
9 tree[v]← s;





15 T ← (V,ET = ∅, cT );
16 para i = 1 até |V | − 1 faça
17 eT ← {i, tree[i]};
18 c(eT )← λ[i];
19 ET = ET ∪ eT ;
20 retorna T
O algoritmo pode ser implementado de maneira simples e sem estruturas de dados
complexas. O vetor tree define um vizinho para cada vértice na árvore. No vetor λ os
valores λ[i] correspondem ao custo dos s-t cortes mı́nimos para as arestas {i, tree[i]} para
todos os vértices i ∈ V .
O algoritmo inicia a árvore com uma topologia estrela em que o nodo 0 é o centro
(linha 1). A cada iteração (linhas 3-3), o algoritmo escolhe um vértice s, s ≥ 1, diferente
como origem. Essa escolha determina o vértice de destino t como o vizinho atual de s
na árvore, pela atribuição t ← tree[s] na linha 4. Na linha 5 o algoritmo calcula um s-t
corte mı́nimo e atualiza a árvore da seguinte forma: para cada vértice v vizinho de t que
esteja do lado de s do s-t corte mı́nimo, conjunto X, é desconectado de t e reconectado
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a s (linhas 7-7). O algoritmo finaliza quando todos os vértices de 1 até |V | tiverem sido















































































































































































































































Figura 2.5: Sequência de iterações do Algoritmo 2.
A Figura 2.4 apresenta um exemplo de execução do algoritmo de Gusfield. Na coluna
da esquerda é representado o grafo de entrada com o vértice de origem s destacado em
verde e o vértice de destino t destacado em amarelo. As arestas tracejadas representam
o s-t corte mı́nimo. Na coluna da direita são representadas as atualizações na árvore. No
passo final é representada a árvore que será retornada pelo algoritmo.
No passo 1 são escolhidos os vértices origem s = 1 e destino t = 0 e o algoritmo
encontra um s-t corte mı́nimo de custo 2 que os separa. Como os vértices 2, 3, 4, 5, 6, 7
estão do lado do vértice s no s-t corte mı́nimo então a árvore é atualizada de forma a
conectar todos eles ao vértice 1. A aresta que liga os vértices s, t na árvore recebe a
capacidade 2, que foi encontrada no cálculo do s-t corte mı́nimo. No passo 2 o algoritmo
busca um s-t corte mı́nimo que separa os vértices s = 2 e t = 1. O custo do s-t corte
mı́nimo encontrado é 4 e a árvore é atualizada ligando os vértices 3, 4, 5, 6, 7 ao vértice 2.
O algoritmo continua de maneira análoga até que a árvore esteja completa.
2.5 Conclusão
Uma árvore de cortes representa de forma sucinta a aresta conectividade entre todos os
pares de vértices de um grafo. Neste caṕıtulo foram apresentados os algoritmos clássicos
para a construção de árvores de cortes: o algoritmo de Gomory-Hu e o algoritmo de
Gusfield. Ambos os algoritmos são similares já que fazem chamadas a um procedimento
que calcula subproblemas de cortes mı́nimos entre pares de vértices n− 1 vezes para um
grafo com n vértices. A principal diferença entre os dois é o fato de que o algoritmo de
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Gusfield calcula os n−1 cortes mı́nimos sobre o grafo de entrada e o algoritmo de Gomory-
Hu realiza contrações e calcula os cortes mı́nimos sobre instâncias de grafos contráıdos. O
algoritmo de Gomory-Hu também exige a manipulação de estruturas de dados não triviais
para controlar a construção da árvore de cortes e dos grafos contráıdos.
No próximo caṕıtulo será apresentada uma versão paralela do algoritmo de Gomory-
Hu. No caṕıtulo 4 é apresentada a principal contribuição do trabalho: uma estratégia




O ALGORITMO PARALELO DE GOMORY-HU
Na computação paralela, são utilizados diversos processos em conjunto para resolver um
problema, dividindo o esforço de uma determinada tarefa. A chave da computação pa-
ralela é a existência de concorrência explorável [24], de forma que porções do problema
possam executar consistentemente ao mesmo tempo. Um programa paralelo quando exe-
cutado em um ambiente com múltiplas unidades de processamento tem, potencialmente,
seu tempo de resposta reduzido. Se dispusermos de vários processadores podemos parti-
cionar as tarefas de forma a serem executadas simultaneamente em diferentes unidades.
Os resultados parciais podem ser combinados chegando ao resultado final. Porém, há
casos em que algumas tarefas utilizam dados produzidos por outras tarefas e com isso
necessitam aguardar até o término dessas [23].
Os ambientes para computação paralela disponibilizam ferramentas e recursos básicos
necessários para construir programas paralelos [24]. Estes recursos incluem uma interface
de programação (API - Application Programming Interface). Dentre as principais API’s
para desenvolvimento de programas de computação paralela destacam-se a MPI1 e a
OpenMP2, descritas a seguir.
A MPI [20] é uma especificação de API que permite criar programas paralelos no
paradigma de troca de mensagens. A MPI tornou-se um padrão acadêmico e industrial
para o desenvolvimento de aplicações paralelas e distribúıdas.
A OpenMP [7] é uma especificação de API que permite criar programas paralelos no
paradigma de memória compartilhada. Através de diretivas que estendem várias lingua-
gens de programação como Fortran, C e C++, pode-se definir como o processamento será
compartilhado pelas threads (linhas de execução) quanto ao acesso à memória e execução.
Este caṕıtulo apresenta, na seção 3.1, a versão paralela do algoritmo de Gomory-Hu.
Na seção 3.2 são mostrados detalhes da implementação utilizando a biblioteca Boost e na
seção 3.3 resultados experimentais sobre um conjunto de instâncias diversas.
1The Message Passing Interface (MPI) standard, http://www.mcs.anl.gov/research/projects/mpi
2OpenMP R© API specification for parallel programming, http://openmp.org
3.1 Uma Versão Paralela do Algoritmo de Gomory-Hu Utili-
zando MPI
Em [10] é apresentada uma versão paralela do algoritmo de Gomory e Hu. É descrita
uma implementação MPI seguindo a arquitetura mestre-escravo – modelo de comunicação
em que um dispositivo ou processo, chamado de mestre, tem controle sobre os demais
processos, chamados de escravos.
O processo mestre é responsável por realizar as atualizações na árvore em construção
e gerar instâncias do problema do s-t-corte mı́nimo para os processos escravos. Estes
constroem instâncias de grafo contráıdo e calculam o s-t-corte mı́nimo retornando ao
mestre o resultado. A estratégia, segundo os autores, é a do melhor esforço, ou seja, os
processos escravos calculam os s-t-cortes mı́nimos independentemente.
O Algoritmo 3 mostra a versão paralela do algoritmo de Gomory-Hu, em que as
operações envie e receba são chamadas para funções de troca de mensagens da biblioteca
MPI.
Seja p o número total de processos e proc0, proc1, ... , procp−1 os processos que
executam o algoritmo paralelo de Gomory-Hu. Cada processo, ao iniciar, mantém uma
cópia do grafo de entrada G = (VG, EG, cG). O processo mestre, identificado como proc0,
inicializa a árvore T = (VT , ET , cT ), escolhe um nodo pivô X ∈ VT através do procedi-
mento escolhe pivô(T ), tal que |X| ≥ 2. Em seguida é criada uma tarefa, composta por
um par de vértices s, t ∈ X e uma partição dos vértices de G que os associa aos nodos do
grafo contráıdo que será constrúıdo pelo processo escravo. Os vértices s, t são escolhidos
através de um procedimento denominado escolhe par st(X) e a partição é criada através
do procedimento constrói partição(X, T). Só então o processo mestre envia para cada
processo escravo procs, s > 0, uma tarefa e fica aguardando a resposta.
Um processo escravo procs, por sua vez, recebe a tarefa do processo mestre e constrói
um grafo contráıdo G′. Em seguida, com o par de vértices s e t, o processo procs resolve um
subproblema de s-t corte mı́nimo e retorna para o processo mestre uma resposta composta
pelos vértices s e t recebidos na tarefa e por uma partição de vértices S resultantes do s-t
corte mı́nimo. O processo mestre recebe de procs a resposta e verifica se o par de vértices
s e t está contido no mesmo nodo da árvore. Caso esteja, a árvore T será atualizada,
caso contrário nada é feito e neste caso o trabalho realizado pelo escravo é perdido. No
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Algoritmo 3: GomoryHu-MPI
Entrada: G = (V,EG, cG) , procj, 0 ≤ j < p processos
Sáıda: T = (V,ET , cT ) uma árvore de cortes de G
1 se procj = 0 // processo mestre
2 então
3 para s← 1 até p− 1 faça
4 X ← escolhe pivô(T );
5 partição ← constroi partição(pivô, T) ;
6 (s, t)← escolhe par st(pivô);
7 envie tarefa (s,t,partição) para processo procs;
8 enquanto |VT | < |VG| faça
9 receba de procj resposta (s,t,S), onde {S, S} é um s-t-corte mı́nimo de G ;
10 se s e t pertencem ao mesmo nodo pivô de VT então
11 Xs ← X ∩ S;
12 Xt ← X ∩ S;
13 VT ← VT ∪ {novo} ;
14 se |Xs| = 1 então
15 retire Xs da lista de candidatos a pivô;
16 senão
17 insira Xs na lista de candidatos a pivô ;
18 se |Xt| = 1 então
19 retire Xt da lista de candidatos a pivô;
20 senão
21 insira Xt na lista de candidatos a pivô ;
22 e← {Xs, Xt};
23 c(e)← c(S, S);
24 para cada aresta e′ = {X, Y } ∈ ET incidente em X na árvore T faça
25 se Y ⊆ S então
26 ET ← ET ∪ {{Xs, Y }} \ {{X, Y }};
27 senão
28 ET ← ET ∪ {{Xt, Y }} \ {{X, Y }};
29 VT ← (VT \ {X}) ∪ {Xs, Xt};
30 ET ← ET ∪ {e};
31 se |VT | = |VG| então
32 envie mensagem de finalização ao processo procj
33 senão
34 X ← escolhe pivô(T );
35 partição ← constroi partição(pivô, T) ;
36 (s, t)← escolhe par st(pivô);
37 envie tarefa (s,t,partição) para processo procs;
38 retorna T ;
39 senão
// processo escravo
40 enquanto receber tarefas faça
41 receba tarefa (s,t,partição);
42 se tarefa = fim então
43 termine
44 G′ ← constrói grafo contráıdo(G, partição) ;
45 S ← corte mı́nimo(G′, s, t) ;
46 envie reposta (s,t,S) para proc0
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passo seguinte, o processo mestre escolhe um novo nodo pivô através do procedimento
escolhe pivô(T ) e envia uma nova tarefa para procs e processa outras respostas ou fica
aguardando outro processo escravo se comunicar.
A atualização da árvore deve ser feita de forma serial pois não são permitidas atu-
alizações concorrentes. Esta caracteŕıstica faz com que o mestre processe uma resposta
de cada vez. Algumas respostas poderão ser descartadas, já que os vértices s e t podem
já ter sido separados por outra atualização de T resultante de outro s-t corte mı́nimo
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Figura 3.1: Exemplo de execução do algoritmo paralelo de Gomory-Hu.
A Figura 3.1 mostra um exemplo de execução do algoritmo paralelo de Gomory-
Hu. Neste exemplo o processo P0 inicia a árvore T com todos os vértices do grafo G
representados por um único nodo. Em seguida, o processo P0 escolhe pares de vértices
s e t e envia para os processos escravos P1 e P2. Os processos escravos por sua vez,
contraem o grafo de entrada G, calculam o corte mı́nimo entre os vértices s e t e retornam
ao processo P0 a resposta.
O passo 1 mostra a comunicação do processo P1 retornando a resposta do corte mı́nimo
entre s = 1 e t = 7 ao mestre. O processo mestre atualiza a árvore e escolhe um outro
nodo da árvore. O nodo destacado é escolhido e, após, é escolhido o par de vértices s = 0
e t = 2 para o cálculo do corte mı́nimo e é enviado ao processo P1.
O passo 2 mostra a comunicação do processo P2 retornando a resposta do corte mı́nimo
entre s = 1 e t = 5 ao mestre. O processo mestre identifica que os vértices já estão
separados na árvore e não faz nenhuma atualização. Em seguida, escolhe um outro nodo
da árvore e o par de vértices s = 3 e t = 6 para o cálculo do corte mı́nimo enviando ao
processo P1 essa tarefa.
O passo 3 mostra a comunicação do processo P1 retornando a resposta do corte mı́nimo
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entre s = 0 e t = 2 ao mestre. O processo mestre atualiza a árvore e escolhe um outro
nodo da árvore. O nodo destacado é escolhido e, após, é escolhido o par de vértices s = 6
e t = 7 para o cálculo do corte mı́nimo e é enviado ao processo P1.
O passo 4 mostra a comunicação do processo P2 retornando a resposta do corte mı́nimo
entre s = 3 e t = 6 ao mestre. O processo mestre atualiza a árvore e escolhe um outro
nodo da árvore. O nodo destacado é escolhido e, após, é escolhido o par de vértices s = 4
e t = 2 para o cálculo do corte mı́nimo e é enviado ao processo P2.
O passo 5 mostra a comunicação do processo P2 retornando a resposta do corte mı́nimo
entre s = 4 e t = 2 ao mestre. O processo mestre atualiza a árvore e escolhe um outro
nodo da árvore. O nodo destacado é escolhido e, após, é escolhido o par de vértices s = 5
e t = 6 para o cálculo do corte mı́nimo e é enviado ao processo P2.
O passo 6 mostra a comunicação do processo P1 retornando a resposta do corte mı́nimo
entre s = 6 e t = 7 ao mestre. O processo mestre atualiza a árvore e escolhe um outro
nodo da árvore. O nodo destacado é escolhido e, após, é escolhido o par de vértices s = 1
e t = 2 para o cálculo do corte mı́nimo e é enviado ao processo P1.
O passo 7 mostra a comunicação do processo P2 retornando a resposta do corte mı́nimo
entre s = 5 e t = 7 ao mestre. O processo mestre atualiza a árvore e escolhe um outro
nodo da árvore. O nodo destacado é escolhido e, após, é escolhido o par de vértices s = 1
e t = 2 para o cálculo do corte mı́nimo e é enviado ao processo P2.
O passo 8 mostra a comunicação do processo P1 retornando a resposta do corte mı́nimo
entre s = 1 e t = 2 ao mestre. O processo mestre atualiza a árvore e desta vez não há
nenhum nodo que contenha mais de dois vértices na árvore, portanto o processo P0 envia
a tarefa s = −1 e t = −1 indicando fim de processamento. O processo P1 ao receber esta
mensagem irá finalizar.
O passo 9 mostra a comunicação do processo P2 retornando a resposta do corte mı́nimo
entre s = 1 e t = 2 ao mestre. O processo mestre não atualiza a árvore pois os vértices 1
e 2 já estão separados, e como não há nenhum nodo que contenha mais de dois vértices
na árvore o processo P0 envia a tarefa s = −1 e t = −1 indicando fim de processamento.
O processo P1 ao receber esta mensagem irá finalizar.
No passo final o algoritmo retorna a árvore constrúıda e finaliza.
O processo P0 aproveita os cortes mı́nimos que possibilitam a atualização da árvore,
separando os vértices s e t, e descarta aqueles que não possibilitam a atualização da
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árvore, toda vez que os vértices s e t já tenham sido separados por outro corte mı́nimo
encontrado por outro processo. Quando não existirem nodos na árvore que contenham
mais de 2 vértices, o processo P0 envia uma tarefa com valores s = −1 e t = −1 sinalizando
fim do algoritmo. A árvore constrúıda é então retornada e o algoritmo termina.
3.2 Uma Implementação do Algoritmo de Gomory-Hu Utili-
zando a Biblioteca Boost
Para uma das implementações práticas dos algoritmos descritos neste trabalho foi utili-
zada a linguagem de programação C++ juntamente com o conjunto de bibliotecas Boost3.
A Boost estende funcionalidades da linguagem padrão C++, com um grande número de
bibliotecas que implementam estruturas de dados, containers, iteradores e algoritmos.
Para garantir eficiência e flexibilidade, a Boost faz o uso intensivo de templates fazendo
com que seja uma forte referência para os conceitos de programação genérica e metapro-
gramação em C++ [1].
Como existem várias implementações bem testadas, estáveis e eficientes de MPI, e o
objetivo deste trabalho não é comparar estas implementações, foi escolhida a biblioteca
OpenMPI4 com a utilização da API Boost.MPI para implementação do algoritmo paralelo
de Gomory-Hu.
Foram utilizadas as estruturas de dados e algoritmos da BGL (Boost Graph Library) a
qual possui diversos recursos e algoritmos para tratar grafos. Na implementação realizada,
foram avaliados diversos algoritmos de fluxo máximo fornecidos pela biblioteca BGL na
construção das árvores de cortes. Foram utilizados os algoritmos de Edmonds e Karp
[14], Goldberg e Tarjan [17] e o algoritmo de Boykov e Kolmogorov [6]. Para auxiliar
na descrição dos experimentos na seção seguinte, esses algoritmos são referenciados como
EK, PR e BK respectivamente.
O algoritmo EK é uma implementação do algoritmo de Ford e Fulkerson [16] e possui
complexidade O(V E2). O algoritmo BK é também baseado em caminhos aumentantes e
foi elaborado para ser eficiente em problemas de visão computacional. Seja |C| a capaci-
dade de um corte mı́nimo, então a complexidade do algoritmo de fluxo BK é, teoricamente,
O(V E2|C|), porém na prática seu desempenho é melhor do que seus antecessores base-
3Boost C++ Libraries, www.boost.org
4Open Source High Performance Computing, www.open-mpi.org
25
ados em caminhos aumentantes. O algoritmo PR possui complexidade O(V 2E) em sua
versão genérica. Este algoritmo difere dos outros dois uma vez que não utiliza caminhos
aumentantes.
3.3 Resultados Experimentais
Para a execução dos experimentos foram utilizadas as instâncias apresentadas na Tabela
3.2. As caracteŕısticas de cada instância também são descritas nessa tabela. As instâncias
BLOG, PGRI, ROME e GEO são instâncias de grafos com dados reais: uma rede de blogs
[2], uma rede de distribuição de energia [29], uma rede representando as ruas de Roma [27]
e uma rede colaborativa cient́ıfica [4]. Duas instâncias foram geradas utilizando os modelos
Erdős–Rényi [5] e Barabási–Albert [3]. As demais instâncias são grafos sintéticos que
foram utilizadas em benchmarks para algoritmos de corte mı́nimo e árvores de cortes [26,
8, 18]. As instâncias do tipo NOI são grafos aleatórios com conjuntos de vértices divididos
em grupos de forma que as arestas internas ao grupo tendem a ter capacidades maiores do
que as arestas entre grupos. As instâncias do tipo PATH são grafos aleatórios que possuem
um caminho de tamanho k com arestas de capacidades altas. Cada vértice fora desse
caminho é conectado aleatoriamente ao caminho por uma aresta também com capacidade
alta e as demais arestas são aleatórias e têm capacidades baixas. As instâncias do tipo
TREE são semelhantes às instâncias do tipo PATH, porém são grafos aleatórios baseados
em uma árvore aleatória com arestas de capacidades altas conectando os primeiros k
vértices.
O ambiente de execução foi um cluster homogêneo com 18 servidores biprocessados
interligados por uma rede Ethernet de 1Gbps5. Os processadores são do tipo Intel R©
Xeon R© Processor E5-26706 com clock de 2.60GHz com 8 núcleos e 16 threads cada.
Cada servidor possui 128GB de memória RAM e 20MB de memória cache. Em todos os
experimentos foram utilizados um processo por servidor.
A implementação foi compilada com g++ utilizando o ńıvel de otimização O3.
Os seguintes experimentos foram realizados:
• Testes comparativos dos algoritmos de fluxo sobre todo o conjunto de instâncias
5Cluster do Laboratório Central de Processamento de Alto Desempenho (LCPAD) da UFPR que é
financiado pela FINEP através dos projetos CT-INFRA/UFPR
6Intel R© Xeon R© Processor E5-2670 http://ark.intel.com/pt-br/products/64595/
Intel-Xeon-Processor-E5-2670-20M-Cache-2_60-GHz-8_00-GTs-Intel-QPI
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Tabela 3.2: Caracteŕısticas das instâncias utilizadas nos experimentos.
Instância |V | |E| Descrição
BA 2000 9995 Grafos do modelo Barabási-Albert [3].
DBCYC 1024 2048 É um grafo formado por dois ciclos intercalados com arestas cujas
capacidades produzem um corte mı́nimo perfeitamente balanceado e
muitos cortes com capacidades próximas da capacidade do corte
mı́nimo [8].
ER 2000 10079 Grafos do modelo Erdös-Rényi ou Gn,p [5].
GEO 3621 9461 Uma rede de colaboração cient́ıfica [4].
NOI 1000 99900 Grafos aleatórios com conjunto de vértices divididos em grupos de
forma que as arestas internas aos grupos tendem a ter capacidades
maiores do que as arestas entre grupos [26].
PATH 2000 21990 Grafos aleatórios que possuem um caminho de tamanho k com
capacidades altas [8, 18].
BLOG 1222 16714 Uma rede de blogs [2].
PGRI 4941 6594 Uma de rede de transmissão de eletricidade [29].
ROME 3353 8870 Uma rede de ruas da cidade de Roma [27].
TREE 2000 21990 Classe de grafos semelhante à classe PATH, porém constrói uma
árvore aleatória com capacidades altas conectando os primeiros k
vértices ao invés de construir um caminho [8, 18].
utilizando a capacidade máxima do cluster;
• Testes comparativos dos algoritmos de fluxo sobre as instâncias ER e BA variando
o grau médio dos grafos gerados aleatoriamente.
• Testes de escalabilidade da implementação sobre todo o conjunto de instâncias da
Tabela 1 iniciando com dois processos e incrementando o número de processos até
o máximo do cluster, que são 18 servidores;
O gráfico ilustrado na Figura 3.2 representa os comparativos dos algoritmos de fluxo
máximo sobre todo o conjunto de instâncias da tabela 3.2. Como o algoritmo EK [14]
gastou um tempo muito maior do que os outros em algoritmos nas instâncias NOI, TREE
e PATH, foi necessário utilizar escala logaŕıtmica para o tempo. Nesta figura é posśıvel
verificar que a implementação do algoritmo de fluxo máximo BK, da biblioteca Boost, faz
com que a implementação do algoritmo de Gomory-Hu, também utilizando a biblioteca
Boost, tenha melhor desempenho em todas as instâncias, sendo que nas instâncias ROME,
BLOG, GEO, ER e BA a vantagem no tempo total de execução foi expressiva. O algoritmo
de Gomory-Hu obteve melhores tempos de execução nas instâncias ROME, PGRI, GEO
e DBCYC utilizando a implementação do algoritmo de fluxo máximo EK comparado ao
algoritmo PR. De forma geral, para instâncias de grafos esparsos, com poucas arestas,
o algoritmo de fluxo máximo EK mostra-se ser eficiente para resolução do problema,
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Figura 3.2: Comparativos dos algoritmos de fluxo máximo.
porém, na medida em o que o número de arestas no grafo aumenta seu desempenho cai
drasticamente como pode ser visto nos gráficos descritos a seguir.
Os gráficos ilustrados na figura 3.3 e 3.4 representam os experimentos comparando os
algoritmos de fluxo máximo sobre as instâncias ER (Erdös-Rényi). Nesses experimentos
foram variados os graus médios de cada instância ER entre 5 e 205 com 1000 vértices. O
gráfico da figura 3.3 representa os experimentos realizados em instâncias de ER com pesos
unitários nas arestas, ao passo que o gráfico da figura 3.4 foram realizados experimentos
com variação dos pesos nas arestas. Em ambas as situações o algoritmo de fluxo máximo
EK apresentou desempenho significativamente pior do que os outros dois algoritmos, na
medida em que a densidade das instâncias aumenta. Os algoritmos BK e PR apresentaram
desempenhos próximos de lineares com uma leve vantagem para o algoritmo BK. Utilizar
pesos aleatórios, com distribuição uniforme, nas arestas provocou um impacto negativo
apenas no algoritmo EK, não apresentando alterações significativas de desempenho para
os os outros dois algoritmos de fluxo.
Analogamente aos experimentos com as instâncias ER, foram realizados experimen-
tos com as instâncias BA (Barabási-Albert) ilustrados nos gráficos das figuras 3.5 e 3.6.
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Nesses experimentos foram utilizadas as mesmas parametrizações das instâncias ER, as
quais definem os graus médios de cada instância BA entre 5 e 205 com 1000 vértices. O
gráfico da figura 3.5 representa os experimentos realizados em instâncias de BA com pesos
unitários nas arestas, ao passo que o gráfico da figura 3.6 foram realizados experimentos
com variação dos pesos nas arestas. Analogamente aos experimentos com as instâncias
do tipo ER, em ambas as situações o algoritmo de fluxo máximo EK apresentou desem-
penho significativamente pior do que os outros dois algoritmos, à medida que o número
de arestas das instâncias aumentou. Os algoritmos BK e PR apresentaram desempenhos
próximos com uma leve vantagem para o algoritmo BK. Utilizar pesos aleatórios nas ares-
tas provocou um impacto negativo apenas no algoritmo EK, não apresentando alterações
de desempenho para os os outros dois algoritmos de fluxo.
Figura 3.3: Comparativos dos algoritmos de fluxo máximo utilizando as instâncias Erdös-
Rényi com variação do grau médio e arestas com pesos unitários.
Os dados coletados mostraram que os algoritmos de Boykov e Kolmogorov [6] e Gold-
berg e Tarjan [17] apresentaram resultados superiores ao algoritmo de Edmonds e Karp
[14]. O algoritmo de Boykov e Kolmogorov teve uma pequena vantagem no tempo de
execução sobre a implementação do algoritmo de Goldberg e Tarjan. Os desvios nas cur-
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Figura 3.4: Comparativos dos algoritmos de fluxo máximo utilizando as instâncias Erdös-
Rényi com variação do grau médio e arestas com pesos aleatórios.
vas demonstradas nas figuras 3.5 e 3.6 representam oscilações na carga de processamento
dos servidores do cluster utilizado, uma vez que os experimentos foram realizados com
prioridade baixa.
O gráfico da Figura 3.7 representa os resultados dos testes de escalabilidade. Os
speedups foram calculados como S = TS/TP , tal que TS corresponde ao tempo da im-
plementação do algoritmo sequencial e TP corresponde ao tempo de execução da imple-
mentação do algoritmo paralelo com P processos. Todos os experimentos foram executa-
dos 30 vezes em cada uma das instâncias da Tabela 3.2, variando entre 2 e 18 o número de
processos. O algoritmo de fluxo máximo utilizado foi o BK, já que esse apresentou melhor
tempo de execução nos testes anteriores. É posśıvel identificar que as instâncias PGRI,
ROME, GEO, NOI e DCYC ou pararam ou obtiveram poucos speedups positivos a partir
de aproximadamente 8 processos. As demais instâncias obtiveram speedups próximos de
lineares.
Os experimentos demonstram que o desempenho do algoritmo de Gomory-Hu é de-
pendente tanto da instância na qual é aplicado, bem como do algoritmo de fluxo máximo
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Figura 3.5: Comparativos dos algoritmos de fluxo máximo utilizando as instâncias Ba-
rabási-Albert com variação do grau médio e arestas com pesos unitários.
utilizado para o cálculo dos cortes mı́nimos.
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Figura 3.6: Comparativos dos algoritmos de fluxo máximo utilizando as instâncias Ba-
rabási-Albert com variação do grau médio e arestas com pesos aleatórios.




CONSTRUÇÃO PARALELA DE ÁRVORES DE CORTES
UTILIZANDO CONTRAÇÕES DE GRAFO OTIMIZADAS
Resultados da literatura [9] mostram que a construção do grafo contráıdo é um dos pontos
que consomem uma grande quantidade de tempo na execução da versão paralela do algo-
ritmo de Gomory-Hu. Portanto, melhorar a eficiência deste procedimento é um caminho
para trazer ganhos no tempo de execução. Implementar de forma eficiente as operações
de contração no algoritmo de Gomory-Hu não é trivial. Neste caṕıtulo é apresentada uma
estratégia para a otimização da construção dos grafos contráıdos na versão paralela do
algoritmo. O caṕıtulo está organizado da seguinte forma. Na seção 4.1 é descrita a especi-
ficação da estratégia proposta. Na seção 4.2 são apresentados os resultados experimentais
com as versões do algoritmo paralelo de Gomory-Hu com e sem contrações otimizadas.
Na seção 4.3 é descrito o algoritmo h́ıbrido e na seção 4.4 os resultados experimentais da
avaliação de contrações otimizadas no algoritmo h́ıbrido.
4.1 Especificação da Estratégia Proposta
Na versão paralela do algoritmo de Gomory-Hu de [10], as contrações são realizadas so-
bre o grafo de entrada em todas tarefas executadas pelos processos escravos. O objetivo
principal deste trabalho é especificar uma forma de realizar as contrações de forma efi-
ciente, possibilitando aos processos escravos aproveitar instâncias de grafos contráıdos
para que novas contrações sejam realizadas sobre estes, e não sobre o grafo de entrada,
sempre que posśıvel. Como já vimos anteriormente na Seção 2.3, a construção do grafo
contráıdo depende da partição de vértices constrúıda a partir do pivô escolhido. Para
melhor compreensão da otimização considere as seguintes definições:
Definição 1 Dado um grafo G = (V,E), dizemos que G′ = (V ′, E ′) é um grafo contráıdo
a partir de G se:
• O conjunto de vértices V ′ de G′ é uma partição de V
• Para cada {u1, u2} ∈ E existe uma aresta {U1, U2} ∈ E ′ se u1 ∈ U1 e u2 ∈ U2
Definição 2 Dadas duas partições P e Q de um conjunto X, dizemos que P é um refi-
namento de Q se todo elemento de P é subconjunto de algum elemento de Q.
Por exemplo, a partição {{1, 3}, {2, 4, 7}, {5}, {6, 8}} de {1, 2, 3, 4, 5, 6, 7, 8} é um refi-
namento da partição {{1, 3, 2, 4, 7}, {5, 6, 8}}.
Definição 3 Dizemos que o grafo contráıdo G′′ = (V ′′, E ′′) é um refinamento de G′ =
(V ′, E ′) se V ′′ é um refinamento de V ′.
No contexto do algoritmo de Gomory-Hu paralelo, as operações de contração de grafos
podem ser otimizadas, desde que o grafo contráıdo a ser constrúıdo seja um refinamento do
grafo contráıdo utilizado no passo anterior. Além disso, é necessário um teste eficiente para
determinar quais tarefas definem grafos contráıdos que são refinamentos de outros. Seja
G′(X,T,G) o grafo contráıdo induzido pela escolha do pivô X na árvore T , uma árvore
de cortes parcial de G. Então, o grafo contráıdo G1 = G
′(X,T1, G) é um refinamento do
grafo contráıdo G2 = G
′(Y, T2, G), se, e somente se, o nodo pivô X está contido em Y .
Esse fato indica que o mestre deve escolher um pivô cujos vértices devem estar contidos
no pivô utilizado na tarefa anterior. Essa estratégia é suficiente para garantir que o novo
grafo contráıdo seja um refinamento daquele utilizado na iteração anterior pelo mesmo
processo. Assim, o grafo contráıdo é constrúıdo a partir do grafo da iteração anterior ao
invés de ser constrúıdo a partir do grafo de entrada.
Para que o processo mestre possa fazer a escolha do pivô, ele necessita armazenar os
últimos pivôs escolhidos nas tarefas enviadas aos processos escravos. O nodo escolhido
para ser o novo pivô será aquele com o maior número de vértices dentre aqueles contidos
no pivô da iteração anterior. Esta escolha aumenta a chance de futuros refinamentos
serem encontrados.
Outra estratégia de otimização implementada consiste em não executar contrações
que não produzam um grafo muito menor. Dessa forma, se a operação de contração não
reduzir o número de vértices de uma constante k, a contração não é efetuada e o grafo
da iteração anterior é utilizado no cômputo do corte mı́nimo. Nos experimentos relatados
adiante, usa-se uma constante igual a 10.
O Algoritmo 4 corresponde à especificação do algoritmo paralelo proposto.
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Algoritmo 4: Algoritmo Paralelo De Gomory-Hu Otimizado
Entrada: G = (V,EG, cG) , procj, 0 ≤ j < p processos
Sáıda: T = (V,ET , cT ) uma árvore de cortes de G
1 se procj = 0 // processo mestre
2 então
3 processos estados[j]← V para todo j, 1 ≤ j < p ;
4 T ← {{VG}, ∅} ;
5 distribua tarefas para todos os processos ;
6 enquanto |VT | < |VG| faça
7 receba de procj resposta (s,t,S), onde {S, S} é um s-t-corte mı́nimo de G ;
8 se s e t pertencem ao mesmo nodo X de VT // atualizaç~ao da árvore
9 então
10 Xs ← X ∩ S;
11 Xt ← X ∩ S;
12 e← {Xs, Xt};
13 c(e)← c(S, S);
14 para cada aresta e′ = {X, Y } ∈ ET incidente em X na árvore T faça
15 se Y ⊆ S então
16 ET ← ET ∪ {{Xs, Y }} \ {{X, Y }};
17 senão
18 ET ← ET ∪ {{Xt, Y }} \ {{X, Y }};
19 VT ← (VT \ {X}) ∪ {Xs, Xt};
20 ET ← ET ∪ {e};
21 se |VT | = |VG| então
22 envie mensagem de finalização ao processo procj;
23 senão
24 (X, refinar)← escolhe pivô(T , processos estados[procs]);
25 partição ← constroi partição(X, T) ;
26 (s, t)← escolhe par st(X);
27 processos estados[procj]← X;
28 envie tarefa (s,t,partição,refinar) para processo procs;
29 retorne T ;
30 senão
// processo escravo
31 enquanto receber tarefas faça
32 receba tarefa (s,t,partição,refinar);
33 se tarefa = fim então
34 termine;
35 se refinar então
36 G′ ← refinar grafo contráıdo(G′, partição) ;
37 senão
38 G′ ← constrói grafo contráıdo(G, partição) ;
39 S ← corte mı́nimo(G′, s, t) ;
40 envie reposta (s,t,S) para proc0;
O Algoritmo 4 recebe como entrada um grafo capacitado G = (V,EG, cG) e devolve
uma árvore de cortes T = (V,ET , cT ). Seja p o número total de processos, o processo proc0
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corresponde ao processo mestre e os processos procj, 1 ≤ j ≤ p, os processos escravos.
Na linha 3, o algoritmo inicializa o vetor processos estados com o conjunto de vértices
do grafo de entrada. Em seguida, o processo mestre envia tarefas contendo pares (s, t)
de vértices para todos os processos escravos. Na linha 6, o processo mestre aguarda as
respostas dos escravos. Ao receber uma resposta contendo um par (s, t) e um s-t corte
mı́nimo {S, S}, o mestre verifica se os vértices s e t encontram-se no mesmo nodo da
árvore e, em caso afirmativo, a árvore é atualizada. A atualização é realizada da seguinte
forma: toma-se o nodo X ∈ T tal que s, t ∈ X. São criados os nodos Xs e Xt na árvore tal
que Xs receberá os vértices de X ∩S e Xt receberá os vértices de X ∩S. Uma nova aresta
e = {Xs, Xt} em ET com capacidade c(e) = c(S, S) é adicionada à árvore T . Em seguida,
entre as linhas 14 e 17, itera-se sobre todos as arestas e′ = {X, Y } atualizando-as conforme
o lado do corte {S, S} em que os vértices de Y se encontram. Se após a atualização a
condição VT = VG for satisfeita, a árvore de cortes foi constrúıda e o algoritmo aguarda
as respostas restantes para enviar mensagem de finalização para todos os processos. Caso
contrário, o processo mestre escolhe um novo nodo pivô X com procedimento escolhe pivô
para o processo procj, verificando o vértice do nodo armazenado em processos estados[j]
que está contido em um nodo de maior cardinalidade. Se for posśıvel encontrar um nodo
pivô desta forma, o processo mestre enviará comando ao escravo para que este refine o
grafo contráıdo, caso contrário, o processo escravo fará as contrações a partir do grafo de
entrada. Após escolhido o novo nodo pivô, o vetor processos estados[j] é atualizado e
uma nova tarefa é enviada ao processo procj.
Na linha 32 um processo escravo procj recebe uma tarefa do processo mestre. Caso a
tarefa recebida contenha uma informação indicando fim então o processo escravo finaliza.
Em seguida, o processo escravo faz a construção do grafo contráıdo G′ a partir do grafo
contráıdo anterior através do procedimento refinar grafo contráıdo, se foi enviado na tarefa
o comando para refinar. Caso contrário, o processo de contração será realizado sobre o
grafo de entrada através do procedimento constrói grafo contráıdo. Após o processo de
contração, o processo escravo procj calcula o s-t corte mı́nimo {S, S} sobre o grafo G′ e
envia uma resposta (s, t, S) ao mestre.
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4.2 Resultados Experimentais: Algoritmo Paralelo de Gomory-
Hu
Nesta seção são reportados resultados obtidos a partir da execução do algoritmo em
instâncias variadas, estão descritas na Tabela 3.2. O ambiente de execução foi um clus-
ter homogêneo com 18 servidores biprocessados interligados por uma rede Ethernet de
1Gbps1. Os processadores são do tipo Intel R© Xeon R© Processor E5-26702 com clock de
2.60GHz com 8 núcleos e 16 threads cada. Cada servidor possui 128GB de memória RAM
e 20MB de memória cache. Em todos os experimentos foram utilizados um processo por
servidor.
O código foi escrito em C/C++ e compilado com gcc utilizando ńıvel máximo de
otimização do compilador (-O3). Os speedups foram calculados como S = TS/TP , tal que
TS corresponde ao tempo da implementação do algoritmo sequencial e TP corresponde ao
tempo de execução da implementação do algoritmo paralelo com P processos. Todos os
experimentos foram executados 10 vezes cada. A versão GH-Opt é a implementação do
algoritmo proposto neste trabalho e o algoritmo GH é a implementação sem otimização.
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Figura 4.1: Tempos totais de execução
para os algoritmos GH e GH-Opt uti-
lizando instâncias do tipo PATH varia-
das.
1 3 5 10 15 20 30 40 50 100 200 300 400 500

















Figura 4.2: Tempos totais de execução
para os algoritmos GH e GH-Opt utili-
zando instâncias do tipo NOI variadas.
1Cluster do Laboratório Central de Processamento de Alto Desempenho (LCPAD) da UFPR que é
financiado pela FINEP através dos projetos CT-INFRA/UFPR
2Intel R© Xeon R© Processor E5-2670 http://ark.intel.com/pt-br/products/64595/
Intel-Xeon-Processor-E5-2670-20M-Cache-2_60-GHz-8_00-GTs-Intel-QPI
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As figuras 4.1, 4.2 e 4.3 mostram os tempos totais de execução para as duas versões do
algoritmo, com e sem as contrações de vértices otimizadas, utilizando instâncias do tipo
PATH, NOI e TREE, respectivamente, com 1000 vértices e densidade de 20% variando o
parâmetro k.
No gráfico da Figura 4.1 é posśıvel verificar que o desempenho das duas versões do
algoritmo, com e sem contrações otimizadas, tende a convergir, uma vez que, dadas as
caracteŕısticas da instância PATH, à medida em que o parâmetro k, neste caso referente
ao tamanho do caminho, aumenta, a quantidade de s-t cortes mı́nimos que separam
poucos vértices também aumenta, degradando a eficiência da otimização que não consegue
reaproveitar as instâncias de grafos contráıdos.
No gráfico da Figura 4.2 constata-se o ganho da otimização em todas as instâncias
geradas. Dadas as caracteŕısticas das instâncias NOI utilizadas para esse experimento,
o desempenho das duas versões do algoritmo é muito bom para parâmetro k, que neste
caso refere-se ao tamanho dos agrupamentos de vértices, entre 1 < k ≤ 50. Particular-
mente para k = 1, os grafos são aleatórios e sem muitos cortes mı́nimos que possibilitam
separar muitos vértices, ainda assim, a diferença de desempenho da versão otimizada foi
bem expressiva frente a versão não otimizada. Esta diferença se dá pelo fato da heuŕıstica
de escolha de pares de vértices da versão otimizada, que proporcionou bom reaproveita-
mento de instâncias de grafos contráıdos mesmo com cortes mı́nimos que separam poucos
vértices. Para o valor de k = 500 o grafo terá dois agrupamentos de vértices, uma vez
que número de vértices é 1000, e, portanto, terá apenas um corte mı́nimo balanceado.
De maneira geral o algoritmo proposto neste trabalho, descrito como GH-Opt, obteve os
melhores resultados em todas as instâncias nesses experimentos.
O gráfico da Figura 4.3 apresenta os tempos do algoritmo paralelo de Gomory-Hu
com e sem contrações otimizadas para as instâncias do tipo TREE. Para todos os va-
lores de k utilizados na geração das instâncias, o desempenho da versão otimizada foi
significativamente melhor do que a versão não otimizada.
A Figura 4.4 mostra os tempos totais de execução para as duas versões do algoritmo
utilizando as instâncias da Tabela 3.2. Para a maioria das instâncias, o algoritmo GH-Opt
obteve melhores resultados. Apenas nas instâncias PGRI e ROME o algoritmo GH-Opt
finalizou com tempos de execução maiores do que a versão GH e nas instâncias GEO
e DCYC cujo os tempos foram iguais para ambas as implementações. As instâncias
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Figura 4.3: Tempos totais de execução
para os algoritmos GH e GH-Opt uti-
lizando instâncias do tipo TREE varia-
das.
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Figura 4.4: Tempos totais de execução
para para os algoritmos GH e GH-Opt
com as instâncias da Tabela 3.2.
ROME e PGRI correspondem a modelos de grafos reais, como esses tipos de grafos têm
a caracteŕıstica de possuir a maioria dos cortes mı́nimos pouco balanceados, ou seja, que
separam poucos vértices, a otimização não consegue um bom reaproveitamento dos grafos




























Figura 4.5: Speedup do algoritmo GH-
Opt utilizando instâncias do tipo NOI
com 2000 vértices.
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Figura 4.6: Tempos médios de contração
para os algoritmos GH e GH-Opt utili-
zando instâncias do tipo NOI.
Na Figura 4.5 é representado o speedup do algoritmo Gomory-Hu com contrações oti-
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mizadas utilizando instâncias do tipo NOI com 2000 vértices e densidade de 20% variando
o parâmetro k. Para o limite de 18 máquinas utilizadas na execução dos experimentos os
speedups foram próximos de lineares.
Na Figura 4.6 são representados os tempos médios de contração nos experimentos
com as instâncias do tipo NOI. É posśıvel constatar os ganhos que a estratégia proposta
concede à implementação refletindo nos tempos totais do algoritmo. O baixo tempo médio
de contração é dado pela implementação da estratégia em somente realizar as contrações
quando for identificado que serão contráıdos mais do que 10 vértices, caso contrário o grafo
contráıdo do passo anterior será reaproveitado, economizando o tempo de contração.
4.3 Algoritmo Hı́brido Utilizando Contrações Otimizadas
O algoritmo de Gusfield não gasta tempo fazendo contrações e calcula os cortes mı́nimos
diretamente sobre o grafo de entrada. O algoritmo de Gomory-Hu contrai o grafo de
entrada e calcula os cortes mı́nimos sobre um grafo que, possivelmente, será menor do
que o grafo de entrada. Nenhum dos dois algoritmos domina o tempo sobre o outro, afinal
o tempo economizado com as contrações no algoritmo de Gusfield é compensado pelos
cálculos dos cortes mı́nimos sobre uma instância de grafo com mais vértices e arestas. Por
outro lado, o algoritmo de Gomory-Hu pode gastar muito tempo contraindo e não reduzir
significativamente o tamanho do grafo. A diferença de desempenho dos dois algoritmos
depende muito das caracteŕısticas das instâncias, assim, nas instâncias em que for posśıvel
reduzir significativamente o grafo através das contrações o algoritmo de Gomory-Hu terá
melhor desempenho e nas instâncias em que não for posśıvel, o algoritmo de Gusfield será
melhor.
Cohen [9] apresenta um algoritmo h́ıbrido que combina as técnicas utilizadas nos
algoritmos de Gusfield e Gomory-Hu. Este algoritmo faz com que as contrações fiquem
condicionadas ao número de vértices do grafo contráıdo, de forma que se forem inferiores
a um limiar T , 0 ≤ T ≤ 1, o algoritmo não faz a contração e realiza o cálculo do corte
mı́nimo sobre o grafo de entrada diretamente. O algoritmo h́ıbrido paraleliza os cálculos
dos s-t cortes mı́nimos da mesma forma que a versão paralela do algoritmo de Gomory-
Hu, porém no processo mestre é decidido se os processos escravos deverão utilizar o grafo
de entrada ou contráı-lo. As contrações, quando necessárias, são feitas sempre sobre o
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grafo de entrada. Calcular os s-t cortes mı́nimos diretamente sobre o grafo de entrada é
uma caracteŕıstica do algoritmo de Gusfield, assim nessas situações o algoritmo não gasta
tempo contraindo quando detecta que não obterá vantagem com as contrações. Com esta
abordagem, quando algoritmo h́ıbrido não for o melhor, através de análises experimentais
apresentadas em [9], ele sempre terá tempo de execução próximo do algoritmo que obtiver
o melhor tempo, uma vez que dependendo das caracteŕısticas das instâncias ou o algoritmo
de Gomory-Hu será melhor, ou o algoritmo de Gusfield será melhor.
Neste trabalho foi implementada a estratégia proposta no algoritmo h́ıbrido apresen-
tado em [9]. Na próxima seção são apresentados os resultados experimentais comparando
os tempos do algoritmo h́ıbrido com e sem contrações otimizadas.
4.4 Resultados Experimentais: Algoritmo Hı́brido Utilizando
Contrações Otimizadas
Para execução dos experimentos foram utilizadas instâncias variadas que estão descritas
na Tabela 3.2. O ambiente de execução foi um cluster homogêneo com 18 servidores
biprocessados interligados por uma rede Ethernet de 1Gbps3. Os processadores são do
tipo Intel R© Xeon R© Processor E5-26704 com clock de 2.60GHz com 8 núcleos e 16 threads
cada. Cada servidor possui 128GB de memória RAM e 20MB de memória cache. Em
todos os experimentos foram utilizados um processo por servidor.
O código foi escrito em C/C++ e compilado com gcc utilizando ńıvel máximo de
otimização do compilador (-O3). Os speedups foram calculados como S = TS/TP , tal que
TS corresponde ao tempo da implementação do algoritmo sequencial e TP corresponde ao
tempo de execução da implementação do algoritmo paralelo com P processos. Todos os
experimentos foram executados 10 vezes cada. A versão Hybrid-Opt é a implementação
do algoritmo h́ıbrido utilizando a estratégia proposta neste trabalho e o algoritmo Hybrid
é a implementação sem otimização.
A Figura 4.7 apresenta os gráficos comparativos dos tempos totais dos algoritmos
Hybrid e Hybrid-Opt utilizando instâncias do tipo PATH. Neste experimento a estratégia
proposta proporcionou uma pequena melhora nos resultados para a maioria das instâncias
3Cluster do Laboratório Central de Processamento de Alto Desempenho (LCPAD) da UFPR que é
financiado pela FINEP através dos projetos CT-INFRA/UFPR
4Intel R© Xeon R© Processor E5-2670 http://ark.intel.com/pt-br/products/64595/
Intel-Xeon-Processor-E5-2670-20M-Cache-2_60-GHz-8_00-GTs-Intel-QPI
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Figura 4.7: Tempos totais de execução
para os algoritmos Hybrid e Hybrid-Opt
utilizando instâncias do tipo PATH va-
riadas.
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Figura 4.8: Tempos totais de execução
para os algoritmos Hybrid e Hybrid-Opt
utilizando instâncias do tipo NOI varia-
das.
geradas.
A Figura 4.8 apresenta os gráficos comparativos dos tempos totais dos algoritmos
h́ıbrido e h́ıbrido otimizado utilizando instâncias do tipo NOI. Neste experimento a es-
tratégia proposta proporcionou melhores resultados para a maioria das instâncias geradas.
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Figura 4.9: Tempos totais de execução
para os algoritmos Hybrid e Hybrid-Opt
utilizando instâncias do tipo TREE va-
riadas.
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Figura 4.10: Tempos totais de execução
para para os algoritmos Hybrid e
Hybrid-Opt com as instâncias da Tabela
3.2.
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A Figura 4.9 apresenta os gráficos comparativos dos tempos totais dos algoritmos
h́ıbrido e h́ıbrido otimizado utilizando instâncias do tipo TREE. Neste experimento a
estratégia proposta proporcionou melhores resultados para todas instâncias geradas. Para
essas instâncias a versão otimizada apresentou diferenças bem significativas na maioria
dos casos.
A Figura 4.10 mostra os tempos totais de execução para as duas versões do algoritmo
h́ıbrido utilizando as instâncias da Tabela 3.2. Nas as instâncias DCYC, ER, NOI, PATH,




























Figura 4.11: Speedup do algoritmo
Hybrid-Opt utilizando instâncias do tipo
NOI com 2000 vértices.
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Figura 4.12: Tempos médios de con-
tração para os algoritmos Hybrid e
Hybrid-Opt utilizando instâncias do tipo
NOI.
A Figura 4.12 apresenta os comparativos dos tempos médios de contração para as duas
versões do algoritmo h́ıbrido utilizando as instâncias da Tabela 3.2. É posśıvel verificar
que, apesar da versão otimizada do algoritmo apresentar tempos totais muito próximos da






Neste trabalho foi proposta uma estratégia eficiente para realizar as contrações de gra-
fos na construção paralela de árvores de corte. A ideia principal é fazer com que os
processos escravos aproveitem instâncias de grafos contráıdos de passos anteriores sem a
necessidade de refazer todas as contrações no grafo de entrada durante a execução de cada
tarefa. De forma geral, a implementação desta otimização requer que o processo mestre
tenha controle sobre as tarefas que foram enviadas para cada escravo, armazenando-as
para que sejam utilizadas quando as respostas chegarem. Os processos escravos, por sua
vez, precisam tomar decisões sobre quando aproveitar, ou não, uma instância de grafo
contráıdo.
Para avaliar a eficiência desta versão foram realizados experimentos em um cluster de
alto desempenho. Foram realizados testes de speedup e comparativos entre as versões para-
lelas. Os experimentos foram feitos em vários conjuntos de instâncias que inclúıram grafos
sintéticos e grafos reais. Foram escolhidas três tipos de instâncias de grafos sintéticos para
testar as versões paralelas do algoritmo utilizando variações dessas instâncias. Nos expe-
rimentos realizados com as instâncias NOI, PATH e TREE as versões do algoritmo com
a otimização proposta apresentaram melhores resultados no tempo de execução para a
maioria das instâncias. Para as instâncias GEO, BLOG, PGRI e ROME, que represen-
tam grafos reais, as versões otimizadas não desempenharam resultados melhores do que
as versões não otimizadas do algoritmo. Nas instâncias de grafos reais, o algoritmo de
Gomory-Hu encontra muitos cortes que separam poucos vértices, dificultando o aproveita-
mento dos grafos contráıdos e, na maioria dos casos, realizando as contrações diretamente
sobre o grafo de entrada. Ainda assim, nos comparativos dos tempos médios de contração
foi posśıvel constatar que a otimização proporciona ganhos nos tempos de contração,
uma vez que o algoritmo realiza as contrações sobre grafos de tamanho menor sempre
que posśıvel. Nos experimentos de escalabilidade, variando o número de processos, os
resultados demonstraram speedups próximos de lineares para a maioria das instâncias.
De forma geral, as comparações permitem comprovar os ganhos obtidos com a es-
tratégia proposta, principalmente para os grafos onde o algoritmo consegue encontrar
cortes mı́nimos balanceados que produzem grafos contráıdos de tamanhos reduzidos.
Uma outra contribuição deste trabalho é uma implementação do algoritmo de Gomory-
Hu paralelo utilizando a biblioteca Boost. Com essa implementação foram comparadas as
implementações dos algoritmos de fluxo máximo existentes nessa biblioteca. Os resultados
experimentais permitiram avaliar o desempenho do algoritmo paralelo de Gomory-Hu
utilizando diferentes algoritmos de fluxo máximo. Através dos comparativos realizados,
foi posśıvel constatar que a implementação do algoritmo de fluxo máximo de Boykov e
Kolmogorov [6] obteve os melhores resultados em todos os testes.
Para trabalhos futuros ainda são posśıveis outras otimizações para a versão paralela
do algoritmo de Gomory-Hu. Particularmente relevante é a paralelização do processo
mestre, já que esse pode tornar-se um gargalo a partir de um determinado número de
processos escravos. Neste sentido seria necessário, através de análises experimentais,
conhecer o limite máximo de processos escravos que o mestre suporta, para então através
de novos testes avaliar a viabilidade da paralelização do mesmo. É posśıvel, também, ser
considerada como alternativa para paralelizar a construção do grafo contráıdo a utilização
da biblioteca OpenMP. Esta biblioteca é uma especificação de API que permite criar
programas paralelos no paradigma de memória compartilhada. Combinar OpenMP e MPI
traz um alto grau de paralelismo para a implementação. Apesar da alta dependência de
dados durante o processo de contração, acreditamos que é posśıvel, através da enumeração
do conjunto de arestas EG dividir o esforço em várias threads. Para alcançar esse objetivo,
uma thread não pode manipular a lista de adjacências de um mesmo vértice de forma
concorrente. Este requisito exige que as listas de adjacências sejam thread-safe, ou seja,
deve haver um controle de acesso na leitura e escrita concorrentes das estruturas de dados,
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