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Qualitative Analysis of Concurrent Mean-payoff Games∗
Krishnendu Chatterjee † Rasmus Ibsen-Jensen ‡
Abstract
We consider concurrent games played by two-players on a finite-state graph, where in every round
the players simultaneously choose a move, and the current state along with the joint moves determine the
successor state. We study the most fundamental objective for concurrent games, namely, mean-payoff
or limit-average objective, where a reward is associated to each transition, and the goal of player 1 is
to maximize the long-run average of the rewards, and the objective of player 2 is strictly the opposite
(i.e., the games are zero-sum). The path constraint for player 1 could be qualitative, i.e., the mean-
payoff is the maximal reward, or arbitrarily close to it; or quantitative, i.e., a given threshold between the
minimal and maximal reward. We consider the computation of the almost-sure (resp. positive) winning
sets, where player 1 can ensure that the path constraint is satisfied with probability 1 (resp. positive
probability). Almost-sure winning with qualitative constraint exactly corresponds to the question of
whether there exists a strategy to ensure that the payoff is the maximal reward of the game. Our main
results for qualitative path constraints are as follows: (1) we establish qualitative determinacy results
that show that for every state either player 1 has a strategy to ensure almost-sure (resp. positive) winning
against all player-2 strategies, or player 2 has a spoiling strategy to falsify almost-sure (resp. positive)
winning against all player-1 strategies; (2) we present optimal strategy complexity results that precisely
characterize the classes of strategies required for almost-sure and positive winning for both players;
and (3) we present quadratic time algorithms to compute the almost-sure and the positive winning sets,
matching the best known bound of the algorithms for much simpler problems (such as reachability
objectives). For quantitative constraints we show that a polynomial time solution for the almost-sure or
the positive winning set would imply a solution to a long-standing open problem (of solving the value
problem of turn-based deterministic mean-payoff games) that is not known to be solvable in polynomial
time.
1 Introduction
Concurrent games. Concurrent games are played by two players (player 1 and player 2) on finite-state
graphs for an infinite number of rounds. In every round, both players independently choose moves (or ac-
tions), and the current state along with the two chosen moves determine the successor state. In deterministic
concurrent games, the successor state is unique; in stochastic concurrent games, the successor state is given
by a probability distribution. The outcome of the game (or a play) is an infinite sequence of states and action
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pairs. These games were introduced in a seminal work by Shapley [48], and have been one of the most fun-
damental and well-studied game models in stochastic graph games. An important sub-class of concurrent
games are turn-based games, where in each state at most one player can choose between multiple moves
(if the transition is stochastic we have turn-based stochastic games, and if the transition is deterministic we
have turn-based deterministic games).
Mean-payoff (limit-average) objectives. The most well-studied objective for concurrent games is the limit-
average (or mean-payoff) objective, where a reward is associated to every transition and the payoff of a play
is the limit-inferior (or limit-superior) average of the rewards of the play. The original work of Shapley [48]
considered discounted sum objectives (or games that stop with probability 1); and concurrent stochastic
games with limit-average objectives (or games that have zero stop probabilities) was introduced by Gillette
in [34]. The player-1 value val(s) of the game at a state s is the supremum value of the expectation that
player 1 can guarantee for the limit-average objective against all strategies of player 2. The games are zero-
sum where the objective of player 2 is the opposite. Concurrent limit-average games and many important
sub-classes have received huge attention over the last five decades. The prominent sub-classes are turn-based
games as restrictions of the game graphs, and reachability objectives as restrictions of the objectives. A
reachability objective consists of a set U of terminal states (absorbing or sink states that are states with only
self-loops), and the set U is exactly the set of states where out-going transitions are assigned reward 1 and all
other transitions are assigned reward 0. Many celebrated results have been established for concurrent limit-
average games and its sub-classes: (1) the existence of values (or determinacy or equivalence of switching
of strategy quantifiers for the players as in von-Neumann’s min-max theorem) for concurrent discounted
games was established in [48]; (2) the existence of values (or determinacy) for concurrent reachability
games was established in [32]; (3) the existence of values (or determinacy) for turn-based stochastic limit-
average games was established in [43]; (4) the result of Blackwell-Fergusson established existence of values
for the celebrated game of Big-Match [5]; and (5) developing on the results of [5] and Bewley-Kohlberg on
Puisuex series [4] the existence of values for concurrent limit-average games was established in [44]. The
decision problem of whether the value val(s) is at least a rational constant λ can be decided in PSPACE [21,
37]; and is square-root sum hard even for concurrent reachability games [31].1 The algorithmic question
of the value computation has also been studied in depth for special classes such as ergodic concurrent
games [39] (where all states can be reached with probability 1 from all other states); turn-based stochastic
reachability games [23]; and turn-based deterministic limit-average games [29, 51, 35, 10]. The decision
problem of whether the value val(s) is at least a rational constant λ lie in NP ∩ coNP both for turn-based
stochastic reachability games and turn-based deterministic limit-average games. They are among the rare
and intriguing combinatorial problems that lie in NP ∩ coNP, but are not known to be in PTIME. The
existence of polynomial time algorithms for the above decision questions are long-standing open problems.
Qualitative winning modes. In another seminal work, the notion of qualitative winning modes was intro-
duced in [25] for concurrent reachability games. In qualitative winning modes, instead of the exact value
computation the question is whether the objective can be satisfied with probability 1 (almost-sure winning)
or with positive probability (positive winning). The qualitative analysis is of independent interest and im-
portance in many applications (such as in system analysis) where we need to know whether the correct
behaviour arises with probability 1. For instance, when analysing a randomized embedded scheduler, we
are interested in whether every thread progresses with probability 1 [24]. Even in settings where it suffices
to satisfy certain specifications with probability p < 1, the correct choice of p is a challenging problem,
1The square-root sum problem is an important problem from computational geometry, where given a set of natural numbers
n1, n2, . . . , nk, the question is whether the sum of the square roots exceed an integer b. The square root sum problem is not known
to be in NP.
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due to the simplifications introduced during modelling. For example, in the analysis of randomized dis-
tributed algorithms it is quite common to require correctness with probability 1 (see, e.g., [46, 42, 49]).
More importantly it was shown in [25] that the qualitative analysis for concurrent reachability games can be
solved in polynomial time (quadratic time for almost-sure winning, and linear time for positive winning).
Moreover the algorithms were discrete graph theoretic algorithms, and the combinatorial algorithms were
independent of the precise transition probabilities. Since qualitative analysis is robust to numerical pertur-
bations and modelling errors in the transition probabilities, and admits efficient combinatorial algorithms
for the special case of concurrent reachability games, they have been studied in many different contexts
such as Markov decision processes and turn-based stochastic games with ω-regular objectives [20, 17, 18];
pushdown stochastic games with reachability objectives [30, 31, 9]; and partial-observation games with ω-
regular objectives [15, 3, 2, 13, 22, 12, 45, 16], to name a few. However, the qualitative analysis for the very
important problem of concurrent limit-average games has not been studied before. In this work, we consider
qualitative analysis of concurrent limit-average games. We show that the qualitative analysis of concurrent
limit-average games is significantly different from and more involved than qualitative analysis of concurrent
reachability games.
Relevance of concurrent limit-average games. Besides the mathematical elegance of concurrent limit-
average games, they also provide useful modeling framework for system analysis. Concurrent games are
relevant in modeling systems with synchronous interaction of components [26, 27, 1]. Mean-payoff objec-
tives are widely used for performance measure of systems, such as in inventory control [33, 47]. More re-
cently, limit-average objectives have been used to ensure quality in synthesis of reactive systems [6, 19], ap-
plied in synthesis of concurrent programs [11], and automata theoretic and temporal logic frameworks have
been extended with such objectives to specify resource consumption requirements of systems [14, 8, 28].
Moreover, the LTL synthesis problem has also been extended with mean-payoff objectives [7]. Thus the
qualitative analysis problem for concurrent limit-average games is a relevant problem for formal analysis of
systems.
Classes of strategies. We first classify the various notion of strategies that are relevant for concurrent games.
In general a strategy in a concurrent game, considers the past history of the game (the finite sequence of states
and actions played so far), and specifies a probability distribution over the next actions. Thus a strategy
requires memory to remember the past history of the game. A strategy is stationary if it is independent of
the past history and only depends on the current state; and a strategy is positional if it is stationary and does
not use randomization. The complexity of a stationary strategy is described by its patience which is the
inverse of the minimum non-zero probability assigned to a move. The notion of patience was introduced
in [32] and also studied in the context of concurrent reachability games [38, 36]. A strategy is Markov if it
only depends on the length of the play and the current state. An infinite-memory strategy can be of different
complexities, e.g., it could be implemented by a counter with increments (such as Markov strategies), or
it could depend in a complicated way on the history such as strategies in Big-Match [5]. To obtain a finer
characterization of infinite-memory strategies we consider the time-dependent memory bound for them,
which intuitively captures the memory requirement as a function of the number of steps of the history. For
an infinite-memory strategy, the time-dependent memory needed is the amount of memory required for the
first T rounds of the game, for T > 0. For example, the time-dependent memory required by a Markov
strategy is T , for all T > 0. We first show with an example the difference between concurrent reachability
games and concurrent limit-average games for qualitative analysis.
Example. Consider the classical game of matching penny where in every round player 1 and player 2
choose independently between two moves, namely, heads and tails, and player 1 wins if the moves of both
the players match in any round. The game of matching penny is modelled as a concurrent reachability game
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Figure 1: The classical matching pennies game (left) and our variant matching pennies game (right), where
rewards 1 are annotated with the transition and all other rewards are 0.
with two states s0 and s1, where s1 is the terminal state. In s0, both players choose heads and tails, and
if they match the successor state is s1, otherwise s0. A stationary strategy for player 1 that chooses both
moves with equal probability is an almost-sure winning strategy. Consider a variant of the matching penny
game where player 1 wins immediately if the matching moves are tails, but if the matching moves are heads,
then player 1 gets a reward of 1 and the game continues. The classical matching penny game and the variant
matching penny game are shown pictorially in Figure 1. For every ǫ > 0, the stationary strategy for player 1
that plays heads with probability 1− ǫ and tails with probability ǫ is an almost-sure winning strategy for the
objective to ensure that the limit-average payoff is at least 1− ǫ. For an almost-sure winning strategy for the
objective to ensure that the limit-average payoff is exactly 1, infinite-memory strategies are required, and a
Markov strategy that in round j ≥ 0, for 2j2-steps plays tails with probability 1
2j
and heads with probability
1− 1
2j
, and then goes to round j + 1, is an almost-sure winning strategy. The variant matching penny game
cannot be modeled as a concurrent reachability game.
Exact Qual. Limit Qual. Reachability
Ensuring
strategy
Sufficient Markov Stationary Stationary
Time-dep: T Patience
(
n·m
ǫ
)nO(n) Patience m
Necessary Infinite memory Stationary Stationary
Time-dep: T Patience
(
1
ǫ
)2Ω(n) Patience m
Spoiling
strategy
Sufficient Markov Markov MarkovTime-dep: T Time-dep: T Time-dep: T
Necessary Infinite memory Infinite memory Infinite memoryTime-dep: T Time-dep: T Time-dep: T
Table 1: Strategy complexity for almost-sure winning for exact qualitative, limit qualitative constraints, and
reachability objectives in concurrent games, where m is the number of moves and n is the number of states.
The results in boldface are new results included in the present paper.
Our results. First, note that for limit-average objectives the rewards can be scaled and shifted, and hence
without loss of generality we restrict ourselves to the problem where the rewards are between 0 and 1. We
consider three kinds of path constraints (or objectives): (i) exact qualitative constraint that consists of the
set of paths where the limit-average payoff is 1; (ii) limit qualitative constraint that consists of the set of
paths with limit-average payoff at least 1 − ǫ, for all ǫ > 0; and (iii) quantitative constraint that consists of
the set of paths where the limit-average payoff is at least λ, for λ ∈ (0, 1). The significance of qualitative
constraint are as follows: first, they present the most strict guarantee as path constraint; and second, almost-
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Exact Qual. Limit Qual. Reachability
Ensuring
strategy
Sufficient Markov Markov StationaryTime-dep: T Time-dep: T Patience m
Necessary Infinite memory Infinite memory StationaryTime-dep: T Time-dep: T Patience m
Spoiling
strategy
Sufficient Stationary Stationary PositionalPatience m Patience m
Necessary Stationary Stationary PositionalPatience m Patience m
Table 2: Strategy complexity for positive winning for exact qualitative, limit qualitative constraints, and
reachability objectives in concurrent games, where m is the number of moves. The results in boldface are
new results included in the present paper.
sure winning with qualitative constraint exactly corresponds to the question whether there exists a strategy
to ensure that the payoff is the maximal reward of the transitions of the game. Our results are as follows:
1. Almost-sure winning. Our results for almost-sure winning are as follows:
(a) (Qualitative determinacy). First we establish (in Section 3.1) qualitative determinacy for con-
current limit-average games for almost-sure winning where we show that for every state either
player 1 has a strategy to ensure almost-sure winning for both exact qualitative constraint and
limit qualitative constraint against all player-2 strategies; or player 2 has a spoiling strategy to
ensure that both exact qualitative constraint and limit qualitative constraint are violated with pos-
itive probability against all player-1 strategies. The qualitative determinacy result is achieved by
characterizing the almost-sure winning set with a discrete combinatorial cubic-time algorithm.
(b) (Strategy complexity). In case of concurrent reachability games, stationary almost-sure winning
strategies with patience m (where m is the number of moves) exist for player 1; and spoiling
strategies for player 2 require infinite memory and Markov strategies are sufficient [25]. In con-
trast, we show that for exact qualitative path constraint, almost-sure winning strategies require
infinite memory for player 1 and Markov strategies are sufficient; whereas the spoiling strate-
gies require infinite memory for player 2 and Markov strategies are sufficient. For limit quali-
tative constraint, we show that for all ǫ > 0, stationary almost-sure winning strategies exist for
player 1, whereas spoiling strategies for player 2 require infinite memory and Markov strategies
are sufficient. We establish asymptotically matching double exponential upper and lower bound
for the patience required by almost-sure winning strategies for limit qualitative constraints. In
all cases where infinite-memory strategies are required we establish that the optimal (matching
upper and lower bound) time-dependent memory bound is T , for all T > 0. Our results are
summarized in Table 1 (and the results are in Section 3.2).
(c) (Improved algorithm). Finally we present an improved algorithm for the computation of the
almost-sure winning set of exact and limit qualitative constraint that uses quadratic time (in
Section 3.3). Our algorithm matches the bound of the currently best known algorithm for the
computation of the almost-sure winning set of the special case of concurrent reachability games.
2. Positive winning. Our results for positive winning are as follows:
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(a) (Qualitative determinacy and algorithm). We establish the qualitative determinacy for positive
winning; and our qualitative determinacy characterization already presents a quadratic time al-
gorithm to compute the positive winning sets for exact and limit qualitative path constraints.
Moreover, also for positive winning the exact and limit qualitative path constraints winning sets
coincide. The results are presented in Section 4.1.
(b) (Strategy complexity). In case of concurrent reachability games, stationary positive winning
strategies with patience m (where m is the number of moves) exist for player 1; and positional
(stationary and deterministic) spoiling strategies exist for player 2 [25]. In contrast, we show
that positive winning strategies for player 1 both for exact and limit qualitative path constraints
require infinite memory and Markov strategies are sufficient, and the optimal time-dependent
memory bound is T , for all T > 0. We also show that (a) stationary spoiling strategies exist
for player 2, (b) they require randomization, and (c) the optimal bound for patience is m. Our
results are summarized in Table 2 (and the results are in Section 4.2).
3. (Hardness of polynomial computability for quantitative constraints). Finally we show (in Section 5)
that for quantitative path constraints, both the almost-sure and the positive winning problems even
for turn-based stochastic mean-payoff games with rewards only {0, 1} are at least as hard as value
computation of turn-based deterministic mean-payoff games with arbitrary integer rewards. Thus
solving the almost-sure or the positive winning problem with quantitative path constraint with boolean
rewards in polynomial time would imply the solution of a long-standing open problem. Observe
that we show hardness for the almost-sure and positive winning in turn-based stochastic boolean
reward games with quantitative constraints. Note that (i) turn-based deterministic boolean reward
games with quantitative constraints can be solved in polynomial time (the pseudo-polynomial time
algorithm of [51] is polynomial for boolean rewards); (ii) almost-sure and positive winning for both
turn-based stochastic and concurrent reachability games can be solved in polynomial time [20, 25];
and (iii) almost-sure and positive winning with qualitative constraints can be solved in polynomial
time as shown by our results (even for concurrent games). Thus our hardness result is tight in the
sense that the natural restrictions in terms of game graphs, objectives, or qualitative constraints yield
polynomial time algorithms.
Important remarks. Observe that for positive winning our algorithm uses quadratic time, as compared
to the linear time algorithm for positive reachability in concurrent games. However, for the special case
of turn-based deterministic games, the positive winning set for exact qualitative path constraints coincide
with the winning set for coBu¨chi games (where the goal is to ensure that eventually always a set T of states
are visited). The long-standing best known algorithms for turn-based deterministic coBu¨chi games uses
quadratic time. Turn-based deterministic coBu¨chi games is a special case of positive winning for concurrent
limit-average games with qualitative path constraints. Therefore our algorithm matches the current best
known quadratic bound of the simpler case. Finally, our results that for qualitative analysis Markov strategies
are sufficient are in sharp contrast to general concurrent limit-average games where Markov strategies are
not sufficient (for example in the celebrated Big-Match game [5]).
2 Definitions
In this section we present the definitions of game structures, strategies, objectives, winning modes and other
basic notions.
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Probability distributions. For a finite set A, a probability distribution on A is a function δ : A → [0, 1]
such that
∑
a∈A δ(a) = 1. We denote the set of probability distributions on A byD(A). Given a distribution
δ ∈ D(A), we denote by Supp(δ) = {x ∈ A | δ(x) > 0} the support of the distribution δ.
Concurrent game structures. A (two-player) concurrent stochastic game structure G = (S,A,Γ1,Γ2, δ)
consists of the following components.
• A finite state space S and a finite set A of actions (or moves).
• Two move assignments Γ1,Γ2 : S → 2A \ ∅. For i ∈ {1, 2}, assignment Γi associates with each
state s ∈ S the non-empty set Γi(s) ⊆ A of moves available to player i at state s. For technical
convenience, we assume that Γi(s) ∩ Γj(t) = ∅ unless i = j and s = t, for all i, j ∈ {1, 2}
and s, t ∈ S. If this assumption is not met, then the moves can be trivially renamed to satisfy the
assumption.
• A probabilistic transition function δ : S×A×A→ D(S), which associates with every state s ∈ S and
moves a1 ∈ Γ1(s) and a2 ∈ Γ2(s) a probability distribution δ(s, a1, a2) ∈ D(S) for the successor
state.
We will denote by δmin the minimum non-zero transition probability, i.e., δmin =
mins,t∈S mina1∈Γ1(s),a2∈Γ2(s){δ(s, a1, a2)(t) | δ(s, a1, a2)(t) > 0}. We will denote by n the num-
ber of states (i.e., n = |S|), and by m the maximal number of actions available for a player at
a state (i.e., m = maxs∈S max{|Γ1(s)|, |Γ2(s)|}). For all states s ∈ S, moves a1 ∈ Γ1(s) and
a2 ∈ Γ2(s), we indicate by Succ(s, a1, a2) = Supp(δ(s, a1, a2)) the set of possible successors of s
when moves a1 and a2 are selected. The size of the transition relation of a game structure is defined as
|δ| =
∑
s∈S
∑
a1∈Γ1(s)
∑
a2∈Γ2(s)
|Succ(s, a1, a2)|.
Turn-based stochastic games, turn-based deterministic games and MDPs. A game structure G is turn-
based stochastic if at every state at most one player can choose among multiple moves; that is, for every
state s ∈ S there exists at most one i ∈ {1, 2} with |Γi(s)| > 1. A turn-based stochastic game with
deterministic transition function is a turn-based deterministic game. A game structure is a player-2 Markov
decision process (MDP) if for all s ∈ S we have |Γ1(s)| = 1, i.e., only player 2 has choice of actions in the
game, and player-1 MDPs are defined analogously.
Plays. At every state s ∈ S, player 1 chooses a move a1 ∈ Γ1(s), and simultaneously and inde-
pendently player 2 chooses a move a2 ∈ Γ2(s). The game then proceeds to the successor state t
with probability δ(s, a1, a2)(t), for all t ∈ S. A path or a play of G is an infinite sequence ω =(
(s0, a
0
1, a
0
2), (s1, a
1
1, a
1
2), (s2, a
2
1, a
2
2) . . .
)
of states and action pairs such that for all k ≥ 0 we have
(i) ak1 ∈ Γ1(sk) and ak2 ∈ Γ2(sk); and (ii) sk+1 ∈ Supp(δ(sk, ak1 , ak2)). We denote by Ω the set of all
paths.
Strategies. A strategy for a player is a recipe that describes how to extend prefixes of a play. Formally, a
strategy for player i ∈ {1, 2} is a mapping σi : (S × A × A)∗ × S → D(A) that associates with every
finite sequence x ∈ (S × A × A)∗ of state and action pairs, and the current state s in S, representing the
past history of the game, a probability distribution σi(x · s) used to select the next move. The strategy σi
can prescribe only moves that are available to player i; that is, for all sequences x ∈ (S × A × A)∗ and
states s ∈ S, we require that Supp(σi(x · s)) ⊆ Γi(s). We denote by Σi the set of all strategies for player
i ∈ {1, 2}. Once the starting state s and the strategies σ1 and σ2 for the two players have been chosen, the
probabilities of events are uniquely defined [50], where an event A ⊆ Ω is a measurable set of paths. For an
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event A ⊆ Ω, we denote by Prσ1,σ2s (A) the probability that a path belongs to A when the game starts from
s and the players use the strategies σ1 and σ2. We will consider the following special classes of strategies:
1. Stationary (memoryless) and positional strategies. A strategy σi is stationary (or memoryless) if it is
independent of the history but only depends on the current state, i.e., for all x, x′ ∈ (S×A×A)∗ and
all s ∈ S, we have σi(x · s) = σi(x′ · s), and thus can be expressed as a function σi : S → D(A).
For stationary strategies, the complexity of the strategy is described by the patience of the strategy,
which is the inverse of the minimum non-zero probability assigned to an action [32]. Formally, for
a stationary strategy σi : S → D(A) for player i, the patience is maxs∈S maxa∈Γi(s){
1
σi(s)(a)
|
σi(s)(a) > 0}. A strategy is pure (deterministic) if it does not use randomization, i.e., for any history
there is always some unique action a that is played with probability 1. A pure stationary strategy σi
is also called a positional strategy, and represented as a function σi : S → A.
2. Strategies with memory and finite-memory strategies. A strategy σi can be equivalently defined as
a pair of functions (σui , σni ), along with a set Mem of memory states, such that (i) the next move
function σni : S × Mem → D(A) given the current state of the game and the current memory
state specifies the probability distribution over the actions; and (ii) the memory update function σui :
S × A × A × Mem → Mem given the current state of the game, the action pairs, and the current
memory state updates the memory state. Any strategy can be expressed with an infinite set Mem of
memory states, and a strategy is a finite-memory strategy if the set Mem of memory states is finite,
otherwise it is an infinite-memory strategy.
3. Markov strategies. A strategy σi is a Markov strategy if it only depends on the length of the play and
current state. Formally, for all finite prefixes x, x′ ∈ (S×A×A)∗ such that |x| = |x′| (i.e., the length
of x and x′ are the same, where the length of x and x′ are the number of states that appear in x and
x′, respectively) and all s ∈ S we have σi(x · s) = σi(x′ · s).
4. Time-dependent memory. Consider a strategy σi with memory Mem. For every finite sequence x ∈
(S ×A×A)∗ there is a unique memory element t(x) = m ∈ Mem such that after the finite sequence
x the current memory state is m (note that the memory update function is a deterministic function).
For a time bound T , the time-dependent memory of the strategy σi, is the size of the set of memory
elements used for histories upto length T , i.e., |{m ∈ Mem | ∃x ∈ (S×A×A)∗, |x| ≤ T, t(x) = m}|.
Formally, the time-dependent memory for an infinite-memory strategy σi is a function Θσi : N → N
such that Θσi(T ) = |{m ∈ Mem | ∃x ∈ (S × A × A)∗, |x| ≤ T, t(x) = m}|. Note that a Markov
strategy can be played with time-dependent memory of size T , for all T > 0, i.e., for a Markov
strategy σ we have Θσ(T ) = T for all T > 0. A trivial upper bound on the time-dependent memory
of a strategy is (|S|·|A|·|A|)T , for all T ≥ 0, i.e., for all strategies σ we have Θσ(T ) ≤ (|S|·|A|·|A|)T ,
for all T ≥ 0.
Repeated games with absorbing states. A state s is absorbing if for all actions a1 ∈ Γ1(s) and all actions
a2 ∈ Γ2(s) we have Succ(s, a1, a2) = {s}. A game is a repeated game with absorbing states, as defined by
Kohlberg [41], if all states, other than one special state s∗, are absorbing. In the present paper all absorbing
states will only have a single action for each player. Once an absorbing state is reached, no strategy will
need memory. In a repeated game with absorbing states, updates of memory will therefore only happen in
state s∗ and implies that the play has only been in state s∗ since the start of the play. We will therefore write
σui (s
∗, a1, a2,m) as σ
u
i (a1, a2,m).
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Objectives. An objective Φ ⊆ Ω is a measurable subset of paths. In this work we will consider limit-
average (or mean-payoff) objectives. We will consider concurrent games with a boolean reward function
r : S × A × A → {0, 1} that assigns a reward value r(s, a1, a2) for all s ∈ S, a1 ∈ Γ1(s) and a2 ∈ Γ2(s)
(see Remark 22 for general real-valued reward functions2). For a path ω = ((s0, a01, a02), (s1, a11, a12), . . . ),
the limit-inferior average (resp. limit-superior average) is defined as follows:
LimInfAvg(ω) = lim inf
n→∞
1
n
·
n−1∑
i=0
r(si, a
i
1, a
i
2); LimSupAvg(ω) = lim sup
n→∞
1
n
·
n−1∑
i=0
r(si, a
i
1, a
i
2).
For a threshold λ ∈ [0, 1] we consider the following objectives:
LimInfAvg(λ) = {ω | LimInfAvg(ω) ≥ λ}; LimSupAvg(λ) = {ω | LimSupAvg(ω) ≥ λ};
LimInfAvg(λ) = {ω | LimInfAvg(ω) < λ}; LimSupAvg(λ) = {ω | LimSupAvg(ω) < λ};
LimInfAvg≤(λ) = {ω | LimInfAvg(ω) ≤ λ}; LimSupAvg≤(λ) = {ω | LimSupAvg(ω) ≤ λ}.
For the analysis of concurrent games with boolean limit-average objectives we will also need reacha-
bility and safety objectives. Given a target set U ⊆ S, the reachability objective Reach(U) requires some
state in U be visited at least once, i.e., defines the set Reach(U) = {ω =
(
(s0, a
0
1, a
0
2), (s1, a
1
1, a
1
2), . . .
)
|
∃i ≥ 0.si ∈ U} of paths. The dual safety objective for a set F ⊆ S of safe states requires that the set F is
never left, i.e., Safe(F ) = {ω =
(
(s0, a
0
1, a
0
2), (s1, a
1
1, a
1
2), . . .
)
| ∀i ≥ 0.si ∈ F}. Observe that reachability
objectives are a very special case of boolean reward limit-average objectives where states in U are absorbing
and are exactly the states with reward 1, and similarly for safety objectives.
µ-calculus, complementation, and levels. Consider a µ-calculus expression Ψ = µX.ψ(X) over a finite
set S, where ψ : 2S 7→ 2S is monotonic. The least fixpoint Ψ = µX.ψ(X) is equal to the limit limk→∞Xk,
where X0 = ∅, and Xk+1 = ψ(Xk). For every state s ∈ Ψ, we define the level k ≥ 0 of s to be the integer
such that s 6∈ Xk and s ∈ Xk+1. The greatest fixpoint Ψ = νX.ψ(X) is equal to the limit limk→∞Xk,
where X0 = S, and Xk+1 = ψ(Xk). For every state s 6∈ Ψ, we define the level k ≥ 0 of s to be the integer
such that s ∈ Xk and s 6∈ Xk+1. The height of a µ-calculus expression γX.ψ(X), where γ ∈ {µ, ν}, is the
least integer h such that Xh = limk→∞Xk. An expression of height h can be computed in h+1 iterations.
Given a µ-calculus expression Ψ = γX.ψ(X), where γ ∈ {µ, ν}, the complement ¬Ψ = (S \ Ψ) of γ is
given by γX.¬ψ(¬X), where γ = µ if γ = ν, and γ = ν if γ = µ.
Almost-sure and positive winning sets. Given an objective Φ, the almost-sure winning set for player 1 for
the objective Φ, denoted as Almost1(Φ), is the set of states such that there exists a strategy (referred to as
almost-sure winning strategy) for player 1 to ensure that the objective is satisfied with probability 1 (almost-
surely) against all strategies of the opponent. The positive winning set, denoted Positive1(Φ), requires that
player 1 can ensure that the probability to satisfy Φ is positive. Formally we have
• Almost1(Φ) = {s | ∃σ1.∀σ2.Pr
σ1,σ2
s (Φ) = 1}; and
• Positive1(Φ) = {s | ∃σ1.∀σ2.Pr
σ1,σ2
s (Φ) > 0}.
The almost-sure and positive winning sets Almost2 and Positive2 for player 2 are obtained analogously, as
above, by switching the roles of player 1 and player 2, respectively.
2We consider boolean rewards for simplicity in presentation, and in Remark 22 we argue how the results extend to general
rewards.
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3 Almost-sure Winning
In this section we will present three results: (1) establish qualitative determinacy for almost-sure winning;
(2) establish the strategy complexity for almost-sure winning; and (3) finally present an improved algorithm
to compute the almost-sure winning set; for exact and limit qualitative constraints in concurrent games.
3.1 Qualitative determinacy
We will establish the qualitative determinacy results through a polynomial time algorithm to compute the
set Almost1(LimInfAvg(λ)) and Almost1(LimSupAvg(λ)) for λ = 1 in concurrent games with boolean
rewards. To present our algorithm we first define a three-argument predecessor operator ASP(X,Y,Z) and
then give our algorithm as a µ-calculus formula with the predecessor operator.
Predecessor operator. Consider sets X,Y,Z ⊆ S such that Y ⊆ Z ⊆ X; and we consider the following
three sets of actions:
1. Allow1(s,X) = {a1 ∈ Γ1(s) | ∀a2 ∈ Γ2(s) : Succ(s, a1, a2) ⊆ X};
2. Bad2(s,X, Y ) = {a2 ∈ Γ2(s) | ∃a1 ∈ Allow1(s,X) : Succ(s, a1, a2) ∩ Y 6= ∅}; and
3. Good1(s,X, Y, Z) = {a1 ∈ Allow1(s,X) | ∀a2 ∈ (Γ2(s) \ Bad2(s,X, Y )) : Succ(s, a1, a2) ⊆
Z ∧ r(s, a1, a2) = 1}.
The intuitive description of the action sets are as follows: (i) the set Allow1(s,X) consists of all actions for
player 1, such that against all actions of player 2 the set X is not left; (ii) the set Bad2(s,X, Y ) is the set of
player 2 actions a2, such that there is a player 1 action a1 in Allow1(s,X) such that given a1 and a2 the set
Y is reached in one-step from s with positive probability; and (iii) Good1(s,X, Y, Z) is the set of actions
for player 1 in Allow1(s,X) such that for all actions for player 2 that are not in Bad2(s,X, Y ) the next state
is in Z and the reward is 1. The set ASP(X,Y,Z) is the set of states where Good1(s,X, Y, Z) is non-empty,
i.e., ASP(X,Y,Z) = {s | Good1(s,X, Y, Z) 6= ∅} (the word ASP is an acronym for allow-stay-progress,
i.e., (i) it allows the play to remain in X forever, and either (ii) progress to Y with positive probability or
(iii) stay in Z and get reward 1 with high probability). Let X∗ = νX.µY.νZ.ASP(X,Y,Z) be the fixpoint.
We will show that
X∗ = Almost1(LimInfAvg(1)) = Almost1(LimSupAvg(1)).
Moreover we will show that X∗ =
⋂
ǫ>0 Almost1(LimInfAvg(1 − ǫ)) =
⋂
ǫ>0 Almost1(LimSupAvg(1 −
ǫ)) (see Theorem 6). In the following two lemmas we establish that X∗ ⊆ Almost1(LimInfAvg(1)) ⊆
Almost1(LimSupAvg(1)) as follows: (1) in the first lemma we show that for all ǫ > 0 there is a stationary
strategy to ensure that from all states in X∗ that the limit-inferior mean-payoff is at least 1 − ǫ and the set
X∗ is never left; and (2) in the second lemma we use the stationary strategies of the first lemma repeatedly
to construct a Markov almost-sure winning strategy.
Lemma 1. For all ǫ > 0, there exists a stationary strategy σǫ1 with patience at most ( n·mδmin·ǫ)
nn+2
, such that
for all strategies σ2 and all s ∈ X∗ we have Prσ
ǫ
1,σ2
s (LimInfAvg(1− ǫ) ∩ Safe(X∗)) = 1.
Proof. We first analyse the computation of X∗. We have
X∗ = µY.νZ.ASP(X∗, Y, Z);
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this is achieved by simply replacing X withX∗ in the µ-calculus expression νX.µY.νZ.ASP(X,Y,Z), then
getting rid of the outer-most ν quantifier, and evaluating the rest of the µ-calculus expression. Since X∗ is a
fixpoint we haveX∗ = µY.νZ.ASP(X∗, Y, Z). Thus the computation ofX∗ is achieved as follows: we have
Y0 = ∅ and Yi+1 = νZ.ASP(X∗, Yi, Z). Let ℓ be the smallest number such that Yℓ = νZ.ASP(X∗, Yℓ, Z),
and we have Yℓ = X∗. For a state s ∈ X∗, let Aw(s) = |Allow1(s,X∗)| denote the size of the set of
allowable actions; and for j ≥ 0, let Gd(s, j) = |Good1(s,X∗, Yℓ−j−1, Yℓ−j)| denote the size of the set of
good actions for the triple X∗, Yℓ−j−1, Yℓ−j .
Fix ǫ > 0. The desired strategy σǫ1 will be constructed as a finite sequence of strategies σ
ǫ,1
1 , σ
ǫ,2
1 , . . . σ
ǫ,ℓ
1 .
We start with the definition of σǫ,11 , and for a state s and action a ∈ Γ1(s) we have the following: if
s ∈ (Yℓ \ Yℓ−1), then
σ
ǫ,1
1 (s)(a) =


1−ǫ
Gd(s,0) a ∈ Good1(s,X
∗, Yℓ−1, Yℓ) and Aw(s) 6= Gd(s, 0)
1
Gd(s,0) a ∈ Good1(s,X
∗, Yℓ−1, Yℓ) and Aw(s) = Gd(s, 0)
ǫ
Aw(s)−Gd(s,0) a ∈ (Allow1(s,X
∗) \Good1(s,X∗, Yℓ−1, Yℓ))
0 a 6∈ Allow1(s,X∗)
and if s 6∈ (Yℓ \ Yℓ−1), then σǫ,11 (s) is an arbitrary probability distribution over Γ1(s). For j > 1, let
βj = n
−n
j−1−1
n−1 · ( m
δmin
)−
nj−1
n−1
+1 · ǫ
nj−1
n−1
. We now define σǫ,j1 , for j > 1. For a state s and action a ∈ Γ1(s),
we have the following: if s ∈ (Yℓ−j \ Yℓ−j−1),
σ
ǫ,j
1 (s)(a) =


1−βj
Gd(s,j) a ∈ Good1(s,X
∗, Yℓ−j−1, Yℓ−j) and Aw(s) 6= Gd(s, j)
1
Gd(s,j) a ∈ Good1(s,X
∗, Yℓ−j−1, Yℓ−j) and Aw(s) = Gd(s, j)
βj
Aw(s)−Gd(s,j) a ∈ (Allow1(s,X
∗) \Good1(s,X∗, Yℓ−j−1, Yℓ−j))
0 a 6∈ Allow1(s,X∗)
and if s 6∈ (Yℓ−j \ Yℓ−j−1), then σǫ,j1 (s)(a) = σ
ǫ,j−1
1 (s)(a). The strategy σǫ1 is then σ
ǫ,ℓ
1 .
Bounds on patience. Observe that the patience is at most ( n·m
δmin·ǫ
)n
n+2
, because that is a bound on the inverse
of βℓ, by definition (note that ℓ is at most n).
We will now show that σǫ1 has the desired properties to ensure the safety and limit-average objectives.
Ensuring safety. First observe that the strategy σǫ1 never plays actions not in Allow1(s,X∗), for states
s ∈ X∗. For all actions a1 ∈ Γ1(s), if there is an action a2 ∈ Γ2(s) such that Succ(s, a1, a2)∩(S\X∗) 6= ∅,
then a1 does not belong to Allow1(s,X∗) and hence is played with probability 0 (at s for all s ∈ X∗). This
implies that for all s′ ∈ X∗ and for all strategies σ2 we have that Pr
σǫ1,σ2
s′ (Safe(X
∗)) = 1. Hence the safety
property is guaranteed.
Ensuring LimInfAvg(1 − ǫ). We now focus on the mean-payoff objective. Since the strategy σǫ1 is a sta-
tionary strategy, fixing the strategy σǫ1 for player 1, we obtain an MDP for player 2. In MDPs, there exist
optimal positional strategies for the player to minimize mean-payoff objectives [43]. Hence we only focus
on positional strategies as counter strategies for player 2 against σǫ1.
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We will show the following by induction on j: for all positional strategies σ2 for player 2, for all
s ∈ (X∗ \ Yℓ−j) one of the following two properties hold: either (1) the set Yℓ−j is reached within at most
ǫ
βj+1
steps in expectation; or (2) we have
Pr
σ
ǫ,j
1 ,σ2
s (LimInfAvg(1− ǫ)) = 1. (1)
We present the inductive proof now.
Base case. First the base case, j = 1. Let s ∈ (Yℓ \ Yℓ−1) = (X∗ \ Yℓ−1). Consider σǫ,11 and a positional
strategy σ2 for player 2. After fixing both the chosen strategies, since both the strategies are stationary we
obtain a Markov chain. Let the random variable indicating the play from s in the Markov chain be denoted
as P . There are now two cases.
• We consider the case when the play P enters a state s1 from which no state s2 can be reached, where
σ2 plays an action in Bad2(s2,X∗, Yℓ−1). Then once s1 is reached, for any state s3 that appears after
s1 we have that σǫ,11 plays some action in Good1(s3,X∗, Yℓ−1, Yℓ) with probability 1− ǫ (and hence
get a payoff of 1). Hence P satisfies Equation 1 in this case.
• In the other case the play P can always reach a state s2 such that σ2 plays an action in
Bad2(s2, Yℓ, Yℓ−1) = Bad2(s2,X∗, Yℓ−1) and we can therefore enter a state in s3 ∈ Yℓ−1 with prob-
ability at least ǫ·δmin
m
from s2. Since ǫ·δminm is a lower bound on the smallest positive probability in the
Markov chain, any state that can be reached is actually reached within at most n steps with probabil-
ity at least ( ǫ·δmin
m
)n. Hence the probability to reach a state in Yℓ−1 within at most n steps is at least
( ǫ·δmin
m
)n. Therefore we need at most n · ( m
ǫ·δmin
)n = ǫ
β2
steps in expectation to reach Yℓ−1.
Inductive case. We now consider the inductive case for j > 1, and the argument is similar to the base case.
Let s ∈ (X∗ \ Yℓ−j). As above we fix a positional strategy σ2 for player 2 and consider the Markov chain
induced by σǫ1 and σ2, and denote the random variable for a play from s in the Markov chain as P . We have
two cases.
• We consider the case when the play P enters a state s1 from which no state s2 can be reached, where
σ2 plays an action in Bad2(s1,X∗, Yℓ−j). Hence once s1 is reached along P , no state in Yℓ−j can
be reached along the play. We can view the states in (Yℓ \ Yℓ−j+1) as either (i) already satisfying
the desired Equation 1 by the inductive hypothesis, or (ii) else entering a state in (Yℓ−j+1 \ Yℓ−j)
(no state in Yℓ−j can be reached) after having giving payoff at least 0 for at most ǫβj time steps in
expectation (by the inductive hypothesis). But in all states s3 in (Yℓ−j+1 \Yℓ−j) that the play P visits
after entering the state s1, the strategy σǫ,01 chooses an action in Good1(s3,X∗, Yℓ−j, Yℓ−j+1) with
probability 1 − βj ; and hence from s3 the play P enters another state in (Yℓ−j+1 \ Yℓ−j) and get
payoff 1. If we do not get payoff 1 in any state in (Yℓ−j+1 \ Yℓ−j), we expect to get at most ǫβj times
payoff 0 and then again enter some state in (Yℓ−j+1 \ Yℓ−j). Hence the probability that any given
payoff is 0 is at most
βj ·
ǫ
βj
1− βj + βj ·
ǫ
βj
≤ ǫ
and hence the play satisfies Equation 1.
• In the other case the play P can always reach a state s2 such that σ2 plays an action in
Bad2(s2,X∗, Yℓ−j) and we can therefore enter a state in s3 ∈ Yℓ−j with probability at least
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κj =
βj ·δmin
m
from s2. Since κj is a lower bound on the smallest positive probability in the Markov
chain, any state that can be reached is actually reached within at most n steps with probability at
least κnj . In expectation we will need p−1 trials before an event that happens with probability p > 0
happens. We therefore needs κ−nj trials, each using n steps for a total of
n · κ−nj
steps. Therefore we need at most
n · κ−nj = n ·
mn
βnj · δ
n
min
= n ·mn · δ−nmin · n
n·n
j−1−1
n−1 ·
(
m
δmin
)n·(nj−1
n−1
−1)
· ǫ−n·
nj−1
n−1
=
ǫ
βj+1
steps in expectation to reach Yℓ−j .
Note that if Equation 1 is not satisfied and the condition (1) (that the set Yℓ−j is reached after at most
ǫ
βj+1
steps in expectation) is satisfied, then it implies that Yℓ−j is reached eventually with probability 1.
Hence by induction it follows that either Equation 1 is satisfied by σǫ,ℓ1 or Y0 is reached eventually with
probability 1. Since Y0 is the empty set, if player 1 plays σǫ,ℓ1 = σǫ1 and player 2 plays any positional
strategy σ2, then Equation 1 must be satisfied, i.e., for all s ∈ X∗, for all positional strategies of player 2
we have Prσ
ǫ
1,σ2
s (LimInfAvg(1 − ǫ)) = 1. But since σǫ1 is stationary, as already mentioned, the mean-
payoff objective is minimized by a positional strategy for player 2. Hence, it follows that for all s ∈ X∗
and all strategies for player 2 (not necessarily positional) we have Prσǫ1,σ2s (LimInfAvg(1 − ǫ)) = 1. Since
safety is already ensured by σǫ1, it follows that for all s ∈ X∗ and all strategies for player 2 we have
Pr
σǫ1,σ2
s (LimInfAvg(1− ǫ) ∩ Safe(X∗)) = 1.
Lemma 2. Let U be a set of states such that for all ǫ > 0 there exists a stationary strategy σǫ1 that against
all strategies σ2 and all s ∈ U , ensures
Pr
σǫ1,σ2
s (LimInfAvg(1− ǫ) ∩ Safe(U)) = 1.
Then there exists a Markov strategy σ∗1 for player 1, such that for all strategies σ2 and all s ∈ U we have
Pr
σ∗1 ,σ2
s (LimInfAvg(1)) = 1.
Proof. The construction of the desired strategy σ∗1 is as follows: consider the sequence ǫ1, ǫ2, . . . such that
ǫ1 =
1
4 and ǫi+1 =
ǫi
2 . At any point, the strategy σ
∗
1 will play according to σ
ǫi
1 for some i ≥ 1. Initially
the strategy plays as σǫ11 . The strategy σ
ǫi
1 ensures that against any strategy σ2 and starting in any state
s ∈ U we get that Prσ
ǫi
1 ,σ2
s (LimInfAvg(1 − ǫi)) = 1. Hence after a finite number of steps (that can be
upper bounded with a bound Ji) with probability 1, the average-payoff is at least 1 − 2 · ǫi against any
counter-strategy of player 2; and the safety objective ensures that the set U is never left. The bound Ji can
be pre-computed: an easy description of the computation of the bound Ji is through value-iteration (on the
player-2 MDP obtained by fixing the stationary strategy σǫi1 as the strategy for player 1), and playing the
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game for a finite number of steps that ensure limit-average 1 − 2 · ǫi with probability 1, and then use the
finite number as the bound Ji. Once the payoff is at least 1− 2 · ǫi the strategy switches to the strategy σǫi+11
for Ji+1 steps. As the length of the play goes to ∞, for all ǫ > 0, for all s ∈ U and all strategies σ2 we have
Pr
σ∗1 ,σ2
s (LimInfAvg(1 − ǫ)) = 1, and since this holds for all ǫ > 0, we have Prσ
∗
1 ,σ2
s (LimInfAvg(1)) = 1.
Using the bounds on the sequence (Ji)i≥1 for the number of steps required before we switch strategies in
the sequence of strategies (σǫi1 )i≥1, we obtain that the strategy σ∗1 is a Markov strategy. The desired result
follows.
Lemma 1 and Lemma 2 establishes one required inclusion (Lemma 3), and we establish the other inclu-
sion in Lemma 4.
Lemma 3. We have X∗ ⊆ Almost1(LimInfAvg(1)).
Lemma 4. We have
X
∗
= (S \X∗) ⊆ {s ∈ S | ∃σ∗2∀σ1.Pr
σ1,σ
∗
2
s (LimSupAvg≤(1− c)) > 0},
where c = ( δmin
m
)n−1 · 1
m
. Moreover, there exist witness Markov strategies σ∗2 for player 2 to ensure
LimSupAvg≤(1− c) > 0 from X∗.
Proof. We will construct a Markov strategy σ2 for player 2, such that the limit supremum average reward
is at most 1 − c with positive probability for plays that start in a state in X∗. This implies that we have
X
∗
⊆ {s ∈ S | ∃σ∗2∀σ1.Pr
σ1,σ
∗
2
s (LimSupAvg≤(1 − c)) > 0}. We first consider the computation of X∗.
Let X0 = S and Xi = µY.νZ.ASP(Xi−1, Y, Z), for i ≥ 1. Thus we will obtain a sequence X0 ⊃ X1 ⊃
X2 · · · ⊃ Xk−1 ⊃ Xk = Xk+1 = X
∗
. For a set U of states, let us denote by U = (S \ U) the complement
of the set U . We will construct a spoiling strategy σ∗2 for player 2 as the end of a sequence of strategies,
σ12 , σ
2
2 , . . . , σ
k
2 = σ
∗
2 , where k ≤ n. The strategy σ
j
2 will be constructed such that for all strategies σ1 for
player 1, for all 0 ≤ j ≤ k, and for all s ∈ Xj , we have
1. (Property 1). Either Prσ1,σ
j
2
s (LimSupAvg≤(1− c)) > 0; or
2. (Property 2). Prσ1,σ
j
2
s (Reach(Xj−1)) > 0 (recall that Xj−1 = (S \Xj−1)).
The proof of the result will be by induction on j, and intuitively the correctness of the strategy construction
of σj2 will use the nested iteration of the µ-calculus formula for X∗.
We assume that X∗ 6= S, because if S = X∗ ⊆ Almost1(LimSupAvg(1)), then (S \X∗) is the empty
set and we are trivially done.
Construction of σ12 . We first describe the details of σ12 as the later strategies will be constructed simi-
larly. Since X∗ 6= S, we have that X1 = (S \ X1) is non-empty. We first show that for all s ∈ X1
we have that (Γ2(s) \ Bad2(s, S,X1)) is non-empty; otherwise if (Γ2(s) \ Bad2(s, S,X1)) is empty, then
Good1(s, S,X1,X1) is the whole set Γ1(s) of actions, which implies s ∈ ASP(S,X1,X1) = X1 (con-
tradicting that s ∈ X1). The description of the strategy σ12 is as follows: for all s ∈ X1 the strat-
egy plays all actions in (Γ2(s) \ Bad2(s, S,X1)) uniformly at random; and for s not in X1, the strat-
egy σ12(s) is an arbitrary probability distribution over Γ2(s). To prove the correctness of the construc-
tion of σ12 we analyse the computation of the set X1 as follows: the set X1 is obtained as a sequence
Z01 ⊃ Z
1
1 ⊃ Z
2
1 ⊃ · · · ⊃ Z
ℓ
1 = Z
ℓ+1
1 = X1 where Z01 = S and Z
i+1
1 = ASP(S,X1, Zi1).
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1. We first show that for all states s in Z11 = (S \ Z11 ), we have: (1) the next state is in the set X1 with
probability 1, and (2) the probability that the reward is 0 in one step from s is at least 1
m
. We know
that the set Good1(s, S,X1, Z01 ) = Good1(s, S,X1, S) = ∅. Moreover, Allow1(s, S) is the set of all
player 1 actions Γ1(s). First, for every action a of player 1, for all actions b ∈ (Γ2(s)\Bad2(s, S,X1))
we have Succ(s, a, b) ⊆ X1, and hence it follows that the set X1 is never left (i.e., the next state is
always in X1 with probability 1). Second, since Good1(s, S,X1, S) = ∅, for every action a of
player 1, there exists an action b ∈ (Γ2(s) \ Bad2(s, S,X1)) such that r(s, a, b) = 0 (note that for
all actions a and b the condition Succ(s, a, b) ⊆ Z01 = S is trivially satisfied, and hence the reward
must be 0 to show that the action does not belong to the good set of actions). Since all actions in
(Γ2(s)\Bad2(s, S,X1)) are played uniformly at random for every action a for player 1 the probability
that the reward is 0 in one step is at least 1
m
.
2. For i > 1 we show that for all states s in Zi1 = (S \ Zi1), we have: (1) the next state is in the set
X1 with probability 1; and (2) either (i) the probability to reach the set Zi−11 in one step from s is at
least δmin
m
or (ii) the probability to get reward 0 in one step from s is at least 1
m
. As in the previous
case since Allow1(s, S) is the set of all actions Γ1(s), it follows from the same argument as above
that the next state is in X1 with probability 1. We now focus on the second part of the claim. We
know that Good1(s, S,X1, Zi−11 ) is empty. Hence for all actions a for player 1 there exists an action
b ∈ (Γ2(s) \ Bad2(s, S,X1)) such that either (i) r(s, a, b) = 0, or (ii) Succ(s, a, b) ∩ Zi−11 6= ∅ (i.e.,
Succ(s, a, b) 6⊆ Zi−11 ). It follows that either the reward is 0 with probability at least 1m in one step
from s or the set Zi−11 is reached with probability at least δminm in one step from s.
It follows from above that from any state in (S \ X1), there is a path of length at most n such that
each step occurs with probability atleast δmin
m
(except for the last which occurs with probability at least
1
m
) and the last reward is 0, and the path always stays in (S \ X1), given player 2 plays the strategy σ12,
irrespective of the strategy of player 1. Hence for all s ∈ X1 = (S \X1) and for all strategies σ1 we have
Pr
σ1,σ
1
2
s (LimSupAvg≤(1 − c)) = 1. We present a remark about the above construction as it will be used
later.
Remark 5. Let X1 = µY.νZ.ASP(S, Y, Z), and X1 = (S \ X1). Then there exists a stationary
strategy σ12 with patience at most m for player 2 such that for all strategies σ1 for player 1 we have
Pr
σ1,σ
1
2
s (LimSupAvg≤(1− c)) = 1, for all s ∈ X1.
We now describe the inductive construction of the strategy σj2 from σ
j−1
2 , for j ≥ 2. Let 0 < ǫ < 1 be
given. For plays which are in state s 6∈ (Xj−1 \ Xj), the strategy σj2 follows σ
j−1
2 . If the play is in state
s ∈ (Xj−1\Xj) in round i the strategy σj2 uses a binary random variable Bi (where Bi is independent of Bℓ
for ℓ 6= i) which is 1 with probability ǫ
2i
and 0 otherwise. If Bi is 1, then σj2 chooses an action uniformly at
random from Γ2(s), otherwise it chooses an action uniformly at random from (Γ2(s) \Bad2(s,Xj−1,Xj)).
Notice the fact that Bi is independent of Bℓ, for ℓ 6= i, ensures that σj2 is a Markov strategy. We show
that (Γ2(s) \ Bad2(s,Xj−1,Xj)) is non-empty. If Allow1(s,Xj−1) is empty, then Bad2(s,Xj−1,Xj) is
empty and therefore (Γ2(s) \ Bad2(s,Xj−1,Xj)) is non-empty. Otherwise, if Allow1(s,Xj−1) is non-
empty, we can use that Good1(s,Xj−1,Xj ,Xj) is empty, because s ∈ (Xj−1 \ Xj). But by definition of
Good1(s,Xj−1,Xj ,Xj) this implies that (Γ2(s) \ Bad2(s,Xj−1,Xj)) is non-empty.
Consider a counter-strategy σ1 for player 1. In round ℓ, if the play is in a state s in (Xj−1 \Xj) and the
conditional probability that σ1 chooses an action awith positive probability which is not in Allow1(s,Xj−1),
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then there is an action b such that Succ(s, a, b) ∩Xj−1 6= ∅. Hence since σj2 plays all actions with positive
probability we see that such plays reaches (S \ Xj−1) = Xj−1 with positive probability (in this case the
desired Property 2 holds). Therefore, we consider the case such that σ1 only plays action with positive
probability that are in Allow1(s,Xj−1). With probability at least 1 −
∑∞
i=1
ǫ
2i
= 1 − ǫ > 0, we have that
Bi = 0 for all i. If Bi is 0 for all i, the proof proceeds like in the base case (correctness proof for σ12),
except that we view Xj−1 as the set of all states (note that no state outside Xj−1 can be reached because
σ1 only plays actions in Allow1(s,Xj−1) and that Bi = 0 for all i). In this scenario, as in the proof of
the base case, we have that the strategy σj2 ensures that all plays starting in states s ∈ (Xj \ Xj−1) do
not leave the set (Xj \ Xj−1), and the probability that the objective LimSupAvg≤(1 − c) is satisfied is
strictly greater than 0 for all strategies of player 1. This establishes by induction the desired Properties 1
and 2. Since X0 is empty, it follows that for all states s ∈ X
∗
and any strategy σ1 for player 1, we have
Pr
σ1,σ
∗
2
s (LimSupAvg≤(1 − c)) > 0 (as in the proof of Lemma 1). Notice that since σj2 is a Markov strategy
for all j, it follows that σ∗2 is also a Markov strategy. The desired result is established.
Theorem 6 (Qualitative determinacy and polynomial-time computability). The following assertions hold
for all concurrent game structures with boolean rewards:
1. We have
X∗ = Almost1(LimInfAvg(1)) = Almost1(LimSupAvg(1))
=
⋂
ε>0
Almost1(LimInfAvg(1− ε)) =
⋂
ε>0
Almost1(LimSupAvg(1− ε));
and
(S \X∗) = Positive2(LimInfAvg(1)) = Positive2(LimSupAvg(1))
=
⋃
c>0
Positive2(LimInfAvg≤(1− c)) =
⋃
c>0
Positive2(LimSupAvg≤(1− c));
where X∗ = νX.µY.νZ.ASP(X,Y,Z).
2. The set X∗ can be computed in cubic time (in time O(n2 · |δ|), where |δ| =∑
s∈S
∑
a∈Γ1(s)
∑
b∈Γ2(s)
|Succ(s, a, b)|) by straight-forward computation of the µ-calculus formula
νX.µY.νZ.ASP(X,Y,Z).
Proof. Trivially we have Almost1(LimInfAvg(1)) ⊆
⋂
ε>0 Almost1(LimInfAvg(1 − ε)) and⋃
c>0 Positive2(LimInfAvg(1 − c)) ⊆ Positive2(LimInfAvg(1)) (also similarly for LimSupAvg).
By Lemma 3 we have X∗ ⊆ Almost1(LimInfAvg(1)) and by Lemma 4 we have (S \ X∗) ⊆⋃
c>0 Positive2(LimSupAvg≤(1−c)). Also observe that trivially we have
⋃
c>0 Positive2(LimSupAvg≤(1−
c)) =
⋃
c>0 Positive2(LimSupAvg(1 − c)) (and similarly for LimInfAvg). Thus we obtain all the de-
sired equalities. The second item trivially follows as the µ-calculus formula defines a nested iterative
algorithm.
3.2 Strategy Complexity
In this section we will establish the complexities of the witness almost-sure and positive winning strategies
for player 1 and player 2, from their respective winning sets. We start with a lemma that shows a lower bound
on the time-dependent memory of infinite-memory strategies. The authors would like to thank Kristoffer
Arnsfelt Hansen for the proof of the following lemma.
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Figure 2: The example illustrates G1 where all states are in Almost1(LimInfAvg(1)), but no finite-memory
almost-sure winning strategy exists for player 1 for the objective LimInfAvg(1). All transitions with reward
different from 0 (i.e., reward 1) have the reward annotated on the transition.
Lemma 7. In a repeated game with absorbing states, if a strategy σ requires infinite memory, then more
than T memory states are required by the strategy for the first T rounds, for all T > 0, i.e., Θσ(T ) ≥ T , for
all T > 0.
Proof. Let σ be a strategy that requires infinite memory. Consider the directed graph where the states are the
memory states of σ and where there is an edge from state m to state m′, if there exists an action a consistent
with σ and an action b for the other player, such that σu(a, b,m) = m′. Since the set of actions for each
player is finite, the out-degree of all states are finite.
We have by definition of σ that the graph is infinite and we can reach infinitely many memory states
from the start state. In a graph where each state has finite out-degree there are two possibilities. Either it is
possible to reach a state from the start state in T steps that is not reachable in T − 1 steps, for each T > 0;
or only a finite number of states can be reached from the start state. Since we can reach an infinite number
of states from the start state we must be in the first case. Therefore at least T memory states can be reached
from the start state in T steps, for all T > 0.
Recall that a Markov strategy is an infinite-memory strategy with time-dependent memory of size T , for
all T > 0. In view of Lemma 7 it follows that if infinite-memory requirement is established for repeated
games with absorbing states, then time-dependent memory bound of Markov strategies match the lower
bound of the time-dependent memory.
Infinite-memory for almost-sure winning strategies. In case of concurrent reachability games, stationary
almost-sure winning strategies exist. In contrast we show that for concurrent games with boolean reward
functions, almost-sure winning strategies for exact qualitative constraint require infinite memory.
Game family. Let Gn be the following game. The game Gn has n + 1 states, namely, v0, v1, . . . vn. The
state v0 is absorbing with reward 1. For ℓ ≥ 1, the state vℓ has two actions for both players. The actions are
aℓ1 and aℓ2 for player 1 and bℓ1 and bℓ2 for player 2, respectively. Also r(vℓ, aℓi , bℓj) = 0 except for i = j = 2,
for which r(vℓ, aℓ2, bℓ2) = 1. Furthermore, (i) δ(vℓ, aℓi , bℓj) = vn for i 6= j; (ii) δ(vℓ, aℓ1, bℓ1) = vℓ−1; and
(iii) δ(vℓ, aℓ2, bℓ2) = vℓ. There is an illustration of G1 in Figure 2 and an illustration of G3 in Figure 3.
We first show that all states are in X∗: in Gn, if we consider X∗ to be the set of all states and evaluate
µY.νZ.ASP(X∗, Y, Z), then we obtain that Y0 = ∅, and for i ≥ 0 we have Yi+1 = {v0, v1, . . . , vi}
because Allow1(vj ,X∗) is the set of all actions available for player 1 at state vj , for all 1 ≤ j ≤ n, and
Bad2(vi,X∗, Yi) = bi1 and Good1(vi,X∗, Yi, Yi+1) = ai2. Thus it follows that X∗ is the set of all states, i.e.,
all states belong to Almost1(LimInfAvg(1)). In this specific example, a Markov strategy that in round j ≥ 0,
for 2j2-steps plays a11 with probability 12j and a
1
2 with probability 1− 12j , and then goes to round j+1, is an
almost-sure winning strategy for the objective LimInfAvg(1). Note that the strategy construction described
in Lemma 1 and Lemma 2 would yield a different Markov strategy as a witness almost-sure winning strategy.
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Figure 3: The example illustrates G3 of the family {Gn} where all states are in⋂
ǫ>0 Almost1(LimInfAvg(1 − ǫ)) but all witness stationary strategies that ensure so for player 1 re-
quire patience at least double exponential in n. All transitions with reward different from 0 (i.e., reward 1)
have the reward annotated on the transition.
Lemma 8. All almost-sure winning strategies for player 1 in the game G1 require infinite memory for the
objective LimInfAvg(1).
Proof. The proof will be by contradiction. Assume towards contradiction that there is a strategy σ1 that uses
only a finite number of memory states and is almost-sure winning for the objective LimInfAvg(1). Let the
smallest non-zero probability the strategy σ1 plays a11 in any memory state be p. We will show that there
exists a strategy σ2 for player 2 that ensures
Prσ1,σ2
v1
(LimSupAvg≤(1− p)) = 1.
The strategy σ2 for player 2 is to play b11 (in v1) if given the play so far, the strategy σ1 is in a memory state
where a12 is played with probability 1. Otherwise player 2 plays b12 (in v1). Hence, the probability to reach
v0 from v1 is 0. But the probability that a12 is played at the same time as b11 in v1 is then at most 1− p in any
round. Thus we have Prσ1,σ2
v1
(LimSupAvg≤(1 − p)) = 1 contradicting that σ1 is an almost-sure winning
strategy for the objective LimInfAvg(1). It follows that every almost-sure winning strategy for player 1
requires infinite memory for the objective LimInfAvg(1) (note that since all states are in X∗ in G1 it follows
that almost-sure winning strategies exist for player 1).
Double exponential lower bound for patience. We have already established in the previous section
(Lemma 1 and Theorem 6) that for all ǫ > 0 stationary almost-sure winning strategies exist with at most
double exponential patience for objectives LimInfAvg(1−ǫ), for all states in X∗. We now establish a double
exponential lower bound on patience.
Lemma 9. Let n be given. Given 0 < ǫ ≤ 13 , let σ1 be a stationary strategy for player 1 that achieves
∀v ∈ X∗∀σ2 : Pr
σ1,σ2
v (LimInfAvg(1− ǫ)) = 1, (2)
in Gn. Then σ1 has patience at least ǫ−1.5
n−1
.
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Proof. Let n be given. Let σ1 be any stationary strategy that satisfies the condition of the lemma (i.e.,
Equation 2). Let xi = σ1(vn−i)(an−i1 ). First notice that xi > 0, otherwise, consider a stationary strategy σ2
for player 2 such that σ2(vn−i)(bn−i1 ) = 1, which ensures that all payoffs of any play starting in vn−i would
be 0. We will now show that xi ≤ ǫ1.5
i for i < n. The proof will be by induction on i. The proof will use
two base cases i = 0 and i = 1, because the inductive proof then becomes simpler.
First base case. First the base case i = 0. We have that x0 ≤ ǫ, because if σ2 is a stationary strategy such
that σ2(vn)(bn2 ) = 1, then σ1(vn)(an2 ) ≥ 1 − ǫ because it must satisfy the Equation 2. Since Equation 2 is
satisfied for all σ2 we have that 0 < x0 ≤ ǫ as desired.
Second base case. The second base case is for i = 1. Let P be a play starting in vn−1. If σ2 is a stationary
strategy such that σ2(vn−1)(bn2 ) = 1 and σ2(vn)(bn1 ) = 1, then any time there is a reward of 1, the play must
be in state vn−1. But whenever vn is reached we expect at least ǫ−1 time steps with reward 0, before the
play reaches vn−1. Therefore x1 must be such that ǫ
−1·x1
1−x1+ǫ−1·x1
≤ ǫ because it must satisfy the Equation 2.
Hence, we have that
ǫ−1 · x1
1− x1 + ǫ−1 · x1
≤ ǫ⇒
ǫ−1
x−11 − 1 + ǫ
−1
≤ ǫ⇒
ǫ−1 ≤ ǫ · (x−11 − 1 + ǫ
−1)⇒
ǫ−2 ≤ x−11 − 1 + ǫ
−1 ⇒
ǫ−1.5 ≤ x−11 ,
where the last implication is because ǫ ≤ 13 . Since Equation 2 is satisfied for all σ2 we have that 0 < x1 ≤
ǫ1.5 as desired.
Inductive case. We now consider the inductive case for i > 1. The proof is similar to the base cases,
especially the second. If σ2 is a stationary strategy such that both σ2(vn)(bn−i2 ) = 1 and σ2(vn)(b
n−j
1 ) = 1
for j < i, then for any play starting in vn−i can only get a reward of 1 in vn−i. But by induction
∏i−1
j=0 xj ≤∏i−1
j=0 ǫ
1.5j = ǫ
∑i−1
j=0 1.5
j
= αi. This implies that more than α−1i steps are needed to reach vn−i from vn
(because clearly the play must pass through state vn−j for j ≤ i). Hence whenever the play is in vn−i, there
is a reward of 1 with probability 1− xi and a reward of 0 for more than α−1i time steps with probability xi.
Hence xi must be such that
α−1i · xi
1− xi + α
−1
i · xi
≤ ǫ⇒
α−1i
x−1i − 1 + α
−1
i
≤ ǫ⇒
α−1i ≤ ǫ · (x
−1
i − 1 + α
−1
i )⇒
α−1i
ǫ
≤ x−1i − 1 + α
−1
i ⇒
α−1i
ǫ
+ 1− α−1i ≤ x
−1
i ⇒(
1
ǫ
− 1
)
· α−1i ≤ x
−1
i ⇒
α−1i ≤ x
−1
i ,
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where the last implication comes from the fact that ǫ ≤ 13 ≤
1
2 . But since
∑i−1
j=0 1.5
j > 1.5i for i > 1, the
result follows.
Theorem 10 (Strategy complexity). For concurrent games with boolean reward functions the following
assertions hold:
1. Almost-sure winning strategies for objectives LimInfAvg(1) (and LimSupAvg(1)) for player 1 re-
quire infinite memory in general; whenever there exists an almost-sure winning strategy for objectives
LimInfAvg(1) (and LimSupAvg(1)), then a Markov almost-sure winning strategy exists; and the op-
timal bound for time-dependent memory is T , for all rounds T > 0.
2. For all ǫ > 0, stationary almost-sure winning strategies exist for player 1 for objectives
LimInfAvg(1 − ǫ) (and LimSupAvg(1 − ǫ)); and the asymptotically optimal bound for patience for
such stationary almost-sure winning strategies is double exponential in the size of the state space.
3. Positive winning strategies for player 2 for objectives LimInfAvg(1) and LimInfAvg≤(1−c), for some
constant c > 0, (also LimSupAvg(1) and LimSupAvg≤(1 − c), for some constant c > 0) require
infinite-memory in general; whenever such positive winning strategies exist, Markov strategies are
sufficient and the optimal bound for time-dependent memory is T , for all rounds T > 0.
Proof. The proofs are as follows:
1. Lemma 8 shows that infinite-memory is required, and Lemma 1, Lemma 2, and Theorem 6 show
that Markov strategies are sufficient for almost-sure winning. The sufficiency of Markov strategies
establishes the T upper bound for time-dependent memory; and Lemma 8 (along with the fact that the
game in the lemma is a repeated game with absorbing states) and Lemma 7 establishes the T lower
bound for time-dependent memory.
2. The existence of stationary almost-sure winning strategies with double exponential patience for objec-
tives LimInfAvg(1− ǫ), for all ǫ > 0 follows from Lemma 1 and Theorem 6. The double exponential
lower bound for patience follows from Lemma 9.
3. For the special case of concurrent reachability and safety games, LimInfAvg(1) and LimInfAvg≤(1−
c), for some constant c > 0, coincide, and the infinite-memory requirement for player 2 for positive
winning strategies follows from [25]. Moreover the example to show the infinite-memory requirement
(from [25]) is a repeated game with absorbing states. The sufficiency of Markov strategies follows
from Lemma 7; and the optimal time-dependent memory bound of T follows from the sufficiency of
Markov strategies (upper bound) and Lemma 7 and the infinite-memory requirement (lower bound).
The desired result follows.
3.3 Improved Algorithm
In this section we will present an improved algorithm for the computation of the almost-sure winning set
Almost1(LimInfAvg(1)). The naive computation using the µ-calculus formula gives a cubic time com-
plexity, and we will present an alternative quadratic time algorithm. The key idea is to generalize the
small-progress measure algorithm of [40] with the more involved predecessor operator.
The key intuition. The key intuition of the algorithm is to assign to each state s a level, denoted ℓ(s), which
range in the set {0, 1, . . . , n}. The level is like a ranking function and the algorithm iteratively updates the
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level of every state. The initial level of each state is n, and the level of any state can only decrease during the
execution of the algorithm. At the end of the execution of the algorithm, the set X∗ will be exactly the set
of states which have a strictly positive level. The total change of levels is at most quadratic and by charging
the work done to the change of the levels we show that the work done is also at most quadratic.
Basic procedures. The algorithm will consist of two procedures, namely, Process(s) and Remove(s, b), for
s ∈ S and b ∈ Γ2(s). To describe the procedures we first define three action sets as follows: Allow1(s) ⊆
Γ1(s), Bad2(s) ⊆ Γ2(s) and Good1(s) ⊆ Γ1(s). The sets will have similar intuitive meaning as the
corresponding set in the µ-calculus expression. In the algorithm, whenever the set Good1(s) becomes
empty, the level ℓ(s) of s will be decreased by one. For a fixed level of all the states, the sets are as follows:
• Allow1(s) is the set of all actions a ∈ Γ1(s) such that for all actions b ∈ Γ2(s) we have Succ(s, a, b)∩
L0 = ∅, where L0 is the set of states with level 0.
• Bad2(s) is the set of all actions b ∈ Γ2(s) such that there exists a ∈ Allow1(s) and t ∈ S such that
t ∈ Succ(s, a, b) and ℓ(t) > ℓ(s).
• Good1(s) is the set of all actions a ∈ Allow1(s) such that for all b ∈ (Γ2(s) \ Bad2(s)) we have
r(s, a, b) = 1 and for all t ∈ Succ(s, a, b) we have ℓ(t) ≥ ℓ(s).
For all b ∈ Γ2(s), the algorithm keeps track of the number of actions a in Allow1(s) and t in S, such that
t ∈ Succ(s, a, b) and ℓ(t) > ℓ(s). We denote this number by Num(s, b). Observe that an action b ∈ Γ2(s)
is in Bad2(s) if and only if Num(s, b) > 0. We are now ready to describe the two basic procedures.
1. The procedure Process(s) recalculates the actions in Allow1(s), Bad2(s) and Good1(s), based on
the current level of all states. It also recalculates Num(s, b). The running time of the procedure
is O(
∑
a∈Γ1(s)
∑
b∈Γ2(s)
|Succ(s, a, b)|), by simple enumeration over the actions of both players and
the possible successor given the actions. The procedure Process(s) will run (i) once for each time state
s changes level; (ii) each time some state changes to level 0; and (iii) once during the initialization of
the algorithm.
2. The procedure Remove(s, b) is run only when Num(s, b) is zero. The procedure Remove(s, b) re-
moves b from Bad2(s) and for each action a ∈ Good1(s) checks if r(s, a, b) = 0. If so, it removes
such a’s from Good1(s). The running time of the procedure is O(
∑
a∈Γ1(s)
|Succ(s, a, b)|) (again by
simple enumeration). It follows from the description of Num(s, b) that as long as the level of the state
s is fixed we only decrease Num(s, b). Hence we will run Remove(s, b) at most n times, once for
each level of s.
The informal description of the algorithm. The informal description of the algorithm is as follows. In
the initialization phase first all states s are assigned level ℓ(s) = n, and then every state is processed using
the procedure Process(s). The algorithm is an iterative one and in every iteration executes the following
steps (unless a fixpoint is reached). It first considers the set of states s such that Good1(s) is empty and
decrements the level of s. If the level of a state reaches 0, then a flag z is assigned to true. If z is true,
then we process every state using the procedure Process. Otherwise, for every state s such that Good1(s) is
empty, the algorithm processes s using Process(s); updates Num(t, b) for all predecessors t of s and removes
an action when the Num(t, b) count reaches zero. The algorithm reaches a fixpoint when the level of no state
has changed (the algorithm keeps track of this with a flag c). The algorithm outputs X˜∗ which is the set of
states s with strictly positive level (i.e., ℓ(s) > 0 at the end of the execution). The formal description of the
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Algorithm 1: IMPROVEDALGO: Input: Concurrent game structure G with boolean reward function.
for s ∈ S do ℓ(s)← n;
for s ∈ S do Process(s);
c← true;
while c = true do
c← false; z ← false;
for s ∈ S st. ℓ(s) > 0 and Good1(s) = ∅ do
c← true; ℓ(s)← ℓ(s)− 1; if ℓ(s) = 0 then z ← true;
if z = true then
for s ∈ S do Process(s);
else
for s ∈ S st. ℓ(s) > 0 and Good1(s) = ∅ do
Process(s);
for t, a, b st. s ∈ Succ(t, a, b) and ℓ(t) = ℓ(s) do
Num(t, b)← Num(t, b)− 1; if Num(t, b) = 0 then Remove(t, b);
return X˜∗ = {s | ℓ(s) > 0};
Figure 4: Improved Algorithm
algorithm is presented in Figure 4, and we refer to the algorithm as IMPROVEDALGO. We first present the
runtime analysis and then present the correctness argument.
Runtime analysis. As described above other than the initialization phase, whenever the procedure
Process(s) is run, the level of the state s has decreased or the level of some other state has reached 0.
Hence for every state s, the procedure can run at most 2 · n times. Therefore the total running time for all
Process operations over all iterations is O(n · |δ|), where |δ| =
∑
s∈S
∑
a∈Γ1(s)
∑
b∈Γ2(s)
|Succ(s, a, b)|.
The procedure Remove(s, b) is invoked when Num(s, b) reaches zero, and as long as the level of s is fixed
the count Num(s, b) can only decrease. This implies that we run Remove(s, b) at most n times, once for
each level of s. Hence O(n · |δ|) is the total running time of operation Remove over all iterations.3
Correctness analysis. We will now present the correctness analysis in the following lemma.
Lemma 11. Given a concurrent game structure with a boolean reward function as input, let X˜∗ be the
output of algorithm IMPROVEDALGO (Figure 4). Then we have X˜∗ = X∗ = Almost1(LimInfAvg(1)).
Proof. We first observe that for the algorithm IMPROVEDALGO at the end of any iteration, for all s the sets
Allow1(s), Bad2(s) and Good1(s) are correctly calculated based on the current level of all states as defined
by the description. Let us denote by ℓ∗(s) the level of a state s at the end of the execution of the algorithm.
Recall that X˜∗ is the set of states s with ℓ∗(s) > 0. Also recall that X∗ = νX.µY.νZ.ASP(X,Y,Z). The
correctness proof will show two inclusions. We present them below.
• First inclusion: X˜∗ ⊆ X∗. We will show that X˜∗ is a fixpoint of the function f(X) =
µY.νZ.ASP(X,Y,Z). Let Y˜0 = ∅, and Y˜i = {s | ℓ∗(s) > n − i} for 0 < i < n. Then
3The running time assumes a data structure that for a given s can find the set Pred(s) = {(t, a, b) | s ∈ Succ(t, a, b)} of
predecessors in time O(|Pred(s)|), which can be easily achieved with a linked list data structure.
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for all 0 < i < n and for all s ∈ (Y˜i \ Y˜i−1) we have s ∈ νZ.ASP(X˜∗, Y˜i−1, Z). The
fact that s ∈ ASP(X˜∗, Y˜i−1, Y˜i) follows since: (i) Allow1(s) as computed by the algorithm is
Allow1(s, X˜∗); (ii) Bad2(s) as computed the algorithm is Bad2(s, X˜∗, Y˜i−1); and (iii) Good1(s)
as computed by the algorithm is Good1(s, X˜∗, Y˜i−1, Y˜i). Hence it follows that X˜∗ is a fixpoint of
f(X) = µY.νZ.ASP(X,Y,Z). Since X∗ is the greatest fixpoint of f(X) we have that X˜∗ ⊆ X∗.
• Second inclusion: X∗ ⊆ X˜∗. Let i and s be such that s ∈ (Yi \Yi−1), where Y0 = ∅, and for i > 0 we
have Yi = νZ.ASP(X∗, Yi−1, Z). We will show that i = n+ 1− ℓ∗(s). That implies that ℓ∗(s) > 0,
because of the following: We have that s can be in (Yj \ Yj−1) for at most one value of j, because
Yk−1 ⊆ Yk for all k. Since (Yj \ Yj−1) is non-empty for all j > 0 till the fixpoint is reached we have
X∗ = Yn. Together that gives us that ℓ∗(s) > 0.
We will first show that i ≥ n+ 1− ℓ∗(s). Assume towards contradiction that ℓ∗(s) < n+ 1− i. Let
k be the first iteration of the algorithm in which some state t ∈ (Yj \ Yj−1) goes from level n+ 1− j
to level n − j (this is well-defined because s must do so in some iteration by assumption). We can
WLOG assume that s changes from level n+ 1− i to n− i in iteration k. But at the end of iteration
k − 1, we then have that Allow1(s,X∗) ⊆ Allow1(s) and therefore Bad2(s) ⊆ Bad2(s,X∗, Yi−1)
and therefore Good1(s,X∗, Yi−1, Yi) ⊆ Good1(s), implying that Good1(s) cannot be empty. Hence
s does not change level in iteration k. That is a contradiction.
We will next show that i ≤ n+1− ℓ∗(s). Assume towards contradiction that ℓ∗(s) > n+1− i. Let ℓ
be the highest level for which there is a state t ∈ (Yj \Yj−1) such that ℓ = ℓ∗(t) and ℓ∗(t) > n+1− j
(since ℓ∗(s) > n + 1 − i this is well defined). We can WLOG assume that ℓ∗(s) = ℓ. By the first
part of this proof we have that X˜∗ ⊆ X∗, implying that Allow1(s) ⊆ Allow1(s,X∗). By definition
of ℓ, we then get that Bad2(s,X∗, Yℓ−1) ⊆ Bad2(s). Let U be the set of states, such that for all t ∈ U
we have that ℓ∗(t) = ℓ. Since for all t ∈ (Yj \ Yj−1) we have that j ≥ n + 1 − ℓ∗(t), we get that
(Yℓ \ Yℓ−1) ⊂ U (they are not equal since (Yℓ \ Yℓ−1) does not contain s). We have that Good1(t) is
non-empty for all t ∈ U . This implies that U ⊆ T , where T is a fixpoint of ASP(X∗, Yℓ−1, T ). But
Yℓ ⊂ T is the largest such fixpoint by definition. That is a contradiction.
The desired result follows.
Theorem 12. The algorithm IMPROVEDALGO correctly computes the set Almost1(LimInfAvg(1)) for a
concurrent game structure with boolean reward function in quadratic time (in time O(n · |δ|), where |δ| =∑
s∈S
∑
a∈Γ1(s)
∑
b∈Γ2(s)
|Succ(s, a, b)|).
4 Positive Winning
In this section we will present qualitative determinacy for positive winning and then establish the strategy
complexity results.
4.1 Qualitative determinacy
In this section we will present a polynomial time algorithm to compute the set Positive1(LimInfAvg(λ)) and
Positive1(LimSupAvg(λ)) for λ = 1 in concurrent games with boolean reward functions, and the qualitative
determinacy will also be a consequence of the algorithm. Again, like in Section 3, we will first present the
algorithm as a µ-calculus expression. The algorithm is
Positive1(LimInfAvg(1)) = Positive1(LimSupAvg(1)) = µY.νZ.ASP(S, Y, Z),
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where ASP(X,Y,Z) is as defined in Section 3. Let Y ∗ = µY.νZ.ASP(S, Y, Z) be the fixpoint.
Lemma 13. There is a stationary strategy σ2 for player 2 with patience at most m that ensures that for all
states s ∈ (S \ Y ∗), all strategies σ1 for player 1, we have that Prσ1,σ
∗
2
s (LimSupAvg≤(1 − c)) = 1, where
c = ( δmin
m
)n−1 · 1
m
Proof. In the proof of Lemma 4 (Remark 5), we presented a witness stationary strategy σ12 that ensured that
the set X1 = (S \ µY.νZ.ASP(S, Y, Z)) was never left; and for all states s ∈ X1 and all strategies σ1 for
player 1 we have Prσ1,σ
∗
2
s (LimSupAvg≤(1 − c)) = 1. But notice that (S \ Y ∗) = X1. Note also that σ12
played uniformly over some subset of actions in Γ2(s) for any s ∈ X1. Hence, the patience of σ12 is at most
m.
Lemma 14. There is a Markov strategy σ∗1 for player 1 that ensures that for all states s ∈ Y ∗ and all
strategies σ2 for player 2, we have that Prσ
∗
1 ,σ2
s (LimInfAvg(1)) > 0.
Proof. Let Y0 = ∅ and Yi+1 = νZ.ASP(S, Yi, Z). Also let ℓ be the smallest number such that Yℓ+1 = Yℓ
and Y ∗ = Yℓ. To construct σ∗1 we will first define a strategy σǫ1, for all ǫ > 0. Fix ǫ > 0 and we define σǫ1 as
follows: For s 6∈ Y ∗ the strategy plays arbitrarily. For s ∈ (Yi \ Yi−1) the strategy is as follows:
σǫ1(s)(a) =


1−ǫ
Gd(s) for a ∈ Good1(s, S, Yi−1, Yi) and Gd(s) 6= Aw(s)
1
Gd(s) for a ∈ Good1(s, S, Yi−1, Yi) and Gd(s) = Aw(s)
ǫ
Aw(s)−Gd(s) for a 6∈ Good1(s, S, Yi−1, Yi),
where Gd(s) = |Good1(s, S, Yi−1, Yi)| and Aw(s) = |Allow1(s, S)| = |Γ1(s)|. By definition of Yi, the set
Good1(s, S, Yi−1, Yi) is not empty and hence this is well-defined.
The construction of the desired strategy σ∗1 is as follows: consider the sequence ǫ1, ǫ2, . . . such that
ǫ1 =
1
4 and ǫi+1 =
ǫi
2 . In round k, the strategy σ
∗
1 will play according to σ
ǫk
1 . Note that this is a Markov
strategy.
Let s ∈ (Yi \ Yi−1). We will now show the statement using induction in i. More precisely, assume that
we are in s in round j, we will show that either some state in Yi−1 is reached with positive probability or
Pr
σ∗1 ,σ2
s (LimInfAvg(1)) ≥
1
2 .
For the base case, i = 1, notice that Y0 = ∅. Hence we need to show that Pr
σ∗1 ,σ2
s (LimInfAvg(1)) ≥
1
2 .
By construction of σ∗1 , the probability for player 1 to ever play a action outside Good1(s, S, Y0, Y1)
is
∑∞
k=j ǫk ≤
1
2 . If no action outside Good1(s, S, Y0, Y1) is ever played we have by definition of
Good1(s, S, Y0, Y1) that Y1 is never left and we will in each step get a reward of 1.
For i > 1 there are two cases. Either player 2 plays an action in Bad2(s, S, Yi−1) with positive proba-
bility at some point or not. If not, the argument is identical to the base case (except that it is Yi that will not
be left with probability greater than a half). Otherwise, Yi−1 is reached with positive probability because all
actions are played with positive probability by σ∗1 and the statement follows by induction.
Theorem 15 (Qualitative determinacy and polynomial time computability). The following assertions hold
for all concurrent game structures with boolean reward functions:
1. We have
Y ∗ = Positive1(LimInfAvg(1)) = Positive1(LimSupAvg(1))
=
⋂
ε>0
Positive1(LimInfAvg(1− ε)) =
⋂
ε>0
Positive1(LimSupAvg(1− ε));
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and
(S \ Y ∗) = Almost2(LimInfAvg(1)) = Almost2(LimSupAvg(1))
=
⋃
c>0
Almost2(LimInfAvg(1− c)) =
⋃
c>0
Almost2(LimSupAvg(1− c));
where Y ∗ = µY.νZ.ASP(S, Y, Z).
2. The set Y ∗ can be computed in quadratic time (in time O(n · |δ|)) where |δ| =∑
s∈S
∑
a∈Γ1(s)
∑
b∈Γ2(s)
|Succ(s, a, b)|, by the straight-forward computation of the µ-calculus for-
mula µY.νZ.ASP(S, Y, Z).
Proof. The proof of the theorem is analogous to Theorem 6, and uses Lemma 14 and Lemma 13.
4.2 Strategy complexity
In this section we will establish the complexities of the witness positive and almost-sure winning strategies
for player 1 and player 2, from their respective winning sets.
Let 0 ≤ ǫ < 1 be given. We will show that there exists games with a state s such that there exists σ∗1
such that for all σ2 we have Pr
σ∗1 ,σ2
s (LimInfAvg(1 − ǫ)) > 0, but where no strategy with finite memory for
player 1 ensures so.
Game with no finite-memory positive winning strategies. Let G¯ be the following repeated game with ab-
sorbing states. The game G¯ has 3 states, v0, v1 and v. For i ∈ {0, 1}, state vi is absorbing and has only one
action for either player, ai and bi respectively and where r(vi, ai, bi) = i. The state v has two actions for
either player. The actions are a1 and a2 for player 1 and b1 and b2 for player 2. Also r(v, ai, bj) = 0 except
for i = j = 2, for which r(v, a2, b2) = 1. Furthermore δ(v, ai, bj) = v0 for i 6= j, δ(v, a1, b1) = v1 and
δ(v, a2, b2) = v. There is an illustration of G¯ in Figure 5. Clearly state v1 and state v are in Y ∗, because
a Markov strategy which in state v in round j plays action a1 with probability 12j+1 and action a2 with the
remaining probability ensures LimInfAvg(1) with positive probability.
Lemma 16. No finite-memory strategy σ∗1 for player 1 in G¯ ensures that for all σ2 and for all 0 ≤ ǫ < 1 we
have Prσ
∗
1 ,σ2
v (LimInfAvg(1− ǫ)) > 0.
Proof. The proof will be by contradiction. Consider 0 ≤ ǫ < 1. Assume towards contradiction that a
strategy σ1 using finite memory for player 1 exists such that for all σ2 we have Prσ1,σ2v (LimInfAvg(1−ǫ)) >
0. We will show that there exists σ2 such that Prσ1,σ2v (LimInfAvg(1− ǫ)) = 0 to establish the contradiction.
We will divide the memory states of player 1 into two types. The two types are memory states of type 1,
where σ1 plays a2 with probability 1 and memory states of type 2, where σ1 plays a2 with probability less
than 1. The strategy σ2 is then to play b1, if, conditioned on the history so far, σ1 is in a memory state of
type 1, otherwise play b2. Let p be the smallest non-zero probability with which σ1 plays a1. We see that
in each round, if player 1 follows σ1 and player 2 follows σ2, there is a probability of at least p to reach
v0 and otherwise the plays stays in v. Clearly, we must therefore reach v0 after some number of steps with
probability 1, which will ensure that all remaining rewards are 0. Hence Prσ1,σ2v (LimInfAvg(1 − ǫ)) = 0.
This is a contradiction and the desired result follows.
For completeness we will now show that there exists games with states s such that there exists σ2 such
that for all σ1 we have Prσ1,σ2s (LimInfAvg(1)) = 1, but where no stationary strategy σ2 with patience less
than m exists.
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v1: v: v0:
1
1
Figure 5: The figure shows G¯ that will be used to show infinite-memory requirement for positive winning
strategies.
v:
1
1
Figure 6: The example showsG2 of the game family Gn that will be used to show that patience m is required
by player 2.
Let m be some fixed number. The game Gm has 1 state, v. The state v has m actions for both players.
The actions are a1, a2, . . . , am for player 1 and b1, b2, . . . , bm for player 2. Also r(v, ai, bj) = 1 for i 6= j
and r(v, ai, bi) = 0. Furthermore δ(v, ai, bj) = v. There is an illustration of G2 in Figure 6. Clearly state v
is in (S \ Y ∗).
Lemma 17. For all m > 0, no stationary strategy σ2 for player 2 with patience less than m in Gm ensures
that for all σ1 we have Prσ1,σ2v (LimInfAvg(1)) = 1.
Proof. The proof will be by contradiction. Assume that such a strategy σ2 for player 2 exists. Clearly
it must play some action bi with probability 0. Hence, if σ1 plays ai with probability 1, we have
Prσ1,σ2v (LimInfAvg(1)) = 1. That is a contradiction.
Theorem 18 (Strategy complexity). The following assertions hold for concurrent games with boolean re-
ward functions:
1. Positive winning strategies for player 1 for objectives LimInfAvg(1) and LimInfAvg(1− ǫ), for ǫ > 0,
(also LimSupAvg(1) and LimSupAvg(1−ǫ), for ǫ > 0) require infinite-memory in general; whenever
such positive winning strategies exist, Markov strategies are sufficient and the optimal bound for time-
dependent memory is T , for all rounds T > 0.
2. Stationary almost-sure winning strategies for player 2 exist for objectives LimInfAvg(1) and
LimInfAvg(1 − c), for some constant c > 0, (also LimSupAvg(1) and LimSupAvg(1 − c), for some
constant c > 0) and the optimal bound for patience of such stationary almost-sure winning strategies
is the size of the action space.
Proof. The proofs are as follows:
1. Lemma 16 shows that infinite-memory is required, and Lemma 14 shows that Markov strategies are
sufficient for positive winning. The sufficiency of Markov strategies establishes the T upper bound
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for time-dependent memory; and Lemma 16 and Lemma 7 establish the T lower bound for time-
dependent memory.
2. The existence of stationary positive winning strategies with m patience follows from Lemma 13. The
lower bound of m for patience follows from Lemma 17.
The desired result follows.
5 Almost and Positive Winning for Quantitative Path Constraints
In this section our goal is to establish hardness results for polynomial-time computability of
Almost1(LimInfAvg(λ)) and Positive1(LimInfAvg(λ)), given λ is a rational number in the interval (0, 1),
for turn-based stochastic games with boolean reward functions. We first mention several related polynomial-
time computability results: (1) turn-based deterministic games with boolean reward functions can be solved
in polynomial time (follows from [51] as the pseudo-polynomial time algorithm is polynomial for boolean
rewards); (2) turn-based stochastic reachability games can be solved in polynomial time for almost-sure and
positive winning (follows from the results of [20] that show a polynomial reduction to turn-based determinis-
tic Bu¨chi games for almost-sure and positive winning); and (3) turn-based stochastic and concurrent stochas-
tic games can be solved in polynomial time if λ = 1 as established in the previous sections for almost-sure
and positive winning. Hence our hardness result for almost-sure and positive winning for turn-based stochas-
tic boolean reward games with λ 6= 1 is tight in the sense that relaxation to deterministic games, or reacha-
bility objectives, or λ = 1 ensures polynomial-time computability. Our hardness result will be a reduction
from the problem of deciding if val(s) ≥ c, given a constant c ≥ 0 and a state s in a turn-based deterministic
mean-payoff game with arbitrary rewards to the problem of deciding whether t ∈ Almost1(LimInfAvg(λ))
in turn-based stochastic games with boolean rewards, for λ ∈ (0, 1). Our reduction will also ensure that in
the game obtained we have Almost1(LimInfAvg(λ)) = Positive1(LimInfAvg(λ)). Hence the hardness also
follows for the problem of deciding whether t ∈ Positive1(LimInfAvg(λ)) in turn-based stochastic games
with boolean rewards. The polynomial-time computability of optimal values in turn-based deterministic
mean-payoff games with arbitrary rewards is a long-standing open problem (the decision problem is in NP
∩ coNP, but no deterministic sub-exponential time algorithm is known). To present the reduction we first
present an equivalent and convenient notation for turn-based deterministic and turn-based stochastic games.
Equivalent convenient notation for turn-based games. An equivalent formulation for turn-based stochas-
tic games is as follows: a turn-based stochastic game G = ((S,E), (S1, S2, SP ), δ) consists of a finite set S
of states, E of edges, a partition of the state space into player 1, player 2 and probabilistic states, (S1, S2, SP ,
respectively) and a probabilistic transition function δ : SP → D(S) such that for all s ∈ SP and t ∈ S
we have (s, t) ∈ E iff δ(s)(t) > 0. In a turn-based stochastic game, in player 1 states the successor state
is chosen by player 1 and likewise for player 2 states. In probabilistic states the successor state is chosen
according to the probabilistic transition function δ. For a turn-based deterministic game we have SP = ∅,
and hence we do not need the transition function δ, and simply represent them as G = ((S,E), (S1, S2)).
Optimal values in DMPGs. A DMPG (deterministic mean-payoff game) consists of a turn-based deter-
ministic game G = ((S,E), (S1, S2)) with a reward function r : E → {0, 1, . . . ,M}, (note that the rewards
are non-negative integers and not necessarily boolean). The optimal value for a state s, denoted as val(s),
is the maximal limit-inf-average value that player 1 can ensure with a positional strategy against all posi-
tional strategies of the opponent. Formally, given two positional strategies σ1 and σ2, and a starting state
s, an unique cycle C is executed infinitely often, and the mean-payoff value for σ1 and σ2 from s, denoted
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Figure 7: Our gadget for reducing a DMPG to a turn-based stochastic boolean reward game: The edges
that go to more than one state have the probability annotated on them in black; and any non-zero reward is
annotated on the corresponding edge in gray.
val(s, σ1, σ2), is
∑
e∈C r(e)
|C| , the sum of the rewards in C , divided by the length of C . Then val(s) is the
value of state s ∈ S, that is, val(s) = maxσ1 minσ2 val(s, σ1, σ2), where σ1 and σ2 ranges over positional
strategies of player 1 and player 2, respectively. Given a rational number λ, the decision problem of whether
val(s) ≥ λ lies in NP ∩ coNP and can be computed in pseudo-polynomial time (in time O(|S| · |E| ·M))
for DMPGs [51, 10]. Finding an algorithm that runs in polynomial time and solves that decision problem
is a long-standing open problem. We will reduce the computation of the value problem for DMPGs to
almost-sure winning in turn-based stochastic games with boolean rewards but quantitative path constraints,
i.e., Almost1(LimInfAvg(λ)), for λ ∈ (0, 1).
Reduction. Given the DMPG G = ((S,E), (S1, S2)) with non-negative integral rewards, with largest
reward M , the construction of a turn-based stochastic game G′ = ((S′, E′), (S′1, S′2, SP ), δ′) is as follows:
S′1 = S1 and S′2 = S2; and for every edge e = (s, t) in G with reward r(e), we replace the edge between
s and t with a gadget with four additional states (namely, v1(e), v2(e), v3(e) and v4(e)) along with s and
t and eight edges with boolean rewards. The gadget is as follows: each state vi(e) is a probabilistic state
for i ∈ {1, 2, 3, 4}, and from state s there is an edge corresponding to the edge e that goes to v1(e). The
other transitions from the states in the gadget are specified below: (i) from v1(e) the next state is state v2(e)
with probability r(e)
M
and state v3(e) with probability M−r(e)
M
, and the edges have reward 0; (ii) the next state
from either state v2(e) or state v3(e) is v4(e) with probability 1− 1
M
and state t with probability 1
M
, and the
edges from v2(e) have reward 1 and the edges from v3(e) have reward 0; and (iii) the next state from state
v4(e) is v1(e) with edge reward 0. There is a illustration of the gadget in Figure 7. We refer to the boolean
reward turn-based stochastic game obtained by the above reduction from a DMPG G as G′ = Red(G). Also
note that the reduction is polynomial as all the probabilities can be expressed in polynomial size given the
input DMPG G.
Property of the reduction. Let e = (s, t) be some edge in G with reward r(e). It is easy to verify that
in the gadget, if the edge to v1(e) is taken from s in G′, then we eventually reach t with probability 1,
while we expect to get r(e) rewards of value 1 and 3 ·M − r(e) rewards of value 0, before reaching t. The
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expected number of steps to reach t from s is thus always 3 ·M and is independent of the reward value
r(e). Hence the total expected reward is r(e) and one step of the game G is simulated by 3 ·M steps in
G′. We will show that if a state s in G has optimal value val(s), then the corresponding state in G′ is in
Almost1(LimInfAvg(
val(s)
3M )). Also, we will show that if a state in G
′ is in Almost1(LimInfAvg(λ)), then
the corresponding state in G has optimal value of at least 3 ·M · λ. We present the results in the following
two lemmas.
One basic property of Markov chains. In both the lemmas we will use the following basic property of a
Markov chain. Consider a Markov chain with arbitrary rewards, and closed recurrent set C of the Markov
chain. Let α be the expected mean-payoff value from a starting state s in C (the expected mean-payoff
value is independent of the start state since C is a closed recurrent set). Then for all s ∈ C , we have
s ∈ Almost1(LimInfAvg(α)) and for all α′ > α we have s 6∈ Positive1(LimSupAvg(α′)), i.e., almost-surely
the mean-payoff value is at least α, and for every α′ > α the mean-payoff is at least α′ with probability 0.
The above basic property result follows by the almost-sure convergence to the invariant distribution (or
Cesaro limit) for a closed recurrent set of a Markov chain.
Lemma 19. Given a DMPGG with largest rewardM for a state s inG we have that the corresponding state
in G′ belongs to Almost1(LimInfAvg(val(s)3M )) and Positive1(LimInfAvg(
val(s)
3M )), where G
′ = Red(G).
Proof. Consider an optimal positional (pure and stationary) strategy σ1 for player 1 in G (such an optimal
strategy exists in DMPGs [29]). The strategy ensures that LimInfAvg is at least val(s) if the play starts in s
against any strategy for player 2. Consider the corresponding strategy σ′1 of σ1 in G′. Consider a positional
best response strategy σ′2 for player 2 in G′ to σ′1, if the play starts in the state that corresponds to state s.
The play in G′ given σ′1 and σ′2 reaches an unique closed recurrent set C ′ with probability 1 (i.e., the set
C ′ corresponds to the unique cycle C reachable from s given strategies σ1 and the corresponding strategy
σ2 of σ′2, and the states introduced by the gadget). We have the following desired properties. First, in the
closed recurrent set C ′ of G′ the expected limit-average payoff is at least val(s)3·M , since the average reward
of the cycle C in G is at least val(s), and in G′ every step of G is simulated by 3 ·M steps with the same
total reward value in expectation. Second, since we have a Markov chain, the expectation and almost-sure
satisfaction coincide for closed recurrent set (the basic property of Markov chains). Finally, in G′ the closed
recurrent set C ′ is reached with probability 1 given the strategies σ′1 and σ′2, from the starting state corre-
sponding to s. This shows that the corresponding state to s in G′ belongs to Almost1(LimInfAvg(val(s)3M ))
and Positive1(LimInfAvg(val(s)3M )).
Lemma 20. Given a DMPG G with largest reward M for a state s in G, if the corresponding state in
G′ belongs to either Almost1(LimInfAvg(λ)) or Positive1(LimInfAvg(λ)), then val(s) ≥ 3 ·M · λ, where
G′ = Red(G).
Proof. Consider a positional strategy for player 1 in G′ (such a strategy exists since we consider turn-based
stochastic games) to ensure LimInfAvg(λ) with probability 1 from the state corresponding to s. Consider
the corresponding strategy σ1 in G and a positional best response strategy σ2 of player 2 in G, and consider
the corresponding strategy σ′2 of σ2 in G′. Let the unique cycle executed in G given σ1 and σ2 from s be C .
The unique closed recurrent set reached with probability 1 in G′ from s given σ′1 and σ′2 is C ′. Hence, the
set C ′ consists of the states in C along with the gadget states of C the reduction. Since the state s belongs
to Almost1(LimInfAvg(λ)) or Positive1(LimInfAvg(λ)) in G′, it follows from the basic property of Markov
chains that the expected average reward of the closed recurrent set C ′ is at least λ. Since every step of G is
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simulated by 3 ·M steps in G′ it follows that the average reward of the cycle C must be at least 3 ·M · λ.
This completes the proof.
The following theorem follows from the two previous lemmas and establishes the desired hardness
result.
Theorem 21 (Hardness for quantitative constraints). Given a DMPG G, a state s and a rational value λ, we
have val(s) ≥ λ in G iff s ∈ Almost1(LimInfAvg( λ3·M )) = Positive1(LimInfAvg( λ3·M )) in G′ = Red(G).
6 Discussion and Conclusion
We first discuss two aspects of our results and then conclude. We first remark how general rational-valued
reward functions can be reduced to boolean reward functions for qualitative analysis. We then remark about
the optimality of our algorithm for positive winning.
Remark 22. For all the results for almost-sure and positive winning with exact and limit qualitative con-
straints, we considered boolean reward functions. For general rational-valued reward functions without
loss of generality we can consider that the rewards are in the interval [0, 1] by shifting and scaling of the
rewards. Formally, given a reward function r, and rational values x and y, consider the modified reward
function r̂ = x · (r + y) that assigns to every transition e the reward value x · (r(e) + y). The limit-average
value of every path under the modified reward function is obtained by first adding y to the limit-average
value for the original reward function and then multiplying the result by x. Hence given a rational-valued
reward function r, let [yℓ, yu] be the domain of the function. The modified reward function x · (r + y) with
y = −yℓ and x = 1(yu−yℓ) is a reward function with domain [0, 1]. Observe that all our results for boolean
reward functions with LimInfAvg(1) and LimInfAvg(1 − ǫ), for all ǫ > 0 (and also for LimSupAvg) also
hold for reward functions with rewards in the interval [0, 1], since in our proof we can replace reward 0
by the maximal reward that is strictly less than 1. Hence our results also extend to rational-valued reward
functions where the objective is to ensure the maximal reward value.
Remark 23. Note that both for positive and almost-sure winning with exact and limit qualitative con-
straints we have presented quadratic time algorithms. For almost-sure winning the bound of our algorithm
matches the best known bound for the special case of concurrent reachability games. For positive winning,
concurrent reachability games can be solved in linear time. However for the special case of turn-based de-
terministic mean-payoff games with boolean rewards, the almost-sure and the positive winning sets for the
exact and the limit qualitative constraints coincide with the winning set for coBu¨chi games, where the goal
is to ensure that eventually a set C is reached and never left (the set C is the set of states with reward 1).
The current best known algorithms for turn-based deterministic coBu¨chi games are quadratic [18], and our
algorithm matches the quadratic bound known for the special case of turn-based deterministic games.
Concluding remarks. In this work we considered qualitative analysis of concurrent mean-payoff games.
For qualitative constraints, we established the qualitative determinacy results; presented quadratic algo-
rithms to compute almost-sure and positive winning sets (matching the best known bounds for the simpler
case of reachability objectives or turn-based deterministic games); and presented a complete characteriza-
tion of the strategy complexity. We established a hardness result for qualitative analysis with quantitative
path constraints.
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