This paper concerns the time dependent linear transport equation posed in a multidimensional rectangular parallelepiped with partially reflecting walls. We consider the continuous transport equation and the discrete ordinate equations simultaneously.
I. INTRODUCTION The transport equation is an integrodifferential equation which describes the distribution of particles which move in straight lines with constant momentum between collisions but which are subject to a certain probability of collision as they move. An elementary introduction to this field is available in Wing [6] . For a comprehensive account of transport theory, see Davison [3] .
The discrete ordinate equations are transport equations in which the velocity variables are discrete and the integration with respect to these variables is replaced by some quadrature formula. This approximation for the time independent transport equation in one dimension is treated at length in Chapter II of Chandrasekhar's book [2] .
In Ref.
[4] Douglis analyzed time dependent multidimensional transport equations with vacuum boundary conditions. Our results on the continuous problem, presented in Section III, are similar to Douglis'. Case and Zweifel [l] have given existence and uniqueness theorems for the LINEAR TRANSPORT I continuous transport equation when the incoming angular distribution is specified at boundaries. Case and Zweifel consider both time dependent and independent equations. In Section II we pose the problem to be considered and list the assumptions made on the functions which define the problem, which we hereafter call the constituent functions. We also define some notation which permits representing both the continuous and discrete problems in one form. A novel feature of our problem is the boundary condition which includes vacuum and reflecting conditions as special cases.
In Section II we also define weak and strong solutions of the problem. The definitions are such that strong solutions are weak solutions, and we show if a weak solution possesses time and space derivatives almost everywhere, then it is a strong solution.
In order to formulate the integral equation, which we use to establish our results, we define the constituent functions outside of the basic parallelepiped by formulas which depend explicitly on the boundary conditions. This is a natural generalization of the idea of periodic extension of the constituent functions in the case of periodic boundary conditions.
We establish existence and uniqueness of a solution to the integral problem and its continuous dependence on the constituent functions in the usual way. We then show that the integral and integrodifferential problems are equivalent in the following sense. If a solution of the integral problem is restricted to the basic parallelepiped, then the restriction is a weak solution of the integrodifferential problem. And conversely if a weak solution of the integrodifferential problem is defined outside the basic parallelepiped in a suitable way, then the extended function is equivalent to a solution of the integral problem.
II. THE PROBLEM A. Statement of the Problem
Let C denote the d-dimensional parallelepiped, 0 < x, < C,. for r = 1, 2,..., d. Let x = (x1, x2 ,.,., xd) and dx = dx, dx, .*. dx, denote respectively a d-dimensional real vector and the d-dimensional volume element. By a,. we denote the partial derivative with respect to x, for each Y.
Let t be a nonnegative variable. For arbitrary T > 0, CT will denote the (d + 1)-dimensional parallelepiped, x E C, 0 < t < T. We will use the notation ,.Cr and d,x to denote respectively the set 0 < x, 6 C, , s # I, 0 < t < T and the (d -1)-dimensional volume element dxl dx, --a dx,-, dx,,, ---dx, .
The symbols xbr and xbr will denote respectively a point of C with x,. = 0 and a point of C with x, = Cr. Then rCT denotes the integral off over the domain 0 < t < T, 0 < x, < C, , s # Y with x, = 0.
We shall refer to the coordinate planes x, = PC, with p an integer as / "interfaces". We shall pose the integral problem in a region which properly includes C and hence the integers which determine interfaces are not restricted to 0 and 1.
In the context of our problem, x and t represent space and time variables respectively. We use v and also v' to represent d-dimensional velocity vectors, v = (VI ) v2 )..., v,). We restrict these vectors to lengths less than or equal to L, an arbitrary positive constant: / ZI I2 = CT(v,)2 < L2. We denote by v " the length of v, and by Q the unit vector in the direction of v. v . V will denote the differential operator cft, v&3, .
We consider continuous and discrete velocity variables simultaneously. Let SL denote the d-dimensional sphere of radius L. Then the set of velocities may be S, or a discrete subset of SL . However, the choice of discrete velocities is not completely arbitrary. The set of velocities must be symmetric with respect to reflections through each (d -1)-dimensional coordinate plane.
Specifically, if v* represents a permissible velocity then so does each of the vectors obtainable from v* by changing the signs of one or more of its components. If we think of a ball traveling in a d-dimensional box with initial velocity v*, then this condition is that if the set of velocities contains v*, then it also contains all the possible velocities with which the ball could rebound elastically from the walls of the box.
Beyond these conditions of boundedness and symmetry we do not restrict the choice of velocity variables. We denote by JL the set of permissible velocities. By Cr, we denote the set (t, x, v) E E2"+l, x E C, 0 < t < T and v E JL. We will use the notation s K(t, x, v, v') +(t, x, v') dv' to mean the integral over JL with respect to the Lebesgue measure if JL is a continuum and the integral over JL with respect to the counting measure if JL is a discrete set.
We define the characteristic line through the point (t, x) in the direction of J2 to be the line [ = x + v(s -t), or more explicitly & = x, + v,(s -t), r = 1, 2,..., don which s is the independent variable and the & the dependent variables.
We shall consider the integrodifferential equation y&(4 x, 4 = -v -V$(t, x, 4 -v&o& x, V)@, x, 4 + j KC t, x, co, 71') $(t, x, v') dv' + S(t, x, v)
for each TJ E JL and (t, x) interior to C, , with initial condition (2.1)
and a boundary condition which includes as special cases both the vacuum and reflecting conditions. The vacuum boundary condition is that 4 = 0 when x, = 0 and v, > 0, and $ = 0 when x,. = C, and V, < 0 for Y = 1,2 ,..., d and 0 < t .< T.
To describe the reflecting boundary condition we define a, to be the operator which when applied to a function of (t, x, vr ,..., v,. ,..., nd) produces the same function evaluated at (t, x, V~ , vs ,.,., -v, ,..., v&. Then the reflecting boundary condition is $(t, x, v> = oA(t, x, v) when x, =OorC?, for r = 1, 2,..., d and 0 < t < T. We take as our boundary condition Equations (3) reduce to the vacuum condition in the rth coordinate direction when Al, = /$ = 0 and to the reflecting conditions when 01,. = /3,. = 1. Intermediate values of 01~ and 8,. can be thought of as representing cases of partial reflection. We permit different degrees of reflection at different faces.
For future reference we define "interfaces with zero reflectivity" as follows. If 01, = ,BT = 0, then the interfaces x, = 0 and x, = C,. are interfaces with zero reflectivity. If a, = 0 and & # 0, then the interfaces x, = 0 and x, = 2Cr are interfaces with zero reflectivity. If 01~ # 0 and /3,. = 0, then the interfaces x, = -C, and x, = C, are interfaces with zero reflectivity. If both cl, and /I,. are positive, then no x, = constant plane is an interface with zero reflectivity.
B. Solutions of the Problem
By a strong solution of our problem we mean a bounded function +(t, X, v) that is measurable with respect to v for fixed (t, x); is absolutely continuous in t for fixed x and o; is absolutely continuous in x, for each r = 1,2,..., d and fixed t, v and x, , s # r; satisfies (1) for each v E JL and almost all (t, X) E Cr; fulfills the initial condition (2); and fulfills the boundary conditions (3).
Weak solutions are functions which satisfy (1) in an integral sense. We justify our definition and simultaneously establish that a strong solution is also a weak solution with the following reasoning.
For the moment we assume that +(t, X, v) is a strong solution of (l)-(3) and that 4 has continuous first order partial derivatives with respect to t and each component of x. We multiply (1) by an arbitrary, bounded, and continuously differentiable function, u(t, x, v), satisfying the terminal condition (iii) $a is measurable in C,,, and, for each fixed o, & EL(C).
(iv) K is measurable on CrL x JL and 1 K(t, X, V, w')j < K&V, w'), where sdv' ( $(w, w')j < Ks , a constant. Under assumptions (i)-(v), all the integrals in (7) exist for each w, and 4 will be called a weak solution if (7) holds for each w E JL and all bounded continuously differentiable functions u satisfying conditions (4) and (5) .
The foregoing constitutes a proof of the following theorem. Of more interest is the converse. THEOREM 2. Suppose that a bounded weak solution of (l)-(3) is absolutely continuous in t for Jixed (x, w), and for r = 1,2,..., d is absolutely continuous in x, for$xed t, w, and x,, with s # r in the interior of C. Then it is a strong solution.
Proof. By hypothesis, (7) holds for an arbitrary bounded continuously differentiable function u(t, x, V) satisfying u(T, X, V) = 0 and the boundary conditions (5) .
The proof proceeds by performing partial integrations on the second term in braces of (7) to transfer the differentiations from u onto 4, arranging the result in such a way that the integrodifferential expression in $ and the initial and boundary differences which would be zero if 4 were a strong solution appear multiplied by u in integrals whose sum is zero, and finally using a variational argument to show that each of these quantities is zero for almost all (t, X) E CT .
We omit the details. They appear in Ref. [5, pp. 14-181.
C. Additional Assumptions on Constituent Functions
Previously we identified the minimal assumptions under which a weak solution is conceived. In what follows we make additional assumptions which we state here.
We do not assume any particular continuity properties for the constituent functions. We do assume that each constituent function is measurable in the multidimensional sense on its domain of definition. We assume 4s , ,Z& , S and s 1 K 1 dv' to be bounded. More precisely, we assume: and W) for (t, x, v) E CrL . $s , 2s , S, , and KB are constants, of which .Zs , S's , and KB may depend on T.
f!NALYSIS
The principal result of this paper is the following. The remainder of this paper is devoted to the proof of this theorem. Briefly, we extend the constituent functions to a parallelepiped containing c rL . We pose an initial value problem for an integral equation in terms of the extended constituent functions. We show that this problem has a unique solution of the kind described, and that the restriction of this solution to CrL is a weak solution of (2.1). Finally we show that a weak solution of (2.1), suitably extended outside Crr , is equivalent to the solution of the initial value problem.
A. Definition of the Extended Functions
We define the constituent functions and a smooth test function on the parallelepiped BTL given by: 0 < t < T, v E JL , and -30, < x, < 3D,, r = 1, 2,..., d where
The definition of D, , and hence BTL, is dictated by the proofs of the existence theorem in subsection C, and the equivalence theorems in subsection E.
The extension formulas which we give are actually symmetry relations which might be unsuitable for calculation. However, they suit our purposes very well.
The definition of the extended function &t is easiest, and we begin with it. Let e, be the d-dimensional unit vector in the rth coordinate direction. The formulas are: for 0 < a < 30,. , r = 1, 2 ,..., d. It is evident that these are symmetry relations about the faces of the parallelepiped C. That they are also extension formulae is made evident by the following discussion.
Initially &,t is known only on the basic parallelepiped Cr. If CQ is not zero, then Z&t, x, v) is defined on -C, < x, < 0, 0 < x, < C, , Y = 2, 3,..., d to be the value taken by this function when x1 and v, are replaced by -xi and -vr respectively. If tii = 0, then Z&t, x, v) is defined to be zero in this region. The formula for this extension is (2a) with Y = 1, 0 < a < C, and 0 < x, G C, , s = 2, 3 ,..., d.
If /?, is not zero, then &t(t, x, v) is defined on C, < x1 < 3C,, 0 < x, < c, , Y = 2,3 )...) d to be the value taken by this function when x1 and vr are replaced by 2Ci -x1 and --err respectively. If /3, is zero, then &,t(t, x, v) is defined to be zero in this region. The formula for this extension is (2b) with Y = 1, 0 < a < 2C, and 0 < X, < C, , s = 2, 3 ,..., d.
We continue this process of defining &t for larger and larger j x1 1 by repeated reflections through the interfaces X, = 0 and x1 = C, until this function is defined for -30, < x, < 30, , and 0 < x, < C, , s = 2, 3 ,..., d. The process is then carried out for each of the other coordinate directions.
The definition of .&t in BTL resulting from these successive extensions is independent of the order in which they were made and is described by Eqs. (2a) and (2b).
If all a,, and p,. were either 1 or 0 (either totally reflecting or vacuum boundaries), then we would extend $,, , S and K in the same way that we have extended Zlt,,t . We will give extension formulas which reduce to this when the reflectivities take their extreme values.
In the following for compactness of notation we let p(r) = sgn(v,). The extension formulas for 4s and S are: The explanation of these formulas is similar to the explanation for formulas (2) except that as each successive reflection is made through an interface, which is not an interface with zero reflectivity, a multiplicative factor is applied. This factor is either the corresponding nonzero reflectivity or its reciprocal.
FIG. 1. Successive reflections.
We do not repeat this discussion. However, formulas (3a) and (3b) This process is repeated until the result of some reflection gives (x*)~ E [0, C,.]. The number of reflections through X, = 0 gives the absolute value of the exponent of cy,.; the number of reflections through x, = C,. gives the absolute value of the exponent of ,f3,; the sign of both of these exponents is -sgn(x,v,); and the total number of reflections is the number of times the sign of v, is to be reversed.
The extension formulas for K depend on the signs of the components of both v and c(i'. We define the effect of ur on a function of (t, X, V, v') in the obvious way. u&(t) X, v', z)') is K(t, X, D~V, o$) where urn agrees with e, except in the rth coordinate where urv has -0, and similarly with a,.~' and v'.
Here we let p(r) = sgn(v,) and q(r) = sgn(nT'). The extension formulas for K are: (4) is similar to those given for (2) and (3). However, the effect of a,. on both v and v' must be taken into account. Whenever a component of v is replaced by its negative the same component of v' is also replaced by its negative.
With this modification, if (We) (w,.') is positive, then the extension of K in the rth coordinate direction is just like that for &,t; if (w,,) (w,') is negative, then the extension of K in the rth coordinate direction is just like that for S except that the multiplicative factors are squared; if or is zero, then the extension of K in the rth coordinate direction is like that for S except that U,V instead of zi is used in determining the multiplicative factors; and if v,.' is zero, then the extension of K in the rth coordinate direction is like that for S.
The extension of a smooth test function, u, to BTL is by formulas similar to (3) . However, in this case the multiplicative factors are the reciprocals of the nonzero reflectivities. With p(r) as before, the formulas are:
u(t, xb* + ae, , w) = I (l%)p(r) a,u(t, xbr -at?, , w) 0 ;; ; f 0" (3.5b) T for 0 < a < 30, , Y = I, 2 ,..., d. The explanation of these formulas is similar to the explanation of formulas (3), and we omit it. This completes the statement of the extension formulas.
B. Consequences of the Extension Formulas
In this subsection we exhibit a number of results which follow from the extension formulas. These will be used in the proofs of subsequent theorems. Some of these results require proof, but we defer the verification until subsection F.
In Section II we defined an interface with zero reflectivity. We note that the extension procedure is such that beyond an interface with zero reflectivity all of the extended functions are zero. For if 01~ = 0, then all of the extended functions are zero for x values with x, < 0 or 2C, < x, , and if /3,. = 0, then all of the extended functions are zero for x values with x, < -C, or CT < x, .
If the constituent functions satisfy relations (2.9), then the extended functions will satisfy similar boundedness conditions. For the sup over BTL of one of the constituent functions is just a multiple, determined by the reflectivities, of the sup over Cr, of that function. In this case the constituent functions satisfy: I A& 4 < F+B 3
where F 3 1 is a constant determined by the reflectivities and the dimensions of BTL . We could exhibit an expression for F, but this is not necessary.
The following two lemmas concern the properties of a continuously differentiable test function extended by formulas (5). LEMMA 1. Let u(t, x, v) be continuously d#erentiable with respect to (t, x) for (4 x, v) E ci-L > satisfy the boundary conditions (2.5), and be extended to BTL by formulas (5) . Then w(s) given by
is continuous except when x + v(s -t) is on an interface with zero reflectivity and dz#erentiable except possibly when x + v(s -t) is on an interface. (We point out that w' = ut + ZSv,a,u, and when or is applied to this quantity the sign of the coefficient of a,u in the sum is changed as well as the sign of v, in the arguments of ut and a,u for s = 1, 2,..., d.) It is a trivial observation that if f and g are two functions which satisfy relations of the same form as (2), then their sum, difference, and product do also. The following result is similar and almost as immediate. The next lemma is essentially an intermediate result necessary for the proof of the following lemma. We include it here to localize similar results. The following lemma, which concludes this subsection, justifies replacing x + v(s -T) by x at a critical point in the proof of one of the equivalence theorems. In that proof the quantity &sr in (9) below will be zero in every case. The reduction of the problem to an integral equation is done in the usual manner. Since we will prove in detail that the two problems are equivalent, we do not make a reasonability argument for the integral equation. We establish the existence of a solution by the standard iteration procedure, and use a Gronwall type inequality to show uniqueness and continuous dependence on the functions defining the problem. We also show that a solution is Lipshitz continuous along the characteristics. to that subregion of (t, X, w) space through which a characteristic which intersects CrL may pass. This is the region of interest.
It is obvious that a solution of Eq. (lo), f i one exists, satisfies the initial condition @(O, X, V) = +o(x, JJ). We shall show that this problem is well posed, that its solution satisfies the boundary conditions, and that it is equivalent to (2.1)-(2.3) in the sense stated in Section I. Denoting by @(t, X, V) the limit of (Gi(t, X, v)}, we find @ satisfies (10) by letting i --+ cc in (11). This completes the proof of the theorem. We now estimate sup, 1 yr(t)l and establish a bound for lim,,, dsi . We assume that +a, Zlt,,t , S and K satisfy conditions (2.9), and are defined outside C by relations (2)-(4). Then the extended functions satisfy relations (6), and we have I ydt)l <F&s + SJl, and consequently Clearly A is a bound for each Dii and hence for that solution of (10) obtained as lim,+, Gi. When we have established that a solution of (10) is unique we will know that the solution is bounded by A.
The following theorem establishes both uniqueness and continuous dependence of a solution on the functions which define the problem. 
this implies y(t) < c exp[(L& + FK,)T].
Since y is nonnegative and E can be chosen arbitrarily small, we have w = 0 and uniqueness is established. Continuous dependence on the constituent functions can be established in essentially the same way. Suppose @r and Cp, are solutions of (10) with constituent functions doI , 2&r , Sr , Kr , and do2 , 2&a , S, and K, respectively. Then their difference w = @r -@a satisfies an integral equation of the same form as (10). y(t) = ~up=,~ 1 w(t, x, v)l again satisfies inequality (14) with an E determined by 1 +oI -#02 ( , 1 Z~totl -&,t2 1 , / S, -S, I and I &-K, I > and the argument proceeds as before.
To exhibit the integral equation which w(t, X, y) satisfies we write (10) for @ r (t , X, v) and for Q&t, x, v) and take the difference. However, we use the elementary identity This completes the proof of Theorem 5. The assertion that @(t, X, v), a solution of (IO), is Lipschitz continuous along the characteristic through (t, zc) in the direction of ~'2 is equivalent to the statement that for fixed (t, x, w) the function @(s, x + V(S -t), w) is Lipschitz continuous in s for s E [0, t], We now show this to be the case. Before leaving this subsection we characterize the solution @(t, x, v) beyond interfaces with zero reflectivity. In such regions all constituent functions are zero and @(t, x, v) is constant along each characteristic.
For, if x $ C, x is beyond an interface with zero reflectivity, and the characteristic through (t, x) in the direction of Q does not intersect any interface with zero reflectivity, then @(t, x, v) is zero since in this case each term on the right of (10) is zero. Otherwise, let t* be the value of s for which the line 6 = x + v(s -t) last intersects an interface with zero reflectivity as s is increased from 0 to t. Then @(t, x, v) -@(t*, x + v(t* -t), v) = 0 since each term on the right of (16) is zero.
D. The Boundary Conditions and Similar Relations
In this subsection we show that, under suitable conditions on the constituent functions, a solution of (10) satisfies the boundary conditions (2.3) as well as equations of the same form as (3a) and (3b). THEOREM 7. Let #,, , &,,t , S and K satisfy relations (2.9) and be defined outside of CT by Eqs. (2)-(4). Let @(t, x, v) be the corresponding solution of (10) whose existence and uniqueness is guaranteed by Theorems 4 and 5. Let r be an arbitrary index 1 < r < d and let e, denote the d-dimensional unit vector in the positive rth coordinate direction. Let (t, x, v) be a jixed point with 0 < t < T, VGJ~, x,.=0, -L(T-t),<x,,<C,+L(T-t) for s#r and let p = sgn(vr). L e asatisfyO<a,<L(T-t),andzjCv,#O,thena#~v,t~. t Then @ satisjes @(t, x -ae, , v) = (LX+.)~ a,@(t, x + ae, , v), (3.17a) except in the case a7 = 0, v, < 0 when (c+.)P is not defined, and @(t, x + (C, + a) e, , v) = (A$+ u,@(t, x + (C, -a) e, , v) (3.17b) except in the case /3,, = 0, v, 2 0 when (br)-P is not defined.
Proof. We consider (t, x, v) and r fixed so that the conditions of the hypothesis are met and prove (17a). The argument for (17b) is similar.
Again we denote by a,v the vector which agrees with v in all but the rth position, where it has -v, in place of v, . We take advantage of the uniform convergence of the sequence of successive approximations defined in the proof of Theorem 4 and the uniqueness of @. By induction we show that (17a) holds for each approximation Qpi and let i --f co.
Relation (17a) holds trivially for @,, = 0. We make the induction hypothesis that (17a) holds for each Qj with j < i when a + v,t # 0. From the definition of dji , (1 l Here we have used the identity (15) to rewrite the term involving &O@i and in the last term on the right we have replaced v' by u?v' in K and @; . This is just a change of one of the dummy variables of integration and is permissible since the domain of integration is symmetric with respect to reflections through each coordinate hyperplane. Because of our restriction on the choice of discrete ordinates, this is true whether the integration is with respect to the counting measure or the Lebesgue measure.
Since --a -tv, # 0, the extension formulas for +. , relations (3), imply that the first term on the right of (18) is zero. Note that if --a -tv, > 0, then v, < 0, a -t(u,v), < 0 and relation (3a) must be interpreted in this context.
The second term on the right of (18) is also zero because of the extension formulas for S, relations (3). The integrand of this term is zero whenever -u -ZI,(S -t) # 0. But the set {s j --a -z+(s -t) = 0} has measure zero and contributes nothing to the integral.
A similar argument shows that the third and fourth terms on the right of (18) are zero because of the extension formulas for ,Z:t,,t , (2) , and the induction hypothesis on ai .
The extension formulas for K, (4), and the induction hypothesis together make the last term on the right of (18) equal to zero. Except when a + U,(S -t) = 0, the integrand under both integral signs is exactly zero. This guarantees that the theorem holds when JL is a discrete set as well as a continuum. The extension formula for K was derived with precisely this result in mind.
This completes the proof of the theorem. This theorem implies that @(t, x, V) satisfies the boundary conditions. For when a = 0, t > 0, and v, # 0, Eqs. (17) reduce to the boundary condition equations (2.3).
COROLLARY.
Let $0 , &t , S and K be as in the hypothesis of the theorem, and let CD be the corresponding solution of (10). Then for each v' E JL , the quantity K(t, x, v, v') @(t, x, v') satisJes relations of the same form as (17a), when 01~ # 0, and (17b), when j$ # 0. (In this case the effect of ur. on v' as well as v must be taken into account.)
Proof.
This is a consequence of the extension formula for K, (4) , and the theorem. The theorem gives relations between @(t, x1 , v') and a,@(t, xa , v') when x1 and xa are symmetrically located about either of the planes x, = 0 or x, = C,; and the extension formulas give relations between K(t, x1 , v, v') and u,K(t, x2 , , v v'). Multiplying these together gives the desired result.
E. Equivalence of the Initial Value Problem for the Integral Equation and the

Initial-Boundary
Value Problem for the Integrod#erential Equation
In this subsection we prove that, in a certain sense, the solution of the integral equation is a weak solution of the integrodifferential equation with its initial and boundary conditions and vice versa. Since the domains of definition of the solutions of the two problems do not coincide, the foregoing is not a precise statement, but it will be made precise in the statement of the theorems. THEOREM 8. Let +0 , Zttot , S and K satisfy relations (2.9) and be extended to BTL by Eqs. (2)-(4). Let @(t, x, v) be the corresponding solution of (10) and let $(t, x, v) be the restriction of @ to CTL . Then 4 is a weak solution of (2.1)-
Proof. This theorem is proved for the bare reactor problem, (all 0~~ = /$ = 0), with a slightly different definition of weak solution in Doughs paper [4, p. 2041 . Our proof is similar in concept to his.
In summary the proof is as follows. We extend a continously differentiable test function, u, which satisfies the necessary terminal and boundary conditions, to BTL by relations (5). We multiply relation (10) written for @(t, x + v(t -T), n) by a sum of partial derivatives of u evalutaed at the same point and integrate the result over Cr . We perform partial integrations with respect to t and sum over all possible variations in the signs of the components of v. If all ar , /3, > 0, the result follows immediately from Lemma 5. If not, we add some well chosen zeroes to complete the proof, again using Lemma 5.
Let u(t, x, v) be a function defined on CrL which is continuously differentiable in t and x for fixed v E JL and which satisfies the terminal and boundary conditions (2.4) and (2.5). Let u be extended to B,, by relations (5). The hypotheses imply
is in the domain of definition of relation (10). This includes C rL but also includes TV, f x, < 0 if 01~ = 0, v7 < 0, and C,. < x, < C, + TV, if j?r = 0, v, > 0.
We multiply this relation by
and integrate the result with respect to t and x over Cr keeping v fixed. The result is that the sum of the three following integrals is zero: 
As before, either this result follows from the corollary to Lemma 1 and the terminal condition, or it is true trivially. For each of the extended functions is zero beyond an interface with zero reflectivity. We now know that the integrals (a), (b'), and (c') add to zero. We consider this result for each possible variation of the signs of the components of o. There are 2d equations each with right-hand side equal to zero. The sum of these 2d equations is similar to Eq. (2.7), whereby a weak solution is defined, except for the presence of x + v(t -T) in place of x in the first two integrals and x -TV in the place of x in the last. For future reference we state this result: We showed in subsection C that beyond an interface with zero reflectivity a solution of (10) v o su set ion II-B be satisfied, and let $(t, x, v) be the assumed weak solution of (2.1)-(2.3) extended to BTL by equations of the same form as (3). Let do , .Ztot , S and K satisfy conditions (2.9) and be extended to BTL by Eqs. (l)- (4) . Let B be the subset of the domain of dejinition of (10) for which x is within all interfaces with zero rejectivity Then a function equivalent to 4 satisfies the integral relation (10) for each v and almost all (t, x) in B.
Proof. The proof is essentially the reverse of the proof of the previous theorem. We write the relation satisfied by a weak solution, specialize u in an advantageous way, and use the properties of the integrands implied by Lemmas 2 and 3 to displace the integrals. We then perform partial integrations with respect to t, and use a variational argument to show that the extended function $ satisfies (10) for each ZI and almost all (t, x) in B.
Let zc(t, X, v) be an arbitrary function defined on Cr, which is continuously differentiable with respect to t and X. Let u satisfy the terminal condition u(T, x, v) = 0, and the boundary condition u(t, x, v) = 0 when x, = 0 or x, = c, , Y = 1) 2 )...) d. This is a special case of the boundary condition (2.5).
As we now show, the hypotheses imply that for each v and for each test function u which satisfies the conditions just stated we have: s cI. @t + v * Vu> (t, *, 4 4(t, x, v) dx dt
Since 4 is a weak solution of (2.1)-(2.3), relation (2.7) holds. This is similar to (21) except for the presence of the operator I7,(1 + us) which represents a sum over the 2d possible variations of the signs of the components of v. Having required u to satisfy the zero boundary condition we could further specify that, for a given v, u(t, x, v) be identically zero for all but one of these 2" possible variations of the signs of the components of v. Then the quantity {ut + v . VU} (t, x, v) would also be zero for all but the same one of the 2d possible variations of the signs of the components of v for which u is not zero.
With u so restricted, all but one of the 2d terms resulting from the expansion of (2.7), in which the result of applying 17,(1 + us) is written out explicitly, are zero. The single remaining term has the one possible variation of the signs of the components of v for which u is not zero. Since the choice of this one possible variation of the signs of the components of v for which u is not zero is arbitrary, we have shown that when the test function u satisfies the zero boundary condition each term of the sum appearing in (2.7) is zero. This is the assertion of (21).
The extension formulas for the functions involved and Lemmas 2 and 3 imply that each of the integrands of the integrals in (21) satisfy relations of the same form as (2) . (Establishing this assertion requires verifying that s K+ dv' satisfies relations of the same form as (3) . But this follows immediately from the extension formulas.) This observation implies that (21) remains true if the parallelepiped over which the x integration is performed is displaced by n,C, , with integer n9 , in the x, coordinate direction for one or more p values. This statement is true trivially if the displacement is across an interface with zero reflectivity. Otherwise it follows from the integral over the displaced parallelepiped being equal to some product of the operators (TV, p = 1, 2,..., d, applied to (21). Thus in any case the result is still zero.
Then for a fixed v and a test function u such as we have prescribed we would write (21) with sc, and SC replaced by J-tJc* and SC* respectively where C* is any parallelepiped bounded by interfaces. Specifically this modified form of (21) We point out that when x E B, , we have x + IV E BTL where all of the functions which appear in (22) are defined. In the second term we perform partial integration with respect to t and in the last term we replace ~(0, x, v) by -or{ut + v . VU} (t, x + tv, 7~) dt. s
We have already discussed these operations in the proof of the previous theorem. They are valid because of the extension formulas, the corollary to Lemma 1 and the zero boundary and terminal conditions on u. If x + vt $ B, then the first expression in braces is identically zero. Otherwise this expression is arbitrary since, except for the terminal condition and the zero boundary condition, u is arbitrary. This implies that except when x + vt is beyond an interface with zero reflectivity, the second expression in braces is zero for almost all (t, x) E (0, 2') x B, . This suffices to prove the theorem. For if we now make the substitution x* = x + vt, we have $(t, x*, v> = +0(x* -tn, fJ) + ?j" pqs, x* + n(s -t), Since (0, T) x B*(t) 1 B for each t, (23) holds for each z, and almost all (t, x*) E B.
F. Proofs of Lemmas
This subsection contains only the proofs of the lemmas of subsection B. We have attempted to make these as brief as possible.
Proof of Lemma 1. Taking lima,,,+ in extension formulas (5) for u, gives the boundary condition (2.5) required of u. This implies u is continuous across the interfaces bounding C. This suffices since continuity at all interfaces is determined by continuity at these. Continuity and differentiability at a point not on an interface follow from these properties in CrL .
The corollary follows from the continuity of w(s) and the fundamental theorem of calculus.
Proof of Lemma 2. This result is obtained by differentiating both sides of the extension formulas (5) for u, with respect to each of t, x, , s # Y, and a, multiplying the partial derivatives with respect to a by -or and adding the results.
Proof of Lemma 3. If x is beyond an interface with zero reflectivity, then each off and g is zero. Otherwise, the nonzero reflectivities in the product fg multiply together to give one.
Proof of Lemma 4. Let x and v represent scalar variables. Then (2) are equivalent to f (x, V) = f (-x, -w), andf(C,. -x, -v) = f (C, + x, w). These imply f(x -C, , V) = f (C, -x, -w) = f(C, + x, v), and f is periodic of period 2C, .
Proof ofLemma 5. The proof of this lemma is long but straightforward. We merely outline it here. In every case the dummy variable of integration is changed in all the integrals of the left of (9) so that the integration is with respect to whatever appears as the rth component of the x argument of the various integrands. These integrals are separated into integrals over subintervals obtained by dividing the domains of integration at interfaces. When one or both of the reflectivities are zero, some of these integrals will be zero. Each of the nonzero integrals is rewritten as an integral over a subinterval of (0, C,) whose integrand is obtained from the previous integrand by using the relations, which are of the same form as (3), satisfied byf. The combination of all of these integrals gives the result on the right of (9). 
