1. Introduction. Let K be a convex cone in IR n and Φ : [0, T ]×K → IR n a set-valued map. We shall be concerned with the existence of solutions of the periodic problem (1) x (t) ∈ Φ(t, x(t)), x(0) = x(T ).
It is known that under regularity conditions on Φ and a certain Nagumo-type boundary condition a solution of (1) exists (see e.g.
[2]). In this note, following ideas of [4] and using results from [11] , we prove the existence of two or more periodic trajectories if additional conditions are satisfied: Our method requires that certain complementary potential functions (comp. [9] , [7] ) in phase space can be detected.
In our approach we apply the topological fixed point index theory to the Poincaré (also called Poincaré-Andronov) translation operator associated with (1) . This well-known technique was developed by M. A. Krasnosel'skiȋ in the single valued case, i.e. when we have unique solvability of the respective initial value problem (see [9] ). For applications of the set-valued Poincaré map we recommend [4] as a good survey.
We shall proceed as follows: In section 2 we present the fixed point index theory for the so-called decomposable mappings (see our definition (2.3), comp. [4] ) as it is developed in [1] and obtain some additional information necessary for our later work. In the third section we prove some abstract multiple fixed point results for compact decomposable mappings defined on cones of arbitrary ordered normed spaces. We choose this general setting since we believe that the results given there might be of independent interest. Our methods are somewhat connected with the theory given in [10] (for single valued maps), where applications to certain boundary value problems and Hammerstein integral R. BADER operators are given. Finally in section 4 we state our main results on the existence of periodic solutions.
We conclude the introduction with some notational conventions and definitions. By a space we always mean a metric space. If X is a space, A ⊂ X and ε > 0, then by A and ∂A we denote closure and boundary of the set A respectively and by N ε (A) we denote an open ε-neighborhood of A. By a map we mean a continuous transformation of spaces and by a set-valued map -an upper semi-continuous multi-valued map with compact values. For maps we reserve Latin letters: f, g, h, . . . and for set-valued maps, Greek letters: ϕ, ψ, χ, . . . etc. We say that a set-valued map ϕ : X → Y is compact if the set ϕ(X) is compact in Y and it is completely continuous if it maps bounded sets onto relatively compact ones.
2. The fixed point index. The main tool in our consideration stand the topological fixed point index as it is introduced in [5] and developed in [1] . All the proofs which are not included here are given in [1] . We would like to mention that this fixed point index can be constructed by using the technique of single valued approximation on the graph.
We consider maps having the so-called proximally ∞-connected values. After [3] we recall this notion.
for any n ≥ 0 (we suppress the base points from the notations since they are not necessary).
R e m a r k 2.2. In [5] a whole list of examples of proximally ∞-connected sets is given. In particular any R δ -set (i.e. the intersection of a decreasing sequence of compact AR's, see [8] ) lying in an ANR space is proximally ∞-connected. This example will be important for us in the last section.
Definition 2.3. (i) (comp. [5] ) If ϕ : X → Y is a set-valued map, then we say that ϕ belongs to the class J if, for any x ∈ X, ϕ(x) is proximally ∞-connected. (ii) A set-valued map ϕ : X → Y is said to be decomposable, provided there is a factorisation
We have indicated by the notation, that Ind depends not only on ϕ but also on the decomposition D ϕ involved. On the other hand we have the following result:
be such that for each 1 ≤ i ≤ n, there is h i : X i → X i with h 0 = h n = id X and the diagram
If decompositions are as in the proposition we say that D dominates over
Below we shall state the properties of the fixed point index, which we use in the sequel. First we need the notion of homotopy for decompositions.
Definition 2.5. Let ϕ, ψ : X → Y be decomposable with decompositions D ϕ (see (2)) and
We say that the decompositions D ϕ and D ψ are homotopic if n = m, X i = X i , and there is a map
Theorem 2.6. Let ϕ be compact, decomposable with decomposition (3), W an open subset of X and Fix (ϕ) ∩ ∂W = ∅.
(iii) (Homotopy) If ψ is compact, decomposable with a decomposition
compactly homotopic to D ϕ and the homotopy χ : X × I → X is such that x ∈ χ(x, t) for x ∈ ∂W, t ∈ I, then
(iv) (Units) If ϕ is constant, i.e. for any x ∈ X, ϕ(x) = T and T ⊂ X is proximally ∞-connected , then
Corollary 2.7. Let X be a closed convex subset of a normed space (and hence an ANR), W an open subset of X and ϕ, ψ : X → X compact, decomposable with decompositions D ϕ , D ψ (see (3) , (4)). Let the set-valued map λ : X × I → X given by
be such that
Observe that λ does not establish a homotopy of the decompositions D ϕ , D ψ and thus (2.6)(iii) can not be applied directly.
P r o o f. We may assume without loss of generality m ≤ n. Define X m+1 , . . . , X n := X, ψ m+1 , . . . , ψ n := id X . Consider the decompositions
show that D 1 and D 2 are homotopic in the sense of definition (2.5). But since
and λ clearly is compact, it follows from (5) and (2.6)(iii) that
The proof is finished if we show
To this end, define maps p i :
is shown analogously). Hence, the above equalities follow from (2.4).
Corollary 2.8. Let X be a closed convex subset of a normed space, ϕ : X → X compact, decomposable with decomposition D ϕ . Then Ind (X, D ϕ , X) = 1.
3. Multiple positive fixed points on ordered normed spaces. The purpose of this section is to prove some of the abstract results which will be applied in the problem of periodic solutions of differential inclusions.
We
By a convex (resp. concave) functional a (resp. b) on K we mean a mapping a :
Lemma 3.1. Let ϕ : K → K be a compact, decomposable map with the decomposition
Let a, b be convex , concave functionals on K respectively and r, s numbers such that
P r o o f. The set U is obviously open. Since x ∈ ∂U implies either a(x) = r and b(x) ≥ s or a(x) ≤ r and b(x) = s, we see, by (b) and (c), that x ∈ ϕ(x). It follows that Ind (K, D ϕ , U ) is defined.
Take a point x 0 ∈ U and the obvious decomposition D x0 : K x0 −→K of the constant map sending each point to x 0 . Consider
Suppose that x ∈ λ(x, t) for some x ∈ ∂U , t ∈ I. Then there is y ∈ ϕ(x) such that
by convexity of a and (b). If on the other hand a(x) ≤ r and b(x) = s, then
Hence in both cases we obtain a contradiction. Thus we have shown x ∈ λ(x, t) for each (x, t) ∈ ∂U × I and by (2.7) we obtain,
Finally using property (2.6)(iv) we see that Ind (K, D x0 , U ) = 1. K and numbers r 1 , . . . , r m , s 1 , . . . , s m be given such that:
Then ϕ has at least m + 1 fixed points. P r o o f. By lemma (3.1), using (d), (e) and (f) above, we have
Thus, by the existence property (2.6)(i) of Ind the existence of m fixed points is established, if we show that the U i 's are disjoint. Let U i be given. Then, if 1 ≤ j ≤ i − 1 we see that if x ∈ U j then a i−1 (x) ≤ a j (x) < r j ≤ r i−1 by (a) and (b). But, by (c), we have that
Hence, by additivity (2.6)(ii), and (2.8) we obtain
By virtue of (6),
and since m ≥ 2 we see that
so that ϕ has another fixed point in U . It follows that ϕ has at least m + 1 fixed points.
By strengthening the assumptions a bit we obtain additional intermediate fixed points. Theorem 3.3. Let all the conditions of theorem (3.2) be fulfilled , but replace (e) and (f) by
Then ϕ has at least 2m − 1 fixed points. P r o o f. Following the first part of the proof of theorem (3.2) one sees that
and the sets U i , 1 ≤ i ≤ m, are disjoint. We obtain m fixed points. Now define open sets
By lemma (3.1) it follows that
Of course the sets U i−1 , U i , W i are disjoint, so that we obtain, by (8) and (2.6)(ii),
Using (7), it follows that
The sets
Hence, we see that ϕ has m − 1 fixed points in W 2 , . . . , W m . The proof is finished if we show
If j = i, i − 1 this is obvious, so let 1 ≤ j ≤ i − 2: In this case we conclude from Then ϕ has at least 2m − 1 fixed points. P r o o f. The set A := {x ∈ K | a m (x) ≤ r m } is closed, bounded, convex and therefore an AR. Hence we can define a compact, decomposable map ϕ : K → K such that ϕ (x) = ϕ(x) for x ∈ A. Applying the theorem gives 2m − 1 fixed points for ϕ and all the fixed points are in A. Thus we have also 2m − 1 fixed points of ϕ.
4. Multiple periodic solutions of differential inclusions. Let K be a cone in IR n and Φ : [0, T ] × K → IR n a set-valued map. Given a point x 0 ∈ K we consider the initial value problem (9) x (t) ∈ Φ(t, x(t)),
An absolutely continuous map x : [0, T ] → K is a solution of (9) if x (t) ∈ Φ(t, x(t)) for a.e. t ∈ [0, T ] and x(0) = x 0 . We denote by
is a solution of (9)} the set of all solutions. In order to guarantee the existence of solutions of (9) we shall assume the following boundary condition:
where T K (x) is the Bouligand cone to K at the point x ∈ K, i.e.
We have the following result (comp. [4] ):
n be a convex valued , bounded map such that (10) holds. Then
It follows from the results in [11] (comp. [6] 
is proximally ∞-connected. Finally, using standard arguments (comp.
[2], p.79) we see that S Φ is upper semi-continuous.
Consider next the periodic problem (11) x (t) ∈ Φ(t, x(t)),
Let e T : C([0, T ], K) → K be the evaluation map e T (x) := x(T ) in T and consider
This decomposition defines a set-valued map P Φ := e T • S Φ ; P Φ is called the Poincaré translation operator. It is evident that problem (11) is equivalent to the existence of a fixed point of P Φ . In order to apply the results of the third section we have to control the flow of the considered dynamical system.
n be a convex valued , bounded map, a : IR n → IR continuously differentiable and let r be a number such that grad a(x), y < 0 for t ∈ [0, T ], a(x) = r and y ∈ Φ(t, x).
If a(x 0 ) ≤ r and x ∈ S Φ (x 0 ) then a(x(t)) < r for t ∈ (0, T ].
. Then g (t) = grad a(x(t)), x (t) a.e. Now, assume that t > 0 is the smallest real such that g(t) = r. But, using (12) and the upper semi-continuity of Φ, we see that g (s) < 0 a.e. on some ε-neighborhood of t in [0, T ]. It follows for t < t, |t − t | < ε, that g(t ) = g(t) − t t g (s)ds > g(t) = r and thus we obtain a contradiction. If b(x 0 ) ≥ s and x ∈ S Φ (x 0 ) then b(x(t)) > s for t ∈ (0, T ].
We are now able to state our main results. We will give two versions of theorems where multiple periodic solutions can be obtained. 
Then x ∈ Φ(t, x) has at least 2m − 1 periodic solutions. P r o o f. The Poincaré translation operator P Φ is decomposable and, by finite-dimensionality, completely continuous. Considering (a)-(g) above, and using (4.2) and (4.3), we see that all the conditions of Corollary (3.4) are satisfied. Hence we have 2m − 1 fixed points of P Φ . One easily sees that the conditions of (3.3) are fulfilled, so that we obtain three fixed points of P Φ • f , where in each one of the disjoint sets (with the notation of (3.3)) U 1 , U 2 , W 2 lies at least one fixed point. But, since U 1 ∪ W 2 ⊂ {x ∈ K | x ≤ c}, we see that f has no influence on the fixed points lying in U 1 or W 2 so that we indeed obtain at least two fixed points of P Φ .
