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Abstract—Advances in the image-based diagnostics of complex biological and manufacturing processes have brought unsupervised
image segmentation to the forefront of enabling automated, on the fly decision making. However, most existing unsupervised
segmentation approaches are either computationally complex or require manual parameter selection (e.g., flow capacities in
max-flow/min-cut segmentation). In this work, we present a fully unsupervised segmentation approach using a continuous max-flow
formulation over the image domain while optimally estimating the flow parameters from the image characteristics. More specifically, we
show that the maximum a posteriori estimate of the image labels can be formulated as a continuous max-flow problem given the flow
capacities are known. The flow capacities are then iteratively obtained by employing a novel Markov random field prior over the image
domain. We present theoretical results to establish the posterior consistency of the flow capacities. We compare the performance of
our approach on two real-world case studies including brain tumor image segmentation and defect identification in additively
manufactured components using electron microscopic images. Comparative results with several state-of-the-art supervised as well as
unsupervised methods suggest that the present method performs statistically similar to the supervised methods, but results in more
than 90% improvement in the Dice score when compared to the state-of-the-art unsupervised methods.
Index Terms—Continuous max-flow, unsupervised image segmentation, maximum a posteriori estimation, posterior consistency
F
1 INTRODUCTION
THE objective of image segmentation is to partitionan image into semantically interpretable and spatially
coherent entities featuring similar characteristics, e.g., pixel
intensities and texture [1]. Although, the history of image
segmentation can be dated back to almost half a century ago,
recent advances in the image-based diagnostics of complex
biological processes [2], materials characterization [3], object
tracking [4], [5], etc. have brought image segmentation to the
forefront of enabling automated, on the fly decision making.
A vast majority of the current image segmentation ap-
proaches are supervised, i.e., they employ models that learn
from previously labeled images to determine the partitions
and/or the ROIs in a given image. Their performance relies
on the availability of a large collection of labeled images,
and at times, the expert knowledge [6]. With the growing
database of images from newer imaging technologies cou-
pled with the increasing emphasis on on the fly detection of
novel (i.e., previously unseen) ROIs, and the sheer enormity
of the efforts needed to create a large pool of labels and
atlases underscore the need for unsupervised segmentation
methods. To illustrate this need, let us consider the problem
of tumor detection from magnetic resonance (MR) images
(see Figure 1(a)). On average each event detection involves
the investigation of hundreds of slices that may vary sig-
nificantly from patient to patient as well as over time. In
such cases, retraining becomes inevitable, especially when
novelty cases are encountered [7]. The spatial and temporal
uncertainty in the morphology and location of ROIs further
complicate these challenges. In addition, many a time data
collection itself is extremely costly, e.g., imaging microscopic
†Corresponding author
defects and microstructure anomalies in additively manu-
factured (AM) industrial components (see Figure 1(b) and
Section 6.3 for details) tend to be time intensive. Together
with cost and resource constraints, it becomes infeasible
to gather big datasets for any given material system and
processing recipe [8].
Surprisingly, the literature on unsupervised segmenta-
tion is somewhat limited. The most notable methods include
normalized cuts that is based on spectral graph partitioning
[9] and its subsequent derivatives such as watershed-based
normalized cut [10] and multiscale normalized cut [11],
mean shift clustering using the neighborhood pixel informa-
tion [12], k-means clustering, expectation maximization and
Markov random field-based methods [13]. However, signifi-
cant limitations exist, especially for the case of purely unsu-
pervised approaches in terms of computational complexity,
e.g., exact minimization of normalized cut is NP-complete
[9], mean shift clustering requires manual specification of
the kernel function and bandwidth [14].
Image segmentation approaches based on the energy
minimization framework, particularly graph-based meth-
ods offer an elegant means to segment images without
extensive training. Essentially, they involve minimizing an
energy functional of the form [16], [17], [18]:
E = Edata + Esmooth (1)
whereEdata accounts for the disagreement between the data
samples, i.e., observed pixels and the estimated labels, and
Esmooth controls the smoothness of the labeling function.
Continuous max-flow/min-cut algorithm is an efficient op-
timization approach to minimize the energy functions in
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2Fig. 1: (a) MR scan of the brain slices showing the mor-
phology of tumorous cells and (b) the morphology and
concentration of defects (pores and balling effect–see Section
6.3 for more details) [15] in an AM component. These images
reflect the uncertainty involved in the morphology, location
and the pixel intensity distribution of the ROIs.
polynomial time [19]. However, the problem of selecting the
flow capacities prevents a fully unsupervised implementa-
tion. Most of the existing implementations of the continuous
max-flow are either based on a priori selection of the flow
capacities [20] or require manual interventions [21].
In this work, we present an approach to consistently es-
timating the flow capacities of a continuous max-flow/min-
cut problem leading to fully unsupervised, fast image seg-
mentation. Our framework is based on iteratively estimating
the image labels by solving the max-flow problem while
optimally estimating the flow capacities from the image
characteristics. More specifically, we first setup the segmen-
tation problem as a maximum a posteriori estimation (MAP)
of the image labels and show that it is equivalent to solving
the max-flow problem given the flow capacities are known.
By using the current optimum of the max-flow problem,
we subsequently estimate the flow capacities by employing
a novel Markov random field (MRF) prior over the flow
capacities. In the sequel, we present theoretical results to
establish the posterior consistency of the flow capacities
based on the MRF prior proposed in this work. We imple-
ment our methodology on benchmark tumor datasets and
a case study on the segmentation of defects in AM compo-
nents that are fabricated using different processing recipes.
An extensive comparison with state-of-the-art unsupervised
algorithms suggests more than 90% improvement in the
average Dice score—a measure of the degree of overlap
between the estimated labels and the ground truth (see
Equation (20)).
The remainder of the paper is organized as follows: In
Section 2, we present a brief introduction to graph cuts
for image segmentation in a continuous domain. In Section
3, we extend the graph cut to the max-flow problem in
the continuous domain and show, via examples, that the
estimation of flow capacities is critical to optimally solving
the max-flow problem. In Section 4, we present our iterative
MAP estimation approach to simultaneously estimate the
maximum flow (i.e., the image labels) and the flow capac-
ities. Section 5 presents theoretical results on the posterior
consistency of the flow capacities. In section 6, we present
comparative results for two distinct real-world case studies
followed by conclusions in Section 7.
Fig. 2: (a) Graph representation of an image ω in a continu-
ous domain. (b) A representative example of segmentation
of the image ω into subdomains ω1, . . . , ωk via graph cut.
2 IMAGE SEGMENTATION VIA GRAPH CUTS
In this section, we begin with the basic notion of graph cuts.
Let ω be a continuous image domain (e.g., see Figure 2(a))
and x be the sites (or pixels) in ω. The problem of image
segmentation can be formulated as partitioning ω into n
disjoint subdomains ω1, ω2, . . . , ωn, with corresponding la-
beling function given as,
λi(x) =
{
1 x ∈ ωi
0 x 6∈ ωi
(2)
The partitioning is performed such that the resulting subdo-
mains minimize the following energy functional [22],
min
λi(x)∈{0,1}
n∑
i=1
∫
ω
{λi(x)ρ(x, λi(x)) + C(x)|∇λi(x)|}dx (3)
where the first term ρ(x, λi(x)) is the cost of assigning the
site x to the subdomain ωi and is equivalent to the Edata
term (see Equation (1)) when summed over the domain ω.
The second term is the total variation (TV) regularization
of λi(x),∀i ∈ {1, 2, . . . , n} where C(x) > 0 controls the
trade-off between the data term and the extent of regular-
ization. TV regularization is particularly useful because of
its property to selectively penalize the oscillations due to
noise while preserving the discontinuities at the edges (see
[23] for a mathematical justification).
Note that the minimization function in Equation (3) is
non-convex due to the binary configuration of λi(x). To
ensure tractability of the energy minimization function in
Equation (3), we consider the convex relaxation of λi(x) =
{0, 1} to the unit interval [0, 1] as proposed by Chan et al.
[22]. For simplification, we only consider the case of binary
segmentation such that n = 2, λ(x) = 1 − λ1(x) = λ2(x)
(since
∑n
i=1 λi(x) = 1), Cs(x) = ρ(x, λ1(x)) and Ct(x) =
ρ(x, λ2(x)). Consequently, the energy minimization func-
tion for the case of binary label configuration can be written
as,
min
λ(x)∈[0,1]
∫
ω
(1− λ(x))Cs(x) + λ(x)Ct(x) + C(x)|∇λ(x)|dx
(4)
Authors in [22] deduced that the optimal solution to
Equation (3) can be obtained by thresholding the solution
of the resulting convex problem in Equation (4). However,
the numerical algorithms for this minimization problem
still suffer from the non-differentiability of the TV term
(
∫
ω |∇λ(x)|dx) [24]. To overcome this, we investigate the
dual of the energy function in Equation (4) and show that
3it is analogous to the continuous max-flow problem studied
in [25], [26].
3 CONTINUOUS MAX-FLOW FORMULATION
In this section, we derive the dual of the energy function
reported in Equation (4) and subsequently show that the
dual is a max-flow problem in a continuous domain. We
first consider the following results.
Lemma 1. Given λ(x) is an indicator function as given in
Equation (2), it has bounded variation in ω, i.e., there exists a
function p(x) ∈ C1(ω) with compact support and |p(x)| ≤ 1
satisfying sup{∫ω λ(x)divp(x)dx} <∞ such that,∫
ω
λ(x)divp(x)dx = −
∫
ω
p(x) · ∇λ(x)dx
See [27] for the proof. 
Lemma 2. With p(x) defined as in Lemma 1, we have,∫
ω
C(x)|∇λ(x)|dx = max
|p(x)|≤C(x)
∫
ω
λ(x)divp(x)dx
Proof. Using p(x), the TV term in Equation (4) may be written
as, ∫
ω
C(x)|∇λ(x)|dx = max
|p(x)|≤C(x)
∫
ω
p(x) · |∇λ(x)|dx
From Lemma 1, we have,∫
ω
λ(x)divp(x)dx = −
∫
ω
p(x) · ∇λ(x)dx
≤
∫
ω
|p(x) · ∇λ(x)|dx ≤
∫
ω
|p(x)| · |∇λ(x)|dx
Finally, taking the maximum over |p(x)|, we have,∫
ω
C(x)|∇λ(x)|dx = max
|p(x)|≤C(x)
∫
ω
λ(x)divp(x)dx 
Next, we consider functions ps(x) ≤ Cs(x), pt(x) ≤
Ct(x) ∈ R such that we get the following min-max equiva-
Fig. 3: Representation of the continuous image domain
where each of the sites are associated with source, sink and
spatial flows represented by ps(x), pt(x), p(x), respectively.
lent of Equation (4),
min
λ(x)∈[0,1]
max
ps(x)≤Cs(x)
pt(x)≤Ct(x)
|p(x)|≤C(x)
∫
ω
(1− λ(x))ps(x) + λ(x)pt(x)
+ λ(x)div(p(x))dx
Note that the above min-max function is convex for fixed
λ(x) and concave for fixed ps(x), pt(x), and p(x) [28]. Via
minimax theorem [29], we obtain the dual of Equation (4)
as,
max
∫
ω
ps(x)dx (5)
subject to ps(x) ≤ Cs(x), pt(x) ≤ Ct(x), |p(x)| ≤ C(x)
divp(x)− ps(x) + pt(x) = 0 ∀x ∈ ω
The resulting formulation is the continuous analog of the
discrete max-flow problem, i.e., maximizing the total source
flow ps(x) subject to the source, sink and spatial flow
capacities while satisfying the flow conservation principle.
To elaborate on the continuous max-flow problem, we
begin by connecting each site x to a source s and a sink t
of infinite capacities. Each site in ω is then associated with
three different flow fields: the source flow ps(x) ∈ R, the
sink flow pt(x) ∈ R, and the spatial flows p(x) ∈ R2. Here,
the source and the sink flow fields are directed from the
source s to the site x ∈ ω and from the site x to the sink
t, respectively. This is shown schematically in Figure 3. The
spatial flow field is characterized by the undirected flow
through x, thereby capturing the strength of interaction with
the neighborhood locations. Each of the source, sink and
spatial flows are constrained by their respective capacities
represented as Cs(x), Ct(x) and C(x).
Returning to Equation (5), we determine the maximum
flow by writing the corresponding augmented Lagrangian
as,
L(ps, pt, p, λ(x)) =
∫
ω
ps(x) + λ(x)(div(p(x))− ps(x)
+ pt(x))dx− c
2
||div(p(x))− ps(x) + pt(x)||2 (6)
where c > 0. See Algorithm 1 for solving the augmented
Lagrangian L(ps, pt, p, λ(x)) using the projection gradient
descent approach [25].
The intuition behind the max-flow segmentation can be
drawn from the idea of finding a cut with minimum capacity
that will result in two disjoint partitions, one associated
with the source and other with the sink. Let us consider
a source flow ps(x) that is optimal but unsaturated, i.e.,
ps(x) ≤ Cs(x) (see Figure 4(a) for reference). Since the
optimal source flow is unsaturated, it has no contribution
to the total energy. As a result, any variation in the source
flow should not change the total energy and therefore,
1 − λ(x) must be equal to zero, or λ(x) = 1. This implies
that pt(x) = Ct(x), i.e., the flow from site x to sink t is
saturated and the minimum cut passes through this edge.
Similarly, the unsaturated sink flows, i.e., pt(x) ≤ Ct(x)
lead to saturated flows from source s to the site x as shown
in Figure 4(b). For this case, the minimum cut severs the
source flow and assigns the site x to the sink (i.e, λ(x) = 0).
Finally, for the case of spatial flows, the sites for which
4Algorithm 1: Projection gradient descent
Initialize: p0s(x), p
0
t (x), p
0(x), λ0, k = 0 & step size γ
1 repeat
2 % update the spatial flows
3 Dk(x)← pks(x) + λk(x)/c− pkt (x);
4 pk+1(x)← pk(x)− γ∇(divpk(x)−Dk(x)) ;
5 % update the sink flows
6 F k(x)← pks(x) + λk(x)/c− divpk+1(x);
7 pk+1t (x)← min(Ct(x), F k(x));
8 % update the source flows
9 Gk(x)← pk+1t (x)− λk(x) + divpk+1t (x)/c;
10 pk+1s (x)← (1 + cGk(x))/2c;
11 % update the multipliers;
12 k+1 ← divpk+1(x)− pk+1s (x) + pk+1t (x);
13 λk+1(x)← λk(x)− ck+1;
14 until convergence;
divp(x) 6= 0 are the candidates for minimum cut. In other
words, the maximum flow occurs through the sites that are
saturated, and therefore, are the candidates for minimum
cut (see Figure 4(c)).
However, difficulties arise when estimating the flow
capacities. Generally the flow capacities are defined as
Cs(x) = D(I(x) − s(x)), Ct(x) = D(I(x) − t(x)) where
I(x) is the image matrix containing pixel intensities, D(.) is
some user defined function and s(x) and t(x) are selected a
priori [25] or defined heuristically [20]. Nonetheless, the flow
capacities are generally unknown and require trial and error
or user inputs in the form of bounding boxes or scribbles
for estimation. To argue the importance of flow capacities
in optimally solving the max-flow problem, we begin with
a trivial case of uniformly constant source and sink flow
capacities. In such a scenario, sites have no preference to be
assigned to the source or the sink and consequently, all the
sites are either assigned to the source or the sink depending
on which flow field is saturated first. Appleton and Talbot
[20] addressed this problem by defining a weighting func-
tion that decays as per the power-law in the neighborhood
of user defined initialization or seed points. Alternatively,
Boykov and Kolmogorov [30] used the Cauchy-Crofton
formula to arrive at the (edge) capacities. However, both
of these approaches required manual intervention to define
the seed points.
For cases where flow capacities are spatially varying,
the segmentation result may still vary significantly if the
values are not optimally chosen. To demonstrate this, we
consider the problem of identifying defects (marked with
yellow boxes in Figure 5(a)) on an additively manufactured
component (see Section 6.3 for additional details). To define
the flow capacities, we use D(.) ≡ |.| and t(x) = 0.3. Fig-
ures 5(b-d) show the segmentation results for three different
values of s(x). We note that even small perturbations in
the value of s(x) result in vastly different segmentation;
demonstrating the need for estimating the flow capacities
to optimally solve the max-flow problem.
4 ESTIMATION OF FLOW FIELD CAPACITIES
In this section, we develop an approach to estimate the
image labels λ(x) by solving the continuous max-flow prob-
lem while optimally estimating the flow capacities from
the image characteristics. Towards this, we first formu-
late the problem of estimating λ(x) as a MAP estimation
problem. Given the image I(x) and the flow capacities
C(x) = {Cs(x), Ct(x), C(x)}, the objective of the MAP
estimation is to find the image labels λ(x) that maximizes
the posterior probability given as,
λ(x) = arg max
λ(x)
P (λ(x)|C(x), I(x)) (7)
Since the flow capacities are unknown, we estimate the
image labels λ(x) in Equation (7) by iteratively solving the
following two subproblems,
λτ+1(x) = arg max
λ(x)
P (λ(x)|Cτ (x), I(x)) (8a)
Cτ+1(x) = arg max
C(x)
P (λτ+1(x)|C(x), I(x)) (8b)
where λτ+1(x) and Cτ+1(x) are respectively the image
labels and the flow capacities at iteration τ + 1. The first
subproblem (Equation (8a)) is essentially maximizing the
posterior distribution of the image labels given the im-
age I(x) and the most recent estimate of flow capacities,
i.e., Cτ (x). In the second subproblem (Equation (8b)), we
employ the updated estimate of λτ+1(x) to subsequently
Fig. 4: Visualization of the flow fields: (a) when the flow through x is limited by the sink flow capacity such that the sink
flow contributes to the total energy (b) when the flow through x is limited by the source flow capacity such that the source
flow contributes to the total energy and (c) shows two cases of divergence of the spatial flow. The spatial flow where
divp(x) 6= 0 contributes to the total energy. We omit the edges connecting non-adjacent sites for the sake of clarity.
5Fig. 5: Representative example to illustrate the effect of variations in the source flow capacity on the segmentation result.
(a) Input image showing the defects. Segmentation using the continuous max-flow approach with t(x) and spatial flow
capacities fixed to 0.3 and 0.1 respectively, but with varying values of s(x). (b) s(x) = 0.2, (c) s(x) = 0.28 and (d)
s(x) = 0.35.
update the flow capacities. The process is repeated until a
stopping criterion (or convergence) is reached.
4.1 Maximum a posteriori estimation of λ(x)
We now employ a MAP estimation approach to determine
the optimal image labels λ(x) by solving the first subprob-
lem as given in Equation (8a). Using Bayes theorem we have,
λτ+1(x) = arg max
λ(x)
log(P (I(x)|λ(x), Cτ (x))) + log(P (λ(x))
(9)
Here, the first term is the log-likelihood of the image labels
λ(x) given the flow capacities and the image I(x). In other
words, it imposes a penalty for every incorrect assignment
of the labels. Assuming the observations (i.e., pixel inten-
sities contained in I(x)) are independently and identically
distributed we can write,
P (I(x)|λ(x), Cτ ) ∝ exp(−D(Cτ , λ(x), I(x))) (10)
where D(Cτ , λ(x), I(x)) is the data penalty function de-
fined as,
D(Cτ , λ(x), I(x)) =
∫
ω
(1− λ(x))Cτs (x) + λ(x)Cτt (x)dx
The second term in Equation (9) is the logarithm of the
prior over flow capacities. To enforce spatial smoothness,
we define P (λ(x)) as,
P (λ(x)) ∝ exp (−V (Cτ (x), λ(x))) (11)
where Cτ (x) is the estimate of spatial flow capacity at
iteration τ and V (Cτ (x), λ(x)) is the smoothness penalty
given as,
V (Cτ (x), λ(x)) = Cτ (x)
∫
ω
|∇λ(x)|dx
Substituting the values of P (I(x)|λ(x), Cτ ) and P (λ(x)) in
Equation (9), we have,
λτ+1(x) = arg min
λ(x)
∫
ω
(1− λ(x))Cτs (x) + λ(x)Cτt (x)
+ Cτ (x)|∇λ(x)|dx
We note that the maximization of the posterior prob-
ability in Equation (8a) is equivalent to solving the max-
flow problem given the flow capacities are known. We,
therefore, simply use Algorithm 1 to find the optimal values
of λτ+1(x), pτ+1s (x), p
τ+1
t (x) and p
τ+1(x) at iteration τ + 1.
4.2 Maximum a posteriori estimation of C
We now look at the second subproblem, i.e.,
Cτ+1(x) = arg max
C(x)
logP (λτ+1(x)|C(x), I(x))+logP (C(x))
(12)
Here, the first term is the log-likelihood of the flow ca-
pacities C(x) given the image I(x) and the most recent
estimate of the image labels λτ+1(x) and P (C(x)) is the
prior distribution over the flow capacities. Note that the
prior over the flow capacities is critical to enforce spatial
smoothness and optimally solving the max-flow problem
as discussed in Section 3. Several approaches have been
proposed in the literature to capture the spatial smoothness,
most commonly using MRF priors [18], [31], [32]. Using the
prior presented in [33], we propose a new MRF prior that
is computationally fast and enforces spatial smoothness. For
the simplicity of notations, we only focus on the estimation
of the source flow capacity given as Cs(x) = |I(x) − s(x)|.
Results may be generalized for estimating the sink and
spatial flow capacities similarly.
4.2.1 Prior over the flow fields
MRF priors have been widely used to capture the spatial
smoothness in segmentation problems. One of the most
commonly used families of MRF priors is given as,
p(s(x)) =
1
Z
exp
(
− 1
T
U(s(x))
)
(13)
where Z is a normalizing constant, T is a scale factor and
U(s(x)) is a smoothing function that controls the spatial
correlation between the sites x ∈ ω in a given neighborhood
[34]. The prior follows from the Hammersley-Clifford Theo-
rem [35] when assuming the local Markovian property over
the flow field, that is, p(s(x)|ω\x)) = p(s(x)|x ∈ N (x))
whereN (x) is the . It may be noted that the local Markovian
property is quite natural for random fields defined over an
image domain [31].
Several choices of the smoothing function have been
proposed in the literature, e.g., see [34], [36]. However,
the complexity of the posterior computation remains one
of the critical challenges under MRF priors. To minimize
6the computational complexity, we present the following
smoothing function based on [33],
U(sτ+1(x)) = −
∑
x∈ω
(Gτs (x) + β(1− pτs (x))) log
(
sτ+1(x)
)
(14)
where the multiplier Gτs (x) is defined as,
Gτs (x) = exp
 β
2|N (x)|
∑
y∈N (x)
(pτs (y) + s
τ (y))
 (15)
Here, |N (x)| is the cardinality of the neighborhood of
x, pτs (x) and s
τ (x) are the current estimates of the source
flow ps(x) and s(x), respectively, and β is a smoothing
constant. The term Gτs (x) in Equation (14) enforces spatial
smoothness by mean filtering over the neighborhood N (x).
This minimizes the slack between the flow field and flow
capacity. Although the smoothing function is heuristically
designed, an inherent advantage is that when maximizing
the log-likelihood function the derivative is dependent only
on the term sτ+1(x) at the step τ + 1, thereby contributing
to the computational efficiency. In the present implementa-
tions, we set the value of β = 5 and the neighborhood size
as 5 × 5 over ω such that |N (x)| = 25. See [33] for details
on the parameter selection.
4.2.2 Updating the flow capacities
We now determine the value of the source flow capacities
Cτ+1s (x) by maximizing the posterior probability in Equa-
tion (12). With respect to sτ+1(x), we have,
d
dsτ+1(x)
(
logP (I(x)|C(x), λτ+1(x)) + logP (C(x))) = 0
For the first term, we refer to Equation (10) and consider the
dual of the corresponding minimization problem stated in
Equation (5). Using Lagrange multipliers η(x) for the source
constraints, we have,
d
dsτ+1(x)
(
max
∫
ω
ps(x)dx− 1
T
∑
x∈ω
(Gτs (x) + β(1− pτs (x)))
× log (sτ+1(x))−∑
x
η(x)(ps(x)− |I(x)− sτ+1(x)|)
)
= 0
On simplification, this gives,
sτ+1(x) =
1
T
Gτs (x) + β(1− pτs (x))
η(x)
For simplicity, we use T = η(x)−1 such that the source flow
capacity in iteration τ + 1 is given as,
C(τ+1)s (x) = |I(x)− (Gτs (x) + β(1− pτs (x))) | (16)
For the sink flow capacity (Ct(x) = |I(x)− t(x)|, we define
the smoothing function for t(x) similar to Equation (14) as,
U(tτ+1(x)) = −
∑
x∈ω
(Gτt (x) + βp
τ
t (x)) log
(
tτ+1(x)
)
such that the sink flow capacity at iteration τ + 1 is,
C
(τ+1)
t (x) = |I(x)− (Gτt (x) + βpτt (x)) | (17)
Algorithm 2: Iterative MAP estimate of source, sink
and spatial capacities
Initialize: Initialize the parameters
λ(0), p
(0)
s (x), p
(0)
t (x), p
(0)(x) and C(0)(x)
1 repeat
2 Solve the continuous max-flow problem in
Equation (6) to estimate λτ (x), pτs (x), p
τ
t (x) and
pτ (x);
3 Evaluate the current estimate of Gτ+1s (x) in
Equation (15) and Gτ+1t (x) in Equation (18);
4 Update the flow capacities as:
5 C
(τ+1)
s (x) = |I(x)− (Gτs (x) + β(1− pτs (x))) |
6 C
(τ+1)
t (x) = |I(x)− (Gτt (x) + βpτt (x)) |
7 Cτ+1(x) = | ∫ω Cτ+1s (x)dx− ∫ω Cτ+1t (x)dx|
8 until convergence;
where
Gτt (x) = exp
 β
2|N (x)|
∑
y∈N (x)
(pτt (y) + s
τ (y))
 (18)
Finally, to update the spatial flow capacities, we use the flow
conservation constraint in Equation (5) as,
Cτ+1(x) = |
∫
ω
Cτ+1s (x)dx−
∫
ω
Cτ+1t (x)dx| (19)
The algorithm for simultaneous update of all the flow ca-
pacities is given in Algorithm 2.
5 CONVERGENCE AND CONSISTENCY
Inconsistency of the posterior is one of the biggest chal-
lenges while working with heuristic or otherwise non-
standard priors as noted by Freedman [37]: the set of all
parameter-prior pairs (θ, p) ∈ Θ × P for which the posterior is
consistent at θ is a meager set. Inconsistency is more common
than expected and may lead to incorrect inferences. To
avoid situations like this and others as indicated in [38],
we show that the posterior probability of the flow capacities
based on the MRF prior with smoothing function given in
Equation (14) is consistent.
Let us consider the set of independently and identically
distributed image observations I(x) taking values in the
measurable space (Ω,B) and are sampled from some un-
known “true” distribution function F0 with density function
f0. Given the observations I(x), let p(s(x)|I(x)) denote
the posterior distribution of s(x). Let µ be a probabil-
ity measure on the measurable space (Ω,B). We define
a ε-Hellinger neighborhood of the true distribution F0 as
sε(x) = {F ∈ P : H(F0, F ) ≤ ε} where H(F0, F ) denotes
the Hellinger distance and is given as,
H(F0, F ) =
{(∫ √
f0 −
√
f
)2
µ(dω)
}1/2
and P is the subset of all finite probability measures that
are absolutely continuous with respect to µ. Then the con-
sistency of the posterior distribution relies on the following
two assumptions [38],
7Assumption 1. For every ε > 0, p(Nε) > 0 where Nε is the
ε-Kullback-Leibler neighborhood [38] of F0.
Assumption 2. For every ε > 0, there exists a sequence {F∞n=1}
of subsets of P, and positive real numbers c, c1, c2, δ with c <
([ε−√δ]2 − δ)/2, δ < ε2/4, such that:
(i) p(F cn ) ≤ c1 exp(−nc2) for all but finitely many n, and
(ii) H (Fn, δ) ≤ nc for all but finitely many n where H is the
δ-metric entropy of Fn (see Definition 1 in [38]).
Intuitively, Assumption 1 is needed to ensure positive
prior probability in the neighborhood of F0. The second
assumption prevents the prior from giving substantial mass
to distributions with “wiggly” densities (condition (i)). This
is realized by imposing exponentially small probability to
the complement of the sequence Fn of well behaved densi-
ties, i.e., not wiggly. Condition (ii) ensures that the sequence
Fn of densities are well-behaved. Under these assumptions,
[38] showed that the posterior distribution is consistent at
F0, i.e., the posterior concentrates all the mass in the ε-
Hellinger neighborhood almost surely with probability 1.
More formally, we have,
Theorem 1. The posterior concentrates all the mass in the ε-
neighborhood of F0 almost surely, i.e., p(sε(x)|I(x))→ 1 almost
surely as n→∞.
To show that the result holds, we first present the following
lemma.
Lemma 3. The MRF prior p(s(x)) in Equation (13) belongs to
an exponential family.
Proof. Plugging the values of U(s(x)) and G(x) from Equa-
tions (14) and (15), respectively in Equation (13), we have:
p(s(x)) =
1
Z
exp
(
1
T
∑
ω
[ec3(p˜s+s˜) + β(1− ps(x))] log(s(x))
)
where c3 = β/2N (x), p˜s =
∑
y∈N (x)
ps(y), and s˜ =
∑
y∈N (x)
s(y).
Factorizing the parameter and variable terms, we rewrite p(s(x))
as,
p(s(x)) = exp
(∑
ω
[ec3p˜s log(s(x)) + β log(s(x))]
)
×
exp
(
−
∑
ω
[βps(x) log(s(x))− ec3s˜ log(s(x))]
)
Since the product of exponential families belongs to the exponen-
tial family, p(s(x)) belongs to the exponential family. 
Given the Assumptions 1 and 2 and the prior p(s(x)) be-
longing to the exponential family, the posterior consistency
and therefore, the proof of Theorem 1 follows from [38]. In
the next section, we present the implementation results and
comparison with state-of-the-art segmentation methods.
6 EXPERIMENTAL RESULTS
6.1 Case studies and evaluation metrics
To test the efficacy of the proposed methodology, we investi-
gate two real-world case studies: Brain Tumor Segmentation
(BraTS) using MR images and defect segmentation in ad-
ditively manufactured components using scanning electron
microscope (SEM) images. While BraTS dataset is suffi-
ciently large to enable supervised segmentation of lesions
(tumorous regions), significant uncertainties exist in terms
of morphology, location, and intensity values. These chal-
lenges render on the fly segmentation of lesions extremely
difficult. In contrast, the second case study involves high-
resolution SEM images that are extremely costly to record.
In such scenarios, limited datasets hinder the application
of supervised segmentation methods. Nonetheless, both the
case studies call for an unsupervised approach to enable on
the fly segmentation of ROIs.
Both supervised as well as unsupervised segmentation
approaches have been reported in the literature with the ma-
jority being supervised. Therefore, we compare our segmen-
tation results with both supervised as well as unsupervised
algorithms. For the first case study, we refer to the super-
vised algorithms reported in the Medical Image Computing
and Computer Assisted Intervention Society (MICCAI) pro-
ceedings 2013 and 2015 [39]. In the 2013 MICCAI proceed-
ings, 20 algorithms were reported that include five gener-
ative, 13 discriminative and two generative-discriminative
algorithms. In the 2015 BRATS dataset, three generative,
two discriminative and seven neural network/deep learn-
ing approaches were reported. For unsupervised segmenta-
tion, we refer to k-means, expectation maximization (also
referred to as blobworld) [40], Gaussian mixture model
(GMM), GMM with spatial regularization (SC-GMM) [33],
mean shift [12], normalized cuts [9], and hierarchical image
segmentation [41]. Due to the limited dataset in the second
case study, we compare the performance with only unsu-
pervised algorithms.
To quantitatively compare the performance of the seg-
mentation results, we refer to the standard Dice score and
the Hausdorff distance. The Dice score is given as,
Dice(Rˆ,R) = 2 |Rˆ ∩ R||Rˆ + R| (20)
where Rˆ and R represent the segmented lesion/defects and
the expert segmentation, respectively, and |.| represents the
size of the domain. Dice score measures the areal overlap or
the agreement between the segmented area and the ground
truth. The Hausdorff distance instead measures the surface
distance between the segmented area and the ground truth
and is given as,
Haus(Rˆ,R) = max{sup
i∈Rˆ
d(i,R), sup
j∈R
d(j, Rˆ)} (21)
where d(j, Rˆ) is the shortest Euclidean distance between the
sites in R and Rˆ. Taking maximum over the supremum of
these Euclidean distances make Hausdorff distance highly
sensitive to the outliers present in Rˆ. To control this, we use
the 95th percentile of the Hausdorff distance as suggested
in [39].
6.2 Brain Tumor Segmentation
Despite significant advances over the past few years, the di-
agnosis of glioma—the most common type of brain tumor—
remains limited. Neuroimaging offers a noninvasive ap-
proach to evaluate the progression of the lesions, thus allow-
ing timely intervention and controlled treatment. Lesions
8Fig. 6: Segmentation results of different unsupervised approaches for the segmentation of brain tumor on HG (top row)
and LG (bottom row) glioma. (a) The proposed method (b) mean shift (c) normalized cuts (d) blobworld (e) hierarchical
image segmentation (f) GMM and (g) spatially constrained GMM.
Fig. 7: Comparison of the computational cost among the
unsupervised algorithms that converged.
are typically imaged by using fluid-attenuated inversion
recovery (FLAIR) MR scans that highlights the differences
in water relaxation properties of the tissues, thereby en-
hancing the peritumoral edema—a characteristic feature of
malignant glioma. As the lesions are defined only in terms
of the contrast changes, the boundaries are often ill-defined
and lead to variations among the expert segmentation [39].
Lesions may also vary greatly in terms of size, shape,
and localization from patient to patient, as well as across
subsequent stages of the tumor growth, thereby requiring
large training datasets for implementing a supervised seg-
mentation approach.
In this study, we use the publicly available FLAIR-MR
scans from BraTS 2013 and 2015 challenge. There are a total
of 20 high grade (HG) and ten low grade (LG) glioma cases
in the BraTS 2013 dataset and 274 HG and 54 LG glioma
in the BraTS 2015 dataset. Each of these datasets contains
annotated ground truth, already delineated by the clinical
experts. All the images were resampled to the size of 240×
240.
Segmentation results of a representative HG and LG
glioma are presented in the top and bottom rows of Fig-
ure 6, respectively. The segmentation results for the present
approach is shown in Figure 6(a) followed by rest of the un-
supervised segmentation methods in Figures 6(b)-(g). Note
that some of the methods such as mean shift (Figures 6(b))
required setting the bandwidth and kernel function whereas
completely unsupervised methods such as normalized cuts
(Figures 6(c)) failed to converge. Clearly, the present method
performs better as compared to the unsupervised methods
tested. The overall performance of the present algorithm is
78% and 75.6% on the Dice score for the BraTS 2013 and
BraTS 2015 dataset, respectively. The 95% Hausdorff dis-
tance for the two datasets are 13.61 and 14.05, respectively.
Based on the segmentation results, we also note that the
present approach significantly minimizes oversegmentation
as compared to most of the segmentation approaches re-
ported in Figure 6. This is due to the TV regularization in
the max-flow formulation that penalizes the oscillations in
the pixel intensity due to random noise. We also compare
the computational cost of the unsupervised algorithms that
converged within a reasonable time and is summarized in
Figure (7). Although our method is slower than k-means
and GMM, it performs reasonably fast as compared to
mean-shift and spatially constrained GMM.
The Dice score and the Hausdorff distance of all the
methods including the supervised as well as unsupervised
methods tested on the BraTS 2013 dataset are summarized in
Figures 8(a) & 8(b). Interestingly, the present approach out-
performs most of the supervised algorithms, both in terms
of the average values of the Dice score and the Hausdorff
distance (black squares inside the box plot indicate the aver-
age). The results suggest more than 90% improvement in the
Dice score and more than 56% reduction in the Hausdorff
distance when compared to the unsupervised methods. In
terms of the supervised approaches, the present method
performs statistically similar to the best performing method
(Zhao(I) in [42]). For the BraTS 2015 dataset, no test results
were available at the time of writing the manuscript, so we
only compare with the training results of the algorithms
as reported in the MICCAI 2015 proceedings [39]. These
results are summarized in Table 1. Indeed, most of the
deep learning based method outperform the results of the
present algorithm. Nonetheless, the Dice scores for all the
supervised methods reported in Table 1 were calculated on
the training dataset where the training sizes were more than
85% of the whole dataset [2].
9Fig. 8: Comparative results of different algorithms tested for the segmentation of brain tumor on the BRATS 2013 dataset.
Box plot adopted from [39]
TABLE 1: Dice score comparison for the BRATS 2015 dataset
Approach Summary Dice score Author
Unsupervised max-flow 75.6±10.5 Iquebal
Generative with shape prior 77±19 Agn [42]
Generative-Discriminative 83±7.5 Bakas [42]
Expectation Maximization 68 Haeck [42]
Random Forests 84 Maier [42]
Random Forests 80.7 Malmi [42]
Conditional Random Fields 82 Meier [42]
Conv. Neural Networks 88 Havaei [42]
Conv. Neural Networks 81±15 Dvorak [42]
Conv. Neural Networks 86 Pereira [42]
Conv. Neural Networks 67 Rao [42]
Conv. Neural Networks 81.41±9.6 Vaidhya [42]
Conv. Neural Networks 87.55±6.72 Wang [2]
6.3 Defect concentration in additively manufactured
components
Recent advances in the manufacturing technologies, es-
pecially metal additive manufacturing (i.e., layer-by-layer
deposition of metal powder to fabricate complex free-form
surfaces) have revolutionized the landscape of fabricating
industrial components and parts. Despite the capability
of AM to fabricate components with minimum time and
material waste, the overall functional integrity of AM com-
ponents is considered much inferior to those realized with
conventional manufacturing process chains, especially un-
der real-world dynamic loading conditions [15]. Defects,
such as pores, undiffused metal powder, geometric distor-
tions, surface cracks, and non-equilibrium microstructures
significantly deteriorates the mechanical performance and
overall functional integrity of the components.
Concentration of defects in AM components is largely
affected by the parameters of the AM process, e.g., laser
power, laser scanning speed [15]. Controlling the process pa-
rameters can help manufacturers realize components with
minimum defects and superior functional integrity [43]. In
situ imaging technologies allow monitoring and detection of
the defects induced in AM components. However, detection
of defects using in situ imaging technologies has its own
limitations: (a) recording high-resolution images are costly,
and therefore, only limited data is available, (b) uncertain-
ties in the shape and morphology of defects, (c) low signal
to noise ratio, etc.
In this case study, we employ the present approach
to determine the concentration of defects on two different
AM components that were fabricated with different process
parameters using a laser-based AM process called selective
laser melting (SLM). The process parameters investigated
in this case study are laser power, laser scanning speed,
and relative density of the AM components. For the first
component (sample A, Figure 9(a)) the process parameters
were set to: laser power = 165 W, laser scanning speed =
138 mm/s, and relative density = 99.5%. For the second
component (sample B, Figure 10(a)) these parameters were
set to: laser power = 85 W, laser scanning speed = 71
mm/s, and relative density = 96.4%. The images of the AM
components were recored using an SEM (see [15] for details)
and the defects were manually annotated to get the ground
truth.
We mainly focus on the concentration of two different
types of defects namely, pores and balling effect. Pores are
essentially voids on the surface that are formed when gas
particles trapped in the melt-pool (liquefied metal during
deposition) escape. These are generally tracked by observ-
ing the dark spherical/oval shaped features on the surface.
In contrast, balling effect is a complex metallurgical process
that originates due to sub-optimal process parameters dur-
ing the SLM process as well as the properties of the material
powder such as the relative density of AM components. It
causes the liquid scan track during SLM to break and result
in the formation of spherical particles that eventually get
trapped, causing inhomogeneous deposition of the powder
in the next build layer. Authors in [15] showed that by
increasing the laser power, the concentration of defects due
to the balling effect decreases. Controlling pores as well as
the balling effect is critical to avoid significant costs, as these
defects may reduce the fatigue strength of material by more
than 4 times, resulting in early, unexpected failure [44].
Figure 9(a) and 10(a) shows the representative surface
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Fig. 9: Comparative results of different algorithms tested for the segmentation of defects. (a) Original image for sample A
(b) k-means with 2 clusters (c) Gaussian mixture model with expectation maximization (d) spatially constrained Gaussian
mixture model with k-means initialization and (e) mean shift (f) the proposed method.
TABLE 2: Average Dice score and Hausdorff measure of
various unsupervised approaches implemented for defect
segmentation.
Approach Dice score Hausdorff measure
Unsupervised max-flow 70.56 32
Mean shift 58.6 245
GMM 22.16 287
SC-GMM 2.6 219
k-means 1.4 321
from sample A and sample B, respectively. We note that
sample A with high laser power (165 W) has relatively
lower defect concentration as compared to sample B with
low laser power (85 W). As the data size is limited, we
compare our segmentation results only with that of the
unsupervised segmentation methods. To keep the compar-
ison fair, we ignore the methods that either required user
inputs to define the foreground and background or did not
converge in a reasonable time. The segmentation results for
the first sample are presented in Figures 9(b-f). The effect of
the noise (resulting from the shadow and underexposure)
is clearly reflected in the results obtained from k-means
clustering approach as shown in Figure 9(b). Although,
there is some improvement in the segmentation obtained
from GMM and SC-GMM as shown in Figure 9(c-d), yet
the effect of noise is evident from the resulting overseg-
mentation. The segmentation from the mean shift algorithm
(Figure 9(e)) is able to detect most of the pores (with 58.6%
Dice score) but fails to detect the balling effect. Finally, the
segmentation obtained with the proposed method is able
to identify all the regions containing pores as well as the
balling effect with a Dice score of 70.56% and Hausdorff
distance of 32—approximately 86% smaller than the rest of
the unsupervised segmentation methods (Figure 9(f)).
In the second sample, noise is significantly higher as
compared to sample A, mainly due to the rougher surface
morphology. Three instances of balling effect were identified
manually as shown by the arrows in Figure 10(a), alongside
multiple pores. Clearly, the segmentation results obtained
from k-means (Figure 10(b)), GMM (Figure 10(c)), SC-GMM
(Figure 10(d)) and mean shift (Figure 10(e)) mostly cap-
ture the noise present in the original image. In contrast,
the proposed method is able to selectively segment the
defects while significantly reducing the oversegmentation
(Figure 10(f)). However, the algorithm is able to identify
only two out of the three areas showing balling effect.
Nonetheless, the segmentation is a significant improvement
over the standard state-of-the-art unsupervised segmen-
tation methods. A summary of the Dice score and the
Hausdorff measure of all the unsupervised approaches is
presented in Table 2.
As mentioned earlier, estimating defect concentration
in AM can help understand the effect of various process
parameters on the build quality, and therefore determine the
optimal parameter settings [15], [44]. Via visual inspection,
we were able to verify the experimental observations [15]
that the increase in the laser power results in the decrease
in defect concentration. By estimating the area fraction of
defects from segmented images, we note that the defect
concentration on sample A is∼1% and sample B is∼ 4.39%.
This is in accordance with the experimental observations.
From a process standpoint, the present approach may be in-
tegrated with an experimental design strategy to determine
the optimal process parameter settings that would minimize
the defect concentration.
7 CONCLUSIONS
Advances in microscopy and functional imaging technolo-
gies open exciting opportunities for fast and on the fly
detection/segmentation of ROIs using image snapshots and
streams. However, the uncertainty associated with the shape
and location of ROIs renders the task of generating anno-
tations and atlases extremely costly and time-consuming.
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Fig. 10: Comparative results of different algorithms tested for the segmentation of defects. (a) Original image for sample B
(b) k-means with 2 clusters (c) Gaussian mixture model with expectation maximization (d) spatially constrained Gaussian
mixture model with k-means initialization and (e) mean shift (f) the proposed method.
Although considerable research exists in the image segmen-
tation literature, a majority of the methods rely on huge
training datasets or require manual intervention to set the
parameters apriori. In contrast, only a handful of unsuper-
vised approaches have been reported in the literature, many
of which are computationally complex (e.g., normalized
cuts) or require partial supervision (e.g., continuous max-
flow).
In the present work, we developed an approach to
consistently estimate the flow capacity parameters leading
to a fully unsupervised image segmentation approach. Our
framework is based on iteratively estimating the image
labels using a continuous max-flow approach followed by
the MAP estimation of the flow capacities by considering an
MRF prior over the flow field. In the sequel, we presented
results to validate the consistency of the posterior distri-
bution of the flow capacities to ensure that the estimated
flow capacities are consistent under the MRF prior proposed
in this work. Segmentation results on two distinct real-
world case studies, including brain tumor segmentation
(BraTS) using FLAIR-MR scans and defect segmentation
in additively manufactured components using SEM images
are presented. An extensive comparison with the state-
of-the-art unsupervised as well as supervised algorithms
suggests that the present method outperforms all the un-
supervised as well as most of the supervised algorithms
tested. More specifically, we note that the present approach
results in more than 90% improvement in the Dice score and
more than 56% reduction in the Hausdorff distance when
compared to the unsupervised methods. Future works are
focused on the segmentation of 3D images as well as a more
comprehensive Bayesian model to estimate the parameters
used in the MRF prior.
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