transformation of the variational formulation into the well-conditioned infinite-dimensional 2 -problem, finding the convergent iteration process for the 2 -problem and finally using its finite dimensional approximation which works with an inexact right-hand side and approximate matrix-vector multiplication. In our contribution, we pay attention to approximate matrix-vector multiplication which is enabled by an off-diagonal decay of entries of the wavelet stiffness matrices. We propose a more efficient technique which better utilizes actual decay of matrix and vector entries and we also prove that this multiplication algorithm is asymptotically optimal in the sense that storage and number of floating point operations, needed to resolve the problem with desired accuracy, remain proportional to the problem size when the resolution of the discretization is refined.
Introduction
Wavelets are a widely accepted tool in signal and image processing as well as in numerical simulations. In the field of numerical analysis, methods based on wavelets are successfully used especially for preconditioning of large systems arising from discretization of elliptic partial differential equations, a sparse representation of some types of operators and adaptive solving of partial differential equations. The design of most adaptive wavelet methods follows a general concept proposed by Cohen, Dahmen and DeVore in [2, 3] . Its essential steps are:
• To transform a variational formulation into the well-conditioned infinite-dimensional 2 -problem.
• To find a convergent iteration process for the 2 -problem which works with infinite vectors, an exact right-hand side and an exact matrix-vector multiplication.
• To derive a finite dimensional version of the above idealized iteration process. Its main parts are a computation of an inexact right-hand side, an approximate matrix-vector multiplication and an approximation routine of infinite vectors by finitely supported ones. The algorithm should provide an approximation of the unknown solution up to a given target accuracy and the associated computational work should be proportional to the number of unknowns.
Let Ω ⊂ R be a bounded domain with Lipschitz boundary and H be the Sobolev space H (Ω) or H 0 (Ω) for some dependent on a given problem. We assume that we have at disposal a wavelet Riesz basis {ψ λ } λ∈∇ of H to be used for a numerical solution of the given elliptic differential equation and that the resulting stiffness matrix A in wavelet coordinates is sparse and exhibits fast off-diagonal decay. These assumptions are usually justified by locality of wavelets and by so-called cancelation property (integration of a function against a wavelet makes vanish the smooth part of the function). The index set ∇ ⊂ Z 2 incorporates parameters into one, λ. We use |λ| = to denote the level of the wavelet. A typical biorthogonal wavelet basis of compactly supported functions is given by the shifted dilates of a single function or several functions. For instance for a single function ψ from L 2 (R), we have the collection of functions
which forms a Riesz basis of L 2 (R). The integer gives the level of the wavelet. The index determines the location of the wavelet. Its support is contained in an interval of diameter 2 − , is a constant independent of , centered at the point 2
For the numerical treatment of PDEs one needs a basis on a bounded domain. Wavelet bases on a bounded domain are usually constructed in the following way: Wavelets on the real line are adapted to the interval and then by tensor product technique to the -dimensional cube. Finally, by splitting the domain into overlapping or non-overlapping subdomains which are images of a unit cube under appropriate parametric mappings one can obtain a wavelet basis or a wavelet frame on a fairly general domain. In numerical experiments, we use the biorthogonal wavelets proposed in [1] . However, wavelet frames can be employed too [7] .
Matrix-vector multiplication by Cohen, Dahmen and DeVore
In [2] , the authors exploited an off-diagonal decay of entries of the wavelet stiffness matrices and designed a numerical routine APPLY which approximates the exact matrix-vector product with the desired tolerance and that has a linear computational complexity up to sorting operations. The idea of APPLY for one dimensional problems is the following: To truncate A in scale by zeroing its entries λλ whenever ||λ| − |λ || > , denote the resulting matrix by A . At the same time to sort vector entries v with respect to the size of their absolute values. Let v = ( λ ) λ∈∇ be an element of the space
One obtains z CDD ∈ 2 (∇), ∈ N 0 , by retaining 2 biggest coefficients in absolute value of v and setting all other equal to zero, and v CDD = z CDD − z CDD −1 with z CDD −1 = 0. Then one computes an approximation of Av by with the aim to balance both accuracy and computational complexity at the same time. In this method, the parameter K is gradually increased until the desired estimated precision has been reached. It is also possible to write the scheme in the form
with A −1 = 0. It remains to choose the parameter K in (1) so that the approximation error is less than a given tolerance . We exploit the fact that wavelet representations of differential operators are quasi-sparse and the stiffness matrix is compressible in the sense of the following definition.
Definition 1.1.
A matrix A is called -compressible, if there are two positive sequences {α } ≥0 and {β } ≥0 that are both summable and for every ≥ 0 there exists a matrix A with at most 2 α nonzero entries per row and column such that
The class of -compressible matrices is denoted by B .
For an -compressible matrix A we obtain an error estimate
where the matrix norm · is a spectral norm. And we find the smallest K such that the right-hand side is less than . The norms A − A can be estimated using the Schur lemma [2] . We use the following algorithm:
Algorithm 1.2 (APPLY CDD [A v ] → w ).
For ∈ N 0 let be such that A − A ≤ . largest coefficients of v and set others to zero.
Compute the smallest
Here · denotes the ceiling function and · denotes the floor function. The thresholding in the first step of the algorithm was not a part of the original method. We perform it to reduce the computational work and then this method is better comparable to other methods, where the thresholding is also a part of algorithms.
Matrix-vector multiplication by Dijkema, Schwab, and Stevenson
Sorting of elements of the vector v has the complexity N log N, where N is the support size of v, while all other parts of the algorithm for an adaptive solution of operator equations from [3] have a linear computational complexity. In [7] , a binning and approximate sorting strategy was used to eliminate the log-term in these sorting costs and then an asymptotically optimal ( elements from V , starting with V 0 and when it is empty continuing with V 1 and so forth. An optimized version of the above approach was proposed in [6] . The indices of v are stored in buckets, depending on the modulus of the corresponding wavelet coefficients in the following way:
Then for all ∈ 2 (∇), we compute the approximate matrix vector product by
where A and are matrices and constants such that A − A ≤ and are upper bounds for the number of non-zero entries in each column of A . To estimate constants , the Schur lemma can be applied. The aim is to minimize the number of arithmetic operations. If the matrix A is -compressible, then optimal value of can be computed by the following formula:
where constants and D satisfy the inequality ≤ D2 − . The algorithm then looks as follows:
Algorithm 1.3 (APPLY DSS [A v ] → w ).
For ∈ N 0 let be such that A − A ≤ . Compute = log 2 mean / +1 and D = max 2 .
2. Group the elements of v into the sets v 0 v , where λ ∈ v if and only if
Possible remaining elements put into v . 
Compute the smallest
K such that δ = A v − K =0 v DSS ≤ 2 .
New method of a matrix-vector multiplication
We propose a different approach. We trace the actual decay of matrix and vector entries and then the actual number of entries in v depends on these decays. Let us denote
Then we multiply the matrix A 0 with vector entries greater than given tolerance , the matrix A 1 − A 0 with vector entries greater than /S A 1 , and so on up to the matrix A K − A K −1 with vector entries greater than /S A K . In the case where S A = 0 for some , we can formally define /S A = ∞ and no multiplications with matrix A − A −1 are necessary.
More precisely, let
For the matrices A ∈ B , 0 < < max , it holds that S A → 0 for → ∞, details will be discussed in Section 3. Then K is the smallest number such that v is empty for all > K .
We propose two schemes in this paper. The first scheme yields a vector w such that Av − w ≤ and it uses an error estimate similar to the error estimates in the two previous methods. It will be proved in Section 4 that the proposed approach guarantees the estimate Av − w ≤ C
with the constant C independent of . Thus we can successively decrease the tolerance so that after some decreasing steps the target accuracy is met.
Algorithm 1.4 (APPLY CF
For ∈ N 0 let be such that A − A ≤ .
Set S
2. Set G = 1 1 and δ = log 2 / log 2 G Compute w G δ according to (5) and (6).
While
The convergence of this scheme is a consequence of (7). Our second approach is based on ideas of the half step method (Richardson extrapolation). This scheme does not guarantee that the error is less or equal to , but the error Av − w equals asymptotically and is very efficient.
Algorithm 1.5 (APPLY CF
For ∈ N 0 let be such that A − A ≤ . In both schemes, the parameter G determines how much bins change. We choose G so that the bins do not change too much, but other choices are possible. For example, it can depend on the estimated error. We should also notice that in the third step of both schemes it is not necessary to evaluate completely (6) but only differences from the previous iteration need to be evaluated.
The main difference of our methods and methods from [2, 6] consists in the definition of bins. The methods proposed in [2, 6] use parameters and respectively to control precision, while bins (buckets) remain fixed. We use here variable bins which provides greater flexibility.
Remark 1.6.
In adaptive wavelet methods, entries λλ are needed for computation only if λ is an active coefficient (large enough to be used in matrix-vector multiplication). Therefore, we can compute solely the approximation S A from entries which are used for computation. The initial approximation can be computed from matrix entries λλ corresponding to several largest entries of the vector v and consequently S A can be updated regularly after each matrix vector multiplication. Numerical performance of the scheme with S A is discussed in Section 5.
The paper is organized as follows: First we shortly review nonlinear approximations and quasi-sparse matrices. Then we prove that our multiplication technique is asymptotically optimal in the sense that the storage and the number of floating point operations, needed to resolve the problem with a desired accuracy, remains proportional to the problem size when the resolution of the discretization is refined. And at the end, we present numerical examples to compare our approach with approaches proposed in [2] and [6] .
We use the following notations: The relation ∼ means that ≤ ≤ C with constants C which are independent of any parameters on which or may depend. Likewise, the notation for ≤ C , and is naturally defined as ≥ . The relation ≈ means that is approximately equal to .
N-term approximation
Wavelet theory offers a simple tool to decompose the target function into an infinite series. Then, it is possible to approximate the target function by selecting terms of this series. If we take partial sums of this series, we have a linear approximation. However, it is also possible to select terms of this series in dependence on the target function and to control only the number of terms to be selected. This is a nonlinear approximation called N-term approximation. We recall some results relevant to our analysis. 
−τ (8) and the following result characterizes the set A .
Theorem 2.1.
Given > 0, let τ be defined by
Then the sequence v belongs to A if and only if v ∈ τ (∇) and v A ∼ v τ (∇) with constants of equivalency depending only on τ when τ tends to zero. In particular, if v ∈ τ (∇), then
with the constant C depending only on τ when τ tends to zero.
For the proof of this theorem and for further details on nonlinear approximation, we refer to [5] .
Remark 2.2.
The space τ (∇) is very close to the space τ (∇). More precisely, for any τ and η such that 0
Conditions like v ∈ τ (∇) or v ∈ τ (∇) describe smoothness properties of the function . Let Ψ be a wavelet basis of H ⊂ H (Ω), Ω ⊂ R be a domain, v be the coefficient vector with respect to Ψ of a function ∈ H, B + τ (L τ (Ω)) denote a Besov space, and constants and τ be related by (9). Then
Parameter depends on the smoothness and the number of vanishing moments of the wavelet basis. In [2] , it is stated that the matrix A is -compressible for
where N is the number of vanishing wavelet moments for Ψ and σ is from (14). In [8] , it was shown that in the case of a spline-wavelet basis the matrix A is -compressible for > (N − )/ , where N is the order of the spline.
Quasi-sparse matrices
Let H be a real Hilbert space with the inner product · · H and the induced norm · H . 
Therefore, the equation A = has for any ∈ H a unique solution. In the following we assume that Ψ = {ψ λ : λ ∈ ∇} is a wavelet basis in H. Then, there exist positive constants Ψ and C Ψ such that
and consequently
where B = AΨ Ψ is a biinfinite stiffness matrix, = u T Ψ and f = Ψ . From (11) and (12) it follows that the condition number of matrix B is bounded by
Consider the case when H is a subspace of the Sobolev space H (Ω), Ω ⊂ R . Then for the large class of elliptic operators, the stiffness matrix in an appropriate wavelet basis exhibits decay estimates of the form
with σ > /2 ( is the spatial dimension) and B = ( λλ ) λ λ ∈∇ . Estimates in this form hold whenever the underlying primal wavelet basis is sufficiently smooth and the wavelets have adequate cancelation properties. For details see [2, 4] .
In the following we will assume that estimate (14) holds for some σ > /2. Due to this decay estimate, the matrix B can be approximated by a sparse matrix. We use here a technique proposed in [2] . We define B similarly to A in Section 1. The proof of this theorem in more general form can be found in [2] .
Matrix-vector multiplication
The main result of this paper is the improved matrix-vector multiplication in adaptive wavelet methods and a proof of its optimality.
Definition 4.1.
Let B ∈ B , v ∈ A and > 0 be a given tolerance. A multiplication scheme is called optimal if it produces a vector w such that Av − w ≤ or Av − w ≈ and
where # flops w denotes the number of floating point operations used for computation of w .
The optimality of our scheme follows from the following theorem. (8), and the equality τσ = , we have
Separating entries λ of v according to 2
for ∈ N, using (8), the inequality τ = 1 − τ/2 > 0, and the equality τσ = , we obtain The number of arithmetic operations needed to compute w K can be estimated as N K and thus this multiplication algorithm is optimal. Finally, we reformulate our estimates in terms of a prescribed tolerance and the proof is complete.
Numerical test
At the end, we present numerical tests of the proposed approximate matrix-vector multiplication technique and compare it with the techniques of [2, 6] . In numerical experiments, we employ the stiffness matrices corresponding to discretization of one-dimensional Poisson equation in wavelet coordinates. We used quadratic and cubic spline-wavelet bases satisfying homogeneous Dirichlet boundary conditions from [1] . We call them (M N) wavelet bases, where the first parameter is the order of the spline, i.e. M = 3 means quadratic spline-wavelet basis and M = 4 means cubic spline-wavelet basis. The parameter N denotes the number of vanishing wavelet moments, for definition and details see [1, 4] . We consider the problem − = in ( This function exhibits steep gradient at both boundaries. This problem is equivalent to the 2 -problem Au = f, where A = Ψ Ψ , = u
