Locality-sensitive hashing for protein classification by Buckingham, Lawrence et al.
Locality-Sensitive Hashing for Protein Classification 
Lawrence Buckingham, James M. Hogan, Shlomo Geva, Wayne Kelly  
 School of Electrical Engineering and Computer Science, 
Queensland University of Technology, 




Determination of sequence similarity is a central issue in 
computational biology, a problem addressed primarily 
through BLAST, an alignment based heuristic which has 
underpinned much of the analysis and annotation of the 
genomic era. Despite their success, alignment-based 
approaches scale poorly with increasing data set size, and 
are not robust under structural sequence rearrangements. 
Successive waves of innovation in sequencing 
technologies – so-called Next Generation Sequencing 
(NGS) approaches – have led to an explosion in data 
availability, challenging existing methods and motivating 
novel approaches to sequence representation and 
similarity scoring, including adaptation of existing 
methods from other domains such as information 
retrieval.  
In this work, we investigate locality-sensitive hashing of 
sequences through binary document signatures, applying 
the method to a bacterial protein classification task. Here, 
the goal is to predict the gene family to which a given 
query protein belongs. Experiments carried out on a pair 
of small but biologically realistic datasets (the full protein 
repertoires of families of Chlamydia and Staphylococcus 
aureus genomes respectively) show that a measure of 
similarity obtained by locality sensitive hashing gives 
highly accurate results while offering a number of 
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1 Introduction 
The determination of sequence similarity is a 
fundamental problem in bioinformatics, underpinning 
general query based search of public databases, the 
propagation of annotations based on the relatedness of 
genes, and the inference of phylogenetic relationships 
among organisms. While alternative and specialised 
algorithms may be used for particular tasks, most 
similarity determination in bioinformatics relies on 
weighted sequence alignment methods such as Clustal 
(Thompson et. al., 1994) and in particular on an heavily 
optimised heuristic known as the Basic Local Alignment 
Search Tool (BLAST; Altschul et al, 1990).  
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While these tools have been enormously successful, 
alignment based methods suffer from two key problems 
for large scale comparative genomics: alignment 
algorithms are based on dynamic programming and so 
quadratic in sequence length; and alignment methods are 
not robust in the presence of structural sequence 
rearrangements i.e. when closely related sequences vary 
not merely through small numbers of local substitutions, 
insertions and deletions, but rather through the insertion 
or deletion of a large contiguous fragment. This latter 
issue is particularly important in studies of the 
development of infectious diseases and antibiotic 
resistance, both of which frequently involve a process 
known as Lateral Genetic Transfer (Skippington and 
Ragan, 2011). These limitations have motivated work on 
alignment-free methods for sequence analysis (Reinart et. 
al., 2009) requiring alternative representations of the 
sequence. Alignment-free approaches usually employ 
some tokenization of the sequence content into short 
words of fixed length k known as k-mers, with scoring 
methods for similarity defined over the resulting 
(normalised) bag-of-words representation.  
The selection of k is a crucial parameter, controlling 
the dimension of the vector space in which the sequence 
vectors are embedded. Choices of   {        } are 
typical for nucleotide (DNA) sequence analysis, 
dependent upon the application, while a choice of 
  {       } is appropriate for amino acid (protein) 
sequences, which are derived from nucleotide sequences 
via a triplet code. Approximate matching is handled 
through the tiling effect of overlapping k-mers, and by the 
use of a small mismatch neighbourhood for each k-mer – 
in essence the number of positions in the k-mer in which 
a variation is allowed while still being treated as a match. 
Such approaches usually rely on data structures such as 
the suffix trie for storage of these relationships, with the 
consequent computational burden when similarity is 
evaluated. 
In the present work we consider an alternative 
sequence similarity measure based on methods developed 
in the information retrieval community for large scale 
document indexing and clustering. In common with other 
alignment-free sequence comparison methods, the 
sequence (or a window into the sequence) is tokenized to 
produce a list of overlapping k-mers which are analogous 
to the words appearing in a document. A pseudo-random 
projection is applied to the k-mer list, generating a binary 
string which acts as a signature for the sequence. The 
projection function employed is continuous, in the sense 
that two sequences having similar k-mer content will tend 
to have similar signatures – an aspect of locality sensitive 
hashing which stands in contrast to cryptographic hash 
functions, where it is desirable to minimise collisions. 
Sequence similarity may then be computed rapidly 
through bit level determination of the Hamming distance 
between the signatures, without resort to dynamic 
programming or to traversals of complex data structures.  
As a first step in this work, we investigate the use of 
these methods in a realistic bacterial protein classification 
task, and measure its effectiveness as a proxy for BLAST, 
the tool most widely used for such problems. Although 
we anticipate that an optimised signature based approach 
will yield significantly better performance than BLAST, 
we do not address that aspect in the current experiments; 
rather, we seek first to establish the extent to which a 
signature based similarity measure produces results that 
are consistent with those obtained via BLAST. 
This paper is organised as follows. In the following 
section, we introduce the background on random 
signature methods essential for the remainder of the 
paper. In Section 3, we introduce the classification task 
and the adaptation of the random indexing methods 
described in Section 2 to a biological setting. Section 4 
describes our experiments in detail and the results 
obtained, before concluding in Section 5 with a 
discussion and consideration of future work. 
2 Random Indexing  
Object signature approaches to information retrieval 
represent text documents, images and other searchable 
abstract objects, as binary strings of fixed length, called 
signatures. The starting point is invariably a vector-space 
object representation appropriate for the objects. For 
instance, a bag-of-words representation is most 
commonly used for text. A text document is then 
represented as a sparse vector of term frequencies or 
term-weights, whereby each vector component 
corresponds to a word in the vocabulary, but the only 
non-zero vector components correspond to terms that 
actually appear in the document. Images can be similarly 
treated – an image can be represented by a bag of visual 
features derived using various image feature extraction 
methods.   Object signatures are then derived from the 
vector-space representation so that they preserve in 
signature space the mutual topological relationships that 
exist in the original representation of objects. 
Locality-sensitive hashing (LSH) (Slaney, 2008) is a 
dimensionality reduction method, which transforms 
vector-space representations of objects into binary 
signatures. The original representation of an information 
object is typically a very sparse, high dimensional feature 
vector derived with some probabilistic language model, 
or other suitable feature extraction/definition approach. 
The binary signatures used in LSH methods offer 
compression of the original representation onto a dense, 
fixed, low-dimensional representation. LSH allows for 
comparison of two different objects for similarity far 
more efficiently than traditional methods such as cosine 
similarity, especially if the source objects are large. For 
instance, a relatively expensive cosine similarity 
computation between two large text documents may be 
replaced with a Hamming distance calculation over 
concise binary signatures. This efficiency motivates most 
applications of LSH and signatures, such as in 
information retrieval and near-duplicate detection. There 
are a number of different document signature models in 
use, including Minhash (Broder, 1997), Simhash 
(Sadowski and Levin, 2007), Topsig (Geva and De Vries, 
2011) and Reflexive Random Indexing (Vasuki and 
Cohen, 2010), all of which use some variation of LSH. 
Random projection is a simple and commonly used 
approach to LSH for achieving dimensionality reduction. 
Applications to image and text objects are described by 
(Bingham and Mannila, 2001). The basic approach is to 
project the original d-dimensional data to a reduced h-
dimensional       subspace, through a random     
matrix whose vectors have unit length. The Johnson- 
Lindenstrauss Lemma (Johnson and Lindenstrauss, 1984) 
assures us, in practical terms, that by selecting large 
enough h, the distance relationships between vectors will 
be preserved. In practice it turns out that h can be quite 
small relative to d – for instance, text documents are often 
projected with h of the order of 100 to 1000, while the 
cardinality of the vocabulary, d, may be many millions of 
terms.  
Sahlgren (2005) describes an efficient implementation 
of random projection over highly sparse data, called 
random indexing. The approach is based on a random 
projection of objects from input space onto the {  }  
hypercube. In the case of text, a simple random projection 
is achieved as follows. Each document is processed one 
term at a time. The term is used as a seed to a random 
number generator in order to generate a pseudo random 
sequence of values from the set {       }. A common 
approach is to choose 1/6 of the values to be +1, 1/6 to be 
-1, and the rest to be 0, e.g. (Bingham and Mannila, 2001) 
and (Sahlgren, 2005), but other values may be used. Term 
signature values may be weighted at this point, for 
example TF-IDF in text applications.  
Once all the term signatures are summed we have a 
real valued vector of dimensionality h. When terms are 
weighted this is a linear combination of all term 
signatures in the document. This vector is then converted 
into a binary string by applying the sign function. All 
non-negative values assume the value of 1, and all 
negative values assume the value of 0. The resulting 
document signature is then packed into a binary string.  
With this representation it is now possible to perform 
efficient matching operations for a variety of applications. 
The collection of objects is first projected onto signature 
space and a database of object signatures is thus created. 
This is essentially a simple matrix where each row is a 
binary signature corresponding to one of the original 
objects. To find database objects similar to given search 
object, first we transform the search object representation 
into a binary signature using the same random projection 
process, and then perform Hamming distance calculation 
against the database to rank the objects by similarity to 
the search argument. 
The following section sets out specific details of the k-
mer based tokenization and random projection function 
employed to adapt the information retrieval techniques 
described above to a biological setting. 
3 Methods 
3.1 Overview 
We use a protein classification task to assess the extent to 
which our signature based method yields results which 
are consistent with those obtained via BLAST. Tasks of 
this nature arise routinely in functional annotation of 
sequence data and identification of families of 
orthologous genes, giving the results of the evaluation 
immediate practical relevance. We conducted two 
experiments using reference data representing distinct 




The experimental design consists of the following 
broad steps. First, a collection of protein sequences is 
obtained from a central repository and partitioned into 
mutually exclusive similarity groups of distinct, 
orthologous sequences. From each sequence we extract 
one or more overlapping component fragments, and each 
of these fragments is labelled with metadata which 
includes the identity of the originating sequence, 
fragment location and class label of the protein family to 
which the sequence belongs. A binary signature is then 
derived for each document fragment and these are saved 
with the associated fragment metadata to form the 
signature database. 
To classify a query sequence, a set of component 
fragments is extracted from the query sequence and a 
binary signature is derived for each fragment. The 
database is then scanned to locate the     most similar 
sequences to the query. The similarity between the query 
and a candidate hit sequence is obtained by computing a 
pairwise similarity based on Hamming distance between 
binary signatures of all fragments in the query sequence 
and all fragments in the potential hit sequence and taking 
the maximum. A majority vote of the classes of the   
most similar hit sequences is taken as the predicted class 
for the query. Tied votes are resolved in favour of the 
class to which the best matching hit sequence belongs. 
The following subsections describe the preparation of 
baseline data and signature generation in greater detail. 
3.2 Construction of base-line datasets 
Our experiments rely on prior classification of protein 
sequences into similarity families; however this 
information is not readily obtained from the standard 
reference data. Although reference genomes are 
annotated to some extent with functional descriptions and 
symbolic names for many genes, these annotations are 
often inconsistent or incomplete, with many genes simply 
designated as “hypothetical protein”. In the absence of 
definitive protein family classifications to support 
automated analysis, we employ a clustering algorithm to 
group protein sequences into putative families based on 
BLAST similarity. 
Much earlier work has been devoted to clustering of 
protein families and protein domains, with the bulk 
centred on bottom-up agglomerative methods such as 
single linkage clustering, which proceeds by successively 
merging the most similar pairs. Harlow et al (2004) 
examined the problem of protein family clustering in 
detail, obtaining superior results by first applying the 
Markov Cluster algorithm (MCL) (van Dongen, 2000; 
Enright et al, 2002) to partition the protein sequences into 
equivalence classes based on a normalised BLAST 
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similarity score before proceeding to use single linkage to 
map out fine-grained topology within clusters. With the 
findings of Harlow et al (2004) in mind, we use MCL to 
derive class labels in the present work
2
. 
Given a collection of reference sequences obtained 
from the genomes of one or more organisms, a non-
redundant dataset is constructed in which duplicate 
sequences are replaced by a single representative 
instance. The non-redundant dataset is saved as a 
FASTA-formatted file which is used to construct a 
corresponding BLAST database. 
NCBI BLAST is executed with the non-redundant 
dataset used as both query and database to obtain 
bidirectional BLAST bit scores and e-values (Ewens and 
Grant, 2001, p278) for each pair of potentially 
orthologous sequences in the dataset. Default settings are 
used for all parameters of the BLAST program. A sparse 
mutual similarity matrix is derived from the BLAST 
result dataset by filtering the results by e-value and 
normalising the bit scores to obtain a pairwise similarity 
score for each remaining pair. Given sequences       
having bidirectional bit scores      and     and e-values 
     and    , we select pairs satisfying    {        }  
    . The similarity for the pair is then obtained by 
dividing each of the bit scores by the corresponding self-
hit bit score, giving     
     
     {              
    }  . 
As noted above, MCL (Van Dongen, 2000) is applied 
to the mutual BLAST similarity matrix to partition the 
non-redundant sequences into families. The MCL 
inflation parameter is set to 1.1, a value experimentally 
determined by Harlow et al (2004) to yield protein 
clusters which are consistent with those obtained by 
manual curation via analysis of data from the Protein 
Data Bank (Berman et al, 2000). A unique identifier is 
defined for each equivalence class and this label is 
applied to the corresponding protein sequences. 
3.3 Signature generation 
The classification task is determined by a binary signature 
database which contains one or more entries for each 
sequence. In this work, sequences are the textual 
representations of amino acid chains which are 
represented by strings over an alphabet   made up of 20 
characters. The signature of a sequence is a vector of 
    bits which is computed as a flattened linear 
combination of the signatures of the k-mers which appear 
in the sequence. A k-mer is a substring of the sequence 
having length    . The number of non-zero bits set in 
an individual k-mer signature is controlled by a density 
parameter      . 
To compute the signature of sequence  
           
  
we first obtain the k-mers appearing in A: 
                        
and for each of these compute the corresponding k-mer 
signatures 
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emphasise that the approach is independent of the clustering 
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As discussed earlier in Section 2,  
              {      }  
is a function which maps a k-mer to a pseudo-random 
vector with   elements, of which ⌊
     
 
⌋ are non-zero. Of 
the non-zero elements, half are assigned the value    and 
the others are set equal to   . In the experiments 
described below an open source implementation of the 
RC4 stream cipher algorithm (Paul and Maitra, 2011) is 
seeded with k-mer               to generate a 
sequence of pseudo-random indices in the range     . 
These determine the placement and sign of the non-zero 
elements in the resulting k-mer signature.  
The k-mer signatures are then combined and flattened 
to produce the final signature: 
                      
   {
     
          
      
    ∑    
     
   
  
For small word length  , the relatively small k-mer 
vocabulary (    distinct words) creates a situation in 
which the probability that each bit in the resulting 
signature will be set increases with increasing sequence 
length. This occurs because the probability of any given 
k-mer appearing by chance in a sequence increases with 
the length of the sequence, becoming non-trivial for every 
k-mer when the length of the sequence becomes 
comparable to the size of the vocabulary. To mitigate this 
effect we partition each sequence into fragments and 
compute a separate signature for each fragment. For 
given fragment length  , a sliding window of length   is 
passed over each sequence at intervals of ⌊   ⌋ 
characters, yielding a collection of overlapping 
subsequences which cover the original sequence. The 
signatures of all fragments are added to the signature 
database. The similarity of a pair of fragments is obtained 
by subtracting the normalised Hamming distance between 
their respective signatures from 1. 
To determine the similarity of two sequences, A and B, 
each fragment of A is compared to each fragment of B, 
giving a set of pairwise fragment similarities. The 
similarity of A and B is then the maximum pairwise 
fragment similarity.  
3.4 Evaluation of classification results 
To evaluate classification results we take a sequence 
dataset and apply the process defined in Section 3.2 to 
generate class labels for each sequence. Then for a range 
of meta-parameters           (see Section 3.3) we 
construct a signature database which forms the basis of a 
nearest neighbour protein classifier.  
The accuracy of the protein classifier is evaluated by 
carrying out 10 repeats of 10-fold cross validation as 
follows. The sequence dataset is partitioned into ten 
mutually exclusive subsets. In turn, each subset is held 
out for use as a test set while a reduced classifier is 
created by removing any signatures belonging to the test 
set from the signature database. Any isolated sequences – 
those that belong to a cluster with only one element – are 
removed from the test set as it is impossible to classify 
them correctly. We then use K-nearest neighbour search 
as described in Section 3.1 to classify each remaining 
member of the test set. 
As each part is classified we maintain a confusion 
matrix to record the results. Initially for all classes      
we set          When we test sequence   with expected 
class    and predicted class   
 , the matrix is updated by: 
      
        
     From the confusion matrix we derive 
precision and recall scores for each non-trivial class. 
Here,  
          
  
     
 
       
  
     
 
𝑤here tp = true positives, fp = false positives and fn = 
false negatives. This process is repeated ten times, giving 
100 independent test runs. From these we compute the 
median, 5% and 95% percentiles for both precision and 
recall. 
4 Results 
4.1 Data preparation 
The section covers the results of two experiments which 
have been undertaken to gauge the effectiveness of 
signature-based similarity as an alternative to BLAST 
alignment for protein classification. A pilot study was 
carried out using data from the genomes of 8 members of 
the Chlamydia family in which we explore the effect of 
word length ( ) and fragment length ( ) on classification 
accuracy. A subsequent experiment seeks to verify the 
results of the pilot using the protein sequences of 49 
strains of Staphylococcus aureus. The genomic datasets 





Chlamydia Chlamydiae: C. muridarum str Nigg; C. pecorum 
PV3056/3; C. psittaci 84/55; C. trachomatis 
A/HAR-13; C. trachomatis D/UW-3/CX. 
Chlamydophilae: C. abortus S26/3; C. caviae 
GPIC; C. felis Fe/C-56; C. pneumoniae CWL029.  
S. aureus NC_002745, NC_002758, NC_002774, NC_002951, 
NC_002952, NC_002953, NC_003140, NC_003923, 
NC_005951, NC_006629, NC_007622, NC_007790, 
NC_007791, NC_007792, NC_007793, NC_007795, 
NC_009477, NC_009487, NC_009619, NC_009632, 
NC_009641, NC_009782, NC_010063, NC_010079, 
NC_012417, NC_013450, NC_013451, NC_013452, 
NC_013453, NC_016912, NC_016928, NC_016941, 
NC_016942, NC_017331, NC_017332, NC_017333, 
NC_017334, NC_017335, NC_017336, NC_017337, 
NC_017338, NC_017339, NC_017340, NC_017341, 
NC_017342, NC_017343, NC_017344, NC_017345, 
NC_017346, NC_017347, NC_017348, NC_017349, 
NC_017350, NC_017351, NC_017352, NC_017673, 
NC_017763, NC_018608, NC_020529, NC_020530, 
NC_020531, NC_020532, NC_020533, NC_020534, 
NC_020535, NC_020536, NC_020537, NC_020538, 
NC_020539, NC_020564, NC_020565, NC_020566, 
NC_020567, NC_020568, NC_021059, NC_021060, 
NC_021552, NC_021554, NC_021657, NC_021670, 
NC_022113, NC_022126, NC_022222, NC_022226, 
NC_022227, NC_022228, NC_022442, NC_022443, 
NC_022604, NC_022605, NC_022610. 
Table 1: Genomes used in experiments 
Baseline datasets were constructed via the method 
specified in Section 3.2, with results summarised in Table 
2. 
Case study Chlamydia S. aureus 
Proteins per genome, avg 1,091 2,531 
Proteins, all 8,732 124,019 
Proteins, distinct 8,266 34,702 
Seq. length, minimum 30 20 
Seq. length, median 295 283 
Seq. length, maximum 3,432 10,746 
MCL clusters, all 1,036 2,882 
MCL clusters,     800 2,188 
Table 2: Protein sequence summary 
Although Staphylococcus genomes are larger than 
those of Chlamydiae, the distribution of sequence lengths 
as shown in Figure 1 is comparable between the two 
datasets, so it is reasonable to apply findings from the 
pilot study to the larger classification task. 
Cluster size distributions are displayed in Figure 2. 
Although a small number of clusters are quite large, with 
up to 150 members in the case of Chlamydia and 791 in 
the case of S. aureus, the majority of proteins belong to 
relatively small clusters, with 90% of proteins mapping to 
clusters with 14 or fewer members in the Chlamydia 
dataset and 20 or fewer members for S. aureus. Almost 
25% of the proteins in both collections are unique in that 
BLAST identifies no closely related proteins; these 
proteins are excluded from the classification experiments 
reported below as a correct classification is impossible for 
an isolated protein. 
4.2 Chlamydia pilot study results 
The Chlamydia pilot study was conducted to obtain a 
sense of the effectiveness of signature-based protein 
classification and also determine the effects of varying 
window length F and word length k on classification 
accuracy. K-nearest neighbour classification tests were 
executed for each K = 1, 3, 5, 7, 9 and 11. F ranged over 
the values 30, 40, 50, 60, 70, 80, 90, 100, 200, 400 and 
“Full”, the latter value representing the case where 
sequences were not partitioned at all. k ranged over the 
values 2, 3, 4, 5, 6 and 7. The signature length was held 
constant at 1024 bits and the k-mer signature bit density 
was fixed at 21%.  
Of the range of K-NN classifiers tested, the best results 
were obtained with simple 1-nearest neighbour 
classifiers. Precision and recall degraded rapidly as K 
increased for all combinations of window length and 
word length. This may be due in part to the relatively 
high proportion of proteins which belong to small classes. 
Figure 3 and Figure 4 show the respective precision 
and recall of 1-nearest neighbour classifiers on the 
Chlamydia dataset for a full parameter sweep over the 
range of k and F. Broadly speaking, the best classification 
accuracy is obtained from a combination of small word 
length and small window length. Precision and recall are 
better than 95% for all classifiers with   {     } and 
    . However, accuracy deteriorates fairly quickly 
with increasing window length when    . While the 
best-performing combination is           , with 
precision and recall of 97.6% and 97.5% respectively, all 
combinations of   {   } and   {           } give 
precision and recall of approximately 96% or better. 
In view of the small vocabulary generated by k-mers 
of length 2 or 3, the accuracy achieved with such short 
words warrants explanation. Consider an evolutionary 
setting in which proteins are derived from a common 
ancestor by a chain of random point mutations – 
insertions, deletions or substitutions. As long as the 
sequence length is substantially larger than k, the majority 
of point mutations will disrupt k words (because the 
location of each mutation is overlapped by that many 
whole words). Overall disruption caused by point 
mutations will therefore be minimised by the use of 
shorter words and this effect offsets the negative impact 
incurred via reduced vocabulary size.  
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In addition, partitioning provides two benefits. Firstly, 
the partitioning scheme introduces an element of locality 
by confining matching k-mers within a pair of similar 
fragments rather than allowing them to occupy arbitrary 
locations in the extended sequences from which 
fragments are derived. Secondly, since the similarity of a 
pair of sequences is equal to the best of the pairwise 
fragment similarities, partitioning makes it possible to 
recognise conserved sub-sequences embedded within 
otherwise dissimilar sequences, behaviour which is 
consistent with that of the traditional BLAST algorithm. 
While partitioning delivers more accurate 
classification, it increases computational complexity as 
the number of signatures stored in the database is equal to 
the total number of fragments, which in turn is inversely 
proportional to the window length. The relatively high 
accuracy displayed with   {   } and       suggests 
that good results may be achieved without aggressive 
partitioning. 
4.3 Staphylococcus classification results 
Informed by the outcomes of the pilot study, we 
conducted a second experiment using protein sequences 
obtained from Staphylococcus aureus genomes. In this 
experiment, window length F ranged over the values 30, 
40, 50, 60, 70, 80, 90, 100, 200, 400 and “Full”, while the 
word length k was held constant at 3. Once again, the 
signature length was set to 1024 bits and the k-mer 
signature bit density was held at 21%. Several K-NN 
classifiers were tested, with K taking the values 1, 3, 5, 7, 
9 and 11. 
As was the case with the Chlamydia dataset, the best 
accuracy (both precision and recall) were obtained using 
1-NN classifiers, despite the tendency toward larger 
classes in the S. aureus dataset. The results are displayed 
 
Figure 3: Chlamydia pilot study, 1-NN precision. Reading from left to right are groups for word length k=2, 3, 4, 










Figure 4: Chlamydia pilot study, 1-NN recall. Reading from left to right are groups for word length k=2, 3, 4, 5, 6 











in Figure 5. The precision and recall values differ only in 
the fourth decimal place, so a single series representing 
both is shown. With precision and recall in excess of 99% 
for all classifiers, the results are even better than those 
obtained in the pilot study. Very little deterioration is 
observed as window length increases. 
5 Conclusions 
We have developed a novel alignment-free technique for 
comparing protein sequences. In around 98% of the cases 
examined, the resulting classification is identical to that 
obtained via BLAST, the standard within the 
bioinformatics community for rapid determination of 
protein similarity. Moreover, some further investigation 
of the relationships among the 'erroneous' cases is 
warranted, as alignment based approaches may not prove 
robust in the presence of macro-scale structural 
rearrangements. 
Our approach offers the promise of substantial 
improvements in performance over existing methods, 
especially given additional optimisation. We are able to 
compare our fixed length signatures in constant time, 
whereas alignment based methods take time at least 
proportional to the length of the sequences. Techniques 
exist to efficiently search a collection of millions of 
signatures in milliseconds (Chappell et. al. 2013), so 
formulating gene similarity in terms of signature 
similarity opens up a whole field of performance 
improvements over traditional alignment based methods. 
Careful tuning of these approaches – tailoring their 
parameters for large scale genomic datasets – is the 
subject of on-going work.  
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