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Abstract. While it is believed that denoising is not always necessary in many big data
applications, we show in this paper that denoising is helpful in urban traffic analysis
by applying the method of bounded total variation denoising to the urban road traffic
prediction and clustering problem. We propose two easy-to-implement methods to esti-
mate the parameter noise strength in the denoising algorithm, and apply the denoising
algorithm to GPS-based traffic data from Beijing taxi system. For the traffic prediction
problem, numerical experiments show that the predicting accuracy is improved by ap-
plying the proposed bounded total variation denoising algorithm. For the clustering
problem, we apply a recently developed parameter-free clustering analysis method for
more than one hundred urban road segments in Beijing based on their velocity profiles.
Much better clustering results are obtained after denoising.
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1. Introduction
Transportation has become an important part in our everyday life, which brings many
kinds of traffic problems at the same time. For example, big cities like Beijing have a trend
to be more and more congested as the enormous growing of private cars. Many researchers
have tried to analysis and alleviate the traffic congestion problem with different methods,
especially using vehicle information from Global Positioning System (GPS) as more and
more GPS data are available. GPS data has been used for exploring the cause and propa-
gation of traffic jams [1,2], mining the fastest driving route [3], trying clustering methods
for trajectories to characterize patterns of traffic [4, 5], estimating the volume of citywide
transportation [6], predicting the taxi destinations [7] and forecasting the velocity [8, 9].
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All of these works are based on trajectories and have utilized temporal, spatial or spatio-
temporal properties. In this paper, we are interested in velocity prediction. As we all know if
the speed is much lower than the average velocity of vehicles on a road for a relatively long
time, then there is a high possibility that congestion is formed. So accurate traffic velocity
forecast is the base for routine planning, congestion control and analysis, etc.. However,
such a traffic forecast is not an easy task in practice as a result of both the limit of methods
and data volume and quality. Urban traffic is a quite complex system, leading that data
collected contain noise. Noises may come from two aspects. On the one hand, due to the
number of cars appearing on an urban road in a short time interval is very limited, one
needs to consider the average number of cars and the average velocity on a given road as
stochastic processes. On the other hand, measurement error and processing error(e.g. the
GPS mapping error) may be introduced in the data collection and post-processing proce-
dures. Correspondingly, there are two ways to deal with noisy data. One is to treat noise
as real, and develop new methods to improve accuracy(see, e.g., [4,5,7–9]). The other is
to first reduce noise in the collected data [10], and then use the denoised data to forecast
on the base of existing methods [11,12].
In this paper, we prefer to the latter way mentioned above. The reasons are as follows.
First, data can be used in urban traffic analysis without expensive cost are often sparse
comparing to the complexity of the problem. So we need to make the limited data effective
rather than using the noisy data directly. Second, although some existing methods have
some tolerance with noise, like deep neural network [13, 14]. The real performance of
the network depends on many factors and we believe these methods will perform better
with proper-denoised data under the same condition. In fact, some neural network meth-
ods are not robust to noise [15], which causes overfitting. Many methods are proposed to
prevent overfitting, like early stopping, regularization, soft weight sharing [16], denoising
autoencoders [17,18] and dropout [19,20]. Third, by using dedicated and robust denois-
ing algorithms, shallow neural networks and other simple models using less data can give
fairly good urban traffic prediction, which is favorable in real-time and online applications
comparing to deep neural networks due to their efficiency.
There exist many useful methods developed for image and video denoising, such as
[21–38]. Some of these methods have been applied to traffic analysis, e.g. the wavelet
method [11, 39] and the compressive sensing method [10, 12, 40]. These methods work
fairly well in some denoising applications, but they are based on particular assumptions on
noise and specific basis functions. We want to use a method works well with less assump-
tions on noise and basis functions and the parameters of which are easy to obtain. Thus we
apply bounded total variation (BV) denoising method [21] to urban traffic velocity data.
It has edge preserving property [41], which is consistent with the sudden jump of traffic
speed. Our goal is to find the reconstructed velocity in the function space of bounded total
variation and estimate the noise strength during the process of denoising with less assump-
tions on the type of noise. To this end, we propose two efficient methods to estimate the
noise strength, which almost do not request any assumptions on noise.
The rest of the paper is organized as follows. In section 2, we first review the method of
BV denoising, then show how to apply the BV denoising method to traffic data by proposing
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two different ways to estimate the noise strength. In section 3, we show the effectiveness
of denoising by applying the proposed methods to Beijing urban road velocity data derived
from taxi GPS system. We end the paper with some concluding remarks in section 4.
2. The BV denoising algorithm for traffic velocity data
In this section, we first give a brief introduction to the method of BV denoising, and
then show how to apply it to traffic velocity data.
2.1. BV denoising model
Let u0(x), x ∈ Ω ⊆ Rd be the original observed velocity vector and u(x) be the denoised
velocity vector. Then u0(x) = u(x)+ξ(x), where ξ(x) is the noise whose mean is 0. We first
consider the BV denoising method for continuous case and then discuss the corresponding
discrete case. For the continuous case, the BV denoising method is to find the solution u by
solving the following optimization problem [21]
min
u(x)
TV(u) = min
u(x)
∫
Ω
|Ïu(x)|d x (2.1)
such that ∫
Ω
u(x)d x =
∫
Ω
u0(x)d x ,
1
2
∫
Ω
 
u(x)− u0(x)
2
d x = σ2, (2.2)
where σ is the noise strength parameter need to be specified. When we apply the BV
denoising method to reduce the noise in road velocity time series, x is one dimensional, so
we only consider the case that d = 1 below. The first order condition of the optimization
problem satisfies (2.2) and following Euler-Lagrange equation:
d
d x
 ux
|ux |
−λ1 −λ2(u− u0) = 0, ∂ u
∂ n

∂Ω
= 0,
where ux =
∂ u
∂ x , λ1 and λ2 are the corresponding Lagrange multipliers. To obtain the solu-
tion of the optimization problem (2.1), one can solve the following equations corresponding
to the gradient flow of the Lagrange function with respect to u:
ut =
d
d x
 ux
|ux |ε
−λ2(u− u0), (2.3)
∂ u
∂ n

∂Ω
= 0, (2.4)
u(x , 0) = u0(x) +σφ, (2.5)
where φ in (2.5) satisfies E(φ) = 0, 12
∫
Ω
φ2d x = 1 such that u(x , 0) satisfies the constraint
(2.2), and |x |ε = |x |+ε with ε is a relatively small number to avoid singularity and obtain
better numerical stability. In addition, when initial condition (2.5) is used, we can assure
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λ1 = 0 all the time. So we discardλ1 and only keepλ2, which is rewritten asλ for simplicity.
To calculate λ, we first multiply u(x)−u0(x) on both sides of (2.3), then integrate the result
on Ω. By the Neumann boundary condition and (2.2), we obtain:
λ=
1
2σ2
∫
Ω
ux
|ux |ε · ((u0)x − ux)d x . (2.6)
λ changes as ux changes with respect to t, and converges when t goes to infinity [21,42].
The steady state solution of (2.3)-(2.4) represents the clean data denoised from the
observed data u0(x). Next, we present numerical schemes to solve equations (2.3)-(2.4)
in discrete case.
2.2. The projected gradient descent algorithm
The data we used are average traffic velocities on urban roads derived from the taxi GPS
records. If we have a velocity record every other 5 minutes each day, then we have 288
records for each road every day. However, the velocity records are often less than 288 for
most roads because of the limit of taxi numbers and recording equipments. Therefore, we
make nearest interpolation for missing data such that each road has 288 velocity records
each day. In this way, we set N = 288, and let x direction correspond to direction of N time
slices. Define
1
2
N∑
i=1
(u(x i)− u0(x i))2 · h = σ2d , (2.7)
where h is the duration of time intervals, in which the traffic velocity on road segments are
averaged. For the data we used, h is 5 minutes. x i = [(i − 1)h, ih), i = 1,2, . . . , N are the
time intervals in one day, u0(x i), u(x i) are the observed and denoised velocity for time slice
i, σd corresponds to the noise strength in discrete case. While σ and σd are different, we
do not distinguish them in the following for convenience.
We use projected gradient descent(PGD) method [42] to find the numerical solution of
equations (2.3)-(2.4) because it is relatively straightforward and good enough for our goal
in this study. It is guaranteed that the PGD method converges [43]. We note that there exist
several more advanced numerical algorithms for complicated denoise problems, such as the
Bregman iterative algorithms [26,28,33] and augmented Lagrangian method [29,44], etc.
Denote uni = u(x i , t
n), where n is the iteration index, ∆tn = tn+1 − tn is the step size
of the n-th iteration. The detailed projected gradient descent bounded variation denoising
(PGDBV) algorithm is described as follows.
Algorithm PGDBV: The algorithm takes the observed velocity series: {u0(x i), i = 1, . . . , N };
the variance of the noise: σ; the maximum iteration number: Ni ter ; the relative tolerance
of gradient decay: δ as input. The denoised velocity series: {ui , i = 1, . . . , N}, and the total
variation of denoised data: V are calculated by performing the following steps.
1. Initialize velocity series: u0i = u0(x i), i = 1, . . . , N , and calculate the initial discrete
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total variation:
V n = TV(un) =
N−1∑
i=1
|uni+1 − uni |, (2.8)
with n = 0. If V n = 0, then set ui = u0i , i = 1, . . . , N , V = V
0 and return.
2. For n from 0 to Ni ter − 1, do the following iterations
(a) Update the Lagrange multiplier λn as
λn =
h
2σ2
N−1∑
i=1
4+uni
|4+uni |ε (4
+(u0)i −4+uni ),
where ∆+uni := u
n
i+1 − uni .
(b) Calculate the gradient of the i-th segment as
gni = −
1
h
  4+uni
|4+uni |ε −
4+uni−1
|4+uni−1|ε
−λn(uni − u0(x i)), for i = 1 . . . N ,
where 4+un0 = 0, and 4+unN = 0.
(c) Obtain step size 4tn with line search;
(d) Update the variable un+1 = un −4tn gn;
(e) Calculate the total variation V n+1 using (2.8) with n replaced by n+ 1;
(f) If ‖gn‖∞/V 0 ≤ δ, then set ui = un+1i , i = 1, . . . , N , V = V n+1 and return.
3. Set ui = u
Ni ter
i , i = 1, . . . , N , V = V
Ni ter and return.
2.3. Estimate of the noise strength
In Algorithm PGDBV, input σ is a characterization of the noise strength. But we do not
know its value a priori. Now we propose two different ways to estimate σ.
Method 1: Multi-resolution noise estimate.
In each day, every road has N = 288 velocity records corresponding to N time slices.
We want to estimate the noise strength in three different resolutions: N1 = N , N2 =
N
2 ,
N3 =
N
4 . Denote [N] = {1, 2, · · · , N}. Let
v0i = u0(x i), i ∈ [N1]; v ji =
v j−12i + v
j−1
2i−1
2
, i ∈ [N j+1], j = 1,2. (2.9)
Then the variation in three resolutions are:
Vj+1 =
N j+1−1∑
i=1
|v ji+1 − v ji |2 · 12 jh , j = 0,1, 2.
The estimate of σ together with an error bound is given in the following Theorem. The
proof can be found in Appendix.
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Theorem 2.1. Assume u0(x i) = ui + ξi , i ∈ [N], where ξi is independent with ξ j for i 6= j,
E(ξi) = 0, E(ξ2i ) =
2σ2
Nh , i ∈ [N], then
σˆ2 = h2
(11916 − 274N )V1 + ( 94N − 4916)V2 + ( 92N − 358 )V3
3577
128 +
189
8N2 − 81916N
, (2.10)
is a consistent estimate of σ, in the sense that
E(σˆ2)−σ2 = h2 (
49
16 − 94N )(V c1 − V c2 ) + (358 − 92N )(V c1 − V c3 )
3577
128 +
189
8N2 − 81916N
, (2.11)
where
V cj+1 =
N j+1−1∑
i=1
|u( j)i+1 − u( j)i |2
2 j−1h , for j = 0, 1,2,
with u(0)i = ui , i ∈ [N1], u( j)i = u
( j−1)
2i−1 +u
( j−1)
2i
2 , i ∈ [N j+1], j = 1, 2.
Remark 2.1. From the representation of E(σˆ2) in Theorem 2.1, it can be seen σˆ depends
on h. If h is smaller, then the estimation can be closer to the real unknown σ.
We now use two examples to test the ability of the method above: 1) u(x) = sin(pix),
x = [−1, 1], h = 2N ; 2) u(x) = max(1 − |x |, 0), x = [−1, 1], h = 2N . We add white noise
whose standard deviation is σ such that the signal-to-noise ratio is 3. Test results are
in Table 1. From Table 1, we found that the numerical results of proposed method for
estimating σ are very good. However, some assumptions on noise are required in this
method. Next, we present a method use less assumptions.
Table 1: Numerical Results of Noise Estimate Using Method 1.
u(x) = sin(pix) u(x) = max(1− |x |, 0)
Nl 288 144 72 288 144 72
σ 0.4941 0.4446 0.4385 0.4127 0.4176 0.3992
σˆ 0.4896 0.4558 0.4646 0.4089 0.4290 0.3813
Bias(Nl) 2e-6 1.69e-5 1.47e-4 4.47e-7 3.59e-6 2.89e-5
σˆ2/σ2 − 1 -0.0182 0.0508 0.1230 -0.0182 0.0554 -0.0878
Method 2: a balance between σ and T V .
From the BV denoising model, we see that when σ = 0, T V (u) = T V (u0). As σ in-
creases, T V decreases, and eventually goes to 0. In this process, a critical point exists at
which the decreasing speed of T V has a significant slow down . We regard this point as
σˆ, and give a quantitative way to identify it. Choose some values for σ in increasing order
first. And for any two successiveσ1 andσ2, σ1 < σ2, calculate the variance δ(T V (σ2)·σ22)
as
δ(T V (σ2) ·σ22)) = T V (σ2) ·σ22 − T V (σ1) ·σ21. (2.12)
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Plot the result of δ(T V (σ)·σ2) againstσ2. Then find theσwhere δ(T V (σ)·σ2) reaches the
local minimum value for the first time, and regard it as the value for σˆ. We use δ(T V (σ2) ·
σ22) as an index because T V (σ2) ·σ22 increases first and then decreases with the increase
of σ2. The first stage is mainly due to noise reduction, but in the second stage some of the
real T V is removed. So we need a good threshold. By some numerical tests, we found that
the location where the increment gets its first local minimum is a good choice.
We have presented two methods to estimate noise strength σ. However, both of them
have advantages and disadvantages. The first method is easier to apply, but the estimation
result depends on some related assumptions. The second method does not need any as-
sumption on noise, but it is heuristic. To get a better estimate, we combine the two methods
together. Let σˆ1, σˆ2 denote the estimated noise strength with Method 1 and 2. Denote the
maximum, minimum velocity vmax, vmin for a road in a day. Then take T Vl =
5
2(vmax− vmin)
as a lower bound of T V . If the T V corresponding to min(σˆ1, σˆ2) is less than T Vl , then let
σˆ be the σ corresponding to T Vl , otherwise σˆ = min(σˆ1, σˆ2).
3. Experiments
In this section, we use taxi GPS data of Beijing to demonstrate the performance of our
method. There are 288 time slices in one day, each is 5-minute long. If no GPS record ap-
pears in some slice, we get no velocity record in that time slice. In general, if one method
performs well in a randomly chosen domain of Beijing, then it can be extended to other do-
mains. Therefore, we randomly choose an area from Beijing and consider the GPS records
for roads in it. First, we choose 24 roads at random from this fixed domain, with road
length not less than 100 meters and daily record number not less than 150. The results for
more roads are similar, the reason we choose 24 roads is to show the results in limited page
space. We use the 24 roads to test the estimated noise strength with methods proposed in
section 2 and combine them together to obtain the best estimate. After that, the velocity of
these 24 roads before and after denoising on a fixed day are presented to give a visual effect
directly. In further, we use history matching to prove that predicting accuracy is improved
after denoising with the best estimated noise strength. Second, 102 roads in the chosen
domain, whose length is not less than 100 meters and velocity records are not less than
120, are put together to see the denoising effect on clustering. As a result, a satisfactory
clustering consequence is obtained after denoising.
3.1. Estimated best noise strength
We carry out experiments on the 24 roads for 8 days, and only present some related
results on the first day in this part since the results for other days are similar. Day 1 to 8
correspond to March 4-8, 18-19, 11, 2013, all of which are weekdays. Since there are time
slices without velocity record, we use linear nearest interpolation and matrix completion
methods [45, 46] to complete the missing values. The estimated σ for the 24 roads on
Day 1 with two different kinds of treatments for missing data by Method 1 are shown in
Figure 1, which shows that the differences are small. Then we estimate noise strength
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Figure 1: Estimated σ by Method 1 using different methods for missing values (Left: Nearest interpo-
lation; Right: Matrix completion).
with Method 2. First, Figure 2 shows the relationship between T V and σ2, where the
horizontal and vertical axis represent σ2 and T V respectively. The values of σ are 0, 1 and
every other 5 from 5 to 50, totally 12 numbers. In this figure, red star points correspond to
the 12 values ofσ2, and blue star points denote the cases forσ2 = [102, 202, 302]. It can be
discovered that, for each road, T V is decreasing with the growth of σ2. The quantitative
way to identify σˆ2 in Method 2 is demonstrated in Figure 3, where the horizontal axis
is the value of σ2, and vertical axis is δ(T V (σ) · σ2). For example, the abscissa of the
first point on road 1 is σ = 1, and its ordinate is δ(T V (1) · 12). σˆ22 is the location where
δ(T V (σ) ·σ2) reaches minimum value for the first time. For road 1, this minimal point is
reached at σ = 20, which implies σˆ2 = 20. In Figure 3, the intersection of the green line
with the horizontal axis is the best estimatedσ2. The results of combining the two methods
together is also shown in Figure 2, where the values of σˆ1, σˆ2 are the intersections of the
blue, green vertical line and the horizontal axis separately. And blue circle points are the
best estimates for noise strength. It can be seen from Figure 2 that all the best estimates
for the noise strength lie in (σˆ2−5, σˆ2+5) except road 17 and 18. Therefore, the criterion
we chosen in method 2 is appropriate.
3.2. Velocity before and after denoising
We show the velocity before and after denoising on Day 1 with best chosen σ for the
24 roads in Figure 4, where blue and red points represent the velocity before and after
denoising respectively. Nearest interpolation is used to handle missing values. From Figure
4, we can say we have reduced much noise in the velocity indeed. Specifically, the velocity
vector is much smoother after denoising than that of before denoising. And the velocity
after denoising keeps the peak values, such as the peak in the morning and evening. In
addition, it can be observed that when the original velocity has a sudden jump, the denoised
velocity also has a jump almost at the same time, which is clearly observed on road 21 and
24. Namely to say, our denoising method can keep the jump when the original velocity has
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Figure 2: Relationship figure for T V and σ2 on Day 1.
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Figure 3: Estimated σ for the 24 roads on Day 1 with Method 2.
a sudden ascending or descending, which is very important in urban traffic prediction and
analysis. This is consistent with the edge preserving property of bounded total variation
method. On the other hand, the denoising effect of some roads, like road 3, 8, 22, are not
that obvious as others although the performance is better than the original velocity. This
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may be caused by their location. They are close to intersections and are all assistant roads,
which have big spatial noise, while we only consider temporal noise.
50 100 150 200 250
20
40
60
80
road=1
50 100 150 200 250
0
20
40
60
road=2
50 100 150 200 250
0
20
40
road=3
50 100 150 200 250
50
60
70
80
road=4
50 100 150 200 250
0
20
40
60
road=5
50 100 150 200 250
0
20
40
60
road=6
50 100 150 200 250
0
20
40
60
road=7
50 100 150 200 250
0
20
40
road=8
50 100 150 200 250
20
40
60
80
road=9
50 100 150 200 250
20
40
60
80
road=10
50 100 150 200 250
20
40
60
80
road=11
50 100 150 200 250
20
40
60
80
road=12
50 100 150 200 250
20
40
60
80
road=13
50 100 150 200 250
0
20
40
60
80
road=14
50 100 150 200 250
20
40
60
80
road=15
50 100 150 200 250
20
40
60
80
road=16
50 100 150 200 250
20
40
60
road=17
50 100 150 200 250
0
20
40
60
80
road=18
50 100 150 200 250
20
40
60
80
road=19
50 100 150 200 250
0
20
40
60
road=20
50 100 150 200 250
20
40
60
road=21
50 100 150 200 250
0
20
40
road=22
50 100 150 200 250
20
40
60
road=23
50 100 150 200 250
20
40
60
road=24
Figure 4: Velocity before and after denoising for the 24 roads on Day 1. The horizontal axis is 288 time
slices, and the vertical axis is the velocity value.
3.3. Validation by history matching
We have seen the denoising effect directly above. Now we validate that this denoising
method helps in velocity prediction. We first make a nearest interpolation to assure there
are 288 records every day for all the chosen roads. Data of the first 7 days are regarded as
history data, and the prediction part is from Day 8. We realize it based on history matching.
Specifically, we break the history data daily into vector of length 4 in terms of time series.
Take Day 1’s data for example, 282 vectors are obtained. The first one of them is the velocity
records from time slice 1 to 4, and the last one is that of time slice 282 to 285. And the
velocity vector after 15 minutes is from time slice 7 to 288 respectively. Therefore, 1974
input vectors of length 4 and corresponding labels of length 1 are gained for the history
part. And for Day 8’s data, the goal vector for time slice K is formed by velocity of time slice
K − 3 to K . We make use of a popular clustering algorithm [47] (more details in the last
part of this section) to cluster for the 1974 input vectors and the goal vector. The distance
between two vectors is measured by l2 norm. After that, we regard the Gaussian-weighted
average of those labels, whose input vectors are in the same cluster with the goal vector, as
the velocity prediction.
What we described above is exactly the prediction process without BV denoising. For
the denoising case, there is a small difference. For the history data, Algorithm PGDBV can
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be applied daily to obtain the denoised data. However, for data from Day 8, it should
be guaranteed that no future information is used to denoise and predict, leading that the
denoising part should be treated carefully. Notice that a boundary condition is needed in
the denoising process of Algorithm PGDBV, thus we supplement a boundary value for time
slice K + 1, and use the velocity vector till K + 1 to denoise, and component of the goal
vector after denoising is still from K − 3 to K .
To get the boundary condition, we use a very simple neural network based on data be-
fore denoising to make a 5-minute prediction. Input and output of the network are exactly
the 1974 input vectors and corresponding labels before denoising separately. Input test are
the 282 goal vectors before denoising, and then the network’s output test are regarded as
the boundary values to denoise.
We measure the predicting accuracy using relative mean absolute error (RMAE) and
mean absolute percentage error (MAPE). They are defined as:
RMAE =
∑N
i=1 |ui − uˆi|∑N
i=1 |ui|
, MAPE =
1
N
N∑
i=1
|ui − uˆi|
|ui| .
Notice that when some component of the real speed vector is very close to 0, MAPE of
the corresponding road will be very large. Thus we discard component whose real velocity is
not bigger than 1 when calculating a road’s MAPE. After obtaining the error of each chosen
road, we take the average of them, which stands for the predicting error on average. 15-
minute predicting results based on nearest interpolation are listed in Table 2. The RMAE
reduces at least more than 1.4 percent when choosing σˆ comparing with no denoising. And
the MAPE reduces 2.6 percent with σˆ for the 24 chosen roads on average.
Table 2: Error of 15-minute predicting with nearest interpolation for missing data
RMAE MAPE
σ 0 σ˜ σˆ 0 σ˜ σˆ
24 roads
average 0.2641 0.2507 0.2414 0.3062 0.2803 0.2802
w/o road
2,3,6,8,22 0.1806 0.1729 0.1660 0.2284 0.2090 0.2101
w/o road
2,3,6,7,8,22 0.1746 0.1680 0.1605 0.2136 0.2023 0.1980
In this table, the first line represents values of σ applied in Algorithm PGDBV, where ’0’
represents the case without denoising and σˆmeans the best chosen σ for each chosen road
and each goal vector, and ’σ˜’ means only denoising for history data with σˆ. The second
line means the average error(RMAE or MAPE) of the 24 chosen roads. The third line is the
result of error for 19 roads except the 2nd, 3rd, 6th, 8th, 22nd roads, and the 7th road is
also excluded for the results on the fourth line. The reason why we skip road 2, 3, 6, 8,
22 is that they are rural streets and the prediction accuracy is low. In addition, road 7’s
predicting error is also high. This may be caused by its location, which is very near to a
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bridge. From the predicting errors shown, it can be seen that the RMAE with σˆ are reduced
for all the cases. This reveals that the σˆ we choose for the 24 roads are appropriate and
the BV denoising method we proposed is helpful.
We finish this section with a short discussion about the treatments of missing data. In
Table 2, we use nearest interpolation to recover the missing values as it is a simple and
common way. To compare the performance, we also test the matrix completion approach.
We find the predicting accuracy of matrix completion approach is improved comparing to
the nearest interpolation approach, but the improvement is not significant.
3.4. Clustering of roads using velocity profile
We randomly choose 102 roads on Day 1 and cluster them according to their veloc-
ity profiles before and after denoising respectively, to further test the denoising algorithm
works in a right way.
When clustering, we regard the velocity of N time slices for a road as a vector of di-
mension N . As a result, we have 102 vectors in total. We measure the distance of two
vectors with the l2 norm of their differences. The clustering method is based on finding of
density peaks [47]. The most important reason we choose this clustering method is that
Outliers, which can be seen as noise according to [47], can be discovered easily with this
algorithm if exist. Therefore, if there are outliers in the clustering result with velocity be-
fore denoising and no outliers in the clusters after denoising, we can say noise is eliminated
with our denoising method. The framework for validating data cleaning techniques based
on assumption that better denoising schemes lead to better data analysis has been also de-
scribed in [48]. In further, the impact of noise on clustering is shown in [49] and reveals
noise can cause adverse effects on clustering indeed.
In order to show the process of clustering on the 102 roads in detail, it is necessary
to present the procedure of clustering algorithm [47]. The steps of this clustering method
combined with our data are summarized as follows:
• Step 1. Calculate the local density ρi for each road i. Let di j be the l2 norm distance
between road i and j, dc be a scaling constant for distance, Is denote the index set
of all the 102 roads. We use the Gaussian kernel to calculate ρi , which is defined as
ρi =
∑
j∈Is\{i} exp (−
di j
dc
)2.
• Step 2. Calculate the distance to other roads with higher density for each road i:
δi = min j:ρ j>ρi (di j).
• Step 3. Plot the decision graph, in which the horizontal axis is the calculated ρ in
Step 1 and vertical axis is the calculated δ in Step 2. Points with both higher ρ and
higher δ are clustering centers. We can also plot γ(= ρδ) in decreasing order to find
out the clustering centers.
• Step 4. Order all the roads’ density in decreasing order. Then screen all the roads
from the highest density to the lowest one. If a road is not a cluster center, then it
belongs to the cluster of nearest road with higher density.
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• Step 5. If the number of clusters is bigger than 1, then it’s necessary to identify
whether a road is a core road or a halo. Decide the border region for a fixed cluster
first. Points in this region satisfy that they belong to this cluster, but there exist points
belonging to other clusters within dc . Then calculate the average local density based
on the border region to identify a cluster core or halo. Outliers are often in halos.
We do as the steps described above to cluster for the roads with velocity before and
after denoising. From the decision graph, the first row in Figure 5, and the γ variance in
Figure 6, we should choose 3 clusters for the 102 roads both before and after denoising. In
order to observe the performance of classification obviously, we calculate the 2 dimensional
non-local multidimensional scaling matrix just as [47] does. This matrix with 2 columns is
an approximation of the original distance matrix whose diagonal elements are all 0 and off-
diagonal element in location (i, j) represents the distance of road i and j. The distance here
refers to the l2 norm of their velocity vectors’ difference. With the help of the approximated
scaling matrix, we present the clustering result in the 2D non-local multidimensional scaling
figure, the second row of Figure 5, where the X axis and Y axis represent the first and second
column of this matrix correspondingly.
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Figure 5: Decision graph and clustering result for the 102 roads.
We illustrate the detailed result of clustering in the following. The 3 cluster centers are
the color points in the first row of Figure 5. The other points are shown with the color
consistent in the second row of Figure 5 and classified as follows:
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Figure 6: γ variance before and after denoising.
(1) Before denoising, cluster 1 with 29 core elements and 0 halos corresponds to the
blue points in the 2D non-local multidimensional scaling figure, and cluster 2 with
27 elements only has 3 core elements corresponding to the yellow points, and cluster
3 with 46 elements has no core elements. In the figure before denoising, if a point is
a halo, then its color is black in the 2D non-local multidimensional scaling figure.
(2) After denoising, the three clusters all have no halos. Cluster 1 has 31 core points, 29
of which are exactly the ones that in cluster 1 before denoising, and cluster 3 has 20
core points. Roads belong to cluster 1,2,3 are represented by the blue, yellow and
purple points respectively in the 2D non-local multidimensional scaling figure. As
there are no halos after denoising, so no black points appear this time.
Now we give some further explanations on the clustering result. Note that roads in Bei-
jing are divided into 6 types, which are urban express highway, freeway, national highway,
provincial highway, prefectural highway and rural street, the corresponding type value is
from 1 to 6 respectively. In order to illustrate more clearly, we list some related quantities
after BV denoising in Table 3. If a negative and positive linear transformation are made
Table 3: Some Basic Properties of the 3 Clusters.
cluster average velocity average TV range range
number of cluster center of cluster center of velocity of TV
1 54.052 123.414 [46.165,65.398] [56.544,259.974]
2 32.321 104.428 [21.967,48.021] [95.165,482.275]
3 14.965 210.578 [6.396,20.641] [118.177,239.608]
for average velocity and total variation respectively, then the trend of variables obtained is
consistent with that of X and Y in the last one of Figure 5. Therefore, cluster 1 corresponds
to roads with high average velocity and relatively low total variation. Namely, they should
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be matched with smaller road type value, meaning that most of them are urban express
highway and freeway. In fact, there are 9 roads whose type value is 1, and 17 ways whose
value is 2 in cluster 1. Cluster 3 contain roads with low average speed and bigger total
variation, corresponding to prefectural highway or rural Street. It has been checked that
all the roads’ type value are 6 in cluster 3 after denoising. And cluster 2 has the medial
value in terms of average speed and total variation, indicating it can contain more types of
roads, which is consistent with the fact there are 8 freeways, 15 provincial highways and
28 rural streets.
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Figure 7: The clustering result matched with the original 102 roads. The horizontal axis represents
longitude, and vertical axis represents latitude.
Finally, in order to observe the clustering result more directly, we match the 102 points
above with the original 102 roads in corresponding colors and show them in Figure 7,
where the horizontal axis represents longitude, and vertical axis means latitude. From
Figure 7, we can see the clustering result improved greatly after denoising. There are 28
roads belonging to different clusters before and after denoising, and most of them are rural
streets. This is consistent with our common sense. By BV denoising method, these roads
are discovered and the noise part is eliminated.
From the clustering results, we see halos disappear with the BV denoising method.
Because outliers often lie in halos, so we can say we obtain the clean data by denoising on
the original velocity. This shows our denoising method works well.
4. Conclusions
In this paper, we applied the BV denoising method for urban traffic analysis by proposing
easy-to-implement noise strength estimation algorithms. By applying the BV denoising
method, we have showed the road velocity prediction accuracy is improved for real urban
traffic data from Beijing Taxi GPS system. We have also verified that the road clustering
based on velocity profile are improved significantly by applying the BV denoising method
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with best noise-strength estimate.
In this work, we considered only the temporal characteristics of road velocity profiles.
In a follow-up study, we will consider both temporal and spatial characteristics, which will
be more mathematically involved and is expected to give better results.
Appendix: Proof of Theorem 2.1.
In order to prove Theorem 2.1, we give a lemma first.
Lemma A.1. Let u0(x i) = ui + ξi , i ∈ [N], where u0(x i), ui , ξi represent the observed,
denoised data and noise for time slice i separately. u( j)i , i ∈ [N j+1], j = 0,1, 2 are defined as
in Theorem 2.1, and v ji , i ∈ [N j+1], j = 0,1, 2 are defined as in (2.9). Then the following
relations hold:
N2∑
i=1
(u(1)i − v1i )2 = 14
N1∑
i=1
(ui − u0(x i))2 + 12
N2∑
i=1
(u2i−1 − u0(x2i−1))(u2i − u0(x2i)),
N3∑
i=1
(u(2)i − v2i )2 = 14
N2∑
i=1
(u(1)i − v1i )2 + 12
N3∑
i=1
(u(1)2i−1 − v12i−1)(u(1)2i − v12i).
Proof. [Proof of Lemma A.1] 1) For the first equation, let h2 = 2h, we have
N2∑
i=1
(u(1)i − v1i )2 · h2 =
N2∑
i=1
(
u2i + u2i−1
2
− u0(x2i) + u0(x2i−1)
2
)2 · 2h
=
N2∑
i=1
(
u2i − u0(x2i)
2
+
u2i−1 − u0(x2i−1)
2
)2 · 2h
=
h
2
N1∑
i=1
(ui − u0(x i))2 + h
N2∑
i=1
(u2i − u0(x2i))(u2i−1 − u0(x2i−1))
Rearrange the equation above and then the formula for
∑N2
i=1(u
(1)
i − v1i )2 is obtained.
2) For the second equation, let h3 = 4h, the proof can be done with similar procedure.
Proof. [Proof of Theorem 2.1] We prove this theorem in three steps.
(1) By definition of V1, we get
V1 =
1
h
(2
N1∑
i=1
(u0(x i))
2 − (u0(x1))2 − (u0(xN1))2 − 2
N1−1∑
i=1
u0(x i)u0(x i+1)).
By using the representation of
∑N1
i=1(u0(x i))
2 from equation (2.7), we get
V1 =
4σ2
h2
+
1
h
(4
N1∑
i=1
uiu0(x i)− 2
N1∑
i=1
(ui)
2 − (u0(x1))2 − (u0(xN1))2 − 2
N1−1∑
i=1
u0(x i)u0(x i+1)).
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Similarly, combine the definition of V2, V3 and Lemma A.1, we obtain the representation of
V2 and V3
V2 =
σ2
2h2
+
1
2h
 N2∑
i=1
(u2i−1 − u0(x2i−1))(u2i − u0(x2i))
+ 4
N2∑
i=1
u(1)i v
1
i − 2
N2∑
i=1
(u(1)i )
2 − (v11 )2 − (v1N2)2 − 2
N2−1∑
i=1
v1i v
1
i+1

,
V3 =
σ2
16h2
+
1
4h
1
4
N2∑
i=1
(u2i−1 − u0(x2i−1))(u2i − u0(x2i)) +
N3∑
i=1
(u(1)2i−1 − v12i−1)(u(1)2i − v12i)
+ 4
N3∑
i=1
u(2)i v
2
i − 2
N3∑
i=1
(u(2)i )
2 − (v21 )2 − (v2N3)2 − 2
N3−1∑
i=1
v2i v
2
i+1

.
(2) Now, we are ready to apply the assumptions in the theorem.
After regrouping the order of the representation of V1, V2, V3 and replacing u0(x i) with
ui + ξi , we obtain
V1 =
2
h
N1−1∑
i=1
((ui+1 − ui)(ξi+1 − ξi)− ξiξi+1) + 4σ
2
h2
− ξ
2
1
h
− ξ
2
N1
h
+
N1−1∑
i=1
(ui − ui+1)2 1h ,
V2 =
σ2
2h2
+
1
2h
(
N2∑
i=1
ξ2i−1ξ2i − (ξ1 + ξ22 )
2 − (ξN1−1 + ξN1
2
)2
+
N2−1∑
i=1
((u(1)i+1 − u(1)i )(ξ2i+1 + ξ2i+2 − ξ2i−1 − ξ2i)− (ξ2i−1 + ξ2i)(ξ2i+1 + ξ2i+2)2 ) +
N2−1∑
i=1
(u(1)i+1 − u(1)i )2),
V3 =
σ2
16h2
+
1
4h
(
1
4
N2∑
i=1
ξ2i−1ξ2i +
N3∑
i=1
(ξ4i−3 + ξ4i−2)(ξ4i−1 + ξ4i)
4
− (
∑4
i=1 ξi)
2 + (
∑3
j=0 ξN1− j)2
16
+
N3−1∑
i=1
(u(2)i − u(2)i+1)2 +
N3−1∑
i=1
(
(u2i+1 − u(2)i )(
∑4
j=1(ξ4i+ j − ξ4i+1− j))
2
− (
∑3
j=0 ξ4i− j)(
∑4
j=1 ξ4i+ j)
8
)).
Take expectation on the equations above and combine the assumptions, then
E(V1) = (4− 4N )
σ2
h2
+
N1−1∑
i=1
(ui+1 − ui)2 · 1h ,
E(V2) = (
1
2
− 1
N
)
σ2
h2
+
N2−1∑
i=1
(u(1)i+1 − u(1)i )2 · 12h ,
E(V3) = (
1
16
− 1
4N
)
σ2
h2
+
N3−1∑
i=1
(u(2)i+1 − u(2)i )2 · 14h .
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From what have done above, we can estimate σ by fitting a line with 3 points: (4 −
4
N , V1), (
1
2 − 1N , V2), ( 116 − 14N , V3). The slope of the line is σ2h2 , then σ is estimated.
(3) Estimate the value of σ. Set
X1 = 4− 4N , X2 =
1
2
− 1
N
, X3 =
1
16
− 1
4N
,
and assume (X1, V1), (X2, V2), (X3, V3) satisfy
Vi = AX i + b +µi , i = 1,2, 3,
where µi stand for some small random disturbance variables.
Then we want to fit a line with these 3 points, which is
V = AˆX + bˆ.
With the help of least square method, we obtain the representation of Aˆ as follows:
Aˆ=
3
∑3
i=1 X iVi −
∑3
i=1 X i
∑3
i=1 Vi
3
∑3
i=1 X
2
i − (
∑3
i=1 X i)2
. (A.1)
So we estimate σ2 by
σˆ2 = h2
(11916 − 274N )V1 + ( 94N − 4916)V2 + ( 92N − 358 )V3
3577
128 +
189
8N2 − 81916N
.
Combine the assumption Vi = AX i + b +µi , i = 1, 2,3, and (A.1), we get
Aˆ= A+
3
∑3
i=1 X iµi −
∑3
i=1 X i
∑3
i=1µi
3
∑3
i=1 X
2
i − (
∑3
i=1 X i)2
. (A.2)
Thus,
E(Aˆ) = A+
3
∑3
i=1 X iE(µi)−
∑3
i=1 X i
∑3
i=1E(µi)
3
∑3
i=1 X
2
i − (
∑3
i=1 X i)2
. (A.3)
Notice that by the construct of Vi and the linear assumption for Vi , i = 1,2, 3, the following
relations are established:
b +µ1 =
N1−1∑
i=1
|ui+1 − ui|2 · 1h = V
c
1 ,
b +µ2 =
N2−1∑
i=1
|u(1)i+1 − u(1)i |2 · 12h = V
c
2 ,
b +µ3 =
N3−1∑
i=1
|u(2)i+1 − u(2)i |2 · 14h = V
c
3 .
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Substitute E(µi) = V ci − b into (A.3), we derive
E(Aˆ) = A+
(4916 − 94N )(V c1 − V c2 ) + (358 − 92N )(V c1 − V c3 )
3577
128 +
189
8N2 − 81916N
.
Denote
Bias(N) = h2
(4916 − 94N )(V c1 − V c2 ) + (358 − 92N )(V c1 − V c3 )
3577
128 +
189
8N2 − 81916N
. (A.4)
Because Aˆ= σˆ
2
h2 , A=
σ2
h2 , we get equation (2.11).
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