In the paper we consider a class of quasilinear second order elliptic equations of divergent structure with a degeneration. It one of the parts the equation is quasilinear in other one uniformly degenerates in small parameter ε. It is shown that any solution is Hölder continuous not depending on ε.
Introduction
Let D be a bounded domain in n-dimensional Euclidean space R n of the vectors x = (x 1 , x 2 , ..., x n ). Consider in the domain D ⊂ R n , n ≥ 2 a family of elliptic equations
with the positive weight w ε (x) that will be defined below.
It is assumed that the domain D is divided by the hyperplane = {x : x n = 0} into the parts D
(1) = D ∩ {x : x n > 0} and D (2) = D ∩ {x : x n < 0} and
Under the solution of equation (1) we understand the function u ∈ W Consider the family {u ε (x)} of the solutions of equations L ε u ε = 0 bounded in L ∞ uniformly with respect to ε on compact subsets D. The main goal is to prove the following statement. Theorem 1. There exists a constant α ∈ (0, 1) dependent only on dimension of the space and such that the family {u
In the course of the proof of the formulated theorem it will be also established that any solution of equation (1) is Hölder continuous in domain D with the exponent dependent only on n ε .
The choice of the weight of the form (3) makes the situation asymmetric with respect to domains D (1) , and D (2) , and the use of the known methods doesn't allow to prove the indicated statement. We proceed from the modification of the Moser technique [2] , developed in [3] for degenerate equations where the domains D (1) and D (2) play different roles in the proof of theorem 1. Note that in the case p = 2 for second order elliptic equations, the uniform with respect to ε Hölder estimations of the solutions were obtained in [4] .
Below B r ⊂ D are the balls centered on ,
, |E| is n-dimensional Lebesgue measure of the measurable set E ⊂ R n , and
2. Estimation of the maximum of the subsolution. For i = 1, 2 we'll use Sobolev's imbedding theorem
Let υ ∈ W 1 2,loc (D) be a positive, bounded subsolution of equation (1), i.e.
Proof. At first we choose in (5) the test function ϕ(x) = υ β (x)η p (x), where β ≥ 1, and the function η(x) ∈ C ∞ 0 (B 4R ) is even with respect to the variable x n and 0 ≤ η ≤ 1. After simple estimations and the Cauchy inequality, we get the relationB
In particular, as ε ∈ (0, 1] (see (2) , the following inequality is valid
Hence, allowing for Sobolev inequality (4) we have
To get a similar estimation in the semiball B
4R in such a simple way now is impossible. Let υ(x) be even continuation of the subsolution υ(x) from D (2) in D (1) with respect to hyperplane , and
we have
By definition of G R and the Cauchy inequality, we get the inequalitŷ
Consider the auxiliary function w(x) = max(υ(x), υ(x)). From (9) it followŝ
By the Sobolev's imbedding theorem (4) and definition of the set G R we have
As υ(x) is even continuation of the function υ(x) from D (2) , to D (1) , we get the inequality
Now, combining relations (8) and (10), we get the inequality
Integrate this inequality. For i = 0, 1, ... choose a sequence of balls B r i , where r i = R + 2 −i R, and assume β + 1 = χ i = 2k i , where k = n/(n − 1) is a constant from Sobolev's imbedding theorem (4). Apply inequality (11), having taken the shear function
we get the recurrent relation Φ i+1 ≤ C(γ, n) · 4 i Φ k i from which by induction we get the inequality
that gives the sought for inequality (6). The lemma is proved. We will apple inequality (6) in some changed form. Denote by Q 3R the balls centered in D (2) obtained by parallel transfer of balls B 3R along the normal to to the distance R and assume Q
Extending the integral in the right side of inequality (6) to a wider set Q sR and replacing the function υ(x) by the function w(x) coinciding with υ(x) ni the part D (2) and with max(υ(x), υ(x)) in the part D (1) , where υ(x) is even continuation of υ(x) from D (2) in D (1) with respect to the hyperplane , we get the inequality
3. Oscillation property and proof of theorem 1. Let u(x) be an arbitrary function from the family of solutions {u ε (x)} appearing in the statement of theorem 1. It is well known that [1] the function u(x) is Hölder interior to the domains D (1) and D (2) with a constant and Hölder exponent independent of ε. It remains to prove uniform with respect ε Hölder estimation u(x) on ∩D, as the statement required in theorem 1 may be obtained by elementary "gluing together" the Hölder property on ∩D and in D (1) , D (2) . The Hölder property of solutions on ∩D together with appropriate estimation follows from the "lemma on oscillation"
where osc {u, B R } = sup Br u(x) − inf Br u(x), B r are the balls centered at . As-
and consider the sets
At least one of the following inequalities is always valid
If we show that from condition (15) for u(x) it follows the inequality
this result applied to the function M 6 + m 6 − u(x) provides at condition (16) the estimation
and in both cases we arrive at (13). Assuming for definiteness the condition (15) to be fulfilled, we introduce the function
being a positive, bounded subsolution of equation (1). Prove the estimation
From it obviously follows the oscillation (17) (with δ = e −c 0 ) implying the Hölder property of the solution.
For deriving inequality (18) it is required to estimate the integral in the right side of (12). The estimation of this integral is based on the inequalitŷ
that according to the structure of the function w(x) follows from the relationŝ
Choosing in (3) the test function
and since |∇υ| = |∇u| /(M 6 − u(x)+ θ) and ε ∈ (0, 1] (see (2) and the Cauchy inequalityQ
hence it follows (20). In particular, from (20) it followŝ
For proving estimation (21) we choose in (3) a more complicated test function
and atremaining points of Q 4R .
Here u(x) is even continuation of u(x) from D (2) to D (1) with respect to the hyperplane , G R = Q (1) 4R ∩ {x : u(x) > u(x)} and η has the same meaning as above. Then
is the definition of G R , and applying the Cauchy inequality, we havê 3R then for E = {x ∈ Q 3R : w(x) ≤ In 2} we have the estimation |E| ≥ const · |Q 3R |. Therefore, by the Friedrichs inequality in the ball Q 3R we havê
and according to (19)Q 3R w 2 dx ≤ C(n)R n , that together with (12) implies the required relation (18). The theorem is proved.
