The purpose of this paper is t o sunrmarize results obtained for the adaptive control of the F-8C a i r c r a f t u s i n g the so-called " A C method. The discussion includes the s e l e c t i o n o f the performance criteria for both the l a t e r a l and t h e longitudinal dynamics, the design of the Kalman f i l t e r s f o r d i f f e r e n t f l i g h t c o n d i t i o n s , t h e "identification" aspects of *e design using hypothesis testing ideas, and t h e performance of the closed loop adaptive system.
Introduction
The purpose of this paper is t o p r e s e n t preliminary results on a study which involves the application of advanced adaptive control techniques t o the design of a s t a b i l i t y augment a t i o n system i n b o t h t h e l o n g i t u d i n a l and l a t e r a l dynamics of t h e F-8C a i r c r a f t . NASA has been using the F-8C a i r c r a f t as a t e s t v e h i c l e for evaluating different digital-fly-by-wire (DFBW) control techniques, using the IBM AP-101 as the airborne computer. W e remark t h a t t h e eventual implementation of the control algorithms on t h e s p e c i f i c a i r b o r n e computer has had a major impact upon t h e philosophy adopted for the design of the control system in view of the abvious storage and real-time computational constraints. In addition, the design was crucially dependent upon t h e s e n s o r s t h a t c o u l d b e u t i l i z e d i n the sense t h a t s e n s o r s t h a t u t i l i z e d e x t e r n a l aerodynamic measurements, e.g., airspeed, altitude, angle of attack and s i d e s l i p vanes should = b e employed in the candidate design.
Thus, the design guidelines required that the sensors associated with the adaptive control system should be l i m i t e d t o accelerometers, rate gyros, and perhaps a t t i t u d e sensors (although the latter were deemed undesira b l e i n view o f t h e i r e r r o r s when t h e a i r c r a f t underwent severe pilot induced maneuvers).
*The theory and i n i t i a l algorithm development associated with this study were developed with support from NASA/Ames Research Center under grant NGL-22-009-124 and from AFOSR under grant 12-2213. The s p e c i f i c a p p l i c a t i o n t o t h e F-8C was supported by NASA Langley Research Center under grant NSG-1018. From the viewpoint of modelling, it i s obvious t h a t the dynamic s t a t e equations of an aircraft involve nonlinear differential equations (see Etkin 111 ) . However, the information given by NASA Langley Research Center
( L E ) t o t h e MIT/ ESL team consisted i n t h e s p e c i f i c a t i o n of the uncoupled, linear time-invariant open-loop longitudinal and lateral dynamics of the F-8C a i r c r a f t a s s o c i a t e d w i t h equilibrim f l i g h t .
T a b l e I gives a list of the f l i g h t c o n d i t i o n s t h a t were a v a i l a b l e f o r the design. Thus, t h e general structure of the equations were of t h e f o r m
% ( t ) = & ( t ) + g ( t ) . The numerical values
of t h e e l r m n t s of t h e ; and matrices can be found i n a report by Gera [21, based upon wind tunnel t e s t s , and a report by Wooley and Evans [31, based upon linearization of the nonlinear dynamics employed by NASA/LRC f o r t h e i r n o n l i n e a r simulation of the F-8C a i r c r a f t . W e remark a t this p o i n t t h a t the numerical values for the ; and fi matrices given in I21 and [31 are not ident i c a l r e f l e c t i n g t h e f a c t t h a t different sources were used t o o b t a i n them. The design reported in t h i s paper i s based upon Gera's report [2] .
The f a c t t h a t t h e 16 f l i g h t c o n d i t i o n s span an extremely wide envelope for operating the a i r c r a f t , w i t h d r a s t i c changes i n t h e open-loop dynamics, makes the fixed-gain design of the cont r o l system unrealistic. Furthermore, handling qualities requirements, such as t h e C* c r i t e r i o n , i n d i c a t e t h a t p i l o t s desire different closed-loop dynamics a t d i f f e r e n t f l i g h t c o n d i t i o n s .
Thus, some sort of "adaptive" gain-scheduling control system was required. However, straight-forward gain scheduling based upon q u a n t i t i e s such as v e l o c i t y , a l t i t u d e , and dynamic pressure was not permitted in view of the sensor restrictions mentioned above. Hence, the adaptive control system had t o be designed i n a novel way.
An a d d i t i o n a l r e s t r i c t i o n on the design was t h a t t h e s e n s o r n o i s e and wind disturbances had t o be incorporated. This led t o t h e need f o r employing Kalman f i l t e r s , w i t h c o n s t a n t c o e f f icients because of the computer memory limitations.
The above problem overview sets the ground for the specific adaptive control technique which we s e l e c t e d t o i n v e s t i g a t e i n g r e a t d e t a i l .
W e call the adaptive control technique the MultipleModel-Adaptive-Control ( " P C ) method, and we s h a l l discuss it i n -re detail i n Section 5 of t h i s paper. I t is only one of several techniques based upon developnents i n modern control theory ( s e e t h e s u r v e y a r t i c l e by Athans and Vardya [4] ) and it has its o r i g i n s i n d i n i n g hypothesis-testing and s t o c h a s t i c c o n t r o l i d e a s (see references [41 t o 181 1 . It w a s selected for this study because of its p o t e n t i a l promise i n academic examples [51-[81, and because i t s memory and real-time computational requirements could be readily assessed in view of i t s non-iterative nature.
As explained i n rmre detail in Section 5 , the l4MAC method requires t h a t a f u l l blown steady s t a t e Linear-Quadratic-Gaussian (I&) controller be implemented for each flight condition. This necessitated the development of s u i t a b l e quadr a t i c performance criteria for both the longitudi n a l and t h e l a t e r a l dynamics; these are described for the continuous t i m e case 191 i n Sectioils 2 and-3 , respectively. For implementat i o n , one needs a discrete t i m e LQG controller [lo]. This is described in Section 4, together w i t h the discussion of sensor e r r o r s . The "AC algorithm i s described in Section 5. The simulation results using the nonlinear F-8C dynamics are described in Section 6. Section 7 presents the major conclusion of our studies so f a r .
W e remark t h a t i n t h i s paper we shall only focus our attention to the regulation aspects of the prdblem, i . e . , r e t u r n t o e q u i l i b r i u m f l i g h t from some i n i t i a l c o n d i t i o n s and in the presence of stochastic wind disturbances. I n our study we are considering the proper way of incorporating human pilot inputs for both the longitudinal and l a t e r a l c a s e . However, we s h a l l n o t present in this paper any of t h e approaches and p r e l i m i n a r y r e s u l t s f o r t h e p i l o t i n p u t c a s e .
.
Longitudinal Dynamics 2 . 1 Introduction I n t h i s s e c t i o n we present an overview of the LQG philosophy adopted for designing the regulator for the longitudinal dynamics. Attention i s given i n the development of the quadratic performance index and the subsequent model simplification using a short period approximation. The main concept t h a t we wish t o stress i s t h a t t h e quadratic performance criteria employed changed i n a natural way w i t h each flight condition. The s u r p r i s i n g r e s u l t was that the short period poles of the resultant longitudinal closed-loop system were c h a r a c t e r i z e d f o r a l l f l i g h t c o n d i t i o n s by two constant damping r a t i o s , one associated w i t h a l l subsonic flight conditions and one associated w i t h a l l supersonic flight conditions.
The Longitudinal State Description
Because of a r a t e c o n s t r a i n t s a t u r a t i o n on the elevator rate, the control variable selected was the time r a t e of change of the conmanded elevator rate (6,,(t) 1. 'Ihis was i n t e g r a t e d t o generate the actual comnanded elevator position (6,,(t) ) which was introduced t o a f i r s t o r d e r servo with a time constant of 1/12 seconds t o generate the actual deviation of the elevator 6,(t) fraa its trimmed pdlue. The elevator w a s then related t o the four "natural" longitudinal s t a t e v a r i a b l e s namely p i t c h r a t e , q ( t ) ( r a d / s e c ) , v e l o c i t y e r r o r v ( t ) ( f t / s e c ) , p e r t u r b e d a n g l e o f attack from its trimmed v a l u e , a ( t l ( r a d ) , and p i t c h a t t i t u d e d e v i a t i o n from its trimmed value 8 ( t ) ( r a d ) , 121. In addition, a wind disturbance state w ( t j w a s included (see Appendix A) . Thus t h e s t a t e v e c t o r x(t) f o r t h e l o n g i t u d i n a l dynamics was characterized by seven components and the. control variable u(t) was the comnanded The general structure of t h e index was Note that the weighting matrices g, 3 had t o be d i f f e r e n t from f l i g h t c o n d i t i o n t o f l i g h t w n d it i o n r e f l e c t i n g i n a natural way that t h e p i l o t wants different handling qualities as the speed (and dynamic pressure) changes. I n t h e i n i t i a l d e s i g n it was decided t h a t o p i t c h a t t i t u d e , Bmax o p i t c h r a t e , gmax o normal acceleration, a , , + o maximum comnanded e l e v a t o r r a t e , 6,,max r e s u l t i n g i n the following structure of t h e performance c r i t e r i o n one should r e l a t e t h e maximum deviations of The nonnal acceleration s z ( t ) , i n g ' s , was not used as a s t a t e v a r i a b l e .
However , it i s linearly r e l a t e d t o some of t h e l o n g i t u d i n a l s t a t e v a r iables according to the formula c Vg being the equilibrium speed.
The constants k l , k 2 , ks can be calculated from the open loop A . matrices, and hence change w i t h f l i g h t condia o n . E f f e c t i v e l y t h e s t r u c t u r e of t h e c r i t e r i o n ( 2 . 6 ) i m p l i e s t h a t i f a t t = O t h e maxi mum values o f a c c e l e r a t i o n , p i t c h r a t e , o r p i t c h a t t i t u d e occurred, then one would be w i l l i n g t o s a t u r a t e t h e e l e v a t o r r a t e t o remove them. Roughly s p e a k i n g , t h i s c r i t e r i o n means t h a t one is w i l l i n g t o s a t u r a t e t h e e l e v a t o r rate (0.435 rad/sec for the F-8C) i f a normal acceleration of 69 was f e l t , or a pitch rate equival e n t t o l o g ' s , o r a p i t c h e r r o r which i f translated to angle of attack would also generate a 69 normal acceleration.
The abo6e numerical values were translated into the appropriate matrix (non diagonal positive semidefinite) which changed from f l i g h t condition to flight condition, while R =Fl/ (0.435)' f o r a l l f l i g h t c o n d i t i o n s . g n c e , t h e resulting LQG problem could be solved using available computer subroutines 1111.
Reduced Longitudinal Design
The design was modified for two reasons. F i r s t the gain from t h e v e l o c i t y s t a t e v a r i a b l e v ( t ) was extremely small. Second, it was desirable to avoid using the pitch sensor.
The p i t c h O ( t ) i s weakly observable from the system dynami c s so t h a t even i f a Kalman f i l t e r was used i n the absence of pitch measurements, l a r g e e s t i r at i o n e r r o r s would be obtained which would adversly. a f f e c t t h e performance of the control system since there i s s i g n i f i c a n t feedback from the estimated p i t c h a t t i t u d e .
A t any r a t e , s i n c e a p i l o t would f l y t h e a i r c r a f t he would be a b l e t o c o n t r o l pitch himself.
This led us to eliminating the velocity ermr v ( t ) and p i t c h O f t ) from the state equations and obtaining the "short period" approximation (5 state variables). Since pitch did not appear the c r i t e r i a ( 2 . 6 ) was modified t o and the resultant IQG problem was resolved.
. 4

Summary of Results
From the viewpoint of transient responses to the variables of interest (normal acceleration, pitch rate, angle of a t t a c k ) t h e t r a n s i e n t r esponses t o i n i t i a l c o n d i t i o n s were almost identical for both designs.
Thus, the short period motion of t h e a i r c r a f t was dominated by the relat i v e t r a d e o f f between t h e maximum normal accelerat i o n , a , , -, and maximum p i t c h r a t e , %pax. This i s consistent with the C* c r i t e r i o n [121.
When the short-period closed-loop poles were evaluated for both designs using the numerical values given by (2.8) , we found t h e E s p e c t e d r e s u l t t h a t t h e damping r a t i o was constant (0.488) incrc -s. The closed-loop naturally frequency sased with dynamic pressure.
Since no pole-placement techniques were employed ( i . e . , t h e mathematics were n o t t o l d t o place the closed-loop poles on a constant damp i n g r a t i o l i n e ) , we constructed a tradeoff by changing (decreasing) the maximum p i t c h r a t e q , . This would increase the pitch rate penalty in the cost functional, and one would expect a higher damping r a t i o . ?he following values of enax were employed
Once more the constant damping r a t i o phenomenon was observed, i . e . , f o r each value of &ax t h e short period closed loop poles for all subsonic f l i g h t c o n d i t i o n s f e l l on a constant damping r a t i o l i n e , and similarly f o r a l l s u p e r s o n i c f l i g h t conditions. This was f u r t h e r v e r i f i e d by considering an a d d i t i o n a l 1 3 d i f f e r e n t f l i g h t condit ions.
The numerical results are presented i n Table  11 . The reason for this regularity of the solut i o n of the LQ problem i s under investigation.
3. Lateral Dynamics 3.1 Introduction I n t h i s s e c t i o n we p r e s e n t t h e p a r a l l e l philosophy for the development of the control system f o r t h e l a t e r a l dynamics. I n t h i s c a s e the development of a performance c r i t e r i o n was not as straight-forward as i n the case of the longitudinal dynamics. For an extensive discussion see the s . N . t h e s i s by Greene [131.
The Lateral Dynamics State Model
The control variables selected for lateral control were ( 3 . 1 ) & l ( t ) = 6 (t)=comanded aileron rate ac (rad/sec) (3.2) Ez(t)=b (t)=connnanded rudder r a t e so that the control vector i s defined to be r c (rad/sec)
The servomechanics were taken into account. The conunanded aileron and rudder rates were integrated t o g e n e r a t e t h e conmanded aileron ( 6 a c ( t ) ) and rudder (6,..(t)) positions, respectively.
For the
P -8~ a i r c r a f t the m d e d a i l e r o n r a t e 6ac(t) d r i v e s a f i r s t o r d e r
lag servo, with a tiae cons t r u c t of 1/30 seconds, t o g e n e r a t e t h e a c t u a l a i l e r o n p s i t i o n 6,(t) (rads).
The rrrnranded rudder r a t e 6,,(t) (rads) driws a first order lag sem, w i t h a time constant of 1/25 seconds, t o generate the actual rudder posit i o n 6,(t) (rads). The actual aileron and rudder position, 6a(t) and 6,(t), then e x c i t e t h e four "natural"latera1 dynamics state variables, nauel y roll-rate p (t) (rad/sec) , yaw-rate r (t) (rad/ sec) , s i d e s l i p a n g l e 8 ( t ) ( r a d ) , and bank angle $ ( t ) ( r a d ) . I n a d d i t i o n , a wind disturbance state variable w (t) , see Appendix A, drives the equat i o n s i n the same way as t h e s i d e s l i p v a r i a b l e .
Thus, t h e s t a t e equations f o r t h e l a t e r a l dynamics are characterized by a 9-dimensional s t a t e v e c t o r x(t) with components (3.4) f ' ( t ) = [ p ( t ) r ( t ) 8 ( t ) $ ( t ) 6,(t) 6 r ( t ) The l a t e r a l performance index used ( a f t e r s e v e r a l i t e r a t i o n s ) weighted the following variables : o l a t e r a l a c c e l e r a t i o n , a I t ) ( i n 9 ' s ) o r o l l r a t e , p (t) ( i n rad/sec) o s i d e s l i p a n g l e ,
( t ) ( i n rad) o bank angle, $(t) (in rad)
vs o conmanded a i l e r o n r a t e , gaC(t) o cormnanded rudder r a t e , 6,,(t)
The l a t e r a l a c c e l e r a t i o n , a ( t ) , is not a s t a t e variable. However, for small perturbations from equilibrium flight, it can be expressed as a l i n e a r c o d i n a t i o n of t h e l a t e r a l s t a t e v a r i a b l e s and the trim angle of attack, ao, by.the followinL
where the constants kl,..., k5 can be found from t h e l a t e r a l open loop 5 matrix, and change with the f l i g h t condition.
The following structure of the quadratic performance c r i t e r i o n was established: There i s no natural way of a r r i v i n g a t a simplified m o d e l f o r the l a t e r a l dynamics, as was the case w i t h the longitudinal dynamics. Hence the bank angle cannot be eliminated. Although a bank angle sensor was deemed undesirable, the weak observability of the bank angle caused large state estimation errors, using Kalman f i l t e r s . i n the bank angle and the sideslip angle i f a bank angle sensor was not included.
For these reasons, it was decided t o employ a bank angle sensor and to penalize bank.angle deviation, because bank angles larger than 20° can introduce-sisnificant nonlinearities throuqh trigonometric functions [ l l .
Once more, the LQ can be solved. Notice that the use of the performance c r i t e r i o n (3.8) results i n a s t a t e weighting matrix (non-diagonal) which changes w i t h flight condition.
Summary of Results
The above performance c r i t e r i o n gave reasonable responses for a variety of initial conditions.
Its main c h a r a c t e r i s t i c is t o reduce any l a t e r a l accelerations (by f o r c i n g t h e a i r c r a f t t o go i n coordinated turns) and t o n u l l out bank angle e r r o r s i n a slower manner.
Once m r e we observed a constant damping r a t i o ( .515 ) f o r a l l supersonic conditions and a r e l a t i v e l y c o n s t a n t damping r a t i o ( . 625 1 for a l l subsonic flight conditions.
No additional tradeoff studies were conducted by changing the weights i n the cost functional.
Sensors, lcIlsran F i l t e r s and
Discrete LQG CuQensators
Introduction
The d i g i t a l implementation of the control system requires the discrete-time solution of the LQG problem [ l o ] . As we s h a l l see i n the next s e c t i m , the W A C approach requires the construct i o n of a bank of y1G c o n t r o l l e r s , each of which contains a discrete Kalnmn f i l t e r (whose residuals are used i n probability calculations and whose s t a t e e s t i m a t e s a r e used t o generate the adaptive control signals).
Hence, i n t h i s section we present an overview of the issues involved i n the design of the y1G controllers based upon the noisy sensor measurements.
4.2
The Sampling I n t e r v a l A sampling r a t e of 8 meaSurements/second w a s established. Such a slow sampling r a t e was selected so as t o be able to carry out i n r e a l time the multitude of r e a l t i n e operations required by the MMAC method.
4.3
Sensors and Noise Characteristics
As explained i n the introduction, the guidelines for design excluded the use of air data sensors. Thus, measurements of altitude, speed, angle of attack, and s i d e s l i p angle were not available. After some preliminary investigations it w a s decided t h a t s e n s o r s t h a t depend on trim variables (elevator angle and p i t c h a t t i t u d e ) should not be used so as t o avoid estimating trim parameters. Table 1 1 1 lists the sensors and t h e i r accuracy c h a r a c t e r i s t i c s t h a t were used i n t h i s study. W e s t r e s s t h a t t h e s e n s o r s measure the true variables every 1/8 seconds in the presence of discrete-zero mean white noise w i t h the standard deviations given i n Table 111 .
Finally, we remark t h a t in this study we assumed t h a t a l l sensors were located at the C.G. of t h e a i r c r a f t .
. The Design of Kalman F i l t e r s
For each f l i g h t condition the steady-state discrete-time K a l m a n f i l t e r , w i t h constant gains w a s calculated, for both the longitudinal and l a t e r a l dynamic models. The level of the plant white noise associated w i t h the wind disturbance generation w a s selected so t h a t we assumed t h a t t h e a i r c r a f t was flying i n cumulus
The decision to use steady state constant gain Kalman f i l t e r s was made so a s t o minimize the computer memry requirements.
Finally, w e remark t h a t i n view of the slow sampling rate, the continuous time filtering problem w a s carefully translated into the equival e n t d i s c r e t e problem 1 131 t o 1151.
The constant covariance matrices of t h e Kalman f i l t e r r e s i d u a l s , denoted by %iLoN, bLAT
were cwputed f o r each f l i g h t c o n d i t i o n demoted by i. As we shall see these are w r t a n t i n the generation of t h e Ic(w: variables. , [131 t o 1151.
4.6
Recapitulation For each flight condition, indexed by i, a complete discrete-time, steady state, compens a t o r was designed f o r both the longitudinal and l a t e r a l dynamics. Each capensator generated every 1/8 second the o p t i m a l control, namely -the optimal coamanded e l e v a t o r r a t e 8, (t) f o r t h e longitudinal $~a m i c s , and the optfmal coPmanded a i l e r o n r a t e b a C ( t ) and rudder r a t e 6,,(t) , based upon the noisy measurements of the appropriate sensors (See Table RI ) every 1/8 second.
Because of the appropriate transformations of the continuous t i m e y1G problem t o t h e d i s c r e t e one, we noted no significant degradation i n performance a t t h i s l o w sampling r a t e .
The need for adaptive control is obvious because i f we assume t h a t t h e a i r c r a f t is i n f l i g h t condition i , b u t we use the IQG coeapensator obtained for f l i g h t condition j f o r feedback cont r o l , t h i s mismatching may generate either an unstable system or, often, a system with degraded performance.
5.
The " A C Method 5.1 Introduction I n t h i s s e c t i o n we present the basic idea behind the WMAC method, and discuss how it w a s used i n t h e F-8C context. I n p a r t i c u l a r , we d-nstrate how the information generated by the l a t e r a l and longitudinal sensors i s blended together. F i n a l l y we make some remarks associated w i t h the " A C method and its general applicability t o t h e design of adaptive control systems.
5.2
The Basic Idea Suppose one has N linear, discrete-time stochastic time-invariant dynamic systems, indexed by i=l, 2 , ..., N, generating discrete-time measurements corrupted by white noise Suppose t h a t a t t = O "nature" selects one of these systems and places it inside a "black box." m e t r u e system generates a discrete set of measure-
ments z(t). The o b j e c t i v e i s t o apply a control signal u_(t) t o t h e t r u e model.
22l
%a version of the 19uc matbod e l o y e d is as folltnm: one cmnstructs a discrete-time ste* state I @ c o n t r o l l e r f o r each model; thus, one has a bank of N LQG clslpuvlatora. As shown i n Figure 1 , each LQG compensator is driven by the actual control applied to the system, g(t), and driven by the actual noisy measurement vector, -z ( t ) . mere are two s i g n a l s o f i n t e r e s t t h a t each LQG conpansator generates at time t .
(1) the control vector 3 ( t ) , which would be the optimal c o n t r o l i f indeed the system i n t h e b l a c k box ( v i e . a i r c r a f t ) was i d e n t i c a l t o t h e i-th model 
( t ) generated by each Kalman f i l t e r (which is i n s i d e t h e i-th
., which under s u i t a b l e a s s m p t i o n s a r e t h e c o n d i t i o n a l p r o b a b i l i t i e s a t tine t, given the p a s t measurements =(TI , T < t and controls u(U) , ULt-1, that the i-th model is
t h e t r u e one.
Assuming then that these probabilities are generated on-line (the formula w i l l be given later) and given t h a t each LQG compensator generates the control vector s i t ) , then as shown i n W e assume t h a t a t t = O , i.e., before any measurements are obtained, one has a set of prior p r o b a b i l i t i e s (5.2) PI (01, ..., PN(0), Pi(0)>O, E P i ( O l = l that represent our "best guess" of which model i s indeed t h e t r u e one.
N i=l
In our version of the . " A C method we have available the steady-state (constant) covariance matrix 3 of the residuals associated w i t h the i-th Kalman f i l t e r . These N residual covariance matrices are precomputable. Let r denote the number of sensors; then we can precompute the N scalars From the residual vector 5 ( t ) generated by each K a l m a n f i l t e r we generate on-line the N s c a l a r s 2) The W C algorithm is appealing i n an xhac way because of i t s f i x e d s t r u c t u r e and becaw i t s real-time and memory requirements are readily computable.
Then t h e p r o b a b i l i t i e s a t time t , P i (t)
-3) In the version used i n this study, because we use steady-state Kalman f i l t e r s , rather than time-varying K a l m a n f i l t e r s , t h e P . ( t ) are not exactly the conditional p h b a b i l i t i e s .
4) W e have been unable t o f i n d i n the c i t e d literature a rigorous proof
of convergence of the claim that indeed the probability associated w i t h t h e t r u e model w i l l asymptotically converge t o unity.
5)
From a h e u r i s t i c p o i n t of viey, the recursive probability formula ( 5 . 5 ) makes sense with r e s p e c t t o i d e n t i f i c a t i o n . I f t h e system is subj e c t t o some s o r t o f p e r s i s t e n t e x i t a t i o n , t h e n one would expect that the residuals of the K a l n r a n f i l t e r a s s o c i a t e d w i t h the correct model, say the i-th one w i l l be "small," while the residuals of the mismatched Kalman f i l t e r s ( j f i , j=1, 2 , ..., N) w i l l be "large."
Thus, i f i indexes the correct m o d e l we would expect (5.6) m i ( t ) < < m . ( t ) a l l j f i I f such a condition presists over several measurements, the analysis of (5.5) shows t h a t t h e " c o r r e c t " p r o b a b i l i t y P i ( t ) w i l l increase while the "mismatched model" p r o b a b i l i t i e s w i l l decrerrse.
To s e e t h i s one can rewrite the formula (5.5) as follows which demonstrates t h a t as P i ( t ) -+ l , t h e r a t e of growth slows down.
On t h e o t h e r hand, f o r t h e i n c o r r e c t models, indexed by j # i , t h e same assumptions yield so that the probabilities decrease.
The same conclusions hold i f we rewrite (5.7) i n t h e form
The above discussion points out that this "identification" scheme i s c r u c i a l l y dependent upon t h e regularity of the residual behavior between the "matched" and "mismatched" Kalman f i l t e r s .
( 6 ) The "identification" scheme, in terms of t h e dynamic evolution of the residuals w i l l ndt work very well i f f o r whatever reason (including errors in the selection of the noise statistics) the residuals of t h e Kalman f i l t e r s do not have the above regularity assumptions.
Tobe s p e c i f i c , suppose t h a t f o r a prolonged sequence of measurements t h e Kalman f i l t e r r e s i d u a l s t u r n o u t t o be such t h a t Then (5.14) exp{-m i ( t ) / 2 ) ' a f o r a l l i
Under these conditions and (5.12), we can see t h a t
Suppose t h a t it t u r n s o u t t h a t one of the Bi*'s, and t o be s p e c i f i c &*, is dominant, i .e., (5.16) Bk*>Bi* a l l i#k I n t h i s c a s e , t h e PHs of eq. (5.15) w i l l be negat i v e f o r a l l i#k, which means t h a t a l l the P . ( t ) w i l l decrease while the probability Pk ( a s s d i a t e d with the dominant $*I w i l l increase. This behavior is very important, expecially when one lies t o the mathematics, and it has not been discussed previously in the literature t o t h e b e s t of our knowledge.
Application t o t h e F-8C
The MMAC method can be used i n a s t r a i g h t forward manner using either the longitudinal or l a t e r a l dynamics o f t h e P-8C a i r c r a f t s i n c e we have designed both longitudinal and l a t e r a l 4 G compensators f o r t h e a v a i l a b l e f l i g h t c o n d i t i o n s , a s w e remarked in Section 4 .
On the other hand, we obtain independent information from the longitudinal and lateral systems f o r t h e same flight condition (i.e.,model) indexed by i. Hence, it should be possible t o blend t h i s corbined information into a set of single probabilities.
Under t h e assumption t h a t t h e l o n g i t u d i n a l and l a t e r a l dynamics are decoupled K-P Dunn derived the following relation.
Let 3 LON and 3 UT denote t h e r e s i d u a l covariance matrices of the Y a l m a n f i l t e r s , f o r t h e i-th flight condition, associated w i t h t h e longitudinal and lateral dynamics respectively. Define r where rmN and rLAT are t h e number of longitudinal and l a t e r a l s e n s o r s . L e t fli.mN(t) and 5 LAT!t) denote the Kalman f i l t e r r e s l d u a l v e c t o r s a t t l m e t , f o r f l i g h t c o n d i t i o n i , associated with the longitudinal and l a t e r a l dynamics respectively. Define
Then t h e o v e r a l l p r o b a b i l i t y t h a t t h e a i r c r a f t i s i n f l i g h t c o n d i t i o n i a t time t r is generated by the recursive formula c 1
The B* dominance effect discussed above now refers t o the r e l a t i v e magnitude of (5.22) f3i*=f3i*LONBi*LAT
A
Obviously the method should be expected t o work well when both longitudinal and l a t e r a l Kalman f i l t e r s a r e c o r r e c t l y designed so that the residuals of t h e "matched" Kalman f i l t e r s a r e smaller than those of the "mismatched" ones.
Discussion
It should be immediately obvious, t h a t i f t h e " A C method i s applied for the control of t h e F-0C a i r c r a f t ( o r any other physical system f o r t h a t matter), one violates a multitude of theoretical assumptions. The e f f e c t of these upon the performance of the overall system i s d i f f i c u l t t o establ i s h on an a n a l y t i c a l -b a s i s , because the " A C system, i n s p i t e o f i t o simple structure, represents an extremely nonlinear system. Hence, one has to rely on extensive simulation results i n order to be a b l e t o make a judgment of t h e performances of the overall algorithm.
Since the aircraft coincides w i t h the mathematical models ( r e c a l l the discussion on t h e differences in the data given in references 121 and [31, t h e Pi ( t ) are not truly posterior probab i l i t i e s . Rather they should be interpreted as time sequences t h a t have a reasonable physical interpretation. Hence, i n our opinion, the evaluation of the MMAC method solely by the detailed dynamic evolution of the P i ( t ) i s wrong. Rather it should be judged by the overall performance of the control system. I n the case of the regulator, t h i s i s easy since one can always compare t h e response of the " A C system w i t h t h a t which was designed explicitly for that flight condition and compare t h e r e s u l t s . W e remark t h a t such a comparison is much more complex when one attacks the case of pilot inputs which r e s u l t i n several commanded maneuvers. These aspects are s t i l l under investigation.
There are several unresolved problems as yet which p e r t a i n t o the t o t a l number of models t o be used a t each i n s t a n t of time, how t h e s e w d e l s a r e t o be selected, haw they should be scheduled i n the absence of any a i r d a t a , and how one can arrive a t a f i n a l design t h a t meets the speed-memory l i mi t a t i o n s o f t h e IBM AP-101 cmputer which i s used i n t h e NASA F-8C DFBW program. W e hope t h a t some of the simulation results and discussion presented i n the sequel can contribute some understanding upon t h e M C methcd as a design concept.
. Simulation Results
Introduction
A variety of simulations have been done using both a l i n e a r -el and nonlinear model of the F-8C a i r c r a f t . These simulations results are typ i c a l . They are selected such that they can demo n s t r a t e 1) the speed of i d e n t i f i c a t i o n of the " A C algorithm;
2) t h e o v e r a l l performance of the MMAC system; and 3) the B* dominant behavior discussed i n Section 5.
Some reamrks about the MMAC method are given in the conclusions.
The Simulation Results
The simulations were conducted a t a high al- This is a set of linear simulations w i t h two degree s i d e s l i p a n g l e ( a B-gust) a t time t = O .
No sensor noise was introduced and the Kahn filters were s e t a t t h e c o r r e c t i n i t i a l c o n d i t i o n s . C 8, 14, 18, 19 and 20. Note that t h e t r u e f i l g h t c o n d i t i o n was included i n t h e cont r o l l e r . The correct model is i n i t i a l l y chosen w i t h high probability within a very short period of time (less than 1 sec.) and than switches t o another model slowly a f t e r a few seconds. Lateral acceleration is removed within about one second, while roll r a t e and sideslip angle are reduced t o zero almost as fast.
W i t h no noise perturbing the system, the s t a t e s of t h e system have s e t t l e d t o near zero after about five seconds.
Thus the residuals i n a l l t h e mismatch s t a b l e f i l t e r s approach zero.
I n this case the 8' dominant behavior discussed i n Section 5 occurred. Figure   3 shows the probability changes when t h e t r u e model (F/C X191 was not included (which was substituted by F/C X17). W e observed the same B* dominant behavior a f t e r about five seconds.
The most import a n t p o i n t t o n o t e is that responses of t h e MMAC system are almost identical. Figure  4 shows the responses of lateral acceleration with and without F/C X19 i n t h e c o n t r o l l e r , r e s p e c t i v e l y . S i m i l a r r e s u l t s were obtained w i t h o t h e r i n it i a l conditions. However, t h e speed w i t h which the B* starts t o dominate varies greatly.
For examplel with a r o l l r a t e i n i t i a l c o n d i t i o n , it happened much sooner. However, there is very little degradation in the overall system performance.
!&periment Y2:
This is a set of nonlinear simulations with an initial six degree angle of attack (an a-gust). Sensor noise was introduced and the K a h n filters were set at zero initial conditions. 
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