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Abstract
The interactive scientiﬁc visualization applications are based on heterogeneous codes to im-
plement simulation or data processing, visualization and interaction parts. These diﬀerent
parts need to be precisely assembled to construct an eﬃcient application running in interac-
tive time. Component-based approach is a good paradigm to express this kind of applications.
The interactive scientiﬁc visualization domain is now classically extended with visual analysis
applications. In this case, some parts of the application need to be added or removed dynam-
ically during its execution. In this paper, we describe a component-based approach dedicated
to dynamic interactive scientiﬁc visualization applications. We propose a framework called
Modulight which implements our approach using the MPI2 library and the optimized socket
library ØMQ. The performance of this framework is also analyzed from a real-life application
of molecular dynamics.
Keywords: Component-based framework, dynamic reconﬁguration, interactive visualization
1 Introduction
In many areas of science, studying phenomena often involves exploring data from acquisitions
or numerical simulations and observing their changes over time for example. Thus interac-
tive scientiﬁc visualization became an important tool for scientists in biology, biochemistry or
geosciences for example to help the studied phenomenon understanding. In this context in-
teractions can simply facilitate navigation in the data rendering or inﬂuence the course of the
simulation to enhance the observation of a particular phenomenon.
Building an application of interactive scientiﬁc visualization is a diﬃcult task. Such ap-
plications involve modules of simulation, visualization and interaction whose frequencies can
be very diﬀerent. A simulation may be very slow, whereas an interaction module linked to a
device (Phantom, 3D mouse, ...) may generate events at a very high frequency. Therefore, we
must build applications composed of heterogeneous codes which collaborate together. In this
context, the paradigm of component-based approaches [1, 11] is particularly suitable due to the
separation of concerns and the re-usability of codes these approaches promote.
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These applications have a strong need of high performance. Indeed to navigate properly in
the data visualization an eﬃcient frame rate is essential and the interactivity implies that an
action result should be quickly visible. In this context the simulation or visualization modules
are often parallelized and the complete application is often deployed on distributed memory
architectures. Once again a component-based approach can help to resolve these performance
constraints thanks to exogenous coordination [4, 8]. In this case, some connectors, which express
very speciﬁc communication policies, taking into account modules of very diﬀerent frequencies
for example, are used to coordinate the components when assembling them in an application.
Furthermore, the interactive scientiﬁc visualization domain is now classically extended with
visual analysis applications [7] which implies to be able to launch new computation or visual-
ization modules on the ﬂy. These additional modules enrich the classical visualization with new
data analysis to help scientists understand the studied phenomenon. Such features require the
application to be reconﬁgured during its execution.
In the domain of scientiﬁc computing and scientiﬁc visualization, many component-based
approaches exist. However, these approaches are speciﬁc to a class of applications [6, 14], or do
not provide the means to interact with the application [12] or do not allow dynamic reconﬁgura-
tions [2]. In particular, the systems which deal with dynamic reconﬁguration are usually based
on Fractal [5] and deal with self-adaptive reconﬁgurations [13]. Steering systems [16] allow to
reconﬁgure running applications. This reconﬁguration mainly consists in modifying application
parameters using code instrumentations but do not allow to add new functionalities
This paper proposes a new framework that tends to meet the needs of visual analysis ap-
plications deployed on dedicated platforms. Among the previous approaches, FlowVR [2, 3]
has been designed to construct high performance interactive applications running on parallel
machines or distributed resources. The relevance of this framework has been demonstrated
through several applications in scientiﬁc visualization [9] or Virtual Reality [15]. However the
dynamic reconﬁguration of a FlowVR application (launching or stopping some modules during
the application execution) is not available. We were interested in exploring new solutions to
design a framework that respects the features of scientiﬁc visualization applications including
visual analysis applications and to compare its performance with those of FlowVR.
In this paper we describe our component model close to FlowVR’s. We detail its implemen-
tation using the MPI21 standard which allows dynamic processes and ØMQ2 a recent library for
high-performance asynchronous message passing evaluated with the best score in [10]. Finally
the results are compared to those of FlowVR.
The rest of the paper is organized as follows. Section 2 introduces our component model and
its objectives. Section 3 presents the architecture and the implementation of our framework
called Modulight. From a real-life example in dynamics molecular, the benchmarks are analyzed
in Section 4 before the conclusion in Section 5.
1http://www.mpi-forum.org/
2http://zeromq.org/
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2 Component model
Our component-based approach contains components and connections between them. The
components take care of the diﬀerent tasks whereas the connections allow data to be transferred
from a component to another. These last ones constitute an exogenous coordination which
allows to specialize our approach to the targeted applications. To achieve the good performance
required for interactive scientiﬁc applications we must be able to ensure that all data are sent
and consumed on some connections between two components and also to allow data loss on
others connections in order to avoid buﬀer overﬂow when a consumer is slower than an emitter.
Thereafter these two modes of connections will be detailed.
2.1 Components
A component can be seen as a black box which contains input ports and output ports. These
ports are a gateway between the component and its environment, which is composed of other
components. Data exchanged by components are embedded in messages.
Deﬁnition 1. A component is a quadruple C = 〈Id, Input,Output,RI〉 where Id is its unique
identiﬁer, Input is the set of its input ports to receive messages produced by other components
and Output is the set of its output ports to deliver messages to the outside. RI is a set of
incidence relations that describes the behavior of the component.
For example a component 〈Ex, {i1, i2, i3}, {o1, o2}, RI〉 where RI = {i1i2 → o1, i2i3 → o2}
has three input ports (i1, i2 and i3) and two output ports (o1 and o2). This component has
two behaviors. The ﬁrst one i1i2 → o1 tells that it produces a new message on the output port
o1 when input ports i1 and i2 have some data. The second one tells that if there are some data
in i2 and i3 then the component produces a new message on o2. Components have an iterative
behavior which consists in toggling between these two states:
• the waiting state, in which the component waits that some input ports are supplied with
new messages to work,
• the working state, in which the component consumes exactly one message on each of the
input ports of the veriﬁed incidence relations, does some work and supplies results to its
output ports.
A component leaves its waiting state when all the input ports of one on its incidence relation
contain new messages. This can be expressed by means of a logical expression where literals
are input port names. Such a literal is true iﬀ the corresponding input ports contain at least
one message. More precisely, these expressions are simpliﬁed disjunctive normal forms, where
literals cannot be negative and must correspond to an input port of the component. For
example, the expression corresponding to the component Ex is (i1 ∧ i2) ∨ (i2 ∧ i3). It can
be noticed that if several incidence relations are triggerable they are all ﬁred. During the
lifecycle of the component, it is also possible to change the incidence relations to reconﬁgure
the behaviors of the component at run time. This can be useful for example if the user modiﬁes
the application on the ﬂy and wants to stop or start a behavior.
2.2 Connections
Assembling components in order to build an application consists in deﬁning a communication
layout which allows data exchanges on the component interfaces: their input and output ports.
In this model, this assembly is done by connecting directly an output port to an input port.
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Deﬁnition 2. A connection is a quadruple C = 〈Id, Src,Dest, L〉 where Id is its unique
identiﬁer, Src is its source port (a component output port), Dest is its destination port (a
component input port) L is a boolean that indicates whether the connection is lossy or not.
A lossless connection is simply a FIFO connection that ensures every message emitted
on the output port Src is sent to the input port Dest. Furthermore, the message order is
preserved on such a connection. On the other hand, a lossy connection works on destination’s
demand. As soon as Dest queries new data, Src replies the most up-to-date message that
has been emitted on it and that was not sent to Dest yet. Furthermore, data duplication is
not allowed on a connection. A fake message is sent if Dest already got the most up-to-date
message of Src to solve an implementation issue about ØMQ which forces every request to be
replied. Lossless connections can cause buﬀer overﬂows when the component of the source port
runs faster than the component of the destination port whereas lossy connections avoid such
overﬂows by discarding messages that cannot be processed. The choice between lossless and
lossy connections depends on the application features. Other communication policies can be
implemented from this two types of connections using speciﬁc intermediary components.
2.3 The application graph
Finally, an application is described by a graph whose vertices are components and edges are
connections.
Deﬁnition 3. An application is deﬁned by the graph: A = 〈Comp,Conn〉 where Comp is the
set of components of the application and Conn is the set of connections.
An example is given Figure 1. It illustrates a real-life application in molecular dynamics
which has been used to experiment our framework and to realize the benchmarks Section 4.
This application is a trajectory player already developed in the FlowVR framework.
TrajectoryReader
positions
order
status
Interface
order
status
settings
Spectrum
positions
Visualization
positions settings
end
begin
(a) The application graph (b) A screenshot of the application
Figure 1: The trajectory viewer application
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The application graph includes 5 components. The TrajectoryReader component is in charge
of reading a ﬁle which contains the atom positions recorded during a molecular simulation. It
has two behaviors and the incidence relations are begin → status, positions and order, begin →
status, positions. So it proceeds to a new iteration each time it receives data on its begin
input port. It sends positions to a Visualization component, in charge of three-dimensionally
displaying them. Visualization has only an incidence relation {∅ → end} and is able to proceed
to a new iteration regardless of data on its input ports. This behavior ensures an eﬃcient
navigation in the data rendering. An Interface component, which looks like a video player,
allows the user to interact with trajectory reader parameters (current frame, framerate, playback
direction...) and visualization settings. Furthermore, the Spectrum component displays the
distance of atoms compared to their initial position. Finally, the MoleculeLoader component
(not represented for the sake of readability) is in charge of reading the molecule description ﬁle.
In order to guarantee that every TrajectoryReader-generated frame is shown by the Visual-
ization, a strong synchronization is set between these two components thanks to the begin and
end ports. By doing so, the lossless connection between the positions ports cannot generate
buﬀer overﬂows. Furthermore, user-provided actions cannot be lost, which means outgoing
connections of the Interface are lossless. Thus, the lossless communication between the Inter-
face output port order and the TrajectoryReader input port order and the incidence relation
order, begin → status, positions of TrajectoryReader ensure that all the user actions are pro-
ceeded by TrajectoryReader. The Spectrum component displays secondary information and
thus does not need all TrajectoryReader-generated frames, which means the connection be-
tween them is lossy. Finally, MoleculeLoader messages are only sent in the beginning of the
application and when components that need information on the molecule structure are dynam-
ically spawned, which is rare and implies lossless connections around this component.
2.4 FlowVR
In order to test the Modulight eﬃciency, we compare it to the framework FlowVR [2]. In
this section we describe the FlowVR component model and we point out the diﬀerences with
Modulight.
FlowVRmodel includes port-based iterative components. These components can be modules
or ﬁlters. The output ports can be connected to input ports in a way similar to the lossless
communication in Modulight. The ﬁlter input ports can be connected to several output ports
which is not the case of module input ports. In addition, a ﬁlter accesses all messages on the
queue of its input port whereas a module accesses only to the next available message. Thus,
the lossy communication of FlowVR is implemented by ﬁlters which let through messages and
discard the others, whereas it is direct in Modulight. The module behavior also consists in
toggling between a waiting state and a working state. But the condition to leave the waiting
state is static and is a unique conjunction of input ports.
The FlowVR communication architecture is diﬀerent because a daemon has to be run on
each computer of the parallel machine. These daemons contain shared memory buﬀers which
are used for local communications (when the two endpoints are on the same node). All inter-
component messages pass by daemons. Remote messages are transmitted from one daemon
to another using TCP/IP sockets. The policy on each communication channel is implemented
by daemon plugins that can directly modify and discard messages. Complex communication
schemes can be implemented this way. In Modulight, speciﬁc intermediary modules have to
perform this work. Finally, FlowVR does not provide any dynamic reconﬁguration features
whereas this feature is available in Modulight.
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3 Modulight implementation
As explained before, the aims of this work were to test both dynamic reconﬁguration of inter-
active visualization applications and ØMQ as a communication layer for our component-based
model. Moreover, we wanted to avoid heavy dependencies, to provide a simple programming
interface and to allow occasional dynamic alterations of applications. The dynamic reconﬁgu-
ration is managed through MPI2 features to launch dynamic processes. MPI is a widely used
library available on almost any parallel computer which makes this dependency not a strong
one. Moreover many legacy codes that could be integrated in a Modulight application are al-
ready MPI programs. Modulight is written in C++ and its programming API, used to develop
components, is also a C++ interface.
3.1 Architecture
Modulight is a middleware library that allows programmers to create components as well as to
create applications. Both are compiled as executable programs.
A central process is in charge of the application. Its role is at ﬁrst to launch the initial
application and then to manage the application lifecycle. Launching the initial application
consists in spawning the diﬀerent components and then establishing the communication chan-
nels between their ports. Dynamic alterations of the application are the additions or deletions
of components and connections. These alterations can be requested by some authorized com-
ponent to the central process. The user can choose which component are allowed to alter the
application. All communications between the central process and components are done via MPI
messages. Inter-component communications are done via ØMQ, which provides many ways of
transmitting messages inside a multiprocess application. This architecture has been chosen to
simplify dynamic alterations.
3.2 Dynamism
Within an application, authorized components can request modiﬁcations of the application.
These requests are received and executed by the central process. This process is not a compo-
nent and is aware of the application graph. Spawning a new component is directly managed by
the central process and does not need any communication with components. However, when
adding or removing connections, the central process orders involved components to connect
together and to update their environment data structures. This allows any component to know
whether its ports are connected or not at run time. A synchronization between the two end-
points of a connection is done when it is removed, in order to avoid the destination input port
to receive messages from an output port which is no longer connected to it. Furthermore,
when a component stops (on its own initiative or by any other component request), all re-
maining connections are closed and environment data structures of involved components are
updated. Before requesting an application modiﬁcation, any authorized component can request
an application graph description to the central process.
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3.3 Communication channels
ØMQ is a networking library which can be seen as a concurrency framework. It provides sockets
which allow to set up optimized N-to-N communication patterns. These patterns include client-
server, one-way data distribution and task distribution. ØMQ handles I/O asynchronously,
which improves its user-friendliness. The two kinds of communications of Modulight are imple-
mented through two of these patterns.
Lossless communication
Lossless communication is done with the ØMQ Publisher-Subscriber communication pattern. It
manages the message delivery between a set of publisher sockets and a set of subscriber sockets.
The publishers can only send messages whereas the subscribers can only read them.
Every message emitted by a publisher is directly broadcasted to all subscribers connected
to it. In order to meet lossless communication speciﬁcations, every output port is associated
with a publisher socket and every input port is associated with a subscriber socket.
Lossy communication
The lossy communication is done with another ØMQ communication pattern called Request-
Reply. This pattern allows to create client-server communications. The socket pair is in lock-
step, which means the client must send a request then wait the corresponding reply in a loop,
while the server waits a request then replies it. This pattern prevents request saturation since
a client cannot send two requests in a row without reading its reply.
When a client is connected to many servers, requests are round-robined among them. More-
over, when a server is connected to many clients, their requests are fair-queued. In order to
meet lossy communication speciﬁcations, every input port is associated with a client socket and
every output port is associated with a server socket.
When the user emits a message on a lossy-connected port, the message is not directly sent
but buﬀered instead. This buﬀer contains the most up-to-date message for each lossy-connected
output port. During the waiting phase, each components carries the distributed Algorithm 1
out in order to manage lossy communication.
Algorithm 1: Lossy communication managing
Input: I, the set of input ports of a given component
O, the set of output ports of a given component
foreach i ∈ I do
if i.isLossyConnected() then
i.req.sendRequest(i.id);
foreach o ∈ O do
if o.rep.messageAvailable() then
src id ← o.rep.readMessage();
if src id ∈ o.alreadySentTo then
o.rep.reply(o.fakeMessage);
else
o.rep.reply(o.buﬀeredMessage);
o.alreadySentTo.append(src id);
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The ﬁrst loop of the algorithm consists in sending requests on each lossy-connected input
port. These requests contain the sending port identiﬁer (i.id) in order to avoid message dupli-
cation. Please note that this loop does not cause a request saturation because ØMQ prevents
it internally.
The second loop consists in replying to requests sent in the ﬁrst loop. If the request source
port src id already disposes of the most up-to-date message of o, a fake message is replied.
Otherwise, the most up-to-date message is replied. o.alreadySentTo is cleared whenever a new
message is emitted on the output port o.
4 Experiments
The application of molecular dynamics visualization described Section 2.3 has been implemented
in Modulight to perform some benchmarks of the framework. This application comes from the
ExaViz project in which an equivalent implementation using the FlowVR framework [2] was
available. This allowed us to compare the two frameworks on several criteria.
The experiments we made aimed at validating Modulight’s eﬃciency by comparing it to the
FlowVR framework. We have tested several versions of the application described Section 2.3
and several deployment of each version. The eﬃciency of the application is measured by the
iteration frequency of the visualization since our aim is to obtain an interactive frame rate. The
four versions are the following:
• {MoleculeLoader, V isualization, TrajectoryReader} ∈ A1,
• {MoleculeLoader, V isualization, TrajectoryReader, Interface} ∈ A2,
• {MoleculeLoader, V isualization, TrajectoryReader, Spectrum} ∈ A3,
• {MoleculeLoader, V isualization, TrajectoryReader, Interface, Spectrum} ∈ A4.
Each version includes all the connections between the participating components. They have
been deployed in two ways. In the local one, all components run on the same computing node.
In the distributed one, each component runs on a diﬀerent computing node.
The results presented ﬁgure 2 and table 1 have been obtained by running every static ap-
plication for 10 minutes, measuring the visualization frequency every second. The applications
have been run on 5 machines whose CPU is an AMD Opteron 2676 running at 2.3 GHz and
have 16 Gio of RAM each. The latest stable version of FlowVR has been chosen, which is
FlowVR 2.1.
Table 1: Statistical measures of the visualization frequency in A4 (Hz)
Modulight (local) FlowVR (local) Modulight (dist.) FlowVR (dist.)
Mean 2951.62 3274.05 2622.16 1765.68
Median 2988.01 3254.75 2620.38 1810.19
Std. Deviation 104.37 260.50 25.83 104.79
These results show that Modulight is slower than FlowVR in local deployment. This can be
explained by the FlowVR architecture, which takes advantage of the shared memory thanks to
its daemon. However, when the application is entirely distributed, we can see that Modulight is
faster than FlowVR. We can also notice that Modulight’s results are more stable than FlowVR’s
in both local and distributed deployments.
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Figure 2: Visualization frequency arithmetical mean (the higher the better)
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Furthermore, some experiments have been done to test dynamic alterations of the applica-
tion and their impact on the visualization frequency. Alterations were either to transform A2
into A4 or to remove the Spectrum component, which transforms the application back to A2.
Transforming the application from A2 to A4 is done in one request, which ﬁrst spawns the Spec-
trum component then connects it to the other components. The Interface component, which is
the source of the dynamic request, is blocked during the alteration. This is done to allow the
Interface to know whether the request had been successfully treated or not. These dynamic
tests showed that occasionally adding components and connections does not impact the visu-
alization frame rate. However, removing Spectrum and its connections blocks the visualization
for around half a second. This blocking is due to synchronizations between Spectrum and all its
neighbors. Synchronizations are done to avoid coherence errors, e.g. receiving messages from
components which are no longer alive.
In case of more complex reconﬁguration schemes altering the component coordination, it is
necessary to properly pause the application in order to ensure it correctly runs during and after
the reconﬁguration. Modulight oﬀers the means to realize this pause. However the reconﬁgura-
tion process needs some additional tools that analyze the data dependencies in the Modulight
application and identify the components to be paused.
Finally, in order to test Modulight performance on bigger applications using more computing
and network resources on a cluster, secondary computation components have been added to the
application A2. These components are distributed to match each core of our computing nodes
which leads to an application with 24 components. The new components are lossy-connected
to the TrajectoryReader input port positions. Figure 2 shows the results of this experiment.
Modulight is more eﬃcient than FlowVR on this application where all cores of the computers
are used while FlowVR can take advantage of its shared-memory communication.
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Table 2: Statistical measures of the secondary computation components (Hz)
Modulight FlowVR
Mean 593.94 410.69
Median 595.60 417.08
Std. Deviation 33.08 86.5
These ﬁrst experiments show that Modulight can eﬃciently deal with dynamic reconﬁgu-
ration of an interactive visualization. They also show the eﬃciency of the Modulight commu-
nication layer that relies on ØMQ. However comparison with the FlowVR framework on local
applications shows the need of a shared memory communication for processes located on the
same computer.
5 Conclusion
In this paper, we presented Modulight a component-based framework for interactive scientiﬁc
visualization as well as its model. Some details on its implementation have been given and
practical results including a comparison with the FlowVR framework have also been presented.
The current version of Modulight is a ﬁrst prototype of the framework which needs to be
enriched with additional features for symplifying the application design. For example, some
components able to automatically manage complex communication schemes will be available
soon.
However, the ﬁrst experiments made with Modulight are promising and shows its good
behavior on distributed memory architectures as well as its ability to manage dynamic recon-
ﬁguration. The experiments showed that Modulight must improve the communication between
components running on the same computer. One solution to solve this problem could be to use
the ØMQ local inter-process communications.
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