In this paper we present a simpli ed proof for the convergence of the windowed Cholesky factorisation of the time{varying asynchronous CDMA channel.
Introduction
The determination of the WMF for the time{invariant asynchronous CDMA channel is a di cult analytical problem. Duel{Hallen formalised the general time{invariant multiple input multiple output lter problem in 9] . The lter derivation is based on the factorisation of the CDMA channel. For a nite transmission interval the CDMA channel is described by a nite channel matrix. The factorisation can then be obtained by Cholesky decomposition 10]. In a practical system however, transmission is continuous, leading to an in nite channel matrix which cannot be factorised.
The time{varying nature of the channel increases the complexity of the factorisation problem still further. Wei and Rasmussen 11] have devised a modi ed Cholesky decomposition which utilises the block band structure of the problem. The convergence of the factorisation was proven following the approach of Youla and Kazanjian 12] . This proof is quite complicated and not intuitively clear. In Page 2 this paper we present a simpli ed convergence proof based on the mathematical formalism of Engwerda 13] . In order to show convergence, the factorisation problem is re{formulated to accommodate a mathematical approach. It should be noted that the algorithm presented in 11] is still the most e cient approach for the actual factorisation. To solve R = F > F we could simply apply Cholesky decomposition to R 10]. Since the Cholesky decomposition ignores the block{band structure of R this approach is ine cient. This problem is solved by utilising a modi ed Cholesky decomposition that recognises the band structure 10]. The band approach solves the following set of equations for a nite M.
The matrix R M (0) is the starting point for the algorithm. If M tends to in nity then the solution for the factorisation at symbol interval 0 can never be computed. In this case a windowed approach with a nite n as suggested in 11, 15] can be applied. However, in the Cholesky factorisation a speci cally determined element depends on all previously determined elements in the factorisation. It is therefore necessary to show that for increasing window size n the windowed factorisation will monotonically tend to the exact factorisation. We will de ne this as convergence of the factorisation algorithm. Note that if the behaviour was not monotone the algorithm may for some n may yield an arbitrary solution. Wei and Rasmussen prove in 11] that this approach will converge. The proof however, is quite complicated. 
De ne X n i as the estimate of X i based on a window of size n. It is then obvious that (5) and (6) can be expressed as X 1 i+n?1 = I
X n i = I ? A > i X n?1 i+1 ] ?1 A i ; 1 < n M ? i: (8) for 1 i < M.
The algorithm computes an approximation to the exact factorisation of a matrix. Observe that setting n = M ?i yields the exact solution X n i = X i since we have exploited all of the channel information that will ever be available. In practice the exact factorisation can never be obtained. The channel changes for each symbol interval and M tends to in nity. To prove that X n i convergences to X i , we show that X n i is lower bounded by the positive de nite matrix X i and X n i is monotonically decreasing in n. It is then clear that X n i must converge.
Lemma 1 If R > 0 then 0 < X i I 8i. We prove by induction. The rst step is simply satis ed since 0 < X i I. We prove by induction. The rst step is trivially satis ed. Again having established the non-negative de niteness of the adjacent terms in the sequence we add the restriction that the di erence is not the zero matrix thus yielding a decreasing sequence.
Theorem 1 If R > 0 then the windowed Cholesky factorisation will converge.
Proof:
Since R > 0 we have from Lemmas 2 and 3 1. X n i is bounded below by X i , and has limit X i , 2. X n i is monotonically decreasing in n.
Observing that a decreasing sequence of matrices with a lower bound has a limit we conclude that for all i, X n i will converge to X i > 0 as n increases.
Although it is clear that as n tends to in nity that the approximate solution X n i will converge we have
shown that the solution for nite n tends to the exact solution in a monotone way. If the behaviour was not monotone the approximate solution may not approximate the exact solution at all.
Conclusion
In this paper we have presented a simpli ed proof for the convergence of the windowed Cholesky factorisation of the time{varying asynchronous CDMA channel. A simpli ed proof was obtained through a re{formulation of the equation set describing the Cholesky factorisation. It was shown that the matrix solution resulting from the windowed factorisation is monotonically decreasing for increasing window size and lower bounded by the exact factorisation. The algorithm is then a candidate for use in receivers for asynchronous CDMA where channel factorisation is required.
