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ABSTRACT 
This thesis examines the use of statistical post-processing techniques involving 
Bayesian estimation and Markov Chain Monte Carlo methods to aid in the reduction or 
elimination of tropical cyclone track and intensity forecast errors. The results of this 
research showed an improvement in the forecasts for intensity and total track error 
over the European Centre for Medium-Range Weather Forecasts (ECMWF) ensemble 
mean for all forecast times. These findings indicate that applying Bayesian statistical 
post-processing to forecasts made by the ECMWF ensemble can reduce the overall 
track and intensity error and result in more accurate forecasts.  The most significant 
forecast improvement resulted from larger sample sizes and creative grouping 
schemes. By increasing the number of storms used and altering the manner in which 
the data is grouped, a more accurate forecast can be obtained. Future research using 
a larger sample size that spans several decades is indicated, but any significant 
physics alterations to the models over time, as well as more specific ways of grouping 
the data, must be taken into consideration. 
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Tropical Cyclone forecast accuracy has improved over the last several decades. 
Despite significant improvements, current tropical forecast models are limited in the skill 
needed to accurately forecast tropical systems, especially at extended time periods. 
Figures 1–4 show that although there is definite improvement in track (figures 1 and 3) 
and a smaller improvement in intensity (figures 2 and 4) over the last few decades, there 
is still a significant amount of error at all forecast hours and the errors are quite large at 
the extended forecast hours. Although the damage from a tropical cyclone cannot be 
avoided, the amount of damage and number of lives lost can be greatly reduced with 
proper preparation and, when needed, early evacuation and/or Sortie.  
 







Figure 2.  Intensity error trends. Source: National Hurricane Center (2017). 
 
Figure 3.  Average track errors. Source: National Hurricane Center (2017). 
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Figure 4.  Intensity error trends. Source: National Hurricane Center (2017). 
B. MOTIVATION 
Improvements to tropical cyclone forecasts have obvious applications to both 
military and civilian operations. One clear advantage would be lowering the cost 
associated with hurricane damage. Although the path of a hurricane cannot be altered, 
knowing more precisely where a hurricane will make landfall would save a large amount 
of money. It takes a significant amount of time to evacuate a city, sortie an air wing or 
sortie a naval port. The decision to do these things must therefore be made far in advance. 
Due to poor forecasts at extended periods, it is not uncommon to sortie an air wing or 
naval port and consequently have the hurricane take a track in another direction. A good 
example of this is Hurricane Joaquin in 2015. The 5-day forecast for Joaquin on the 
evening of Wednesday September 30 predicted Joaquin to make landfall in Norfolk as a 
category 4 hurricane in the early afternoon on Sunday, October 4. Based on this and other 
early forecasts, naval leadership chose to sortie the fleet in Norfolk to avoid the increased 
winds and seas forecasted. With more accurate forecasts unnecessary evacuations and/or 
sorties could be avoided. Too often in recent decades the weather community warns of 
landfall in a particular location and encourages citizens to prepare for landfall but the 
 4 
storm shifts its track or weakens in intensity leading to much less severe conditions than 
were forecast. This error leads to a false sense of security for civilians and military when 
faced with subsequent storms. It also leads to overall lower confidence in the forecaster’s 
ability. More accurate models with accurate forecasts will lead to a higher level of 
confidence in the forecast when told to evacuate and citizens will therefore trust the 
forecast and evacuate. Knowing the track and intensity of the hurricane with more 
certainty could reduce hurricane related deaths. With enough advance notice cities in the 
path of dangerous hurricanes can complete an evacuation. Advance notice also allows 
cities to prepare for the impact of the storm resulting in less property damage as well. 
More accurate hurricane forecasts can also have implications for military 
operations. As already stated, not having to waste money on unnecessary sorties would 
be beneficial. Ensuring that ships and aircraft always sortie when in the path of a 
destructive storm would save a large amount of money as well. Another advantage would 
be better planning for DSCA (Defense Support of Civil Authorities) operations, 
especially in situations with more than one storm in a basin. At the height of the Atlantic 
hurricane season it is not at all uncommon to have three or more storms in the basin at 
one time. If a storm has already impacted an area and naval forces are attempting to assist 
the affected location during DSCA operations, then it becomes vital to know the path of 
other storms in the basin which could affect those forces. 
To be sufficiently prepared for destructive tropical systems we need to improve 
forecasting skill for tropical cyclone track and intensity. This thesis hypothesizes that 
applying statistical post-processing with Bayesian inference and Markov chain Monte 
Carlo sampling methods to ensemble numerical weather prediction (NWP) model 
forecasts (Wendt 2017) will yield more accurate forecasts at all forecast hours. 
C. OBJECTIVE 
This thesis aims to improve tropical cyclone forecasts for both track and intensity 
by applying Bayesian statistical post-processing techniques with Bayesian inference and 
Markov chain Monte Carlo (MCMC) sampling methods (Wendt 2017) to a given dataset. 
The approach will be to take data from the ECMWF (European Centre for Medium-
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Range Weather Forecasts) 50-member ensemble model from 2010–2016 hurricane 
seasons and utilize that data as the “learning period” from which different statistical 
distributions can be created. Several predictor variables will be utilized in this process to 
determine correlations between forecasted and actual conditions. The correlations 
realized during the learning period will then be applied to the 2017 Atlantic hurricane 
season to assess the accuracy of this method. The goal is to use statistical postprocessing 
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II. BACKGROUND 
A. DETERMINISTIC MODELS 
Deterministic tropical models offer valuable information about the behavior of 
tropical cyclones, yet there is still a large amount of error for both track and intensity. 
There are several sources of error in numerical weather prediction, the causes come from 
four main areas: “(i) imperfect initial conditions, (ii) insufficient model resolution, (iii) 
limits of the representation of physical processes, and (iv) limits of predictability” 
(Hendricks 2011). The main sources of error come from the limits of the representation 
of physical processes and imperfect initial conditions. Deterministic weather models 
forecast the future state of the atmosphere by solving mathematical equations of motion 
given some initial state. Since we do not know the physics of a tropical cyclone exactly, 
these equations of motion must work off of assumptions and simplifications. The 
equations of the atmospheric model are nontrivial and the solutions of the physical 
processes are therefore approximated, which lead to deficient forecasts (Richter 2012). 
Any assumption in a mathematical model will inevitably result in some amount of error 
in the final solution. In weather models, this error increases as the forecast time increases 
as seen in Figures 1–4.  
One obvious approach to improve forecasts would be to develop more accurate 
model physical parameterizations. This has been the focus of the meteorological research 
community for decades, and although significant improvements have been made with 
each model update, error has only been decreased but not eliminated. Error can never be 
completely eliminated in deterministic models due to chaotic behavior of the primitive 
equations (Lorenz 1963). Also to note, each deterministic model update requires more 
computing power and therefore more money and resources  
The other main source of error associated with deterministic weather models 
comes from incorrect initial conditions. Even a small error in the initial conditions will 
grow to produce large errors at extended time frames. One major advancement that 
addresses this in recent decades is the creation of weather ensembles. Ensembles work off 
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the notion of perturbing the initial conditions in an attempt to get a more accurate 
forecast. Ensemble systems have been proven to improve deterministic forecasts and 
predict forecast skill (Gneiting et al. 2004). Ensembles are useful due to the limits of 
predictability and they help quantify the uncertainty in the forecast, which is something 
deterministic models cannot do. Although weather model ensembles have proved to 
increase accuracy, they are still unable to forecast tropical systems accurately enough and 
often contain biases.  
B. STOCHASTIC MODELS 
Stochastic models operate differently than deterministic ones. They do not solve 
equations of motion to forecast the future state of the atmosphere but instead utilize 
probabilities of future conditions based on errors inherent in a chosen model. A stochastic 
model will utilize a given dataset which is referred to as the “learning data” to calibrate 
itself and identify relationships and then apply what has been learned to predict the future 
state. These types of models are substantially less expensive to run and do not possess the 
same types of error that exist with deterministic models. One way to increase forecast 
accuracy could be to utilize stochastic methods on ensemble models.  
C. PREVIOUS RELEVANT RESEARCH 
There have been numerous methods explored in recent decades that aimed to 
improve the uncertainty and inaccuracy in tropical cyclone forecasts. Chisler (2016), 
Neese (2010), and Hauke (2006) all looked at different divisions of tropical data that 
could address inaccurate forecasts. Chisler’s work focused on grouping forecasts based 
on ranges of uncertainty estimated from ensemble spread and he found that by utilizing a 
larger number of groupings tropical cyclone forecasts could be improved. Neese 
examined the National Hurricane Center’s (NHC) wind speed probabilities product and 
looked specifically at the possibility of improving the product using different 
distributions of track errors. He examined grouping the data by geographic location of 
storms to determine if that would result in a smaller variance. Neese did find that the 
product could possibly be improved if the Monte Carlo (MC) method was used with track 
error distributions based on storm location. Hauke examined NHC’s Monte Carlo (MC) 
 9 
model which uses historic track error distributions. He found that the NHC probability 
model could be improved by utilization of the Goerss Predicted Consensus Error 
(GPCE). 
Another relevant area of research that this thesis draws from has to do with 
Bayesian ensemble model output statistics and specifically how those are applied to 
atmospheric predictions. Wendt (2017) explored the effectiveness of statistical post-
processing methods using a hierarchical multivariate Bayesian approach to ensemble 
model output statistics. This thesis will follow the work of Wendt but apply the approach 
specifically to forecasting for tropical cyclones. This thesis will use Wendt’s method of 
Bayesian inference using Markov Chain Monte Carlo (MCMC) methods to produce 
calibrated multivariate posterior predictive distributions (PPD) for 12, 24, 36, 48, 72, 96 
and 120-hour forecasts of TC track and intensity and will then group the results based on 













British statistician George Box is famous for saying “All models are wrong, but 
some are useful” (Clear 2017). Box’s quotation is the basis for the theory of this thesis. 
As already discussed in Chapter I, deterministic models are wrong no matter how 
sophisticated the model physics may be or how good the resolution is. That does not 
mean those forecasts are not useful. A good example of this is operational weather 
forecasting. For the most part forecasters have access to all the same model data, yet no 
two forecasters will ever forecast the exact same thing. More experienced forecasters 
traditionally do much better than novice forecasters. This is because experience teaches 
forecasters which models do well in different situations and what the consistent model 
performance characteristics are. These model performance characteristics are often 
referred to as “model biases” or “model tendencies.” The majority of numerical weather 
prediction (NWP) models publish known model biases on their operational websites and 
update them regularly. Table 1 is an example of a model bias chart for GFS, taken from 
the National Weather Service’s (NWS) Weather Prediction Center (WPC) website.  
As shown in Table 1, model tendencies can be identified over decades of utilizing 
the same model products. Human forecasters who look at these products daily can 
recognize these biases and create their own thumb rules to account for the biases in their 
operational forecasts. For example, from row 1 of Table 1, GFS tends to over forecast 
low-pressure systems crossing the Sierras, therefore an experienced forecaster would 
alter their forecast to show a weaker system with weaker winds than may be indicated by 
the model and would also advect the system more slowly than the model indicates while 
also taking into account what that slower movement will do to modify the air mass. Some 
forecasters even assign specific numbers to their thumb rules like advecting the surface 
low pressure system at 50% of the 500-mb winds or 75% of the 700- mb winds. Just as 
human forecasters can learn these tendencies and apply them to raw model data, the idea 
of this thesis is to explore if statistically-based weather models can do the same thing. 
This thesis is essentially seeking to formalize useful rules of thumb. 
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The goal of this thesis is to determine if it is possible to teach a model to “learn” 
from model tendencies as a human forecaster would and then apply those learned 
tendencies to the raw model data to create a forecast that is more accurate. The idea 
behind this is fairly simple, but the math needed to accomplish this task is not as 
straightforward. This thesis will look at using statistical post-processing to aid the model 
in learning, and then to use that learning to provide improved tropical cyclone intensity 
and track forecasts. The specific type of post-processing utilized will be Bayesian 
statistical post-processing using Markov Chain Monte Carlo methods, which will be 
discussed in the next section.  
B. BAYESIAN ESTIMATION MODEL OUTPUT STATISTICS 
As already discussed, deterministic models suffer from a number of error sources 
that contribute to inaccurate forecasts. The atmosphere is so dynamic that deterministic 
models are unable to fully account for all the various processes that are taking place. The 
use of model output statistics (MOS) has been around for decades and is one way to 
account for the incorrect model physics and correct biases deterministic models that 
result from all sources of error. The basic idea is to take archived forecasts and actual 
observed conditions and determine what correlations exist between the 2 datasets. MOS 
uses multiple linear regression schemes to determine relationships and then apply those 
relationships to the deterministic model predictions. MOS data has proven to output more 
accurate predictions than the raw model output. Figure 5 shows an example of MOS 
output for Monterey, CA.  
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Shows a numerical forecast of key meteorological parameters over time. 
Figure 5.  GFS MOS guidance for Monterey, CA. Source: GFS (2018).  
In 2004, Gneiting et al. explored the use of ensemble model output statistics 
(EMOS) and proved that the EMOS predictions were sharper and better calibrated than 
the raw ensemble (Gneiting et al. 2004). In 2012 Richter et al. applied a Bayesian model 
to the idea of EMOS and cited calibrated forecasts with good performance when applied 
to the University of Washington’s mesoscale ensemble over the North American Pacific 
Northwest (Richter et al. 2012). This thesis will continue the work done using MOS and 
utilize the NPS Bayesian ensemble model output statistics (BEMOS) model adapted by 
Wendt in 2017. Wendt found that by directly parameterizing meteorological phenomena 
with probability distributions describing the structure of the data, calibrated forecasts can 
be produced which can outperform the parent ensemble (Wendt 2017). The goal of this 
thesis is to apply the NPS BEMOS model to raw ECMWF ensemble output for tropical 
systems to determine if it is possible to improve upon the ECMWF ensemble forecasts.  
15 
C. ECMWF ENSEMBLE 
This thesis will utilize archived data from the ECMWF (European Centre for 
Medium-Range Weather Forecasts) ensemble via the TIGGE (The International Grand 
Global Ensemble) database. The TIGGE database was originally developed as an integral 
component of the THORPEX (The Observing system Research and Predictability 
Experiment) research project but is now utilized mostly for scientific research. TIGGE 
has been utilized for a wide range of research projects, including research on ensemble 
weather forecasting and prediction of severe weather (ECMWF 2006). The database 
consists of the ECMWF global ensemble model datasets as far back as 2006 and has 
50 members.  
The data utilized in this research will be the 2010–2017 tropical season datasets 
for the Atlantic Basin. The data for years 2010–2016 will be used as the “learning period” 
for the model. However, it is important to note that a larger training dataset would be 
better to capture the interannual variability of TC track and intensity. In this case the 
datasets prior to 2010 did not contain all the data needed to conduct testing. The model 
will be able to “learn” from this data and will become calibrated for the test data. The 
calibrated model will then be tested on the 2017 tropical season data. For the purpose of 
this research only hurricanes (maximum sustained surface winds of 64 kt or greater) will 
be considered, all other storms will be thrown out. The reason behind this is that tropical 
depressions and tropical storms typically have larger track and intensity mean error 
distributions that may not reflect hurricane errors and we would therefore not be able to 
extract meaningful information from their distributions. If a tropical system was not 
forecasted to be at least hurricane strength (64 kt) then it will not be utilized. Also to 
note, in order for a specific forecast to be included it must have been carried by at least 
10 of the 50 ensemble members as a hurricane for that forecasting hour. The datasets 
were filtered based on initial intensity, if a hurricane-strength storm subsequently 
weakened to a tropical storm or depression it is still included in the dataset. Since model 
error increases as the forecast hour increases, the model was tested by considering each 
forecast hour separately: 12, 24, 36, 48, 72, 96 and 120 hours, respectively, to determine 
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if forecast performance is forecast length dependent. The ensemble mean, spread and 
error were calculated for each forecast hour and used to calibrate the model for the 
2017 data.  
D. VERIFICATION DATA 
1. A-Decks
The “A-Decks” contain the official NHC track and intensity forecasts as well as 
other guidance information. This file contains the complete listing of all available 
forecast products for the storm. The A-Deck data can be found in the Automated Tropical 
Cyclone Forecast System (ATCF) database on NHC’s website. ATCF is an “IBM-AT 
compatible software package developed for the Joint Typhoon Warning Center (JTWC) 
and designed to assist forecasters with the process of making tropical cyclone forecasts” 
(Sampson, 1990). The A-Deck files are utilized to determine what the official forecast 
was for a particular storm. 
2. B-Decks
The “B-Decks” are commonly referred to as the “best track data.” This file 
contains the history of the storm’s location, intensity and all other parameters at the 
synoptic forecast times (00, 06, 12 and 18 UTC). During the hurricane season this file 
contains the best estimate of storm parameters but after the season is complete the files 
get updated with revised information that is more accurate.  
E. MODEL STRUCTURE 
As stated in section A, in order to “teach” the ECMWF model this thesis will 
utilize statistical post processing of the ECMWF model data. The specific method will be 
Bayesian estimation using a Markov chain Monte Carlo sampling scheme. Bayesian 
estimation is an application of Bayes’ rule, which is shown in Equation 1. Many machine 
learning algorithms rely on Bayes’ rule because it can easily be applied to a wide range of 
problems. Bayes’ rule is based upon the idea of conditional probability, which gives the 





( ) ( )
( )
P B A
P A B P A
P B
= ,  (1) 
where P(A) is the probability of event A occurring, P(B) is the probability of event B 
occurring, ( )P A B  is the probability of event A given that event B occurred and ( )P B A
is the probability of event B given that event A occurred. The NPS BEMOS model will 
utilize predictor variables from the ECMWF forecasts and compare those to the observed 
data from the ATCF B-decks. The model will assess the relationship between the 
forecasted ensemble spread in track and intensity forecasts and observed track and 
intensity errors and create output that accounts for the differences. Figure 6 shows a 
diagram explaining the model processes. 
 
Figure 6.  NPS BEMOS Model process flow diagram  
This first step of the model is to read in the master file. This master file consists of 
the ECMWF track, cross-track, along-track and intensity ensemble means and spread, the 
observed forecast track and intensity errors of the ensemble mean derived from the B-
decks, and storm source region data. Next the model selects the columns that correspond 
to the needed predictor variables for the multivariate predictions. The model then 
 18 
calculates the log-likelihood function to evaluate the normal log priors with the fixed µ 
and σ. The MVN (multivariant normal distribution) log-likelihood function can be 
written as  




 ∑ (𝑦𝑦𝑖𝑖𝑇𝑇 − 𝑥𝑥𝑖𝑖𝑇𝑇𝑛𝑛𝑖𝑖=1 𝐵𝐵)∑−1(𝑦𝑦𝑖𝑖𝑇𝑇 − 𝑥𝑥𝑖𝑖𝑇𝑇𝐵𝐵)𝑇𝑇 +  𝐶𝐶, (2) 
where “𝑙𝑙 is the log-liklihood of data with n forecast instances, 𝑦𝑦𝑖𝑖𝑇𝑇 is a 1xM vector of 
observations, 𝑥𝑥𝑖𝑖𝑇𝑇 is a 1xK vector of independent predictors, B is a KxM parameter matrix 
of regression coefficients, (including the intercepts) and ∑ is an MxM covariance matrix 
that replaces the univariant variance” (Wendt 2017). The derivation of this equation for 
the purpose of Bayesian multivariate linear regression is beyond the scope of this thesis 
but is available in “A Hierarchical Multivariate Bayesian Approach to Ensemble Model 
Output statistics in Atmospheric Prediction” (Wendt 2017). The log-likelihood function 
is used to describe the probability of a model parameter given an observed dataset. In 
Bayesian Inference you can describe the likelihood of any random variable given 
observed data. Using Bayes rule, we can multiply the calculated likelihood by the prior 
probability to get the Bayesian posterior probability as shown in Equation 3. 
 ( ) ( ) ( )p y p y pθ θ θ∝   (3) 
Where y represents the observed data and θ represents the set of statistical parameters 
being solved for. Next, the NPS BEMOS model utilizes an adaptive Metropolis sampler 
with a MVN kernel function and block updates. The basic idea of the Metropolis sampler 
is that it takes random samples from the posterior, performs Monte Carlo integration and 
then calculates parameters of interest from the sample. The Metropolis algorithm can be 
applied to almost any data. “An adaptive variant of the random-walk Metropolis 
algorithm” was used in the NPS BEMOS model to “complete the inference scheme with 
block-wise multiparameter updates, to produce calibrated posterior predictive 
distributions (PPD)” (Wendt 2017).  
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F. EVALUATION OF RESULTS 
It is important to test whether the training dataset and resultant testing dataset are 
statistically different from one another. The test data should show lower error than the 
training data if improvement in the forecast results. The Student’s t-test was utilized to 
accomplish this. The Student’s t-test compares two means and determines if they are 
different from one another, by accounting for the variance in each sample. It can also tell 
you how different the two are. The Student’s t-test will output two values, the t-value and 
the p-value.  
The t-value is the ratio between the difference of the two groups and the 
difference within the two groups. A higher t-value means there is a large difference 
between the two groups, a lower t-value indicates that there is similarity between the two 
groups. For this test, it was important to see a larger t-value to determine that the two 
groups were statistically different. The p-value tells you the probability that the results 
from your sample could occur by chance. P-values range from 0% to 100%. If the data 
has a low p-value that indicates the data did not occur by chance. For the purposes of this 
thesis, it was important to see low p-values. For the purposes of this thesis, the 
confidence interval was set at 95%, so any p-value greater than .05 would mean the null 
hypothesis should be rejected. Tables 2-5 show all p-values. For the larger datasets in 
which data was broken into forecast hours, the p-values show high confidence levels and 
the data passed the test with no issues. For the datasets that were divided into regions and 
forecast hour within the region the datasets were too small and they failed the test. The p-
values for those cases were larger and the null hypothesis was therefore rejected in those 
cases. 
Tests were run on the data using various grouping schemes. Data was grouped by 
forecast hour (12, 24, 36, 48, 72, 96, 120 hours), by source region, and also by forecast 
hour within each source region. The entire data set was also tested without being grouped 
by forecast hour. For the source regions the Atlantic Basin was divided into four main 
regions: the Atlantic (AT), the Caribbean (CA), the Gulf of Mexico (GO) and the region 
near West Africa (WA). Each source region is labeled on the map in Figure 7. The GO 
and CA regions are easily identifiable on the map. For the AT and WA regions, they were 
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separated by 25°N latitude and 45°W longitude. A Student’s t-test was conducted for 
each of the forecast hour runs, the source region runs, the forecast hours within each 
source region runs and the entire data set. The results are summarized in Chapter IV, 
Table 2. These results will be discussed in depth in Chapter IV. 
 





Bayesian statistical post-processing techniques that utilize MCMC methods were 
shown to remove the forecast error bias in most cases and reduce the spread in some 
resulting in overall lower error percentages. There were some marked advantages to how 
the data was grouped. Another item to note was the length of the “learning period.” The 
longer learning periods resulted in better results with less error. When the model only had 
a limited amount of data to include in the learning period the results were not as 
successful and in some cases there was no improvement at all.  
B. DATA GROUPING 
1. Forecast Hour  
The data was grouped in several different ways in order to determine what 
statistical relationships exist and may be utilized to improve forecast results. Data was 
first grouped by forecast hour in order to determine if there was a dependence on forecast 
length. Figures 8 and 9 show total track error (TTE) for each forecast hour and figures 10 
and 11 show intensity error (STE) for each forecast hour. For TTE, the error in nautical 
miles is along the x-axis and for STE, the intensity error in millibars is along the x-axis. 
In both figures the red represents the unadjusted error and the blue represents the 
corrected error. The data was fit to a Gaussian distribution as seen in the figures. Some of 
the plots show a Gaussian centered at a negative value, which can be misleading. In the 
instances where the Gaussian is centered at a negative value it means that the model over 
corrected in that case. The model applies the correction that it believes will remove the 
bias. In cases where the model over estimates the required correction, the result will be a 
Gaussian centered at a negative value due to over correction of the raw model data. This 
happens in several cases. Results are summarized in Tables 2 and 3.  




graphs by the red lines. The blue lines represent the error once the BEMOS model created 
correction has been applied to the raw forecast. In order for there to be error reduction 
two things would be expected. The first would be for the forecast error spread to be less 
for the corrected error than for the unadjusted error. More simply stated, when the blue 
lines are narrower than the red lines, or more “peaked,” there is less spread in the data 
and therefore improvement in the track error. The second indication that there has been 
improvement would be for the peak to be centered at zero on the graphs. A Gaussian 
distribution centered at zero indicated the mean is zero and the model bias has been 
removed. 
When grouping by forecast hour there was improvement for both track and 
intensity. For TTE, the bias was removed or reduced for all forecast hours and the 
forecast error spread was reduced for some forecast hours. A reduced forecast error 
spread means less error. For the 12-, 24-, 72-, and 96-hour forecasts there was not a 
significant decrease in the ensemble spread. When analyzing deterministic models it is 
expected that the ensemble spread increases as forecast hour increases. In this case, the 
expectation would be quite different since the NPS BEMOS model ’does not necessarily 
care if the deterministic forecast was accurate, it works by determining how inaccurate it 
is on average and applying a correction to account for that inaccuracy. Therefore, if the 
BEMOS model is working as expected then there would not necessarily be any increase 
in forecast spread as forecast hour increases, Figure 8 (a) – (d) illustrate this point well. 
Figure 8 (a) is the 12-hour forecast and shows a much larger spread than the 24-, 36-, or 
48-hour forecasts; this is a drastically different outcome from what would be expected 
with a deterministic forecast. This is one way stochastic models could outperform 
deterministic models. As already noted, deterministic models struggle to forecast 
accurately at the extended forecast hours due to less-than-perfect initial conditions and 
model physics, and because those errors carry forward with each forecast hour. A 




Figure 8.  Total track error in nm for (a) 12-hour forecasts, (b) 24-hour 




Figure 9.  Total track error in nm for (a) 72-hour forecasts, (b) 96-hour 
forecasts and (c) 120-hour forecasts 
For STE there was improvement in ensemble mean for all forecast hours but there 
was no improvement in forecast error spread. Figures 10 and 11 show no increase in error 
as forecast hour increases. Again, with a deterministic model it is expected to see the 
intensity error increase as forecast hour increases; that is not the case for a Bayesian 
model. The results therefore indicate that the Bayesian model corrections when grouping 




Figure 10.  Intensity error in mb for (a) 12-hour forecasts, (b) 24-hour 
forecasts, (c) 36-hour forecasts and (d) 48-hour forecasts 
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Figure 11.  Intensity error in mb for (a) 72-hour forecasts, (b) 96-hour 
forecasts and (c) 120-hour forecasts 
2. Source Region 
The data was also grouped by source region to determine if there was any 
dependence on location of the TC formation. TCs were divided into the four source 
regions shown in Figure 7. Figures 12 and 13 show TTE and STE, respectively, for all 
data together and by each region. Results are summarized in tables 4 and 5. There was 
significant improvement when you utilize all storms, but when you break the storms into 
four separate regions there was extremely little improvement and therefore almost no 
change in both TTE and STE.  
There are a few possibilities why there was no improvement with this manner of 
grouping. One possibility is that as shown in section 1, there is a dependence on forecast 
hour and since the data was not broken down into forecast hour in this case, we would see 
no improvement. A second possibility is that there is simply not enough data to create 
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usable statistics for training the model. Once the data was broken down into 4 regions the 
learning periods for the model became much smaller. For the GO and CA regions 
specifically, due to their proximity to the continental U.S. landmass, there was even less 
data for extended forecast periods.  
 
Figure 12.  Total track error in nm for all forecast hours within (a) The 
entire Atlantic Basin, (b) the CA region, (c) the GO region, (d) the 
AT region and (e) the WA region 
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Figure 13.  Intensity error in mb for all forecast hours within (a) The 
entire Atlantic Basin, (b) the CA region, (c) the GO region, (d) the 





3. Forecast Hour within Source Region 
Data was also grouped by forecast hour within each source region. Figures 14–21 
show TTE and STE for selected regions. Results are summarized again in Tables 2 and 3. 
For TTE, the bias was removed in 71% of the cases but there was only a decrease in 
forecast error spread 24% of the time. Take the AT region as an example, figures 14 and 
15 show TTE for the AT region where although the bias was removed most of the time, 
there was very little improvement in forecast error spread.  
For STE, there was a marked bias removal in 43% of the cases, but very little 
success in reducing the forecast error spread. Using the AT region as an example again, 
figures 16 and 17 show STE results with improvement in the bias but essentially the same 
exact spread as with the unadjusted data. The best results to illustrate this finding came 
from the WA region. There was a significantly larger amount of storms in the WA region 
for every forecast hour which could have contributed to the more successful results seen 
for that region. Figures 18–21 show the WA region results. These results further support 
the theory that a larger learning period will produce more successful results.  
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Figure 14.  Total track error in nm for storms in the AT region for (a) 12 hour 
forecasts, (b) 24 hour forecasts, (c)36 hour forecasts, and (d) 48 hour forecasts 
 
Figure 15.  Total track error in nm for storms in the AT region for (a) 72-
hour forecasts and (b) 96-hour forecasts 
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Figure 16.  Graph of STE in mb for storms in the AT region for (a) 12-hour forecasts, 
(b) 24-hour forecasts, (c) 36-hour forecasts, and (d) 48-hour forecasts 
 
Figure 17.  Graph of STE in mb for storms in the AT region for (a) 72-
hour forecasts, and (b) 96-hour forecasts 
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Figure 18.  Graph of TTE in nm for storms in the WA region for 
(a) 12-hour forecasts, (b) 24-hour forecasts, (c) 36-hour forecasts 
and (d) 48-hour forecasts 
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Figure 19.  Graph of TTE in nm for storms in the WA region for (a) 72-







Figure 20.  Figure 20. Graph of STE in mb for storms in the WA region 
for (a) 12-hour forecasts, (b) 24-hour forecasts, (c) 36-hour forecasts, 





Figure 21.  Graph of STE in mb for storms in the WA region for (a) 72-hour 
forecasts, (b) 96-hour forecasts, and (c) 120-hour forecasts  
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Table 2.   Results of TTE data for all forecast hours and source regions with green 










12 SOME NO 15.9 <0.01 
24 YES NO 17.9 <0.01 
36 YES YES 18.3 <0.01 
48 SOME YES 20.1 <0.01 
72 SOME YES 22.1 <0.01 
96 SOME NO 21.1 <0.01 
120 SOME YES 16.2 <0.01 
12 CA YES NO .6 .6 
24 CA SOME YES 1.2 .2 
36 CA SOME YES .9 .4 
48 CA SOME YES .2 .9 
72 CA     
96 CA     
120 CA     
12 GO YES NO .6 .6 
24 GO NO NO .3 .8 
36 GO SOME NO 1.2 .3 
48 GO NO NO .5 .6 
72 GO     
96 GO     
120 GO     
12 AT SOME NO .5 .6 
24 AT SOME NO .5 .7 
36 AT NO NO .6 .6 
48 AT NO NO .2 .8 
72 AT YES YES 1 .4 
96 AT YES NO 1 .3 
120 AT     
12 WA YES YES 1.3 .2 
24 WA SOME NO 1 .4 
36 WA YES NO 1 .4 
48 WA SOME NO 1.3 .2 
72 WA YES NO 1.2 .2 
96 WA NO NO 1.3 .2 




Table 3.   Results of STE data for all forecast hours and source regions with green 










12 YES NO 7 <0.01 
24 YES NO 7 <0.01 
36 YES NO 7 <0.01 
48 YES NO 6 <0.01 
72 YES NO 6 <0.01 
96 YES NO 7 <0.01 
120 YES NO 7 <0.01 
12 CA NO NO 7 <0.01 
24 CA NO NO 1 .2 
36 CA NO NO 5 <0.01 
48 CA NO YES 3 <0.01 
72 CA     
96 CA     
120 CA     
12 GO NO NO .6 .5 
24 GO NO NO 2 .1 
36 GO NO NO 2 .2 
48 GO YES NO .9 .4 
72 GO     
96 GO     
120 GO     
12 AT NO NO 4 <0.01 
24 AT NO NO 3 <0.01 
36 AT NO NO 6 <0.01 
48 AT NO NO 3 <0.01 
72 AT YES NO 2 <0.01 
96 AT NO NO 1 .3 
120 AT     
12 WA SOME NO 3 <0.01 
24 WA SOME NO 1 .4 
36 WA YES NO 3 <0.01 
48 WA YES NO 1 .2 
72 WA SOME NO 1 .2 
96 WA YES NO 3 <0.01 









Table 4.   Results of TTE data for all forecast hours for each source region with green 


































































Table 5.   Results of STE data for all forecast hours for each source region with green 

































































4. Student’s t-Test 
As discussed in Chapter III, the Student’s t-test compares two means and 
determines if they are different from one another and how different the two are. Results 
of the Student’s t-test are shown in tables 2–5. The t-value is the ratio between the 
difference of the two groups and the difference within the two groups. The p-value tells 
you the probability that the results from your sample could occur by chance. For this test, 
it was important to see a larger t-value to determine that the two groups were statistically 
different and low p-values to ensure the results did not happen by chance.  
For the TTE results in Table 2 you can see that when you take the entire data set 
and break it apart into forecast hours, there are large t-values and small p-values. 
Therefore, it is certain that the samples are statistically different and did not occur by 
chance. Looking at how the t and p values change over various forecast hours, there was 
little variation for the most part therefore the BEMOS model is just as good at correcting 
the 120-hour forecasts as it is at correcting the 12-hour forecasts.  
For the tests where the data set was broken down into 4 regions, the t-values and 
p-values indicate that the samples are not statistically different. The t-values were 
relatively small and the p-values were relatively large. The results were similar for STE. 
Again, this could be due to the small size of the training data in these cases. In this 
research we were using ensemble spread to predict error and then adjust track and 
intensity for those errors. The lack of reduction of spread indicated that the inherent 










Based on the results of this thesis, it is certain that applying statistical post-
processing to ensemble mean and spread data using Bayesian estimation and MCMC 
methods can decrease there error inherent in the ensemble models. The error inherent in 
all ensemble models can be estimated and characterized in order to train a model to do 
better. Although it is certain that these statistical methods can decrease error it is also 
clear that the error cannot be completely eliminated, only reduced. Although this research 
indicates that there is an advantage to statistical post-processing of raw model data, it is 
quite apparent that there are still several issues to be addressed with the method before it 
can be utilized operationally. 
One major issue that was realized during this research is the dependence on the 
NPS BEMOS model’s test dataset or “learning period.” In order to produce statistically 
relevant and usable output the model needs a rather lengthy learning dataset. In this case 
a learning dataset of 6 years was used but in most cases it was not long enough to reduce 
forecast error spread, even though the bias was typically reduced.  
Also to note, it is clear that there is a significant dependence on forecast length. 
The most successful output resulted from breaking the data into forecast hours as long as 
there was still a sufficiently large enough dataset to produce statistically relevant results.  
B. RECOMMENDATIONS 
There are several issues that need to be addressed in order to make this method of 
statistical post-processing operationally useful. This first issue is with the learning 
dataset. In order to get more successful results a longer learning period is needed. Since 
TCs are somewhat rare phenomena it would be best to utilize the longest learning set 
possible.  A learning set that goes back as far as possible taking into account the last 
model update would be the best case. The issue that arises with this is that all 
deterministic models undergo updates. If a model is updated then the model tendencies 
will change and therefore you cannot utilize data from those datasets. For example, if the 
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GFS underwent a major upgrade in 2010 then you may only compare 2010 years and 
later for use in this type of statistical post-processing method. Since operational 
deterministic weather models are constantly being upgraded this becomes a challenge. 
One possible solution could be to continue running older models to increase the length of 
the dataset from which the NPS BEMOS model can draw its learning data from. 
However, as costly as it is to run global deterministic models, this solution is probably 
not cost efficient. 
Another possible solution to increase the size of the dataset without increasing the 
number of years the data is drawn from could be to include all storms in the dataset vice 
just using those that were hurricane strength or greater as this research did. Including all 
tropical systems in the model’s learning dataset would significantly increase the amount 
of data the model has to learn from. 
Another option could be to utilize alternate grouping methods for storms such as 
seasons. Grouping storms in the first half of the Atlantic Basin tropical season (June-
August) and storms in the second half of the season (September-November) could be 
useful. Finding different ways to slice the data so that you get unique statistics could be 
advantageous as long as the data grouped is still large enough to produce statistically 
relevant results. By increasing the size of the dataset and allowing the model to gain a 
better understanding of the inherent error, it will be able to determine precisely how to 
correct the raw model forecasts. When you look at ensemble model forecasts there is less 
error at earlier forecast hours than at extended hours. This is because even a small amount 
of error in initial conditions or model mathematics carries forward and increases until the 
error is so great that the long-term forecasts are not useful. This is why it is helpful to 
group forecasts by forecast hour in this research. Characterization of the 12-hr forecast 
error will always be different than the 120-hr error. Also, both increasing the dataset size 
and/or length while also grouping the data in other relevant ways could produce better 
results. 
Another thing that needs to be done that this thesis did not address is breaking the 
corrections down into along and cross track components. In this research we did not 
extract along/cross track spread to use it as a predictor in the model. Future research 
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should examine this to potentially identify tendencies for left/right, fast/slow track errors. 
Overall it is clear that statistical post-processing of raw deterministic model data using 
Bayesian estimation and MCMC methods is the way of the future and most certainly the 
most effective method of reducing model error but more work to refine the method is 
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