We consider the problem of finding optimal energy sharing policies that maximize the network performance of a system comprising of multiple sensor nodes and a single energy harvesting (EH) source. Sensor nodes periodically sense the random field and generate data, which is stored in the corresponding data queues. The EH source harnesses energy from ambient energy sources and the generated energy is stored in an energy buffer. Sensor nodes receive energy for data transmission from the EH source. The EH source has to efficiently share the stored energy among the nodes to minimize the long-run average delay in data transmission. We formulate the problem of energy sharing between the nodes in the framework of average cost infinite-horizon Markov decision processes (MDPs). We develop efficient energy sharing algorithms, namely Q-learning algorithm with exploration mechanisms based on the -greedy method as well as upper confidence bound (UCB). We extend these algorithms by incorporating state and action space aggregation to tackle state-action space explosion in the MDP. We also develop a cross entropy based method that incorporates policy parameterization to find near optimal energy sharing policies. Through simulations, we show that our algorithms yield energy sharing policies that outperform the heuristic greedy method.
network becomes inoperable when a large number of nodes stop sensing. Thus, in a network with battery operated sensor nodes, the primary intention is to enhance the lifetime of the network, which may often lead to a compromise in the network performance. Many techniques have been proposed, which focus on improving lifetime of networks of sensor nodes. One of the more recent techniques which deals with this problem is the usage of energy harvesting to provide a perpetual source of energy for the nodes.
An energy harvesting (EH) sensor node replenishes the energy it consumes by harvesting energy from the environment (e.g., solar, wind power etc.) or other sources (e.g., body movements, finger strokes etc.) and converting into electrical energy. This way an EH node can be constantly powered through energy replenishment. So when compared to networks consisting of battery operated nodes, the long-term network performance metrics become appropriate. Thus, the goal pertaining to an EH sensor network is to reduce the average delay in data transmission. Even though an EH sensor node potentially has infinite amount of energy, yet the energy harvested is infrequently available as it is usually location and time dependent. Moreover the amount of energy replenished might be lower than the required amount. Therefore it is important to match the energy consumption with the amount of energy harvested to prevent energy starvation. This underlines the need for intelligently managing harvested energy to achieve the goal of good network performance.
A drawback associated with an EH sensor (node) is that it requires additional circuitry to harvest energy, which increases the cost of the node. A network which contains several such nodes is not economically viable. The cost of the network can be minimized if there exists a central EH source which harvests energy and shares the available energy among multiple sensor nodes in its vicinity. Such an architecture is incorporated in motes. A mote is a single unit on which sensors with different functionalities are arranged (see [1] ). For instance, there could be pressure sensors, temperature sensors etc., in the same unit to make different sets of measurements simultaneously. Alternatively, the sensors could be of the same functionality but deployed together at different angles to have a 360 • view of the entire sensing region. Each of these sensors (within a unit) have their own data buffers and a common EH source feeds energy to each of the data queues. Usually, the EH source is a battery which is recharged by energy harvesting. The sensors in the mote are perpetually powered, but only if the energy harvested in the source is efficiently shared. Thus there is a need for a technique that dynamically allocates energy to each of the data 0090-6778 © 2015 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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buffers of individual sensors that the average queue lengths (or transmission delays) across the data buffers are minimized. In this paper, we focus on the problem of developing algorithms that achieve efficient energy allocation in a system comprising of multiple sensor nodes with their own data buffers and a common EH source. Another scenario (that however we do not consider here) where our techniques are applicable is the case of downlink transmissions [2] , where a base station (BS) maintains a separate data queue for each individual sensor node. The BS in question would also typically be powered by a single EH source, and again the problem would be to dynamically allocate the available energy to each one of the data queues. This scenario is equivalent to a communication setup with an energy harvesting transmitter and n receivers, which are connected to the transmitter over orthogonal links and equal gain links. The n sensors can be abstracted to n independent data streams, each fed by random arrival of data. The source node can be logically viewed as an energy harvesting transmitter which distributes the available energy for data transmission from the data streams in an optimal manner. The transmission of data can be abstracted to the situation wherein the EH transmitter is transmitting data from each of the buffers to the intended receiver.
We present learning algorithms for a controller which has to judiciously distribute the energy amongst the competing nodes. The controller decides on the amount of energy to be allocated to every node at every decision instant considering the state of the system, which is the amount of data waiting to be transmitted in each of the data queues and the energy available in the source. Given the system state at an instant, the controller has to find out the best possible way to allocate energy to the individual nodes. The decided allocation has a bearing on the total amount of data transmitted at that instant as well as the amount of data that will be transmitted in the future. Our algorithms help the controller learn the optimal allocation for every state, one which reduces the buildup of data in the data buffers. In the following subsection, we survey literature on EH nodes and energy management policies employed in EH sensor networks.
A. Related Work
Optimizing energy usage in battery-powered sensors by designing schedules of data transmission is addressed in [3] , [4] . Adaptively controlling the transmission rate, maximizing the throughput by a deadline for a single EH transmitter is considered in [5] , [6] . Efficient energy usage algorithms for a single EH node is considered in [7] - [9] . The authors in [7] provide a heuristic method for optimal energy management, while in [8] simulation-based, learning algorithms are provided for the same with more realistic settings. Unlike [5] - [8] our work deals with multiple sensors sharing a common EH power source.
Works like [9] , [10] consider data packet scheduling problem in EH sensor networks wherein the objective is to minimize the time by which all data packets from the node(s) are transmitted to the fusion node. Short-term throughput maximization in a two-receiver EH network (with two EH nodes) is considered in [11] . In contrast to the models developed in [9]- [11] , our model assumes multiple sensors sharing a common energy source, wherein the objective is to reduce the mean delay of data transmission from the nodes. Energy management policies for cooperative EH networks are dealt with in [12] - [14] . A multi-user additive white Gaussian noise (AWGN) broadcast channel comprising of a single EH transmitter and M receivers is considered in [15] . An optimization problem is formulated to find a transmission policy that minimizes the time by which a fixed number of data bits are transmitted to the receivers. In our work, we do not consider energy cooperation between nodes in the sensor network. Moreover, we do not assume wireless energy transfer in our model. We focus on energy sharing in multiple nodes when there is a single power source. See [16] for a detailed account of previous work.
B. Our Contributions
• We consider the problem of efficient energy allocation in a system with multiple sensor nodes, each with its own data buffer, and a common EH source. • We model the above the energy sharing problem as an infinite-horizon average cost Markov decision process (MDP) [17] , [18] with an appropriate single-stage cost function. Our objective in the MDP setting is to minimize the long-run average delay in data transmission. • We develop reinforcement learning algorithms which provide optimal energy sharing policies for the above problem. The learning procedure used does not need the system knowledge such as data and energy rates or cost structure and learns using the data obtained in an online manner. • To deal with the dimensionality of the state space of the MDP, we present approximation algorithms. These algorithms find near-optimal energy distribution profiles when the state-action space of the MDP becomes unmanageable. • We demonstrate through simulations that the policies obtained from our algorithm are better than the policies obtained from a heuristic greedy method and a combined nodes Q-learning algorithm (see Section VI).
C. Organization of the Paper
The rest of the paper is organized as follows. The next section describes the model, related notation and assumptions. Section III formulates the energy sharing problem as an MDP. Section IV presents the RL algorithms used for solving the MDP. Section V highlights the need for approximate policies and gives a detailed explanation of the approximation algorithms we develop for the problem. Section VI presents the simulation results of our algorithms. Section VII provides the concluding remarks and possible future directions. Finally, an appendix at the end of the paper contains the proof of two results.
II. MODEL AND NOTATION
We consider the problem of sharing the energy available in an energy harvesting source among multiple sensor nodes. We present a slotted, discrete-time, model ( Fig. 1 ) for this problem. A sensor node in the network senses a random field and stores the sensed data in a finite data buffer of size D MAX . To transmit the sensed data to a fusion (or central) node, the sensor node needs energy, which it obtains from an energy harvesting source. The energy harvesting source has an energy buffer of finite capacity E MAX . The common EH source is an abtract entity in the model. It is generally a rechargeable battery which is replenished by random energy harvests. We assume fragmentation of data packets (fluid model) as in [7] and hence these will be treated as bit strings. Let q i k denote the data buffer level of node i and E k be the energy buffer level at the beginning of slot k. Sensor node i generates X i k bits of data by sensing the random field. The source harvests Y k units of energy. Based on the data queue levels (q 1 k , . . . , q n k ) and the energy level E k , the energy sharing controller decides upon the number of energy bits to be provided to every node. Let T i k units of energy be provided to node i in slot k. Using it, the node transmits g(T i k ) bits of data. We have assumed the function g to be monotonically non-decreasing and concave as with other references ( [7] , [19] - [22] ). It should be noted that we do not consider wireless energy transfer from the source node to the sensor nodes. Here we consider the source node to be a rechargeable battery which powers the nodes. The queue lengths in the data buffers evolve with time as follows:
, 0) and the energy buffer queue length evolves as given below:
We assume that the generated data rates at time k + 1, X k+1 (X 1 k+1 , X 2 k+1 , . . . , X n k+1 ) where n denotes the number of sensors in a node, evolves as a jointly Markov process, i.e.,
where f 1 is some arbitrary vector valued function with n components and {W k , k ≥ 1} is a noise sequence with probability distribution P (W k |X k ) depending on X k . Thus, the generated data {X k , k ≥ 0} is both spatially and temporally correlated.
Further, the energy arrival process evolves as:
where f 2 is some scalar valued function and {V k , k ≥ 1} is the noise sequence with probability distribution P (V k |Y k ) depending on Y k . Now, if we include X k−1 , the data arrival at time k − 1 and Y k−1 , the energy arrival at time k − 1 as part of the state s k then our new state will be (q 1
. Remark 1: Assumption 1 is general enough to cover most of the stochastic models for the data and energy arrivals. A special case of Assumption 1 is to consider that for any k ≥ 0 and
In Section VI we show results of experiments where the above i.i.d setting as well as a more general setting as described earlier are shown.
III. ENERGY SHARING PROBLEM AS AN MDP
A Markov decision process (MDP) is a tuple of states, actions, transition probabilities and single-stage costs. Given that the MDP is in a certain state, and an action is chosen by the controller, the MDP moves to a 'next' state according to the prescribed transition probabilities. The objective of the controller is to select a sequence of actions as a function of the states to minimize a given long-term objective (cost). We formulate the energy sharing problem in the MDP setting using the long-run average cost criterion. The MDP formulation requires that we identify the states, actions and the cost structure for the problem, which is described next.
The state s k is a tuple comprising of the data buffer level of all sensor nodes, the level of the energy buffer in the source, the data and energy arrivals in the past. Note that for
. However, when we assume that for 1 ≤ i ≤ n, {X i k } and {Y k } are i.i.d (as in Remark 1), then the state tuple simplifies to s k = (q 1 k , q 2 k , . . . , q n k , E k ). The set of all states is the state-space, which is denoted by S. Similarly A denotes the action-space, which is the set of all actions. The set of feasible actions in a state s k is denoted by A(s k ). A deterministic policy π = {T k , k ≥ 0} is a sequence of maps such that at time k when state s k = (q 1 k , . . . , q n k , E k , X k−1 , Y k−1 ), i.e., when there are q j k units of data at node j, 1 ≤ j ≤ n and E k bits of energy in the source,
gives the number of energy bits to be given to each node at time k (i.e., it gives the energy split). Thus the action to be taken in state s k is given by T k (s k ) ∈ A(s k ). A deterministic policy which does not change with time is referred to as a stationary deterministic policy (SDP). We denote such a policy π as π = (T, T, . . .), where T (s k ) is the action chosen in state s k . We set the singlestage costc(s k , T (s k )) as a sum of the number of bits in the data buffers. Thus,c
The long-run average cost of an SDP π is given bỹ
In contrast, a stationary randomized policy (SRP) is a sequence of maps ϕ = {ψ, ψ, . . .} such that for a state s k , ψ(s k , ·) is a probability distribution over the set of feasible actions in state s k . Such a policy does not change with time. The single-stage costd(s k ) of an SRP ϕ is given bỹ
where a gives the energy split in state s k . The long-run average cost of an SRP ϕ is
We observe that the term q i k in (5) does not include the effect of action explicitly. Hence we modify the cost function to include the effect of the action taken explicitly into the cost function. To enable reformulation of the average cost objective in the modified form, we prove the following lemma. Define
for all policies π.
Proof: See Appendix. The linear relationship betweenλ π and λ π enables us to define the new single-stage cost function as:
With this single-stage cost function, the long-run average cost of an SDP π is given by
The single-stage cost d(s k ) of an SRP ϕ is given by
where a gives the energy split. The long-run average cost of an SRP ϕ is
It can be inferred from Lemma 1 that a policy which minimizes the average cost in (10) (or (13)) will also minimize the average cost given by (6) (or (8)). In this paper we are interested in finding stationary policies (deterministic or randomized) which optimally share the energy among a set of nodes. Therefore our aim is to find policies which minimize the average cost per step, when the single-stage cost is (10) . Any stationary optimal policy minimizes the average cost of the system over all policies. Let π * be an optimal policy and Π be the set of all policies. The average cost of policy π * is denoted λ * . Then λ * = inf π∈Π λ π . The policy corresponding to λ * minimizes the sum of (data) queue lengths of all nodes. By Little's law, under stationarity, the average sum of data queue lengths at the sensor nodes is proportional to the average waiting time or delay of the arrivals (bits). Hence an average cost optimal policy minimizes the stationary mean delay as well. The class of stationary deterministic policies is contained in the class of stationary randomized policies and in the system we consider, an optimal policy is known to exist in the class of stationary deterministic policies. In the next section, we provide an algorithm which finds an optimal SDP for small state and action spaces and is computationally efficient. We also provide approximation algorithms when the algorithm is computationally expensive for large state-action spaces.
IV. ENERGY SHARING ALGORITHMS

A. Background
Consider an optimal SDP π * for the energy sharing MDP. Then λ * corresponds to the average cost of the policy π * . Suppose i r is a reference state in the MDP. For any state i ∈ S, let h * (i) be the relative (or the differential) cost defined as the minimum of the difference between the expected cost to reach state i r from i and the expected cost incurred if the cost per stage was λ * . The quantities λ * and h * (i), i ∈ S satisfy the Bellman Equation: (14) where p(i, a, j) is the probability that the system will move from state i to state j under action a. We denote by Q * (i, a), the optimal differential cost of any feasible state-action tuple (i, a) as follows:
Equation (14) can now be rewritten as 16) or alternately
Plugging (17) into (15), one obtains
or
Equation (19) is also referred to as the Q-Bellman equation. The important thing to note is that whereas the Bellman equation (14) is not directly amenable to stochastic approximation, the Q-Bellman equation (19) is; because of the fact that the minimization operation in (19) is inside the conditional expectation unlike (14) (where it is outside of it). If the transition probabilities and the cost structure of the system model are known, then (19) can be solved using dynamic programming techniques [23] . When the system model is not known (as in the problem we study), the Q-learning algorithm described in the following section can be used to obtain optimal policies.
B. Relative Value Iteration Based Q-Learning
Q-learning is a stochastic iterative, simulation-based algorithm that aims to find the Q * (i, a) values for all feasible stateaction pairs (i, a). It is a model-free learning algorithm and proceeds by assuming that the transition probabilities p(i, a, j), cost structure and are unknown. Initially Q-values for all stateaction pairs are set to zero, i.e., Q 0 (i, a) = 0, ∀ i ∈ S, a ∈ A(i). Then ∀ k ≥ 0, the Q-learning update [24] for a stateaction pair visited during simulation is carried out as follows: (20) where i is the current state at decision time k and i r is the reference state. The action in state i is selected using one of the exploration mechanisms described below. State j corresponds to the 'next' state that is obtained from simulation when the action a is selected in state i. Also, α(k), k ≥ 0 is a given step-size sequence such that α(k) > 0, ∀ k ≥ 0 and satisfies the following conditions:
corresponds to the "timescale" of the algorithm's updates. The first condition above ensures that t(k) → ∞ as k → ∞. This ensures that the algorithm does not converge prematurely. The second condition makes sure that the noise asymptotically vanishes. These conditions on step sizes guarantee the convergence of Q-learning to the optimal state-action value function, see [24] for a proof of convergence of the algorithm. The update (20) is carried out for the state-action pairs visited during simulation. The exploration mechanisms we employ are as follows:
1) -greedy: In the energy sharing problem, the number of actions feasible in every state is finite. Hence there exists an action a m for state i such that
We choose ∈ (0, 1). In state i, action a m is picked with probability 1 − , while any other action is picked with probability . 
When the state i is encountered at time k, the action for this state is picked according to the following rule:
where β is a constant. The first term on the right hand side gives preference to an action that has yielded good performance in the past visits to state i, while the second term gives preference to actions that have not been tried out many times so far, relative to ln N i (k).
Once we determine Q * (i, a) for all state-action pairs, we can obtain the optimal action a * for a state i by choosing the action that minimizes Q * (i, a), i.e., a * = arg min This condition is exacerbated when the number of nodes that share energy increases. For instance, in the case of four nodes sharing energy with E MAX = D MAX = 30, we have |S × A| ≈ 30 9 . Thus, we have a scenario where the state-action space can be extremely large. To mitigate this problem, we propose two algorithms that are both based on certain threshold features and tackle the curse of dimensionality, by reducing the computational complexity.
A. Threshold Based Features
The fundamental idea of threshold based features is to cluster states in a particular manner, based on the properties of the differential value functions. The following proposition proves the monotonicity property of the differential value functions for the scenario where there is a single node and an EH source. This simple scenario is considered for the sake of clarity in the proof. However, as discussed in the appendix (see portion following the proof), the following proposition can be generalised to the case of multiple nodes.
Proposition 1: Let H * (q, E) be the differential value of state (q, E). Let q < q L ≤ D MAX and E MAX ≥ E L > E, respectively. Then,
Proof: See Appendix. 1) Clustering: The data and energy buffers are quantized and using this we formulate the aggregate state-action space. The quantization of buffer space is described next. We predefine data buffer and energy buffer partitions (or quantization levels) d 1 , d 2 , . . . , d s and e 1 , e 2 , . . . , e r respectively. The partition (or quantization level) d i , (i ∈ {1, . . . , s}) corresponds to a given range (x i L , x i U ) and is fixed, where x i L and x i U represent the prescribed lower and upper data buffer level limits. In a similar manner the quantization level e j , (j ∈ {1, . . . , r}) (or energy buffer partition) corresponds to a given interval (y i L , y i U ), where y i L and y i U represent the prescribed lower and upper energy buffer level limits. As an example, suppose D MAX = E MAX = 10 and each of the buffers are quantized into three levels, i.e., s = r = 3. An instance of data and energy buffer partition ranges in this scenario can be y 1
Here Partition 1 corresponds to the number of data (energy) bits (units) in the range (0, 3), while Partition 3 corresponds to the number of data (energy) bits (units) in the range (8, 10) . The following inequalities hold with respect to the partition limits:
Similarly,
2) Aggregate States and Actions:
We define an aggregate state as s = {l 1 , . . . , l n+1 }, where for 1 ≤ i ≤ n, l i is the data buffer level for the ith node and l n+1 is the energy buffer level. So l i ∈ {1, . . . , s}, 1 ≤ i ≤ n and l n+1 ∈ {1, . . . , r}. An aggregate action corresponding to the state s is an n-tuple t of the form t = (t 1 , . . . , t n ), where t i ∈ {1, . . . , l n+1 }, 1 ≤ i ≤ n. Each component in t indicates an energy level. By considering the data level in all the nodes, the controller decides on an energy level for each node. Thus the energy level indicates the energy partition which can be supplied to the node. For instance, if D MAX = E MAX = 15, s = r = 3 and there are two nodes in the system, then an example aggregate state is s = (1, 1, 3) . Suppose the controller selects the aggregate action t = (2, 1), which means that the controller decides to give u number of energy bits to Node 1, and v number of energy bits to Node 2, with y 2 L ≤ u ≤ y 2 U and y 1 L ≤ v ≤ y 1 U , respectively. 3) Cardinality Reduction: Note that s D MAX , r E MAX . Let the aggregated state and action spaces be denoted by S and A respectively. The aggregated state-action space has cardinality |S × A |. For instance, in the case of four nodes sharing energy from one EH source and E MAX = D MAX = 30, the cardinality of the state-action space without stateaggregation is |S × A| ≈ 30 9 . However, with four partitions each for the data and energy buffers, the cardinality of the state-action space with aggregation is |S × A | ≈ 4 9 . Thus, the cardinality of the state-action space is reduced to a great extent by aggregation.
B. Approximate Learning Algorithm
We now explain our approximate learning algorithm for the energy sharing problem. It is based on Q-learning and state aggregation. Although the straightforward Q-learning algorithm described in Section IV requires complete state information and is not computationally efficient with respect to large stateaction spaces, its state-aggregation based counterpart requires significantly less computation and memory space. Additionally we do not have to compromise much on the policy obtained either (see Fig. 6 ).
1) Method: Let s = {l 1 k , . . . , l n+1 k } be the aggregate state at decision time k. The action taken in s is t = (t 1 k , . . . , t n k ). The Q-value Q(s , t ) indicates how good an aggregate state-action tuple is. The algorithm proceeds with the following update rule: (24) where j is the aggregate state obtained by simulating action t in state s . Also, r is a reference state and α(k), k ≥ 0 is a positive step-size schedule satisfying the conditions mentioned in Section IV-B. To facilitate exploration, we employ the mechanisms described in Section IV-B. Convergence of Q-learning with state aggregation is discussed in Section 6.7 of [25] .
2) Energy Distribution: Note that once an aggregate action is chosen for a state, the energy division is random adhering to the action levels chosen. For instance, lets assume that there are two sensor nodes in the system. Data and energy buffers have three partitions each and thus s = 3, r = 3. Here y 1 L = 0 and y 3 U = E MAX . Suppose the number of energy bits in the energy buffer is z and those bits belong to partition 3. Let the number of data bits at nodes 1 and 2 be x and y, respectively. Here x and y belong to partition 2. Hence the aggregate state is (2, 2, 3) . The controller decides on the aggregate action (1, 2). Thus x 1 L bits of energy is provided to Node 1, while Node 2 is given x 2 L bits of energy. The remaining number of bits in the buffer will be r = z − (x 1 L + x 2 L ). In order to distribute these bits, the proportions of data p 1 = x x+y and 1 − p 1 = y x+y are computed. Each of the r bits are supplied to Node 1 with probability p 1 and to Node 2 with probability 1 − p 1 . If u and v represent the total number of energy bits provided to Nodes 1 and 2 respectively, then u ≤
It must be observed that even though an aggregate action chosen requires knowledge of only the aggregate state, the random distribution of energy is achieved by knowing the exact buffer levels.
C. Cross Entropy Using State Aggregation and Policy Parameterization
The cross-entropy method is an iterative approach ( [26] ) that we apply to find near-optimal stationary randomized policies for the energy sharing problem. The algorithm searches for a policy in the space of all stationary randomized policies in a systematic manner. We define a class of randomized stationary policies {π θ , θ ∈ R M }, parameterized by a vector θ. For each pair (s, a) ∈ S × A , π θ (s, a) denotes the probability of taking action a when the state s is encountered under the policy corresponding to θ. In order to follow the cross entropy approach and obtain the optimal θ * ∈ R M , we treat each component θ i , i ∈ {1, 2, . . . , M} of θ as a normal random variable with mean μ i and variance σ i . We will refer to these two quantities (the parameters of the normal distribution) as meta-parameters. We will tune the meta-parameters using the cross-entropy update rule (26) to find the best values of μ i and σ i which will correspond to a mean of θ * i and a variance of zero. The cross entropy method works as follows: Multiple samples of θ namely θ 1 , θ 2 , . . . , θ N are generated according to the normal distribution with the current estimate of the metaparameters. Each sampled θ will then correspond to a stationary randomized policy. We compute the average cost λ(θ) of an SRP determined by a sample θ by running a simulation trajectory with the policy parameter fixed with the sample θ. We perform this average cost computation for all the sampled θ i , i ∈ {1, 2, . . . , N}, i.e., we compute λ(θ 1 ), λ(θ 2 ), . . . , λ(θ N ). We then update the current estimates of the meta-parameters based on only those sampled θ's (policies) whose average cost is lower than a threshold level (see (26) ).
1) Policy Parameterization: Let λ(θ) be the average cost of the system when parameterized by θ = (θ 1 , . . . , θ M ) . An optimal policy θ * minimizes the average cost over all parameterizations. That is, θ * = arg min θ∈R M λ(θ). An example of parameterized randomized policies, which we use for the experiments (involving state aggregation) in this paper are the parameterized Boltzmann policies having the following form:
where φ sa is an M -dimensional feature vector for the aggregated state-action tuple (s, a) and φ sa ∈ R M . The parameterized Boltzmann policies are often used in approximation techniques ( [24] , [27] - [30] ) which deal with randomized policies. As noted in the beginning of this subsection, the parameters θ 1 , . . . , θ M are samples from the distributions
for the normal distribution are picked. The policy is approximated using the Boltzmann distribution. The method comprises of two phases. In the first phase trajectories corresponding to sample θs are simulated and the average cost of each policy is computed. The second phase inolves updation of the meta parameters. The algorithm proceeds as follows:
Let iteration index t be set to 1. First Phase:
2) A trajectory is simulated using probability distribution
π θ j (s, a), 1 ≤ j ≤ N . Hence at every aggregate state s an aggregate action a is picked according to π θ j (s, .).
Once an aggregate action is chosen for a state, the energy distribution is carried out as described in Section V-B2.
3) The average cost per step of trajectory j is λ(θ j ) and is computed for the trajectory simulated using θ j . By abuse of notation we denote λ(θ j ) as λ j .
Second Phase:
4) A quantile value ρ ∈ (0, 1) is selected. 5) The average cost values are sorted in descending order. Let λ 1 , . . . , λ N be the sorted order. Hence λ 1 ≥ . . . ≥ λ N . 6) The (1 − ρ) N th average cost is picked as the threshold level. So, letλ c = λ (1−ρ) N . 7) The meta-parameters {(μ t i , σ t i ), 1 ≤ i ≤ M } are updated (refer [31] ) in this phase. In iteration t, the parameters are updated in the second phase in the following manner:
8) Set t = t + 1.
Steps 1-6 are repeated until the variances of the distributions converge to zero. Let μ = (μ 1 , . . . , μ M ) be the vector of means of the converged distributions. The near-optimal SRP found by the algorithm isπ wherê π(s, a) =  e μφ(s,a) b∈A(s) e μφ(s,b) , ∀ s ∈ S , a ∈ A (s).
VI. SIMULATION RESULTS
In this section we show simulation results for the energy sharing algorithms we described in Sections IV and V. For the sake of comparison we implement the greedy heuristic method in the case when the function g has a non-linear form. Also, we implement Q-learning to learn optimal policies for the case where we consider the sum of the data at all nodes and the available energy as the state. These methods are as follows: 1) Greedy: This method takes as input the level of data q i k at all nodes and supplies the energy based on the requirement. Since g(x) is the number of data bits that can be sent given x bits of allocated energy, g −1 (y) gives the amount of energy required to send y bits of data. Suppose the energy available in the source is e k at stage k. The greedy algorithm then provides t k units of energy,
. The energy bits are then shared between the nodes based on the proportion of the requirement of the nodes. 2) Combined Nodes Q-learning: The state considered here is the sum of the data at all nodes and the available energy. Let the state space be S c and action space be A c . So state
The control specified is t k which is the total energy that needs to be distributed between the nodes. In contrast to the action space in Section III, here the exact split is not decided upon. Instead, this method finds the total optimal energy to be supplied. The algorithm in Section IV-B is then used to learn the optimal policies for the state-action space described here.
In the above described methods, after an action t k is selected, the proportion of data in the nodes is computed.
Each of the t k bits of energy is then shared based on these probabilities. Let u i be the number of bits provided to node i. Then in the case of the greedy method,
while in the combined nodes Q-learning method,
A. Experimental Setup • The algorithms described in Section IV are simulated with two nodes and an energy source. We consider the following settings:
1) For the case of jointly Markov data arrival and Markovian energy arrival processes, we consider energy buffer size of 20 and data buffer size of 10. The data arrivals evolve as: X k = AX k−1 + ω, where A is a fixed 2 × 2 matrix of coefficients and ω = (ω 1 , ω 2 ) is a 2 × 1 random noise (or disturbance) vector. Here
The energy arrival evolves as Y k = bY k−1 + χ, where χ is also random noise (or disturbance) variable and b = 0.5 is a fixed coefficient. The components in vector ω and χ are Poisson distributed.
In the simulations, we vary the mean of the random noise variable ω 1 , while means of ω 2 , χ are kept constant. 2) For the case of i.i.d data and energy arrivals the data and energy buffer sizes are fixed at 14. X 1 , X 2 and Y are distributed according to the Poisson distribution.
In the simulations, the mean data arrival at node two is fixed while that at node one is varied.
• The algorithms described in Section V are simulated with four nodes and an energy source. We consider the following settings:
1) For the case of jointly Markov data arrival and Markovian energy arrival processes, we consider energy buffer size of 25 and data buffer size of 10. The data arrivals evolve as: For all Q-learning algorithms ( -greedy, UCB based and Combined Nodes), stepsize α = 0.1 is used in the updation scheme. For the -greedy method, = 0.1 is used for exploration. In the UCB exploration mechanism, the value of β is set to 1. In our experimental simulations, we consider the function g(x) = ln(1 + x) for i.i.d case and g(x) = 2 ln(1 + x) for the non-i.i.d case. Markov data arrival and Markovian energy arrival processes are considered and the noise in data and energy arrival at Node 1, i.e. E[ω 1 ] is varied while that of the other nodes is kept constant. The i.i.d case of data and energy arrivals is considered in Figs. 3 and 5 . In these plots, the mean data arrival at Node 1 (E X 1 ) is varied keeping the mean data arrival constant at the other node(s). Figs. 2-5 show the normalized long-run average cost of the policies determined by the algorithms along the yaxis. The mean energy arrival is also fixed.
B. Results
The Q-learning algorithm is designed to learn optimal policies, hence it outperforms other algorithms, as shown in Figs. 2 and 3 . Note that Q-learning on combined nodes learns the total energy to be distributed and not the exact split. Hence its performance is poor compared to Q-learning on our problem MDP. Thus, sharing energy by considering the total amount of data in all the nodes is not optimal. The plots 4, 5 show that our approximation algorithms outperform the greedy and combined nodes Q-learning methods. In Fig. 6 , the performance comparison of Q-learning with and without state aggre- gation is shown for the case of two nodes and an EH source (i.i.d case) and compared with greedy and combined nodes Qlearning mathod. The -greedy exploration mechanism is used for both algorithms. The experimental setup is similar to that used in Fig. 3 . The x-axis indicates the variation in data rate of Node 1, while the y-axis indicates the normalized average cost of the nodes. The algorithm in Section V-B was simulated by partitioning the data and energy buffers into 3 partitions each. It can be observed in Fig. 6 that Q-learning with state aggregation performs better than the greedy and combined nodes methods. However since Q-learning with state aggregation algorithm finds near-optimal policy, its performance is not as good as the algorithm in Section IV-B with the same exploration mechanism.
Our algorithms are simulation based and do not need information on the form of function g. All we need is to observe the number of bits g(T k ) that got transmitted by supplying T k units of energy. We refer the reader to [16] for an additional experiment with a different form of g(·) (see Section 6, Remark 15).
VII. CONCLUSION AND FUTURE WORK
We studied the problem of energy sharing in sensor networks and proposed a new technique to manage energy available through harvesting. Multiple nodes in the network sense random amounts of data and share the energy harvested by an energy harvesting source. We presented an MDP model for this problem and an algorithm that determines the optimal amount of energy to be supplied to every node at a decision instant. The algorithm minimizes the sum of (data) queue lengths in the data buffers, by finding the optimal energy split profile. In order to deal with the curse of dimensionality, we also proposed approximation algorithms that employ state aggregation effectively to reduce the computational complexity. Numerical experiments showed that our algorithms outperform the algorithms described in Section VI.
Our future work would involve applying threshold tuning for state aggregation, gradient based approaches and basis adaptation methods for policy approximation. The partitions formed for clustering the state space (Section V-A) can be improved by tuning the partition thresholds (see [32] ). This method can be employed to obtain improved deterministic policies when state-action space is extremely large. Gradient based methods [27] , [33] , [34] approximate the policy using parameter θ and a set of given (fixed) basis functions {f k : 1 ≤ k ≤ n}. Typically a probability distribution over the actions corresponding to a state is defined using θ and {f k }. The parameter is updated using the gradient direction of the policy performance, which is usually the long-run average or discounted cost of the policy. In the approximation algorithm described in Section V-C, the basis functions used in the policy parameterization are fixed.
One could obtain better policies if the basis functions are also optimized. Basis adaptation methods [28] , [31] start with a given set of basis functions. The random policy parameter θ is updated using simulated trajectories of the MDP on a faster timescale. The basis functions are tuned on a slower timescale. These methods can be employed to find better policies. We shall also develop prototype implementations for this model and test our algorithms.
APPENDIX
Proof of Lemma 1: Using state evolution equations (1), (2) ,
The second last equality above follows from the fact that lim
The claim follows.
Proof of Proposition 1:
Let J(s) be the total cost incurred when starting from state s. Define the Bellman operator L :
where s corresponds to the next state after s and T corresponds to the action taken in state s. As noted in Section V-A, we show the proof for a single node and EH source. The proof can be easily generalized to multiple nodes. Thus the state s corresponds to the tuple (q, E). Hence the above equation can be rewritten as
We consider the application of the operator L on the differential cost function H(·). We set out to prove this proposition using the relative value iteration scheme (see [25] ). For this, we set a reference state r (q r , E r ) ∈ S. The cost function in our case is (q − g(T )) + . Initially the differential value function has value zero for all states (q, E) ∈ S, i.e., H(q, E) = 0, ∀ (q, E) ∈ S. Then for some arbitrary (q, E) ∈ S we have 
where T L is the value of T for which the minimum of the expression (q L − g(T )) + , in the above equations, is achieved. = L H(q L , E).
We have H(q L , E) ≥ H(q, E) since these values are initialized to zero and from (28) where T E is the value of T for which the minimum of the expression (q − g(T )) + , in the above equations, is achieved. We have, L H(q, E L ) = (q − g(T E )) + − L H(q r , E r )
Since H(q, E L ), H(q, E) are initialized to zero, we have H(q, E L ) ≤ H(q, E) and from (29) , L H(q, E L ) ≤ L H(q, E). We prove the following statements using mathematical induction:
We have seen above that the two statements are true for both k = 0 and k = 1, respectively. Lets consider the first statement and assume that the statement holds for some k. We then prove that it holds for (k + 1). Consider Assume T m is the value of T at which the minimum of ((q − g(T )) + + E L k H(q , E ) ) is attained. Then,
where x, y are obtained from independent random distributions. Similarly, we get
where T L is the value of T for which the minimum in the expression ((q L − g(T )) + + E L k H(q , E ) ) is achieved.
L k+1 H(q, E) = E L k H (q − g(T m ) + x, E − T m + y) Hence,
Similarly we get,
hence by mathematical induction on k we get,
As a consequence of the relative value iteration scheme ( [18] ), when k → ∞, L k H → H * with H * (q r , E r ) = λ * . Thus, from (33) and (34) as k → ∞, we obtain
The claim now follows. Proposition 1 can be easily generalized to multiple nodes in the following manner. Suppose there are n nodes and one EH source. Let s = (q 1 , . . . , q j , . . . , q n , E) and s = (q 1 , . . . , q j L , . . . , q n , E), where q j L > q j . The states s and s differ only in the data buffer queue lengths of node j, while the data buffer queue lengths of other nodes remain the same and so does the energy buffer level. Then it can be observed that H * (q 1 , . . . , q j , . . . , q n , E) ≤ H * (q 1 , . . . , q j L , . . . , q n , E). In a similar manner, let state s = (q 1 , . . . , q j , . . . , q n , E L ) and E L > E. Then states s and s differ only in the energy buffer levels. Hence H * (q 1 , . . . , q j , . . . , q n , E) ≥ H * (q 1 , . . . , q j , . . . , q n , E L ).
