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DC-коефіцієнти – коефіцієнти з нульовою частотою (статична компонента); 
FIR-фільтр – фільтр зі скінченою імпульсною характеристикою; 
GLCM - gray level co-occurrence matrix; 
IFPI – International Federation of the Phonographic Industry; 
RST – поворот (rotation), масштабування (scaling), зсув (translation); 
RОCBR – Ratio of Correct Bits Recovered; 
SIFT – Scale Invariant Feature Transform; 
SNR – співвідношення сигнал/шум (Signal-to-Noise Ratio); 
SUSAN – Smallest Univalue Segment Assimilating Nucleus; 
SVM – метод опорних векторів (support vector  machine); 
БЧХ-коди – коди Боуза-Чоудхурі-Хоквінгема; 
ВП – вейвлет-перетворення; 
ДВП – дискретне вейвлет-перетворення; 
ДКП – дискретне косинусне перетворення; 
ДПФ – дискретне перетворення Фур'є; 
ІКМ – імпульсно-кодова модуляція; 
КДФ – квадратурні дзеркальні фільтри; 
КСП – контрольне стеганоперетворення; 
ЛПП – логарифмічно-полярне перетворення; 
МДКП – модифіковане дискретне косинусне перетворення; 
МІК (QIM) – модуляція індексу квантування; 
НЗБ (LSB) – найменший значущий біт; 
НЧ, СЧ, ВЧ – низькочастотний, середньочастотний,  високочастотний; 
ОДПФ – обернене дискретне перетворення Фур'є; 
ОЛПП – обернене логарифмічно-полярне перетворення; 
ОМДКП – обернене модифіковане дискретне перетворення Фур'є; 
ПАМ – психоакустична модель; 
ПВП – псевдовипадкова послідовність; 
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ПФМ – перетворення Фур’є-Мелліна; 
ЦАП-АЦП – цифро-аналогове та аналого-цифрове перетворення; 
ЦВЗ – цифровий водяний знак; 
ЦОС – цифрова обробка сигналів; 
ЧХ – частотна характеристика; 
ШВП – швидке вейвлет-перетворення; 
ШПФ – швидке перетворення Фур'є; 
 r,dF   – амплітудний спектр; 
icA  – апроксимуючі вейвлет-коефіцієнти і-го рівня розкладу; 
),( yx  – вагова функція вікна; 
icD  – деталізуючі вейвлет-коефіцієнти і-го рівня розкладу; 

i
k  – децимація в ik  разів; 
i  – елементи характеристичного вектору; 
),( ddPf   – матриця суміжності аудіосигналу;  
  r,dFarg  – фазовий спектр; 
)(

р  – функція прийняття рішень; 
 – коефіцієнт кореляції; 
f
~
– особлива точка;  
e(t) – похибка лінійного передбачення; 
F(r,d)  – дискретне перетворення Фур’є від  f(x,y); 
f(t) – цифровий сигнал; 
f(x,y) – цифрове зображення; 
Fd – частота дискретизації сигналу; 
FV – характеристичний вектор; 
Y Сb Cr – яскравість, насиченість синім кольором, насиченість червоним кольо-
ром; 
Θ – наповненість стеганоконтейнерів. 
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ВСТУП 
Актуальність теми. У сучасному інформаційному суспільстві велика кі-
лькість послуг забезпечується за допомогою комп’ютерних мереж та інформа-
ційних технологій. Інформація, що представлена в цифровому вигляді, має бути 
надійно захищена від багатьох загроз: несанкціонованого доступу та викорис-
тання, знищення, підробки, витоку, порушення ліцензійних угод, відмови від 
авторства та ін. Захист інформації є вкрай важливим як в комерційній, так і в 
державній сферах. Законом України "Про основи національної безпеки Украї-
ни" від 19.06.2003 р. серед загроз національним інтересам і безпеці України в 
інформаційній сфері зазначені: комп'ютерні тероризм та злочинність; розголо-
шення таємної чи конфіденційної інформації, що є власністю держави або 
спрямована на забезпечення потреб та національних інтересів суспільства і 
держави; маніпулювання суспільною свідомістю, зокрема, шляхом поширення 
недостовірної інформації. Таким чином, питання розроблення ефективних ме-
тодів захисту цифрової інформації, зокрема методів комп’ютерної стеганогра-
фії та стеганоаналізу, актуальні та мають важливе значення для держави й сус-
пільства. 
З кожним роком кількість наукових публікацій, присвячених проблемам 
стеганографії та стеганоаналізу невпинно зростає. Основними джерелами для 
багатьох вітчизняних дослідників є праці В.Г.  Грибуніна, А.В. Аграновського, 
В.К. Задіраки, В.А. Хорошко, М.Є. Шелеста, Г.Ф. Конаховича, А.Ю. Пузирен-
ка, І.І. Маракової, А.А. Кобозєвої,  І.В. Туринцева, І.Н.  Окова, П.Н. Девяніна,  
Р.А.  Хаді,  А.В. Черемушкіна та ін. Також суттєвий вклад у формування і роз-
виток стеганографії та стеганоаналізу внесли такі зарубіжні вчені як Д. Фрідріч 
(J. Fridrich), M. Голян (M. Goljan), К. Качин (C. Cachin), Ш. Каценбейзер 
(S. Katzenbeisser), A. Фестфельд (А. Westfeld), А. Фицман (А. Pfitzmann), Е. Кох 
(Е. Koch), Ц. Жао (J. Zhao), К. Лю (Q. Liu), Ф. Петикола (F. Petitcolas) та ін.  
Найбільшого розвитку в Україні та світі здобула така наука про методи за-
безпечення конфіденційності та автентичності інформації, як криптографія. Ра-
зом з тим альтернативний захист може бути створений на базі стеганографії, а в 
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певних застосуваннях і шляхом використання криптостеганографічних модулів. 
Крім того існують важливі задачі інформаційної безпеки, що є нерозв’язними 
виключно криптографічними методами, і зокрема, вони мають місце тоді, коли 
потрібно приховати факт існування конфіденційної інформації. Стеганографіч-
ні методи за своєю природою забезпечують більш високий рівень захисту, оскі-
льки дані, що захищаються, та відповідно, факт їх передачі залишаються поза 
зоною уваги неуповноважених осіб.  
Для ряду задач комп’ютерної стеганографії базовою є вимога забезпечення 
цілісності вкраплених даних, незважаючи на можливе застосування операцій, 
що привносять зміни у контейнер-носій. В першу чергу ця вимога поширюється 
на такий вид стеганографічних систем як системи цифрових водяних знаків 
(ЦВЗ). Є три основні властивості ЦВЗ, які обумовили їх незамінність порівняно з 
криптографічними методами, що розв’язують ті ж практичні задачі, а саме: ЦВЗ 
перцепційно не помітний і не вимагає збільшення розміру контейнера-носія, який 
підлягає захисту; ЦВЗ не віддільний від контейнера і на відміну від застосування 
спеціального заголовку або електронного  цифрового підпису (ЕЦП) не може бу-
ти вилучений без втрати надійності сприйняття маркованого ним контейнера; ко-
нтейнер та ЦВЗ підлягають однаковим перетворенням, що дає можливість дос-
ліджувати ці перетворення навіть у випадку спотворення чи видалення ЦВЗ. На 
відміну від ЕЦП, який підтверджує автентичність цифрової інформації тільки 
при її збереженні «біт-в-біт», автентифікаційні ЦВЗ дозволяють підтвердити 
автентичність даних при зміні формату їх зберігання або, наприклад, при пере-
дачі контейнера по зашумленому каналу зв’язку.  
Доступне широкому загалу стеганографічне програмне забезпечення в пе-
реважній більшості ґрунтується на методі найменшого значущого біту (НЗБ) та 
не здатне зберегти цілісність вкраплених даних навіть після незначних втру-
чань у дані контейнера-носія. Є нагальна потреба в розробці, реалізації та оцін-
ці якості стеганографічних методів, які були б стійкими до типових операцій 
обробки цифрових звукових та графічних контейнерів та активних атак поруш-
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ника, націлених на спотворення чи знищення ЦВЗ без втрати функціональності 
контейнера.  
З іншого боку існуюче стеганографічне програмне забезпечення може бути 
використаним для здійснення протиправних дій. Існує необхідність захисту рі-
зних інформаційних систем, зокрема локальних мереж державних та комерцій-
них закладів, від загрози витоку інформації, порушення авторських прав чи 
особистих таємниць (наприклад, медичних). Не можна виключати й можливість 
використання здобутків стеганографії антидержавними, терористичними струк-
турами. Тому актуальними і важливими є розроблення та реалізація ефективних 
методів стеганоаналізу – науки про виявлення стеганографічних приховувань. З 
огляду на широту практичного застосування та свою гнучкість, найбільші пер-
спективи  на сьогодні має універсальний статистичний стеганоаналіз з навчан-
ням та класифікацією. Зважаючи на невпинний розвиток та вдосконалення ме-
тодів комп’ютерної стеганографії дослідження саме цього напрямку стеганоа-
налізу є найбільш актуальним.   
Зв’язок роботи з науковими програмами, планами, темами. Дисерта-
ційна робота виконана в рамках наступних наукових тем і проектів Інституту 
кібернетики імені В.М. Глушкова НАН України:  
– "Розробка нових та вдосконалення існуючих алгоритмів для розв’язання за-
дач інформаційної безпеки" (В.М. 140.07, № держреєстрації 0105U005690, 
2005 – 2006 рр.); 
– "Розробка та впровадження інформаційних технологій розв’язання задач 
комп’ютерної стеганографії та дистанційного моніторингу стану об’єктів з 
використанням суперкомп’ютера" (В.К. 140.09, № держреєстрації 
0107U005693, 2007 – 2009 рр.);  
– "Розробка стеганографічних методів та алгоритмів для захисту інтелектуа-
льної цифрової власності інваріантних до геометричних перетворень" 
(В.М. 140.10, № держреєстрації 0107U007585, 2007 – 2008 рр.);  
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– "Розробити математичні основи розв’язання задач інформаційної безпеки 
методами комп’ютерної криптографії та стеганографії" (В.Ф.К. 125.10, 
№ держреєстрації 0107U003608, 2007 – 2011 рр.);  
– НДР "Кристал" (договір № 4 від 11.09 2008 р. між Інститутом кібернетики 
імені В.М. Глушкова НАН України та СБ України, 2009 – 2011 рр.); 
– "Розробка систем цифрових водяних знаків для захисту авторських прав на 
звукову та візуальну інформацію" (В.М. 140.12, № держреєстрації 
0111U007087, 2011 – 2012 рр.); 
– НДР "Циркон" (договір №18/1-5265 від 30.07 2012 р. між Інститутом кібер-
нетики імені В.М. Глушкова НАН України та СБ України, № держреєстрації 
0112U008074, 2012 – 2013 рр.); 
– "Розробити на основі нових теоретичних результатів методи захисту інфор-
мації в телекомунікаційних та комп’ютерних системах" (В.Ф.К. 125.14, 
№ держреєстрації 0112U000743, 2012 – 2016 рр.); 
– "Розробити оптимальні за точністю та швидкодією алгоритми розв’язання 
задач: інтегрування швидкоосцилюючих функцій, цифрової обробки сигна-
лів та зображень, дистанційного моніторингу об’єктів, інформаційної безпе-
ки" (В.Ф. 140.14, № держреєстрації 0114U000357, 2014 – 2018 рр.). 
Автор була керівником тем В.М. 140.07, В.М. 140.10, В.М. 140.12 та від-
повідальним виконавцем інших вищеперерахованих тем. 
Мета і завдання дослідження. 
Мета дослідження – це розроблення, аналіз і вдосконалення стійких до 
типових операцій обробки методів комп’ютерної стеганографії та методів сте-
ганоаналізу для виявлення найбільш поширених звукових і графічних стегано-
контейнерів. 
Відповідно до поставленої мети у дисертаційній роботі сформульовані і 
розв’язані такі основні задачі: 
 побудова узагальненої моделі функціонування існуючих стеганографіч-
них систем, визначення та аналіз базових характеристик їх якості та вимог для 
практичної придатності; 
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 аналіз та класифікація поширених стеганографічних і стеганоаналітичних 
методів та програмного забезпечення; 
 обґрунтування доцільності та переваг використання методів спектрально-
го аналізу сигналів та зображень при побудові стеганосистем, що стійкі до ти-
пових операцій обробки та активних атак порушника; 
 аналіз існуючих спектральних методів вкраплення ЦВЗ в аудіосигнали та 
зображення, виявлення їх можливостей та слабкостей; 
 розроблення, обґрунтування, вдосконалення та дослідження стійких сте-
ганографічних методів для звукових контейнерів, їх реалізація та оцінка стійко-
сті до типових операцій обробки;  
 розроблення, обґрунтування, вдосконалення та дослідження стійких сте-
ганографічних методів для графічних контейнерів, зокрема придатних для за-
хисту інформації на паперових носіях, їх реалізація та оцінка стійкості;  
 розроблення, обґрунтування, вдосконалення та дослідження стеганоана-
літичних методів, які здатні ефективно виявляти найбільш поширені у відкри-
тому доступі звукові та графічні стеганоконтейнери, реалізація цих методів та 
оцінка точності виявлення приховувань;  
 розроблення методик використання та експериментальні дослідження 
створених методів та модифікацій для стеганографічного захисту і стеганоана-
лізу. 
Об’єкт дослідження – процес захисту інформації в комп’ютерних систе-
мах та мережах. 
Предмет дослідження – методи та алгоритми комп’ютерної стеганографії і 
стеганоаналізу для аудіосигналів та зображень.  
Методи дослідження. Для досягнення поставленої мети та вирішення за-
дач у дисертаційній роботі використовувалися: теорія дискретних ортогональ-
них перетворень (на етапах дослідження апарату спектрального аналізу, побу-
дови методів ЦВЗ та в задачах стеганоаналізу), методи цифрової обробки сиг-
налів та зображень (при розробленні та вдосконаленні методів комп’ютерної 
стеганографії, для аналізу атак), психоакустика (для визначення можливостей 
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невідчутних втручань в аудіосигнали), методи завадостійкого кодування (для 
досягнення стовідсоткової стійкості), теорія ймовірностей та математична ста-
тистика (при розробленні та вдосконаленні методів стеганоаналізу), теорія роз-
пізнавання образів (при побудові систем ЦВЗ), методи класифікації (для задач 
розрізнення пустих та заповнених контейнерів), комп’ютерне моделювання 
(для визначення оптимальних параметрів методів, отримання оцінок якості). 
Наукова новизна отриманих результатів. В результаті виконання дисер-
таційного дослідження отримано нову сукупність методів для маркування ау-
діосигналів та зображень цифровими водяними знаками та для контролю вико-
ристання поширених стеганографічних програм, таких як Hide4PGP, S-Tools  
4.0, Steganos Privacy Suite 2012, JPHide 0.5, JSteg. На захист виносяться наступні 
наукові результати роботи: 
1) вперше побудовано узагальнену модель функціонування стеганографічних 
систем, яка за рахунок врахування умов функціонування систем прихованої пе-
редачі даних, цифрових водяних знаків, ідентифікаційних номерів та заголовків 
дозволяє визначити множину можливих атак на стеганосистему для різних її 
застосувань та базову множину характеристик і вимог до них, необхідних для 
практичної придатності системи;  
2) вперше розроблено спектральний стеганографічний метод для аудіосигна-
лів, який з урахуванням узагальненої моделі функціонування стеганосистем та 
базової множини вимог за рахунок вибору таких частотних субсмуг-носіїв, які 
підлягають несуттєвим спотворенням під час застосування типових операцій 
обробки, та кодування вкраплених бітів не зміною значень окремих відліків, а 
стійкою зміною форми амплітудного спектру обраних субсмуг в тих місцях, де 
значення елементів спектру лежать у межах визначених порогових величин, за-
безпечує стійкість до стиснення зі втратами, передискретизації,  НЧ-фільтрації, 
зашумлення, що не перевищує нижнього порогу області вкраплення;  
3) вперше розроблено спектральний стеганографічний метод для аудіосигна-
лів, який з урахуванням узагальненої моделі функціонування стеганосистем та 
базової множини вимог за рахунок вибору частотних субсмуг, які підлягають 
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несуттєвим спотворенням та допускають підсилення максимумів амплітудного 
спектру, збереження місцеположень максимумів амплітудного спектру цих 
субсмуг після типових операцій обробки, ефекту частотного маскування та ви-
користання надлишкових ЦВЗ у сукупності забезпечує стійкість, невідчутність 
та незалежність вилучення від оригінальних даних контейнера;  
4) вдосконалено спектральний метод маркування аудіосигналів модуляцією 
тональних маскерів. Запропонований варіант відрізняється від існуючого вико-
ристанням більш точної психоакустичної моделі, яка апроксимує критичні сму-
ги слуху за допомогою вейвлет-пакетної декомпозиції, а не швидкого перетво-
рення Фур’є, що дозволяє покращити невідчутність вкраплених даних та не пе-
рераховувати параметри моделі в іншій області, чим попередити додаткову по-
хибку; 
5) вдосконалено спектральний метод маркування аудіосигналів з автоматич-
ною синхронізацією ЦВЗ за особливими точками, що є стрибками енергії сиг-
налу у визначених вейвлет-субсмугах. Запропоновано модифікацію для мовних 
контейнерів, яка за рахунок врахування особливостей їх спектрального напов-
нення дозволяє покращити невідчутність і швидкодію та забезпечує стійкість до 
стиснення зі втратами, зашумлення, НЧ-фільтрації, зсуву і обрізування стегано-
контейнера; 
6) набув подальшого розвитку підхід до розв’язання задач захисту інформації 
на паперових носіях за допомогою стеганографічних технологій, який на основі 
моделі функціонування стеганосистем для таких застосувань та розбиття на ок-
ремі підпроцеси процесів друку та сканування з подальшим аналізом наявних 
при виконанні кожного з підпроцесів спотворень і дослідженням впливу цих 
спотворень на спектральні коефіцієнти зображення дозволяє забезпечити стій-
кість та непомітність стеганографічних приховувань.  
7) вперше розроблено зональний підхід до розв’язання задач захисту інфор-
мації на паперових носіях та введено нові поняття: зональна ємність, зона, зо-
нальна функція, що дозволяє створювати нові та вдосконалювати існуючі сте-
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ганографічні методи таким чином, щоб забезпечувати стійкість вкраплених да-
них до природніх спотворень, наявних при друці та скануванні.  
8) вдосконалено метод стеганоаналізу аудіосигналів на базі матриці суміжно-
сті та SVM-класифікації, для якого за рахунок візуального аналізу різниць мат-
риць суміжності пустих та заповнених контейнерів для різних типів аудіосиг-
налів та стеганоперетворень шляхом модифікації параметрів матриці суміжнос-
ті досягнуто розширення області його застосування. Завдяки визначенню опти-
мальних параметрів стеганоаналізу та використанню властивостей вейвлет-
перетворення досягнуто покращення точності виявлення прихованих повідом-
лень. Уточнено ефективність методу при різній наповненості стеганоконтейне-
рів, що дозволяє більш точно інтерпретувати результати стеганоаналізу. 
9) вдосконалено метод стеганоаналізу на базі атаки контрольним вкраплен-
ням, для якого за рахунок пошуку відрізняючих статистик і дослідження впливу 
кожного елемента характеристичного вектора на результуючу точність стегано-
аналізу, а також контрольного вкраплення з використанням повідомлень відно-
сно малої довжини та визначення способів формування характеристичних век-
торів контейнерів-зображень, які містять стеганографічні приховування у прос-
торовій або частотній областях, відповідно визначено більш ефективні способи 
формування характеристичних векторів, покращено точність виявлення без-
ключової стеганографії та досягнуто розширення області застосування методу 
на цифрові зображення різних форматів із забезпеченням високої точності ви-
явлення. 
Практичне значення отриманих результатів. Запропоновано методики 
використання створених методів та модифікацій. Нові та вдосконалені стегано-
графічні і стеганоаналітичні методи було програмно реалізовано. Отримані чи-
сельні оцінки якості цих методів говорять про їх практичну придатність. Ре-
зультати дослідження можуть використовуватися для вирішення задач інформа-
ційної безпеки як в державній, так і в комерційній сфері. Розроблені методи мар-
кування придатні для захисту цінних паперів від підробки, захисту права власно-
сті на авторські об’єкти, що друкуються в засобах масової інформації, розміщу-
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ються в інтернеті чи якимось іншим способом доступні широкому загалу. При 
розгляді судових справ системи ЦВЗ, частиною яких є розроблені методи, до-
зволять визначити власника, довести  цілісність та оригінальність спірного циф-
рового або роздрукованого об'єкта. Також їх можна використовувати для захисту 
від незаконного копіювання цифрових зображень, фільмів, музики і для відсте-
жування джерела порушень ліцензійних угод. Представлені стеганоаналітичні 
методи можна використовувати як для виявлення прихованих повідомлень, так і 
для виявлення слабкостей існуючих методів комп’ютерної стеганографії, отри-
мання якісних та кількісних оцінок їх стійкості і подальшого вдосконалення. 
Має місце впровадження наукових результатів дисертаційної роботи в СБ Укра-
їни, у навчальний процес Національного технічного університету України 
«КПІ» та Київського національного університету ім. Тараса Шевченка, вироб-
ничу діяльність ТОВ «Торговий дім «Сек» і компанії «Твінфілд Україна», що 
підтверджено відповідними актами. 
Особистий внесок здобувача. Всі результати, що складають зміст дисерта-
ційної роботи, отримані автором особисто. У публікації [1] авторові належать ме-
тоди комп’ютерної стеганографії та оцінки їх якості; в [2] – методи маркування 
аудіосигналів та аналіз задачі захисту інформації на паперових носіях; у [3] – ал-
горитм прихованої передачі даних з використанням швидкого перетворення ви-
сокої кореляції; в [6] – аналіз спотворень у каналі друку/сканування та огляд ме-
тодів синхронізації на базі компенсації спотворень; в [10] – побудова загальної 
моделі маркування та на базі розширення спектра, а також аналіз впливу спотво-
рень за запропоновану стеганосистему; в [11] – тестування якості запропонованих 
алгоритмів; в [17] – систематизація та огляд спектральних стеганографічних мето-
дів для різних застосувань. 
Апробація результатів дисертації. Результати дисертації доповідалися і 
обговорювалися на міжнародних конференціях, школах та семінарах: ХХХІI 
Міжнародному симпозіумі "Питання оптимізації обчислень" (с. Кацивелі, 
Крим, 19 – 23 вересня 2005); VII Міжнародній науково-технічній конференції 
"Штучний інтелект. Інтелектуальні та багатопроцесорні системи `2006" 
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(с. Кацивелі, Крим, 24 – 29 вересня 2006); II Міжнародній конференції з про-
блем безпеки та протидії тероризму "Математика та безпека інформаційних те-
хнологій" (Москва, Росія, 25 – 27 жовтня 2006); VI Міжнародній науково-
технічній конференції "Гіротехнології, навігація, керування рухом і конструю-
вання авіаційно-космічної техніки" (Національний технічний університет Укра-
їни "КПІ", Київ, 25 – 27 квітня 2007); ХХХІІІ Міжнародному симпозіумі "Пи-
тання оптимізації обчислень" (с. Кацивелі, Крим, 23 – 28 вересня 2007); 
IX Міжнародній науково-технічній конференції "Штучний інтелект. Інтелекту-
альні системи `2008" (с. Кацивелі, Крим, 22 – 27 вересня 2008); проблемно-
науковій міжгалузевій конференції "Інформаційні проблеми комп’ютерних сис-
тем, юриспруденції, економіки та моделювання" (Бучач, 19 – 22 травня 2009); 
XXXV Міжнародній конференції "Питання оптимізації обчислень" 
(с. Кацивелі, Крим, 24 – 29 вересня 2009); проблемно-науковій міжгалузевій 
конференції "Інформаційні проблеми комп’ютерних систем, юриспруденції, 
економіки та моделювання" (Бучач, 1 – 4 червня 2010); XI Міжнародній науко-
во-технічній конференції "Штучний інтелект. Інтелектуальні системи `2010" 
(с. Кацивелі, Крим, 20 – 24 вересня 2010); проблемно-наукової міжгалузевій 
конференції "Юриспруденція та проблеми інформаційного суспільства – 2011” 
(Івано-Франківськ, Яремча, 25 – 29 жовтня 2011); XXXVII Міжнародній конфе-
ренції "Питання оптимізації обчислень" (с. Кацивелі, Крим, 22 – 29 вересня 
2011); І Міжнародній науково-технічній конференції “Захист інформації і без-
пека інформаційних систем” (Львів, 31 травня – 01 червня 2012); XL Міжнаро-
дній конференції "Питання оптимізації обчислень" (с. Кацивелі, Крим, 30 вере-
сня – 4 жовтня 2013); ІIІ Міжнародній науково-технічній конференції “Захист 
інформації і безпека інформаційних систем” (Львів, 05 – 06 червня 2014 р.); 
XXXVII Міжнародній конференції "Питання оптимізації обчислень" (Закарпат-
ська область, смт. Чинадієво, 21 – 25 вересня 2015); семінарах "Обчислювальна 
математика" при науковій раді "Кібернетика НАН України" (2005 – 2015); 
Міжнародному науковому семінарі "Образный компьютер" (2 лютого 2011); 
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семінарах "Проблеми сучасної криптології" (НТУУ „КПІ”, 2011); засіданні 
Президії НАН України 26 грудня 2012 та ін. 
Публікації. Основні результати досліджень висвітлені в 39 публікаціях, з 
яких 2  монографії (колективні), 23 статті та 14 тез. 18 статей та 11 тез написані 
без співавторів. 23 статті опубліковано у журналах, що входять до Переліку на-
укових фахових видань України, з них 19 статей включені до міжнародних нау-
кометричних баз.  
Структура та обсяг дисертації. Дисертаційна робота складається із всту-
пу, шести розділів, висновків, списку використаних джерел (209 найменувань) 
та додатків. Загальний обсяг дисертації – 336 сторінок. Основний текст викла-
дено на 276 сторінках, що включають 99 рисунків і 39 таблиць. Додаток А міс-
тить класифікацію та порівняльний аналіз методів синхронізації ЦВЗ, додаток Б 
– акти впровадження. 
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РОЗДІЛ 1. АНАЛІЗ СУЧАСНИХ МЕТОДІВ КОМП’ЮТЕРНОЇ 
СТЕГАНОГРАФІЇ ТА СТЕГАНОАНАЛІЗУ 
 
1.1. Основні положення теорії комп’ютерної стеганографії 
Стеганографія – це наука про непомітне приховання одних даних у ін-
ших. Вона має довгу та багату історію. Значне посилення інтересу до стеганог-
рафічних технологій в останні часи пов’язане в першу чергу з появою 
комп’ютерних мереж. Такі технології, які приховують інформацію у потоках 
оцифрованих сигналів та реалізуються на базі комп’ютерної техніки і програм-
ного забезпечення в рамках окремих обчислювальних систем, корпоративних 
чи глобальних мереж, складають предмет вивчення молодої, але досить науко-
ємної дисципліни – комп’ютерної стеганографії. Саме на комп’ютерній стега-
нографії буде зосереджено нашу увагу. 
Визначення 1.1. Стеганографічна система (стеганосистема) – це сукуп-
ність Σ = (X, M, K, Y, E, D) пустих контейнерів X, повідомлень M, ключів K, за-
повнених контейнерів Y і перетворень E та D, що їх пов’язують (алгоритмів 
вкраплення та вилучення).  
Визначення 1.2. Контейнер (носій) – це нетаємна інформація, в якій бу-
дуть приховані конфіденційні дані (повідомлення).  
В комп’ютерній стеганографії контейнером може слугувати будь-який 
файл чи потік даних. В силу своєї надлишковості найчастіше цифровими кон-
тейнерами виступають зображення, аудіо чи відеосигнали.  
Визначення 1.3. Повідомленням називається таємна інформація, наявність 
якої необхідно приховати. 
Визначення 1.4. Стеганоключ – елемент стеганосистеми, який параметри-
зує алгоритми вкраплення й вилучення, та відомий тільки відправнику і одер-
жувачу стеганоконтейнера. 
Стеганоключ зокрема може визначати область вкраплення (часо-
ва/просторова чи частотна), базис частотного розкладу, правила розбиття кон-
тейнера на сегменти, силу вкраплення, індекси задіяних коефіцієнтів, точки 
квантування, кодову книгу, вектор розширення та інше.  
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Визначення 1.5. Пустим називають контейнер, який не містить прихова-
ного стеганографічними методами повідомлення. 
Визначення 1.6. Контейнер, що містить приховану інформацію, називають 
заповненим або стеганоконтейнером, або стеганограмою.  
Так, згідно рис. 1.1, де представлено узагальнену модель функціонування 
стеганосистеми, відправник ініціює роботу алгоритму вкраплення повідомлен-
ня M у контейнер Х за допомогою ключа Kemb. Результатом роботи алгоритму є 
стеганоконтейнер Y, що буде передаватися по відкритому каналу зв’язку.  
Визначення 1.7. Канал прихованої передачі повідомлення у контейнері, 
який утворюється всередині відкритого каналу, має назву стеганографічного 
каналу або стеганоканалу.  
 
Рис.1.1. Узагальнена структурна модель функціонування стеганографічної системи 
 
Першочергові вимоги для практичної придатності стеганосистем залежать 
від умов їх функціонування, що зокрема включають в себе множину можливих 
атак. В загальному випадку інформація, яка передається по стеганоканалу, мо-
же бути спотворена операціями обробки контейнера – так званими ненавмис-
ними атаками. Також потрібно враховувати, що крім легальних користувачів – 
відправника та одержувача, при експлуатації стеганосистеми можлива наяв-
ність третього учасника інформаційної взаємодії – порушника, який здійснює 
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навмисні атаки. Порушник може мати можливість тільки спостерігати за інфо-
рмацією у каналі зв’язку без можливості її змінювати, в такому випадку його 
називають пасивним. Порушник може впливати на стеганоконтейнер з метою 
знищення вкрапленого повідомлення, тоді він зветься активним. В деяких ви-
падках знищення повідомлення можливе «всліпу», тобто за допомогою певного 
набору модифікацій контейнера, без знання методу й алгоритму вкраплення та 
секретів системи. Порушник, мета якого достовірно оцінити таємний ключ і 
тим самим отримати можливість виконувати функції легального користувача, 
тобто створювати фальшиві стеганоконтейнери, є зловмисним.  
Процес вилучення повідомлення легальним одержувачем може включати в 
себе детектування повідомлення, тобто підтвердження однієї з двох гіпотез Н1 
чи Н0 про наявність або відсутність повідомлення в отриманому контейнері Y  , 
та декодування повідомлення, тобто відновлення його змісту. 
За аналогією з криптографією, якщо при вкрапленні та вилученні повідом-
лення використовується один і той же ключ – стеганосистема вважається симе-
тричною, якщо різні – асиметричною. 
Стеганографія, як наука, інтегрує в собі здобутки криптографії, теорії ін-
формації, теорії ймовірності та математичної статистики, теорії дискретних ор-
тогональних перетворень, цифрової обробки сигналів та зображень, розпізна-
вання образів та ін. Зауважимо, що існує підхід, згідно якому стеганографічні 
системи розглядаються як узагальнення криптографічних. Стеганографічні ме-
тоди володіють унікальними властивостями, що робить їх незамінними при 
вирішенні певних задач захисту.  
 Комп’ютерна стеганографія розвивається у декількох напрямах, що мають 
як багато спільних рис, так і певні характерні відмінності, спричинені особли-
востями практичного застосування. Так, серед стеганосистем виділяють систе-
ми прихованої передачі даних, цифрових водяних знаків, ідентифікаційних но-
мерів («відбитків пальців») та заголовків [1]. Задача будь-якої стеганографічної 
системи – розмістити певне повідомлення в контейнері таким чином, щоб будь-
яка стороння людина не змогла помітити різниці між модифікованим контейне-
ром та оригінальним. Зазвичай стеганосистема будується так, щоб забезпечити 
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заданий компроміс її основних характеристик, таких як непомітність, стійкість, 
безпека, пропускна здатність, обчислювальна складність. Розглянемо особливо-
сті кожного з виділених видів стеганосистем [2]. 
Системи прихованої передачі даних застосовуються для організації таєм-
ної комунікації. Вони відрізняються від усіх інших тим, що в цьому випадку 
оригінальний вміст контейнера не грає ніякої ролі ні для відправника, ні для 
одержувача, яких цікавить лише успішна передача вкрапленого повідомлення. 
Разом із тим потрібно обов’язково враховувати, що факт відправлення контей-
нера від відправника до одержувача не повинен виглядати дивним, а також не 
повинно спостерігатися помітних відхилень контейнера від норми. Основна ме-
та таких систем – приховати наявність стеганоканалу, унеможливити розріз-
нення пустих і заповнених контейнерів без знання ключа. Для таких систем 
звичайно вважається, що контейнер не підлягає спотворенням в процесі його 
передачі по каналу зв’язку ( YY  ), тому що таємна комунікація відбувається 
через відкритий канал цифрової мережі, наприклад, інтернет, що забезпечує ві-
дсутність спотворень інформації при її передачі. В першу чергу для цих систем 
характерна наявність пасивного порушника, який намагається виявити факт 
експлуатації стеганосистеми й прочитати таємну інформацію. Пропускна здат-
ність стеганоканалу, під якою розуміють відношення розміру контейнера до ро-
зміру повідомлення, для систем прихованої передачі даних повинна бути суттє-
во вищою, ніж для інших видів систем. 
Прикладами сучасних стеганографічних методів для таких систем є метод, 
що базується на використанні оцінок похибки заокруглення алгоритму швидко-
го перетворення Фур’є, та метод, що приховує конфіденційні дані у дискретній 
згортці сигналів [3].  
Зауважимо, що задача прихованої передачі даних на практиці може транс-
формуватися в задачу їх прихованого зберігання. Тобто існують застосування, 
де роль відправника і одержувача виконує одна й та ж особа, але це не приво-
дить до змін в принципах побудови та функціюнування відповідних стеганог-
рафічних систем.  
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Системи цифрових водяних знаків (ЦВЗ) актуальні для широкого ряду прак-
тичних застосувань, таких як завадостійка автентифікація аудіо та візуальних 
даних (зокрема контроль цілісності знімків камер спостереження, записів теле-
фонних розмов), автентифікація власника даних (захист авторських прав), авте-
нтифікація джерела даних, контроль розповсюдження та ідентифікація копій, 
контроль телевізійного та радіомовлення, контроль копіювання і т.д. Стегано-
системи ЦВЗ мають на увазі два об’єкти інформаційного інтересу – вкраплене 
повідомлення та контейнер. Їх основна мета – зберегти цілісність вкрапленого 
повідомлення після певного ряду можливих модифікацій стеганоконтейнера. 
Характерними атаками виступають активні та зловмисні атаки порушника, а 
також ненавмисні атаки, спричинені обробкою контейнера. Водяний знак має 
порівняно невеликий розмір, що дозволяє вкрапити його так, щоб забезпечити 
стійкість до ненавмисних та активних атак. Експлуатація системи ЦВЗ в біль-
шості випадків не приховується, в той же час можливість читання вкраплених 
даних нелегальним користувачем, як правило, небажана, так як надає йому 
знання для подальших активних або зловмисних атак.  
Процедуру вкраплення ЦВЗ в контейнер також прийнято називати марку-
ванням, а сигнал, що містить ЦВЗ – маркованим. 
Системи ідентифікаційних номерів можна розглядати як частинний випа-
док систем ЦВЗ. Ідентифікаційні номери – це унікальні ЦВЗ, які, як правило, 
вкраплюються в набір копій цифрового контейнера з метою їх подальшої іден-
тифікації та контролю розповсюдження. За допомогою стеганосистем ідентифі-
каційних номерів можна визначити, який з легальних користувачів контейнера 
порушує правила його використання. Небезпечною та специфічною для даного 
виду стеганосистем є атака змовою (коаліцією): декілька користувачів, кожен з 
яких отримав свій екземпляр контейнера з вкрапленим у нього унікальним іде-
нтифікаційним номером, стають порушниками та, погоджено діючи, намага-
ються побудувати досить близьку до оригіналу оцінку пустого контейнера, що 
зберігає його функціональність, але не містить ідентифікаційної інформації. На 
практиці це актуально, наприклад, для задач захисту авторських прав та прав 
власності на CD/DVD диски з музикою чи фільмами і т.п. 
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Cтеганосистеми заголовків відрізняються від усіх попередніх в першу 
чергу відсутністю порушника. Їх основна мета – прихована анотація даних, 
зберігання різнорідної інформації у єдиному цілому так, щоб різні типи даних 
не заважали одні одним з точки зору комфорту їх сприйняття. На практиці за 
допомогою таких систем зручно організовувати швидкий пошук по мультиме-
дійним базам даних, анотування медичних знімків, музики, зображень і т.п. Та-
кі системи будуються на основі методів і алгоритмів вкраплення ЦВЗ із забез-
печенням стійкості до операцій обробки контейнера у каналі, що не пов’язані з 
функціонуванням стеганосистеми. 
 
1.2. Аналіз базових характеристик стеганосистеми 
Задача будь-якої стеганографічної системи – вкрапити повідомлення в кон-
тейнер таким чином, щоб будь-який сторонній спостерігач не зміг помітити рі-
зниці між оригінальним контейнером та модифікованим. Зазвичай система бу-
дується так щоб забезпечити певний компроміс її базових характеристик, до 
яких відносяться невідчутність, стійкість, безпека, пропускна здатність створю-
ваного стеганоканалу та обчислювальна складність реалізації. 
1.2.1. Невідчутність (imperceptibility) 
Вкраплення повідомлення повинне зберігати перцепційну якість оригіналь-
ного контейнера. Для аудіосигналів повідомлення повинне бути невідчутним, 
для зображень – візуально непомітним.  Невідчутності повідомлення можна до-
сягнути внесенням мінімальних модифікацій при стеганоперетворенні контей-
нера, наприклад, на рівні похибки квантування при оцифровці. Крім того, дося-
гти невідчутності допомагає врахування властивостей систем людського слуху 
та зору. Так, людське вухо працює в режимі частотного аналізатору, що має ін-
тегруючі властивості у межах критичних смуг слуху [4]. Воно здатне сприйма-
ти коливання від 20 до 20000 Гц, при цьому найбільш чутливе до звукових 
компонент з частотами від 500 до 6000 Гц. При розробленні аудіостеганомето-
дів можуть бути використані такі особливості системи людського слуху [5]: 
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– модифікації, що вносяться в компоненти аудіосигналу, які лежать нижче 
абсолютного порогу чутності, невідчутні людині; 
– поріг чутності одних звукових компонент змінюється в присутності ін-
ших: слабке, але чутне звукове коливання стає невідчутним при наявності 
більш гучного, тобто маскується ним; 
– при сприйнятті аудіосигналів людиною крім частотного маскування відбу-
вається також часове, яке ділять на післямаскування та передмаскування. 
У випадку, коли контейнерами є зображення, при розробленні стеганомето-
дів можуть бути врахованими наступні особливості системи людського зору: 
– чуттєвість до яскравості: зміна яскравості буде помітнішою на ділянках з 
середньою яскравістю, ніж на ділянках з малою чи великою; 
– чуттєвість до частоти: людське око є більш чуттєвим до низькочастотно-
го, ніж до високочастотного шуму; 
– ефект маскування: адитивний шум сильніше помітний на гладких ділян-
ках зображення, ніж на високочастотних; 
– чуттєвість до контрасту: людське око є більш чуттєвим до змін ділянок з 
високою контрастністю та перепадами яскравості; 
– чуттєвість до розміру: більші деталі помітніші, причому існує поріг наси-
ченості, коли подальше збільшення розмірів не грає ролі; 
– чуттєвість до кольору: деякі кольори, наприклад, червоний помітніші за 
інші, цей ефект підсилюється, якщо фон заднього плану відрізняється від ко-
льорів фігур на ньому; 
– чуттєвість до місцеположення: людина звертає більше уваги на централь-
ну частину зображення та фігури переднього плану; 
– чуттєвість до форми: довгі та тонкі об’єкти притягують більше уваги, ніж 
круглі, однорідні. 
Для зображень True Color інформація про колір кожного пікселя задається  
трьома байтами, кількість всіх можливих відтінків –256*256*256=16777216. Ра-
зом з тим відомо, що око людини здатне розрізняти приблизно 4 тисячі відтін-
ків. Для кодування такої кількості відтінків достатньо 4400032 log  біта. От-
же, для приховання додаткової інформації у зображенні True Color можна ви-
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користовувати до чотирьох молодших бітів кожного із трьох байтів, що коду-
ють піксель. При цьому максимальне спотворення інтенсивності складатиме 
6,25%, що майже непомітно для ока людини. 
 На практиці чисельними показниками невідчутності часто стають співвід-
ношення сигнал/шум SNR, середньоквадратична похибка MSE, максимальна 
різниця MD та інші [6]. 
1.2.2. Стійкість до пасивних та активних атак (robustness) 
Якщо проводити паралелі між видами стеганосистем та характерними для 
них видами атак, то отримаємо взаємозв’язок, показаний в таблиці 1.1.  
Таблиця 1.1  
Характерні 
атаки 
Вид стеганосистеми 
Ненавмисні Системи ЦВЗ, ідентифікаційних номерів, заголовків 
Пасивні Системи прихованої передачі даних 
Активні Системи ЦВЗ, ідентифікаційних номерів 
Зловмисні 
Системи прихованої передачі даних, ЦВЗ,  
ідентифікаційних номерів 
  
Аналіз існуючої літератури, зокрема широковідомих монографій [1,6,8-9], 
показав відсутність чіткого розмежування між такими характеристиками стега-
носистем, як стійкість (robustness) та безпека (security). Часто ці поняття вжи-
ваються взаємозамінно або при розгляді всіх можливих атак фігурує термін 
стійкість (наприклад, в [1]). Перша спроба розділити вказані поняття виконана 
в [10] та в подальшому розвинена у роботах [11-12]. Аналіз цих робіт приво-
дить до висновку, що безпека – базова характеристика, задачею якої є захист 
від зловмисних атак порушника, а стійкість покликана забезпечувати захист від 
трьох інших видів атак.   
Отже, суть поняття стійкості залежить від типу атак, які характерні для тієї 
чи іншої стеганографічної системи. Так, для систем прихованої передачі даних 
найбільш характерними є пасивні атаки, тому у цьому випадку під стійкою на-
самперед розуміють систему, яка здатна ефективно їм протидіяти. Методи ана-
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лізу стійкості для цього випадку висвітлені, наприклад, в роботах [13–15].  
Для інших видів стеганосистем стійкість, як правило, оцінюють через кіль-
кість помилок, що виникли при вилучені повідомлення з контейнера легальним 
користувачем після можливих спотворень цього контейнера ненавмисними чи 
активними атаками. Наприклад, дослідження стійкості до процесів друку та 
сканування, що обов’язково супроводжують стеганоконтейнер у задачах захис-
ту інформації на паперових носіях, описано зокрема в роботах [16-18].   
Необхідний рівень стійкості визначається застосуванням системи. Так, го-
ворячи про стійкість до активних атак, виділяють системи ЦВЗ зі стійкими, 
крихкими та напівкрихкими водяними знаками [1]. Розглянемо детальніше 
стійкість у моделях пасивного та активного противників. 
Визначення 1.8. Стеганосистема та відповідно стеганоконтейнери, які вона 
продукує, вважаються стійкими до пасивних атак тоді і тільки тоді, коли несан-
кціонований користувач не має можливості відрізнити пусті контейнери від за-
повнених, зокрема методами візуального та статистичного аналізу.  
Більша частина поширених програмних продуктів для прихованої передачі 
інформації методами комп’ютерної стеганографії, реалізують різні модифікації 
методу найменшого значущого біту (НЗБ), суть якого полягає у заміні молод-
ших бітів контейнера бітами приховуваного повідомлення. Користувач обирає 
довільний контейнер, розміри якого дозволяють розмістити у ньому повідом-
лення, і в результаті отримує стеганоконтейнер, що візуально не відрізняється 
від пустого. Та чи стійкий отриманих стеганоконтейнер до атак пасивного по-
рушника?  
Між молодшими бітами сусідніх елементів  природних контейнерів, а та-
кож між молодшим та іншими бітами елементів контейнера існує кореляційний 
зв'язок, що може бути порушеним вкрапленням повідомлення. У цьому випадку 
для виявлення стеганоконтейнера достатньо найпростішого аналізу – візуаль-
ного аналізу бітових зрізів (рис.1.2).  
Як правило, через наявність похибки квантування при оцифровці та інших 
шумів цифрові контейнери, що отримані з аналогових, більш стійкі до такої 
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атаки, ніж ті, що були створені відразу цифровими. Разом з тим, вкраплюючи 
повідомлення в НЗБ зашумленого контейнера, необхідно розподіляти його по 
всьому об’єму молодших бітів, інакше різниця між не зміненою та зміненою 
вкрапленням частинами може бути виявлена візуальною атакою на відповідний 
бітовий зріз. 
 
 a) b) 
Рис. 1.2. Візуальний аналіз зрізу найменших значущих бітів для пустого (а) та 
заповненого програмою S-Tools (b) контейнера 
 
Більш дієвими вважаються атаки, що базуються на виявленні відмінностей 
статистичних характеристик пустих та заповнених контейнерів. Статистичні 
методи аналізу включають в себе оцінку ентропії, коефіцієнтів кореляції, ймо-
вірностей появи та залежності між елементами послідовностей, умовні розподі-
ли, розрізнення розподілів за критерієм Хі-квадрат та інші показники [1,6]. 
Теоретичним фундаментом для побудови доказово стійких стеганосистем є 
математичні моделі стійкості: теоретико-інформаційна, обчислювальна, на ос-
нові загальної теорії оптимальних алгоритмів [19] та інші. 
Визначення 1.9. Стеганосистема та відповідно стеганоконтейнери, які вона 
продукує, вважаються стійкими до активних атак, тоді і тільки тоді, коли вкра-
плена інформація коректно вилучається легальним користувачем після модифі-
кацій стеганоконтейнерів операціями обробки або цілеспрямованих атак пору-
шника на повідомлення. 
Потративши у відкритий доступ стеганоконтейнер може підлягати наступ-
ним перетворенням: зміна формату файлу, стиснення зі втратами, фільтрація, 
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передискретизація, переквантування, цифро-аналогове та аналого-цифрове пе-
ретворення (ЦАП-АЦП), геометричні спотворення і т.і. Подібні атаки особливо 
актуальні при розробці систем ЦВЗ. Всі можливі спотворення контейнера мож-
на розділити на 2 класи: шумоподібні, тобто спотворення значень елементів ко-
нтейнера та геометричні, тобто спотворення їх місцеположень.  
Щоб отримати інваріант до шумоподібних спотворень, потрібно вкрапити 
повідомлення в значимі області контейнера, спотворення яких тягне за собою 
втрату його функціональності. Досягти стійкості тут часто допомагає викорис-
тання частотного представлення контейнера, отриманого за допомогою дискре-
тних ортогональних перетворень. Дискретні ортогональні перетворення вико-
ристовуються при цифровій обробці сигналів та зображень, тому характер спо-
творень, що вносяться в контейнер такими операціями обробки та інваріант до 
них простіше визначити в частотній, ніж в часовій (або просторовій) області.  
Геометричні спотворення не приводять до видалення повідомлення, але є 
причиною його десинхронізації відносно контейнера, і як наслідок, неможливо-
сті детектування і(або) декодування. На сьогоднішній день існує два основні 
підходи до вирішення проблеми десинхронізації для зображень [20]. Перший 
підхід – компенсація геометричних спотворень перед вилученням водяного 
знаку. В цьому випадку стеганосистема може використовувати шаблони, струк-
турні ЦВЗ, особливі точки, зокрема отримані за допомогою детектора кутів Ха-
рріса, перетворення Радона та ін. Другий підхід – це вкраплення ЦВЗ в інваріа-
нтну до геометричних перетворень область. Методи визначення таких інваріан-
тів будуються, наприклад, на базі властивостей перетворення Фур’є-Мелліна.    
Крім того, один з можливих способів підвищення стійкості до спотворень 
полягає в використанні надлишкових повідомлень. Найпростіший спосіб їх 
створення – послідовне вкраплення повідомлення декілька разів, при цьому t 
помилок може бути скомпенсовано повтором інформації 2t+1 разів. Другий 
спосіб полягає у використанні кодів корекції помилок, які застосовуються до 
повідомлення перед його вкрапленням у контейнер, наприклад кодів Боуза-
Чоудхурі-Хоквінгема (БЧХ), що виправляють пакетні помилки [21].  
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1.2.3. Безпека (security) 
Одна з простих, але дієвих атак на стеганографічну систему полягає у зни-
щенні порушником прихованих повідомлень без знання секретних параметрів 
системи – сліпе видалення прихованих даних [22]. Такий підхід, реалізовано, 
наприклад, у програмі Stirmark [23], яка в першу чергу використовується для 
оцінки стійкості ЦВЗ. Але вочевидь при вирішенні окремих задач інформацій-
ної безпеки, таких як задачі автентифікації та контролю копіювання, більшої 
шкоди системі може бути нанесено не спотвореннями у каналі зв’язку чи слі-
пим видаленням прихованих даних, а порушником, що досяг можливості вико-
нувати функції легального користувача.  Отримавши достовірну оцінку таємно-
го ключа порушник може багато разів використовувати її для підробки стегано-
контейнерів. Існування подібних прикладів стало поштовхом до активізації ін-
тересу дослідників до такої базової характеристики стеганографічних систем як 
безпека (security). 
Безпека стеганографічної системи безпосередньо пов’язана зі складністю 
отримання секретних параметрів системи, тобто синонімом цього поняття мож-
на вважати стійкість до отримання порушником секретів системи. Вочевидь, 
несанкціонований користувач не повинен мати можливості оцінити секретні 
параметри. З врахуванням принципу Кірхгофа рівень безпеки системи оціню-
ється зусиллями, необхідними для визначення стеганоаналітиком таємного 
ключа. 
Для аналізу безпеки, як і для аналізу стійкості, використовують теоретико-
інформаційну, обчислювальну [24] та інші формальні моделі стеганосистем. 
Атаки, які погрожують безпеці, завжди є навмисними та не сліпими. Разом з 
тим навмисні та не сліпі атаки можуть бути націлені на порушення як безпеки, 
так і стійкості. Крім того, інформація, отримана за допомогою атак, що погро-
жують безпеці, може бути використана як перший крок для виконання атак, що 
погрожують стійкості.   
Безпека повинна оцінюватися незалежно від стійкості. Тут показовою є ана-
логія із криптографією: мета атакуючого в криптографії – дешифрування пові-
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домлення; безпека системи оцінюється у припущенні безпомилковості каналу 
комунікації, оскільки інакше повідомлення буде зруйнованим і для порушника, 
і для легального користувача системи. Для системи ЦВЗ це означає, що безпека 
оцінюється у припущенні відсутності атак, що погрожують стійкості. 
Починаючи з [25] для аналізу безпеки стеганографічних систем стали вико-
ристовуватися інформаційно-теоретичні моделі, які за аналогією з криптогра-
фією беруть за основу міру Шеннона та адаптують її для стеганографії. При та-
кому підході пусті та заповнені контейнери, повідомлення і ключі розглядають-
ся як випадкові величини. Інформаційно-теоретичні моделі є інструментом ви-
міру безпеки, що не залежить від обчислювальних ресурсів противника, та по-
казують фундаментальні слабкості даного методу вкраплення/вилучення пові-
домлення. Розглянемо інформаційно-теоретичну модель безпеки симетричних 
стеганосистем.  
На практиці легальний користувач стеганосистеми зазвичай має власний та-
ємний ключ та використовує його для вкраплення повідомлень в контейнери 
багаторазово. Отже, всі стеганоконтейнери одного й того ж користувача (або, їх 
досить велика кількість) будуть містити інформацію про один і той же таємний 
ключ. Інформація про ключ виявляється при спостереженнях даних, що пере-
даються по відкритому каналу, і таким чином може стати доступною порушни-
ку. Як правило, для отримання достовірної оцінки ключа потрібно мати багато 
створених з ним стеганоконтейнерів. Але як тільки така оцінка буде отримана, 
вона може бути використана для атак на інші контейнери без будь-яких додат-
кових зусиль з боку порушника.  
Нехай задано метод вкраплення/вилучення повідомлення та випадково ви-
значено ключ. Порушник знає чи підозрює, що по відкритому каналу переда-
ються стеганоконтейнери, знає використаний у системі метод, але не знає клю-
ча. Як випадкова величина таємний ключ має деяку ентропію. Позначимо апрі-
орну ентропію ключа, тобто ентропію до початку будь-яких дій через H(K). У 
дискретному випадку ∑- )()log( )(
k
kpkpKH  , де p(k) – ймовірність прийняття 
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випадковою величиною К значення k.  В подальшому відправником створюєть-
ся oN  стеганоконтейнерів, з кожним з яких порушнику «просочується» частка 
інформації. В деяких випадках порушник може використати для атаки не тільки 
стеганоконтейнер, але й інші дані. Наприклад, він може знати ім’я автора, яке 
вкраплюється в захищуваний контейнер в сценаріях захисту авторського права 
або статус фільму в сценаріях захисту від несанкціонованого копіювання. По-
рушник може використати для атак DVD з маркованим фільмом та більш стару 
версію фільму, що не була маркована, також в певних сценаріях він може вико-
ристати доступ до пристроїв, що реалізують алгоритм вкраплення або вилучен-
ня повідомлення і т.і. Отриману в результаті апостеріорну ентропію ключа, яку 
К. Шеннон [26] назвав неоднозначністю або ненадійністю (equivocation),  поз-
начимо )( oNO|KH , де 
o
o
N
N
OO,OO 21  – виконані спостереження. Тоді витік 
інформації, який вимірюється через взаємну інформацію між виконаними спо-
стереженнями та таємним ключем, можна виразити як різницю між апріорною 
та апостеріорною ентропією ключа:  
 .O|KHKHOKI oo
NN
)(-)();(   (1.1) 
Для оцінки безпеки стеганографічної системи потрібно знати як мінімум дві 
з трьох величин у формулі (1.1). Чим більший витік інформації );( oNOKI , тим 
меншою є невизначеність для порушника )( oNO|KH , яка зі зростанням кілько-
сті спостережень монотонно спадає від H(K) до 0. Коли )( oNO|KH  стає нульо-
вою, це означає, що порушник володіє достатньою для визначення ключа кіль-
кістю спостережень. 
Методика оцінки безпеки стеганосистем в інформаційно-теоретичній моде-
лі базується на наступних визначеннях. 
Визначення 1.10. Стеганосистема досягає абсолютної безпеки при 
0);( oNOKI . 
Це означає, що всі зусилля порушника, направлені на отримання таємного 
ключа, будуть марними, навіть  коли він володіє нескінченими обчислюваль-
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ними ресурсами. Очевидно, що розробка стеганосистем, для яких виконується 
дане визначення, може бути надзвичайно складною задачею або приводити до 
побудови непрактичних систем (наприклад, за рахунок занадто великої обчис-
лювальної складності чи довжини ключа). 
Також в інформаційно-теоретичній моделі вводиться поняття N -   безпеки. 
Визначення 1.11. Стеганосистема N -   безпечна, якщо ≤);( NOKI  для де-
якого   > 0.  
Відмітимо, що витік інформації може бути нульовим або малим через ну-
льову або малу апріорну ентропію таємного ключа, і це необхідно враховувати 
при аналізі безпеки системи. Тут показовим є граничний випадок – розгляд де-
термінованого ключа. При детермінованому ключі витік інформації є нульовим, 
але в силу відсутності секретної параметризації система вочевидь має істотну 
нестачу безпеки. 
Такий аналіз започатковує поняття рівня безпеки як більш зручну її міру. 
Визначення 1.12. Для систем з 0);( oNOKI  під  - рівнем безпеки розуміють 
число спостережень N , необхідних для виконання умови  
 )(
N
O|KH .  
Визначення 1.13. Число спостережень N , що приводять до детермінованого 
ключа, називають   відстанню унікальності. 
З практичної точки зору успіх атаки на ключ близько пов'язаний з помил-
кою оцінки, що досягається атакуючим: чим більш достовірна оцінка, тим лег-
ше атакуючому досягти своєї мети. Отже, здається природним встановити ве-
личину   з визначення 1.12 у відповідності з похибкою оцінки. Так, в роботі 
[22] описана інформаційно-теоретична модель, яка адаптує підхід Шеннона на 
випадок неперервних випадкових величин. Це передбачає заміну ентропії у 
вищеописаній моделі диференціальною ентропією. Тоді нижню границю дис-
персії оцінки ключа можна виразити через його апостеріорну диференціальну 
ентропію: 
 .2
1
≥ )|(22
0NOKh
E e
e
   
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Таким чином рівень безпеки визначається через кількість спостережень, необ-
хідних для досягнення певної точності оцінки ключа. 
Крім розглянутого, також розвивається підхід, згідно якому витік інформа-
ції вимірюється не через взаємну інформацію, а за допомогою інформаційної 
матриці Фішера [27]. Нехай спостереження O
 
є випадковою величиною з фун-
кцією розподілу ймовірностей, що залежить від вектора  nθθθθ 21, ,  яким в 
даному випадку моделюється ключ.  Інформаційна матриця Фішера відносно θ 
визначається як  
 })],(p[log{)(
2
∂
∂ θOEθFIM
θθ
 .  
Нижня границя, яка пов’язує інформацію Фішера з дисперсією оцінки ключа, 
що досягається неупередженим оцінювачем, – границя Крамера-Рао: 
 ,))(FIM(≥
1-2 θtrE   
де tr – слід матриці. 
Відмітимо, що представлені моделі знайшли свій подальший розвиток при 
аналізі безпеки таких популярних стеганометодів, як метод розширення спектра 
та метод модуляції індексу квантування [22]. 
1.2.4. Пропускна здатність стеганоканалу (capacity) 
 Визначення 1.14. Пропускна здатність стеганоканалу  визначається як ма-
ксимальна кількість даних повідомлення, які можуть бути вкрапленими в один 
елемент контейнера з дотриманням вимог невідчутності, стійкості та безпеки. 
На сьогоднішній день існують різні, іноді діаметрально протилежні підходи 
до визначення кількості приховуваної інформації. Ці розбіжності обумовлені 
відмінностями в цілях захисту інформації, видах порушника, їх можливостях, 
типах контейнерів та повідомлень та іншими факторами. Зокрема, в якості тео-
ретично досяжних границь, що не залежать від особливостей практичного за-
стосування, використовують оцінку пропускної здатності, отриману в теорети-
ко-інформаційній моделі стеганосистеми [1].  
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Пропускна здатність визначає потенційний об’єм інформації, яку можна 
приховати тим чи іншим методом стеганографії. А той об’єм, що  був реально 
використаний в процесі стеганоперетворення певного контейнера (тобто вкрап-
лення в нього додаткової інформації), будемо називати наповненістю контей-
нера.  Очевидно, що в рамках тієї чи іншої стеганосистеми наповненість будь-
якого контейнера не може перевищувати пропускної здатності створюваного 
нею стеганоканалу. Наповненість зручно вимірювати у відсотках від пропуск-
ної здатності. Так, наповненість пустого контейнера складає 0%, максимально 
заповненого – 100%. 
1.2.5. Обчислювальна складність реалізації  
Стеганосистеми можуть використовуватися в режимі реального часу, на-
приклад, потокового аудіо. Щоб задовольнити вимоги таких застосувань вкрап-
лення та вилучення повідомлення повинне здійснюватися достатньо швидко.  
Якщо, вкраплення та вилучення повідомлення здійснюється в частотній об-
ласті контейнера, то при реалізації повинні використовуватися швидкі алгорит-
ми спектральних перетворень. Наприклад, обчислення дискретного перетво-
рення Фур’є прямим методом потребує порядку N2 операцій комплексного до-
давання, а його обчислення за допомогою швидких алгоритмів порядку 
NN 2log  операцій [28]. Або якщо, наприклад, стеганографічний метод перед-
бачає згортку сигналів чи блоків сигналів довжиною N=2n, n<10, то є сенс вико-
ристовувати при його реалізації швидке перетворення Уолша  [29] і таке інше. 
 
1.3. Базові методи комп’ютерної стеганографії 
 
Класифікація існуючих стеганографічних методів може здійснюватися за 
різними критеріями, приклад такої класифікації зокрема представлений та опи-
саний у дослідженні [30]. У пункті 1.1. даної дисертації представлена класифі-
кація існуючих стеганографічних систем, що базуються на відповідних мето-
дах, за критерієм призначення. Крім того, методи комп’ютерної стеганографії 
можна класифікувати за способом вибору контейнера на безальтернативні, су-
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рогатні, селектуючі та конструюючі [31]; за способом доступу до інформації – 
на потокові та з довільним доступом [32]; за способом організації контейнерів – 
на систематичні та не систематичні [33]; за типом контейнерів – на методи для 
текстового, аудіо, графічного та відео середовищ; за способом вкраплення ін-
формації – на форматні та неформатні; за методом обробки контейнера –  на 
безпосередні [34] та спектральні, які в свою чергу базуються на використанні 
дискретних унітарних перетворень: Фур’є, Уолша, Карунена – Лоєва, слент, 
вейвлет, перетворень високої та низької кореляції та інших [28-29,35-40]. 
При вилученні таємних даних у деяких стеганографічних методах необхід-
но мати еталон пустого контейнера. Для багатьох практичних застосувань це не 
зручно, бо  потрібно забезпечити його надійне зберігання та захист від несанк-
ціонованого використання. Тому на практиці перевагу мають методи, що не по-
требують наявності еталона (сліпі), або ж для його отримання використовується 
спеціальна обробка стеганоконтейнера. 
1.3.1. Метод найменшого значущого біту та його модифікація 
Здійснений аналіз поширеного стеганографічного програмного забезпечен-
ня показав, що існуючі програми найбільш часто реалізують різні варіації ме-
тоду найменшого значущого біту (НЗБ). Зокрема, це справедливо для програм 
S-Tools (розподілене НЗБ вкраплення за ключем в часову/просторову область 
аудіо/зображення), Hide4PGP (розподілене НЗБ безключове вкраплення в часо-
ву/просторову область аудіо/зображення), Steganos Privacy Suite 2012 (послідо-
вне НЗБ вкраплення в часову/просторову/частотну область аудіо/зображення), 
jsteg (послідовне НЗБ вкраплення в частотну область зображення), jphs (розпо-
ділене за ключем НЗБ вкраплення в частотну область зображення), SilentEye 
(послідовне або рівномірне НЗБ вкраплення в часову/просторову область ау-
діо/зображення), Outguess (розподілене НЗБ вкраплення в частотну область зо-
браження з корегуванням статистики) та інших [41]. Така ситуація спричинена 
в першу чергу простотою реалізації НЗБ, а також порівняно високою пропуск-
ної здатністю стеганоканалу для систем на його основі.  
Опишемо суть цього методу. Нехай C(n), n=1, 2, … N –  цифрові відліки об-
ласті вкраплення контейнера. Вони можуть вибиратися як в часовій області ау-
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діосигналу чи просторовій області зображення, так в частотних областях цих 
носіїв (наприклад, серед коефіцієнтів дискретного косинусного перетворення 
зображення, що зберігається у форматі JPEG). В двійковому вигляді ці відліки 
можна представити як 
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де L – розрядність квантування контейнера,  1,0)( nci  – біти відповідних роз-
рядів відліків.   
Тоді НЗБ-перетворення відліку контейнера описується наступним чином:  
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де  1,0)( nb  – біт повідомлення, який вкраплено в даний відлік.  
Альтернативою описаному перетворенню є його модифікація у вигляді 1 
вкраплення (LSB matching). Алгоритм вкраплення для цього варіанту приймає 
вигляд: 
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У формулі (1.3) р – це ймовірність вкраплення. 
В обох випадках вилучення повідомлення відбувається шляхом зчитування 
значень молодших бітів відліків-носіїв. Основний недолік даних методів – їх 
вразливість до порушень цілісності контейнера. 
1.3.2. Метод модуляції індексу квантування 
Інший безпосередній метод комп’ютерної стеганографії – це метод модуля-
ції індексу квантування (МІК) [42-44]. Метод МІК на відміну від методу НЗБ 
дозволяє адаптивно підбирати крок квантування, регулюючи тим самим взає-
мозв’язок між невідчутністю та стійкістю вкраплення. 
Нехай  1,0nw  – n-тий біт повідомлення, який буде вкраплюватися в де-
який вихідний сигнал; )( ntx  – вихідне значення відліку, що слугуватиме носієм 
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даного біту; )( ntx  – результат квантування, тобто маркований відлік сигналу; S 
– сила вкраплення. Тоді процедуру вкраплення для методу МІК можна предста-
вити у вигляді:  
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де k=0,1,2… Відмітимо, що при S=2 метод МІК зводиться до методу НЗБ.  
Схематично принцип дії МІК можна представити так: 
 
Рис. 1.3. Схема принципу маркування сигналів методом МІК 
 
Тобто в маркуванні приймає участь два квантувача, використання першого з 
них відповідає вкрапленню нульового біта повідомлення, другого – одиничного 
біта. Так, на рис. 1.3 еліпсами позначені інтервали квантування першого кван-
тувача, крапки в центрі кожного еліпса – точки квантування першого квантува-
ча. Якщо 0nw  і )( ntx  знаходиться в межах деякого еліпсу, перший квантувач 
ставить у відповідність )( ntx  значення, що відповідає значенню точки в центрі 
даного еліпсу. Аналогічно прямокутниками, намальованими штриховою лінією, 
позначені інтервали квантування другого квантувача, а знаком «×»  – його точ-
ки квантування. Якщо 1nw  і )( ntx  знаходиться в межах деякого прямокутника, 
другий квантувач ставить у відповідність )( ntx  значення, що відповідає значен-
ню точки в центрі даного прямокутника (для першого інтервалу квантування 
другого квантувача –точки на лівій границі інтервалу, тобто нуля). Для першо-
го інтервалу квантування другого квантувача крок квантування S.  50 , для 
всіх інших – S . При вилученні декодер порівнює відстань від )( ntx   до ко-
жної з найближчих точок квантування, які позначені «» та «×», якщо )( ntx   
ближче до «» – вилучається нульовий біт, ближче до «×» – вилучається одини-
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чний. Межі між значеннями, що відповідають 0 або 1 при декодуванні на рис. 
1.3 позначені вертикальними лініями. 
Таким чином, формула для вкраплення біту ЦВЗ буде такою: 
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де round(*) означає операцію округлення до найближчого цілого числа; floor(*) 
– операцію округлення зі сторони мінус нескінченності. 
Формула для вилучення біту ЦВЗ така: 
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Тут mod(x,y) – це залишок від ділення x на y.  
Як правило, метод МІК застосовують для стеганоперетворення аудіосигна-
лів, що мають порівняно високу розрядність квантування (16 біт на відлік). 
1.4. Огляд та класифікація сучасних методів стеганоаналізу 
Основною умовою, яку повинні задовольняти стеганографічні системи, що 
створені для прихованої передачі даних, є унеможливлення виявлення факту 
експлуатації стеганосистеми та доведення цього третім особам. У сучасному 
світі, де велику роль грає цифрове представлення інформації та можливі різно-
манітні комбінації методів роботи з даними на цифрових носіях у стеганографії 
з’явилося багато нових можливостей та областей застосування.  Сучасні стега-
нографічні системи пропонують різні варіанти організації таємної комунікації 
під час обміну через публічні канали даними, що не привертають уваги сторон-
ніх спостерігачів. Існує понад сто програмних продуктів, що реалізують вкрап-
лення повідомлень в аудіо- та відеосигнали, зображення, текстові та HTML-
документи, виконувані модулі, динамічні бібліотеки та інші цифрові контейне-
ри [41]. Для мультимедійних контейнерів найбільшого поширення здобули ме-
тоди вкраплення повідомлень в молодші біти елементів контейнера чи його ча-
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стотних коефіцієнтів. Крім того в існуючому програмному забезпеченні вико-
ристовується вкраплення в службові поля файлів та додавання інформації після 
маркеру кінця файлу, перестановка значень відліків контейнера згідно граф-
теоретичному методу [45], вкраплення в біт парності кадру аудіосигналу шля-
хом зміни кроку квантування при стисненні за стандартом MPEG-1 Layer 3 [46], 
вкраплення у палітру зображень, приховання за методом розширення спектра 
та інше. 
Але така форма комунікації може бути використана для реалізації проти-
правних дій та стати загрозою інформаційній безпеці держави і різних організа-
ції. Тому поряд з розвитком стеганографії актуальним та важливим є розвиток 
протилежного їй напрямку в області інформаційної безпеки – стеганоаналізу. 
Стеганоаналіз є дисципліною, що створює та розвиває методи протидії 
стеганографії. В стеганоаналітичних дослідженнях широко використовується 
апарат теорії ймовірностей та математичної статистики, статистичного аналізу, 
лінійної алгебри, комбінаторики, цифрової обробки та розпізнавання сигналів і 
зображень, а також інші розділи математики. У зв’язку зі зростаючою актуаль-
ністю останні роки дослідження у сфері стеганоаналізу проводяться все більш 
активно. В тому числі він розвивається й українськими вченими, серед публіка-
цій яких відмітимо роботи [47-50]. 
1.4.1. Класифікація стеганоаналітичних методів за різними критеріями 
Стеганоаналітичні здобутки можуть бути використаними як для контролю 
протиправного використання стеганографічних методів та програмних продук-
тів, так і для виявлення їх слабкостей, отримання якісних та кількісних оцінок 
стійкості та подальшого вдосконалення. 
Як правило, стеганоаналітик не змінює вміст атакованих сигналів чи зо-
бражень, але виявляє наявність в них прихованих повідомлень та в деяких ви-
падках їх об’єм чи зміст. В таких випадках стеганоаналіз можна розглядати як 
здійснення пасивних атак на стеганографічні системи.  
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За рівнем забезпечення стійкості до пасивних атак стеганосистеми можна 
поділити на: 
- Теоретично стійкі, тобто такі, які здійснюють приховання інформації в ті 
елементи контейнерів, значення яких не перевищують рівня шумів або по-
хибок квантування і для них теоретично доведено неможливість розрізнен-
ня пустих та заповнених контейнерів. 
- Практично стійкі, тобто такі для яких не можна виключати можливість ви-
явлення створених стеганоконтейнерів, але противник на даний момент не 
володіє необхідними для цього стеганоаналітичними методами та програма-
ми. 
- Не стійкі, тобто стеганосистеми для яких існують стеганоаналітичні мето-
ди, що виявляють факт їх експлуатації. 
Розвиток теорії стеганоаналізу та створення нових методів спричиняють 
перехід певних стеганосистем з класу практично стійких до класу нестійких. Та 
разом з тим в багатьох випадках дослідження стійкості існуючих стеганографі-
чних систем та відповідного програмного забезпечення  до методів стеганоана-
лізу не тільки дозволяє оцінити їх практичну придатність, а й окреслює шляхи 
подальшого вдосконалення. 
Якість стеганоаналітичного методу в цілому може бути оцінена за наступ-
ними показниками: ефективність, придатність, практичність та складність . 
Ефективність відображає точність розрізнення пустих та стеганоконтейнерів. 
При розрізненні можливе виникнення помилок двох типів: прийняття пустого 
контейнера за заповнений – хибно позитивна тривога, та прийняття заповнено-
го контейнера за пустий – хибно негативна тривога. Вірогідність виникнення 
обох типів помилок повинна бути мінімізована. Придатність вимірюється кіль-
кістю стеганографічних перетворень, які здатен виявити даний метод стеганоа-
налізу. Практичність оцінюється широтою сфери практичного застосування ме-
тоду, можливостями його автоматизації та роботи в реальному режимі часу. 
Складність є показником необхідних для реалізації програмно-апаратних ресу-
рсів та їх вартості. 
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В процесі дослідження було виділено декілька базових критеріїв за якими 
всі існуючі методи стеганоаналізу можна розділити на групи (рис. 1.4). 
Рис. 1.4. Класифікація стеганоаналітичних методів 
 
За критерієм мети атаки стеганоаналіз можна класифікувати на три групи:  
1) статичний стеганоаналіз, тобто такий, що ставить на меті розрізнення 
пустих та заповнених контейнерів та визначення програми чи методу, за допо-
могою яких стеганоконтейнери створювалися;  
2) динамічний стеганоаналіз, тобто такий, що ставить на меті визначення 
довжини прихованого повідомлення та його місцеположення у стеганоконтей-
нері, отримання оцінки таємного ключа, певних параметрів алгоритму вкрап-
лення, а також вилучення прихованого повідомлення з контейнера; 
3) допоміжний стеганоаналіз, тобто розроблення активних та зловмисних 
атак з метою спровокувати повторну передачу повідомлення. 
Для успішного здійснення стеганоаналізу необхідно, але не достатньо: 
- мати для аналізу програмний продукт, за допомогою якого виконува-
лося приховання інформації; 
- мати можливість відновлювати криптографічні та стеганографічні ал-
горитми, закладені у програмний продукт, виконувати їх експертний 
аналіз та розробляти методи визначення чи оцінювання ключів; 
- мати необхідні для проведення стеганоаналізу обчислювальні ресурси; 
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- підтримувати на належному рівні теоретичні та практичні знання в об-
ласті стеганографії. 
В залежності від кількості інформації, якою володіє аналітик, виділяють 
два класи стеганоаналітичних методів: направлений стеганоаналіз конкретного 
програмного забезпечення та універсальні методи. При розробленні направле-
них методів передбачається, що аналітик володіє інформацією про всі деталі 
приховання, крім використаного стеганографічного ключа. При створенні уні-
версальних методів використання алгоритму вкраплення можливе тільки у ре-
жимі «чорного ящику». В таких випадках аналітик намагається відшукати певні 
особливості пустих контейнерів, що задовольняли б умовам репрезентативності 
та контекстної незалежності, та одночасно змінювалися при вкрапленні у кон-
тейнери додаткової інформації. Універсальні методи, як правило, є менш точ-
ними у порівнянні з направленими, але мають значно більшу область застосу-
вання.   
В залежності від об’єкта пошуку в підозрілих контейнерах стеганоаналіти-
чні методи можна поділити на три класи: візуальні, сигнатурні та статистичні. 
Візуальні методи базуються на здатності аналізу зорових образів системою 
людського зору. Під час візуального стеганоаналізу вивчається графічне пред-
ставлення бітових зрізів контейнерів-зображень з метою пошуку видимих по-
рушень кореляції всередині пікселя та між пікселями. В окремих випадках ін-
формативним є візуальний контроль однорідних фрагментів зображення, аналіз 
артефактів стиснення у збільшеному масштабі чи візуальний аналіз гістограм 
зображень в просторовій та частотній областях. 
Візуальний стеганоаналіз застосовний не тільки до зображень, але й до ау-
діосигналів. Корисну інформацію стеганоаналітик може отримати шляхом візу-
ального аналізу спектрограм звукових контейнерів. Так, на рис. 1.5 представле-
но спектрограму стеганоаудіоконтейнера з послідовним прихованням даних в 
молодших бітах 16-бітних відліків. Крім того у певних випадках аналіз спект-
рограм дозволяє відшукати піки синхронізації та інші не природні артефакти в 
частотній області сигналу. 
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Сигнатурні методи направлені на пошук «відбитків пальців», що залиша-
ють у заповнених контейнерах деякі стеганографічні програми. Це можуть бути 
нетипові значення в службових полях або полях даних файлів, невідповідності 
формату, специфічні для певних стеганографічних програм бітові послідовності 
та інше. 
Сигнатурний стеганоаналіз реалізовано, наприклад, у програмі StegSpy 
v2.1, яка ідентифікує стеганоконтейнери, створені програмами Hiderman, 
JPHide and Seek, Masker, JPegX, Invisible Secrets, а також знаходить місцеполо-
ження вкраплених даних [51]. 
 
Рис.1.5. Спектрограма 16-бітного заповненого аудіоконтейнера, створена про-
грамою Steganos (повідомлення приховане на початку сигналу) 
 
Сигнатурні методи можуть бути як направленими, так і універсальними. 
Розглянемо приклади направленого сигнатурного стеганоаналізу. 
 Досить специфічний відбиток залишає за собою програма Hide and Seek, 
яка приховує інформацію в gif-файлах. Вкраплення в даній програмі здійсню-
ється шляхом заміни молодших бітів колірних індексів точок зображення, міс-
цеположення бітів прихованого повідомлення визначає генератор псевдовипад-
кових чисел. Однозначну ідентифікацію кольорового зображення, що є Hide 
and Seek стеганоконтейнером, легко здійснити шляхом аналізу значень палітри 
цього зображення. Значення всіх колірних складових елементів палітри після 
вкраплення стають кратними чотирьом, зокрема білому кольору буде відпові-
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дати значення (252, 252, 252), а не (255, 255, 255)  як у пустому контейнері. До-
датковим підтвердженням наявності прихованого повідомлення у випадку  Hide 
and Seek є розмір зображення. Версія 4.1 даної програми створює контейнери 
тільки одного розміру – 320×480 пікселів. Якщо вихідне зображення менше за 
потрібне, воно буде доповнене чорними пікселями, більше – буде обрізане. 
Hide and Seek в версії 5.0 аналогічним способом «підганяє» вихідне зображення 
до одного з наступних розмірів: 320×200, 320×400, 320×480, 640×400 або 
1024×768. 
Ще одна стеганографічна програма, втручання якої легко виявити сигнату-
рним аналізом, – JPegX [52]. Ця програма вкраплює таємні дані після маркеру 
кінця jpeg-файлу, а перед приховуваним повідомленням обов’язково додає сиг-
натуру  5B 3B 31 53 00, за якою стеганоконтейнер та програма його створення 
однозначно ідентифікуються в подальшому. Аналогічно знаходяться стеганозо-
браження, що створені програмою Hiderman. Втручання цієї програми виявля-
ється за наявністю сигнатури 43 44 4Е при перегляді зображення у шіснадцяте-
ричному редакторі (CDN в ASCII-коді). 
Метод направленого сигнатурного стеганоаналізу для виявлення BPCS-
стеганографії описаний у роботі [53]. BPCS означає Bit-Plane Complexity 
Segmentation, що можна перекласти як «сегментація бітових зрізів за рівнем 
складності». Це офіційна назва стеганографічного методу, який активно розви-
вається японським професором Ейджи Кавагучі. Метод BPCS вкраплює пові-
домлення в сегменти бітових зрізів зображення, складність яких перевищує за-
дане порогове значення. Є декілька варіантів обчислення складності сегменту, 
наприклад, в роботі [53]  мірою складності  є кількість змін кольору уздовж ря-
дків та стовпчиків чорно-білого представлення квадратного сегменту mm біто-
вого зрізу. Складність сегментів при цьому варіюється від 0 (повністю білий 
або чорний сегмент) до m(m-1)2 (блок у вигляді шахівниці). Сегменти зі 
складністю нижчою від порогу класифікуються як інформаційні, вищою – шу-
моподібні. Використання для приховування інформації шумоподібних сегмен-
тів не тільки молодшого, а й усіх інших бітових зрізів, дозволяє суттєво збіль-
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шити пропускну здатність стеганоканалу при дотриманні умови візуальної не-
помітності втручання. 
Але, як з’ясувалося BPCS-стеганоконтейнери можна виявити побудувавши 
гістограму складності, що відображає відносну частоту виникнення різних зна-
чень складності сегментів зображення. Побудована гістограма є сигнатурою 
BPCS-методу, оскільки має досить специфічну форму. Для гістограм стегано-
контейнерів в районі порогу вкраплення завжди спостерігається характерна за-
падина, нетипова для пустих контейнерів, а розподіл складності після порогу 
стає близьким до нормального (див. рис. 1.6). 
Зауважимо, що дану сигнатуру можливо усунути на етапі вкраплення. Це 
здійснюється шляхом використання половини шумоподібних сегментів для 
врегулювання значень складності, та разом з тим ця процедура вдвоє зменшує 
пропускну здатність стеганоканалу.  
Рис.1.6. Гістограми складності зображення: зліва до, справа після вкраплення 
 
Прикладом універсального сигнатурного стеганоаналізу є метод, описаний 
у роботах [54-55].  Автори цих публікацій показують недоцільність застосуван-
ня зображень, які спочатку були збережені у форматі jpeg, для приховання ін-
формації в просторовій області. Квантування, яке відбувається у процесі стис-
нення, виконує роль крихкого «відбитку пальця», який дає можливість виявити 
зміну навіть одного пікселя зображення. Знаходження змін базується на дослі-
дженні сумісності блоків 88 пікселів із jpeg-стисненням з певною матрицею 
квантування. З метою дотримання умови невидимості стеганографічні методи 
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намагаються мінімізувати спотворення контейнера  в процесі вкраплення, тому 
після нього у зображенні все же можна буде відслідкувати характерну структу-
ру, що вказує на його минуле існування в jpeg форматі. Аналіз коефіцієнтів 
дискретного косинусного перетворення (ДКП) блоків пікселів при роботі з до-
сить великими зображеннями дозволяє відновити використану матрицю кван-
тування. Стеганоперетворення порушує повну відповідність блоку jpeg форма-
ту, в тому сенсі що отриманий після вкраплення блок пікселів не може бути 
утвореним шляхом  jpeg-декомпресії ніякого блоку квантованих ДКП коефіціє-
нтів. Знайдені розбіжності інтерпретуються як сигнатура стеганографії. Підра-
хунок кількості несумісних блоків дозволяє оцінити розміри таємного повідом-
лення. Для ідентифікації пікселів, які несуть приховані біти, обчислюють зна-
чення сумісних блоків, найближчих до блоків з порушеною jpeg сумісністю.  
Описаним чином можна виявити застосування будь-яких стеганографічних 
методів, окрім тих, що вкраплюють інформацію у квантовані коефіцієнти ДКП 
зображень. Зауважимо, що використання з метою приховання конфіденційних 
даних перших ліпших контейнерів  підвищує вірогідність успіху візуальних та 
сигнатурних методів. Не важко виявити втручання в зображення, що були ство-
рені за допомогою комп’ютерних програм, а не є фото чи сканованим матеріа-
лом, а також втручання в молодші біти гладких областей високоякісних зобра-
жень, тому слід уникати застосування таких контейнерів у стеганографії [15].    
За умови, що користувачі стеганографічної системи використовують тіль-
ки підходящі контейнери (достатньо зашумлені та без значних гладких облас-
тей), сигнатурний аналіз здатен виявляти застосування не більше за 10% існую-
чих стеганографічних програм. Наприклад, у роботі [56] показано неефектив-
ність сигнатурного аналізу для задачі виявлення  S-Tools стеганоконтейнерів.  
Значно більшою гнучкістю та широтою області застосування характеризу-
ються статистичні методи стеганоаналізу. Вони, як правило, базуються на ана-
лізі розбіжностей у статистичних характеристиках природніх контейнерів та 
тих, що підлягали стеганоперетворенню і є носіями прихованої інформації. 
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Першим статистичним методом є «Хі-квадрат атака», запропонована в 
1999 році в роботі [57] для виявлення НЗБ стеганографії. У цьому методі засто-
совується критерій згоди Пірсона, на підставі якого відбувається порівняння 
близькості розподілу досліджуваної послідовності елементів контейнера до ро-
зподілу, характерному для стеганограм. «Хі-квадрат атака» дає чудові резуль-
тати у випадках, коли аналітику відомо, в яких відліках контейнера здійснюва-
лося приховування. Якщо ж стеганосистема передбачає залежні від ключа міс-
ця розташування вкраплених бітів, то зі зниженням довжини приховуваного 
повідомлення ефективність даного методу швидко падає. 
Один з перших методів статистичного стеганоаналізу, що враховує можли-
вість залежності місць розташування приховуваних даних від секретного клю-
ча, – це RS-аналіз (Regular-Singular), запропонований в роботі [58]. Даний метод 
спрямований на виявлення прихованих залежностей між елементами контейне-
ра. В розгляд уводяться функції гладкості і перевороту, з використанням яких 
групи пікселів зображення діляться на три класи: регулярні, сингулярні і неви-
користовувані. Природні зображення характеризуються великою кількістю ре-
гулярних груп у порівнянні з сингулярними. При розрізненні пустих і заповне-
них контейнерів використовується переворот з накладеною на групу маскою, 
що складається зі значень -1, 0 і 1. Для природних зображень кількість регуляр-
них груп, отриманих з деякою маскою М приблизно така ж, як і кількість регу-
лярних груп, отриманих з інверсною маскою -М. Те ж саме спостереження 
справедливо і для сингулярних груп. Вкраплення повідомлення в молодші біти 
контейнера тягне за собою зближення кількості регулярних і сингулярних груп, 
отриманих з маскою М. Зі збільшенням довжини приховуваного повідомлення 
різниця між кількістю цих груп наближується до нуля. У той же час різниця 
між кількістю регулярних і сингулярних груп, отриманих з маскою -М зі збіль-
шенням довжини приховуваного повідомлення збільшується. 
Узагальненням RS-аналізу та його формулюванням у дещо інших термінах 
є метод SPA (Sample Pair Analysis), запропонований в роботі [59]. 
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1.4.2. Методи стеганоаналізу з навчанням та класифікацією за характери-
стичними векторами  
Найбільш багаточисленна група статистичних методів – це методи класи-
фікації з навчанням. На відміну від «Хі-квадрат атаки», RS-аналізу та SPA такі 
методи, як правило, є універсальними. Загальна схема стеганоаналізу для них 
може бути описана наступним чином: 
1. Визначення характеристичних векторів контейнерів. 
2. Вибір та навчання класифікатора, на вхід якого подаються характеристичні 
вектори контейнерів навчальної вибірки. Навчальна вибірка формується з 
репрезентативної кількості пустих і заповнених контейнерів, для кожного з 
яких відомо до якого з двох класів вони належать. Контейнери навчальної 
вибірки повинні мати максимально схожі параметри до параметрів контей-
нерів, класифікація яких є метою стеганоаналізу. 
3. Класифікація контейнерів, які підлягають перевірці. 
Характеристичний вектор повинен бути чутливим до змін, що вносяться 
стеганографічними програмами, але при цьому не залежати від вмісту контей-
нерів. Елементи характеристичних векторів пустих і заповнених контейнерів 
повинні помітно відрізнятися. Чим більша різниця між ними спостерігається, 
тим краще такий елемент підходить для цілей стеганоаналізу. Розглянемо існу-
ючі варіанти обчислення характеристичних векторів для мультимедійних кон-
тейнерів. 
Автори роботи [60] пропонують будувати характеристичні вектори на ос-
нові оцінок якості зображень. Їх стеганоаналіз базується на стійких розбіжнос-
тях між характеристичними векторами, елементами яких є певні оцінки якості 
пустого та відповідно заповненого контейнерів, отримані при наявності етало-
на. Еталонний контейнер отримують з контейнера, який підлягає перевірці, 
шляхом фільтрації. На цьому етапі однорідно хороші результати для сукупності 
різних стеганографічних методів і програм були отримані для двовимірного га-
усівського фільтру (стеганоаналіз в роботі [60] виконувався для модуля 
Digimarc в програмі Photoshop, методу Коха-Жао [6], технології PGS [61], про-
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грам для організації таємної комунікації Steganos, S-Tools і Jsteg). Результати, 
що дозволяють розрізнити пусті та заповнені контейнери, були отримані для 
наступних метрик якості: 
1) норма Мінковського першого і другого порядку, тобто манхетенська та ев-
клідова відстань відповідно (Minkowsky measures); 
2) відстань Чекановського (Czekanowski distance); 
3) кутова кореляція (angular correlation); 
4) точність зображення (image fidelity); 
5) нормована взаємна кореляція (normalized cross-correlation); 
6) міра спотворення амплітуди спектра Фур'є зображення (spectral magnitude 
distortion); 
7) медіана спотворення фазових спектрів блоків зображення (median of block 
spectral phase); 
8) медіана зваженого спотворення спектрів блоків зображення (median of 
weighted block spectral distortion); 
9) нормалізована середньоквадратична похибка, отримана з урахуванням мо-
делі людського зору (normalized mean square HVS error). 
Робота [62] присвячена проблематиці виявлення прихованих повідомлень в 
jpeg-контейнерах. Розрахунок характеристичних векторів у даному дослідженні 
здійснено у частотній області. З файлу, в якому зберігаються дані jpeg-
зображення, вилучаються абсолютні значення квантованих ДКП коефіцієнтів 
блоків 8×8 пікселів. Отриманий при цьому двовимірний масив коефіцієнтів бу-
де мати ті ж розміри, що і вихідне зображення. Автори роботи відзначили, що 
абсолютні значення ДКП коефіцієнтів будуть корельовані у горизонтальному, 
вертикальному та діагональних напрямках, а графік розподілу різниць сусідніх 
в зазначених напрямках значень подібний графіку розподілу Лапласа та має ви-
ражений пік в районі нуля. Сучасні стеганографічні програми, наприклад 
OutGuess, можуть вкраплювати дані тільки у половину доступних відліків чи 
коефіцієнтів, а другу половину використовувати для компенсації змін у гістог-
рамі просторової або частотної областей. З огляду на це автори [62] шукають 
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відмінності в статистиці не першого, а другого порядку для пустих і заповнених 
контейнерів. Вони розглядають чотири множини різниць коефіцієнтів ДКП як 
імовірнісні процеси Маркова, для характеристики яких використовують матри-
ці ймовірностей переходу з одним кроком. Для зменшення обчислювальної 
складності стеганоаналізу кількість елементів, що аналізуються, зменшують 
згідно наступній пороговій обробці: елементи зі значеннями більшими, ніж по-
ріг Т, і меншими, ніж -Т, перетворюють в Т і -Т відповідно. Ця процедура при-
водить до матриці ймовірностей переходу розмірами (2Т+1)×(2Т+1). Результу-
ючий характеристичний вектор буде мати розмірність 4×(2Т+1)×(2Т+1). У своїх 
експериментах автори [62] використовували Т=4, вилучаючи з зображень-
контейнерів 324-елементні характеристичні вектори. 
Наступний підхід полягає у використанні бінарних мір подібності, які ши-
роко застосовуються в біології, географії, соціології, розпізнаванні образів, по-
шукових системах та інших областях. З прикладом такого підходу можна озна-
йомитися в роботі [63]. Стеганоаналіз, запропонований в [63], базується на змі-
ні кореляції між бітовим зрізом, в який вкраплені додаткові дані, і сусідніми з 
ним немодифікованими зрізами. Так, наприклад, застосування НЗБ стеганогра-
фії тягне за собою зменшення подібності між сьомим і восьмим бітовими зріза-
ми зображення. При чому даний підхід можна застосовувати як в просторовій, 
так і в частотній області мультимедійних контейнерів. Характеристичний век-
тор, побудований у [63], включає в себе 14 елементів, що обчислені як наступні 
бінарні міри подібності: міра Сокала-Сніта (R.R. Sokal, P. Sneath) 1–5; міра Ку-
льчинського (S. Kulczynski) 1; міра Очіаі (A. Ochiai); міра Ланса-Вільямса 
(G.N. Lance, W.T. Williams); відмінність структур (pattern difference); дисперсія 
несхожості (variance dissimilarity); мінімум різниці гістограм (minimum 
histogram difference); абсолютна різниця гістограм (absolute histogram 
difference); взаємна ентропія (mutual entropy); відстань Кульбака-Лейблера 
(S. Kullback, R.A. Leibler). Ці бінарні міри подібності розраховуються за вміс-
том п’ятиелементних груп, що складаються з поточного біта бітового зрізу зо-
браження та чотирьох суміжних з ним в горизонтальному і вертикальному на-
прямках. 
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Окрім зазначених мір подібності в характеристичний вектор входять також 
чотири міри, при розрахунку яких використовуються не тільки суміжні по го-
ризонталі і вертикалі біти, але й суміжні до поточного по двох діагоналях. Ко-
жна дев'яти елементна група, що аналізується, зважується за допомогою маски, 
яка була запропонована Ойяла в роботі [64]. Таким чином, 15–18 елементами 
характеристичного вектора є зважені за Ойяла: мінімум різниці гістограм (Ojala 
minimum histogram difference); абсолютна різниця гістограм (Ojala absolute 
histogram difference); взаємна ентропія (Ojala mutual entropy) та відстань Куль-
бака-Лейблера (Ojala Kullback-Leibler distance) відповідно. 
Існує ряд методів стеганоаналізу, які спираються на зміни в гістограмах 
зображень, що викликані їх стеганоперетворенням. Стеганоаналіз з побудовою 
характеристичних векторів на основі гістограм запропонований, наприклад, в 
роботі [65]. Автори цієї роботи розглядали як контейнери кольорові зображення 
в форматах bmp і jpeg. Характеристичний вектор, що розглядається в даному 
дослідженні, містить 24 елемента. Перші шість елементів – це математичне очі-
кування і дисперсія гістограм кожної з колірних складових контейнера (черво-
ної, зеленої та синьої). Автори пропонують аналізувати статистику і в частотній 
області гістограм: до послідовностей значень гістограм колірних каналів засто-
совується дискретне перетворення Фур'є, потім обчислюються математичне 
очікування, дисперсія, асиметрія і ексцес отриманих коефіцієнтів, які склада-
ють наступні 12 значень характеристичного вектора. Ще три значення вектора 
розраховуються як повна енергія коефіцієнтів Фур'є червоного, зеленого і си-
нього каналів. І останні три значення представляють собою математичне очіку-
вання різниці гістограм у часовій і частотній області для кожної колірної скла-
дової. Чисельні експерименти, виконані авторами [65], показали, що їх метод 
має кращу точність у порівнянні з методом, запропонованим в [66], де викорис-
товується 432-елементний характеристичний вектор, отриманий на основі ста-
тистики амплітуд і фаз коефіцієнтів кратномасштабного розкладу контейнера. 
Крім вищевикладених варіантів, характеристичні вектори можуть бути та-
кож обчислені на основі матриці суміжності зображення [67–68], статистики 
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вейвлет-коефіцієнтів [69–71], коефіцієнтів контурлет-перетворення (contourlet 
transform) [72–73] та інших способів формування ознак контейнерів, а також 
шляхом об'єднання ознак, отриманих в різних областях представлення контей-
нера в єдиний характеристичний вектор [74]. 
Розглянемо класифікатори, які можуть бути застосованими для розрізнен-
ня пустих і заповнених контейнерів. 
У роботах [75–76] для класифікації застосовується метод k найближчих су-
сідів (k nearest neighbor). Це простий метричний класифікатор, що базується на 
оцінюванні подібності об'єктів. Поточний об'єкт класифікації відноситься до 
того класу, якому належить більшість з k його сусідів, тобто найближчих до 
нього об'єктів навчальної вибірки. Метод k найближчих сусідів неявно спира-
ється на одне важливе припущення, яке має назву гіпотеза компактності: якщо 
міра подібності об'єктів введена досить вдало, то схожі об'єкти набагато часті-
ше лежать в одному класі, ніж в різних. У цьому випадку межа між класами має 
досить просту форму, а класи утворюють компактно локалізовані області в 
просторі об'єктів. Відзначимо, що для оцінки подібності об'єктів в даному ме-
тоді зазвичай використовується міра відстані Евкліда. 
Наступний можливий варіант – використання наївного байєсівського кла-
сифікатора. Це простий імовірнісний класифікатор, заснований на теоремі 
Байєса зі строгими припущеннями про незалежність. Теорема Байєса дозволяє 
переставити місцями причину і наслідок. Знаючи з якою ймовірністю причина 
призводить до якоїсь події, ця теорема дозволяє розрахувати ймовірність того 
що саме ця причина призвела до події, що спостерігається. Наївний байєсівсь-
кий класифікатор зручний у випадках, коли розмірність характеристичного век-
тора велика і є відносно невелика навчальна вибірка. Його застосування у цілях 
стеганоаналізу описано, наприклад, в роботах [77–78]. 
У роботах [79–80] для класифікації пустих і заповнених контейнерів вико-
ристано ще один з класичних методів інтелектуального аналізу даних – дерева 
рішень. Дерева рішень є послідовними ієрархічними структурами, що склада-
ються з вузлів, які містять правила, тобто логічні конструкції виду "якщо... 
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то...". Кінцевими вузлами дерева є "листя", які відповідають знайденим рішен-
ням і об'єднують деяку кількість об'єктів вибірки, що розглядається. Кожному 
об'єкту відповідає єдиний вузол, що дає рішення. Щоб класифікувати новий 
об'єкт, потрібно спуститися по дереву до листа і видати відповідне значення. На 
сьогоднішній день існує значна кількість алгоритмів, що реалізують дерева рі-
шень: CART, C4.5, NewId, ITrule, CHAID, CN2 і т.д. 
Нейронні мережі також можуть бути використані як класифікатори кон-
тейнерів. Основу нейронних мереж складають нейрони – елементи, які імітують 
роботу нейронів головного мозку і характеризуються своїм станом. У нейронів 
є входи (синапси), що з'єднані з виходами інших нейронів, і є вихід (аксон), си-
гнал з якого надходить на синапси інших нейронів. Кожен синапс характеризу-
ється величиною синаптичного зв'язку, яку ще називають вагою. Стан нейрона 
визначається як сума станів його входів. Значення на виході нейрона – це фун-
кція від його стану. Ця функція називається активаційною і може мати різний 
вигляд, найчастіше використовується логістична функція або функція 
S-подібного вигляду (сигмоїд).  
На нейрони самого нижнього шару подаються значення вхідних парамет-
рів (у нашому випадку це значення елементів характеристичного вектора). Ці 
значення сприймаються мережею як сигнали, що передаються у наступний 
шар, ослабляючись або посилюючись в залежності від ваги зв'язків. У результа-
ті на виході нейрона верхнього шару виробляється деяке значення, яке розгля-
дається як відповідь – відгук мережі на вхідні параметри. Для того, щоб мережа 
працювала потрібно здійснити її навчання, яке полягає у підборі ваг міжней-
ронних зв'язків, що забезпечують найбільшу близькість одержуваних відпові-
дей до відомих правильних.  
Найпоширеніший тип нейромережі – багатошаровий перцептрон. Він 
складається з наступних шарів: вхідний (сенсорний), один або декілька прихо-
ваних і вихідний. Завдання класифікації при наявності двох класів (пусті та за-
повнені контейнери) може бути вирішеним на мережі з одним нейроном у вихі-
дному шарі, який може приймати одне з двох значень 0 або 1, залежно від того, 
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до якого класу належить зразок. Нейронні мережі використовують для класифі-
кації контейнерів, наприклад, в роботах [81–82]. 
У роботах [83–84] інструментом класифікації виступає дискримінантний 
аналіз. Основна ідея дискримінантного аналізу полягає в тому, щоб визначити, 
чи відрізняються сукупності об'єктів за середнім якої-небудь їх ознаки (або лі-
нійної комбінації ознак), а потім використати цю ознаку для передбачення при-
належності нових об'єктів. Це в свою чергу досягається за рахунок статистич-
ного правила максимізації міжкласової дисперсії відносно внутрішньокласової. 
В рамках лінійного дискримінантного аналізу здійснюється знаходження ліній-
них комбінацій ознак, що найкращим чином розділяють два або більше класів 
об'єктів або подій. На відміну від інших варіантів класифікації дискримінант-
ний аналіз в стеганоаналітичних методах може бути застосований ще й з метою 
зменшення розмірності характеристичного вектора шляхом виключення з нього 
найменш інформативних елементів. 
Відзначимо, що найчастіше для класифікації контейнерів в стеганоаналі-
тичних дослідженнях застосовується метод опорних векторів [85–87]. Метод 
опорних векторів (SVM - support vector machine) – бінарний класифікатор, що 
відноситься до граничних методам класифікації. Він дозволяє отримати функ-
цію класифікації з мінімальною оцінкою помилки класифікації, а також вико-
ристовувати лінійних класифікатор для роботи з лінійно нероздільними дани-
ми. Основною проблемою методу є вибір оптимальної гіперплощини, яка до-
зволяє розділити класи з максимальною точністю. Для цього поділяюча гіперп-
лощина вибирається таким чином, щоб відстань між найближчими об'єктами, 
розташованими по різні сторони від неї, була максимальною. Для лінійно не-
роздільних даних вводяться ослабляють коефіцієнти (soft-margin SVM). Так са-
мо для лінійно нероздільних даних в SVM реалізована ідея переходу до просто-
ру більш високої розмірності, в якому раніше нероздільні дані можуть стати лі-
нійно роздільними. Такий підхід називають переходом до ядра (kernel trick). 
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Висновки 
У даному розділі подано основні положення комп’ютерної стеганографії. 
Побудовано узагальнену модель функціонування стеганографічних систем, яка 
за рахунок врахування умов функціонування систем прихованої передачі даних, 
цифрових водяних знаків, ідентифікаційних номерів та заголовків дозволяє ви-
значити множину можливих атак на стеганосистему для різних її застосувань та 
базову множину характеристик і вимог до них, необхідних для практичної при-
датності системи.  
Більшість методів комп’ютерної стеганографії базується на тому, що фай-
ли, які містять оцифровані дані аналогової природи, не потребують абсолютної 
точності, тому самі дані можуть бути дещо видозмінені без втрати своєї функ-
ціональності. Всі методи комп’ютерної стеганографії мають відповідати вимозі 
непомітності. Непомітність приховання обумовлюється нездатністю органів 
чуттів людини надійно розрізняти незначні зміни при перегляді і/або прослухо-
вуванні таких файлів.  
Методи, які розробляються для таких застосувань як захист інтелектуаль-
ної цифрової власності (збереженої як в цифровій формі, так і на паперових або 
пластикових носіях), завадостійка автентифікація аудіо та візуальних даних 
(зокрема контроль цілісності знімків камер спостереження, записів телефонних 
розмов и т.п.), автентифікація джерела даних, контроль розповсюдження та іде-
нтифікація копій,  контроль телевізійного та радіомовлення мають відповідати 
вимозі стійкості до порушень цілісності контейнера-носія, насамперед спри-
чиненими типовими операціями обробки: фільтрацією, передискретизацією, 
стисненням зі втратами, зашумленням, зсувом, поворотом, обрізуванням та ін.  
З точки зору практичного використання в багатьох випадках не менш важ-
ливою є вимога незалежності процесу вилучення прихованих даних від оригіна-
льних даних контейнера, яка позбавляє користувачів необхідності додатково 
зберігати або передавати потрібні дані. 
У розділі описано базові методи прихованої передачі даних: метод НЗБ, 
що реалізований в більшості поширених стеганографічних програм, зокрема в 
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програмах Hide4PGP, S-Tools 4.0, Steganos Privacy Suite 2012, SilentEye, jsteg, 
jphs та метод МІК, що є узагальненням НЗБ. Розглянуті методи не є стійкими 
до типових операцій обробки аудіосигналів та зображень, що унеможливлює їх 
використання для вищеперелічених застосувань. Тому в подальному акцент до-
слідження зміщено на спектральні методи, які володіють рядом корисних влас-
тивостей з точки зору досягнення стійкості вкраплених даних до різних пору-
шень цілісності контейнера-носія.  
Також у першому розділі здійснено аналіз та класифікацію за різними кри-
теріями існуючих стеганоаналітичних методів, окреслено потенціал подальшо-
го розвитку різних груп методів, виділені можливі варіанти формування харак-
теристичних векторів звукових і графічних контейнерів та класифікатори, при-
датні для вирішення задач стеганоаналізу.  
Доступного широкому загалу стеганоаналітичного програмного забезпе-
чення на сьогодні значно менше, ніж стеганографічного. Найбільш повно в іс-
нуючих програмних реалізаціях представлений сигнатурний підхід, який реалі-
зований зокрема в програмах Stegdetect 0.6 [88], XstegSecret beta v 0.1, 
Steganography Analyzer [89], StegSpy v2.1, а також метод Хі-квадрат атаки та 
RS-аналіз. Разом з тим, вказані підхід та методи є направленими, тобто виявля-
ють досить вузький клас можливих стеганоконтейнерів. Крім того, наприклад, 
відомо, що точність аналізу методом Хі-квадрат різко знижується для варіантів 
неповного наповнення стеганоконтейнерів. Існуючого стеганоаналітичного 
програмного забезпечення недостатньо для якісного контролю протиправного 
використання стеганографічних програмних продуктів. Така ситуація потребує 
розроблення, реалізації та дослідження нових, насамперед універсальних, сте-
ганоаналітичних методів для виявлення поширених типів стеганоконтейнерів.   
Основні результати першого розділу відображені у роботах [2,7,24,180-181]. 
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РОЗДІЛ 2. СПЕКТРАЛЬНИЙ АНАЛІЗ СИГНАЛІВ ТА  
ЗОБРАЖЕНЬ В ЗАДАЧАХ КОМП’ЮТЕРНОЇ СТЕГАНОГРАФІЇ 
 
Розглянуті у пункті 1.3 безпосередні стеганографічні методи, а також спек-
тральні методи описані у роботах [37-40], розраховані на їх використання в мо-
делі пасивного противника та при відсутності спотворень у каналі передачі сте-
ганоконтейнера. Вони гарантують коректне вилучення повідомлення легальним 
користувачем тільки при збереженні цілісності контейнера-носія. Тож стегано-
системи на базі цих методів повинні будуватися виходячи саме з цього обме-
ження. 
При розробці методів для вирішення задач захисту авторських прав на ци-
фрову інтелектуальну власність, автентифікації даних або їх джерела і т.п. пе-
редбачається можливість порушень цілісності контейнерів-носіїв [90]. При 
цьому вкраплена інформація повинна зберігатися у контейнері до тих пір, поки 
сила здійснених над ним спотворень не приведе до втрати функціональності 
(комфортності сприйняття).  
Існує досить багато варіантів обробки контейнерів, що порушують ціліс-
ність його вихідного представлення без втрати функціональності. В першу чер-
гу це зміна формату файлу, в якому зберігаються дані стеганоконтейнера, що 
супроводжується операцією стиснення зі втратами. Також, це можуть бути опе-
рації зашумлення контейнера, фільтрації, цифро-аналогового та аналого-
цифрового перетворення, геометричні перетворення (зсув, поворот, обрізуван-
ня, масштабування та ін). Щоб зберегти цілісність прихованого повідомлення в 
таких обставинах потрібно вкраплювати його не в шумові складові контейнера, 
а навпаки, в ті що містять найбільш суттєву інформацію. Такі складові у кон-
тейнері виділяють за допомогою дискретних ортогональних перетворень, най-
частіше дискретного перетворення Фур’є та вейвлет-перетворення.  
Перехід до частотної області при розробці методів вкраплення є доцільним 
ще й тому, що саме в ній легше відслідкувати ділянки контейнера, що найбільш 
сильно спотворюються найпоширенішою атакою – операцією стиснення зі 
втратами. В даному розділі буде показано, що класичні методи стиснення зі 
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втратами видаляють збиткову в контексті людського сприйняття інформацію 
саме в частотному представленні аудіосигналів та зображень. В стеганографії, 
як і в задачах стиснення аудіо сигналів та зображень, надзвичайно актуальною є 
побудова якісних моделей слухового та візуального сприйняття інформації. За-
дача створення стеганоконтейнерів і в першу чергу стеганоконтейнерів з ЦВЗ в 
цілому бачиться більш тонкою, «ювелірною» в порівнянні з задачею стиснення 
зі втратами. Вкраплення ЦВЗ як і застосування алгоритму стиснення не повин-
не погіршувати якість сприйняття контейнера, разом з тим втрати даних (бітів 
ЦВЗ) в стеганографічній системі вкрай небажані, в тому числі й після можливо-
го стиснення маркованого сигналу та інших його перетворень. 
Щоб досягти поставленої мети спочатку потрібно дослідити існуючі мето-
ди спектрального аналізу сигналів та зображень.  
 
2.1. Методи аналізу спектра аудіосигналів 
 
Визначення 2.1. Спектральний аналіз – це розклад складного сигналу на мно-
жину простих сигналів (коливань) з метою визначення інтенсивності кожного 
коливання в даному складному сигналі. 
Визначення 2.2. Спектром називається сукупність інтенсивностей простих ко-
ливань. 
Спектр може бути дискретним, якщо між сусідніми простими коливання-
ми визначено крок, що має певну скінчену величину. Якщо крок є нескінченно 
малим, то спектр має назву неперервного.  
Говорять, що сигнал f(t) має дискретний спектр F(r) у базисі r(t), якщо йо-
го можна виразити сумою 


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r
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де F(r) – дискретний спектр сигналу f(t): 
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Останній вираз є не що інше як дискретна функція взаємної кореляції між сиг-
налом та коливанням r(t). Якщо сигнал чи будь-яка його компонента корельо-
вані з r(t), то величина F(r) набуває максимального значення. Це дозволяє, зо-
крема, сумістити операції спектрального аналізу та виявлення компонентів сиг-
налу, які корельовані з базисними функціями r(t). 
Класичним математичним апаратом спектрального аналізу сигналів є пе-
ретворення Фур'є. Воно представляє сигнал у базисі гармонічних коливань. У 
цифровій обробці зазвичай використовують дискретне перетворення Фур'є 
(ДПФ), його різновиди (ДКП, МДКП і т.п.) та швидкі алгоритми з децимацією 
за часом чи частотою (ШПФ), зокрема модифікацію з попередньою заготовкою 
елементів матриці перетворення [28-29].  
Музика й мова – це нестаціонарні сигнали, тобто сигнали спектр яких 
змінюється в часі. Для локалізації часу існування тих або інших частот викори-
стовують віконне (короткочасове) перетворення Фур'є. Сигнал розбивається на 
сегменти, що вважаються стаціонарними, і при аналізі кожного сегменту зна-
чення відліків сигналу перемножуються зі значеннями деякої віконної функції з 
компактним носієм. Найпростіший випадок – це прямокутне вікно. Але, як пра-
вило, при цифровій обробці використовують синусоїдальні або гаусіаноподібні 
вікна, що зокрема зменшують небажані спотворення сигналу, спричинені яви-
щем Гібса (помилки відновлення сигналу на кінцях сегментів) [91]. 
Відзначимо, що в багатьох аудіокодеках стиснення зі втратами стандар-
том передбачається використання модифікованого дискретного косинусного 
перетворення (МДКП). Дискретне косинусне перетворення (ДКП) є частинним 
випадком ДПФ, яке зручно використовувати при обробці дійсних сигналів. 
МДКП – віконний різновид ДКП, який крім вікна також використовує 50% пе-
рекриття сегментів при перетворенні. 
Крім кодування з перетворенням цифрова обробка аудіосигналів досить 
часто включає субсмугове кодування, що виконується за допомогою банку фі-
льтрів аналізу-синтезу [92]. У цьому випадку під час аналізу сигналу відбува-
ється його декомпозиція набором (банком) смугових фільтрів у ряд частотних 
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субсмуг із подальшою децимацією результату. Коефіцієнти субсмуг можуть бу-
ти тим або іншим способом модифіковані. Далі виконується реконструкція сиг-
налу, що включає інтерполяцію, фільтрацію відповідним банком фільтрів син-
тезу й сумування результату.  
Останнім часом активно розвиваються методи аналізу та кодування сиг-
налів, що використають вейвлети – функції, локалізовані одночасно  у часі і по 
частоті [92-93]. У порівнянні з аналізом Фур'є вейвлет-аналіз дозволяє більш 
гнучко працювати з локальними особливостями нестаціонарних сигналів. У той 
час як базисні функції перетворення Фур'є мають однакову роздільну здатність 
за часом та частотою, для базисних функцій вейвлет-перетворення кожній час-
тоті відповідає своя довжина вікна аналізу у часі та навпаки. Таким чином, для 
високочастотних компонентів сигналу вейвлет-перетворення дозволяє більш 
точно вказати їх позиції в часі, а для низькочастотних - їх значення частоти. 
З точки зору практики найбільш цікавими є швидкі алгоритми вейвлет-
перетворення, які тісно пов’язані з субсмуговим кодуванням. 
В цілому вейвлет-аналіз потужніший у порівнянні з гармонічним апарат 
дослідження й обробки сигналів. Але разом з тим, він не є заміною класичного 
підходу, тому що побудова вейвлет-базисів або ж доведення теорем часто спи-
раються на представлення сигналів у базисі Фур'є. 
2.1.1. Дискретне перетворення Фур’є та короткочасове дискретне            
перетворення Фур’є 
Розглянемо перетворення Фур’є фінітної з носієм [0,Т] функції f(t): 


T
tj dtetfωF
0
)()( . 
Нехай )(tf  задана на [0,Т] своїми значеннями в точках  
N
T
ttNtttt N  ,,,0 10  . 
Застосувавши для приблизного обчислення F() формулу прямокутників, 
отримаємо [28-29] 
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



1
0
)()()(
N
n
tj
nN
netftωFωF . 
Покладемо tnt
n
 , )()( nxtx n  , T/rrr  2 . Тоді  









1
0
2
1
0
2
)()()()(
N
n
rn
N
jN
n
N
T
n
T
r
j
rN enftenftrFωF . 
Зробивши заміну 
N
N
j
We 

2
, маємо 
 1,0,)()(
1
0
 


NrWnftrF rnN
N
n
,  
тут rn
N
W – повертаючий множник або ядро перетворення. В подальшому для 
спрощення викладок множник t  будемо опускати.  
Визначення 2.3. ДПФ функції f(n), яка задана N своїми значеннями, має 
вигляд: 
 1,0,)()(
1
0
 


NrWnfrF rnN
N
n
,  
де 10  N,r .  
Визначення 2.4. Обернене дискретне перетворення Фур’є (ОДПФ) 
одновимірної функції визначається за формулою: 
 1,0,)(
1
)(
1
0
 


 NnWrF
N
nf
N
r
rn
N .  
Нехай маємо дискретний сигнал f(n), 10  N,n  та його ДПФ )(rF , 
10  N,r . Якщо даний сигнал є дійсним, то справедливі співвідношення: 
    )(Re)(Re rNFrF  ,     )(Im)(Im rNFrF  , 
 )rN(F)r(F  ,  )(arg)(arg rNFrF  . 
Тут     Im,Re  – дійсна та уявна частини коефіцієнтів ДПФ, )arg(,   – амп-
літудний та фазовий спектри сигналу. 
ДПФ неявно передбачає періодичне продовження сегменту сигналу, який 
аналізується. Якщо число періодів повтору сигналу на інтервалі його аналізу не 
ціле, тобто частота сигналу не співпадає з сіткою спектральних відліків , ви-
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никає так званий  ефект розтікання спектра (spectrum leakage). Така ситуація 
проілюстрована на рис. 2.1. на прикладі обчислення ДПФ косинусоїди. 
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Рис. 2.1. ДПФ при співпаданні та неспівпаданні частоти сигналу та сітки частот 
спектра 
 
Для корекції цього ефекту використовують віконні функції. Перед обчис-
ленням коефіцієнтів ДПФ сигнал помножують на одну з таких функцій:  
1,0,)()()(
1
0
 


NrWnfnrF rnN
N
n
. 
)(n  – це деяка вагова функція, за допомогою якої вирівнюють стики, тобто ро-
блять близькими значення першого та останнього відліку сигналу, за рахунок 
чого відбувається пригнічення помилкових частот у спектрі.  
Віконне перетворення Фур’є застосовують для аналізу нестаціонарних сиг-
налів, коли потрібно відслідкувати час появи у сигналі тієї чи іншою частотної 
складової. Область, на якій визначено сигнал, ділять на сегменти, що особливо 
актуально для сигналів великої довжини, і коефіцієнти ДПФ обчислюють для 
кожного сегменту окремо. Зазвичай, для загального спектрального аналізу сиг-
налу тип віконної функції не важливий.  
Можна використовувати вікно Бартлета (трикутне): 
2
1
,11)(


N
A
A
n
n ; 
синус-вікно:  








1
sin)(
N
n
n ; 
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Гауса: 
2
1
,
2
1
exp)(
2



















N
A
A
An
n ; 
 Хемінга:  








1
2
cos46.054.0)(
N
n
n ; 
Блекмана:  
















1
4
cos08.0
1
2
cos5.042.0)(
N
n
N
n
n ; 
 Ханна:  








1
2
cos5.05.0)(
N
n
n  
та ін., або ж просто прямокутне вікно 1)(  n  [94].  
Віконна функція важлива тоді, коли виникає потреба максимально точного 
аналізу складних ділянок спектра. 
Важлива властивість спектрального аналізу полягає у тому, що не існує од-
ного, єдино правильного спектра будь-якого сигналу. Спектр можна обчислю-
вати із застосуванням різних розмірів ДПФ та різних вагових функцій, яких са-
ме в першу чергу залежить від задачі, що при цьому вирішується. Від вибору 
розміру ДПФ залежить роздільна здатність спектра за частотою та за часом. 
Якщо для розкладу у спектр вибрати довгу ділянку, то отримаємо високу роз-
дільну здатність за частотою, але низьку за часом. Якщо ж вибрати коротку ді-
лянку, отримаємо більш точну локалізацію за часом, але низьку за частотою, так 
як в перетворенні Фур’є буде досить мало базисних частот. В цьому полягає 
принцип співвідношення невизначеностей при обчисленні спектра: неможливо 
одночасно отримати високу роздільну здатність спектра і за частотою і за часом, 
ці роздільні здатності є обернено пропорційними.  
2.1.2. Субсмугове кодування 
Субсмугове кодування реалізується шляхом згортки сигналу з декількома 
смуговими фільтрами та децимації результату. Сукупність набору фільтрів з 
дециматорами називають банком фільтрів (filter bank)  аналізу. Кожен фільтр в 
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банку фільтрів утворює канал, сигнал у цьому каналі називають субсмугою. 
Кожна субсмуга несе інформацію про склад вихідного сигналу в деякому час-
тотному діапазоні при певному масштабі за часом. Так відбувається аналіз сиг-
налу. Для синтезу сигналу, тобто його реконструкції з частотних субсмуг в 
єдине ціле, виконується інтерполяція коефіцієнтів субсмуг, фільтрація та суму-
вання результату.   
На рис. 2.2 зображена  узагальнена (L-канальна) схема банку фільтрів ана-
лізу-синтезу. 
 
 
 
 
 
 
 
 
 
Рис. 2.2. Узагальнена схема банку фільтрів аналізу-синтезу 
 
Тут  
n
nj
ii enhωH )()(  – частотна характеристика (ЧХ) i-го смугового FIR-
фільтру1 аналізу,  
n
nj
ii engωG )()(  – ЧХ i-го смугового FIR-фільтру синтезу. 
В домені часу фільтрація відповідає операції кругової згортки сигналу )(nf  
довжини N із імпульсною характеристикою FIR-фільтру )(nhi  чи )(ng i . У до-
мені частоти фільтрація відповідає множенню спектра )(F  на )(iH  при де-
композиції сигналу або на )(iG  – при його реконструкції. Довжина фільтру 
повинна бути меншою довжини сигналу. Блоки 
i
k  означають децимацію в ik  
разів, тобто проріджування, відкидання відліків так, щоб залишився тільки ко-
                                                 
1 FIR-фільтр (FIR скор. від finite impulse response – скінчена імпульсна характеристика) – один з видів лінійних 
цифрових фільтрів, характерною особливістю якого є обмеженість у часі його імпульсної характеристики  
)(0 ny  
0k  )(0 G  )(0 ωH  0k  
Секція  
аналізу 
Секція  
синтезу 
)(nf   
1k  )(1 G  )(1 ωH  1k  
)(1 ωHL  1 Lk  1 Lk  )(1 LG  
)(nf  
)(1 ny  
)(1 nyL  
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жен 
i
k  відлік, блоки 
i
k  – інтерполяцію в ik  разів, тобто вставку 1ik  нулів 
між відліками. 
i
k  – цілі числа, що є дільниками N. 
Банк фільтрів аналізу-синтезу повинен мінімізувати похибку реконструкції 
сигналу )()()( nfnfne  , яку в частотній області легко розділити на дві час-
тини: небажану аліасінгову2 складову та складову, інваріантну до зсуву. 
Вихідний сигнал банку фільтрів аналізу в частотній області має вигляд: 
 )
2
()
2
(
1
)(
1
0 k
j
k
F
k
j
k
H
k
Y
k
j
ii

  


.  (2.1) 
Вихідний сигнал схеми аналізу-синтезу з врахуванням інтерполяції та децима-
ції: 
 
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

1
0
)()()(
L
i
ii GkYF  . (2.2) 
Підставивши вираз (2.1) у (2.2), отримаємо: 
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Тут перший доданок відповідає відгуку лінійної незалежної системи, а другий – 
аліасінгу.  
Субсмуга )(nyi , отримана за допомогою банку фільтрів аналізу, може бути 
ще раз розкладена деяким банком фільтрів аналізу, субсмуги отриманого роз-
кладу знову можуть подаватись на вхід банку фільтрів аналізу. В результаті бу-
де отримано ієрархічну каскадно-з’єднану систему. При чому якщо початковий 
банк фільтрів володів властивістю повного відновлення, то отримана дворівне-
ва, трирівнева і т.д. система буде володіти цією властивістю.  
Проблема аліасінгу вирішується застосуванням квадратурних дзеркальних 
фільтрів (КДФ), що були вперше запропоновані для кодування мови. Так, вихід 
двоканального банку фільтрів аналізу-синтезу, побудованого на КДФ, вільний 
                                                 
2 Аліасінг – ефект накладання спектрів, в результаті якого в аудіосигналі з’являються відчутні на слух завади; 
більш детально див. роботи [91-92] 
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від аліасінгу. Для такого банку фільтрів сигнал на кожному рівні декомпозиції 
ділиться на субсмуги за допомогою одного низькочастотного  (low-pass) та од-
ного високочастотного (high-pass) фільтру. Свою назву КДФ отримали через те, 
що ЧХ низькочастотного фільтру є дзеркальним відображенням ЧХ відповідно-
го йому високочастотного відносно середньої частоти.  
Для двоканального банку фільтрів аналізу-синтезу рівняння (2.3) перепи-
шеться як 
    )()()()()(
2
1
)( 1100  FGHGHF   
   )()()()()(
2
1
1100   FGHGH . (2.4) 
Тоді для запобігання аліасінгу КДФ можна отримати наступним чином: 
 )()()( 00  PGH  , )()()( 11 
  PeGH j , (2.5) 
де )(P  – довільна функція. 
Якщо підставити ці дані в (2.4), проблема конструювання КДФ зведеться до 
пошуку низькочастотного фільтру, ДПФ якого задовольняє обмеженню: 
   1)()()()(
2
1
  PPPP , (2.6)  
або ж  
 2)()(
22
  PP . (2.7) 
Існують різні методи отримання таких фільтрів як у часовій, так і у частот-
ній областях. Більшість з них базується на виборі деякої функції помилок. Шля-
хом варіювання вільних параметрів досягають мінімізації цієї функції. Такий 
низькочастотний фільтр можна отримати, наприклад,  методом Ремеза (функція 
remez в Matlab). Після генерації низькочастотного фільтру аналізу будують інші 
три фільтри із аналогічним ядром. Теорія й методи отримання таких фільтрів та 
побудови банків фільтрів аналізу-синтезу на КДФ більш детально розглянуті, 
наприклад, в [92]. 
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2.1.3. Кратномасштабний вейвлет-аналіз аудіосигналів 
Розглянемо L2(R) – гільбертовий простір функцій )(tf , для яких 
.)(
2



dttf
 
У цьому просторі визначено скалярний добуток 
dttgtfgf 


 )()(,  та норму fff , .  
Визначення 2.5. Базисом у просторі )(
2 RLV   називають таку систему функцій 
)(tvi ,  що будь-яка функція цього простору єдиним чином представляється у ви-
гляді .)()( 
i
ii tvctv
  
Базис називають ортонормованим, якщо ijji tvtv )(),( . У цьому випадку 
)(),( tvtvc ii  . 
Визначення 2.6. Під ортогональним кратномасштабним аналізом розуміють ро-
згляд простору L2(R) у вигляді підпросторів )(
2 RLV j  , що задовольняють 
умови: 
1. Підпростори замкнені та вкладені: .VV jj 1 . 
2. Підпростори не перетинаються, а замикання їх об’єднання співпадає з  
)(2 RL  :   ).(,0 2 RLVV jj    
3. Зсув функції зберігає її у підпросторі: .)1()( 00 VtvVtv   
4. Масштабування аргументу в 2 рази переміщає функцію у сусідній підпростір: 
.)2()( 1 jj VtvVtv  
5. Існує масштабуюча функція 0)( Vt  , зсуви якої )()(,0 mttm  , Zm  ут-
ворюють ортонормований базис простору 0V .  
Так як функції )(,0 tm  утворюють ортонормований базис простору 0V , то 
функції )2(2)(
2
, mtt
jj
mj   , Zm,j   утворюють ортонормований базис 
простору jV . 
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Якщо послідовність jV  задовольняє вказаним умовам, то для кожного jZ 
ортогональне доповнення jW  до простору jV  у просторі 1jV   jjj WVV 1  
називають простором вейвлетів, а його елементи – вейвлетами. Тоді також іс-
нує функція 0)( Wt  , що зветься материнським вейвлетом, множина зсувів 
якої )( mt   утворює ортонормований базис простору 0W , а функції 
)2(2)( 2, mtt
jj
mj    утворюють ортонормовані базиси просторів jW  для 
кожного Zj . 
Сигнал f(t) на j-тому рівні кратномасштабного вейвлет-розгляду має вигляд:  
 ),()()(
1
12
0
,,
12
0
,, tdtatf
j
k
N
m
mkmk
N
m
mjmj
kj
 





   (2.8) 
де N – загальна кількість відліків сигналу. Перший доданок виразу (2.8) – це 
згладжені, апроксимуючі значення сигналу f(t) при деякому масштабі. Друга 
складова додає до «грубої» апроксимації сигналу все більш уточнюючі деталі 
на все менших масштабних інтервалах.  
Визначення коефіцієнтів m,ja  та m,kd  тягне за собою проблему обчислення 
великої кількості інтегралів із необхідною точністю. Цю проблему вирішує ал-
горитм швидкого вейвлет-перетворення (ШВП), запропонований Малатом [95]. 
Він тісно пов'язаний з методами субсмугового кодування та дає можливість об-
числювати коефіцієнти вейвлет-розкладу без інтегрування, використовуючи ал-
гебраїчні операції на базі згортки. При обчисленні коефіцієнтів ШВП викорис-
товують не вейвлети, а утворені ними низькочастотні (НЧ) та високочастотні 
(ВЧ) фільтри. Кожному ортогональному вейвлету відповідає 4 фільтри: nh  – НЧ 
фільтр декомпозиції, ng  – ВЧ фільтр декомпозиції, nh
~
 – НЧ фільтр реконструк-
ції, ng
~  – ВЧ фільтр реконструкції [93]. Вони взаємозв’язані, nh  та ng , ng
~
 та nh
~
 
є КДФ фільтрами.  
У загальному випадку ітераційні формули ШВП мають вигляд: 
 
n
nm,jnm,j aha 21 , ,agd
n
nm,jnm,j   21  де
 
.dt)mt()t(fa m,   0  
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Для сигналу, заданого масивом своїх відліків, початкові коефіцієнти роз-
кладу, як правило, обирають рівними значенням відліків: )(,0 nm tfa  . Застосу-
вавши до )( ntf  фільтр nh  з подальшою децимацією  2, знаходимо згладжену 
складову сигналу  macA ,11  . Застосувавши до нього ж фільтр ng  з децимацією 
 2, отримаємо  mdcD ,11    – деталі,  які було втрачено при згладжуванні. Далі 
виконується декомпозиція для субсмуги 1cA , результатом якої стають коефіціє-
нти другого рівня розкладу  macA ,22   та  mdcD ,22  . Повторюючи процедуру 
декомпозиції необхідну кількість разів, замість сигналу  )( ntf  отримаємо серію 
його вейвлет-коефіцієнтів (субсмуг)  121 ,,,,, cDcDcDcDcAX jjj  . 
У частотній області вейвлет-декомпозиція приводить до октавосмугового 
розбиття сигналу (рис. 2.3).  Для кожної з утворених субсмуг найвища частота в 
субсмузі у два рази більша найнижчої частоти у ній. Ширина субсмуг на кож-
ному новому рівні розкладу у два рази менша в порівнянні з попереднім рівнем. 
 
Рис. 2.3. Октавосмугове розбиття спектра сигналу, утворене  
трирівневим вейвлет-розкладом 
 
Вейвлет-аналіз сигналу полягає у вивченні та обробці коефіцієнтів розкла-
ду різних рівнів. Аналізуючи отримане частотно-часове представлення аудіоси-
гналу з урахуванням психоакустичних особливостей системи людського слуху, 
а також впливу на спектр типових операцій обробки сигналів, можна визначити 
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області, що найбільш підходять для невідчутного стійкого вкраплення додатко-
вої інформації. 
Після можливої модифікації коефіцієнтів декомпозиції (зокрема процеду-
рою стеганографічного вкраплення бітів), виконується реконструкція сигналу – 
його відновлення з окремих субсмуг в єдине ціле. На даному етапі виконується 
інтерполяція  2 та фільтрація за допомогою nh
~
 і ng
~ . 
Відмітимо, що процедура декомпозиції може бути застосована не тільки до 
апроксимуючих, але й до деталізуючих коефіцієнтів. Такий метод аналізу отри-
мав назву пакетної вейвлет-декомпозиції сигналу. Пакетне вейвлет-
перетворення сприяє кращій частотній локалізації сигналів та відповідно більш 
ефективному представленню області вкраплення у порівнянні зі звичайним 
ШВП. Так, як буде показано в подальшому, пакетне перетворення дозволяє ви-
конати розбиття діапазону частот сигналу близько до  критичних смуг слуху, 
що дає можливість використовувати ефект частотного маскування в межах кри-
тичних смуг.  
Покажемо, що при реалізації пакетного вейвлет-перетворення потрібно бу-
ти обережними в інтерпретації частотних діапазонів субсмуг [96].  
Нехай маємо аудіосигнал )( ntf , заданий N відліками.  Його спектр )(F  
2 -періодичний та симетричний відносно частоти Найквіста  2N . На ко-
жному рівні пакетної вейвлет-декомпозиції цього сигналу після застосування 
низькочастотного h та високочастотного g вейвлет-фільтрів виконується деци-
мація (проріджування) результату з коефіцієнтом 2, вплив якої в частотній об-
ласті виражається формулою: 
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В цілому після одного рівня декомпозиції в частотній області сигнал буде 
розбито на наступні субсмуги:  











 





 













2
2
2
2
222
1
)(1

 FHFHF ,  
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Розтяг та накладання спектрів, що присутні при перетворенні, приводять до 
дзеркального відображення частотних складових ВЧ субсмуги. Це на наступ-
ному рівні розкладу міняє місцями низькочастотну та високочастотну частини. 
Таким чином, субсмуги будь-якого рівня розкладу будуть впорядковані як бі-
нарні коди Грея (система нумерації, в якій два сусідні значення розрізняються 
тільки в одному розряді). А для впорядкування результату за зростанням часто-
ти потрібно перевести коди Грея в десяткову систему числення та виконати пе-
рестановку субсмуг відповідно зростанню отриманих десяткових значень. 
Для прикладу розглянемо аудіосигнал, що оцифрований з частотою дискре-
тизації 16 кГц. Його частотні складові лежать у діапазоні 0–8 кГц. Результатом 
3-рівневої пакетної вейвлет-декомпозиції даного сигналу будуть 8 частотних 
субсмуг шириною 1 кГц кожна. Частотні діапазони субсмуг будуть формувати-
ся як показано на рис. 2.4. 
 
Рис. 2.4. Трирівнева пакетна вейвлет-декомпозиція з природним 
впорядкуванням субсмуг 
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Впорядкування субсмуг пакетного вейвлет-розкладу згідно коду Грея прий-
нято називати природним (natural ordered) або впорядкуванням банку фільтрів.  
Альтернативою описаному перетворенню є перетворення з інверсним застосу-
ванням фільтрів при розкладі високочастотної субсмуги, в цьому випадку ре-
зультат розкладу буде відразу впорядкований за зростанням частоти.  
 
2.2. Методи аналізу спектра зображень 
2.2.1. Дискретне перетворення Фур’є при обробці зображень 
Застосування до зображень дискретних ортогональних перетворень вирішує 
три основні задачі [97]: 
1) виділення характерних ознак зображення. Наприклад, постійна складова спе-
ктра Фур’є пропорційна середній яскравості зображення, а високочастотні 
складові характеризують різкість контурів;  
2) кодування зображення. При квантуванні в JPEG обробці підлягає не само зо-
браження, а його спектр. В багатьох випадках це дозволяє суттєво скоротити 
об’єм даних; 
3) скорочення розмірності при виконанні обчислень. У процесі спектральної 
обробки (наприклад, фільтрації) невеликі по величині коефіцієнти перетво-
рення можна відкинути без помітного погіршення якості. 
В загальному випадку дискретне зображення представляє собою матрицю 
відліків функції, що описує розподіл яскравості на умовно-неперервному зо-
браженні. Використання дискретного ортогонального перетворення може знач-
но понизити міжелементну кореляцію, при цьому досягається концентрація ма-
ксимально можливої частини енергії вихідного дискретного сигналу у мініма-
льно можливій кількості спектральних коефіцієнтів.  
4) Наразі опишемо найбільш вживане на сьогодні в цифровій обробці зобра-
жень перетворення – дискретне перетворення Фур'є (ДПФ). 
Визначення 2.7. Нехай ),( yxf  – вихідне зображення розміром NM. ДПФ 
даного зображення буде мати вигляд: 
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де 10  N,r , 10  M,d  . 
Відновлюється зображення за допомогою оберненого ДПФ (ОДПФ): 
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Поклавши )(Im)(Re)( F-iFr,dF   , коефіцієнти для кожного зі спектраль-
них компонентів F(r,d) у просторі Фур'є можна поділити на дійсну та уявну ча-
стини: 
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Альтернативою такому представленню F(r,d) є його представлення у ви-
гляді амплітудного й фазового спектрів.  
Визначення 2.8. Амплітудний спектр або модуль обчислюється як 
    )(ImRe 22 FFr,dF  , 
а фазовий спектр  
  
)Re(
)Im(
arg
F
F
arctgr,dF  . 
Фази спектра більш чутливі до спотворень, ніж амплітуди, оскільки несуть 
у собі більшу кількість інформації про зображення. Цей факт проілюстрований 
на рис. 2.5. Фрагмент 2.5а на цьому рисунку містить вихідне зображення; фраг-
мент 2.5b – зображення, для якого виконали ДПФ, потім відкинули фази, пок-
лавши    0arg r,dF , і виконали ОДПФ; фрагмент 2.5с – зображення, для яко-
го виконали ДПФ, потім відкинули амплітуди, поклавши   1r,dF , і виконали 
ОДПФ. Крім того, відомо, що одне з виникаючих у процесі друку та сканування 
зображень необоротних спотворень, а саме обрізування, приводить до зсуву фаз 
[16] та інформаційним втратам за рахунок цього. 
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Врахувавши обидва вищенаведені факти, в подальшому ми більш детально 
вивчимо вплив спотворень на амплітудний спектр зображення, тому що він має 
більшу надмірність (можливість внесення спотворень без втрати функціональ-
ності) у порівнянні з фазовим спектром.   
  
a) b) c) 
Рис.2.5. Зліва  направо: вихідне зображення (a), зображення відновлене 
із амплітуд (b), зображення відновлене із фаз (c) 
 
Окрім ДПФ, для обробки зображень часто застосовують дискретне косину-
сне перетворення (ДКП), яке відрізняється від ДПФ тим, що здатне апроксиму-
вати вихідні дані меншою кількістю коефіцієнтів. Як правило при цифровій об-
робці зображень застосовують ДКП II типу (всього існує 8 типів ДКП [98]) фо-
рмула якого у двомірному випадку має вигляд: 
   





 





 
  



 M
dy
N
rx
yxfdrF
N
x
M
y
DCT
2
12
 cos
2
12
 cos),(),(
1
0
1
0
,  
де 10  N,r , 10  M,d  .  
ДКП-ІІ є частинним випадком ДПФ для дійсних сигналів. Разом з тим дане 
перетворення досить часто зустрічається у існуючих методах та алгоритмах для 
стеганосистем з ЦВЗ [1,6,8-9]. В першу чергу цей факт пояснюється застосу-
ванням ДКП у стандарті стиснення зі втратами JPEG (Joint Photographic Experts 
Group - об’єднана експертна група по фотографії), що є однією з найпоширені-
ших атак на захищувані цифрові графічні об’єкти. Відмітимо також, що з поя-
вою нового стандарту стиснення зі втратами JPEG-2000, де застосовується вей-
влет-перетворення (ВП), все частіше почали зустрічатися розробки на базі ВП 
[99-104]. 
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Відмітимо, що як ДПФ, так і ДКП, володіють властивістю роздільності, 
тобто двомірне перетворення отримують знайшовши коефіцієнти одновимірно-
го за рядками, а потім одновимірного за стовпчиками отриманого проміжного 
результату (чи навпаки).  
 2.2.2. Кратномасштабний вейвлет-аналіз зображень 
Так як зображення представляють собою функції двох змінних, їх кратно-
масштабний аналіз повинен будуватися у просторі L2(R2). Існує декілька спосо-
бів узагальнити викладені у п. 2.1.3. конструкції на двомірний випадок. Самий 
простий та широко поширений шлях – тензорний добуток одномірних вейвле-
тів. Він базується на тому факті, що простір L2(R2) є тензорним добутком 
     RLRLRL 2222   просторів L2(R) функцій однієї змінної. Це означає, що 
лінійні комбінації функцій вигляду f(x)g(y) утворюють щільну множину у прос-
торі L2(R2) функцій двох змінних.  
Для двомірного випадку визначимо простір 20V  як тензорний добуток прос-
торів 0V  функцій однієї змінної: 00
2
0 VVV  . Іншими словами, простір  
2
0V  є 
замиканням лінійної оболонки, що породжена зсувами  
      .Zl,k,lykxx,y,k,l  0  
Ці функції утворюють ортонормований базис простору 20V . 
Простори jjj VVV 
2
 є масштабованими версіями простору 20V : 
    220 22 jjj Vy,xfVx,yf  . 
Далі ми отримуємо послідовність замкнених вкладених один в одного підп-
росторів  22
2
1
2
0
2
1 VVVV   , що має аналогічні властивості. 
Оскільки 001 WVV  , то для тензорного добутку маємо наступний ортого-
нальний розклад: 
   
       .WWVWWVVV
WVWVVVV
00000000
000011
2
1


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Тут 2000 VVV  . Тому інші три простори в сумі утворюють простір 
2
0W  двомі-
рних вейвлетів. При цьому: 
– простір 00 WV   породжений зсувами функції      yxy,x
H   ; 
– простір 00 VW   породжений зсувами функції      yxy,x
V   ; 
– простір 00 WW   породжений зсувами функції      yxy,x
D   . 
Будемо позначати ці простори відповідно символами 000 WVW
H  , 
000 VWW
V   та 000 WWW
D  . Їх сума дає весь простір вейвлетів 20W . Тоді 
отримуємо наступний ортогональний розклад: 
.WWWVWVV DVH 000
2
0
2
0
2
0
2
1   
Відповідний розклад можна отримати для будь-якого Zj . 
.WWWVWVV Dj
V
j
H
jjjjj 
2222
1  
Випишемо системи функцій, які утворюють ортонормовані базиси у вказа-
них вище просторах: 
     lykxy,x jjjl,k,j  222  , 
     lykxy,x jjjH l,k,j  222  , 
     lykxy,x jjjV l,k,j  222  , 
     lykxy,x jjjD l,k,j  222  . 
Відповідно, вейвлет-коефіцієнти зображення ),( yxf  будуть чотирьох типів. 
Коефіцієнти  
   
2
)2()2(),(2, ,,1
R
jjj
lkj dxdylykxyxffcA  
мають назву апроксимуючих. Інші коефіцієнти є деталізуючими трьох типів.  
При обчисленні деталізуючих коефіцієнтів  
   
2
)2()2(),(2, ,,1
R
jjjH
lkj dxdylykxyxffcH  
за змінною x відбувається інтегрування з масштабуючою функцією )(x , що 
викликає згладжування зображення за змінною x. Інтегрування за змінною y 
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виконується за участю вейвлету )(y , що дає коефіцієнти, які враховують змі-
ни зображення за змінною y. В результаті буде отримано субсмугу 1cH , що ві-
дображає більше зміни по вертикалі. Більш видимими будуть горизонтальні 
смуги, тому 1cH  називають горизонтальними деталізуючими коефіцієнтами.  
Аналогічний зміст на назву мають і коефіцієнти, що залишилися: 1cV  – вер-
тикальні, 1cD  – діагональні: 
   
2
)2()2(),(2, ,,1
R
jjjV
lkj dxdylykxyxffcV  ,
   
2
)2()2(),(2, ,,1
R
jjjD
lkj dxdylykxyxffcD  . 
Як і для аудіосигналів вейвлет декомпозиція використовується як своєрід-
ний мікроскоп для аналізу глобальних та локальних особливостей зображень. 
Апроксимуючі коефіцієнти представляють собою згладжене зображення, дета-
лізуючі – описують коливання. Схема декомпозиції зображення ),( yxf  може 
бути представлена у вигляді 
   11122221111 cD,cV,cH,cD,cV,cH,cAcD,cV,cH,cAf   
Приклад графічного представлення для одного рівня розкладу наведено на 
рис. 2.6. Відмітимо, що рис. 2.6. відображає зміну розмірів масивів коефіцієнтів 
декомпозиції. Тобто субсмуги першого рівня розкладу 1111 cD,cV,cH,cA  будуть 
мати розміри 
22
MN
 , другого 2222 cD,cV,cH,cA  – 
44
MN
  і т.д. 
Рис.2.6. Однорівнева вейвлет-декомпозиція зображення 
Decomposition at level 1
Image Selection
cA1 
cV1 cD1 
cH1 dwt2 
 
f(x,y) 
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Двомірний вейвлет-розклад може бути застосованим не тільки до апрокси-
муючих, але й до деталізуючих коефіцієнтів. Тоді, як і у одномірному випадку, 
мова йде про вейвлет-пакети. Схему розкладу для двомірних вейвлет-пакетів 
прийнято зображати у вигляді дерева, що аналогічне дереву пакетних одномір-
них розкладів [93]. 
 
2.3. Огляд існуючих спектральних методів вкраплення ЦВЗ в 
аудіосигнали  
2.3.1. Метод маркування аудіосигналу, що використовує субсмугове        
кодування на базі квадратурних дзеркальних фільтрів 
Метод був запропонований у роботі [105]. Він передбачає декомпозицію 
вихідного аудіосигналу трирівневим банком фільтрів та вкраплення бітів ЦВЗ в 
низькочастотну субсмугу, отриману після третього рівня розкладу (як буде по-
казано в наступному розділі, такий вибір субсмуги для вкраплення ЦВЗ підви-
щує стійкість методу до стиснення зі втратами, оскільки найперше, що видаля-
ють кодери стиснення, – високі частоти сигналу; крім того, далі також буде по-
казано, що в низькі частоти можна привнести більше невідчутних модифікацій 
у порівнянні з середніми). Після визначення області вкраплення до неї застосо-
вується методика прямого розширення спектра. На цьому етапі в систему мар-
кування вводять ключ, без знання якого вилучення водяного знаку є складною 
задачею. Далі розширений ключовою послідовністю сигнал трансформують до 
частотної області за допомогою МДКП. Вкраплення ЦВЗ відбувається в коефі-
цієнти МДКП розширеної ключем низькочастотної субсмуги за правилом їх 
округлення до парного або не парного числа згідно бітам водяного знаку. Далі 
виконується обернене модифіковане дискретне косинусне перетворення    
(ОМДКП), інверсне розширення спектра та, нарешті, реконструкція сигналу. 
Схематично описаний метод представлено на рис. 2.7. 
Процес вилучення ЦВЗ подібний процесу вкраплення. Спочатку за допо-
могою того ж банку фільтрів аналізу виділяється низькочастотна субсмуга сиг-
налу. На наступних етапах відбувається пряме розширення спектра ключовою 
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послідовністю та МДКП. Біти ЦВЗ формуються так: з парного коефіцієнту пе-
ретворення вилучається нуль, з непарного – одиниця. 
 
 
 
 
 
 
 
 
 
Рис.2.7. Схема вкраплення ЦВЗ 
  
Розглянемо етапи вкраплення більш детально. 
 2.3.1.1. Визначення області вкраплення 
При розробці алгоритмів маркування параметрами, згідно яким проекту-
ється банк фільтрів аналізу-синтезу, є тип фільтрів, їх рівняння та число рівнів 
у банку. Ідея розкладу на субсмуги, яку пропонується використовувати в дано-
му методі, проілюстрована на рис. 2.8. На кожному з рівнів вилучається низь-
кочастотна субсмуга сигналу, яка буде проаналізована на наступному рівні. 
Всередині кожного рівня відбувається децимація (проріджування) сигналу в 2 
рази, що буде компенсована інтерполяцією на етапі синтезу.  Над отриманими в 
результаті високочастотними та середньочастотними субсмугами не виконують 
ніяких модифікацій.   
 
  
 
 
 
 
 
Рис. 2.8. Схема трирівневого асиметричного банку фільтрів аналізу,  
побудованого на КДФ  
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2.3.1.2. Розширення спектра ключовою послідовністю 
На вхід даного етапу методу маркування аудіосигналу подається низько-
частотна субсмуга, отримана в результаті розкладу сигналу банком фільтрів 
аналізу. Ключ являє собою псевдошумову бітову послідовність, в якій нулі за-
мінюють на -1. При прямому розширенні спектра вхідна субсмуга перемножу-
ється з послідовністю, що складається з 1 та -1. Так як 1*1=1 та (-1) (-1)=1, вхі-
дна субсмуга може бути відновлена шляхом множення розширеного сигналу на 
ту ж псевдошумову послідовність. Такий метод модуляції сигналу називають 
повільним розширенням спектра  (slow spread spectrum).  
Простий приклад прямого й інверсного розширення приведено на рис. 2.9. 
 
 
 
 
 
 
 
 
Рис.2.9. Розширення спектра сигналу ключовою послідовністю  
2.3.1.3. Модифіковане дискретне косинусне перетворення 
 Розширену ключем субсмугу перетворюють у частотну область за допо-
могою МДКП. Перед перетворенням сигнал ділиться на кадри (фрейми), коефі-
цієнти МДКП обчислюють з 50% перекриттям двох послідовних кадрів. В ці-
лому перекриття використовують для покращення роздільної здатності за ча-
сом. Коефіцієнти МДКП обчислюють згідно формулам:   
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де i – індекс кадру, r – індекси частотних коефіцієнтів у кожному кадрі, M – за-
гальна кількість коефіцієнтів у кадрі, )(n  – синусоїдальна віконна функція, 
індекс (n+iM)  – індекс вибірки перед синхронізацією кадрів. 
 2.3.1.4. Вкраплення ЦВЗ 
Для вкраплення ЦВЗ використовують частотні коефіцієнти МДКП. Спо-
чатку всі коефіцієнти округлюють до цілих чисел в напрямку від’ємної нескін-
ченості: 
 )()( rFre ii  , 10  Mr .  
Позначимо бітову послідовність ЦВЗ як )(rwi . Кожний біт цієї послідовності 
вкраплюється в частотні коефіцієнти згідно правилам: 
1) Якщо 0)( rwi  і при цьому відповідне йому )(rei  – непарне, або якщо 
1)( rwi  і при цьому відповідне йому )(rei  – парне, то )(rFi  округлю-
ється до цілого числа в напрямку додатної нескінченості: 
 )()(
' rFrF ii  . 
2) Якщо 0)( rwi  і при цьому відповідне йому )(rei  – парне, або якщо 
1)( rwi  і при цьому відповідне йому )(rei  – непарне, то )(rFi  округлю-
ється до цілого числа в напрямку від’ємної нескінченості: 
 )()(
' rFrF ii  .  
В цілому суть операції округлення полягає в тому, що після неї )(' rFi  завжди 
буде парним для нульового біту ЦВЗ та непарним для одиничного.  
 2.3.1.5. Реконструкція сигналу 
Модифіковані згідно бітам ЦВЗ коефіцієнти МДКП повертають до доме-
ну часу за допомогою ОМДКП:  
 



1
0
'' )(),()()(
M
r
ii rFnrcnnf   (2.10) 
)()()( '' 1
' nfMnfiMnf ii   ,  (2.11) 
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де n, r, M, )(n , c(r,n) приймають ті ж значення, що і в (2.9), )(' nf i  – представ-
лення маркованого кадру в домені часу, )(' rFi  – представлення маркованого 
кадру в домені частоти. Результуючим сигналом після ОМДКП є )(' iMnf   – 
це сигнал, отриманий після видалення синхронізації кадрів.  
Далі за ключем виконується інверсне розширення спектра (див. рис. 2.9) . 
На наступному кроці за допомогою банку фільтрів синтезу модифікована низь-
кочастотна субсмуга об’єднується з не модифікованими високо- та середньоча-
стотними. Отриманий в результаті сигнал і є маркованим аудіо. 
2.3.2. Метод маркування аудіосигналу на базі пакетної вейвлет-декомпозиції 
Розглянемо метод мультиплікативного вкраплення ЦВЗ в субсмуги вей-
влет-розкладу сигналу, який було представлено у роботі [106]. 
2.3.2.1. Вейвлет-аналіз сигналу 
Вейвлети, що утворюють дискретне вейвлет-перетворення, тобто ортого-
нальні та біортогональні вейвлети, можна розглядати як різновид FIR-фільтрів. 
По суті в основі алгоритму швидкого вейвлет-перетворення (алгоритму Мала-
та) лежать двоканальні багаторівневі банки фільтрів аналізу-синтезу. Якщо роз-
кладу підлягають не тільки апроксимуючі, а й деталізуючі коефіцієнти кожного 
рівня, таке перетворення називають пакетним (рис. 2.10а). 
Основна ідея даного методу, як і попереднього, зводиться до декомпози-
ції сигналу та вкраплення  бітів ЦВЗ в коефіцієнти субсмуг. Результатом Z-
рівневої декомпозиції є коефіцієнти Z2  субсмуг по 
Z
N
2
 коефіцієнтів у смузі 
(рис. 2.10b), які пропонується використати як область вкраплення додаткової 
інформації. 
При встановленні мінімально необхідної кількості рівнів розкладу, при 
якій суб’єктивні спотворення якості практично не сприймаються слухом, мож-
на спиратись на експериментальні дані. Згідно роботі авторів, результат експе-
риментів показав, що спотворення якості звуку перестають сприйматися з Z=4, 
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при цьому вкраплення у високочастотні субсмуги практично не впливає на 
сприйняття аудіосигналу з Z=3 (базисними вейвлетами декомпозиції у роботі 
обрано вейвлети Добеші). 
2.3.2.2. Вкраплення та вилучення ЦВЗ 
В рамках моделі пасивного порушника, вкраплення бітів ЦВЗ можна ви-
конати згідно рівності: 
 )()()(' rwrFrF  , 1
2
0 
Z
N
r , 
де F(r) – r-тий коефіцієнт обраної субсмуги, w(r) – біт ЦВЗ. 
Відновлення вкраплених даних відбувається порівнянням модулів коефі-
цієнтів, тобто значень амплітудного спектра, з пороговою величиною thrsh: 







.)(якщо,1
,)(якщо,0
)(
'
'
thrshrF
thrshrF
rw  
Стійкість до атак активного порушника може бути досягнена модуляцією 
не одного коефіцієнта, а вікна довжини  l: 
)()()(' iwrFrF ii  , 10  lr , 1
2
0 


Zl
N
i , 
а також вибором іншого виду модуляції.  
Z
N
2
 
N  
Z
N
2
 
Вихідний сигнал 
sb1 sb2 sb2
Z 
Z рівнів 
 а) b) 
Рис. 2.10. Двохрівнева пакетна вейвлет-декомпозиція (а) та результат Z-
рівневої декомпозиції N відліків сигналу (b) 
Вихідний сигнал 
ДВП ДВП 
НЧ ВЧ НЧ ВЧ 
ДВП 
ВЧ НЧ 
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Вилучення ЦВЗ здійснюється порівнянням із пороговою величиною суми 
модулів коефіцієнтів, що входять у вікно, та записом результату у бінарній фо-
рмі: 


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Для визначення порогової величини за наявним аудіосигналом було за-
пропоновано наступний спосіб. Послідовність ic , 1
2
0 


Zl
N
i  сум коефіцієн-
тів вибраної субсмуги впорядковується за зростанням. Для стиснення динаміч-
ного діапазону отриманої послідовності 'ic  її значення логарифмуються. Далі 
знаходиться перша похідна. При вкрапленні псевдовипадкової послідовності з 
рівними ймовірностями появи 1 та 0 максимум буде спостерігатися поблизу се-
редини послідовності. Після виділення центральної ділянки визначається індекс 
)max( icpos  , 1
2
0 


Zl
N
i   максимуму і складовими відрізку зліва від мак-
симуму вважаються суми, які відповідають нульовим бітам вихідної послідов-
ності. Як оцінка рівня коефіцієнтів при передачі нуля використовується оцінка 
математичного очікування )(0 iclev  , pos..i 1 . Значення порогової величини 
визначається як  0levthrsh , де   – емпірично отримане значення, 51. . 
2.3.2.3. Блокування несанкціонованого доступу до ЦВЗ  
Для організації механізму блокування несанкціонованого доступу до ЦВЗ 
метод вкраплення повинен передбачати наявність секретного ключа. В даному 
методі як ключ пропонується використовувати базисний вейвлет декомпозиції 
сигналу. Застосування при вилучені вейвлету, відмінного від використаного 
при вкрапленні (в тому числі й вейвлету того ж сімейства, але іншого порядку), 
приводить до неможливості відновлення вихідної бітової послідовності ЦВЗ.   
Крім того, для підвищення невідчутності та стійкості до статистичного 
стеганоаналізу в субсмуги декомпозиції пропонується вкраплювати не самі біти 
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ЦВЗ, а результат їх злиття з низькочастотним сигналом-патерном, параметри 
якого теж відносять до ключової інформації методу [106].  
2.3.3. Метод маркування на основі аналізу значимих частот аудіосигналу, 
отриманих за допомогою швидкого перетворення Фур’є 
Даний метод на відміну від двох попередніх передбачає якісно інший 
підхід до забезпечення стійкості. На його прикладі покажемо, як забезпечити 
стійкість до певного виду типових операцій обробки за побудовою. Метод, що 
розглядається, за побудовою стійкий до mp3-стиснення аудіосигналу [107].   
 2.3.3.1. Вкраплення ЦВЗ 
Нехай маємо вихідний аудіосигнал )(nf . Тоді, з одного боку, за допомо-
гою швидкого перетворення Фур’є (ШПФ)  отримуємо спектр )(rF  аудіосиг-
налу. З іншого боку, над тим же )(nf виконуємо операцію «передатаки» – ко-
дування та декодування сигналу mp3-кодеком, зафіксувавши бітрейт R як клю-
човий параметр. Після «передатаки» отримуємо сигнал )(
~
nf , для нього також 
обчислюємо ШПФ, що дає спектр )(
~
rF . Далі відбувається виділення значимих 
частот спектра )(rF : 


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



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




max
max )(
100
)(:
2
,0 rF
p
rF
r
rFrel , 
де relF   – множина значимих частот, maxr  – максимальна частота в спектрі, 
max
)(rF  – максимальна амплітуда в спектрі,  1000,p  – ключовий параметр 
методу, що визначає вибір значимих частот.  
Для отриманої множини значимих частот задається міра допустимої від-
носної похибки, яка вноситься mp3-кодуванням. Область вкраплення ЦВЗ ви-
значається як: 
 






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
 
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де markF  – множина частот-носіїв бітів ЦВЗ,  10,  – допустима похибка, ще 
один з ключових параметрів методу, що визначає вибір частот-носіїв.  
 Бітова послідовність цифрового водяного знаку W спочатку подається на 
вхід завадостійкого кодера. В даному випадку метод передбачає використання 
коду, дуального коду Хемінга з параметрами (31,5). Далі на результат завадос-
тійкого кодування ECCW , накладається псевдовипадкова послідовність (ПВП) 
бітів, згенерована на базі ключа K. Ключ K є ідентифікатором санкціонованого 
доступу до ЦВЗ.  
Процедура маркування виконується згідно правилу: 
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Параметр d – ключовий.  
Відмітимо, що кількість елементів множини Fmark  повинна бути не мен-
шою кількості елементів послідовності WECC. При чому для підвищення надій-
ності WECC слід вкраплювати в спектр десятки або ж навіть сотні разів. 
  
Рис. 2.11. Схема вкраплення ЦВЗ в малозмінені після стиснення зі  
втратами частотні компоненти аудіосигналу 
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Результуючий маркований сигнал )(' nf  отримують повернувши )(' rF  за 
допомогою оберненого ШПФ у домен часу. 
Схему описаного методу маркування представлено на рис. 2.11. Функцію 
вкраплення ЦВЗ можно описати як  
Embed (f,W,{R, p, , d, K})  { markF,'f }. 
2.3.3.2. Вилучення ЦВЗ 
Нехай )(ng  – деякий аудіосигнал. Можливо це спотворена версія 
маркованого сигналу )(' nf . Тоді за допомогою ШПФ отримують спектр )(rG . 
Далі, з метою компенсації можливого маштабування сигналу, визначають 
величину   таку, за допомогою якої досягається апроксимація спектра )(' rF  
згідно критерію найменших квадратів, тобто 



markFr
rGrF 2))()('(min 

. 
Записавши вираз у векторній формі отримаємо: 
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де мінімум досягається для 
GG
G'F
T
T


 . 
Вилучення бітової послідовності виконується шляхом оцінювання 
величини 
i
i
i
F
G



  : 

























 





 














 





 


випадках.інших у        
100
100
10
100
100
10
1
 якщо0
100
100
10
100
100
10 якщо1
2020
2020
)edunidentifi(
,
q
,
q
,
q
,
q
w~
dd
i
dd
i
i


 
90 
 
]1000[ ,q  – параметр, що визначає процент допустимого відхилення від 
очікуваного значення. 
На наступному етапі в систему вводять ключ легальності доступу до ЦВЗ 
K та позбавляються від псевдошумової послідовності. Отриманий бітовий ряд  
Wp  представляє собою прообраз закодованого завадостійким кодом ЦВЗ, 
послідовно повторений деяку кількість разів. Для згортання ЦВЗ у один період 
використовується наступна схема голосування: 
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де 1m  – кількість випадків, які даний біт було вилучено як 1; 0m  – кількість 
випадків, які даний біт було вилучено як 0; *m  – кількість випадків, які даний 
біт було вилучено як неідентифікований. 
Застосувавши той же код корекції помилок, що й при вкрапленні, 
визначають біти ЦВЗ.  Етапи вилучення ЦВЗ представлено на рис. 2.12: 
 
Рис.2.12. Схема вилучення ЦВЗ 
 
Таким чином, функція вилучення ЦВЗ має вигляд: 
  }Wp,'W{}K,d,q{F,'f,f,gtReconstruc ,mark  . 
Описаний метод стійкий відносно подальшого стиснення зі втратами, а 
також відносно багатьох еталонних атак  Stirmark [107]. 
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2.3.4. Недоліки розглянутих методів  
В пунктах 2.3.1 – 2.3.3 розглянуто декілька типових підходів до побудови 
спектральних методів вкраплення ЦВЗ в аудіосигнали. Такий огляд дозволяє 
отримати загальне уявлення про можливі методи: 1) формування області вкрап-
лення бітів ЦВЗ із певних частотних складових; 2) вкраплення бітів; 3) блоку-
вання несанкціонованого доступу до ЦВЗ. 
В роботі [108] було виконано порівняльний аналіз вищерозглянутих ме-
тодів. Так, зокрема, як перевагу першого та другого методів маркування, відно-
сно третього, виділено сліпу схему, яку вони реалізують, тобто схему з неінфо-
рмованим детектором, який, крім маркованого аудіосигналу, не потребує дода-
ткових даних при вилученні.  
Кожен з методів побудований таким чином, щоб задовольняти вимогу не-
відчутності ЦВЗ. Та разом з тим якщо ЦВЗ містить довгі серії нулів, то при за-
стосуванні другого методу будуть відкидатися довгі ділянки сигналу, що нега-
тивно відобразиться на його сприйнятті.  
Крім того в другому методі стеганоаналітик може відновити область 
вкраплення бітів ЦВЗ (зокрема шляхом перебору можливих базисних вейвлетів 
та їх порядку, починаючи з найбільш часто вживаних) та, впевнившись шляхом 
аналізу місцеположень нульових та близьких до нуля коефіцієнтів у наявності 
водяного знаку, спотворити чи видалити його не порушуючи функціональність 
контейнеру. Використання модифікації з вікном коефіцієнтів при вкрапленні 
ще сильніше спростить задачу цю стеганоаналітика. 
Стосовно іншої базової характеристики, а саме стійкості до ненавмисних 
та активних атак, відмітимо, що метод, розглянутий у п. 2.3.1 не задовольняє 
необхідним вимогам.  ЦВЗ буде спотворено будь якою операцією обробки, що 
зачіпає низькі частоти сигналу. Стійкість цього методу необхідно покращувати, 
що можливо в першу чергу за рахунок використання іншого, більш стійкого 
методу вкраплення бітів, ніж вкраплення за правилом «парний/непарний».  
Другий метод у варіації зі вкрапленням одного біту у вікно коефіцієнтів 
та третій метод характеризуються більш прийнятними оцінками стійкості та все 
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ж таки не забезпечують стовідсоткове збереження вкраплених бітів після типо-
вих операцій обробки, зокрема стиснення зі втратами з низькими бітрейтами.  
Крім того, другий метод не задовольняє в повній мірі вимогу безпеки, а третій 
потребує знання оригінального сигналу при вилученні, що значно звужує об-
ласть його застосування.  
Також зазначимо, що в третьому методі неявно використовується психоа-
кустична модель, що входить до складу mp3-кодера, тобто можна говорити про 
те, що він опосередковано  враховує особливості системи людського слуху. 
Модифікації маркованого контейнера, що потрапив у відкритий доступ, 
можуть відображатися як на значеннях його елементів (відліках аудіосигналу, 
пікселях зображення і т.п.) так і на їх місцеположеннях. Наслідком ряду типо-
вих операцій обробки є десинхронізація вкрапленого ЦВЗ в контейнері. Жоден 
з розглянутих методів не враховує можливості геометричних спотворень кон-
тейнера, тобто зрушень місцеположень елементів, і як наслідок не володіє стій-
кістю до цього типу атак. Разом з тим, геометричні спотворення, а саме зсув си-
гналу по осі часу, часто супроводжують операцію зміни формату файлу, в яко-
му зберігається стеганоконтейнер.  
Наприклад, при конвертації файлу з маркованим аудіосигналом з форма-
ту WAV(PCM) в формат ACC за допомогою програми LameXP (рис.2.13b) або в 
формат WMA за допомогою програми WinFF (рис. 2.13c) відбувається зсув (за-
тримка) сигналу у часі, що в подальшому може привести до вилучення ЦВЗ з 
неправильних місцеположень (не тих, у які він був вкрапленим). Така ж про-
блема виникає й при обрізці маркованого сигналу. При чому у випадку обрізу-
вання проблема виникає не тільки при зсуві сигналу по часовій осі, а й при не-
обхідності детектування ЦВЗ по частині сигналу. 
Крім неумисних атак, що виникли в ході обробки сигналу-контейнера, 
при розробці системи ЦВЗ передбачається наявність активного порушника, що 
може цілеспрямовано виконати атаку десинхронізацією, що зберігає функціо-
нальність сигналу та по суті не видаляє ЦВЗ, але порушує коректну роботу де-
тектора. 
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Таким чином, розробка ефективної системи ЦВЗ серед інших вимог 
включає в себе проблему десинхронізації. 
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Рис.2.13. Зсув аудіосигналу при зміні формату файлу, де він зберігається 
 
2.4. Огляд існуючих спектральних методів вкраплення ЦВЗ в 
зображення  
2.4.1. Заміна молодших бітів коефіцієнтів ДКП зображення 
Класичним прикладом стеганографічного приховання даних в частотній 
області зображень є застосування методу НЗБ до квантованих коефіцієнтів 
ДКП зображення. Як правило, такий підхід застосовують при створенні jpeg-
стеганоконтейнерів. Наприклад, саме він реалізований у стеганографічних про-
грамах jsteg, jphide, Steganos Privacy Suite 2012 (модуль crypt&hide) та інших. 
Подібні стеганографічні програми, як правило, повторюють частину кроків 
стандарту стиснення зі втратами JPEG, а саме наведені нижче. 
1. Перетворення зображення в оптимальний кольоровий простір. Як правило 
це простір luminosity/chrominance, тобто яскравість/насиченість кольором (Y – яс-
кравість, Сb – насиченість синім кольором, Cr – насиченість червоним). Перехід 
від простору RGB до YCbCr базується на лінійному перетворенні даних: 
Y=0.299R+0.587G+0.114B, 
Cb=-0.1687R-0.3313G+0.5B, 
Cr=0.5R-0.4187G-0.0813B. 
a) 
b) 
c) 
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2. Субдискретизація компонентів кольоровості шляхом їх усереднення. 
Оскільки відомо, що система людського зору більш чутлива до компонентів яс-
кравості Y, ніж до компонентів кольоровості Cb та Cr, то в алгоритмі JPEG 
припускається зменшення блоків даних Cb та Cr , при незмінному числі блоків 
Y. Найбільш часто застосовують субдискретизацію 4:1:1, при якій зображення 
ділиться на блоки 22 (кожний з них 88 ), і для кожного блоку зберігаються 4 
вибірки Y, одна Cb та одна Cr. Ця процедура дозволяє зменшити розмір зобра-
ження на 50%.  
3. Застосування до блоків 88 зображення ДКП для зменшення збитковості 
даних. При цьому ДКП застосовується окремо по кожному з компонентів Y, Сb, 
Cr. Це найбільш трудомісткий (з точки зору об’єму обчислень) етап JPEG. Пе-
рехід від просторового представлення до частотного дозволяє перерозподілити 
енергію зображення таким чином, щоб основна її частина містилася у порівня-
но малій кількості коефіцієнтів. Коефіцієнти, які містять інформацію про дрібні  
деталі – високочастотні, можуть бути відкинутими без збитку у візуальному 
сприйнятті.  
4. Квантування кожного блоку коефіцієнтів ДКП з застосуванням вагових 
функцій, оптимізованих з врахуванням візуального сприйняття. Перш ніж від-
кинути певний об’єм інформації компресор ділить кожне вихідне значення 
ДКП на відповідний йому коефіцієнт квантування та заокруглює результат до 
цілого. Саме на цьому кроці відбуваються необоротні втрати даних. Кожна з 64 
позицій вихідного блоку має власний коефіцієнт квантування і чим він біль-
ший, тим більше даних втрачається. Високочастотні елементи квантуються з 
більшими коефіцієнтами, ніж низькочастотні. Крім того для даних яскравості та 
колірності застосовуються окремі таблиці квантування, що дозволяє квантувати 
дані колірних каналів більш грубо, ніж яскравість. 
Після виконання кроків 1-4 до отриманих цілочисельних ДКП-значень за-
стосовується НЗБ (див. формулу 1.1 п.1.3.1 дисертаційного дослідження). 
Вкраплення може відбуватися в послідовному чи розподіленому порядку. При 
цьому для покращення стійкості прихованих даних до деяких можливих пере-
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творень стеганоконтейнера, зокрема його зашумленню або повторному стис-
ненню зі втратами, при вкрапленні не використовуються нульові та одиничні 
коефіцієнти. Нульові значенні вилучаються із області вкраплення ще й тому, 
що після квантування більшість високо- та середньо частотних коефіцієнтів бу-
дуть мати нульові значення і, відповідно, зміна великої кількості цих коефіцієн-
тів демаскувала б стегановтручання. Для покращення візуальної непомітності 
стеганоперетворення контейнера в окремих реалізаціях з області вкраплення 
можуть випускатися DC-коефіцієнти, тобто статична компонента )0,0(S  (на-
приклад, в Steganos Privacy Suite 2012). 
Після приховання всього повідомлення для модифікованих ДКП-
коефіцієнтів виконується крок 5 стандарту JPEG: 
5. Кодування результуючих коефіцієнтів із застосуванням алгоритму 
Хаффмана або арифметичного кодування (статистичне зменшення збитковості). 
  
2.4.2. Метод відносної заміни величин ДКП коефіцієнтів (метод Коха та 
Жао)   
 
Ще один широковідомий на сьогодні метод приховання даних у частотній 
області зображення полягає у відносній заміні величин коефіцієнтів ДКП. Цей 
метод в свій час описали Е. Кох та Й. Жао в роботах [109-110]. 
Як і в попередньому методі спочатку обчислюються матриці 8×8 коефіці-
єнтів ДКП зображення. Процес вкраплення починається з випадкового вибору 
блоку ib , в який буде приховано і-тий біт повідомлення. Для обраного блоку 
обчислюються коефіцієнти ДКП:  iDCTi bFB  . Ключовою інформацією такої 
стеганографічної системи є номери блоків для вкраплення, а також індекси 
конкретних двох коефіцієнтів ДКП у блоці, які будуть використанні для прихо-
вання біта повідомлення. Позначимо ці коефіцієнти як  (r1,d1) та (r2,d2). Вони 
обов’язково повинні відповідати косинус-функціям із середніми частотами 
(див. рис. 2.14), що забезпечить збереження інформації в суттєвих областях си-
гналу, які не буде знищено JPEG компресією. Крім того, так як коефіцієнти 
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ДКП середніх частот є подібними між собою, то приховання біта повідомлення 
не стане причиною значних змін у контейнері-зображенні. 
Якщо для блоку виконується умова )()(
2211
d,rBd,rB ii  , то вважаєть-
ся, що блок кодує одиничний біт повідомлення, в противному випадку – нульо-
вий біт. Якщо значення ключових коефіцієнтів не відповідають приховуваному 
біту, то дані коефіцієнти міняють місцями. На етапі квантування JPEG стиснен-
ня  може вплинути на відносні величини коефіцієнтів, тому, додаючи певне 
значення, так званий «запас», до величини одного з ключових коефіцієнтів (бі-
льшого), алгоритм гарантує, що 
PdrBdrB ii  ),(),( 2211
,  
де P>0  – «запас». Чим більше значення P, тим більш стійким до стиснення є 
описаний алгоритм, але при цьому погіршується якість зображення.  
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Рис. 2.14. Приклад блоку коефіцієнтів ДКП складової яскравості 
(НЧ, СЧ, ВЧ – низькі, середні та високі частоти відповідно) 
 
Вилучення прихованої інформації проводиться шляхом порівняння вели-
чин ключових коефіцієнтів для кожного блоку контейнера-зображення, в якому 
відбувалося вкраплення. Автори експериментально отримали, що такий метод 
дозволяє зберегти приховані дані у випадку JPEG компресії стеганоконтейнера 
до 50%. 
СЧ 
НЧ 
ВЧ 
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2.4.3. Метод Бенгама-Мемона-Ео-Юнг 
В роботі [111] Д. Бенгамом, Н. Мемоном, Б.Л. Ео та М. Юнг було запро-
поновано покращену модифікацію методу Коха та Жао. Оптимізація методу 
Коха-Жао в [111] виконана за двома напрямками:  
1) Для вкраплення бітів ЦВЗ було запропоновано використовувати не всі бло-
ки зображення, а тільки ті, які підходять для даної мети; 
2) В частотній області блоків зображення як безпосередні носії біта повідом-
лення обираються не два, а три коефіцієнти ДКП, що дозволяє суттєво зме-
ншити візуальні спотворення стеганоконтейнера. 
Придатними для вкраплення інформації вважаються такі блоки зобра-
ження, які одночасно задовольняють двом вимогам: 1) не мають різких перепа-
дів яскравості; 2) не є занадто монотонними. 
Блоки, що не відповідають першій вимозі характеризуються наявністю 
великих значень НЧ-коефіцієнтів ДКП, що співставні за своєю величиною з 
DC-коефіцієнтом, що розташований у лівому верхньому куті блоку. Для визна-
чення придатності/непридатності у цьому сенсі вводиться поріг PL. Для прий-
няття рішення про придатність LΣ  
– сума НЧ-коефіцієнтів за виключенням DC 
порівнюється з порогом PL. Для блоків, що не відповідають другій вимозі, ха-
рактерна рівність нулю більшості ВЧ-коефіцієнтів блоків ДКП. Прийняття рі-
шення за цим критерієм виконується на основі порогу PH, з яким порівнюється 
сума HΣ  ВЧ-коефіцієнтів блоку. 
Таким чином, блок вважається придатним для вкраплення при виконанні 
наступної умови: 
   .HHLL PΣPΣ   
Значення порогів встановлюються на стороні відправника (при вкраплен-
ні) та є частиною стеганоключа. Метод передбачає, що на стороні одержувача 
(при вилученні ЦВЗ) відбувається аналогічна перевірка блоків на придатність. 
Відмітимо, що дослідження, проведені в роботі [112] виявили проблему 
на цьому етапі функціонування методу. Мова йде про зміну типу блоку (прида-
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тний/не придатний) в результаті jpeg-стиснення стеганоконтейнера і як наслі-
док часткове вилучення бітів не з тих блоків, в які вони були вкрапленими. Ав-
тори [112] запропонували вдосконалення цього етапу методу за рахунок апос-
теріорної класифікації блоків зображення шляхом застосування атаки jpeg-
стисненням при вкрапленні повідомлення. 
Вкраплення біту повідомлення у придатний блок виконується наступним 
чином. Обираються три СЧ-коефіцієнти з координатами )(
11
d,r , )( 22 d,r , 
),(
33
dr .
 
 Якщо необхідно вкрапити нульовий біт, то коефіцієнти змінюють так, 
щоб третій з них став меншим першого та другого, одиничний біт – третій кое-
фіцієнт робиться більшим за перший та другий. Як і в методі Коха та Жао, в 
даному випадку також вводиться «запас»    тож, результуючу функцію вкрап-
лення можна виразити як  
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2.4.4. Аналіз стійкості розглянутих методів з врахуванням шумоподібних і 
геометричних спотворень 
Розглянемо питання стійкості вищерозглянутих методів до активних та 
ненавмисних атак на стеганоконтейнер.  
Середньостатистичний користувач керуючись власними потребами час-
тіше за все може змінювати яскравість або контраст зображень, також може 
змінювати формат файлів з зображеннями, в тому числі в метою зменшення їх 
розміру.  
Метод, що описаний в п. 2.4.1., не є стійким до будь-яких спотворень, що 
змінюють дані контейнера. Так, нами було проведено експеримент, в якому пі-
сля створення стеганоконтейнера з послідовним НЗБ-вкрапленням в ДКП кое-
фіцієнти за допомогою програми jsteg він підлягав повторному jpeg-
перекодуванню з таким же коефіцієнтом якості, що був використаний при jsteg-
стеганоперетворенні. В даному випадку мова йде про стиснення з якістю 75%. 
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Після цього коректно було вилучено тільки 24 байти зі 100 вкраплених, інші 
байти було вилучено з помилками. Підсилення атаки, наприклад, зміною на де-
кілька одиниць контрасту чи яскравості зображення приводить до повністю не-
вірного відновлення бітів вкрапленої інформації.  
Методи, що описані в п. 2.4.2 та п. 2.4.3 характеризуються дещо кращою 
стійкістю до шумоподібних атак. Так, при зміні яскравості, вищеописані спект-
ральні методи можуть давати до 18% помилок при вилученні повідомлення, 
при зміні контрасту – метод Коха та Жао дає до 55% помилок, метод  Бенгама-
Мемона-Єо-Юнга – до 5% [113].  
Так як розглянуті методи не є форматними, тобто використовують для 
вкраплення безпосередні дані контейнера, а не службові поля файлів чи запис 
повідомлень після маркера кінця і т.п., то при зміні формату файлу, що не су-
проводжується втратами даних, вкраплена інформація буде повністю збережена 
в контейнері, записаному в будь-якому форматі без втрат. Також, згідно побу-
дові, інформація буде збережена після jpeg-стиснення зображення, бо воно не 
порушить відносну різницю між коефіцієнтам носіями бітів ЦВЗ. Разом з тим 
при високих ступенях стиснення середньочастотні коефіцієнти слідом за висо-
кочастотними обертаються в нулі, відповідно в таких випадках вкраплена інфо-
рмація втрачається.    
Суттєвим недоліком методів, описаних в пунктах 2.4.1-2.4.3, є їх повна 
вразливість до типових геометричних перетворень контейнера, які часто супро-
воджують процес цифрової обробки зображень. Такі геометричні перетворення 
як зсув (translation), масштабування (scaling), поворот (rotation), обрізування 
(cropping) та інші легко виконати за допомогою стандартного програмного за-
безпечення. Вони не приводять до видалення водяного знаку, однак є причиною 
десинхронізації ЦВЗ щодо сигналу-контейнера, і як наслідок, неможливості йо-
го детектування й/або вилучення. 
Розглянемо проблему десинхронізації на прикладі графічних контейнерів. 
Позначимо через f(x,y) цифрове зображення розміром NM пікселів. В цілому 
можливі спотворення даного зображення можна поділити на два класи: 
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 спотворення значень пікселів (шумоподібні спотворення):  
 ),(),( kkkk yxfyxf ; 
 спотворення місць розташування пікселів (геометричні перетворення на 
прикладі типових): 
 зсув 0xxx kk  , 0yyy kk  ; 
 поворот  sincos kkk yxx  ,  cossin kkk yxy  ; 
 масштабування xkk xx  , ykk yy  . 
Геометричні перетворення цифрового зображення виконуються у два ета-
пи – просторове перетворення сітки зображення й інтерполяція значень яскра-
вості. Для будь-якої комбінації перетворень зображення f(x,y), що складається зі 
зсуву, повороту та масштабування, координати спотвореного зображення 
),( yxf    можна представити через координати вихідного таким чином: 
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Суть проблеми десинхронізації: у процесі маркування зображення ЦВЗ або 
його елемент вкраплюється в деяке місцерозташування ),( kk yx  , на етапі детек-
тування або вилучення ЦВЗ внаслідок просторового руху пікселів при геомет-
ричних перетвореннях місцерозташуванню ),( kk yx  буде відповідати деяке неві-
доме місцерозташування ),( kk yx   (рис. 2.15). Синхронізувати ЦВЗ у контейнері – 
це значить правильно визначити ),( kk yx   перед детектуванням/вилученням водя-
ного знаку [114]. 
В цілому можна виділити два основних підходи до вирішення задачі деси-
нхронізації [20]. Перший підхід – оцінка й компенсація геометричних спотво-
рень перед вилученням водяного знаку: ),(),(),( yxyxyx  . У цьому випадку 
система з ЦВЗ може використати шаблони [115-117], структурні водяні знаки 
[118-120], особливі точки, визначені детекторами перепадів контрасту [121], 
кутів [122-124], кіл [125] та ін., перетворення Радона [126-128] і т.д. Другий 
підхід – це вкраплення ЦВЗ в інваріантну до геометричних перетворень об-
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ласть: ),(),(:),( iiiiii yxyxyx  . Методи виділення таких інваріантів можуть бути 
побудовані, наприклад, на основі властивостей перетворень Фур’є-Мелліна 
[129-132] чи фрактального перетворення [133]. 
 
Рис. 2.15. Схема десинхронізації ЦВЗ відносно контейнера-зображення 
 
Більш детально існуючі методи синхронізації ЦВЗ в контейнері описані в 
роботах [20,132] та додатку А дисертації. Після дослідження та порівняльного 
аналізу вище перелічених методів для подальшого використання було обрано 
клас методів за особливими точками, які називають також методами на основі 
вмісту або семантичними, тому що вони використовують оригінальні дані кон-
тейнера і не вносять в нього додаткових даних для синхронізації. Відсутність 
додаткових шумів робить їх застосування непомітним порушнику, крім того ці 
методи стійкі до узагальнених і локальних геометричних спотворень, дозволя-
ють паралельно із синхронізацією ідентифікувати області не придатні для вкра-
плення (гладкі) та можуть бути стійкими до JPEG стиснення, а також будь-яких 
спроб видалити частину інформації при збереженні перцепційної якості зобра-
ження. 
Для методів маркування, що не передбачають використання особливих то-
чок, проблему десинхронізації можна вирішувати шляхом використання шаб-
лонів [115-117, 134-136], які вкраплюються незалежно від водяного знаку, як 
правило, у середньочастотні спектральні коефіцієнти контейнера. Шаблони за-
безпечують стійкість до ненавмисних атак, однак вони можуть бути виявлени-
ми порушником за допомогою фільтрації [137].  
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Висновки 
Зважаючи на нестійкість основних безпосередніх методів комп’ютерної 
стеганографії (НЗБ, МІК і т.п.) до атак активного порушника у даному розділі 
дисертаційної роботи досліджено методи аналізу спектрів аудіосигналів та зо-
бражень. Перехід від часової чи просторової до частотної області дає можли-
вість виокремити області звукових і графічних контейнерів, що несуть найбі-
льше корисної інформації та найменш спотворюються під час операцій обробки 
або активних атак порушника. Порушення цілісності контейнера, зокрема вна-
слідок його зашумлення, фільтрації, масштабування, стиснення зі втратами, по-
вороту, обрізування є характерними для систем цифрових водяних знаків. У 
розділі розглянуті типові приклади існуючих методів вкраплення/вилучення 
цифрових водяних знаків, що базуються на властивостях банків квадратурних 
дзеркальних фільтрів, дискретного перетворення Фур’є, дискретного косинус-
ного перетворення та вейвлет-перетворення. Зазначені недоліки розглянутих 
методів.  
Приклади спектральних стеганографічних методів для моделі пасивного 
порушника представлені у роботах [38-39], для моделі активного – [108]. В ро-
боті [96] продемонстровано особливості впорядкування частотних субсмуг сиг-
налу при пакетному вейвлет-розкладі, який в подальшому пропонується засто-
совувати для апроксимації критичних смуг слуху. 
Здійснено класифікацію можливих спотворень цифрових сигналів та зо-
бражень. Виявлено вразливість розглянутих спектральних методів маркування 
сигналів та зображень до типових геометричних перетворень – зсуву, обрізу-
вання, масштабування, повороту. Формалізовано проблему десинхронізації, 
здійснено класифікацію існуючих методів синхронізації ЦВЗ з контейнером. За 
результатами порівняльного аналізу (див. Додаток А роботи) найбільшу ціка-
вість для подальшого використання представляє клас методів за особливими 
точками. Проблема десинхронізації розглядалася також у роботах [20,132].  
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РОЗДІЛ 3. СТВОРЕННЯ ЦИФРОВИХ ВОДЯНИХ ЗНАКІВ  
ДЛЯ АУДІОСИГНАЛІВ 
 
 
Один з типів контейнерів, для яких затребувані стеганографічні технології, 
зокрема технології ЦВЗ, – це аудіосигнали. Базовими вимогами при побудові 
ефективних стеганосистем з ЦВЗ є невідчутність та стійкість вкрапленого во-
дяного знаку. Наявність ЦВЗ в аудіосигналі не повинна визначатися на слух, а 
також стеганоаналітик не повинен мати можливості відслідкувати вкраплення 
за рахунок візуального чи статистичного аналізу значень відліків аудіосигналу 
чи його спектра. Згідно вимогам International Federation of the Phonographic 
Industry (IFPI) до модифікацій, що привносяться алгоритмами маркування ау-
діосигналів, співвідношення сигнал/шум після маркування має бути не меншим 
за 20 дБ [141-142]. 
Потрапивши до відкритого доступу маркований аудіоконтейнер може під-
лягати різним перетворенням: зміні формату файлу, в якому зберігається кон-
тейнер, в тому числі такій, що супроводжується операцією стиснення зі втрата-
ми; НЧ-фільтрації; обрізуванню; цифро-аналоговому та аналого-цифровому пе-
ретворенням (ЦАП-АЦП) і т.д. ЦВЗ повинен коректно вилучатись з марковано-
го сигналу після застосування до нього подібних спотворюючих  операцій.  
  Відзначимо, що на практиці істотними перевагами володіють стеганосис-
теми з ЦВЗ, що використовують сліпу схему декодування, тобто ті які не вима-
гають наявності оригінального сигналу і (або) оригінального ЦВЗ при декоду-
ванні на стороні одержувача. Розробка вказаних систем, як таких, що дозволя-
ють вирішувати більш широкий клас практичних задач комп'ютерної стеганог-
рафії, є найбільш актуальною. 
3.1. Визначення інваріанту до стиснення зі втратами для аудіо 
сигналів 
 
Для оцифровки аналогових сигналів використовується імпульсно-кодова 
модуляція (ІКМ). Розмір аудіофайлу з сигналом, закодованим відліками ІКМ з 
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досить великою частотою дискретизації та розрядною сіткою, як правило, не-
прийнятно великий для його зберігання та передачі «як є». Тому були розроб-
лені різні стандарти стиснення аудіо. Серед найбільш поширених на сьогодні 
стандартів MPEG-1 Layer 3 (MP3), MPEG-2/4 (AAC), Ogg Vorbis, WMA.  
ЦВЗ має «переживати» вірогідні операції обробки аудіосигналу, до яких в 
першу чергу належить стиснення зі втратами. Тому, перш ніж будувати алгори-
тми вкраплення ЦВЗ в аудіосигнали, необхідно вивчити характер спотворень, 
що привносяться у сигнал різними кодексами стиснення зі втратами та визна-
чити області сигналу, що інваріантні до стиснення і дозволяють модифікації без 
погіршення якості сприйняття аудіоданих.  
Систему людського слуху можна промоделювати як частотний аналізатор, 
а саме як банк смугових фільтрів, що й реалізується в аудіокодеках стиснення зі 
втратами. Розмір даних аудіосигналу зменшується шляхом видалення з нього 
психоакустичної та статистичної надлишковості [46]. 
Узагальнена схема аудіокодеків, що реалізують основні стандарти стис-
нення зі втратами, представлена на рис. 3.1.  
Рис. 3.1. Узагальнена модель кодеків стиснення зі втратами для аудіосигналів 
 
Як правило, вхідний сигнал при стисненні пропускається через банк сму-
гових фільтрів. Так як видалення статистичної надлишковості більш ефективне 
для частотного представлення сигналів, то для отриманих субсмуг обчислюють 
коефіцієнти модифікованого дискретного косинусного перетворення (МДКП). 
Паралельно з цим сигнал аналізується психоакустичною моделлю (ПАМ) коде-
ра з метою визначення порогів психоакустичного маскування. Далі спектральні 
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коефіцієнти сигналу квантуються так, щоб спектр шуму по можливості (якщо 
дозволяє бітрейт) виявився нижче порогів маскування та був невідчутним. Ви-
даляються компоненти сигналу, що лежать нижче обчислених порогів.  
На останньому кроці стиснення до квантованих коефіцієнтів застосовують 
нерівномірне кодування, яке видаляє статистичну надлишковість даних. Для 
нерівномірного кодування використовують код Хафмана, на цьому кроці відбу-
вається стиснення інформації без втрат. Таким чином, критичними з точки зору 
стеганографії є етапи спектральної обробки та квантування згідно порогам 
ПАМ. 
Крок квантування коефіцієнтів МДКП встановлюється пропорційно пси-
хоакустичним порогам маскування. Серед існуючих психоакустичних моделей 
найбільшого поширення здобула модель Noise to Mask Ratio – відношення сиг-
нал/маска, яка враховує абсолютний поріг чутності та маскування в частотній 
області. 
Відмітимо також, що кодек, який реалізує той чи інший стандарт стис-
нення, зазвичай має декілька альтернативних режимів – стиснення з постійним, 
змінним чи усередненим бітрейтом. Вибір постійного бітрейту дає можливість 
точно передбачити розмір стисненого файлу, змінний  бітрейт дає найкращу  
якість звучання, а усереднений – це гібрид перших двох режимів.   
3.1.1. Абсолютний поріг чутності 
При одному й тому ж рівні звукового тиску відчуття гучності чистих тонів 
різної частоти виявляється різним. Різним є й мінімальний звуковий тиск, при 
якому ще існує слухове відчуття, або поріг чутності чистих тонів різної часто-
ти. Поріг чутності залежить й від умов експерименту. Мінімальний рівень зву-
кового тиску, при якому виявляється звукова хвиля гармонічної форми за від-
сутності інших звуків, називають абсолютним порогом чутності, або порогом 
чутності у тиші (рис.  3.2). Очевидно, що ті спектральні компоненти корисного 
сигналу, які лежать нижче абсолютного порогу чутності кодувати та передавати 
не слід. 
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Рис. 3.2. Приклад визначення порогів маскування для однієї з психоакустичних 
моделей стандарту MP3 (ПАМ1) 
3.1.2. Маскування у частотній області 
Поріг чутності одного сигналу змінюється в присутності іншого. Поріг чу-
тності одних звукових компонент в присутності інших має назву відносного 
порогу чутності. 
Слабке, але чутне звукове коливання стає невідчутним при наявності 
більш гучного, тобто маскується ним. Ефект маскування залежить від спектра-
льних та часових характеристик сигналу, який маскується, та сигналу, який ма-
скує. Маскування в частотній області проявляється по-різному, в залежності від 
особливостей спектра звукових сигналів. При розробці алгоритмів стиснення 
враховується відмінність маскування всередині та зовні критичних частотних 
смуг слуху [4]. Маскуючий поріг залежить від частоти, рівня пригнічення сиг-
налу, тональної чи шумової характеристик маскуючого і маскованого сигналів.   
На рис. 3.3 проілюстровано ефект маскування сусідніх частотних компо-
нент сильним тоном з частотою 1 кГц. 
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Спектральні компоненти, що лежать нижче відносного порогу чутності 
слухом не сприймаються (див. рис. 3.2 та рис. 3.3), тому їх також можна не пе-
редавати на приймальну сторону системи при кодуванні.  
 
Рис. 3.3. Абсолютний поріг чутності та поріг маскування, появу якого ініціює 
чистий тон з частотою 1 кГц 
3.1.3. Маскування в домені часу 
При сприйнятті аудіосигналів системою людського слуху крім маскування 
у домені частоти відбувається також маскування в домені часу. Це явище хара-
ктеризує динамічні властивості слуху, відображаючи зміну в часі відносного 
порогу чутності, коли маскуючий та маскований сигнали звучать не одночасно. 
Розрізняють явища післямаскування (зміна порогу чутності після сигналу висо-
кого рівня гучності) та передмаскування (зміна порогу чутності перед прихо-
дом сигналу максимального рівня). 
Післямаскування проявляється на інтервалі часу рівному 100-200 мс. Пе-
редмаскування проявляється на значно коротшому інтервалі, який зазвичай 
складає десь біля 10 мс. Тривалість передмаскування в дуже сильній мірі зале-
жить від особливостей індивідуума. Зважаючи на це, явище передмаскування, 
як правило, не враховують. 
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3.1.4. Апроксимація критичних смуг слуху деревом пакетної вейвлет-
декомпозиції сигналу 
У психоакустиці виділяють 25 критичних смуг слуху (табл. 3.1), всередині 
яких відбувається інтеграція звукової інформації, що поступила, і ефект часто-
тного маскування проявляє себе найбільш сильно. 
 
Таблиця 3.1. Розбиття чутного діапазону частот на критичні смуги 
№ смуги 
Центральна 
частота, Гц 
Нижня та верхня 
частоти смуги, 
Гц 
Ширина смуги, 
Гц 
1 50 20-100 100 
2 150 100-200 100 
3 250 200-300 100 
4 350 300-400 100 
5 450 400-510 110 
6 570 510-630 120 
7 700 630-770 140 
8 840 770-920 150 
9 1000 920-1080 160 
10 1170 1080-1270 190 
11 1370 1270-1480 210 
12 1600 1480-1720 240 
13 1850 1720-2000 280 
14 2150 2000-2320 320 
15 2500 2320-2700 380 
16 2900 2700-3150 450 
17 3400 3150-3700 550 
18 4000 3700-4400 700 
19 4800 4400-5300 900 
20 5800 5300-6400 1100 
21 7000 6400-7700 1300 
22 8500 7700-9500 1800 
23 10500 9500-12000 2500 
24 13500 12000-15500 3500 
25 19000 155000-22500 7000 
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Традиційно аналіз спектра сигналу виконують в області Фур’є. Зокрема в 
ПАМ стандарту MPEG-1 Layer 3 для спектрального аналізу використовується 
ШПФ сегменту сигналу на N=512 або N=1024 відліки. При такому підході роз-
дільна здатність за частотою однакова для всього фрагменту, який аналізується, 
та залежить від частоти дискретизації сигналу 
N
F
f d
 
Гц. Разом з тим більш 
точну апроксимацію критичних смуг слуху та мультироздільний аналіз можна 
отримати побудовою погодженого з приведеними даними дерева пакетної вей-
влет-декомпозиції сигналу. 
Процедура розрахунку параметрів психоакустичної моделі в області вей-
влет-коефіцієнтів описана, наприклад, у роботах [138-139].  У статті [138] для 
апроксимації критичних частотних смуг запропоновано наступне дерево пакет-
ної вейвлет-декомпозиції (рис.  3.4): 
 
Рис. 3.4. Дерево вейвлет-пакетної декомпозиції сигналу, що апроксимує  
критичні смуги слуху 
 
Тут (l,n) – нумерація вузлів дерева декомпозиції, а вертикально проставле-
ні цифри в кінцевих вузлах – частоти в Гц, що відповідають найнижчій та най-
вищій частоті кожної з субсмуг розкладу, тобто, наприклад, перша субсмуга мі-
ститиме відліки з частотами від 0 до 86 Гц, друга – від 86 до 172 Гц і т.д. 
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Таким чином, для апроксимації критичних смуг в аудіосигналі, оцифрова-
ному з частотою дискретизації 44 кГц, використовується 8 рівнів пакетної вей-
влет-декомпозиції. Базисним вейвлетом, як правило, обирають один з вейвлетів 
сімейства Добеші [93]. При цьому, чим вище порядок обраного вейвлету, тим 
більш тонку структуру сигналу він дозволяє аналізувати. Так, наприклад, у ро-
боті [139], при побудові психоакустичної моделі використовують вейвлет До-
беші 8 порядку.  
3.1.5. Аналіз спектрограм 
Так як кожен із аудіокодерів стиснення експлуатує свій метод представ-
лення сигналу в частотній області та свою ПАМ, то, вирішуючи задачу пошуку 
інваріанту до всіх поширених стандартів стиснення зі втратами, доцільно відш-
товхуватися від самих загальних оцінок. Зокрема від оцінок, отриманих при 
аналізі спектрограм оригінального та стисненого сигналів.   
Визначення 3.1. Спектрограма  – це діаграма, на якій по осі абсцис відк-
ладається час, по осі  ординат – частота, а амплітуда відповідної частотної 
складової позначається кольорами або інтенсивністю одного кольору в кожній 
точці графіка.  
 
Рис. 3.5. Приклад амплітудного спектра аудіосигналу для фіксованого моменту 
часу 
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По суті спектрограма є графічним відображенням віконного перетворення 
Фур’є сигналу. При її побудові для кожного моменту часу обчислюють амплі-
тудний спектр сигналу у вікні, центром якого є точка, що відповідає даному 
моменту часу (рис.  3.5).  Амплітуди спектра у логарифмічному масштабі є зна-
ченнями кожного стовпця діаграми (рис.  3.6). 
Розглянемо найгірший випадок стиснення, а саме стиснення аудіосигналу 
різними кодерами з низьким бітрейтом та відповідно великими втратами 
(рис. 3.6). На рис. 3.6а представлено спектрограму вихідного мовного сигналу, 
що збережений у форматі wav  (ІКМ), і  оцифрований з частотою 22 кГц та роз-
рядністю 16 біт. На рис. 3.6b – спектрограма цього ж сигналу, але після того як 
він був закодований у форматі mp3 з бітрейтом 64 кбіт/с. Аналогічно на рис. 
3.6c зображено спектрограму сигналу, що був закодований у форматі ogg з біт-
ретом 32 кбіт/с; на рис. 3.6d  – у форматі wma с бітретом 20 кбіт/с. 
 
 
a) wav 
 
 c) ogg 
 
b) mp3 
 
d) wma 
 
Рис. 3.6. Візуальний аналіз спотворень, що привносяться  
стисненням зі втратами 
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Як бачимо, при кодуванні за стандартом MPEG-1 Layer 3 обрізуються ви-
сокі частоти аудіосигналу та частково обрізуються середні. Те ж саме стосуєть-
ся й кодерів Ogg Vorbis та WMA, які були використані з налаштуваннями, що 
привносять максимум втрат.  
Ще один варіант візуального аналізу було виконано для спектрограм набо-
ру аудіосигналів, які отримані з вихідного послідовним стисненням одним і тим 
же кодером з різними бітрейтами – від максимально до мінімально можливого 
для стандарту стиснення та сигналу. В цілому такий аналіз показав, що області 
суттєвих змін будуть поширюватися у напрямку від високих частот до низьких.  
Таким чином, згідно результатам візуального аналізу, інваріант до стис-
нення різними алгоритмами перш за все доцільно шукати в низьких частотах 
аудіосигналу.   
3.2. Метод маркування аудіосигналів на базі Фур’є та вейвлет 
перетворень (відкидання трійок частотних складових) 
 
Алгоритм маркування аудіосигналів, у якому вкраплення бітів ЦВЗ здійс-
нюється в амплітуди спектра Фур’є низькочастотної субсмуги аудіосигналу, 
отриманої за допомогою ВП був запропонований нами в роботі [140]. Він спи-
рається результати досліджень, описані в п. 2.1 та п. 3.1 дисертаційного дослі-
дження.   
Метод передбачає 5-ти рівневу декомпозицію сигналу на частотні смуги 
методом ШВП та модифікацію форми низькочастотної огинаючої сигналу шля-
хом перетворення в нульові трьох послідовних коефіцієнтів її амплітудного 
спектра. 
Декомпозицію сигналу методом ШВП можна виконати у базисі ортогона-
льних (вейвлети Добеші, симлети, койфлети) та біортогональних (В-сплайни) 
вейвлетів із компактним носієм. Чіткі критерії вибору конкретного базисного 
вейвлету для побудови тих чи інших оптимальних алгоритмів поки що не роз-
роблені. Разом з тим, як вже було відмічено, найбільш широкого поширення у 
різних застосуваннях, зокрема у комп’ютерній стеганографії, здобула цифрова 
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обробка на базі вейвлетів Добеші. При виборі порядку вейвлету Добеші слід 
враховувати, що зі збільшенням порядку збільшується крутизна зрізу частотної 
характеристики фільтрів вейвлету, і, відповідно, якість декомпозиції-
реконструкції сигналу. Але в той же час зростає обчислювальна складність реа-
лізації алгоритму. 
Візуальний аналіз впливу на аудіосигнал типових операцій обробки пока-
зав, що переважна більшість операцій вносить шум обробки у високочастотні 
складові сигналу. Послідовно знижуючи бітрейт при стисненні або, наприклад, 
частоту дискретизації при передискретизації, легко побачити, що суттєві облас-
ті спотворень сигналу будуть поширюватися у напрямі від високих частот до 
низьких. Таким чином, щоб зберегти ЦВЗ доцільно виконувати вкраплення до-
даткових даних у низькочастотні компоненти, оскільки вірогідність їх спотво-
рення найменша. 
  
3.2.1. Покроковий опис вкраплення ЦВЗ 
Нехай маємо: 
– вихідний аудіосигнал )( nxf , заданий відліками ІКМ;  
– ЦВЗ nw , що в загальному випадку є псевдовипадковою бітовою послідов-
ністю довжиною K бітів. 
Алгоритм маркування включає наступні кроки. 
1. )( nxf  розбивається на цілу кількість блоків однакової довжини, значення 
якої обирається як компроміс між високою роздільною здатністю за частотою 
при подальшому спектральному аналізі та обчислювальною складністю реалі-
зації алгоритму.  
2. Обирається базисний вейвлет декомпозиції-реконструкції сигналу. 
3. Виконується п’ятирівнева вейвлет-декомпозиція блоків сигналу, резуль-
татом якої є набір субсмуг  123455 cD,cD,cD,cD,cD,cAS f   (рис.  3.7). Носієм 
ЦВЗ обирається 5cA  – низькочастотна огинаюча сигналу. 
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Зазначимо, що така кількість рівнів розкладу є прийнятним компромісом 
між невідчутністю ЦВЗ, пропускною здатністю стеганоканалу та обчислюваль-
ною складністю реалізації. Для порівняно малих частот дискретизації вихідного 
сигналу (8, 11 кГц) доцільно застосовувати не 5, а 4 рівні розкладу.  
Рис. 3.7. П’ятирівнева вейвлет-декомпозиція сигналу  
 
4. За допомогою ДПФ здійснюється перехід до частотного представлення 
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Тут )(ˆ5 rAc  – коефіцієнти ДПФ низькочастотної огинаючої. При їх визначенні 
для оптимізації обчислень використовується ШПФ.  
5. Обчислюється амплітудний спектр )ˆ(Im)ˆ(Re)(ˆ 5
2
5
2
5 AcAcrAc   та ви-
конується його розбиття на сегменти довжини m, де m=6. Використання сегме-
нтів саме такої довжини є прийнятним компромісом між невідчутністю та стій-
кістю вкрапленого ЦВЗ.  
Так, на рис. 3.8 показано фрагмент амплітудного спектра блоку вихідного 
сигналу та відповідаючий йому фрагмент стисненого сигналу. Як бачимо, фор-
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ма спектра стисненого сигналу є близькою до форми спектра оригінального та 
при 
оригориг
rAcrAc )1(ˆ)(ˆ 55  , частіше за все 
стисстис
rAcrAc )1(ˆ)(ˆ 55  . Але в ці-
лому відносна різниця значень двох сусідніх відліків не є інваріантною до стис-
нення характеристикою. Наприклад, на рис. 3.8 це демонструють пари відліків з 
індексами 278 та 279, 284 та 285, 291 та 292, 299 та 300. Якщо ж ми більш сут-
тєво вплинемо на форму, змінюючи декілька послідовних відліків, така моди-
фікація відтвориться близькою модифікацією у стисненому сигналі і дозволить, 
таким чином, закодувати біти ЦВЗ.  
 
Рис. 3.8. Фрагмент амплітудного спектра блоку вихідного сигналу (a) та  
відповідаючий  йому фрагмент стисненого сигналу (b) 
 
Так як аудіосигнал є дійсним сигналом, то 
)(ˆ)(ˆ 55 rMAcrAc  , )(ˆarg)(ˆarg 55 rMAcrAc  , ./Mr 121    
Вкраплення бітів ЦВЗ не повинно порушити симетрію, тобто в )(ˆ5 rAc  та 
)(ˆ5 rMAc   необхідно вкраплювати один і той же біт ЦВЗ.  
6. При подальшому формуванні області вкраплення відбираються тільки ті 
сегменти, амплітуди яких задовольняють умову   )(ˆ5 rAc  
(рис.  3.9). Тут 
наявність нижнього порогу обумовлена контролем стійкості вкраплення, а ная-
вність верхнього – контролем невідчутності ЦВЗ. Індекси відібраних сегментів 
складають ключову інформацію. 
b) 
а) 
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7. Кожний сегмент утвореної області вкраплення ділиться пополам. Для 
вкраплення нульового біту обнуляють першу половину амплітуд сегменту, для 
вкраплення одиничного – другу.  
8. Модифікована на попередньому кроці частина амплітудного спектра 
об’єднується з не модифікованою та з не модифікованим фазовим спектром. 
Далі субсмуга 5cA  відновлюється за допомогою ОДПФ. 
9. На останньому кроці виконують вейвлет-реконструкцію та об’єднують 
блоки у єдине ціле. Результатом є маркований аудіосигнал )( nxg . 
 
Рис. 3.9. Субсмуга 5cA  блоку мовного сигналу та її амплітудний спектр 
)(ˆ5 rAc  з порогами області вкраплення 
 
3.2.2. Покроковий опис вилучення ЦВЗ 
Розглянемо роботу декодеру ЦВЗ. На вхід декодеру подається аудіосигнал 
)( nxg  – маркований сигнал, який можливо було спотворено операціями оброб-
ки та цілеспрямованими атаками. Алгоритм вилучення ЦВЗ наведений нижче.  
1. Вихідний сигнал )( nxg  розбивається на блоки такої ж довжини, як і в 
алгоритмі вкраплення.  
2. Виконується п’ятирівнева декомпозиція блоків сигналу на основі того ж 
базисного вейвлету. 
3. Послідовно для кожного блоку обчислюється амплітудний спектр 
субсмуги 5cA  та ділиться на сегменти довжини m. 
  


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4. Згідно індексам сегментів, збереженим як ключові дані, відбираються 
сегменти області вилучення.  
5.  Вилучення бітів ЦВЗ виконують шляхом порівняння суми першої поло-
вини сегментів S1 із сумою другої половини S2. У випадку якщо S1< S2, вилуча-
ється нульовий біт ЦВЗ. Якщо S1> S2  – вилучається одиничний біт. 
Результати тестування невідчутності та стійкості методу описані у пункті 
6.3.1 дисертаційного дослідження. Недоліком розробленого методу є наявність 
ключа, що залежить від оригінального сигналу. Такий ключ повинен щоразу 
передаватися по закритого каналу зв’язку. Або ж відправник і одержувач по-
винні обидва володіти базою оригінальних аудіосигналів, тоді для відновлення 
ключових даних їм потрібно знати тільки номер сигналу в базі даних і значення 
порогових величин α та β. 
3.3. Модифікація методу на базі Фур’є та вейвлет перетворень з 
визначенням місцеположень бітів ЦВЗ за максимумами        
амплітудного спектра 
 3.3.1. Дослідження стійкості місцеположень максимумів амплітудного  
спектра вейвлет-субсмуг до операції стиснення зі втратами 
Щоб позбавитися від ключа, елементи якого формуються в залежності від 
вмісту оригінального контейнера, були проведені дослідження стійкості до 
операції стиснення зі втратами місцеположень спектральних компонентів сиг-
налів, що характеризуються великими амплітудами.  
Стиснення зі втратами в першу чергу видаляє незначимі частотні складові 
аудіосигналу. Сильні тони, тобто коефіцієнти з великими значеннями в амплі-
тудному спектрі, будуть маскувати сусідні частотні компоненти, але не будуть 
маскуватися ними. Такі коефіцієнти не підлягають видаленню під час стиснен-
ня, тому що їх втрата стане помітною на слух. Операція стиснення зі втратами в 
цілому зберігає форму сигналу (див. рис. 3.8), відповідно слід очікувати, що во-
на не нанесе суттєвих збитків максимумам амплітудного спектра, зокрема не 
змінить їх місцеположення.  
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Якщо місцеположення максимумів амплітудного спектра є інваріантними 
до стиснення зі втратами, то з їх допомогою можна кодувати місцеположення 
бітів ЦВЗ, що позбавить необхідності фіксувати місця вкраплення та передава-
ти їх у складі стеганоключа. Крім того на сусідні з максимумами елементи буде 
поширюватися ефект частотного маскування (див. рис. 3.3), що дозволяє вико-
нувати їх модифікацію без відчутних на слух спотворень сигналу. 
Як впливають на місцеположення максимумів амплітудного спектра mp3- 
та ogg-стиснення було перевірено на наборі з 45 однохвилинних музичних фра-
гментів, оцифрованих ІКМ з частотою дискретизації 44 кГц та розрядністю 
квантування 16 біт.  
Спочатку сигнали розбивалися на сегменти по 2048 відліків. Для аналізу 
використовувалися перші 1200 сегментів кожного сигналу. За допомогою дво-
рівневого ШВП виконувалася декомпозиція сегментів сигналу на три частотні 
смуги, які умовно вважалися низько-, середньо- та високочастотною. НЧ-
субсмуга при цьому містила коефіцієнти в частотному діапазоні від 0 до 
5.5 кГц, СЧ-субсмуга – від 5.5 до 11 кГц, ВЧ-субсмуга від 11 до 22 кГц. Для 
кожної з субсмуг обчислювалося та фіксувалося місцеположення максимуму 
амплітудного спектра Фур’є.  
Відмітимо, що для покращення подальшої синхронізації знайдений макси-
мум можна дещо підсилити без привнесення відчутних спотворень у сигнал. 
Цього, наприклад, можна досягти шляхом множення значення його амплітуди 
на деякий коефіцієнт із діапазону значень від 1.1 до 1.4. 
Після цього всі сигнали підлягали mp3-стисненню з бітрейтом  128 кбіт/с  
або ogg-стисненню з коефіцієнтом якості 6 та перекодуванню до вихідного не-
стисненого формату. Для перекодованих сигналів здійснювалася така ж як і для 
вихідних дворівнева вейвлет-декомпозиція. Після цього знаходилися та порів-
нювалися між собою місцеположення максимумів амплітудного спектра кожної 
з отриманих субсмуг.  
У варіанті без підсилення максимумів було отримано наступну середню 
кількість порушень місцеположень максимумів амплітудного спектра після 
атаки mp3-стисненням з бітрейтом  128 кбіт/с: 
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– 19 для субсмуги сА2, що становить 1.6% від загальної кількості максимумів; 
– 200 для субсмуги сD2, що становить 16.7%; 
– 714 для субсмуги сD1, що становить 59.5%. 
На рис. 3.10 для прикладу продемонстровані різниці місцеположень мак-
симумів амплітудного спектра субсмуги сА2 до та після атаки mp3-стисненням з 
бітрейтом 128 кбіт/с.  
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Рис. 3.10. Різниця місцеположень максимумів амплітудного спектра 
субсмуги сА2 до та після атаки mp3-стисненням 
 
 
Піки на побудованих графіках відповідають сегментам, в яких виникла де-
синхронізація, тобто максимум амплітудного спектра змінив своє місцеполо-
ження після стиснення. Як правило, в таких блоках є декілька близьких за зна-
ченнями сильних тонів. Стиснення зі втратами незначно змінює їх абсолютні 
значення, але цього може виявитися достатньо, щоб максимальним став часто-
тний елемент, який до стиснення був другий чи третій за величиною. 
Кількість сегментів з втратою синхронізації була просумована за кожним 
аудіосигналом. Результати для субсмуг сА2, сD2 та сD1 відображені на рис. 3.11, 
рис. 3.12  та рис. 3.13 відповідно.  
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Рис. 3.11. Кількість втрат місцеположень в кожному тестовому сигналі пі-
сля атаки mp3-стисненням у субсмузі сА2 
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Рис. 3.12. Кількість втрат місцеположень в кожному тестовому сигналі пі-
сля атаки mp3-стисненням у субсмузі сD2 
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Рис. 3.13. Кількість втрат місцеположень в кожному тестовому сигналі пі-
сля атаки mp3-стисненням у субсмузі сD1 
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Як бачимо, у ВЧ-субсмузі очікувано виявилося найбільше втрат синхроні-
зації. 
При підсиленні знайдених максимумів з коефіцієнтом 1.2 кількість поми-
лок синхронізації значно зменшилася та склала:  
– 0 для субсмуги сА2; 
– 0.6 для субсмуги сD2, що становить 0.05%; 
– 291 для субсмуги сD1, що становить 24.3%. 
При цьому середній SNR між оригінальними сигналами та сигналами з підси-
леними максимумами дорівнював 
– 15 дБ для субсмуги сА2; 
– 58 дБ для субсмуги сD2; 
– 74 дБ для субсмуги сD1. 
Таким чином, підсилення максимумів доцільно виконувати для СЧ- та ВЧ- 
субсмуг, для НЧ-субсмуги таке підсилення приводить до привнесення шуму рі-
вень якого менше 20 дБ, що не задовольняє вимозі IFPI. 
Для атаки ogg-стиснення з коефіцієнтом якості 6 було отримано аналогічну 
картину. Так, у варіанті без підсилення максимумів було отримано наступну 
середню кількість порушень місцеположень максимумів амплітудного спектра: 
– 17 для субсмуги сА2, що становить 1.4%; 
– 241 для субсмуги сD2, що становить 20%; 
– 742 для субсмуги сD1, що становить 62% від загальної кількості максимумів. 
Після підсилення максимумів з коефіцієнтом 1.2 в середньому кількість 
помилок синхронізації в субсмузі сD2 склала 2.7 (0.23%); в субсмузі сD1 – 235 
(19.6%). 
За результатами виконаних на даному етапі досліджень зроблено наступні 
висновки: 
1) зважаючи на те, що з некоректних місцеположень по суті будуть вилучати-
ся випадкові біти і близько половини з них збігатимуться з вкрапленими бітами 
в цілому помилок при вилученні ЦВЗ буде вполовину менше, ніж помилок син-
хронізації. Така кількість помилок синхронізації, яка виникає в апроксимуючих 
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вейвлет-коефіцієнтах другого рівня розкладу з успіхом може бути компенсова-
на шляхом застосування навіть найпростіших кодів корекції помилок;  
2) у високочастотних компонентах сигналу після стиснення виникає найбі-
льша кількість помилок синхронізації, зважаючи на це та на результати попере-
дніх досліджень, які свідчать про суттєві зміни значень ВЧ-компонент після 
стиснення зі втратами (зокрема див. рис. 3.6), субсмугу сD1 не рекомендується 
залучати для вкраплення бітів ЦВЗ;  
3) при вкрапленні ЦВЗ в деталізуючі вейвлет-коефіцієнти другого рівня роз-
кладу сD2 доцільно виконувати підсилення знайдених максимумів. Такий крок 
не вносить в сигнал відчутних на слух спотворень і разом з тим приводить до 
значного зменшення кількості помилок синхронізації. 
Зауважимо, що збільшуючи розміри сегментів ми врахуємо в кожному з 
них більше інформації про форму сигналу, що приведе до зменшення кількості 
помилок синхронізації.  Але це покращення буде відбуватися за рахунок під-
вищення обчислювальної складності реалізації та зменшення пропускної здат-
ності стеганоканалу, що формується методом.    
3.3.2. Дослідження невідчутності відкидання трійок частотних коефіцієн-
тів в амплітудному спектрі вейвлет-субсмуг другого рівня розкладу 
Нагадаємо, що згідно вимогам International Federation of the Phonographic 
Industry (IFPI) до модифікацій, що привносяться алгоритмами маркування ау-
діосигналів, SNR після вкраплення ЦВЗ має бути не меншим за 20 дБ. Переві-
римо, яким буде співвідношення сигнал/шум у випадку кодування бітів ЦВЗ ті-
єю ж модифікацією амплітудного спектра, що запропонована в попередньому 
методі (див. п. 3.2).  
Для цього реалізуємо два варіанти маркування тестового набору аудіосиг-
налів, що використовувався для дослідження питання синхронізації в поперед-
ньому пункті. Для обох варіантів сигнали розбиваються на сегменти по 2048 
відліків. Кожен сегмент стає носієм одного біту ЦВЗ. Вже надалі йдуть відмін-
ності. Так, в першому варіанті субсмугою-носієм буде сА2, при цьому знайдені 
в ній максимуми не будуть зазнавати ніяких модифікацій. Субсмуга-носій  в 
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другому варіанті маркування – сD2 і в цьому випадку при маркуванні знайдені в 
даній субсмузі максимуми будуть підсилені з коефіцієнтом 1.2.  
Кодування значення біту, що вкраплюється в поточний сегмент сигналу, для 
обох варіантів відбувається однаково.  При необхідності вкрапити нуль або оди-
ницю значення цього біту кодується шляхом перетворення в нульові трьох кое-
фіцієнтів амплітудного спектра зліва або, відповідно, справа від максимального. 
Вищеописаним шляхом в кожен сигнал було вкраплено 1200 бітів ЦВЗ. 
Після виконання процедури маркування було прораховано SNR між оригіналь-
ними сигналами та створеними з них маркованими. Результат цих розрахунків 
представлено на рис. 3.14. 
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Рис. 3.14. SNR після вкраплення ЦВЗ за першим та другим варіантом 
 
Середнє SNR при вкрапленні ЦВЗ в субсмугу сА2 склало 9.6 дБ, в субсмугу 
сD2 – 49 дБ. Таким чином варіант вкраплення бітів ЦВЗ в апроксимуючі вей-
влет-коефіцієнти другого рівня розкладу шляхом відкидання трійок частотних 
складових не задовольняє вимогу IFPI.  
Отже, в враховуючи результати досліджень, здійснених у п. 3.3.1., прийня-
тним компромісом між невідчутністю та стійкістю в даному випадку залиша-
ється варіант вкраплення ЦВЗ шляхом відкидання трійок частотних складових 
в деталізуючі вейвлет-коефіцієнти другого рівня розкладу з підсиленням мак-
симумів амплітудного спектра Фур’є субсмуги. 
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3.3.3. Аналіз безпеки методу  
Розглянемо питання безпеки стеганосистеми, створюваної на основі  сте-
ганографічного методу, що пропонується. Нагадаємо, що безпека стеганосис-
теми досліджується у припущенні відсутності атак, що погрожують її стійкості. 
Один з параметрів, які можна варіювати при вкрапленні/вилученні ЦВЗ – 
це розмір сегментів, на які поділяють аудіосигнал-носій. Вплив розміру сегмен-
тів на коректність вилучення продемонстровано на рис. 3.15. Тут вкраплення 
відбувалося в сегменти розміром 2048 відліків (в субсмугу сD2), а вилучення 
здійснювалося з сегментів розмірами 2000, 2047, 2048 та 2049 відліків. Після 
цього для кожного випадку підраховувалося значення ROCBR – відсоток пра-
вильно вилучених бітів w'n у порівнянні зі вкрапленими wn: 
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  Як бачимо відмінність розміру сегментів навіть на один відлік від того, 
що був використаний при вкрапленні, приводить до повністю некоректного ви-
лучення ЦВЗ. 
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Рис. 3.15. ROCBR між вкрапленим та вилученим ЦВЗ при різних розмірах  
сегментів 
 
Таким чином, безпеку методу можна значно підвищити, якщо використо-
вувати не фіксований розмір сегментів сигналу, а залежний від таємного ключа. 
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Для цього як секретні параметри методу доцільно генерувати набір випадкових 
величин, що будуть відповідати розмірам сегментів, на які розбивається сигнал 
при вкрапленні та вилученні ЦВЗ.  Кожен елемент цього ключового набору 
обирається з певного допустимого діапазону розмірів, що визначається як ком-
проміс між стійкістю з одного боку та пропускною здатністю і обчислюваль-
ною складністю з другого. 
Інший параметр, що може бути віднесений до ключових даних, – базисний 
вейвлет декомпозиції/реконструкції сигналу. На рис. 3.16 відображено вплив на 
коректність вилучення бітів водяного знаку базисного вейвлету та його поряд-
ку. В даних експериментах вкраплення відбувалося з використанням вейвлету 
Добеші 10 порядку, а вилучення спочатку з ним же, а потім послідовно з вей-
влетами Добеші 1 порядку (Хаара), Добеші 8 порядку, симлетом 10 порядку, 
койфлетом 5 порядку та біортогональним вейвлетом 6.8. 
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Рис. 3.16. ROCBR між вкрапленим та вилученим ЦВЗ при різних базисних  
вейвлетах 
 
Як бачимо, базисний вейвлет та його порядок також суттєво впливають на 
коректність вилучення ЦВЗ. Тому, їх доцільно додати до секретів системи, що в 
цілому збільшить множину секретних параметрів і тим самим ускладнить їх ви-
значення, зокрема методом прямого перебору.  
Також, до секретних параметрів системи можна віднести кількість рівнів 
вейвлет-розкладу для сегментів сигналу. Вилучення ЦВЗ в іншою частотно-
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часової субсмуги, ніж та, в яку він був вкраплений, по суті приводить до вилу-
чення випадкових значень. Дослідження попередніх пунктів вивчали доціль-
ність використання для цілей стеганографії дворівневого вейвлет-розкладу, але 
кількість рівнів очевидно може бути збільшеною. Доцільним також буде вико-
ристання не звичайного ШВП, а вейвлет-пакетного перетворення сигналу, зок-
рема такого, яке апроксимує критичні смуги слуху (див. рис. 3.4). При вейвлет-
пакетній декомпозиції, що апроксимує критичні смуги слуху, найбільш сильно 
буде задіяно ефект частотного маскування. Тим самим досягатиметься високий 
рівень невідчутності прихованих даних. 
Отже в цілому на даному етапі досліджень до секретних параметрів алго-
ритму вкраплення є сенс відносити  наступні: 1) розмір сегментів; 2) базисний 
вейвлет декомпозиції/реконструкції сигналу; 3) порядок базисного вейвлету; 
4) кількість рівнів розкладу для сегментів сигналу.  
3.3.4. Використання надлишкових ЦВЗ  
Результати тестування стійкості ЦВЗ до стиснення за стандартами MPEG-1 
Layer 3 та Ogg Vorbis надані у п. 6.4. дисертаційного дослідження. Вони пока-
зують, що, наприклад, при mp3-стисненні з бітрейтом 64 кбіт/с може з’явитися 
до 8% помилок при вилученні ЦВЗ. Покращити ROCBR можна шляхом викори-
стання надлишкових ЦВЗ. Перший спосіб отримання таких ЦВЗ – послідовне 
вкраплення вихідних бітів ЦВЗ певну кількість разів (періодів вкраплення), 
другий – завадостійке кодування вихідних бітів водяного знаку. В даних випад-
ках покращення стійкості буде відбуватися за рахунок погіршення пропускної 
здатності, тобто в нього буде вкраплено менше безпосередніх даних ЦВЗ.  
У найпростішому випадку t помилок може бути скомпенсовано повтором 
інформації 2t +1 разів. Але цей варіант найсильніше погіршує пропускну здат-
ність. Розглянемо задачу блочного завадостійкого кодування бітів ЦВЗ перед їх 
вкрапленням. Щоб визначитися з кодом корекції помилок та його параметрами, 
розглянемо місцеположення помилок, що виникають при вилученні ЦВЗ з тес-
тового сигналу після його стиснення з найбільшими втратами. В якості такої 
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«поганої» атаки розглядалася операція ogg-стиснення з бітрейтом ~32 кбіт/с 
(якість -2, мінімальний розмір результуючого файлу). Середнє значення ROCBR 
після такої атаки дорівнює 81%. Для дослідження з усього тестового набору бу-
ло обрано сигнал з найменшим значенням ROCBR, яке склало 66%. Місцепо-
ложення помилок для перших ста відліків цього сигналу показані на рис. 3.17. 
Значення ординати на рис. 3.17. рівне 1, коли вкраплений нульовий біт було ви-
лучено як одиничний; -1, коли вкраплений одиничний біт було вилучено як ну-
льовий; 0 – при правильно вилученому біті ЦВЗ.  
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Рис. 3.17. Місцеположення помилок при вилученні ЦВЗ  
 
Як бачимо, при вилученні зустрічається дві та три помилки підряд. Звідси 
випливає необхідність використання такого коду корекції помилок, що здатен 
виправити як мінімум три, а краще більше, помилок у кодовому слові. 
Широковідомий клас циклічних завадостійких кодів, що здатні виправляти 
не тільки поодинокі, але й кратні помилки, – це коди Боуза-Чоудхурі-
Хоквінгема (БЧХ). Це двійкові коди, плюс яких у тому, що вони надають мож-
ливість підбору довжини кодового слова та довжини інформаційного блоку да-
них за заданою кількістю помилок, які потрібно виправити у кодовому слові, а 
також мають ефективні алгоритми кодування-декодування [21]. 
На рис. 3.18 наведено дані, за якими зручно визначати параметри двійко-
вого БЧХ-коду. Тут N – це довжина кодового слова, ,N
M 12 
 
3M ; K – кіль-
кість інформаційних бітів (бітів ЦВЗ); T – коректуюча здібність, тобто кількість 
помилок, що можуть бути виправлені БЧХ-кодом з параметрами (N,K). 
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Нехай довжина кодового слова N =31 біт, тоді щоб мати можливість ви-
правити до 7-ми помилок у кодовому слові, кількість інформаційних бітів у 
ньому повинна  бути рівною 6, а 25 бітів, що залишилися – коректуючі. При 
цьому пропускна здатність стеганоканалу зменшиться в 5.17 разів. Якщо стоїть 
задача покращити пропускну здатність стеганоканалу, слід підібрати БЧХ-код з 
більшою довжиною кодового слова (при цьому ми погіршуємо обчислювальну 
складність реалізації методу). Наприклад, код БЧХ (63,18) зменшує вихідну 
пропускну здатність стеганоканалу в 3.5 рази  і разом з тим здатен виправити 
до 10-ти помилок в межах одного кодового слова. 
 
Рис. 3.18. Таблиця параметрів для двійкового коду БЧХ 
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Результати експериментів по визначенню ROCBR для сценарію, в якому 
ЦВЗ перед вкрапленням кодується БЧХ кодами підтверджують доцільність їх 
використання при побудові систем ЦВЗ (див. таблицю 6.2).   
3.3.5. Особливості модифікації з розширенням спектра субсмуги-носія  
Зауважимо, що в роботах [143-145] перед вкрапленням біту ЦВЗ субсмугу-
носій пропонується розширювати псевдовипадковою ключовою послідовністю 
з {1,-1}, як це описано у п. 2.3.1.2 дисертаційного дослідження. Ефект такого 
додаткового кроку відображено на рис. 3.19. Як бачимо, після застосування ці-
єю процедури амплітудний спектр субсмуги вирівнюється, стає однаково наси-
ченим на всьому частотному діапазоні.   
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Рис. 3.19. Розширення спектра субсмуги-носія 
Через збільшення множини секретів стеганосистеми модифікація з розши-
ренням буде характеризуватися кращим рівнем безпеки, порівняно з описаною 
в попередніх пунктах. Але коли вкраплений біт зосереджений біля максимуму 
амплітудного спектра, як це є у випадках, коли розширення спектра не відбува-
лося, ми можемо говорити про стійку зміну форми сигналу в цьому осередку та 
про ефект частотного маскування, що робить невідчутною цю зміну. Так, для 
прикладу на рис. 3.20 показано першу половину амплітудного спектра субсму-
ги сD2 до та після вкраплення в неї біту ЦВЗ без розширення спектра сD2.  
Коли ж в алгоритм маркування включити крок розширення спектра 
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субсмуги-носія, то після вкраплення і оберненого розширення спектра біт ЦВЗ 
виявиться «розпорошеним» на всю субсмугу-носій. Приклад такого «розпоро-
шення» наведено на рис. 3.21, де відображено першу половину амплітудного 
спектра субсмуги сD2 до вкраплення в неї біту ЦВЗ та після, у випадку коли пе-
ред вкрапленням субсмуга сD2 підлягала процедурі розширення спектра. 
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Рис. 3.20. Вплив вкраплення без розширення спектра на елементи субсмуги сD2 
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Рис. 3.21. Вплив вкраплення при наявності розширення спектра  
на елементи субсмуги  сD2 
 
«Розпорошення» біту ЦВЗ означає, що він по суті присутній у всіх частот-
них компонентах: як в значимих, так і в незначимих. Частина з них (незначимі) 
з високою долею вірогідності можуть бути спотворені атаками. Таким чином, 
введення кроку розширення спектра приводить до погіршення стійкості ЦВЗ до 
ненавмисних та активних атак. Також через втрату ефекту частотного маску-
вання в окремих випадках може погіршуватися невідчутність ЦВЗ.  
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3.4. Метод модуляції тональних маскерів 
3.4.1. Визначення тональних маскерів  
Розглянемо аудіосигнал у частотній області. Згідно існуючим досліджен-
ням [146], якщо F(k) – сильний тональний компонент, то в межах частотної 
смуги з шириною меншою за половину ширини критичної смуги перерозподіл 
енергії вигляду  
    ekFekFkFkPTM   22210 )1()1()(log10)(  
залишиться невідчутним. 
З іншого боку, результати експериментів по оцінці зміни енергії тону  
2
)(kFEt  , енергії лівої та правої, сусідніх з тоном частот 
2
)1(  kFEl  
та 
2
)1(  kFEr , відношення енергій tl E/E  та tr E/E  під впливом типових 
операцій обробки сигналу виявили їх достатню стабільність [146].  
Вищесказане дозволяє вкрапити ЦВЗ, маніпулюючи різницею між лівим та 
правим сусіднім з сильним тоном частотними компонентами. Враховуючи, що 
місцеположення сильного тону, на відміну від значення його енергії чи амплі-
туди, є інваріантним до стиснення зі втратами, місцеположення бітів ЦВЗ бу-
демо кодувати місцеположенням сильного тону, а значення бітів ЦВЗ будемо 
кодувати різницею значень енергії лівої та правої сусідньої з сильним тоном ча-
стотних складових. Таке втручання є більш тонким, ніж описане в п. 3.3, так як, 
значення біту ЦВЗ буде кодуватися  двома, замість шести відліків. 
Трійку частотних відліків F(k-1), F(k), F(k+1), де F(k) – сильний тональний 
компонент, будемо називати тональним маскером. 
В роботі [146] тональні маскери пропонується розраховувати в рамках  
психоакустичної моделі, побудованої  згідно стандарту MPEG-1 Layer 3, тобто 
в області дискретного перетворення Фур’є [46]. Але згідно останнім розробках 
в області стиснення аудіосигналів більш доцільною є процедура розрахунку па-
раметрів психоакустичної моделі в області вейвлет-коефіцієнтів [139]. Зокрема 
згідно дереву вейвлет-пакетної декомпозиції сегментів сигналу, що апроксимує 
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критичні смуги слуху [147]. Такий вибір області формування психоакустичної 
моделі для розрахунку тональних маскерів має ряд переваг. По-перше, психоа-
кустичні моделі в області вейвлет-коефіцієнтів здатні забезпечити мультироз-
дільний аналіз сигналу.  По-друге, дерево відображене в п. 3.1.4. більш точно 
апроксимує критичні смуги слуху, ніж це дозволяє зробити віконне ДПФ. По-
третє, обробка сигналу та реалізація психоакустичної моделі в одній області 
виключає необхідність перерахунку параметрів моделі, що дозволяє попереди-
ти додаткову похибку [138].  
Відмітимо, що при декомпозиції сегментів сигналу на частотні субсмуги 
згідно дереву, відображеному на рис. 3.4. вкраплення бітів ЦВЗ доцільно вико-
нувати лише в перші 20 субсмуг. Це забезпечить кращі показники стійкості ци-
фрового водяного знаку. 
3.4.2. Вкраплення бітів ЦВЗ.  
Для вкраплення нульового біту ЦВЗ в деякий тональний маскер потрібно 
забезпечити співвідношення 
 
,),( 1LEER rl   (3.1) 
а одиничного 
 
,),( 2LEER rl   (3.2) 
де R(El,Er) = 0.5·| El – Er |, L1 = (Et – Em )· , L2= (Et – Em )· , Em=0.5·(El + Er ).  і 
  – константи, що регулюють взаємозв’язок між невідчутністю та стійкістю 
ЦВЗ.  <  і для стійкості різниця між ними повинна бути якнайбільшою. Разом 
з тим занадто велика різниця спричинить відчутні спотворення сигналу.  
Якщо співвідношення (3.1) і (3.2) справедливі для деякого тонального мас-
керу сигналу, то в процесі маркування не вносять ніяких додаткових змін. Але 
якщо при вкрапленні нульового біту у вихідному сигналі маємо ,),( 1LEER rl   
то виконання співвідношення (4.1) досягається наступним чином 
11 LEELEE mrml  , при ;EE rl   
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11 LEELEE mrml  , при .EE rl 
 
Аналогічно, якщо при вкрапленні одиничного біту мають ,),( 2LEER rl   
то співвідношення (3.2) забезпечується так 
22 LEELEE mrml  , при ;EE rl   
22 LEELEE mrml  , при .EE rl   
Відмітимо, що значення відліків амплітудного )( ifF  і енергетичного 
2
)( ifF  спектрів завжди невід’ємні, звідси випливає обмеження на константи  
і , які отримують емпірично: для того, щоб rl EE ,  залишились невід’ємними 
після вкраплення біту ЦВЗ, повинна виконуватись умова 
mt
m
EE
E

  . 
Крім того, необхідно вилучати з області вкраплення ділянки тиші/шуму, бо 
вони не несуть корисного сигналу і не містять тональних маскерів. 
3.4.3. Вилучення бітів ЦВЗ.  
Нехай w – біт ЦВЗ, носієм якого є тон із енергією tE . Тоді його вилучення 
виконується згідно наступним правилам 
,0w  при ;),( 1LEER rl   
,1w  при .),( 2LEER rl   
У випадку, якщо 21 ),( LEERL rl  : 
,0w  при ;0/))),((( 331  LLLEER rl  
,1w  при .0/))),((( 331  LLLEER rl  
Тут 2/)( 123 LLL  . 
Схематично процес вкраплення/вилучення біту ЦВЗ представлено на 
рис. 3.22 [147]. 
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Рис. 3.22. Схема вкраплення/вилучення одного біту ЦВЗ 
 
В деяких випадках операція стиснення зі втратами супроводжується зсу-
вом сигналу. Наприклад, при mp3-стисненні кодеком Lame з бітрейтами 32-
48 кбіт/с, на початку сигналу з’являється понад тисячу відліків з близькими до 
нуля значеннями (рис. 3.23). В подібних випадках необхідно дослідити параме-
три зсуву та умови за яких він відбувається і коли ці умови справджуються, то 
перед вилученням ЦВЗ необхідно виконати операцію компенсації зсуву.  
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Сигнал після mp3-стиснення з бітрейтом 32 кб/с Оригінальний сигнал
 
Рис. 3.23. Зсув сигналу після mp3-стиснення з бітрейтом 32 кбіт/с 
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Можливість прорахувати кількість відліків, на які було зсунуто сигнал та 
чи було зсунуто його взагалі є не завжди. Крім того сигнал може бути обріза-
ним, а як ми показали у п. 3.3.3 неспівпадіння сегменту навіть у одному відліку 
приводить до некоректного вилучення ЦВЗ.  
Вразливість запропонованих методів до геометричних спотворень контей-
нера-носія змусила нас до пошуку нових ідей побудови стеганосистем для ау-
діосигналів, що будуть стійкими до цього типу атак.  
3.5. Метод цифрових водяних знаків, що передбачає автоматичну 
синхронізацію ЦВЗ в контейнері після зсуву та обрізування  
 
Наступний метод передбачає реалізацію стеганосистеми з детектором ЦВЗ 
(в попередніх використовувався декодер, див. рис. 1.1). Цей метод будувався 
так, щоб ЦВЗ коректно вилучався з сигналу при його зсуві по осі часу та обріз-
ці. Тип сигналів, на які він орієнтований, – мовні аудіосигнали.  
3.5.1. Особливості вейвлет-декомпозиції мовних та музичних сигналів 
В роботах [148-149] було запропоновано метод маркування музичних ком-
позицій для захисту авторських прав на них, що вкраплює ЦВЗ в області сигна-
лу, інваріантні до зсуву та обрізування. Виникла потреба дослідити та адапту-
вати даний метод для вирішення задачі автентифікації джерела цифрових мов-
них сигналів [150]. Система маркування в цьому випадку буде працювати на-
ступним чином. Кожний пристрій, що зареєстрований у системі, отримує свій 
ключ key, що використовується як стартове число генератора псевдовипадково-
го ЦВЗ. ЦВЗ вкраплюється в чуттєві до спотворень ділянки, місцеположення 
яких визначають особливі точки. При детектуванні використовується метод ко-
реляційного аналізу, визначити наявність чи відсутність ЦВЗ можна тільки, 
знаючи ключ  key або сам водяний знак. 
В процесі досліджень, ми прийшли до рішення замінити 6-рівневу вейвлет-
декомпозицію сегментів сигналу, що пропонується в роботі [149] на трирівне-
ву. Такий крок не тільки спрощує обчислювальну складність методу, але й пок-
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ращує невідчутність ЦВЗ у випадку маркування не музичних, а мовних аудіо-
сигналів. 
Мовні сигнали характеризуються меншим частотним діапазоном та, як 
правило, більш низьким співвідношенням сигнал/шум у порівнянні з музични-
ми. Чим менший частотний діапазон вихідного сигналу, тим на більш вузькі ча-
стотні субсмуги він буде розбитий при одному й тому ж рівні декомпозиції. 
Щоб отримати однакові частотні смуги, для сигналів з меншим частотним діа-
пазоном потрібно менше рівнів розкладу. Так наприклад, щоб розбити на кри-
тичні смуги слуху сигнал, оцифрований з частотою дискретизації 44 кГц, пот-
рібно 8 рівнів розкладу, а для сигналу, оцифрованого з частотою 11 кГц, потрі-
бно 6 рівнів.  
Крім того в мовних записах типовою є наявність ділянок тиші та наявність 
низьких амплітуд на близьких до нуля частотах (див. рис. 3.24а). Якщо модифі-
кації, привнесені вкрапленням ЦВЗ, чіпатимуть ділянки тиші та близькі до нуля 
частоти, то вони стануть відчутними на слух, як це було експериментально пе-
ревірено для ЦВЗ, вкраплених в частотну область вейвлет-коефіцієнтів 5-6 рів-
нів розкладу мовного сигналу.   
  а)        b) 
Рис. 3.24. Спектрограма мовного (а) та музичного (b) фрагментів 
  
Враховуючи вищесказане в роботі [150] пропонується використовувати 
наступний варіант вейвлет-декомпозиції. Сигнал розбивається на сегменти пев-
ної довжини. До кожного сегменту застосовується трирівнева вейвлет-
декомпозиція, в результаті якої утворюється чотири субсмуги: апроксимуюча 
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, де dF  – частота дискретизації сигналу. 
Так як людська мова лежить у діапазоні частот 300 Гц – 3,5 кГц, часто ви-
являється що субсмуга  сA3(n) містить низьку енергію. По цій причині вона ви-
лучається із області вкраплення. Субсмуга сD1(n) також може нести мало енер-
гії. Крім того аудіокодеки, що реалізують стиснення зі втратами, як правило, 
обрізають високочастотні компоненти сигналу. Отже вкраплювати ЦВЗ в 
сD1(n) також недоцільно.  Таким чином, подальший аналіз та перетворення ви-
конуються тільки для субсмуг сD3(n) та cD2(n). Цей крок покращує стабільність 
результуючого набору особливих точок та покращує стійкість ЦВЗ до подаль-
шої обробки сигналу та атак.    
3.5.2. Синхронізація аудіосигналів за особливими точками 
Методи синхронізації ЦВЗ в контейнерах-зображеннях були розглянуті 
нами в роботах [20, 114]. Схожі методи можна застосувати і до аудіосигналів. В 
даному випадку синхронізація буде виконуватися за особливими точками сиг-
налу. Якісний метод вилучення особливих точок повинен генерувати приблиз-
но один і той же набір точок для вихідного та спотвореного атаками сигналу-
контейнера.  Синхронізація а особливими точками характеризується меншою 
обчислювальною складністю, ніж синхронізація на основі повного перебору ва-
ріантів, що робить можливим «сліпе» детектування. Ще однією суттєвою пере-
вагою є те, що на відміну від методів синхронізації на основі шаблонів, синхро-
нізуюча інформація не додається до сигналу, а вилучається з нього на основі 
аналізу вмісту. В той час як явно доданий шаблон синхронізації може привер-
нути увагу порушника і в наслідок цього бути знищеним, синхронізація по осо-
бливим точкам не вводить ніяких додаткових спотворень у сигнал. 
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Одним із варіантів особливих точок у сигналі є точки, в яких спостеріга-
ється стрибок енергії. Місцеположення таких точок важно суттєво зрушити, не 
привнісши при цьому чутних на слух спотворень у сигнал. ЦВЗ доцільно вкра-
плювати в значимі ділянки сигналу-контейнера, а такими є області після особ-
ливих точок, так як вони містять високу енергію.  
Алгоритм визначення особливих точок в сигналі включає наступні кроки. 
1. Для кожного коефіцієнту поточної субсмуги вкраплення cDj(n), j=2,3 роз-
раховується повна енергія q коефіцієнтів до нього та q після: 
 















1
0
2
1
2
.,1),()(
),()(
q
i
jjafter
qi
jbefore
NnincDnE
incDnE

 (3.3) 
2. Обчислюється співвідношення знайдених двох енергій: 
 .,1,
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nE
nratio   (3.4) 
3. Стрибки енергії визначаються із умов: 
 .,1,)( 1 jNnTnratio   (3.5) 
 
.,1,)( 2 jafter NnTnE   (3.6) 
Умова (3.6) запобігає вибору точок, що відзначаються як стрибки енергії через 
близьке до нуля значення )(nEbefore . 
4. Часто коефіцієнти, що задовольняють умовам (3.5) та (3.6) зустрічаються 
групами. Для підвищення стабільності результуючого набору точок, залиша-
ються тільки групи, які складаються більш ніж з T3  послідовних точок. 
5. В кожній залишеній групі як опорна для синхронізації обирається точка з 
максимальним значенням ratio(n). По місцеположенням точок, що відібрані на 
даному кроці, буде виконуватися синхронізація у детекторі ЦВЗ.  
6. Так як в подальшому ЦВЗ буде вкраплюватися в 2р послідовних відліки, 
починаючи з кожної відібраної особливої точки, то в наборі відібраних точок 
залишають тільки ті, відстань між якими більша за 2р. 
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ЦВЗ буде вкраплюватися у сигнал скільки разів, скільки особливих точок 
було визначено у ньому в результаті виконання кроків 1 – 6. Відмітимо, що по-
роги T1, T2 та T3 підбираються таким чином, щоб забезпечити визначення як мі-
німум однієї-двох особливих точок в секунді звучання аудіосигналу.  
На рис. 3.25, як приклад, приведено результат вилучення місцеположень 
особливих точок із субсмуги cD3(n) одного з вихідних тестових сигналів, оциф-
рованого з частотою дискретизації 8 кГц (місцеположення особливих точок 
відмічені вертикальним пунктиром з маркером). В результаті застосування до 
сигналу  вищеописаного алгоритму визначення особливих точок з параметрами 
q = 1024; T1 = 20; T2 = mean(Eafter)/5; T3 = 5; p = 10 в cD3(n) було виділено 14 то-
чок.  
Рис. 3.25. Особливі точки в субсмузі cD3(n) тестового аудіосигналу 
 
Так як особливі точки залежать від вмісту сигналу, а не є фіксованими від-
носно шкали часу, то їх місцеположення є інваріантним до зсуву сигналу. 
Практично найбільш поширеною операцією обробки аудіо є стиснення зі 
втратами. Широке розповсюдження на сьогодні здобули такі стандарти стис-
нення як MPEG-1 Layer 3 (MP3), MPEG-2/4 (AAC), Ogg Vorbis, WMA. Вони до-
сить гнучкі в тому сенсі, що дозволяють задавати різні параметри кодування, 
варіюючи тим самим ступінь стиснення та якість результату. Також, слід вра-
хувати стандарти, що спеціально призначені для стиснення сигналу в діапазоні 
частот мови, наприклад AMR [151]. На відміну від інших перерахованих стан-
дартів AMR може кодувати звук тільки в режимі мови з частотою не більше 
8 кГц та забезпечувати потік даних не вище 12,2 кбіт/с. Крім стиснення типо-
0 1 2 3 4 5 6 7 8 9 10 11
x 10
4
-1
-0.5
0
0.5
1
140 
 
вими атаками для аудіоконтейнерів є адитивний білий гаусівський шум та ни-
зькочастотна фільтрація. При оцінці стабільності набору особливих точок, сфо-
рмованого за наведеним алгоритмом, використовувалися всі згадані операції 
обробки (див. табл. 6.3). 
Хоча особливі точки визначаються так, щоб бути максимально стабільни-
ми відносно атак на сигнал, отримати досить багато точок, стабільних відносно 
будь-яких активних атак не можна. Зачасту буде отримано деяке, нехай і неве-
лике, зміщення точки до та після атаки (див. п. 6.5.1). Зміщення особливих то-
чок може виникати в тому числі і в результаті процесу маркування. Якщо вкра-
плення буде відбуватися безпосередньо в часовій області, то будь-яке зміщення 
виявиться критичним для синхронізації. Але задача спрощується, якщо вкрап-
лювати ЦВЗ у спектральну область, а саме в коефіцієнти амплітудного спектра 
Фур’є.  
3.5.3. Вкраплення ЦВЗ в коефіцієнти дискретного перетворення Фур’є  
Нехай область вкраплення визначено як f(i), i=1,…2p, де f(1) – особлива то-
чка, і ЦВЗ буде вкраплюватися в амплітудний спектр Фур’є 
prrF 2,1,)(  . 
Припустимо, що після атаки на сигнал особлива точка була вилучена зі змі-
щенням та область вкраплення визначена як g(i), i=1,…2p (рис. 3.26).  
Однієї із властивостей дискретного перетворення Фур’є є інваріантність 
амплітудного спектра до циклічного зсуву сигналу. Тобто якщо сформувати си-
гнал h(i), i=1,…2p  як показано на рис. 3.26, то  
 
)()( rFrH  , pr 2,1 .  (3.7) 
Позначимо різницю між h(i) та g(i) через s(i): 
 
piigihis 2,1),()()(  . (3.8) 
Користуючись властивістю лінійності ДПФ, можемо записати   
 
prrSrHrG 2,1,)()()(  . (3.9) 
Звідки з врахуванням (3.7) отримуємо: 
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 prrSrFrG 2,1,)()()(  . (3.10) 
Тобто для амплітудного спектра Фур’є явище десинхронізації у області часу 
замінюється на адитивну заваду. Якщо зміщення буде невеликим відносно до-
вжини області вкраплення 2p,  то енергія )(rS  виявиться малою і )()( rFrG  . 
 
Рис. 3.26. Ефект зсуву особливої точки в області ДПФ 
 
ЦВЗ W(r) являє собою псевдовипадкову послідовність з 2p-1 елементів, ро-
зподілених по нормальному закону з нульовим середнім та одиничною диспер-
сією. Як стартове значення генератора ЦВЗ використовується ключ пристрою 
key. 
 Нехай в результаті аналізу аудіосигналу в субсмузі cDj(n) отримано Mj 
особливих точок. Областями вкраплення ЦВЗ будуть блоки по 2p коефіцієнтів 
cDj(n),  які позначимо через )(, if mj , ,2,1
pi   jMm ,1 , де )1(,mjf  – особ-
ливі точки. Для кожної області обчислюється амплітудний спектр Фур’є 
f(i) 
g(i) 
h(i) 
s(i) 
Особлива точка  
в атакованому сигналі 
Особлива точка  
у вихідному сигналі 
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p
mj rrF 2,1,)(,  . Далі формується бінарна перцепційна маска )(, rI mj , яка 
накладається на ЦВЗ W(r): 
 
121  pm,jm,j ,r),r(W)r(I)r(W  . (3.11) 
В [148] запропоновано маску, що містить одиниці в місцеположеннях Z 
найбільших коефіцієнтів та нулі в усіх інших місцеположеннях першої полови-
ни амплітудного спектра. Така маска підходить для музичних композицій, оскі-
льки вони мають «багате» спектральне наповнення. Водночас для мовних сиг-
налів її доцільно оптимізувати, наприклад, розрахувавши пороги частотного 
маскування згідно психоакустичній моделі стандарту  MPEG-1 Layer 3 та при 
вкрапленні ЦВЗ змінювати коефіцієнти, не перевищуючи ці пороги. 
Так як спектр дійсного сигналу симетричний, то щоб не порушувати симе-
трію, ЦВЗ, отриманий згідно (3.11), симетрично доповнюється: 
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Сформований за формулами (3.11) та (3.12) ЦВЗ вкраплюється у спектр 
наступним чином: 
   pmjmjmj rrWrFrF 2,1,)(1)()( ,,,   , (3.13) 
де 
 
– константа, що регулює силу ЦВЗ. Після маркування блоку згідно (3.13) 
носієм ЦВЗ стають змінені коефіцієнти амплітудного спектра, а фазовий спектр 
при цьому залишається без змін.  
В подальшому для кожної маркованої області виконується обернене ДПФ і 
вона замінює у сигналі відповідну оригінальну. 
 
3.5.4. Сліпе детектування ЦВЗ 
На вхід детектора подається тестовий аудіосигнал та ЦВЗ, наявність чи ві-
дсутність якого буде перевірятися. Процедура детектування ЦВЗ повторює 
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процедуру вкраплення до моменту обчислення )(
~
, rW mj , що формується з вихід-
ного ЦВЗ за виразами (3.11) та (3.12).  Рішення про наявність або відсутність 
ЦВЗ у сигналі приймається за значенням усередненого коефіцієнту кореляції, 
що визначається за формулою  
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де M~  – загальна кількість особливих точок, визначених в тестовому аудіосиг-
налі. Якщо усереднений коефіцієнт кореляції виявляється більшим за поріг ви-
явлення, приймається рішення про наявність даного ЦВЗ в сигналі. 
 
 
Висновки 
 
Третій розділ дисертаційного дослідження присвячено питанням ство-
рення, обґрунтування, вдосконалення та дослідження стійких методів марку-
вання аудіосигналів цифровими водяними знаками. Досліджено вплив стиснен-
ня зі втратами на елементи частотної області сигналів та особливості людського 
слуху, які можна задіяти для досягнення невідчутності ЦВЗ, зокрема абсолют-
ний поріг чутності і ефект частотного маскування. Показано, що під дією опе-
рації стиснення зі втратами зі зниженням бітрейту стиснення та якості стисне-
ного сигналу області суттєвих змін будуть поширюватися у напрямку від висо-
ких частот до низьких. 
Розроблені наступні спектральні методи та модифікації для задач захисту, 
що передбачають порушення цілісності контейнерів-носіїв. 
– Новий спектральний метод маркування аудіосигналів, стійкість до по-
рушень цілісності стеганоконтейнера у якому забезпечується вибором таких 
частотних субсмуг-носіїв, що підлягають мінімальним спотворенням під час за-
стосування типових операцій обробки та кодуванням вкраплених бітів не змі-
ною значень окремих відліків, а стійкою зміною форми амплітудного спектра 
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обраних субсмуг в тих місцях, де значення елементів амплітудного спектра ле-
жать у межах визначених порогових величин.  
– Новий спектральний метод маркування аудіосигналів, що ґрунтується на 
результатах дослідження стійкості місцеположень максимумів амплітудного 
спектра різних частотних субсмуг сигналу до операції стиснення зі втратами та 
не використовує при вилученні ключ, елементи якого формуються в залежності 
від вмісту оригінального контейнера. Досліджено невідчутність та безпеку ме-
тоду. Запропоновано підхід до покращення стійкості шляхом використання 
надлишкових ЦВЗ.  
– Модифікований метод маркування аудіосигналів модуляцією тональних 
маскерів, для якого запропоновано більш точну психоакустичну модель на базі 
пакетної вейвлет-декомпозиції. Окрім точнішої апроксимації критичних смуг 
слуху та мультироздільного аналізу, перевагою вдосконаленого методу є те, що 
обробка сигналу та реалізація психоакустичної моделі відбуваються в одній об-
ласті. Це виключає необхідність перерахунку параметрів моделі, що в свою 
чергу дозволяє попередити додаткову похибку.  
– Модифікований метод маркування аудіосигналів з автоматичною синх-
ронізацією ЦВЗ за особливими точками, що є стрибками енергії сигналу. За-
пропонований варіант враховує особливості спектрального наповнення мовних 
сигналів, характеризується покращенням невідчутності та обчислювальної 
складності реалізації.  
Основні результати даного розділу опубліковані у статтях [2, 5, 140, 143, 
144, 147, 150]. 
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РОЗДІЛ 4. СТВОРЕННЯ ЦИФРОВИХ ВОДЯНИХ ЗНАКІВ  
ДЛЯ ЗОБРАЖЕНЬ 
 
Технології ЦВЗ можуть з успіхом застосовуватися для захисту інформації 
на паперових або пластикових носіях. Це дозволить значною мірою розширити 
сферу потенційних користувачів даних технологій. Комерційна доступність пе-
рцепційно якісного перетворення аналогової інформації в цифрову форму й на-
впаки приводить до необхідності пошуку нових засобів протидії підробці важ-
ливих документів: паспортів, водійських прав, посвідчень особистості, довідок, 
договорів, пластикових карток тощо. З цієї ж причини затребувані й ефективні 
методи захисту авторських зображень, які щодня друкуються у ЗМІ або ж, на-
приклад, методи, що дозволяють контролювати безпечність факсимільного 
зв’язку та ін. 
Стеганографічні методи, придатні для вирішення задачі захисту інформа-
ції, повинні передбачати збереження цілісності ЦВЗ після природніх збурень у 
каналі друку та сканування. Природні збурення та зловмисники можуть моди-
фікувати стеганоконтейнери за двома напрямами [152]: 
- шумоподібні (точкові) перетворення, тобто зміна значень пікселів; 
- геометричні перетворення, тобто зміна місцеположень пікселів. 
Недоліком багатьох існуючих методів є їх вразливість до другого виду 
модифікацій, яка носить назву проблеми десинхронізації ЦВЗ в контейнері. 
Вразливими до геометричних перетворень зокрема є методи НЗБ, МІК, Коха-
Жао, Бенгама-Мемона-Ео-Юнг, а також описані у роботах [37-40,108,153] та 
інші. Вказаний недолік суттєво звужує сферу застосування методів, адже якщо 
система захисту передбачає можливість втручань у захищуваний контейнер по-
тенційних порушників, то необхідно забезпечити стійкість не тільки до певної 
частини, а до усіх можливих спотворень. 
Отже, завдання, що буде вирішуватися в даному розділі дисертації, –
розроблення, обґрунтування, вдосконалення та дослідження стійких стеганог-
рафічних методів для графічних контейнерів, зокрема придатних для захисту 
інформації на паперових носіях.  
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4.1. Методи з синхронізацією зображень за особливими точками 
Існуючі методи синхронізації ЦВЗ в контейнері-зображенні розглянуті в 
додатку А дисертаційного дослідження. Найбільше переваг мають методи син-
хронізації на базі особливих точок. Ці методи принципово відрізняються від 
інших тим, що вони використовують оригінальні дані зображення і, як наслі-
док, створюють для кожного зображення свій унікальний набір точок. Серед 
недоліків вибору особливих точок як засобу синхронізації ЦВЗ було названо 
недостатню вивченість предметної області в першу чергу через її молодість. 
Зауважимо, що при неможливості організації жорсткого контролю над 
зберіганням та розповсюдженням оригінальних (немаркованих) зображень 
будь-які прикладні задачі захисту авторських прав на цифрову інтелектуальну 
власність мають на увазі відсутність доступу до оригіналу при детектуванні 
ЦВЗ. Тому при виборі між однаково стійкими методами з еталоном та сліпими 
перевагу мають останні. 
Зважаючи на вищесказане було вирішено дослідити можливості побудови 
стеганосистеми з ЦВЗ на базі особливих точок зображення, перевірити стабіль-
ність особливих точок та проаналізувати відповідний сліпий метод маркування.  
Один із перших методів ЦВЗ, що включає в себе синхронізацію за особ-
ливими точками було запропоновано у роботі [154]. Спосіб визначення таких 
точок в [154] використовує властивості декомпозиції зображення на базі вей-
влету МНАТ –«мексиканський капелюх». На основі виділених точок виконува-
лося розбиття зображення на сегменти згідно діаграмі Вороного [155]. ЦВЗ не-
залежно вкраплювався в кожний сегмент методом розширення спектра [1].  
Різниця зображень, отримана на двох різних рівнях розкладу за допомо-
гою вейвлету МНАТ, також використовується для визначення особливих точок 
у роботі [156]. Але на відміну від попереднього дослідження метод синхроніза-
ції передбачає нормалізацію сегментів зображення за геометричними централь-
ними моментами, яка зокрема використовується для розпізнавання образів. Са-
мі сегменти для вкраплення будуються у вигляді кіл, що не перетинаються та 
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мають центрами виділені особливі точки. Всередині цих кіл визначаються два 
блоки 3232 пікселя, в середньочастотні коефіцієнти ДПФ яких вкраплюється 
ЦВЗ. Одні й ті ж 16 бітів ЦВЗ послідовно вкраплюються в 16 пар визначених 
стеганоключем коефіцієнтів амплітудного спектра кожного виділеного сегмен-
ту зображення. ЦВЗ вважається присутнім у зображенні, якщо після атак він 
буде знайденим хоча б в двох виділених сегментах. 
В [157] для визначення особливих точок слугує модифікований детектор 
Харріса, а як сегменти використовуються кола радіусом 90 пікселів. Нормаліза-
ція сегментів та вкраплення ЦВЗ відбуваються подібно до [156]. Результати чи-
сельних експериментів показали кращу стійкість методу з [157] в порівнянні з 
методом з [156].  
 
4.2. Метод побудови ЦВЗ на базі особливих точок зображення, 
виділених за допомогою детектора Харріса 
Метод, який представлено в даному пункті, є сліпим та включає в себе ав-
томатичну синхронізацію ЦВЗ  за особливими точками зображення [114]. На 
відміну від таких альтернативних методів синхронізації, як використання шаб-
лонів чи піків автокореляції структурного ЦВЗ, які можливо видалити без зміни 
візуальної якості захищуваного контейнера-зображення, у даному методі лока-
лізація ЦВЗ кодується за допомогою контенту зображення і ЦВЗ не може бути 
знищеним без суттєвого спотворення контенту. Ще одна перевага методів цього 
класу полягає у тому, що автоматична синхронізація ЦВЗ виконується без при-
внесення у зображення додаткових шумів.  
Для визначення особливих точок метод використовує детектор Харріса. В 
роботі [122] показано, що цей детектор визначає більш стабільні особливі точки 
у порівнянні з альтернативними варіантами – детектором кутів SUSAN (Small-
est Univalue Segment Assimilating Nucleus) та детектором Archard-Rouquet. 
Серед переваг детектора Харріса можна виділити інваріантність до пово-
роту та зсуву, часткову інваріантність до зміни яскравості. Його недоліком є 
чутливість до масштабування зображення. Відмітимо, що цей недолік не харак-
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терний для детекторів Харріса-Лапласа [158] та SIFT (Scale Invariant Feature 
Transform) [159], тому в перспективі їх можна розглядати для вдосконалення 
досліджуваного стеганографічного методу за критерієм стійкості. Але потрібно 
також зважати, що використання детектора Харріса-Лапласа чи SIFT збільшить 
обчислювальну складність методу. 
4.2.1. Покроковий опис методу 
Розглянемо процеси вкраплення та детектування ЦВЗ покроково. 
Алгоритм вкраплення. 
1) Фіксація особливих точок зображення: 
 згладжування зображення; 
 обробка зображення за допомогою детектора кутів Харріса; 
 відбір однорідно розподілених особливих точок. 
2) Сегментація зображення: 
 генерація тріангуляції Делоне на базі відібраних на попередньому кро-
ці точок; 
 аналіз відібраних трикутних сегментів, відбраковування малих та од-
норідних сегментів. 
3) Вкраплення ЦВЗ у зображення: 
 генерація за ключем псевдовипадкового водяного знаку у вигляді три-
кутника фіксованої форми; 
 послідовне перетворення форми ЦВЗ згідно форми кожного із відібра-
них сегментів; 
 поточкове адитивне вкраплення ЦВЗ у кожний сегмент. 
Алгоритм детектування. 
1) Фіксація особливих точок зображення (аналогічно вкрапленню). 
2) Сегментація зображення (аналогічно вкрапленню). 
3) Попередня обробка сегментів: 
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 нормування кожного відібраного трикутного сегменту, тобто приве-
дення його форми до форми водяного знаку; 
 відокремлення компонентів зображення від компонентів ЦВЗ за допо-
могою фільтра Вінера. 
4) Детектування ЦВЗ: 
 аналіз кореляції між вкрапленим та вилученим ЦВЗ для кожного відіб-
раного сегменту зображення; 
 накопичення кореляції для результуючого знаходження водяного зна-
ку у всьому зображенні. 
Проаналізуємо кожен крок більш детально. 
4.2.2. Алгоритм вкраплення ЦВЗ 
4.2.2.1. Фіксація особливих точок 
Знаходження особливих точок є важливою початковою операцією для по-
дальшої обробки зображення. У 1980 році Хансом Моравеком був запропоно-
ваний один із перших детекторів кутів [160]. Цей детектор аналізує невеликі 
локальні вікна у зображенні та визначає у них середню зміну яскравості, що є 
результатом невеликих зсувів вікна у різних напрямках. Результатом обробки 
області зображення може стати один із трьох варіантів: 
1) якщо область зображення, що обробляється вікном, є однорідною (тобто її 
яскравість можна апроксимувати константою), то зміна яскравості для всіх зсу-
вів вікна незначна; 
2) якщо вікно захоплює грань зображення, то результатом зсувів вздовж гра-
ні буде незначна зміна яскравості, а результатом зсувів перпендикулярно грані 
– її суттєва зміна; 
3) якщо частина зображення, що обробляється вікном, – кут чи ізольована 
точка, то результатом усіх зсувів буде суттєва зміна яскравості.  
Таким чином, кут може бути виявлено, якщо знаходити та оцінювати міні-
мальні зміни з усіх. 
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Математично зміна яскравості при деякому зсуві ),( vu  описується як:  
  
yx
yxIvyuxIyxvuE
,
2
),(),(),(),(  , 
де ),( yx  – вагова функція вікна, ),( vyuxI   – яскравість після зсуву, 
),( yxI  – яскравість до зсуву. 
Детектор використовує 4 зсуви –        0,0,1,0,1,1,0,1),( vu , а також вагову 
функцію рівну 1 у вікні та 0 поза вікном (рис. 4.1а). Він знаходить локальні ма-
ксимуми для обчислених мінімальних змін яскравості, і як кути, визначає ті з 
них, які перевищують деяке задане порогове значення. 
Детектор Моравека має ряд недоліків, які в 1988 році скорегували Харріс 
та Стефенс [161].  
1. Оскільки детектор Моравека використовує бінарну прямокутну вагову функ-
цію вікна, його результуючий вихід є зашумленим. Для зменшення шуму Хар-
ріс та Стефенс запропонували використати гладку функцію вікна, наприклад, 
функцію Гауса (рис. 4.1b): 
2
22
2
)(
),( 
yx
eyx


 . 
Рис. 4.1. Вагова функція вікна для детектора Моравека (а);  
для детектора Харріса (b) 
 
2. Детектор Моравека розглядає тільки дискретний набір зсувів через кожні 45 
градусів, тобто його відповідь є анізотропною. У роботі Харріса було запропо-
новано охопити всі можливі маленькі зрушення виконавши для цього аналітич-
a) b) 
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не розширення вихідних (розширення Тейлора): 
    
yx
yx
yx
vuuIuIyxyxIvyuxIyxvuE
,
222
,
2
),(),(),(),(),(),(  , 
де значення xI , yI  апроксимуються частинними похідними 
x
I


 й 
y
I


 відповід-
но [161]. Для малих зрушень Е можна переписати як 
22 2),( BvCuvAuvuE  , 
де 

yx
x yxIyxA
,
2 ),(),( , 
yx
y yxIyxB
,
2 ),(),( , ),(),(),(
,

yx
yx yxIyxIyxC  . 
3. Так як в детекторі Моравека прийнятий до уваги тільки мінімум Е, для гра-
ней відповідь виходить занадто сильною, тобто деякі точки розташовані на гра-
нях зображення розпізнаються як особливі не будучи ними. 
Харріс дав нове визначення кута розглянувши зміни в Е з урахуванням на-
прямку зсуву. Для невеликих зсувів середня зміна яскравості в напрямку ),( vu  
може бути записана як: 
   TvuMvuvuE ,,),(  , 
де М – симетрична матриця 22  часткових похідних зображення: 

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),( . 
Харріс також використав близький зв’язок Е с локальною функцією авто-
кореляції. Він запропонував ставити у відповідність кожній точці зображення 
два числа – 1  і 2 , які є власними значеннями матриці М та пропорційні мак-
симальній і мінімальній кривизні локальної функції автокореляції. Якщо обидва 
власних значення великі, то навіть невеликий зсув точки (x,y)  убік викликає 
значні зміни яскравості. Такий випадок відповідає шуканій особливій точці.  
Для того, щоб уникнути обчислення власних значень в явному вигляді, в 
розгляд вводиться новий критерій – функція відгуку, яка базується на сліді та 
детермінанті матриці: 
)()( 2 MTracekMDetR  , 
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де BAMTrace  21)(  , 
2
21)( CABMDet   , k  – емпірична конс-
танта, що зазвичай вибирається з діапазону 0.04 – 0.06.  
Таким чином, детектор Харріса класифікує всі пікселі зображення, відно-
сячи їх до однієї із трьох можливих областей: 
1) однорідна область: зміни яскравості нема у будь-якому напрямку, тобто для 
такого пікселя 1  і 2  близькі до нуля, а значить і 0R ; 
2) грань: уздовж грані змін нема, тобто для такого пікселя 21    або 12   , 
а значить 0R ; 
3) кут: істотні зміни при переміщенні в будь-якому напрямку, тобто для такого 
пікселя 1  і 2  – великі, 11    , а значить 0R  (велике додатне число). 
Результуюче знаходження особливих точок виконується в 2 етапи: 
 задається деякий поріг   і вибираються всі точки зображення зі значен-
нями функції відгуку, що перевищує даний поріг: 
   ),(:),( jiRjiRp ; 
 для всіх відібраних на попередньому етапі точок знаходять локальні мак-
симуми: ),(),(:),( , yxRjiRUyx PPji  . 
 
Властивості детектора Харріса 
1. Інваріантність до повороту. 
Відомо, що власні значення матриці М зв’язані простими співвідношення-
ми з довжинами півосей еліпса 1d  та 2d : 
1
1
1

d , 
2
2
1

d . (рис. 4.2). 
При обертанні еліпса, довжини його півосей залишаються незмінними, от-
же, не змінюються й власні значення 1  та 2 , а виходить, не змінюється й фу-
нкція відгуку кута R. 
2. Інваріантність до зсуву. 
При обчисленні матриці М використовуються тільки похідні. Очевидно, 
що constbbxIxI  ),()( . Отже, власні значення матриці М та функція 
відгуку кута залишаються незмінними при будь-якому зсуву зображення. 
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3. Не інваріантність до масштабування. 
Результат роботи детектора Харріса залежить від масштабу зображення. 
Так, наприклад, піксель, класифікований як кут, при збільшенні масштабу зо-
браження може бути класифікований як грань. Для того, щоб отримати інваріа-
нтність до масштабування окіл j,iU   доцільно зробити не фіксованим, а залеж-
ним від розмірів зображення. Нехай надалі під j,iU   розуміється коло радіусом 
q
LH
rU

 , де H і L відповідно висота і ширина зображення, а розмір околу 
квантується значенням q.  
 
Рис. 4.2. Геометричний зміст власних значень матриці М 
 
Якщо розмір околу вибирається занадто малим, то знайдені особливі точки 
будуть сконцентровані на текстурованих областях. Якщо занадто великим – то-
чки будуть ізольованими. Так на рис. 4.3 кількість виділених особливих точок 
для зображення «Автомобіль» задано рівним 20. Для зображення ліворуч роз-
мір околу j,iU  менше, ніж для зображення праворуч при відповідній рівності 
всіх інших параметрів детектора Харріса.  
Алгоритм вкраплення ЦВЗ передбачає однорідний розподіл особливих то-
чок. Ця мета досяжна за допомогою наступної модифікації детектора Харріса: 
1) зображення розбивають на прямокутні блоки однакового розміру, що не 
перетинаються; 
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2) особливі точки знаходять індивідуально в кожному блоці; 
3) для кожного блоку використовується свій, адаптивний до контенту, поріг 
виявлення. 
Така модифікація детектора робить його більш стійким до спотворень і 
атак, ніж використання глобального порогу ξ. 
    
Рис. 4.3. Результат роботи детектора Харріса у залежності від розмірів околу 
j,iU  
 
Детектор Харріса чутливий до спотворень, що зачіпають кути, текстурова-
ні або сильно зашумлені частини зображення. Тому щоб підвищити надійність 
його роботи доцільно перед знаходженням особливих точок виконати згладжу-
вання зображення. На цьому етапі є сенс використати Гаусів фільтр низьких ча-
стот, оскільки він гладкий і не утворить помилкових контурів при редукції 
(пригніченні) високочастотних компонентів зображення.  
Нехай ),( yxf  – вихідне зображення-контейнер, а ),( yxg  – зображення пі-
сля фільтрації. Згладжене зображення є результатом згортки. Тобто в частотній 
області справедливо наступне співвідношення: 
),(),(),( drFdrHdrG  , 
де 
2
22
2
)2/()2/(
),( 
LdHr
edrH


  – передаточна функція фільтра, ),( drG і ),( drF  – 
спектри Фур’є згладженого та вихідного зображення відповідно. 
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Крім того, бажано не використовувати особливі точки, що перебувають 
близько до країв зображення, щоб зберегти прийнятну стійкість методу до обрі-
зування. 
4.2.2.2. Сегментація зображення 
Наступним кроком передобробки зображення є його сегментація на основі 
виділених особливих точок. При цьому доцільно використати тріангуляцію, 
тобто розбивку на трикутники, оскільки вона має наступні переваги: 
 будь-яку область можна гарантовано розбити на трикутники; 
 тріангуляція має властивість локалізації (якщо вершина зникає, сегментація 
змінюється тільки для пов’язаних з нею трикутників, не торкаючи інші); 
 з кожною вершиною зв’язана деяка область стабільності [162], при перемі-
щенні вершини усередині цієї області сегментація залишається незмінною; 
 обчислювальна складність алгоритмів розбивки на трикутники істотно 
менше, ніж при використанні інших складових частин сегментації, крім того 
тріангуляція може бути виконана з використанням швидких алгоритмів.  
У роботі [122] для сегментації зображення використовується тріангуляція, 
що була вперше запропонована Б.Н. Делоне в 1934 році [163]. Тріангуляція Де-
лоне на площині являє собою геометричну конструкцію, надзвичайно популяр-
ну в комп’ютерній графіці, обробці та аналізі зображень, геоінформаційних те-
хнологіях, кристалографії, обчислювальній геометрії.  
Тріангуляція Делоне (рис. 4.4) – це опукла тріангуляція, що представляє 
собою множину трикутників, які не перетинаються між собою, і в цій множині 
жодна із заданого набору двовимірних точок f
~
 (особливих точок) не попадає 
усередину жодного з описаних навколо отриманих трикутників кіл. 
На сьогодні розроблено багато алгоритмів побудови тріангуляції Делоне, 
наприклад, в роботі [164] наводиться наступна класифікація: алгоритми прямої 
побудови, алгоритми злиття, двопрохідні та ітеративні алгоритми. 
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Зміщення або зникнення однієї з вершин впливає тільки на пов’язані з нею 
трикутники. Подібний вплив буде несуттєвим для трикутників з великою пло-
щею, але критичним для трикутників з малою. Отже, перед вкрапленням доці-
льно перевірити площу кожного трикутника утвореної сегментації й виключити 
з області вкраплення трикутники з малою площею. Крім того, з точки зору збе-
реження перцепційної якості зображення невиправданим є вкраплення ЦВЗ у 
однорідні області. Тобто, має сенс перевірити ступінь однорідності кожного се-
гмента й відбракувати ті з них, у яких функція яскравості близька до константи.  
   
Рис. 4.4. Сегментація зображення «Автомобіль»: тріангуляція Делоне на основі 
виділених раніше особливих точок 
 
4.2.2.3. Маркування зображення 
Нехай ЦВЗ генерується відповідно деякому цілочисельному таємному 
ключу і представляє собою псевдовипадкову послідовність  1210  NW tt,t,tT  , 
де  11 ,tk  й середнє значення послідовності дорівнює нулю. Послідовність 
фіксується у формі прямокутного рівнобедреного трикутника з катетом 
Nc 2  (N апріорно підбирається таким, щоб Zc ). 
Метод передбачає маркування кожного з відібраних сегментів зображення. 
Для цього WT  за допомогою афінного перетворення пропонується послідовно 
привести до форми кожного із сегментів. 
Нехай WT  потрібно перетворити до форми деякого сегмента VT . Для того, 
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щоб визначити коефіцієнти перетворення, необхідно розв’язати наступну лі-
нійну систему рівнянь: 
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 або WF TAT  . 
Шукані коефіцієнти перетворення обчислюються як 
1
 WF TTA . Тут ),( 11 yx , 
),( 22 yx , ),( 33 yx  – координати вершин водяного знаку; ),( 11 yx  , ),( 22 yx  , 
),( 33 yx   – координати особливих точок, що утворюють сегмент VT .  
Так як існує шість різних варіантів афінного відображення трикутника в 
інший трикутник, то для досягнення взаємно однозначної відповідності, вер-
шини трикутників упорядковуються, наприклад, відповідно до величини відпо-
відних їм кутів. Відзначимо, що в процесі перетворення для збереження висо-
ких частот краще використати сплайн-кубічну інтерполяцію [165].  
Результатом цього етапу буде трикутник FT , що несе в собі ЦВЗ і має таку 
ж форму, як і сегмент, куди він буде вкраплюватися на наступному кроці 
(рис. 4.5).  
 
Рис. 4.5. Приведення форми ЦВЗ до форми сегмента, що буде маркованим 
 
Маркований сегмент MT  отримується як поелементна сума оригінального 
трикутника VT  та трикутника, який несе в собі водяний знак FT ,  помноженого 
на деяке значення α, що регулює силу ЦВЗ:  
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FVM TTT   . 
Крім того, щоб гарантувати невидимість ЦВЗ можна виконати психовізуа-
льний аналіз зображення-контейнера, результатом якого стане побудова перце-
пційної маски  , що мінімізує вплив внесених у різні області зображення змін 
на його повне перцепційне спотворення [166]. Тоді замість FT   у вищевказаній 
рівності варто використати добуток FT .  
Марковане зображення в цілому буде утворене заміною всіх оригінальних 
трикутників VT , які воно містить, на марковані MT . 
4.2.3. Алгоритм детектування ЦВЗ 
Перші два етапи, як і при вкрапленні ЦВЗ, представляють собою фіксацію 
особливих точок і сегментацію зображення, у результаті чого маємо набір три-
кутників MT  . 
4.2.3.1. Попередня обробка сегментів 
Кожний трикутник MT   за допомогою афінних перетворень перетворюється 
в прямокутний рівнобедрений трикутник T  з катетом Nc 2 .  
Щоб розділити компоненти зображення й компоненти ЦВЗ пропонується 
використати адаптивний фільтр Вінера [167], який візуально приводить до роз-
мивання зображення. Із сегменту T  в процесі вінерівської фільтрації, що вико-
ристовує статистичні параметри WT , видаляються компоненти оригінального 
зображення. У результаті одержують трикутник WT
~
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2  – дисперсія ЦВЗ. 
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4.2.3.2.Виявлення ЦВЗ 
Виявлення ЦВЗ відбувається шляхом обчислення кореляції між WT  і WT
~
 
виконується у два етапи. 
1. Локальне виявлення для кожного трикутника за результатами порівняння ве-
личини коефіцієнта кореляції )
~
,( WW TTcorr  з деяким граничним значенням. 
Кореляція між вихідним ЦВЗ і вилученим із сегмента має вигляд: 
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де Е – математичне очікування. 
Будемо вважати, що ЦВЗ є присутнім у трикутнику, якщо 
)()
~
,( faWW PTTcorr  , 
де )( faP  – дійсне граничне значення, що залежить від помилково-позитивної 
ймовірності faP  ( faP  – імовірність виявлення ЦВЗ у сегменті, що насправді ЦВЗ 
не містить). 
Для визначення граничного значення faP  виконується оцінка випадкової 
змінної )
~
,( 1 WkWk TTcorrX  , де 1WT   – деякий вкраплений ЦВЗ, згенерований за 
ключем 1W ; WkT
~
 – вилучений із зображення ЦВЗ, згенерований за ключем kW , 
1k . Розподіл Х можна апроксимувати нормальним законом [166]. 
2. Глобальне виявлення, яке ґрунтується на сумі всіх отриманих на першому 
етапі коефіцієнтів кореляції: 
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де K – кількість сегментів у зображенні.  
ЦВЗ є присутнім у зображенні, якщо 
K
P
C
fa
g
)(
 . 
В п. 6.3.5 роботи наведені результати тестування стабільності особливих точок 
та тріангуляції, сформованих як описано вище. Показано до якого класу буде відне-
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сене кожне з тестових стеганозображень після типових операцій обробки.  
Тестування стійкості розглянутого методу виконувалося на 12 класичних тес-
тових зображеннях з різним вмістом [122]. Всі зображення можна поділити на 2 
групи: зображення, що містять текстуровані області з високочастотними складови-
ми, та, зображення, що містять порівняно великі однорідні області.  
В цілому результати експериментів показали, що метод є стійким до: 
1) масштабування з коефіцієнтом від 80 до 120% (з використанням фільтру 
Ланцоша [168]); 
2) повороту на кут до 12°; 
3) JPEG стиснення з коефіцієнтом якості до 50%; 
4) адитивного шуму та застосування фільтру низьких частот; 
5) локальних атак Stirmark; 
6) помірного обрізування зображення; 
7) друку на лазерному принтері з подальшим скануванням з роздільною 
здатністю 300 ppi. 
 
4.3. Захист інформації, збереженої на паперових носіях, за 
допомогою цифрових водяних знаків   
4.3.1. Постановка задачі  
Зосередимося виключно на задачах захисту інформації на паперових носі-
ях за допомогою ЦВЗ. Розглянемо, як в загальних рисах формується стеганоси-
стема для таких задач. В загальному випадку ми маємо вихідний цифровий 
об’єкт 0I , який традиційно вважається зображенням – ),(0 yxfI  . В нього чи 
в ідентичну копію згідно деякому стеганоалгоритму вкраплюється водяний 
знак W , після чого результат (марковане зображення, стеганоконтейнер) WI  
надходить на друк. Отриманий відбиток (друкована паперова копія) також вва-
жається маркованим, та є у даній задачі захищуваним об’єктом. У випадку не-
обхідності підтвердження його оригінальності чи цілісності або ж вирішення 
конфлікту відносно авторського права, відбиток сканується, потім над ним ви-
конуються певні синхронізуючі операції та у отриманому після цього відновле-
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ному цифровому об’єкті WI   детектується наявність водяного знаку W  і, при 
потребі, декодуються ті дані, які були безпосередньо закладені в W  (рис. 4.6). 
Рис. 4.6. Загальна схема стеганографічної системи для задачі захисту  
інформації на паперових носіях 
 
Через наявність потреби спостерігається зростаючий інтерес дослідників 
до проблеми виділення інваріанта для процесу друку та сканування [16-18]. 
Однак, з огляду на складність характеру проблеми (велика кількість моделей 
сканерів, і особливо принтерів, що реалізують множину різних існуючих тех-
нологій, широкі можливості налаштування цих пристроїв, нелінійна природа 
перетворень у процесі друку й сканування) прогрес не дуже істотний. 
Ефективних універсальних розв’язків проблеми не існує, однак при певних 
обмеженнях можна побудувати аналітичну модель і виділити критичні компо-
ненти, що викликають найбільші спотворення в процесі друку-сканування, що 
по суті й буде продемонстровано в наступному пункті роботи. 
4.3.2. Класифікація природних збурень, наявних у процесі друку-
сканування 
 
Розіб’ємо друк та сканування на окремі підпроцеси, які так чи інакше бу-
дуть впливати на результуюче спотворення зображення [169-170]. Так, в проце-
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сі друку спотворення вносяться в результаті виконання наступних підпроцесів. 
Перетворення розміру вихідного зображення до внутрішніх розмірів обра-
зу для поточної роздільної здатності друку. На цьому етапі через застосування 
інтерполяції найчастіше відбуваються спотворення геометричних розмірів усе-
редині зображення. Причиною застосування інтерполяції є неквадратна форма 
пікселів на екрані й нерівномірна роздільна здатність друкуючих пристроїв по 
горизонталі та по вертикалі (часто принтери мають роздільну здатність вигляду 
4800×1200, яка відрізняється по горизонталі і по вертикалі в 4 рази). Крім того, 
наприклад, при роздільній здатності зображення 96dpi і поточній роздільній 
здатності принтера 300dpi виходить дробовий коефіцієнт (3.125) перерахунку 
вихідного зображення в підготовлений усередині драйвера образ. Такі спотво-
рення бувають двох типів – зменшення (втрата дрібних деталей) і збільшення 
(поява квадратів). 
Застосування профілю кольорів принтера. Апаратне забезпечення не може 
гарантувати коректної й однакової передачі кольору на всіх однакових екземп-
лярах пристроїв (принтерах). Тому застосовується програмне внесення спотво-
рень кольорів, що компенсує похибки даного екземпляра. Похибки виявляють-
ся калібруванням, що може бути автоматичним, ручним і напівавтоматичним. В 
процесі друку зображення відбувається перетворення в простір кольорів конк-
ретної моделі принтера. Так, RGB-простір може бути перетворений в CMYK-
модель, адитивну, специфічну для принтера й поточних установок друку та ін-
ші. При цьому перетворенні виникають нелінійні похибки інтерполяції на рівні 
алгоритмів (спотворюються вихідні значення, близькі кольори поєднуються, 
змінюється кількість кроків для градієнтних заливок і т.п.). Після перетворення 
колірного простору часто виконується збільшення насиченості зображення, ко-
нтрастності та інше.  
Напівтонове растрування. Жоден тип принтерів, крім сублімаційних, не 
вміє друкувати напівтони. Фотозображення, отримане в результаті друку з 
множиною відтінків і чітким пропрацюванням кольорів, створене з окремих 
мікроскопічних точок трьох, чотирьох або, максимум, шести основних кольорів 
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за допомогою на півтонового растрування (halftoning). Алгоритми напівтоново-
го растрування класифікуються в такий спосіб: 1) алгоритми регулярного (ам-
плітудно-модульованого) растрування або впорядкована передача растру [171], 
такі алгоритми використовуються в лазерних принтерах; 2) алгоритми частот-
но-модульованого растрування [172], зокрема дифузійні алгоритми (вони часто 
використовуються в струменевих принтерах); 3) ітераційні алгоритми, зокрема 
алгоритм прямого двійкового пошуку [173].  
При обробці растру виникає шум квантування, що спричиняє появу шуму 
кольорів, тобто неоднорідності кольорів зображення. Зашумлене зображення 
надалі погіршується при його різних послідовних перетвореннях. 
Збільшення розмірів растрових точок. Надруковане зображення страждає 
від явища названого збільшенням розмірів растрових точок (dotgain). Ефект 
проявляється в тому, що зображення виглядає більш темним, ніж очікується, 
через тип поширення фарби в середовищі, оптичний крайовий ефект та елек-
тростатичні причини. Дане спотворення є нелінійним та може бути грубо наб-
лижене кусочно-лінійною кривою. Більшість алгоритмів на півтонового рас-
трування включають в себе модель збільшення растрових точок при друці. 
Нестабільність друкованих форм. З однакових цифрових об’єктів (або то-
го самого) виходять дещо різні друковані копії (рис. 4.7). 
 
Рис. 4.7. Вихідне зображення та спотворення при його друці  
(без урахування спотворень геометрії точки) 
 
Подібне спотворення викликається зокрема зсувом і обертанням паперу 
під час його закладання у лоток принтера, механічними причинами при роботі 
протяжного механізму, який рухається не безперервно, а мікрокроками, змішу-
ванням кольорів, зсувом і невеликою деформацією паперу під час друку й т.п. 
164 
 
Така невизначеність під час друку приводить до появи корельованого шуму. 
Приклад нестабільності друкованих форм – полошіння (banding) – артефакт, що 
виражається в помітних стрибках тону при переході від одного рівня до іншого, 
який означає горизонтальні недоліки, що з’являються в роздруківках. 
Для процесу сканування було виділено наступні підпроцеси. 
Шум матриці та інтерполяція сканера. Матриця сканера може шуміти з 
багатьох причин, наприклад, через фотонний дробовий шум, шум зчитування, 
темновий струм матриці. Даний ефект приводить до випадковості молодших ро-
зрядів у значеннях пікселів зображення. При скануванні з роздільною здатністю, 
не рівною фізичній роздільній здатності матриці або скануючої голівки, додатко-
ва інформація отримується не за рахунок обліку деталей зображення, а за допо-
могою інтерполяції даних, тобто виникають спотворення через інтерполяцію. 
Гамма-корекція сканера. При скануванні, як і при фіксації за допомогою 
фото або відео камери, зображення за замовчуванням піддається гамма-
корекції. Тобто при його оцифровці враховується нелінійність людського 
сприйняття, що для комп’ютера досить точно компенсується степеневою 
функцією світимості монітора. Наприклад, внаслідок обмеженості 8-розрядного 
кодування при простій лінійній оцифровці різниця тону у пікселях зі значення-
ми 25 та 26 досягає 4% (рис. 4.8). І звичайно це потрібно врахувати при оциф-
ровці, застосувавши нелінійне кодування. В подальшому ж, у всіх наступних 
перетвореннях, потрібно також враховувати цю нелінійність. 
Гамма-корекція (лінеаризація) застосовується для того, щоб уникнути 
ступінчастості оцифровки в темних областях зображення. Разом з тим вона 
знижує точність передачі кольору як безпосередньо при виконанні корекції за 
рахунок помилок округлення, так і при наступній обробці зображення. При-
чому найбільш помітні ці перетворення саме в темних областях. 
Перетворення в цифрову форму. Відскановане зображення для зберігання 
повинно бути оцифроване, що неминуче спричиняє помилки квантування. А 
так як оцифровка слідує за нелінійними спотвореннями попередніх етапів, 
ефект шуму квантування може підсилюватися. 
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Рис. 4.8. Взаємна компенсація нелінійності та похибка оцифровки 
 
Геометричні перетворення. Як правило, у процесі сканування зображення 
піддається наступним геометричним перетворенням: обрізування, обертання та 
масштабування. При чому їхній вплив нерівнозначний. Спотворення, внесені 
масштабуванням (при зменшенні розмірів зображення дані відкидаються, а при 
збільшенні додаються за допомогою алгоритмів лінійної, білінійної або 
бікубічної інтерполяції) легко нівелювати, зафіксувавши в системі захисту од-
накові розміри для всіх оброблюваних зображень. Досягти стійкості до наявних 
геометричних перетворень можна шляхом застосування методів синхронізації 
ЦВЗ на основі компенсації чи виділення інваріанту [174]. Крім того, в подаль-
шому буде показано, що для принтерів, які використовують упорядковану пе-
редачу растру, також вдається автоматично компенсувати обертання, викори-
стовуючи особливості спектра регулярної растрової структури.  
Отже, таким чином ідентифіковано підпроцеси, які спотворюють зобра-
ження при його друці та скануванні. Сила, з якою кожен із цих підпроцесів 
впливає на результуюче зображення, залежить від специфіки пристроїв і пара-
метрів їхнього налаштування. Аналіз виділених підпроцесів на предмет типу 
привнесеного ними спотворення дозволяє зробити висновок, що всі можливі 
спотворення зображення в процесі друку та сканування можна поділити на три 
групи: нелінійні спотворення, шум на рівні кольорів і геометричні перетворення. 
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Не важко дійти висновку, що нелінійні спотворення в процесі друку та 
сканування об’єктів, а також шум у кольорі необоротні. Оборотними є лише ге-
ометричні перетворення. 
4.3.3. Виділення інваріанту до необоротних збурень, наявних у каналі дру-
ку-сканування, в області спектра Фур’є зображення 
Із проведеного аналізу природних збурень, що виникають у процесі друку 
та сканування зображень, випливає, що необоротними для цього процесу є на-
ступні збурення: нелінійні спотворення, шум кольорів та помірне обрізування 
зображення. Враховуючи що більшу надмірність має амплітудний, а не фазовий 
спектр зображення, дослідимо як впливають на нього вказані типи збурень. 
Основні джерела нелінійних спотворень – перетворення розмірів зобра-
ження до розмірів образа усередині драйвера принтера, застосування профілю 
кольорів принтера, збільшення розмірів растрових точок при друкуванні й га-
мма-корекція при скануванні. Спотворення, внесені нелінійними ефектами, під-
силюються за рахунок слідуючих за ними квантування при на півтоновому ра-
струванні під час друку й квантуванні при оцифровці під час сканування. 
Нелінійні ефекти більшою мірою впливають на високочастотну й середньо-
частотну смуги коефіцієнтів ДПФ зображення, і в значно меншій мірі впливають 
на низькочастотну смугу. Безпосередньо в низькочастотній смузі сильніше за 
інші спотворюються коефіцієнти з низькими, щодо сусідніх, амплітудами.  
При повному доступі до пристроїв, а саме можливості керування ними, 
можна зменшити нелінійні спотворення калібруванням системи друку й скану-
вання. Однак при розробці систем захисту авторського права й електронної ко-
мерції припускається, що керування пристроями недоступне. Таким чином, си-
стема захисту повинна орієнтуватися на найгірші нелінійні спотворення. 
Шум кольорів додається до зображення під час на півтонового раструван-
ня. Алгоритми на півтонового растрування мають тенденцію розміщувати шум 
квантування у високих частотах, тому що система людського зору не дуже чут-
лива до високочастотного шуму. Зменшити вплив шуму кольорів, що виникає 
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на цьому етапі, можна за допомогою інверсного на півтонового растрування 
[175], що може привести до незначного розмивання зображення. 
Інше джерело шуму кольорів – сам процес друку. Невизначеність друку й 
спричинена нею нестабільність друкованих форм додає корельований шум 
(рис. 4.9), що змінюється при новій роздруківці. 
      a) b) c) 
Рис. 4.9. a – вихідне зображення; b – зображення роздруковане, відскановане та 
відмасштабоване до розмірів вихідного; c – різниця між вихідним зображенням 
і його скан-копією 
 
З вищесказаного випливає, що коефіцієнти ДПФ, що належать низькоча-
стотній смузі спектра більш стійкі до процесу друку й сканування, ніж коефі-
цієнти, що належать високочастотній смузі. 
Розглянемо як впливає на зміну параметрів зображення помірне обрізуван-
ня.  
Нехай ми маємо деяке зображення f(x,y), визначене на множині 
 =0,1…N-1×0,1…M-1. Процес обрізування можна моделювати як добуток 
f(x,y) і деякого маскуючого вікна (x,y), також визначеного на . Маскуюче ві-
кно має вигляд 
   


 

випадках.інших   в 0
, при 1
),(
2211 baba HyHHxH
yx  
Тут H1a i H1b, визначають верхню й нижню границі обрізування, H2a i H2b  – ліву 
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й праву. Таким чином, розміри обрізаного зображення – H1×H2, де H1= H1a - 
H1b, H2= H2a - H2b. При даному підході обрізане зображення представляється як 
),(),(),( yxyxfyxf  ,  ),( yx . 
Нехай ),( drF  , ),( drF  і ),( drΨ  – двовимірні ДПФ обрізаного зображення, 
вихідного зображення та маскуючого вікна відповідно. Тоді в частотній області 
спектр обрізаного зображення відповідає круговій згортці спектра вихідного 
зображення зі спектром маскуючого вікна: 
 
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 , 
де L)(   – оператор за модулем L. 
Відомо, що ДПФ прямокутного імпульсу – деяка sinc функція [176], тобто 
в нашому випадку ),( drΨ  є двовимірною sinc-подібною функцією (рис. 4.103). 
Обрізування впливає на всі частотні смуги, породжуючи розмивання спек-
тра зображення. Для незначного обрізування більшість енергії ),( drΨ  концент-
рується навколо (0,0)-коефіцієнту, що відповідає помірному розмиванню кое-
фіцієнтів з високими амплітудами або однакового порядку з сусідніми і істот-
ному збільшенню коефіцієнтів, амплітуди яких значно нижче сусідніх. 
 
 a)  b)  c) 
Рис. 4.10. a – одновимірна sinc функція, b – приклад маскуючого вікна, 
 c – амплітудний спектр даного вікна 
 
Таким чином, коефіцієнти ДПФ із високими амплітудами більш стійкі до 
процесу друку й сканування, ніж коефіцієнти з низькими амплітудами. 
                                                 
3 На рис.4.10 та на всіх наступних рисунках зі спектром відображені значення натурального логарифму амплі-
туд ДПФ  
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Виділення інваріанту до перерахованих спотворень може базуватися на на-
ступних фактах: 
1) низько й середньочастотні коефіцієнти амплітуд зберігаються набагато 
краще, ніж високочастотні. Простежується тенденція: чим нижче частота, тим 
менше спотворення вноситься до неї при друку й скануванні; 
2) у низько й середньо частотній смугах спектра під час друку й скануван-
ня збільшуються коефіцієнти з низькими амплітудами, коефіцієнти з високими 
амплітудами практично зберігаються. Причому це справедливо для різних зо-
бражень, різних технологій друку й роздільних здатностей зображення, принте-
ра й сканера (приклад, див. п. 6.3.6);  
3) експериментальним шляхом було виявлено, що якщо не змінювати га-
мма-корекцію в процесі друку й сканування, а використати її стандартне зна-
чення, то коефіцієнти з високими амплітудами збільшуються приблизно на 
одиницю. Грубо говорячи, якщо процес друку й сканування апроксимувати як 
лінійний фільтр (для досить великих коефіцієнтів і досить низьких частот), то 
після застосування стандартної гамма-корекції маємо фіксовану зміну на +1 чи-
сельного значення зазначених амплітуд. Дана тенденція зберігається в незалеж-
ності від моделі й типу принтера та сканера, які використовуються, а також ро-
здільних здатностей сканування та друку; 
 
4) застосування методу найменшого значущого біта до інваріанту, виділе-
ного відповідно до перших трьох пунктів, тобто модифікації на рівні останньо-
го молодшого розряду чисельних значень високих амплітуд у низькочастотній 
смузі, при зворотному ДПФ розсіюються по всьому зображенню й не виклика-
ють його істотного перцепційного спотворення. 
Таким чином, низькочастотні коефіцієнти спектра Фур’є з високими ам-
плітудами найбільш стійкі до нелінійних спотворень, шуму кольорів та помір-
ного обрізування й мають деяку надмірність, яку можна використати для 
вкраплення додаткової інформації. 
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4.3.4. Оцінка й компенсація повороту для лазерних принтерів на основі 
властивостей спектра Фур’є 
Коефіцієнти ДПФ утворюються зі спектра Фур’є нескінченно періодично 
повтореного дискретного зображення, що найчастіше має значні стрибки ко-
льорів, у місцях з’єднання кожного періоду. Цей факт проявляється в так зва-
ному артефакті перетину – виражених високих амплітудах у горизонтальному й 
вертикальному напрямках від значення (0,0). Поворот зображення завжди від-
повідає повороту його спектра на той же кут. З одним уточненням: якщо при 
обертанні не відбувалося обрізування зображення, артефакт перетину оберта-
ється разом з іншими амплітудами спектра, якщо ж зображення оберталося й 
було обрізано, обертаються всі коефіцієнти, крім артефакту перетину. 
Якщо в системі захисту на етапі друку будуть використовуватися алгорит-
ми регулярного растрування, то це дозволяє виконати автоматичну компенса-
цію повороту зображення незалежно від ЦВЗ [177], зменшуючи таким чином 
список умов, які він повинен задовольняти. Для простоти розглянемо монохро-
мне напівтонове зображення. З міркувань комфортності сприйняття кут нахилу 
єдиної растрової решітки такого зображення при впорядкованій передачі растра 
дорівнює 45 (для друку кольорового зображення в системі CMYK за замовчу-
ванням блакитна друкована форма повертається на 105, пурпурна на 75, чор-
на – 45 і жовта – 0).  
При скануванні зображення при досить великій роздільній здатності через 
наявність упорядкованої растрової структури в його спектрі Фур’є з’являються 
піки, що відповідають куту нахилу растрової решітки. Як, наприклад, на 
рис. 4.11, де зображення було надруковане на лазерному принтері Kyocera Mita 
FS-1010 KX з роздільною здатністю 600dpi  і відскановане на планшетному 
сканері hp scanjet 4400c з роздільною здатністю 300dpi. При збільшенні роз-
дільної здатності кількість таких піків збільшується.  
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При друкуванні спостерігається незначне порушення пропорцій зображен-
ня. Наприклад, задане зображення 512×512 пікселів з роздільною здатністю 
72 пікселя на дюйм, його розміри після друку повинні бути 7.1×7.1 дюйма, од-
нак висота виміряна на роздруківці виявляється приблизно на 0.05 дюйма дов-
ше ніж ширина. Через цю невідповідність кут, виміряний у першому або треть-
ому квадранті амплітудного спектра, дещо відрізняється від кута в другому або 
четвертому квадранті (нагадаємо, що спектр дійсного сигналу, яким є зобра-
ження, симетричний). Виходячи з цього, на практиці доцільно використовувати 
середнє значення двох не співпадаючих кутів в якості оцінки кута повороту. 
Покажемо, що це дійсно так. 
При апроксимації зображення двомірною серією імпульсів (рис. 4.12), по-
хибка принтера, а також несиметричні напівтонові решітки можуть бути змо-
дельовані як масштабування по одній із осей. В результаті замість кута нахилу 
решітки 45 у розгляд уводяться два нові кути – 1  та 2  (рис. 4.12b). Неважко 
помітити, що 221   .  
Далі нехай при скануванні роздруківка оберталася на кут  (рис. 4.13а). 
Покажемо, що незважаючи на неточне збереження пропорцій у надрукованому 
зображенні, кут повороту можна обчислити виходячи із кутів піків. 
Рис. 4.11. Відскановане зображення без повороту та його спектр Фур’є 
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 а) b) 
Рис. 4.12. а – модель надрукованого зображення без урахування порушення 
пропорцій, b – з урахуванням порушення пропорцій 
 
Розглянемо амплітудний спектр скан-копії. Нехай 1   – кут між знайденим 
піком та r-віссю в першому квадранті спектра, 2   – кут між піком та d-віссю у 
четвертому квадранті (рис. 4.13b). Тоді 
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         a)       b) 
Рис. 4.13. a – модель зображення, що оберталося при друці, b – амплітудний 
спектр 
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Тобто, кут повороту у просторовій області можна оцінити за допомогою 
формули  
42
21  

 . 
З урахуванням вищесказаного метод для оцінки й компенсації повороту 
зображення після сканування буде складатися з наступних кроків. 
1. Для даного вихідного зображення f(x,y) розмірами N×M обчислити 
  MNR r
r
,min2max   – максимальне значення, що є степенем двійки та не 
перевищує кількості пікселів меншої із сторін зображення. Степінь двійки до-
цільно використати для зменшення обчислювальної складності методу за раху-
нок застосування в ньому алгоритму швидкого перетворення Фур’є. 
2. Якщо обчислене R перевищує 1024 прийняти R = 1024, у противному 
випадку залишити його без змін (коли обробці підлягає велике зображення для 
оцінки кута повороту досить даних невеликого його фрагмента).  
3. Виділити фрагмент розміром R×R у центрі відсканованого зображення. 
Обчислити ШПФ даного фрагмента зображення й знайти максимальні піки в 
амплітудному спектрі для першого й другого квадрантів (без обліку артефакту 
перетину, тобто значень першого стовпця й першого рядка матриці 
коефіцієнтів ШПФ).  
4. Нехай кути між знайденими піками й артефактом перетину позначені як 
1  і 2  (рис. 4.14). Якщо зображення не підлягає обрізці, то ці кути визначають 
за допомогою координатної сітки з вертикальним і горизонтальним напрямком 
осей. Оцінку кута повороту виконати по формулі: 
42
21  

 . 
5. Використати, наприклад, бікубічну інтерполяцію для повороту зобра-
ження на кут . 
6. Відрізати зображення від фону, знаходячи краї з найбільшими величи-
нами перепаду в значеннях інтенсивності. 
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4.3.5. Зональний підхід до розв’язання задач захисту інформації, збереже-
ної на паперових носіях 
Отже, при друці зображень та їх подальшому скануванні вихідний цифро-
вий растр одержати не можливо – не можна отримати оригінал зі скан-копії, а 
можна тільки отримати наближення до нього, спотворене як по кольорам окре-
мих пікселів, так і по геометрії зображення (рис. 4.15). 
 
Нагадаємо, що шуми у відсканованому зображенні не носять характер гау-
сових шумів. Емпірично легко виявляється їхня чітка залежність від значень і 
від просторового розподілу пікселів (див. рис. 4.9). 
Рис. 4.14. Відскановане зображення з поворотом (та обрізуванням) та його 
спектр Фур’є 
Рис. 4.15. Спотворення пікселів (комірок растру) та кольорів при друці. 
Зліва направо: вихідний растр, відпечаток, зони розпізнавання 
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Спотворення значень пікселів викликано зміною яскравості, контрасту й 
насиченості зображення відповідно до налаштувань використовуваних принте-
ра та сканера, а також розмиттям суміжних пікселів через розпливання чорнила 
на папері (для струменевих принтерів) і масштабування зображення (відповідно 
до використовуваної роздільної здатності).  
Геометричні спотворення, що виникають у процесі друку та сканування 
можна промоделювати як сукупність афінних перетворень. Причому навіть не-
значні геометричні спотворення можуть істотно впливати на коректність розпі-
знавання ЦВЗ – просторовий рух пікселів приводить до того, що ЦВЗ або його 
елементи розміщуються в несподіваних позиціях і це унеможливлює детекту-
вання й/або вилучення водяного знаку. Таким чином, виникає ще й підзадача 
синхронізації оригінального та відсканованого зображень. 
Для задач захисту інформації на паперових носіях, крім таких параметрів 
зображення як висота, ширина та глибина кольору, доцільним є введення тако-
го параметру як зональна ємність [178]. Зональною ємністю назвемо кількість 
зон, які вміщує зображення, де зоною назвемо деякий блок зображення статис-
тично гарантовано віддільний від сусіднього після друку цифрового об’єкту на 
принтері та його подальшого сканування. В найпростішому випадку зона може 
бути квадратною та фіксованого розміру для всього зображення, але в загаль-
ному випадку вона має довільну геометрію та розміри. Функцію, яка є інваріан-
тною до процесу друку та сканування та застосовується до зони для вкраплення 
та вилучення ЦВЗ назвемо зональною. 
Наприклад, зображення розміром 640480 пікселів можна розбити на бло-
ки 2020 пікселів. Його зональна ємність у цьому випадку 3224 зони. Після 
сканування та можливо маніпуляцій для синхронізації (обрізування та вирівню-
вання) отримане зображення аналогічних пропорцій може бути приведене до 
вихідних розмірів, а може бути використаним із роздільною здатністю скану-
вання, головне щоб не змінилися пропорції растру. Для вихідного пікселя ра-
стру (x,y) та розпізнаного (x,y) функція кольору f 
f(x,y) ≠ f(x,y), 
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але зональна функція Z 
Zi = Zi, 
де i та i – індекси відповідно вихідної та відновленої зон.  
Найпростішим просторовим варіантом функції Z є середнє значення ко-
льору у зоні. У загальному випадку колір відновленого зображення може відрі-
знятися від кольору вихідного, але ця відмінність повинна складати приблизно 
постійний коефіцієнт для усіх зон (зсув кольорів в ту чи іншу сторону через по-
хибки передачі кольорів, старіння чорнил та ін.). Коефіцієнт зміни кольору мо-
жна знайти експериментально для конкретного обладнання та умов і врахувати 
його при побудові зональної функції у деякій стеганосистемі. 
Відмітимо, що більш стійкими порівняно з просторовими вважаються сте-
ганографічні системи, що використовують спектральні зональні функції. Пере-
хід від просторового представлення зображення до його частотного представ-
лення перерозподіляє наявну у ньому інформацію, формуючи субсмуги різної 
важливості, спотворення яких відповідно по-різному буде відображатися на за-
гальному спотворенні відтвореного у просторовому представленні зображення. 
Таким чином, основна ідея підходу полягає у пошуку зон (областей зобра-
ження), статистично гарантовано віддільних від сусідніх після друку та скану-
вання і визначенні зональних функцій, аргументами яких є будь-які параметри 
даних зони, і таких, які зберігають свої значення однаковими до та після друку-
сканування. Крім того, щоб не обтяжувати зональні функції обмеженнями, там, 
де це можливо, доцільно застосовувати алгоритми компенсації геометричних 
перетворень.  
Як можна врахувати спотворення друку-сканування с точки зору описано-
го зонального підходу? Використаємо як зони послідовно взяті сегменти зо-
браження розміром 2n2n (nN) пікселів. При побудові спектральних зональних 
функцій слід врахувати, що основна частина енергії кожної зони буде зосере-
джена в області низьких частот. Високі частоти зон – елементи, які найбільш 
підпадають під вплив різноманітних природних збурень у стеганоканалі. 
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При дослідженні поведінки спектра даних зон (для різних n) в процесі дру-
ку та сканування було використано струменевий принтер Epson stylus photo 
R220 та сканер hp scanjet 4400c. Мета дослідження – пошук можливостей побу-
дови спектральних зональних функцій. З’ясувалося, що для малих значень n 
(n=2, 3, 4), після природних збурень у стеганоканалі, інформації, що міститься у 
одній зоні виявляється недостатньо. Це приводить до складнощів у розпізна-
ванні та виділенні зон за їх спектром (рис. 4.16). 
 
Тут Vec та VecS –  векторні (одновимірні) представлення спектрів зони ви-
хідного та маркованого зображення відповідно. Для n  5 можна отримати спів-
падіння спектральних коефіцієнтів вихідної та відновленої зон із деякою, мож-
ливо наперед заданої точністю (рис. 4.17). 
 
Рис. 4.16. Порівняння спектрів вихідного зображення (Vec) та відновленого  
зображення (VecS), при n=3(зліва) и n=4 (справа) 
Рис. 4.17. Порівняння спектрів вихідного зображення (Vec) та відновленого 
 зображення (VecS), при n=5(зліва) и n=6 (справа) 
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Визначивши у захищуваному графічному об’єкті зони, ми можемо як за-
стосовувати до них свої методи вкраплення ЦВЗ, так і адаптувати відомі для 
систем захисту цифрових об’єктів. Деякі, але не всі, існуючі методи та алгори-
тми систем з ЦВЗ орієнтовані на захист цифрових об’єктів досить легко адап-
тувати для задач захисту інформації на паперових носіях шляхом коректного 
визначення для них зональних функцій. Так, можна взяти за основу метод від-
носної зміни величин коефіцієнтів ДКП, що відповідають середнім частотам, 
який розглядався раніше (метод Коха та Жао) [109], або, наприклад, метод  Бе-
нгама -Мемона - Эо – Юнга [111] та інші. 
Приведемо приклад адаптації метода Коха та Жао для захисту інформації 
на паперових носіях. На першому кроці зображення розбивається на блоки (зо-
ни) розміром 3232 пікселі (нагадаємо, що у оригінальному методі використо-
вуються блоки 88 пікселів). Далі в рамках даного підходу визначається зона-
льна функція Z. Вона є різницею із запасом між абсолютними значеннями двох 
фіксованих середніх частот спектра сегмента – частоті з координатами (r1,d1) та 
частоти з координатами (r2,d2). Додатна різниця кодує нульовий біт ЦВЗ, 
від’ємна – одиничний. 
    
    






,0,,
,0,,
2211
2211
drBPdrB
PdrBdrB
Z
ii
ii
i                                          ,    
де P – «запас». Параметр P має безпосередній вплив на стійкість стеганографі-
чної системи: чим більше значення P, тим система є більш стійкою, яке якість 
зображення при цьому погіршується. 
Результат вкраплення ЦВЗ представлено на рис. 4.18, де як пустий контей-
нер виступає стандартне тестове зображення “Лена” розміром 256256 пікселів, 
а марковане зображення формується згідно описаному адаптивному методу Ко-
ха та Жао та містить 64 біти вкрапленої інформації (ЦВЗ). 
Зазначимо, що для підвищення пропускної здатності стеганографічного 
каналу зв’язку, тобто кількості бітів ЦВЗ, які вкраплюються в дане зображення, 
якщо i-та зона містить 0, 
якщо i-та зона містить 1. 
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можна кодувати різницею абсолютних значень середніх частот не один біт на 
зону, а декілька, фіксуючи при цьому усі пари частот, що є носіями бітів ЦВЗ.  
    
Рис. 4.18. Пустий контейнер (зліва) та стеганограма, що містить 64 біти  
вкрапленої інформації (справа)  
 
Окрім того можна «прив’язати» кожну виділену зону зображення до певної 
особливої точки, як це наприклад, описано в роботі [179]. Даний крок направ-
лений на забезпечення стійкості ЦВЗ до повороту та масштабування зображен-
ня-носія.   
 
Висновки 
Четвертий розділ присвячено створенню цифрових водяних знаків для за-
хисту авторських прав на цифрові та друковані зображення та інших застосу-
вань, що передбачають порушення цілісності. 
Досліджено метод побудови ЦВЗ на базі особливих точок зображення, ви-
ділених за допомогою детектора кутів Харріса. Метод потребує однорідного 
розподілу виділених точок. Для його одержання запропоновано розбивати зо-
браження на блоки та знаходити особливі точки в кожному з них, використо-
вуючи адаптивний до контенту поріг виявлення. Як переваги детектора Харріса 
зазначено його інваріантність до повороту і зсуву, часткову інваріантність до 
зміни яскравості. Як недолік – чутливість до масштабування. Цей недолік не 
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характерний для детекторів Харріса-Лапласа та SIFT (Scale Invariant Feature 
Transform), тому в перспективі їх можна розглядати для вдосконалення методу 
за критерієм стійкості. Але потрібно також зважати, що використання детекто-
ра Харріса-Лапласа чи SIFT збільшить обчислювальну складність методу. 
Набув подальшого розвитку підхід до розв’язання задач захисту інформа-
ції на паперових носіях за допомогою стеганографічних технологій, який на ос-
нові моделі функціонування стеганосистем для таких застосувань та розбиття 
на окремі підпроцеси процесів друку та сканування з подальшим аналізом ная-
вних при виконанні кожного з підпроцесів спотворень і дослідженням впливу 
цих спотворень на спектральні коефіцієнти зображення дозволяє забезпечити 
стійкість та непомітність стеганографічних приховувань. Запропоновано непо-
мітне вкраплення бітів ЦВЗ в низькочастотні коефіцієнти амплітудного спектра 
Фур’є з високими амплітудами.  
Для випадків, коли процес друку відбувається за допомогою лазерних 
принтерів запропоновано алгоритм автоматичної компенсації повороту, який 
дозволяє зменшити кількість вимог, що накладаються на ЦВЗ. Метод спираєть-
ся факт наявності упорядкованої растрової структури у спектрі Фур’є зобра-
ження після його друку на лазерному принтері та сканування при досить вели-
кій роздільній здатності. 
Вперше розроблено зональний підхід до розв’язання задач захисту інфор-
мації на паперових носіях та введено нові поняття: зональна ємність, зона, зо-
нальна функція, що дозволяє створювати нові та вдосконалювати існуючі сте-
ганографічні методи таким чином, щоб забезпечувати стійкість вкраплених да-
них до природніх спотворень, наявних при друці та скануванні. З врахуванням 
зонального підходу за рахунок дослідження поведінки блоків 2n2n (nN) коефі-
цієнтів ДКП зображень існуючий метод маркування зображень – метод Коха та 
Жао – адаптовано для задач захисту інформації на паперових носіях.  
Проблематика створення цифрових водяних знаків для зображень висвіт-
лена в наступних публікаціях: [114,152-153,169-170,174,177-179]. 
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РОЗДІЛ 5. СТВОРЕННЯ МЕТОДІВ СТЕГАНОАНАЛІЗУ 
АУДІОСИГНАЛІВ ТА ЗОБРАЖЕНЬ 
 
Здійснений у публікаціях [180-181] та у пункті 1.4 дисертаційної роботи 
аналіз сучасних стеганоаналітичних методів дозволяє зробити висновки про те, 
що найбільш перспективним є подальший розвиток статистичних методів, оскі-
льки вони більш чутливі, ніж візуальне або звукове сприйняття, і більш гнучкі в 
порівнянні з сигнатурним стеганоаналізом. Безсумнівною перевагою статисти-
чних методів з навчанням є їх універсальна природа і потенційна можливість 
виявляти вдосконалені і нові методи приховування даних шляхом перенавчання 
класифікатора на відповідних стеганоконтейнерах, а також за допомогою реко-
нфігурації характеристичних векторів. 
Як класифікатор для подальшого вивчення та використання було обрано 
метод опорних векторів. Цей інструмент дозволяє задавати метод побудови по-
діляючої гіперплощини, ядро класифікації та інші важливі параметри. Крім то-
го він у багатьох випадках здатен забезпечити найкращу точність класифікації 
при найменших показниках хибних спрацьовувань [182–183]. 
 
5.1. Класифікація контейнерів за методом опорних векторів 
 
Загальна схема стеганоаналізу з вилученням характеристичних векторів та 
навчанням відображена на рис. 5.1. Набір стеганоконтейнерів при цьому може 
бути отриманим як на основі тестового набору оригінальних (пустих) контей-
нерів, так і на основі інших пустих контейнерів, що в своєму вихідному вигляді 
не приймають подальшої участі в експериментах. Але слід зважати на те, що в 
багатьох випадках схема, в якій для навчання використовуються пари «пустий» 
та створений з нього «заповнений» контейнер дає кращу точність стеганоаналі-
зу у порівнянні зі схемою, де для навчання використовуються не пов’язані з пу-
стими стеганоконтейнери.     
Після того як визначено набори характеристичних векторів для пустих та 
заповнених контейнерів, потрібен ефективний  бінарний класифікатор. Один з 
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таких класифікаторів – метод (машина) опорних векторів (SVM – support vector  
machine). Цей метод широко використовується при розв’язанні задач стеганоа-
налізу. Крім стеганоаналізу його використовують в багатьох прикладних облас-
тях, зокрема при розпізнаванні образів, ідентифікації диктора, класифікації тек-
стів, аналізі ДНК, білків та ін.  
Рис. 5.1. Загальна схема стеганоаналізу з навчанням 
 
Нехай маємо навчальну вибірку    Nnnn ,Χ,Q 1 

 , де n

– деякий об’єкт в 
просторі 
nR ,  11 ,n  – його мітка класу. Задача полягає в тому, щоб на ос-
нові навчальної вибірки спрогнозувати мітку класу ˆ  для нового об’єкту 

.  
В застосуванні до стеганоаналізу n

  –  характеристичний вектор. Якщо n

 
вилучено з пустого контейнера, то 1n , якщо з заповненого, то 1n . 
Лінійний класифікатор. Для лінійної SVM ми шукаємо лінійну функцію 
прийняття рішень 
)()( bwsignр  

. 
З погляду геометрії лінійний класифікатор відповідає деякій поділяючій 
гіперплощині, де об’єкт відноситься до першого класу, якщо він лежить з дода-
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тної сторони від гіперплощини, та до другого в протилежному випадку. Вектор 
w

 є перпендикуляром до поділяючої гіперплощини, а параметр b  визначає її 
зсув відносно початку координат. 
Розглянемо випадок коли навчальна вибірка  Χ,Q  є лінійно роздільною. 
Провести гіперплощину, поділяючу об’єкти на класи, можна по-різному. Разом 
з тим оптимальною є така гіперплощина, яка максимізує відстань між нею та 
найближчим об’єктом класу. Гіперплощину будемо називати опорною для 
множини об’єктів, якщо всі об’єкти лежать по одну сторону від неї. Поділяючу 
гіперплощину можна побудувати таким чином: знайти дві паралельні опорні 
гіперплощини для об’єктів двох класів, а потім на рівних відстанях від них про-
вести третю паралельну гіперплощину (рис. 5.2а). Поділяюча гіперплощина бу-
де оптимальною при максимальній ширині смуги між опорними гіперплощи-
нами. Таким чином, маємо задачу квадратичної оптимізації: 
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 (5.1) 
Через складність обмежень безпосередній розв’язок цієї задачі є складним. 
Для її спрощення використовують метод Лагранжа. Щоб знайти розв’язок, не-
обхідно сформулювати двоїсту задачу, в якій з кожним обмеженням  
  1 bw nn 

 прямої задачі зв’язаний відповідний множник Лагранжа n . 
Двоїста до (5.1) задача оптимізації має вигляд: 
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 (5.2) 
Розв’язком (5.2) буде 


N
i
iiiw
1


. Для більшості векторів 0i . Всі век-
тори, для яких 0i  називають опорними. Для будь-якого опорного вектора 
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iiwb  

, тобто він належить опорній гіперплощині.  
Таким чином функція прийняття рішень матиме вигляд: 
 )()(
1
bsignр
N
i
iii  



. (5.3) 
          
а) hard-margin SVM  b) soft-margin SVM 
Рис. 5.2. Побудова оптимальної поділяючої гіперплощини 
 
Розглянемо випадок довільних даних. Коли дані є лінійно нероздільними, 
умови   1 bw nn 

 не можуть бути виконаними для всіх об’єктів. Тоді в ці 
умови додають послаблюючі коефіцієнти 0n : 
  nnn bw   1

. 
Якщо 0n , то для об’єкту n

 помилки немає, він лежить за опорною гі-
перплощиною свого класу 1)( 

р . Якщо 10  n , помилки немає, об’єкт 
лежить всередині поділяючої смуги 1)(0  

рn . Якщо 1n , помилка є, її 
величина пропорційна відстані від об’єкту до опорної гіперплощини його класу 
(рис. 5.2b). Модифікуємо критерій оптимізації в задачі (5.1), включивши до 
нього число помилок у вибірці: 
  










 

.
bw
minСw
n
nn
n
,b,w
N
n
n
0
,1
,
2
1
1
2







 (5.4) 
185 
 
Тут 0С – коефіцієнт регуляризації, що визначає компроміс між числом по-
милок на навчальній вибірці та простотою лінійної функції прийняття рішень. 
Таким чином для довільних даних метод опорних векторів полягає в побу-
дові поділяючої гіперплощини за допомогою розв’язку задачі оптимізації (5.4). 
Ця задача квадратичної оптимізації, як і в попередньому випадку, зводиться до 
задачі для множників Лагранжа:  
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На практиці для побудови SVM розв’язують саме цю задачу, а не (5.2), так 
як в загальному випадку гарантувати лінійну роздільність не можна. Цей варі-
ант алгоритму називають алгоритмом з м’яким краєм (soft-margin SVM), тоді як 
в лінійно роздільному випадку говорять про жорсткий край (hard-margin SVM). 
Функція прийняття рішень зберігає вигляд (5.3), але тепер ненульові i  мають 
не тільки опорні об’єкти, а й об’єкти-порушники. В певному сенсі це є недолі-
ком, оскільки порушниками часто стають шумові викиди та функція прийняття 
рішень по суті буде опиратися на шум. Тому якщо відомо, що вибірка майже 
лінійно роздільна, доцільно виконати фільтрацію викидів. 
Нелінійний класифікатор. Існує ще один шлях до вирішення проблеми лі-
нійної нероздільності: вихідний простір 
nR  можна відобразити в простір більш 
високого розміру, де навчальна вибірка стане лінійно-роздільною 
)(:Φ 

 . Цей простір називають спрямляючим (рис. 5.3).  
Об’єкти навчальної вибірки входять в лінійну функцію прийняття рішень 
тільки у вигляді попарних скалярних добутків 
ji 

 . Отже для того, щоб побу-
дувати оптимальну поділяючу гіперплощину в новому просторі, необхідно зна-
ти лише )()( ji 

 . Припустимо, що існує деяка функція RR:K
n  , така що 
)()(),( jijiK 

 . Тоді для побудови оптимальної поділяючої гіперплощи-
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ни не обов’язково задавати перетворення Φ  в явному вигляді, достатньо лише 
знати K . При цьому функцію прийняття рішень (5.3) можна переписати як 
 )),(()(
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bKsignр
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i
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. (5.5) 
 
Рис. 5.3. Відображення навчальної вибірки в простір більш високого розміру 
 
Такий підхід називають переходом до ядра (kernel trick). Ядро K – це фун-
кція, що відповідає скалярному добутку в деякому спрямляючому просторі. Для 
того, щоб відповідна задача квадратичного програмування мала розв’язок, воно 
повинне задовольняти умові Мерсена: 
  

dggddggK )(:)(0)()(),( 2 . 
Ядро K  повинне бути неперервним, симетричним та мати позитивно визначену 
матрицю Грама. SVM в математичному пакеті Matlab реалізовано функцією 
svmtrain. Серед її вхідних аргументів є 'kernel_function', що дозволяє користува-
чеві задавати наступні ядра: 
 'linear' – лінійне 0,),(   jijiK

; 
 'quadratic' – квадратичне   0,),( 2   jijiK

; 
 'polynomial' – поліноміальне   0   ,),(K djiji

 (за замовч. d = 3); 
 'rbf' – Гаусіана 0,
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 'mlp' – багатошаровий перцептрон. 
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5.2. Стеганоаналіз аудіосигналів на базі матриці суміжності 
 
При обчисленні текстурних характеристик зображень широко використо-
вується напівтонова матриця суміжності (GLCM - gray level co-occurrence 
matrix) – гістограма другого порядку, що показує ймовірність сумісної появи 
певних значень пікселів на заданій відстані та в певному напрямі [184].  Через 
більш широке застосування матриці суміжності при роботі з зображеннями ідея 
її використання для цілей стеганоаналізу більш розвинена у застосуванні саме 
до графічних контейнерів. Відповідні методи зокрема запропоновані у роботах 
[185–187]. В той же час проблематика застосування матриці суміжності для 
стеганоаналізу аудіосигналів залишається маловивченою. В роботі [188] почато 
вивчення цього питання. В ній запропоновано стеганоаналітичний метод на базі 
матриці суміжності аудіосигналів та SVM-класифікації. Матриця суміжності 
задається наступним чином: 
  ddkfdkfddkddPf   )()()1(| #),( , (5.6) 
де f(k)
 
аудіосигнал, що підлягає перевірці, # – кількість пар відліків аудіосигна-
лу, для яких різниця амплітуд лежить у заданих межах, d – інтервал затримки у 
часі між відліками у парі, Δd – роздільна здатність аналізу. 
Кожному сигналу, що підлягає перевірці, ставиться у відповідність його 
характеристичний вектор, елементи якого є значеннями ),( ddPf  , отриманими 
при певних величинах d  та d. Характеристичний вектор подається на вхід 
попередньо навченого класифікатора SVM з гаусівським ядром.  
Точність описаного методу перевірялася при виявленні стеганографічних 
приховань у високочастотних вейвлет коефіцієнтах третього рівня декомпозиції 
сигналів. В якості тестового набору автори використовували 450 мовних сигна-
лів з бази даних CASIA98-99 з розрядністю квантування 16 біт на відлік та час-
тотою дискретизації 16 кГц. В цілому точність стеганоаналізу при застосуванні 
методу та методики тестування з [188]  склала щонайменше 92%. Але дослі-
дження, виконаного в [188],  недостатньо для оцінки ефективності методу та 
коректного його використання на практиці.  
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Для стеганографічного приховування даних в аудіосигналах існуюче про-
грамне забезпечення, як правило, реалізує метод НЗБ. Як вихідні аудіоконтей-
нери можуть бути використані 8-бітові або 16-бітові сигнали, що містять мову, 
музику, чисті тони, тишу, шум. Частина програм, наприклад, Steganos Privacy 
Suite 2012 або Invisible Secrets 2002, у разі коротких повідомлень реалізує їх по-
слідовне вкраплення в молодші біти відліків сигналу-контейнера. Інші, напри-
клад S-Tools 4.0 або Hide4PGP, розподіляють біти коротких повідомлень по 
всьому об'єму контейнера. Причому при приховуванні даних в 8-бітних сигна-
лах в будь-якому випадку використовується не більше 1-го молодшого біта від-
ліку сигналу, бо інакше шум внесений стеганоперетворенням буде відчутним. У 
16-бітових сигналах невідчутно можуть модифікуватися до 4-х молодших бітів, 
що зокрема реалізовано в програмі Hide4PGP. 
Автори [188] не перевіряли точність методу при умові приховання даних 
безпосередньо у відліки аудіосигналів, що на практиці є значно більш пошире-
ним варіантом стеганоперетворення, ніж приховання у вейвлет-субсмугах. В 
[188] не вказана наповненість стеганоконтейнерів у виконаних тестах і тип роз-
поділу коротких повідомлень по контейнеру. Також не було досліджено залеж-
ність точності стеганоаналізу від наповненості стеганоконтейнерів, від параме-
трів класифікації, типів аудіосигналів, можливої їх попередньої обробки і таке 
інше. Вказані недоробки не дозволяють оцінити ефективність методу в повній 
мірі. Для можливості практичного застосування методу необхідне більш дета-
льне його дослідження, зокрема з оцінкою точності виявлення аудіостеганокон-
тейнерів різних типів, створених сучасними стеганографічними програмами. 
Також необхідним є вивчення існуючих залежностей, яке дозволить стеганоа-
налітику більш точно інтерпретувати результати аналізу контейнерів.  
Таким чином, завданням подальшої роботи є дослідження при різних умо-
вах стеганоаналізу чуттєвості до поширених стеганоперетворень матриці сумі-
жності аудіосигналів. Також стоїть завдання аналізу та розвитку методу на базі 
матриці суміжності, визначення областей його диференційованої поведінки та 
знаходження оптимальних відносно точності стеганоаналізу параметрів методу.  
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В подальшій роботі ми пропонуємо модифікацію методу, направлену на по-
кращення точності стеганоаналізу. В силу їх найбільшого поширення, стегано-
перетворення, відносно яких перевірялася ефективність застосування методу – 
послідовне та розподілене вкраплення за методами НЗБ і МІК. 
5.2.1. Виявлення НЗБ-стеганографії 
Першою задачею дослідження став пошук стабільних (у сенсі їх повторен-
ня від сигналу до сигналу) розбіжностей між матрицями суміжності пустих та 
заповнених контейнерів.  З цією метою для великої кількості аудіосигналів з рі-
зними характеристиками здійснювався візуальних аналіз різниць 
 ),(),( ddPddPG
stegoorig fff
  , (5.7) 
де forig – оригінальний сигнал,  fstego – створений з нього стеганоконтейнер. На 
основі здійсненого аналізу обиралися такі значення параметрів d та d, при 
яких було отримано найбільш стабільні та чіткі розбіжності.  
На цьому етапі дослідження у метод було внесено модифікацію, що 
полягає у обчисленні елементів характеристичного вектора не при фіксованій, а 
при різній роздільній здатності d. Крім того,  найбільш стабільні та чіткі роз-
біжності спостерігалися при значеннях d=2-m, де m залежить від розрядності 
квантування сигналу. Формула d={max[f(k)] – min[f(k)]}/2000, запропонована 
авторами [188], дозволяла отримати стабільні розбіжності тільки при тестуванні 
сигналів схожих за вмістом та з однаковими характеристиками. Після відповід-
них змін в програмних модулях при виявленні НЗБ-стеганографії кращу точ-
ність забезпечує не гаусівське ядром SVM, яке використовувалося при тесту-
ванні методу у [188], а лінійне, оскільки модифікація привнесена на етапі фор-
мування характеристичних векторів привела до лінійної роздільності множин 
пустих та заповнених контейнерів. 
Стеганографічне приховання інформації в контейнері можна розглядати як 
додавання до нього шуму. Якщо аудіосигнал за допомогою дискретного вей-
влет перетворення (ДВП)  розкласти на апроксимуючу та деталізуючу субсму-
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ги, то його шумова складова здебільшого буде відображена у деталізуючих ко-
ефіцієнтах. Тоді прибравши апроксимуючі з області аналізу, слід очікувати 
отримання у деталізуючих коефіцієнтах більш виражених розбіжностей між пу-
стими та заповненими контейнерами. Ефект, що виникає, подібний до набли-
ження дрібних деталей за допомогою мікроскопу. 
Зважаючи на вищесказане була запропонована ще одна корисна модифіка-
ція методу, яка полягає у аналізі субсмуг вейвлет декомпозиції сигналів, обчис-
ленні матриць суміжності деталізуючих вейвлет-субсмуг та подальшому допо-
вненні характеристичних векторів елементами цих матриць [189]. 
Чим більшою є довжина прихованого повідомлення, тим більше стабіль-
них розбіжностей спостерігається у матрицях суміжності пустих та заповнених 
контейнерів. Розбіжності також можна відслідкувати й у матрицях суміжності 
двох стеганоконтейнерів різної наповненості. Наприклад, матриця суміжності 
стеганоконтейнера, наповненого на 5%, виглядає більш схоже на матрицю су-
міжності пустого контейнера, ніж наповненого на 100%. Монотонність функції, 
яка відображає зміни привнесені вкрапленням, відкриває шлях до визначення 
довжини прихованого повідомлення.   
Для оцінки довжини прихованих повідомлень можна використовувати су-
купність бінарних класифікаторів, навчених розрізняти два набори стеганокон-
тейнерів фіксованої наповненості. Довжину повідомлення можливо оцінити 
шляхом послідовної класифікації тестового контейнера на цій сукупності кла-
сифікаторів з врахуванням результатів класифікації, отриманих на кожному 
кроці, при виборі кожного наступного класифікатора.   
В багатьох існуючих програмних продуктах НЗБ-стеганографія може бути 
використана для створення і 8-, і 16-бітних аудіостеганоконтейнерів. При цьому 
шум привнесений вкрапленням в 8-бітний сигнал, зазвичай, суттєво вищий, від 
шуму, привнесеного в 16-бітний. Наприклад, середнє значення SNR після 100% 
заповнення 865 тестових аудіо контейнерів програмою Hide4PGP для 16-бітних 
сигналів складає 56 дБ, а для 8-бітних вже 27 дБ. Зважаючи на різну величину 
привнесених стеганоперетворенням спотворень є сенс перевірити ефективність 
методу для виявлення інформації в 16-бітних і в 8-бітних сигналах окремо.  
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5.2.1.1. Стеганоаналіз 8-бітних сигналів 
 
Один з тестових наборів, що використовувався при роботі з 8-бітними ау-
діосигналами, було сформовано шляхом безпосереднього запису звуку за допо-
могою програми Adobe Audition. Даний набір містив 1000 однохвилинних фра-
гментів аудіокниг  (різні диктори обох статей, можливі ділянки тиші, фонова 
музика). Шляхом застосування до цих сигналів методу НЗБ було створено сте-
ганонабори з послідовним та розподіленим вкрапленням та наповненістю кон-
тейнерів 100, 75, 50, 25, 12 та 6%. Далі для визначення оптимальних значень 
параметрів d  та d здійснювався візуальний аналіз різниць fG , що розрахову-
валися для кожного сигналу тестового набору та відповідних стеганоконтейне-
рів за формулою (5.7). Приклад такого аналізу для стеганоконтейнерів, запов-
нених на 50%, та значень 6782 ,,m,d
m    наведений на рис. 5.4, де на 
кожному з графіків зображені різниці 
10001 ff
GG   для d=1..30.  
Як можна побачити зокрема з рис. 5.4 в матрицях суміжності пустих та за-
повнених контейнерів спостерігаються стабільні відмінності. Найбільші від-
мінності присутні при малих значеннях d. При збільшенні роздільної здатності 
аналізу d  відмінності мають тенденцію до концентрації на меншій множині 
значень d, починаючи з 1. 
Результатом візуального аналізу різниць матриць суміжності став вибір як 
характеристичного вектора для 8-бітних аудіосигналів 30-ти елементного век-
тора, що сформований шляхом послідовного об’єднання рядків матриці 
),( ddPf   розміром 310, де d=2
-m, де m=8,7,6, d=1..10. Подальші чисельні 
експерименти показали, що додавання до вказаного характеристичного вектора 
елементів матриці суміжності, що отримуються при d >10 має несуттєвий вплив 
на результуючу точність стеганоаналізу. Разом з тим збільшення кількості еле-
ментів у характеристичному векторі веде до збільшення обчислювальної склад-
ності та відповідно часу розрахунків. 
Наступним етапом став вибір ядра та формування навчальної вибірки для 
SVM. Частіше за все у подібних методах стеганоаналізу використовують гау-
сівське ядро. Було проведено декілька серій експериментів із використанням 
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різних ядер та з порівнянням результуючої точності. Чисельні експерименти на 
різних наборах тестових сигналів та при різних параметрах тестування пока-
зали, що найкращу точність забезпечує лінійне ядро класифікатора з викорис-
танням квадратичного програмування для пошуку поділяючої гіперплощини.  
Рис.5.4. Графіки різниць матриць суміжності пустих та заповнених контейнерів 
 
Для визначення кількості елементів навчальної вибірки, що забезпечить 
найкращу точність, у експериментах  збільшувалася кількість сигналів нав-
чальної вибірки при незмінній кількості сигналів контрольної. На вхід навчено-
го класифікатора по черзі подавались дві контрольні вибірки: 1) вибірка пустих 
контейнерів, що не брали участі у навчанні SVM; 2) вибірка стеганоконтейнерів 
фіксованої наповненості, що також не використовувалися при навчанні SVM. 
Результуюча точність підраховувалася як відсоток правильно розставлених мі-
ток на обох вищевказаних вибірках. В цілому такі тести показали, що в ракурсі 
точності, яка може бути досягнутою, доцільним є використовувати близько 300 
сигналів для навчання класифікатора. Зі збільшенням кількості елементів нав-
чальної вибірки точність збільшується (з певного моменту незначно), але разом 
з тим збільшується і час розрахунків.  
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Також досліджувалася залежність точності класифікації від наповненості 
стеганоконтейнерів. Так як стеганоаналітик, як правило, не володіє інформаці-
єю про довжину прихованих повідомлень, він може обрати один з двох варіан-
тів аналізу: 
1) використовувати один класифікатор, що був навчений на пустих контейне-
рах та стеганоконтейнерах різної наповненості – режим «Загальна навчаль-
на вибірка»; 
2) послідовно перевірити деякий контейнер за допомогою набору бінарних 
класифікаторів, кожен з яких навчений на пустих контейнерах та стегано-
контейнерах однакової чи близької наповненості, так щоб у сукупності 
набір охоплював всі можливі варіанти наповненості контейнерів – режим 
«Співпадіння наповненості».  
Вочевидь другий підхід потребує більше часу на реалізацію, але в цілому 
він дозволяє більш точно визначати наявність прихованих повідомлень. Підт-
вердженням цієї думки зокрема є результати стеганоаналізу, представлені у 
розділі 6, де також наведені результати дослідження залежності точності кла-
сифікації від наповненості контейнерів навчальної та контрольної вибірки сиг-
налів (див. рис. 6.14).  
Загалом з отриманих результатів можна зробити висновок, що якщо стега-
ноаналітик працює з деяким контейнером, можливо заповненим, а можливо пу-
стим, то для більш точної його оцінки, доцільніше здійснити класифікацію ко-
нтейнера за допомогою набору SVM класифікаторів, навчених кожен на кон-
тейнерах однакової (чи близької) наповненості. Кінцевий вердикт потрібно ви-
носити за сукупністю результатів цих класифікаторів.  Таке оцінювання буде 
більш повільним, але й більш точним, ніж класифікація одним SVM класифіка-
тором, навченим на контейнерах різної наповненості.  
Також отримані результати дозволяють говорити про загальну закономір-
ність: краще виявляються стеганоконтейнери більшої наповненості.  
Далі розглядалося питання визначення довжини прихованого повідомлен-
ня. Результати відповідних чисельних експериментів відображені на рис. 6.15 
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пункту 6.4.1.1 та показують, що два набори заповнених контейнерів в більшості 
випадків можна досить точно розділити. 
При цьому прослідковується дві закономірності: 1) Коли рівні наповненос-
ті стеганоконтейнерів зближуються, точність їх розрізнення погіршується. 
2) Для контейнерів більшої наповненості – точність краща. 
Крім підходу до стеганоаналізу, що полягає в побудові сукупності бінар-
них класифікаторів, навчених по дискретній сітці наповненостей контейнерів та 
подальшого визначення довжини контейнерів шляхом зваженого голосування 
цих класифікаторів було розглянуто також підхід, що полягає у використанні 
багатокласової SVM. Для тестування багатокласової SVM було зібрано та дос-
ліджено окрему Matlab-функцію, що реалізує даний підхід. Але її застосування 
у тестах показало значно гірші результати, ніж наведені на рис. 6.15.  
Аналіз не всього частотного діапазону 8-бітного аудіосигналу, а тільки де-
талізуючих субсмуг, як правило, приводить до покращення точності класифіка-
ції контейнерів.  Найбільш суттєво при цьому зростає точність виявлення сте-
ганоконтейнерів малої наповненості. Результати відповідних експериментів на-
ведені в таблиці 6.7. До подальшого покращення точності приводить 
об’єднання характеристичних векторів, розрахованих для безпосереднього 
представлення контейнера та для деталізуючих вейвлет-коефіцієнтів, в один ве-
ктор, що подається на вхід класифікатора (табл. 6.8). Зауважимо, що в режимі 
«Загальна навчальна вибірка» на фоні суттєвого покращення точності 
виявлення контейнерів малої наповненості при додаванні у характеристичний 
вектор даних вейвлет-областей, точність виявлення контейнерів великої напов-
неності може несуттєво погіршуватися. При необхідності дане погіршення 
можно скомпенсувати збільшенням кількості сигналів в навчальній вибірці.  
 
5.2.1.2. Стеганоаналіз 16-бітних сигналів 
 
Оскільки шум, який привноситься вкрапленням повідомлення в 16-бітний 
сигнал суттєво менший за той, що привноситься у 8-бітний, то й виявляти 16-
бітні стеганоконтейнери складніше, ніж 8-бітні.  Дослідження ефективності ме-
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тоду для 16-бітних аудіозаписів відбувалося за такою ж методикою, як і для 8-
бітних. Візуальний аналіз рядків матриці суміжності 16-бітних сигналів та по-
передня SVM-класифікація їх характеристичних векторів, отриманих при різ-
них d  та d, показали доцільність використання 130-елементного характерис-
тичного вектора. Його перші 60 елементів розраховані при d=2-16, наступні 35 
– при d=2-15, останні 35 – при d=2-14.  
Результати роботи [191] показали, що класифікатори, навчені на контейне-
рах малої наповненості, показують порівняно кращу точність при виявленні 
стеганоконтейнерів малої наповненості. Так само класифікатори, навчені на ко-
нтейнерах великої наповненості, показують порівняно кращу точність при ви-
явленні стеганоконтейнерів великої наповненості. Найкращий результат в ці-
лому забезпечує режим «Співпадіння наповненості».  
Як і для 8-бітних сигналів, для 16-бітних доцільним є додавання до елеме-
нтів характеристичного вектора, розрахованих у часовій області, елементів, ро-
зрахованих в області деталізуючих вейвлет-коефіцієнтів (див. табл. 6.9 та 6.10). 
Найбільш суттєво при цьому також зростає точність виявлення стеганоконтей-
нерів малої наповненості. 
Для оцінки довжини прихованих повідомлень було побудовано сукупність 
бінарних класифікаторів, навчених розрізняти два набори стеганоконтейнерів 
фіксованої наповненості. Отриману точність розрізнення 16-бітних стеганокон-
тейнерів різної наповненості наведено у таблиці 6.11. В цій серії експериментів, 
як і в подібній для 8-бітних сигналів, неважко прослідкувати закономірність: 
при зближенні ступенів наповненості стеганоконтейнерів точність їх розрізнен-
ня погіршується і одночасно з цим точність завжди краща для стеганоконтей-
нерів більшої наповненості.  
Досліджувався варіант стеганоаналізу сигналів з зрізаними (в результаті 
стиснення зі втратами) верхніми частотами (див. табл. 6.12) та визначався 
вплив шуму на точність стеганоаналізу. Стиснення зі втратами видаляє незна-
чимі деталі у спектрі сигналу. Як правило, верхі частоти взагалі обрізаються. 
Шум привнесений вкрапленням стає більш помітним на фоні наявного пригні-
чення частини спектральних компонент, тому наявність такої обробки дозволяє 
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більш точно класифікувати пусті та заповнені контейнери в подальшому. А от 
наявність адитивного шуму в сигналі навпаки є небажаною стегоаналітику, бо 
зі збільшенням рівня зашумлення сигналів точність детектування створених з 
цих сигналів стеганоконтейнерів погіршується  
5.2.2. Виявлення МІК-стеганографії 
 
Метод модуляції індексу квантування описано у пункті 1.3.2 першого роз-
ділу роботи. Зауважимо, що для додатних значень елементів контейнера МІК 
стеганографія є узагальненням НЗБ стеганографії, тобто можна підібрати такий 
крок квантування, за допомогою якого будуть створюватися такі ж самі елеме-
нти стеганоконтейнерів, як і при застосуванні методу НЗБ. Але на множині 
від’ємних значень МІК та НЗБ методи дають дещо різні результати.  
 
5.2.2.1. Стеганоаналіз 8-бітних сигналів 
 
Сила вкраплення S при роботі з 8-ми бітними wav файлами повинна бути 
більшою за значення 2-7. Емпірично було визначено Smin, при якому відбуваєть-
ся коректне вилучення вкраплених повідомлень з 8-бітних сигналів за умов 
зчитування та запису цих файлів засобами Matlab. Це значення склало 0.0105. 
Використання сили S =2-6 дає результат співставний з НЗБ втручанням за рів-
нем привнесених при вкрапленні у сигнал шумів. Так, mean(SNR) на множині з 
1060 однохвилинних фрагментів аудіокниг, отримане після МІК з силою S1 = 
0.01185 склало 29.5905 дБ, з S2 = 0.0158 – 28.4268 дБ, S3 = 0.0237   – 25.6081 дБ, 
S4 = 0.0316 – 23.6380 дБ. Втручання з SNR більше 20 дБ, як правило, не відчутні 
на слух. В подальшому будемо досліджувати ефективність стеганоаналізу за 
умов використання при вкрапленні сил S1, S2 S3 та S4,  з врахуванням того факту, 
що при збільшенні S ефективність методу також збільшуватиметься. 
Так само як і при виявленні НЗБ стеганографії  оптимальним є вибір у як 
характеристичного вектора для 8-бітних аудіосигналів 30-ти елементного век-
тора, що сформований шляхом послідовного об’єднання рядків матриці 
),( ddPf   розміром 310, де d=2
-m, де m=8,7,6, d=1..10 (див. табл. 6.13).  
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Стеганоконтейнери, що були створені з більшою силою вкраплення, вияв-
ляються з більшою точністю. Приклад того, як змінюються точність при зрос-
танні сили вкраплення, наведено в таблиці 5.1. При отриманні даних цієї табли-
ці тестування виконувалося у режимі «Співпадіння наповненості», ядро класи-
фікатора – лінійне, точність усереднювалася за 80 експериментами. 
Таблиця 5.1  
Крок  
вкраплення 
Точність класифікації, %  
S2=0.0158 S3= 0.0237 S4= 0.0316 
1 100 100 100 
2 100 100 100 
3 99.9625 100 100 
4 99.8463 100 100 
5 99.8684 100 100 
6 99.8662 100 100 
7 99.8647 100 100 
8 99.8676 100 100 
10 99.8375  99.9919 100 
20 97.3449 99.9309 99.9779 
50 80.4941 97.2515 98.5882 
100 65.8529 86.5426 90.5610 
 
Аналогічна залежність може бути відслідкована і в режимі «Загальна на-
вчальна вибірка». Так, наприклад, точність виявлення контейнерів, що напов-
нені більш ніж на 20%, для сили вкраплення S2=0.0158 склала 99.9309%, S3= 
0.0237  – 99.9551%, S4= 0.0316 – 99.9934%. 
Для 8-бітних аудіосигналів доцільним є збір статистики деталізуючих вей-
влет субсмуг аудіо сигналів (див. табл. 6.14). Відмітимо, що при виявленні сте-
гановкладок в сигналах, що характеризуються значним рівнем власних шумів, 
точність стеганоаналізу погіршується. Так, коли вкраплення було виконане з 
силою S2=0.0158 та принесло в сигнал шум 28 дБ, а рівень власних шумів сиг-
налу при цьому 30 дБ, то точність класифікації пустих та максимально запов-
нених контейнерів складає 100%. Але коли рівень власних шумів сигналу було 
підвищено до 10 дБ точність стеганоаналізу при тих же параметрах тестування 
погіршилася до 76.3690%. 
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5.2.2.2. Стеганоаналіз 16-бітних сигналів 
 
Варіантів невідчутного приховання даних у 16-бітних сигналах більше, ніж 
у 8-бітних. Так, у випадку МІК маємо більший діапазон сили вкраплення, вико-
ристання якої не приводить по появи відчутних шумів у сигналі. 
Для визначення оптимальних значень параметрів d  та d здійснювався 
візуальний аналіз різниць fG .  fG  
між пустими та заповненими контейнерами 
для НЗБ і МІК мають різний характер (див. рис. 5.5). МІК-стеганографія зали-
шає після себе більш чіткий, структурно стабільний відбиток. Застосування 
МІК з рівномірним кроком залишає чіткі піки на графіках fG  в позиціях, що 
кратні кроку вкраплення. На відміну від стеганоаналізу НЗБ-стеганографії, у 
випадку МІК-стеганографії  16-бітних сигналів для певних d  інформативним 
є збір статистики при досить великих значеннях параметру d.  
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Рис. 5.5. Різниці векторів суміжності з d=2-16  оригінальних та 100%  
заповнених стеганосигналів для МІК (зліва) та НЗБ (справа) стеганографії 
 
Використання більшої роздільної здатності аналізу, зокрема d=2-15 та 
d=2-14  також виявляє досить стабільні розбіжності між пустими та заповне-
ними контейнерами (рис. 5.6).  
В таблиці 5.2 для порівняння приведено точність стеганоаналізу, отриману 
за 100-елементними характеристичними векторами, розрахованими з розділь-
ною здатність d=2-16, d=2-15 та d=2-14. Множина тестових сигналів містила 
1200 1-хвилинних фрагментів аудіокниг. Для навчання використовувалося по 
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250 сигналів кожного класу, для класифікації – по 950 відповідно. 
3
8
1 10S . 
Ядро – лінійне. Режим – «Співпадіння наповненості». Оцінки точності усеред-
нювалися за 80 експериментами, в кожному з яких змінювалася множина сиг-
налів навчальної вибірки. В рядку «rand» множина тестових стеганоконтейнерів 
створювалася з застосуванням випадкового кроку вкраплення, рівномірно роз-
поділеного у діапазоні від 1 до 10.  
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Рис. 5.6. Різниці векторів суміжності з d=2-15 (зліва) та d=2-14 (справа)  
оригінальних та 100% заповнених стеганосигналів для МІК стеганографії 
 
Як бачимо результати, отримані для d=2-16 та d=2-15 практично є співс-
тавними, а от точність при використанні d=2-14 є відчутно гіршою. 
Як впливає на результуючу зміна кількості елементів характеристичного ве-
ктора? А об’єднання в один векторів, отриманих з різною роздільною здатністю? 
Для відповіді на дані питання було здійснено серію експериментів з усіма тими 
ж параметрами стеганоаналізу, що й у випадку формування даних таблиці 5.2, 
окрім кількості елементів характеристичного вектора. Результати наведено у 
таблиці 5.3. Так, в другому стовпчику цієї таблиці приведено точність стегано-
аналізу, отриману за 60-елементним вектором з роздільної здатністю d=2-16 ; в 
третьому та четвертому  – 100-елементним та 300-елементним векторами з цією 
ж роздільної здатністю; в останньому – 300-елементним вектором, перші 100 
елементів якого розраховані при d=2-16, наступні 100 – при d=2-15, і останні 
100 – при d=2-14.  
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Таблиця 5.2  
 Крок 
вкраплення 
Точність класифікації, % 
d=2-16 d=2-15 d=2-14 
1 100  100 98.3566 
2 100  99.8980 96.5053 
3 100  100 90.8592 
4 99.9303  99.9572 80.5875 
5 99.9039  99.9980 72.0283 
6 99.9132  99.9243 68.7026 
7 99.4283  99.9691 61.3579 
8 99.7428  99.8289 60.0257 
10 99.3138 99.3368 56.0151 
20 92.2059 90.4039 51.7447 
50 62.2039   63.0079 50.2763 
rand 99.3303  99.6447 54.9349 
 
Таблиця 5.3  
 Крок 
вкраплен-
ня 
Точність класифікації, % 
60-елементний 
вектор 
100-елементний 
вектор 
300-елементний 
вектор 
300-елементний 
вектор з різною 
d 
1 100 100  100 100 
2 100 100  100 100 
3 99.8809 100  100 100 
4 99.6329 99.9303  99.8993 99.9895 
5 99.3401 99.9039  100 99.9974 
6 99.3349 99.9132  100 99.9625 
7 98.7908 99.4283  99.9651 99.9914 
8 98.6243 99.7428  99.8809 99.8934 
10 98.0191 99.3138 99.8757 99.6526 
20 83.9355 92.2059 96.5993 95.3974 
50 56.7757 62.2039   67.6138 66.5263 
rand 97.9684 99.3303  99.8224 99.8553 
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Аналізуючи отримані оцінки точності, в першу чергу слід відмітити, що 
збільшення кількості елементів характеристичного вектора приводить до пок-
ращення точності виявлення стеганоконтейнерів малої наповненості. Також до-
сить помітним є загальне покращення точності виявлення при застосуванні не 
60, а 100 елементів з d=2-16. Додавання елементів, отриманих для значень d= 
101…300, привело до суттєвого покращення точності при виявленні стеганоко-
нтейнерів, наповненість яких рівна 5 та 2%. 
Експерименти показали, що у випадках стеганоаналізу 16-бітних сигналів з 
МІК-прихованнями аналіз статистики в області вейвлет-коефіцієнтів в цілому не 
є ефективним. Вейвлет «мікроскоп» наближає і дрібні деталі сигналу, що прив-
несені прихованням, і його власний шум, статистика якого може суттєво зміню-
ватися від сигналу до сигналу. Чим більша сила вкраплення була використана 
при МІК прихованні, тим більш суттєвою є різниця між матрицями суміжності 
деталізуючих вейвлет-коефіцієнтів. Але, як правило, додавання до характеристи-
чного вектора значень вейвлет області не покращує точності стеганоаналізу. 
Доцільним є застосування вейвлет-аналізу у випадках, коли сигнали, що 
підлягають перевірці, перед вкрапленням підлягали певній обробці, зокрема 
стисненню зі втратами з низьким бітрейтом, яке виконувалося з метою макси-
мального зменшення розмірів звукових файлів. Так як професійне використан-
ня стеганографії унеможливлює подібні випадки, то в цілому для задач вияв-
лення МІК-приховань у 16-бітних аудіосигналах слід обмежитися аналізом змі-
ни статистик просторової області [192]. 
 
5.3. Стеганоаналіз аудіосигналів на базі атаки контрольним 
вкрапленням 
5.3.1. Метод стеганоаналізу 
Підхід до стеганоаналізу, що передбачає навчання та класифікацію за ха-
рактеристичними векторами, є досить універсальним та гнучким. Вищеописа-
ний SVM класифікатор можна використовувати для розділення характеристич-
них векторів сигналів, отриманих різними методами. Зокрема, елементами ха-
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рактеристичних векторів можуть слугувати статистики першого та вищих по-
рядків, як це, наприклад, показано в роботах [85, 193-195].  
У роботі [85] було введено поняття «явища від’ємного резонансу». Під ним 
розуміється те, що стеганографічне приховування даних у пустому контейнері 
сильніше змінить його статистику у порівнянні зі стеганографічним приховуван-
ням даних в уже заповненому за допомогою того ж програмного забезпечення 
контейнері. Врахувавши існування даного явища стеганоаналітик має можли-
вість використовувати для виявлення прихованих повідомлень атаку контроль-
ним вкрапленням або контрольним стеганоперетворенням (КСП) контейнера. 
Відмітимо, що схожі ідеї в тому чи іншому вигляді присутні у сучасних 
стеганоаналітичних методах. Наприклад, у роботі [196] повторне приховання 
використовується для атаки на програму OutGuess. Для аудіостеганоаналізу по-
дібна ідея застосована у роботі [197], де обчислюється міра спотворень з відс-
танню Хаусдорфа для сигналу та його знешумленої версії. 
Використаємо ідею атаки КСП для розробки практичного методу стегано-
аналізу аудіосигналів та дослідимо реалізований метод при різних умовах. 
Нехай маємо деякий тестовий набір аудіосигналів. Серед цього набору 
можуть бути як пусті контейнери, тобто сигнали без прихованих в них повідо-
млень, так і заповнені, тобто сигнали, які містять стегановкладки. Для їх розрі-
знення за допомогою «явища від’ємного резонансу» потрібно виконати стега-
нографічне перетворення усіх сигналів даного тестового набору – КСП. Позна-
чимо  Nff,ff 21  – тестовий сигнал до контрольного стеганоперетворення, а 
 Nff,ff  21  – його ж після контрольного стеганоперетворення. Характерис-
тичний вектор  87654321  ,,,,,,,FV   кожного аудіосигналу буде включа-
ти в себе різниці значень математичного очікування (mean), дисперсії (var), 
асиметрії (skew) та ексцесу (kurt) після та до виконаного стеганоперетворення:  
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Стеганографічне приховання можна розглядати як додавання до сигналу 
шумової компоненти. Якщо виділити шум сигналу, то для отриманих чисель-
них значень доцільно дослідити зміну статистик, утворену після контрольного 
вкраплення. Один з можливих варіантів визначення шуму – виокремлення його 
у складі похибки лінійного передбачення сигналу.  
Відомо, що на малих проміжках часу (близько 20 мс) відліки аудіосигналу 
корельовані один з одним. Це дозволяє, знаючи кореляційну функцію, передба-
чати значення наступного відліку. Аудіосигнал f(t) поділяється на кадри, в рам-
ках яких передбачене значення обчислюється як лінійна комбінація попередніх 
відліків сигналу: 
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Різниця між реальними та передбаченими значеннями складає похибку перед-
бачення:  
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В процесі обчислення цієї похибки сигнал ділиться на короткі кадри з пере-
криттями. Для отримання оптимального передбачення мінімізується середньок-
вадратична похибка передбачення, тобто розв’язується дана система рівнянь: 
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В матричній формі ця система виражається як  
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Існують ефективні методи інвертування таким матриць, зокрема i  та від-
повідно e(t) можна отримати, використовуючи рекурсивну процедуру Левісона-
Дурбіна [198–199]. Процес лінійного передбачення може також розглядатися як 
фільтрація сигналу [200].  
На рис. 5.7 наведено приклад мовного аудіосигналу та похибки його ліній-
ного передбачення, обчисленої за допомогою Матлаб-функції lpcauto. Для пе-
редбачення використовувався алгоритм Левісона-Дурбіна, сигнал розбивався на 
кадри по 512 відліків кожен з 50% перекриттям між кадрами, кожен кадр попе-
редньо зважувався вікном Ханна, порядок моделі p=10. 
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Рис. 5.7. Аудіосигнал та похибка його лінійного передбачення 
Отже, щоб урахувати зміни між сусідніми відліками сигналу, внесені вкра-
пленням таємного повідомлення, характеристичний вектор необхідно доповни-
ти різницями значень математичного очікування, дисперсії, асиметрії та ексце-
су для похибки лінійного передбачення сигналу після та до виконаного контро-
льного стеганоперетворення. Це відповідно будуть елементи 8765  ,,,  харак-
теристичного вектора, які обчислюються аналогічно до перших чотирьох еле-
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ментів (див. формули (5.8) – (5.11) відповідно), але не для самого тестового си-
гналу, а для похибки його лінійного передбачення. 
Таким чином, з кожного тестового аудіосигналу буде вилучено 8-мірний 
характеристичний вектор. Зміна статистичних характеристик сигналу стає від-
чутно меншою при повторному використанні стеганографічного програмного 
продукту. Тобто відповідні значення різниць статистик для пустих контейнерів 
тестового набору очікуються більшими, ніж для заповнених.   
Далі задачу виявлення стеганоконтейнерів можна розглядати як проблему 
класифікації. Відмінність характеристичних векторів пустих та заповнених ко-
нтейнерів слугуватиме основою для їх класифікації за допомогою методу опор-
них векторів. 
Таким чином, стеганоаналіз на базі атаки контрольним вкрапленням вклю-
чає в себе наступні кроки: 
Крок 1. Формування характеристичних векторів 
1. для множини значень відліків поточного сигналу обчислити згідно фор-
мул (5.8) – (5.11) математичне очікування, дисперсію, асиметрію та ексцес;  
2. згідно (5.12) отримати значення похибки лінійного передбачення сигналу; 
3. обчислити математичне очікування, дисперсію, асиметрію та ексцес для 
множини значень похибки лінійного передбачення сигналу; 
4. використовуючи певний стеганографічний програмний продукт вкрапити 
у поточних сигнал випадкове «контрольне повідомлення» максимально можли-
вої довжини, створивши таким чином стеганоконтейнер f' зі 100% на-
повненістю. Обчислити математичне очікування, дисперсію, асиметрію та екс-
цес для f'; 
5. повторити підкрок 2 для f', тобто обчислити його похибку лінійного пе-
редбачення е'; 
6. повторити підкрок 3 для f', отримавши при цьому значення його стати-
стик перших чотирьох порядків; 
7. обчислити різниці mean(f)-mean(f'), var(f)-var(f'), skew(f)-skew(f'), kurt(f)- 
kurt(f'), mean(e)-mean(e'), var(e)-var(e'), skew(e)-skew(e'), kurt(e)- kurt(e'), отри-
мавши F
V  
– 8-елементий характеристичних вектор поточного сигналу. 
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Крок 2. Навчання SVM 
Відмітимо, що в роботі [85] автори використовували нелінійну SVM з гау-
сівським ядром. Разом з ним, як буде продемонстровано в подальшому, в при 
реалізації цього методу стеганоаналізу доцільно використовувати лінійний кла-
сифікатор. Для навчання SVM у [85] використовувалося 250 оригінальних ау-
діосигналів та 250 стеганоконтейнерів того ж формату, але іншого наповнення 
(без обґрунтування свого вибору саме такої кількості сигналів для навчання). 
Всі стеганоконтейнери навчальної вибірки були наповнені на 60%. В цілому 
підхід авторів [85] щодо визначення якості та придатності методу не є вичерп-
ним і потребує вдосконалення. 
Крок 3. Виявлення стеганоконтейнерів 
На цьому кроці оцінюється точність стеганоаналізу, що досягається при 
використанні методу. Точність визначається на деякій контрольній вибірці пус-
тих та заповнених контейнерів, які не використовувалися при навчанні  SVM. 
При цьому може бути підраховано кількість хибнопозитивних тривог, коли пу-
стий контейнер класифікується як заповнений, та кількість хибнонегативних 
тривог, коли існуючий стеганоконтейнер не виявляється як такий. Результуюча 
точність стеганоаналізу обчислюється як відсоток правильно класифікованих 
контейнерів з усієї множини контрольних. 
5.3.2. Виявлення розподіленої за ключем НЗБ-стеганографії  
 
У даному пункті дисертаційного дослідження представлені результати на-
правленого статистичного аудіостеганоаналізу для програми S-Tools, яка була 
розроблена Енді Брауном у 1996 році і реалізує розподілене за ключем НЗБ-
приховування. В силу своєї зручності вона є актуальною і понині, про що зок-
рема свідчить її доступність для закачування на багатьох інтернет ресурсах. Те-
стування ефективності методу для виявлення стегановкладок програми S-Tools 
виконувалося і в роботі [85]. Але в [85] обчислено лише точність 85.6%, отри-
ману при виявленні стеганоконтейнерів з 60% наповненістю. В реальних умо-
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вах наповненість може варіюватися від 0 до 100%. Як це впливає на ефектив-
ність методу? Чи залежить точність від способу формування навчальної вибір-
ки для SVM класифікатора? Чи всі елементи характеристичного вектора одна-
ково важливі для цілей стеганоаналізу? Чи вплине на точність зміна типу кон-
тейнерів, що аналізуються? Ці та інші супутні питання залишилися поза увагою 
авторів [85], але вони є надзвичайно важливими для коректної інтерпретації ре-
зультатів стеганоаналізу на практиці. Також в [85] ніяк не прокоментовано роль 
стеганоключа, та разом з тим, як ми покажемо далі, її визначення відкриває 
шлях для подальшого вдосконалення методу. 
Отож, нехай маємо деякий набір аудіосигналів. В цьому наборі можуть зу-
стрічатися як пусті, так і заповнені за допомогою S-Tools контейнери. Для їх 
класифікації потрібно виконати КСП всіх сигналів набору, тобто вкрапити в 
них за допомогою S-Tools деяке випадкове повідомлення максимально можли-
вої довжини, та обчислити різниці статистик до та після КСП. В результаті для 
кожного сигналу буде отримано його 8-мірних характеристичний вектор V. До-
слідимо, чи всі елементи цього характеристичного вектора однаково корисні 
для стеганоаналізу? Якщо ні, які саме елементи забезпечують роздільність 
множин пустих та заповнених контейнерів? 
Запроваджуючи поняття «від’ємного резонансу» автори [85] спиралися на 
роботу [196], в якій в свою чергу введено поняття «відрізняючих статистик» 
(distinguishing statistics). Під відрізняючими статистиками в [196] розуміються 
деякі макроскопічні статистичні величини, які передбачувано змінюються зі 
зростанням довжини таємного повідомлення. 
Вперше було експериментально перевірено, які з елементів характеристи-
чного вектора VF  є відрізняючими статистиками для S-Tools (відмітимо, що для 
інших програмних продуктів результат може дещо відрізнятися). Для цього 
спочатку було розглянуто процес стеганоаналізу пустих контейнерів в яких ва-
ріювалася довжина повідомлення при КСП. На рис. 5.8 відображено значення 
елементів характеристичних векторів, отриманих для 10 випадково обраних ау-
діосигналів, при умовах, що в процесі вкраплення з кожного з них створювали-
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ся стеганоконтейнери з наповненістю  9, 26, 50, 76 та 100% (даний експеримент 
виконувався для понад 1000 аудіосигналів, отримані при цьому результати ви-
глядають аналогічно представленим на рис. 5.8).  
Результати експерименту показують, що найкращими кандидатами у відрі-
зняючі статистики для S-Tools є елементи 6  та 8 . 6  монотонно зростає зі збі-
льшенням довжини прихованого повідомлення, а 8  монотонно спадає. Анало-
гічні результати були отримані при проведенні експериментів, в яких стегано-
перетворення з наповнюваністю 9, 26, 50, 76 та 100% застосовувалося не до пу-
стих, а до вже заповнених контейнерів (стеганоключі, що використовувалися, 
при першому та другому стеганоперетворенні різні).  
 
 
 
209 
 
 
 
 
 
 
 
210 
 
 
 
 
 
 
Рис. 5.8. Зміна статистики оригінальних аудіосигналів в залежності  
від наповнюваності створюваних з них стеганоконтейнерів 
211 
 
Нехай i  – відрізняючий елемент (статистика). Позначимо його через S. 
Тоді для кожного такого елементу S(f0) та S(fmax_message), тобто його значення для 
пустого та максимально заповненого контейнерів, є екстремумами функції S. 
Якщо використовувати 100% наповнюваність контейнерів під час контрольного 
вкраплення, то для кожного контейнера f(t) буде справедлива нерівність  
))(())(( tfStfS stegoorig  , 
де )(tforig  – пустий контейнер, )(tf stego  – створений з нього стеганоконтейнер. 
Дійсно, якщо f(t) не містить прихованого повідомлення, то після контроль-
ного вкраплення для 6  та 8  цього контейнера маємо  
|S(forig(t))|=|Sa-Sb|=|S(fmax_message)-S(f0)|. 
Якщо ж f(t) є стеганоконтейнером, то при подальшому вкрапленні повідо-
млення максимально можливої довжини частина цього повідомлення буде 
вкраплена у область, статистика якої відповідає природній статистиці даного 
контейнера, а друга частина – в область, статистика якої вже була змінена сте-
ганографічним прихованням (в граничному випадку весь контейнер буде мати 
змінену статистику). При повторному вкрапленні за тим же алгоритмом статис-
тичні характеристики другої частини зміняться незначно [85] і в цілому значен-
ня відрізняючих статистик буде близьким до S(fmax_message). Зміну відрізняючих 
статистик після контрольного вкраплення в даному випадку можна виразити як 
|S(fstego(t))|=|Sa-Sb||S(fmax_message)-S(fsecret_message)|, 
де secret_message  – невідоме аналітику приховане повідомлення. 
Таким чином можна описати зміну всіх елементів характеристичного век-
тора, але тільки відрізняючі статистики 6  та 8  є монотонними та мають своїми 
екстремумами S(f0) і S(fmax_message). Відповідно тільки для них виконується  
secret_message : |S(fmax_message)-S(f0)| > |S(fmax_message)-S(fsecret_message)|. 
Таким чином, для S-Tools значення елементів характеристичного вектора 
6  та 8  для заповнених контейнерів завжди будуть меншими, ніж для відпові-
дних їм пустих. Але так як у загальному випадку стеганоаналітику невідомий 
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один з контейнерів пари «пустий-заповнений», то крім даної закономірності 
для виявлення стеганоконтейнерів важливою є роздільність отриманих значень 
відрізняючих статистик на усій множині контейнерів, які перевіряються. 
Під час дослідження значень 6  та 8 , обчислених для набору з 1254 мов-
них аудіосигналів та наборів створених з них стеганоконтейнерів, було визна-
чено, що найменша дисперсія значень відрізняючих статистик характерна для 
максимально заповнених контейнерів, а найбільша – для пустих. Приклад цього 
для 100 сигналів представлено на рис. 5.9.  
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Рис. 5.9. Значення 6  та 8  для пустих та стеганоконтейнерів різної  
наповненості 
 
Як видно на графіках для всіх сигналів 6 та 8 поводять себе як відрізняю-
чі статистики, але частина оригінальних сигналів самі по собі можуть мати зна-
чення відрізняючих статистик, що є близькими до їх типових для стеганокон-
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тейнерів. Якщо така ситуація складеться для всіх відрізняючих статистик сиг-
налу, то даний сигнал при стеганоаналізі буде класифіковано не вірно.  
Як і для попереднього методу було висунуто та в подальшому експеримен-
тально підтверджено (див. п. 6.4.3), що аналіз зміни статистики у просторовій 
області доцільно доповнювати аналізом для деталізуючих вейвлет-коефіцієнтів. 
 
5.3.3 Модифікація методу для виявлення безключової НЗБ-стеганографії 
 
У цьому пункті дисертаційного дослідження буде запропоновано модифі-
кацію методу на базі атаки контрольним вкрапленням, направлену на підви-
щення точності стеганоаналізу шляхом врахування слабкостей безключової 
НЗБ-стеганографії. Прикладом програми, що реалізує безключову НЗБ-
стеганографію є Hide4PGP.  Як аудіоконтейнери ця програма використовує не-
упаковані аудіодані, які оцифровані з розрядністю 8 або 16 бітів на відлік. При-
ховання інформації у 8-бітних аудіозаписах здійснюється в один останній біт 
відліку. В 16-бітних можуть бути використаними до чотирьох молодших бітів, 
що відповідає співвідношенню сигнал/шум 72 дБ та приблизно рівне рівню 
шумів, наявних в побутових аудіозаписах. Hide4PGP здійснює розподілене 
вкраплення даних по контейнеру, що у випадках не максимального заповнення 
робить приховання стійким до стандартної атаки Хі-квадрат. Слабкістю 
Hide4PGP є відсутність стеганоключа. Як наслідок цього місцеположення бітів 
таємного повідомлення не змінюються при кожному новому вкрапленні. У ро-
боті [202] було виділено важливу закономірність, що спостерігається у подіб-
них випадках: явище «від’ємного резонансу» проявляється сильніше, коли на-
повненість контейнерів під час КСП менша, ніж їх наповненість під час першо-
го приховання. 
Якщо використовувати контрольне стеганоперетворення з відносно вели-
кої наповненістю контейнерів, в подальшому це, як правило, негативно відо-
бражається на точності виявлення стеганоповідомлень відносно малих розмірів. 
У цих випадках характеристичні вектори, обчислені для контейнерів малої на-
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повненості, будуть більше схожими на характеристичні вектори оригінальних 
контейнерів, ніж на вектори стеганоконтейнерів великої наповненості.   
На рис. 5.10 наведено приклад подібної ситуації. На ньому продемонстро-
вані значення 5 при використанні КСП з наповнюваністю контейнерів 50% 
(рис. 5.10а) та 10% (рис. 5.10b). Перші 775 значень на кожному з графіків були 
отримані для пустих контейнерів, наступні 775 – для створених з цих пустих 
стеганоконтейнерів з 26% наповненістю. Разом з тим для контейнерів відносно 
великої наповненості явище «від’ємного резонансу» проявляє себе менш залежно 
від наповнюваності контейнерів на етапі КСП.  
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Рис.5.10. Порівняння значень 5 для пустих та заповнених контейнерів при різ-
ній наповнюваності під час КСП 
 
Доцільність використання при КСП повідомлень меншої довжини, ніж при 
першому вкрапленні зокрема може бути обґрунтованою шляхом аналізу зна-
чень відрізняючих статистик для пустих та заповнених контейнерів. Для пустих 
контейнерів у загальному випадку справедлива рівність  
|S(forig(t))|=|S(fcontrol_message)-S(f0)|, 
де control_message – повідомлення, що використовується при КСП. 
Для безключових стеганосистем будь-яке вкраплення повідомлення здійс-
нюється за однаковим «стеганошляхом», тобто завжди зберігається один і той 
же порядок вибору місцеположень для бітів повідомлення. То ж якщо довжина 
повідомлення при контрольному вкрапленні буде меншою від довжини почат-
ково прихованого повідомлення, то все «контрольне повідомлення» буде вкра-
пленим в область з вже зміненою статистикою. Тоді після двох вкраплень Sb 
S(fsecret_message), а |S(fstego(t))|0.  
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В той час як варіант зі 100% наповненням контейнерів при КСП гаранту-
вав близькі до нульових значення відрізняючих статистик тільки для максима-
льно заповнених контейнерів, вищеописана модифікація гарантує їх для всіх 
заповнених контейнерів, тобто робить множину значень відрізняючих статис-
тик стеганоконтейнерів більш компактною та передбачуваною. 
Для програми Hide4PGP, як і для S-Tools, 6-й і 8-й елементи характеристи-
чного вектора поводять себе як відрізняючі статистики. І як приклад сказаного 
у попередньому абзаці на рис. 5.11 зображені значення цих елементів для 10 
випадково обраних та заповнених на 50% за допомогою  Hide4PGP стеганокон-
тейнерів у випадках використання різної наповненості при КСП. З рис. 5.11 
можна відслідкувати, що відрізняючі статистики практично не змінюються при 
повторному стеганоперетворенні з наповнюваністю контейнерів, меншою за 
первинні 50%. Але з подальшим збільшенням наповненості ))(( tfS stego  відчут-
но збільшується. 
Зауважимо, що стеганоаналітик не завжди має можливість навчати класи-
фікатор на даних, що отримані з того ж джерела, що й контейнери, які підляга-
ють класифікації. Разом з тим статистичні властивості сигналів, отриманих з 
різних джерел, будуть відрізнятися, що в свою чергу вплине на значення елеме-
нтів характеристичних векторів цих сигналів. Як приклад такої ситуації, на рис. 
5.12 наведені значення шостого елементу характеристичних векторів для сиг-
налів з 4-х різних джерел (по 100 сигналів з кожного). На рис. 5.12а показані 
значення для пустих контейнерів, 5.12b – максимально заповнених. 
Разом з тим метод залишиться ефективним, оскільки різниця в значеннях 
характеристичних векторів пустих та заповнених контейнерів буде залишатися 
більшою, ніж різниця в значеннях характеристичних векторів пустих контейне-
рів, отриманих з різних джерел, чи різниця в значеннях характеристичних век-
торів створених з них стеганоконтейнерів.  
Як і при виявленні ключової НЗБ-стеганографії, дослідження вейвлет об-
ласті при виявленні Hide4PGP приховувань показало доцільність використання 
для цілей стеганоаналізу деталізуючих вейвлет коефіцієнтів (див. п. 6.4.4). 
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 Рис. 5.11. Значення 6 та 8 при повторному вкрапленні в 50% заповнені  
за допомогою Hide4PGP стеганоконтейнери 
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Рис.5.12. Значення 6 для пустих та максимально заповнених контейнерів 
 з різних джерел 
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5.4. Стеганоаналіз зображень на базі атаки контрольним 
вкрапленням 
5.4.1. Виявлення стеганоконтейнерів у форматах без втрат  
 
Метод на базі атаки контрольним вкрапленням може бути застосований не 
тільки для аудіостеганоаналізу, але й для стеганоаналізу зображень [204-206]. 
Через те, що розрядність кожного елементу зображення у відтінках сірого скла-
дає 8 біт (для кольорових – 3*8 біт), то очікуваною є ефективність стеганоаналі-
зу, подібна до ефективності для 8-бітних аудіосигналів. З цієї ж причини у ви-
падку зображень особливо доцільним є доповнення характеристичного вектора 
статистикою деталізуючих вейвлет-коефіцієнтів. 
Вейвлет-декомпозиція часто використовується як своєрідний мікроскоп 
для аналізу глобальних та локальних особливостей зображення. Апроксимуючі 
коефіцієнти представляють собою згладжене зображення, а деталізуючі опису-
ють коливання. Для забезпечення невидимості даних їх стеганографічне прихо-
вання, як правило, відбувається  в малозначимі, шумові компоненти контейне-
ра. Отож слід очікувати, що прихована інформація сильніше відобразиться у 
деталізуючих коефіцієнтах у порівнянні з апроксимуючими. Крім того різниця 
між пустими та заповненими контейнерами в області деталізуючих коефіцієнтів 
буде більш вираженою, ніж у просторовій області. Дані припущення були пере-
вірені та підтверджені за допомогою експериментів, у яких стеганоаналітичний 
метод на базі атаки контрольним вкрапленням було застосовано для виявлення 
НЗБ-стегановкладок у кольорових зображеннях (див. п. 6.4.5).  
На рис. 5.13 наглядно продемонстровано як розподіляються значення еле-
ментів характеристичних векторів пустих та заповнених контейнерів-зображень 
в просторовій області та діагональних деталізуючих коефіцієнтах одного рівня 
вейвлет-декомпозиції зображення.  
Заповнені контейнери, що використовувалися при отриманні значень відо-
бражених на рис. 5.13 мали рівномірно розподілену від 5 до 100% наповненість. 
Наповненість при КСП складала 10%. 
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Рис. 5.13. Розподіл значень елементів характеристичних векторів пустих  
та заповнених контейнерів в просторовій області (P) та діагональних  
деталізуючих коефіцієнтах (cD1) 
5.4.2 Модифікація методу для виявлення НЗБ-стеганографії у jpeg-
контейнерах 
 
У зв’язку зі значним збільшенням об’ємів цифрової інформації її зберіган-
ня та передача у більшості випадків здійснюються у стисненому стані. Врахо-
вуючи наявність стеганографічних програм, які дозволяють приховувати інфо-
рмацію у стиснених зі втратами контейнерах, задача їх стеганоаналізу є актуа-
льною та важливою. Аналіз існуючого стеганографічного програмного забезпе-
чення [41] показав, що серед форматів зі втратами як контейнери для прихо-
221 
 
вання інформації частіше за все використовуються файли формату jpeg. Тому 
метою подальшою роботи є адаптація методу на базі атаки контрольним вкрап-
ленням для вирішення задачі виявлення НЗБ-стегановкладок у jpeg-файлах.  
Класичний метод приховання інформації у файлах формату jpeg описаний 
у пункті 2.4.1 дисертації. Стеганографічні програми, що використовують jpeg-
контейнери, такі як jsteg, jphide, Steganos Privacy Suite 2012 (модуль crypt&hide) 
та інші, як правило, повторюють кроки 1-4. Після цього вони замінюють моло-
дші біти блоків квантованих ДКП коефіцієнтів бітами приховуваного повідом-
лення та для отриманого результату виконують крок 5. Приклад одного з тесто-
вих зображень, стисненого з коефіцієнтом якості 75, та візуалізація його кван-
тованих ДКП коефіцієнтів для компоненти яскравості представлені на 
рис. 5.14а та 5.14b  відповідно. Для покращення стійкості прихованих даних до 
активних атак, зокрема зашумлення чи повторного стиснення зі втратами, з об-
ласті вкраплення можуть вилучатися нульові та одиничні коефіцієнти (приклад 
див. рис. 5.14d). Ще однією причиною такого кроку є те, що після квантування 
більшість високо- та середньочастотних коефіцієнтів будуть мати нульові зна-
чення і їх зміна демаскувала б стегановтручання. Для посилення візуальної не-
помітності втручання в окремих реалізаціях для вкраплення не використову-
ються DC-коефіцієнти, тобто статична компонента (приклад див. рис. 5.14с). 
Відмітимо, що молодші біти можуть бути модифіковані у всіх каналах – і 
яскравості, і колірності. Але враховуючи грубе квантування даних колірності, в 
каналі яскравості можна приховати на порядок більше бітів, ніж в двох каналах 
колірності.  
Якою є пропускна здатність вищеописаних варіантів стеганоперетворення? 
При використанні DC-коефіцієнтів вона більш ніж в п’ять разів менша тієї, яку 
дає метод НЗБ у просторовій області зображень. Так, у кольоровому зображенні 
bmp  формату розмірами 512384 пікселів можна приховати 72 кБ інформації. 
А, наприклад, програма jphide після перетворення цього зображення у формат 
jpeg з коефіцієнтом якості 75 дозволяє приховати від 2 до 13 кБ даних (в залеж-
ності від вмісту зображення і як наслідок кількості придатних для вкраплення 
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коефіцієнтів ДКП). При відкиданні DC-коефіцієнтів втрачається можливість 
вкрапити кількість біт рівну кількості блоків ДКП зображення, що складає 1/64 
загальної кількості пікселів. 
Рис. 5.14. Приклади: a – тестового зображення; b – квантованих ДКП кое-
фіцієнтів яскравості; c, d – місцеположень бітів повідомлень, прихованих про-
грамами Steganos Privacy Suite 2012 та jsteg відповідно 
 
Наскільки непомітним є стегановтручання в частотну область зображень? 
Якщо модифікації зачіпали DC-коефіцієнти, то зайнявшись пошуком візуаль-
них відмінностей між пустими та заповненими контейнерами при значному їх 
збільшенні, в першу чергу можна виявити посилення шумових ореолів з арте-
фактами стиснення навколо різких границь зображення (рис. 5.15b). Але це по-
силення практично не ідентифікується без наявності оригінального контейнера 
(рис. 5.15а). Якщо були модифіковані не тільки молодші, але й другі біти кое-
фіцієнтів ДКП, як наприклад, це реалізовано в jphide, то вкраплення повідом-
лення помітно проявить себе на гладких ділянках контейнера (рис. 5.15c). 
а)       b) 
c)       d) 
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 а) b) c) 
Рис. 5.15. Збільшені фрагменти: а  – вихідного зображення;  
b  – стеганоконтейнера, що створений програмою jsteg;  
c – стеганоконтейнера, що створений програмою jphide 
 
Навіть якщо стегановтручання не помітне візуально, воно може бути вияв-
леним статистичними методами, зокрема методом на базі КСП. На відміну від 
варіанту, направленого на виявлення стегановкладок в контейнерах, що збере-
жені у форматах без втрат, тобто bmp, ppm, wav та інших, варіант для jpeg кон-
тейнерів порівнює різниці статистик після та до контрольного вкраплення не в 
просторовій області, а в області ДКП коефіцієнтів – саме там, де відбувається 
заміна молодших бітів елементів контейнера бітами таємного повідомлення.  
В цілому процес стеганоаналізу можна розбити на три кроки: 
1. Формування характеристичних векторів контейнерів. 
2. Навчання класифікатора на вибірці контейнерів такого ж типу як ті, що 
планується перевіряти, але для яких відома приналежність до одного з класів 
«пустий» чи «заповнений». 
3. SVM  класифікація контейнерів з невідомою міткою класу. 
Кроки 2 та 3 не залежать від формату контейнера та при переході від bmp 
контейнерів до jpeg залишаються без змін. Перший же крок підлягає модифіка-
ції. Під час формування характеристичного вектора з jpeg контейнера вилуча-
ються квантовані ДКП коефіцієнти та для них обчислюється похибка лінійного 
передбачення. Потім розраховуються математичне очікування, дисперсія, аси-
метрія та ексцес для самих ДКП коефіцієнтів і для отриманої похибки. Далі ві-
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дбувається контрольне вкраплення та ті ж статистики розраховуються для 
отриманого стеганоконтейнера. Обчислюються різниці статистик після та до 
контрольного вкраплення.  Ці різниці складають шуканий характеристичний 
вектор. Зауважимо, що так як для jpeg контейнерів елементи 
87654321 ,,,,,,,   обчислюються в  частотній області, застосування 
вейвлет-декомпозиції для доповнення вектора в даному випадку не має змісту. 
Відмітимо, що при зборі статистики доцільно враховувати особливості 
стеганоперетворення, реалізованого в тому чи іншому програмному продукті. 
Наприклад, програми jsteg і jphide не змінюють нульові та одиничні коефіцієн-
ти, відповідно ці коефіцієнти можна не враховувати й при обчисленні статисти-
чних характеристик. Як показано у п. 64.5 (рис. 6.) таке врахування дозволяє 
покращити результуючу точність стеганоаналізу. 
 
 
Висновки 
 
П’ятий розділ присвячено дослідженню на вдосконаленню статистичних 
методів стеганоаналізу з навчанням та класифікацією. 
Вдосконалено метод стеганоаналізу аудіосигналів на базі матриці суміж-
ності та SVM-класифікації, для якого за рахунок візуального аналізу різниць 
матриць суміжності пустих та заповнених контейнерів для різних типів аудіо-
сигналів та стеганоперетворень шляхом модифікації параметрів матриці суміж-
ності досягнуто розширення області його застосування на послідовне та розпо-
ділене приховування даних в 8 та 16-бітних сигналах за методами НЗБ та МІК. 
Виділено резерви покращення точності: визначення оптимальних параметрів 
стеганоаналізу та використання властивостей вейвлет-перетворення. Запропо-
новано методику визначення довжини прихованого повідомлення. Виявлені на-
явні залежності та закономірності, які дозволяють більш точно інтерпретувати 
результати стеганоаналізу.   
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Вдосконалено метод стеганоаналізу на базі атаки контрольним вкраплен-
ням. Виконано пошук відрізняючих статистик у характеристичних векторах ко-
нтейнерів, для яких доведено властивість зменшення значень при повторному 
стеганоперетворенні відносно тих, що отримані при першому. Запропоновано 
модифікацію методу для виявлення безключової стеганографії, для якої за ра-
хунок використання контрольного вкраплення з повідомленням відносно малої 
довжини, яке робить множину значень відрізняючих статистик стеганоконтей-
нерів більш компактною та передбачуваною, забезпечується покращення точ-
ності виявлення.  
Запропоновано розширення області застосування методу на базі атаки кон-
трольним вкрапленням на цифрові зображення. Для зображень, збережених у 
форматах без втрат, запропоновано доповнення характеристичного вектора 
елементами, що відображають зміну статистик в області деталізуючих вейвлет-
коефіцієнтів. Досліджено особливості приховання даних у jpeg-зображеннях, 
метод  на базі атаки контрольним вкрапленням адаптовано для виявлення при-
ховань у даному типі контейнерів. Запропоновано шлях покращення точності 
стеганоаналізу за рахунок врахування особливостей приховування у частотній 
області.  
Основні публікації за темою даного розділу – [180-181,189,191-192,201-
202,204-206]. 
 
 
 
 
 
 
 
 
 
 
226 
 
РОЗДІЛ 6.  
РЕАЛІЗАЦІЯ, МЕТОДИКИ ВИКОРИСТАННЯ  
ТА ЕКСПЕРЕМЕНТАЛЬНІ ДОСЛІДЖЕННЯ  
МЕТОДІВ СТЕГАНОГРАФІЇ І СТЕГАНОАНАЛІЗУ  
 
На основі методів та модифікацій, запропонованих у третьому, четвертому 
та пятому розділах дисертаційної роботи, розроблено методики стеганографіч-
ного захисту та стеганоаналізу аудіосигналів і зображень, які підкріплені ство-
реним програмним комплексом, що зокрема був задіяний для експерименталь-
ний досліджень та отримання оцінок якості даних методів і модифікацій. Сере-
довище реалізації програмних модулів – MATLAB версії 7.11.0.584 та вище з 
підключеними пакетами розширень Signal Processing Toolbox, Image Processing 
Toolbox, Wavelet Toolbox. Для здійснення атак на аудіосигнали використовува-
лися аудіокодек Lame XP та аудіоредактор Adobe Audition 3.0. Adobe 
Audition 3.0 застосовувся також для візуального аналізу спектрограм аудіосиг-
налів. Крім того в рамках дослідження були створені програми для візуального 
аналізу бітових зрізів аудіосигналів та зображень. Для здійснення атак на зо-
браження використовувалася програма IrfanView, принтери Epson Stylus Photo 
R220, Kyocera Mita FS-1010 KX та HP LaserJet P1102, сканер hp scanjet 4400 c. 
Для створення великої кількості стеганоконтейнерів різної наповненості –  візу-
альне середовище створення сценаріїв-скриптів  Sikuli та пакетні сценарії ко-
мандного рядка (shell scripts). 
Система MATLAB безперервно удосконалюється фірмою MathWorks. Ос-
новним елементом даних в MATLAB є масив, що відображено в назві – «Matrix 
Laboratory». Інтерфейс цього пакету відповідає інтерфейсу сучасних Windows-
додатків. Взаємодія користувача з системою організується через командне вік-
но (Command Window), яке з'являється після запуску файла matlab.exe. У про-
цесі роботи дані розміщуються в пам'яті (Workspace), для зображення кривих, 
поверхонь і інших графіків створюються графічні вікна. Для простих операцій 
зручним є використання інтерактивного режиму, тобто режиму діалогу через 
командний рядок. Але якщо обчислення потрібно багаторазово виконувати або 
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необхідно реалізовувати складні алгоритми, то використовують m-файли – сце-
нарії та функції,  що містять інструкції мовою MATLAB та підлягають вико-
нанню в автоматичному пакетному режимі. Створення, редагування та запуск 
m-файлів здійснюється за допомогою редактора MATLAB (Editor). 
Узагальнена структурна схема програмного рішення відображена на рис. 6.1. 
Рис. 6.1. Структурна схема програмного рішення  
6.1. Методики стеганографічного захисту та стеганоаналізу  
Для більшості можливих застосувань цифрові водяні знаки повинні бути 
максимально стійкими до можливих атак та збурень. Зокрема ця вимога має мі-
сце для задач захисту авторських прав на цифрову інтелектуальну власність, 
автентифікації джерела даних, контролю розповсюдження та ідентифікації ци-
фрових копій.  
Матлаб 
(ядро) 
m-файли 
Командний 
рядок 
mat-файли 
Серії  
Матлаб 
команд 
Можливість 
введення/ 
виводу 
Функції 
Виконання 
команд 
Завантажен-
ня/зберігання 
даних 
Інструменти для створення 
прикладних програм 
Окремі 
програми 
Пакети розширень 
Інструменти доступу  
до даних 
Джерела 
даних 
Модулі користувача 
Стеганографічні 
Стеганоаналітичні 
Для визначення 
оцінок якості 
Допоміжні 
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На відміну від ЕЦП, застосування ЦВЗ не регламентоване ніякими юриди-
чними законами, що є перепоною в їх використанні та поширенні. Разом з тим 
авторські права на цифрові фото чи аудіо об’єкти можуть бути встановлені та 
доведені третій особам, якщо виробники пристроїв, що продукують такі 
об’єкти (фотоаппаратів, відеокамер, диктофонів, тощо) будуть впроваджувати в 
свою продукцію програмне забезпечення, яке базується на технологіях ЦВЗ і 
при створенні кожного нового зображення чи аудіо файлу, в нього буде вкрап-
люватися водяний знак з серійним номером пристрою, датою та часом ство-
рення об’єкту. Наявність такої інформації дозволить справжнім авторам вигра-
вати судові процеси проти неправомірного використання створених ними зву-
кових чи графічних матеріалів.  
Системи ЦВЗ, призначені для автентифікації власника даних, повинні за-
довольняти наступні вимоги: 
1. Однозначно ідентифікувати автора чи правовласника цифрового об’єкту. 
2. Визначати точну дату створення об’єкту, щоб мати можливість розв’язувати 
конфлікти, які пов’язані зі звинуваченнями в плагіаті. 
3. Мати високі оцінки стійкості до ненавмисних, активних та зловмисних атак.   
4. Дозволяти при необхідності переглядати інформацію про автора, що зако-
дована в ЦВЗ. 
Якщо, дозволяти переглядати інформацію про автора широкому загалу, то 
дві останні вимоги вступають між собою у протиріччя. Так, будь-хто може 
ознайомитися з інформацією про власника при використанні безключової сте-
ганографії. Користувач може ознайомитися з вмістом ЦВЗ за допомогою закри-
того програмного забезпечення, що не потребує введення паролю чи інших та-
ємних даних. Але як тільки йому стануть відомими алгоритм вкраплення та 
елементи контейнера, що є безпосередніми носіями бітів ЦВЗ, такий користу-
вач матиме можливість знищити чи спотворити інформацію про правовласника. 
Тобто відсутність стеганоключа збільшує вразливість до активних та зловмис-
них атак, а тому бажаним є блокування несанкціонованого доступу до цифро-
вого водяного знаку. Але блокування не дозволяє користувачу переглядати ін-
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формацію про автора і якщо ця інформація не буде розміщена у відкритому до-
ступі на ресурсі, що містить відповідні стеганоконтейнери, то він так і зали-
шиться непроінформованим про обмеження на використання даних об’єктів. 
Стеганоключ повинен максимально ускладнювати задачу визначення тих 
елементів контейнера, що є безпосередніми носіями бітів ЦВЗ. У випадку за-
стосування ключової стеганографії право власності на захищуваний об’єкт мо-
же перевірити тільки особа, що має відповідний стеганоключ.  
На сьогодні запропоновано декілька шляхів вирішення описаного проти-
річчя. Так, існують розробки, де звичайний користувач не має доступу до ЦВЗ, 
а для підтвердження права власності третім особам в системі захисту пропону-
ється використовувати арбітра, що виконує також функції зберігання та розпо-
ділу стеганоключів [207-208]. Інший підхід полягає у використанні дворівневих 
ЦВЗ, які складаються з публічної частини ЦВЗ-1, доступної всім, та закритої 
ЦВЗ-2, доступної тільки арбітру або центру захисту авторських прав [209]. При 
такому підході вимогу стійкості до ненавмисних, активних та зловмисних атак 
повинен задовільняти тільки ЦВЗ-2, доступ до якого блоковано відповідним 
стеганоключем. А ЦВЗ-1 має задовольняти тільки вимогу стійкості до ненавми-
сних атак і може вбудовуватися без використання стеганоключа. При цьому на 
арбітра покладається задача використання таких стеганоключів, які не приво-
дять до пошкодження бітів одного з ЦВЗ вкрапленням іншого. Для цього він, 
наприклад, може обирати різні частотні субсмуги контейнера при вкрапленні 
відкритого та закритого водяних знаків або, якщо ключ вказує на місцеполо-
ження вкраплених бітів, уникати використання однакових значень елементів 
стеганоключів для ЦВЗ-1 та ЦВЗ-2.  
Так як всі запропоновані у дисертаційному дослідженні методи марку-
вання аудіосигналів використовують вейвлет-декомпозицію сигналу, вони зок-
рема дають можливість контролювати частотний діапазон для вкраплення. За-
пропоновані у дисертації методи для маркування зображень використовують 
або низькочастотні коефіцієнти амплітудного спектра Фур’є, або середньочас-
тотні коефіцієнти дискретного косинусного перетворення. У методі, представ-
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леному у п. 4.3.3, можливе застосування стеганоключа, що вказує, які саме з пі-
дходящих коефіцієнтів були використані для вкраплення, тобто місцеположен-
ня вкраплених бітів. Тоді для уникнення спотворень дворівневих ЦВЗ потрібно 
контролювати, щоб жоден з елементів стеганоключа, використаного для вкрап-
лення ЦВЗ-1 не збігався з кожним з елементів стеганоключа, використаного для 
вкраплення ЦВЗ-2.  Аналогічно для методу, представленого у п. 4.3.5, де ЦВЗ 
кодується відносною різницею значень двох середньочастотних коефіцієнтів, 
потрібно уникати можливого співпадіння місцеположень коефіцієнтів-носіїв.  
Для деяких застосувань технологій ЦВЗ необхідним є розроблення стега-
нографічних методів, що створюють крихкі або напів-крихкі водяні знаки. Так, 
якщо ЦВЗ використовується для автентифікації даних, то не допустима моди-
фікація стеганоконтейнера повинна спричиняти знищення чи порушення ЦВЗ. 
Тобто мова йде про створення  напів-крихких водяних знаків або, якщо недопу-
стимі взагалі ніякі модифікації, то крихких. Методи, представлені у пп. 3.2, 3.3, 
3.4, 4.3.3 та 4.3.5, передбачають знищення чи порушення ЦВЗ у випадку вирі-
зання частини сигналу чи зображення та заміни цієї частини на іншу, тобто при 
підробці стеганоконтейнера. З огляду на це їх можна застосовувати для відсте-
жування таких замін. Якщо при заміні кількість вирізаних та підробних елемен-
тів контейнера співпадає, то в подальшому при вилученні ЦВЗ можна відслід-
кувати, де саме була зроблена заміна. Якщо не співпадає, то всі біти ЦВЗ, що 
містяться після області підробки будуть вилучені некоректно.  
Для використання методів стеганоаналізу, запропонованих у п’ятому роз-
ділі дисертації, стеганоаналітик повинен мати доступ до того програмного за-
безпечення чи алгоритму, за допомогою якого створювалися шукані стеганоко-
нтейнери. При цій умові забезпечується найкраща точність виявлення. В цілому 
ж стеганоаналіз проводиться згідно схемі 5.1, тобто аналітик спочатку виконує 
навчання класифікатора на контейнерах з відомою міткою класу і з такими ж 
характеристиками як ті, які він в подальшому збирається класифікувати. А по-
тім він може класифікувати підозрілі контейнери як групами, так і поодиночно. 
Якщо стеганоаналітик не володіє інформацією про те, яке саме стеганографічне 
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програмне забезпечення використовували порушники, але підозрює, які саме 
програми могли бути використаними, він може послідовно перевірити підозрілі 
контейнери на наборі класифікаторів, що навчені з використанням того програ-
много забезпечення, яке ймовірно могло бути застосованим порушниками.   
В рамках однієї стеганографічної програми чи методу також можливі різні 
варіанти проведення стеганоаналізу. Так як стеганоаналітик, як правило, не во-
лодіє інформацією про довжину прихованих повідомлень, він може обрати 
один з двох варіантів аналізу: 
3) використовувати один класифікатор, що був навчений на пустих контейне-
рах та стеганоконтейнерах різної наповненості; 
4) послідовно перевірити деякий контейнер за допомогою набору бінарних 
класифікаторів, кожен з яких навчений на пустих контейнерах та стегано-
контейнерах однакової чи близької наповненості, так щоб у сукупності 
набір охоплював всі можливі варіанти наповненості контейнерів.  
Відповідно цьому дослідження можливо проводити в двох режимах стега-
ноаналізу: «Загальна навчальна вибірка», коли навчальна вибірка містить пусті 
контейнери та в рівних частках стеганоконтейнери різної наповненості, та 
«Співпадіння наповненості», коли наповненість стеганоконтейнерів навчальної 
та контрольної вибірки співпадає. Перший режим доцільно застосовувати у 
випадках, коли пріорітетною є швидкість стеганоаналізу, а другий – точність. 
 
6.2. Призначення та методика використання комплексу програм 
Розроблений комплекс програм складається з користувацьких MATLAB 
скриптів та функцій. Він містить наступні основні програмні модулі: 
 watermarking1.m – призначений для маркування аудіосигналів методом на 
базі Фур’є та вейвлет перетворень.  
Вхідні дані: аудіосигнал у форматі *.wav, розмір блоків сигналу, базисний вей-
влет, пороги α та β, ЦВЗ – рівномірно розподілена бітова послідовність у фор-
маті *.mat або стартове число генератора. Вихідні дані: маркований сигнал у 
форматі *.wav, стеганоключ з індексами сегментів-носіїв у форматі *.mat. 
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 extraction1.m – призначений для вилучення ЦВЗ методом на базі Фур’є та 
вейвлет перетворень.  
Вхідні дані: маркований аудіосигнал у форматі *.wav, розмір блоків сигналу, 
базисний вейвлет, стеганоключ з індексами сегментів-носіїв у форматі *.mat. 
Вихідні дані: бітовий ЦВЗ. 
 watermarking2.m – призначений для маркування аудіосигналів модифіко-
ваним методом на базі Фур’є та вейвлет перетворень.  
Вхідні дані: аудіосигнал у форматі *.wav, розмір блоків сигналу, базисний вей-
влет, ЦВЗ – рівномірно розподілена бітова послідовність у форматі *.mat або 
стартове число генератора. Вихідні дані: маркований сигнал у форматі *.wav. 
 extraction2.m – призначений для вилучення ЦВЗ модифікованим методом 
на базі Фур’є та вейвлет перетворень.  
Вхідні дані: маркований аудіосигнал у форматі *.wav, розмір блоків сигналу, 
базисний вейвлет. Вихідні дані: бітовий ЦВЗ. 
 watermarking3.m – призначений для маркування аудіосигналів модифіко-
ваним методом модуляції тональних маскерів.  
Вхідні дані: аудіосигнал у форматі *.wav, розмір блоків сигналу, базисний вей-
влет, параметри α та β, ЦВЗ – рівномірно розподілена випадкова бітова послі-
довність у форматі *.mat або стартове число генератора. Вихідні дані: маркова-
ний сигнал у форматі *.wav. 
 extraction3.m – призначений для вилучення ЦВЗ модифікованим методом 
модуляції тональних маскерів.  
Вхідні дані: маркований аудіосигнал у форматі *.wav, розмір блоків сигналу, 
базисний вейвлет, параметри α та β. Вихідні дані: бітовий ЦВЗ. 
 watermarking4.m – призначений для маркування аудіосигналів методом з 
автоматичною синхронізацією за особливими точками.  
Вхідні дані: аудіосигнал у форматі *.wav, розмір блоків сигналу, базисний вей-
влет, параметри визначення особливих точок q, T1, T2, T3, p, ЦВЗ – розподілена 
за нормальним законом бітова послідовність у форматі *.mat або стартове чис-
ло генератора, параметр α, що регулює силу вкраплення. Вихідні дані: набір ко-
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ординат вилучених особливих точок, маркований сигнал у форматі *.wav. 
 extraction4.m – призначений для детектування ЦВЗ методом з автоматич-
ною синхронізацією за особливими точками.  
Вхідні дані: маркований аудіосигнал у форматі *.wav, розмір блоків сигналу, 
базисний вейвлет, параметри визначення особливих точок q, T1, T2, T3, p, ЦВЗ –
розподілена за нормальним законом випадкова бітова послідовність у форматі 
*.mat або стартове число генератора. Вихідні дані: набір координат вилучених 
особливих точок, значення коефіцієнту кореляції. 
 Harris.m – призначений для визначення особливих точок зображення, ви-
ділених детектором кутів Харріса, та побудови тріангуляції Делоне на ос-
нові цих точок.  
Вхідні дані: im – матриця елементів вихідного зображення,  – стандартне 
відхилення гаусівського згладжуючого фільтру, ξ – глобальний поріг виявлен-
ня, r – радіус околу j,iU , disp – прапорець візуалізації. Вихідні дані: (xi,yi) – ко-
ординати особливих точок зображення, F – фігура, що візуалізує зображення з 
нанесеними особливими точками і тріангуляцією Делоне за ними. 
 mark_printscanFFTLSB.m – призначений для визначення наборів коефіці-
єнтів амплітудного спектра Фур’є зображення, стійких до процесів друку 
та сканування та вкраплення в них даних за методом НЗБ.  
Вхідні дані: im – матриця елементів вихідного зображення, D – розмір бло-
ків зображення, α – ваговий коефіцієнт порогу області вкраплення,  mes – біто-
вий ЦВЗ. Вихідні дані: im_mark – матриця елементів маркованого зображення, 
key – стеганоключ з місцеположеннями коефіцієнтів-носіїв.  
 extr_printscanFFTLSB.m – призначений для вилучення даних методом 
НЗБ з коефіцієнтів амплітудного спектра Фур’є зображення.  
Вхідні дані: im – матриця елементів маркованого зображення, D – розмір 
блоків зображення, key – стеганоключ. Вихідні дані: mes_extr – бітовий ЦВЗ.  
 modifDCT.m – призначений для маркування зображень модифікованим 
методом Коха та Жао.  
Вхідні дані: im – матриця елементів вихідного зображення, D – розмір бло-
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ків зображення, (r1,d1), (r2,d2) – ключові частоти, P – «запас», mes – бітовий 
ЦВЗ. Вихідні дані: im_mark – матриця елементів маркованого зображення.  
 modifDCT.m – призначений для вилучення ЦВЗ за модифікованим мето-
дом Коха та Жао.  
Вхідні дані: im – матриця елементів маркованого зображення, D – розмір 
блоків зображення, (r1,d1), (r2,d2) – ключові частоти. Вихідні дані: mes_extr – бі-
товий ЦВЗ.  
 co_occurrence.m – призначений для формування характеристичних векто-
рів аудіосигналів за методом на базі матриці суміжності. 
 Вхідні дані: TESTsign_folder – місцеположення папки з тестовими контей-
нерами у форматі *.wav, (delta_di,di) – набір параметрів для формування мат-
риць суміжності. Вихідні дані: matrix_fv – матриця у форматі *.mat, що містить 
характеристичні вектори набору тестових контейнерів. 
 control_embedding_wav.m – призначений для формування характеристич-
них векторів аудіосигналів за методом на базі контрольного вкраплення.  
Вхідні дані: TESTsign_folder – місцеположення папки з тестовими контей-
нерами у форматі *.wav, KSPsign_folder – місцеположення папки з тестовими 
контейнерами після контрольного стеганоперетворення, domains_for_analysis – 
задіяні області аналізу. Вихідні дані: matrix_fv – матриця у форматі *.mat, що 
містить характеристичні вектори набору тестових контейнерів. 
 control_embedding_bmp.m – призначений для формування характеристич-
них векторів неупакованих зображень за методом на базі контрольного 
вкраплення.  
Вхідні дані: TESTsign _folder – місцеположення папки з тестовими контей-
нерами у форматі *.bmp, KSPsign_folder – місцеположення папки з тестовими 
контейнерами після контрольного стеганоперетворення, domains_for_analysis – 
задіяні області аналізу. Вихідні дані: matrix_fv – матриця у форматі *.mat, що 
містить характеристичні вектори набору тестових контейнерів. 
 control_embedding_jpg.m – призначений для формування характеристич-
них векторів jpeg-зображень за методом на базі контрольного вкраплення.  
Вхідні дані: TESTsign _folder – місцеположення папки з тестовими контей-
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нерами у форматі *.wav, KSPsign_folder – місцеположення папки з тестовими 
контейнерами після контрольного стеганоперетворення dfa – прапорець, що 
вказує на задіяність чи незадіяність нульових та одиничних ДКП коефіцієнтів. 
Вихідні дані: matrix_fv – матриця у форматі *.mat, що містить характеристичні 
вектори набору тестових контейнерів. 
 SVM_learn.m – призначений для навчання класифікатора за методом опо-
рних векторів. 
Вхідні дані: grоup_orig – набір характеристичних векторів пустих контей-
нерів, grоup_stego – набір характеристичних векторів заповнених контейнерів, 
kernel_function – ядро класифікатора, р_kf – параметри ядра, р_kl – інші параме-
три класифікації за необхідності. Вихідні дані: SVMStruct – структура, що міс-
тить інформацію про навчений SVM-класифікатор.  
 SVM_control.m –  призначений для класифікації сигналів з невідомою міт-
кою класу за методом опорних векторів. 
Вхідні дані: SVMStruct – структура, що містить інформацію про навчений 
SVM-класифікатор, grоup_control – набір характеристичних векторів контейне-
рів, що підлягають перевірці. Вихідні дані: m_class – набір міток класу для кон-
тейнерів, що підлягали перевірці.  
Крім основних модулів він містить також ряд допоміжних, призначених 
для приховання бітових послідовностей за методами НЗБ та МІК, визначення 
чисельних оцінок невідчутності вкраплених даних (SNR), визначення відсотку 
коректно вилучених бітів (ROCBR), кодування/декодування цифрового водяно-
го знаку БЧХ-кодами та ін. 
Для використання програмної реалізації розроблених методів та модифіка-
цій потрібно запустити оболонку MATLAB, у вікні поточної папки (Current 
Folder) вибрати папку з відповідним набором програмних модулів  та запустити 
на виконання потрібний модуль (див. рис. 6.2).  
Для роботи програмного забезпечення необхідні наступні технічні засоби: 
1) IBM PC сумісна ЕОМ архітектури Intel x86 під керуванням операційної 
системи MS Windows версії XP та вище; 
2) Колонки або навушники (для оцінки невідчутності ЦВЗ на слух). 
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Рис. 6.2. Приклад запуску одного з модулів програмної реалізації 
 
Мінімальні системні вимоги: 
1) Об’єм вільного дискового простору – 20 МБ або більше (без врахування 
обсягу оброблюваних даних та сховищ даних); 
2) Процесор Intel Pentium 4 або вище; 
3) Обсяг оперативної пам’яті 1 Гб або більше. 
В подальших пунктах розділу будуть наведені чисельні дані, отримані при 
тестуванні якості запропонованих стеганографічних та стеганоаналітичних ме-
тодів та їх модифікацій. 
 
6.3. Методика дослідження стеганографічних методів та чисельні 
оцінки основних характеристик їх якості 
 
Для методів маркування аудіосигналів  тест на невідчутність виконувався, 
по-перше, на слух. А по-друге, шляхом оцінювання співвідношення сигнал-
шум (Signal-to-Noise Ratio) для сигналу до та після його маркування: 
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яке згідно вимогам International Federation of the Phonographic Industry (IFPI) до 
модифікацій, що привносяться алгоритмами маркування аудіосигналів, має бу-
ти не меншим за 20 дБ [141-142].  
Якщо метод маркування не використовує ефекти маскування, SNR є цілком 
інформативним критерієм невідчутності. Якщо ж використовує, SNR може пе-
ревищувати зазначену величину при прийнятній невідчутності на слух. 
Стійкість оцінювалася як відсоток правильно вилучених бітів у порівнянні 
зі вкрапленими (Ratio of Correct Bits Recovered): 
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Методика дослідження стійкості запропонованих стеганографічних мето-
дів полягає в застосуванні до тестових стеганоконтейнерів, які отримані з реа-
льних аудіосигналів (фрагментів аудіокниг, музики, записів телефонних розмов 
тощо), ряду типових операцій обробки та визначенню ROCBR  між вкрапленим 
та вилученим після атаки ЦВЗ. Вихідні контейнери були отримані з різних ін-
тернет-джерел чи записані за допомогою програми Adobe Audition. Стеганосис-
тема є стійкою до певної атаки, якщо для будь-якого атакованого з використан-
ням даної атаки стеганоконтейнера при вилученні ЦВЗ з правильним стеганок-
лючем  ROCBR = 100%. 
ROCBR за відсутності атак на стеганоконтейнер є характеристикою надій-
ності системи. Стеганосистема надійна, якщо для будь-якого стеганоконтейне-
ра, що не підлягав атакам, при вилученні ЦВЗ з правильним стеганоключем  
ROCBR = 100%. 
 
6.3.1. Результати тестування методу маркування аудіосигналів на базі 
Фур’є та вейвлет перетворень 
У даному пункті приведено приклад чисельних оцінок невідчутності та 
стійкості методу, запропонованого у п. 3.2., отримані за допомогою розробле-
ного комплексу програмного забезпечення. Дані оцінки наведені у таблиці 6.1.  
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Таблиця 6.1 
Тип обробки 
маркованого сигналу 
 
Тестовий сигнал 
№ 1. Фрагмент 
пісні 
№ 2. Мовний 
фрагмент 
ROCBR, % SNR, дБ ROCBR, % SNR, дБ 
Без обробки 100 23.45 100 26.39 
Передискретизація, 22 кГц 100 18.97 - - 
Передискретизація, 11 кГц 100 12.29 100 14.58 
Стиснення mp3, 320 кбіт/с 100 23.27 100 19.9 
Стиснення mp3, 128 кбіт/с 100 17.08 100 19.82 
Стиснення mp3, 64 кбіт/с 100 13.04 100 16.19 
Стиснення mp3, 32 кбіт/с 77.8 -2.73 100 -2.71 
Стиснення ogg, ~500 кбіт/с 100 23.19 100 25.65 
Стиснення ogg, ~64 кбіт/с 100 15.09 100 14.31 
Стиснення ogg, ~32 кбіт/с 88.5 11.0 100 10.3 
Низькочастотна фільтрація 100 8.64 100 5.77 
 
Тестовий сигнал №1 – це 14.8 секундний фрагмент пісні Джорджа Майкла 
«Careless Whisper», оцифрований з частотою дискретизації 44 кГц та розрядніс-
тю квантування 16 біт. Тестовий сигнал №2 – це 2-х секундний мовний фраг-
мент, оцифрований з частотою дискретизації 22 кГц та розрядністю квантуван-
ня 16 біт. Декомпозиція та реконструкція сигналів виконувалася на основі вей-
влетів Добеші 6 порядку. Максимальна амплітуда у спектрі субсмуги 5cA  для 
сигналу №1: 4,340)(ˆmax 5 rAc
r
; для сигналу №2: 3,19)(ˆmax 5 rAc
r
. Порогові 
величини для сигналу №1: α=10, β=30; для сигналу №2: α=1, β=6. В сигнал №1 
було вкраплено 113 бітів, в сигнал №2 – 5 бітів. 
Результати тестування інших аудіофрагментів близькі до наведених прик-
ладів. В цілому результати тестування показали, що запропонований метод ма-
ркування є стійким до передискретизації, низькочастотної фільтрації, стиснення 
зі втратами. Для фрагменту пісні на високих та середніх бітрейтах стиснення 
ЦВЗ повністю зберігається у сигналі, на найнижчому бітрейті (32 кбіт/с) стій-
кість стрімко падає. Разом з тим, спотворення, що привносяться стисненням з 
бітрейтом 32 кбіт/с самі по собі володіють дуже відчутним негативним впливом 
на якість музики, роблячи сигнал непридатним до використання.   
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Відмітимо, що привнесені спотворення менш відчутні для музичного фра-
гменту, що має багатше спектральне наповнення у порівнянні з мовним. Стій-
кість до широкосмугового шуму залежить від рівня даного шуму: метод стій-
кий до шуму, рівень якого не перевищує α – нижнього порогу області вкрап-
лення. Шум, рівень якого перевищує нижній поріг, як і у випадку стиснення з 
низьким бітрейтом, негативно впливає на якість сприйняття сигналу. 
В цілому метод характеризується кращою стійкістю, ніж метод описаний у 
п. 2.3.1, який не переживає всі операції обробки, що зачіпають дані частотної 
смуги [0,Fd/16]. На відміну від методу, описаного у п. 2.3.2, в ньому не виника-
ють проблеми з невідчутністю, якщо ЦВЗ містить довгі серії нулів. Слід також 
зазначити, що він характеризується кращою стійкістю до mp3-стиснення, ніж 
метод, запропонований в [107] та описаний в п. 2.3.3. Це зокрема підтверджу-
ється даними здійснених експериментальних досліджень, згідно яким метод на 
основі аналізу значимих частот має 100% стійкість до mp3-стиснення з бітрей-
тами 320-96 кбіт/с, а далі стійкість падає до 97%  на бітрейтах 80-64 кбіт/с, 94%  
на 56 кбіт/с, 83% на 48 кбіт/с, 80% на 40 кбіт/с, 49% на 32 кбіт/с. 
6.3.2. Результати тестування модифікованого методу маркування аудіоси-
гналів на базі Фур’є та вейвлет перетворень 
Метод, запропонований у п. 3.3, було реалізовано з використанням дворів-
невого швидкого вейвлет-перетворення на базі вейвлету Добеші 10 порядку. 
Експерименти виконувалися для 45 однохвилинних музичних фрагментів. 
Результати тестування невідчутності, наведені у п. 3.3.2 показали, що 
вкраплення ЦВЗ в субсмугу сD2 задовольняє вимогу IFPI, в той час як шум 
привнесений таким же вкрапленням в субсмугу сА2 в 5 разів сильніший. 
Результати тестування стійкості ЦВЗ до стиснення згідно стандартів 
MPEG-1 Layer 3 та Ogg Vorbis надані на рис. 6.3 та рис. 6.4 відповідно. В дано-
му випадку при атаках використовувалося mp3-стисненням в режимі постійно-
го бітрейту та ogg-стиснення в режимі змінного бітрейту. Як бачимо, зі зни-
женням бітрейту та відповідно якості стиснення кількість помилок зростає. 
Відмітимо, що при подальшому зниженні бітрейту вона буде й далі погіршува-
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тися. Але слід зважати на те, що кодування з занадто низьким бітрейтом приво-
дить до появи відчутних спотворень аудіосигналів, в першу чергу музичних, як 
таких, що характеризуються багатим спектральним наповненням. Тому тут вже 
слід говорити про порушення функціональності (комфортності сприйняття), 
при якому наявність чи відсутність ЦВЗ як засобу захисту інтелектуальної вла-
сності не грає ролі через власне зіпсованість даної інтелектуальної власності. 
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Рис. 6.3. ROCBR між вкрапленим та вилученим ЦВЗ після атаки  
mp3-стисненням з різними бітрейтами 
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Рис. 6.4. ROCBR між вкрапленим та вилученим ЦВЗ після атаки  
ogg-стисненням з різним коефіцієнтом якості  
Результати експериментів по визначенню ROCBR для сценарію, в якому 
ЦВЗ перед вкрапленням кодується БЧХ кодами підтверджують доцільність їх 
використання при побудові систем ЦВЗ (табл. 6.2).  В цих експериментах роз-
мір оригінальних файлів складає 5.04 мБ, розмір файлів після mp3-стиснення – 
470 кБ, після оgg – від 345 до 365 кБ. 
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Таблиця 6.2 
№ п/п 
сигна-
лу 
Атака mp3, бітрейт 64 кбіт/с Атака оgg, якість 0 
БЧХ (31,6) БЧХ (63,18) БЧХ (63,7) БЧХ (31,6) БЧХ (63,18) БЧХ (63,7) 
ROCBR, % 
1 100.00 100.00 100.00 100.00 99.71 100.00 
2 99.12 100.00 100.00 100.00 99.42 100.00 
3 100.00 100.00 100.00 100.00 100.00 100.00 
4 100.00 100.00 100.00 98.68 99.12 100.00 
5 100.00 100.00 100.00 99.56 100.00 100.00 
6 100.00 100.00 100.00 100.00 100.00 100.00 
7 100.00 99.12 100.00 97.37 96.78 100.00 
8 99.56 100.00 100.00 99.12 96.78 96.99 
9 100.00 100.00 100.00 98.25 90.94 98.50 
10 99.56 100.00 100.00 100.00 99.12 100.00 
11 100.00 100.00 100.00 98.68 97.08 100.00 
12 100.00 100.00 100.00 100.00 100.00 100.00 
13 100.00 100.00 100.00 100.00 100.00 100.00 
14 100.00 100.00 100.00 99.12 98.25 100.00 
15 100.00 100.00 100.00 99.56 97.95 100.00 
16 99.56 100.00 100.00 100.00 98.54 100.00 
17 100.00 100.00 100.00 100.00 100.00 100.00 
18 100.00 100.00 100.00 100.00 100.00 100.00 
19 100.00 100.00 100.00 98.68 99.12 100.00 
20 100.00 100.00 100.00 100.00 100.00 100.00 
21 100.00 100.00 100.00 99.12 99.42 99.25 
22 100.00 100.00 100.00 100.00 100.00 100.00 
23 100.00 100.00 100.00 100.00 100.00 100.00 
24 100.00 100.00 100.00 98.68 99.71 100.00 
25 100.00 100.00 100.00 100.00 100.00 100.00 
26 100.00 100.00 100.00 100.00 97.66 100.00 
27 100.00 100.00 100.00 98.25 97.37 100.00 
28 100.00 100.00 100.00 100.00 100.00 100.00 
29 100.00 100.00 100.00 100.00 100.00 100.00 
30 100.00 100.00 100.00 99.56 99.42 100.00 
31 100.00 100.00 100.00 97.81 99.42 100.00 
32 100.00 100.00 100.00 100.00 100.00 100.00 
33 100.00 98.54 100.00 99.12 100.00 100.00 
34 100.00 100.00 100.00 100.00 100.00 100.00 
35 100.00 100.00 100.00 100.00 100.00 100.00 
36 100.00 100.00 100.00 100.00 100.00 100.00 
37 100.00 100.00 100.00 100.00 99.42 100.00 
38 100.00 100.00 100.00 100.00 100.00 100.00 
39 100.00 100.00 100.00 100.00 100.00 100.00 
40 100.00 100.00 100.00 99.12 96.49 100.00 
41 100.00 100.00 100.00 99.56 98.54 100.00 
42 100.00 100.00 100.00 100.00 100.00 100.00 
43 100.00 100.00 100.00 99.12 98.83 100.00 
44 100.00 100.00 100.00 100.00 100.00 100.00 
45 100.00 100.00 100.00 100.00 98.54 100.00 
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Зауважимо, що БЧХ коди здатні виправити всі помилки, що виникли після 
атак стисненням з більшим бітрейтом та відповідно кращою якістю, ніж розг-
лянуті у таблиці 6.2. Разом з тим зважаючи на наявність поодиноких невиправ-
лених помилок після стиснення з великими втратами (для mp3 mean(ROCBR)БЧХ 
(63,7) = 100%, але для ogg mean(ROCBR)БЧХ (63,7) = 99.88%) пошук нових, більш 
ефективних кодів корекції помилок залишається актуальним. Слід зауважити, 
що таких помилок можна позбавитися й за рахунок зменшення пропускної зда-
тності стеганоканалу, тобто збільшити розмір сегментів, на які розбивається си-
гнал в процесі вкраплення. 
6.3.3. Результати тестування та порівняльний аналіз модифікованого ме-
тоду модуляції тональних маскерів 
Метод модуляції тональних маскерів було реалізовано у дещо спрощеному 
вигляді, а саме з використанням дворівневого вейвлет-розкладу та максимумів 
амплітудного спектра субсмуг-носіїв. Це дало змогу оцінити стійкість кодуван-
ня ЦВЗ модуляцією маскерів у порівнянні зі стійкістю, що забезпечує кодуван-
ня шляхом відкидання трійок частотних складових. Експерименти виконували-
ся на тому ж наборі 45 однохвилинних музичних фрагментів, що й для попе-
реднього стеганографічного методу. 
На рис. 6.5 наведені графіки ROCBR для обох варіантів кодування, отри-
мані після атаки mp3-стисненням з бітрейтом 128 кбіт/с та 64 кбіт/с (субсмуга-
носій cD2). На рис. 6.6 – після атаки ogg-стисненням. Як можна було передба-
чити модуляція тональних маскерів є менш стійкою до стиснення модифікацією 
форми амплітудного спектра в порівнянні з відкиданням трійок коефіцієнтів. 
Для модифікованого методу модуляції тональних маскерів без БЧХ-
кодування ЦВЗ середня кількість спотворень після атаки mp3-стисненням з біт-
рейтом 128 кбіт/с склала 99.1%, з 64 кбіт/с – 91.1%, після атаки ogg-стисненням 
з якістю 6 – 97.7%, з якістю 2 – 92.5%. 
Говорячи про кількісну оцінку спотворень, що вносяться маркуванням на 
базі модуляції тональних маскерів, слід сказати, що вона буде меншою, у 
порівнянні з методом, запропонованим у п. 3.3 роботи.  Так, для методу з 
відкиданням трійок частотних складових середнє SNR при вкрапленні ЦВЗ в 
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субсмугу сD2 – 49 дБ, для методу модуляції тональних маскерів – 56 дБ (зна-
чення всіх інших параметрів експерименту, крім способу кодування біту ЦВЗ, 
були обрані однаковими). 
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Рис. 6.5. ROCBR після атаки mp3-стисненням з бітрейтом 128 кбіт/с (а) 
та 64 кбіт/с (b) 
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Рис. 6.6. ROCBR після атаки ogg-стисненням з якістю 6 (а) з якістю 2 (b) 
 
Відмітимо, що метод модуляції тональних маскерів також доцільно допов-
нювати кодами корекції помилок, зокрема БЧХ-кодуванням. Так, завдяки за-
стосуванню кодів БЧХ (63,7) стійкість даної реалізації модифікованого методу 
модуляції тональних маскерів в середньому була покращена до 100, 99.8, 100 та 
99.9% відповідно. Збільшення розмірів блоків з 2048 до 4096 для модифікова-
ного методу модуляції тональних маскерів дозволило досягти 100% стійкості 
до атак mp3-стисненням з бітрейтом 64 кбіт/с і вищим та ogg-стисненням з які-
стю 2 і кращою. Разом з тим середній ROCBR після атак оgg-стисненням з кое-
фіцієнтом якості 0 склав 99% (SNR = 18дБ), для таких атак є актуальним пошук 
більш ефективних кодів корекції помилок. 
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6.3.4. Результати тестування методу ЦВЗ, що передбачає автоматичну си-
нхронізацію після зсуву та обрізування  
6.3.4.1. Тестування стабільності набору особливих точок, що є стрибками 
енергії сигналу 
Уявлення про стійкість набору особливих точок до типових атак, або мож-
на сказати їх стабільність, дає таблиця 6.3, що отримана в результаті одного з 
тестових експериментів. В першому стовпці таблиці наведено індекси місцепо-
ложень особливих точок, визначених у вейвлет-коефіцієнтах вихідного сигна-
лу. В інших стовпцях наведено індекси місцеположень особливих точок, визна-
чених у вейвлет-коефіцієнтах сигналу, над яким проведено вказану у заголовку 
атаку, та їх зсув відносно вихідних точок. В даному випадку особлива точка 
вважалася стабільною, якщо зсув її місцеположення до та після атаки сигналу 
не перевищував 50-ти відліків. Не стабільні особливі точки у таблиці відмічено 
жирним шрифтом. 
Таблиця 6.3  
Вихідний 
сигнал 
Атаки 
Білий шум 
40 дБ 
НЧ-фільтр 
2 кГц 
Стиснення 
MP3 
32 кбіт/с 
Стиснення 
OGG 
32 кбіт/с 
Стиснення 
WMA 
32 кбіт/с 
Стиснення 
MPEG-4 
Audio 
32 кбіт/с 
Стиснення 
AMR 
Для субсмуги сD3(n) 
156872 156872 0 156872 0 156872 0 156872 0 156936 -64 156360 512 156886 -14 
159887 159887 0 159887 0 159887 0 159887 0 159951 -64 159369 518 159909 -22 
162324 162324 0 162324 0 162325 -1 162324 0 162388 -64 161812 512 
162333 -9 
164437 - 
169071 169071 0 169071 0 169071 0 169071 0 169135 -64 168558 513 169083 -12 
177397 177397 0 177397 0 177397 0 177397 0 177461 -64 176885 512 177404 -7 
185718 185718 0 185718 0 185718 0 185718 0 185782 -64 185206 512 185727 -9 
194038 194038 0 194038 0 194038 0 194038 0 194102 -64 
193527 511 
194047 -9 
203017 - 
210455 210455 0 210455 0 210455 0 210442 13 210519 -64 209933 522 210464 -9 
215037 215037 0 215037 0 215037 0 215037 0 215101 -64 214525 512 215046 -9 
217421 217421 0 217421 0 217421 0 217421 0 217485 -64 216909 512 217431 -10 
220926 220926 0 220926 0 220926 0 220926 0 220990 -64 220414 512 220935 -9 
227198 227198 0 227198 0 227198 0 227198 0 227262 -64 226686 512 227206 -8 
235390 235390 0 235390 0 235390 0 235390 0 235454 -64 234877 513 235402 -12 
243716 243716 0 243716 0 243716 0 243716 0 243780 -64 243203 513 243723 -7 
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Як бачимо, лідер по кількості зміщених особливих точок – атака AMR-
стисненням. В цьому випадку і якість стисненого сигналу гірша, ніж сигналу, 
закодованого згідно іншим чотирьом стандартам. Крім того, слід пояснити, що 
при WMA-стисненні отримана затримка сигналу на 512 відліків, і як наслідок 
зсув індексів вейвлет-коефіцієнтів субсмуги cD3 на 64 відліки, а субсмуги cD2 
на 128. Аналогічний зсув індексів відносно вмісту виникає й при кодуванні 
MPEG-4 Audio. 
6.3.4.2. Тест на роздільність гіпотез, визначення порогу виявлення  
В процесі досліджень було проведено експеримент з обчислення 1800 кое-
фіцієнтів кореляції для маркованих та оригінальних контейнерів згідно формулі 
(4.14). Результати експерименту показані на рис. 6.7, де гістограма H0  показує 
розподіл коефіцієнтів кореляції для пустих, а H1 – для маркованих контейнерів. 
З даної статистики витікає, що поріг виявлення при параметрах алгоритму мар-
кування q = 1024; T1 = 20; T2 = mean(Eafter)/5; T3 = 5; p = 10; α = 0.35
 
може бути 
встановленим в межах від 0.14 до 0.17. 
В детекторі можливе виникнення двох типів помилок. Існує вірогідність 
того, що детектор не виявить наявний ЦВЗ та вірогідність помилкового знахо-
дження ЦВЗ у пустому контейнері (вірогідність помилкової тривоги). Змен-
Для субсмуги сD2(n) 
301658 301658 0 
287962 - 
301690 -32 301658 0 301789 -131 300621 1037 301676 -18 
301658 0 
305337 305335 2 305335 2 305337 0 305335 2 305465 -128 304313 1024 305356 -19 
309628 309628 0 309628 0 309628 0 309629 -1 309756 -128 308602 1026 309649 -21 
319700 319700 0 319433 267 319698 2 319433 267 319828 -128 318700 1000 319463 237 
327914 327914 0 327914 0 327914 0 327914 0 328042 -128 326888 1026 327932 -18 
333329 333329 0 
333329 0 
333327 2 333329 0 333457 -128 332305 1024 333018 311 
371438 - 
403158 403155 3 
388078 - 
403158 0 403158 0 403286 -128 402120 1038 403176 -18 
403159 -1 
406625 406625 0 406625 0 406625 0 406625 0 406753 -128 405601 1024 406643 -18 
415188 415188 0 415188 0 415188 0 415188 0 415316 -128 414166 1022 415126 62 
420037 420037 0 419995 42 420029 8 420041 -4 420160 -123 418994 1043 420083 -46 
431737 431737 0 431687 50 431737 0 431707 30 431713 24 430695 1042 431751 -14 
434816 434817 -1 434783 33 434816 0 434797 19 434930 -114 433774 1042 434836 -20 
441917 441917 0 
441915 2 
441923 -6 441911 6 442056 -139 440893 1024 441942 -25 
454393 - 
246 
 
шення однієї вірогідності приводить до збільшення іншої. Система ЦВЗ повин-
на бути побудована таким чином, щоб мінімізувати вірогідність виникнення 
обох типів помилок. Разом з тим надійність роботи детектора характеризується 
вірогідністю помилкової тривоги. Щоб гарантувати відсутність помилкових 
тривог поріг виявлення встановлюється максимально високо. 
 
 
 
 
 
 
 
 
 
 
 
 
Рис. 6.7. Розподіл коефіцієнтів кореляції, обчислених детектором  
для пустих та маркованих сигналів 
6.3.4.3. Аналіз стійкості ЦВЗ та надійності системи 
Для аналізу стійкості ЦВЗ використовувалися ті ж атаки, що й при переві-
рці стабільності набору особливих точок: адитивний гаусівський шум потужні-
стю 40 дБ, низькочастотна фільтрація з частотою зрізу 2 кГц, стиснення згідно 
стандартам MP3, OGG, WMA, MP4 Audio з бітрейтом 32 кбіт/с та стиснення 
AMR. А також виконувався тест на стійкість до обрізування, при якому обріза-
лося 10% з початку маркованого сигналу та 10% з кінця. 
На рис. 6.8а коефіцієнт кореляції, отриманий при детектуванні ЦВЗ у не-
спотвореному маркованому контейнері з правильним ключем  key = 350,  пока-
зано у порівнянні з коефіцієнтами кореляції, отриманим при детектуванні ЦВЗ 
з 999 іншими можливими ключами. На рис. 6.8b – 6.8i показано результати ана-
логічних тестів для атакованого маркованого сигналу. 
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Рис. 6.8. Результати детектування ЦВЗ для вихідного та атакованого сигналів 
 
Як бачимо, коефіцієнт кореляції, отриманий з правильним ключем, може 
зменшуватися після атак на сигнал. Разом з тим, в даних тестах він завжди за-
лишається максимальним та відчутно більшим, ніж коефіцієнти, отримані з не-
правильним ключем.  
Надійність системи ЦВЗ можна оцінити за допомогою аналізу результатів 
цього ж тесту. Методика оцінки надісності полагає в тому, що значення коефі-
цієнтів кореляції, отриманих при детектуванні ЦВЗ з правильним ключем в не-
спотвореному та спотвореному атаками маркованому сигналі, вибираються в 
перший рядок таблиці 6.4. А в другий рядок цієї таблиці вибираються максима-
льні значення кореляції, отримані при детектуванні ЦВЗ з неправильним клю-
чем. Далі необхідно перевірити до якого з класів буде віднесений контейнер у 
кожному з випадків.  
Згідно даним першого рядка таблиці та попереднього експерименту на 
роздільність гіпотез тестовий сигнал після всіх вказаних атак буде розпізнано 
як маркований. Якщо зафіксувати поріг виявлення рівним 0.17, то помилкова 
     g) стиснення MP4 Audio; h) стиснення AMR;        i) обрізування 20%. 
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тривога виникає в 2-х випадках з 9000 в цьому експерименті – при детектуванні 
ЦВЗ з ключем key = 327 з сигналів, над якими здійснено НЧ-фільтрацію та обрі-
зування. Це складає 0.022% від загальної кількості тестів у експерименті (кое-
фіцієнти кореляції, отримані з іншими 998 ключами, не перевищують 0.17).  
Таблиця 6.4 
 
№ 
п/п 
 
  для 
маркова-
ного 
контей-
нера 
  для маркованого контейнера після атаки на нього 
Білий 
шум 
40 дБ 
НЧ- 
фільтр 
2 кГц 
Стис-
нення 
MP3 
32 кбіт/с 
Стис-
нення 
OGG 
32 кбіт/с 
Стис-
нення 
WMA 
32 кбіт/с 
Стис-
нення 
MPEG-
4 Audio 
32 кбіт/с 
Стис-
нення 
AMR 
Обріз-
ка 20% 
1. 0.3932 0.3941 0.3523 0.3794 0.3907 0.3921 0.3734 0.2911 0.3030 
2. 0.1649 0.1647 0.1703 0.1698 0.1595 0.1658 0.1643 0.1554 0.1915 
 
Зазначимо також, що для значень коефіцієнта кореляції, які близькі до по-
рогу виявлення, має сенс проводити повний перебір варіантів за всіма ключами. 
Це потребує більше ресурсів, але дозволить детектору правильно інтерпретува-
ти отриманий результат. 
6.3.5. Результати тестування стійкості особливих точок зображення, виді-
лених детектором Харріса  
 
Стійкість цифрового водяного знаку до геометричних перетворень контейне-
ра-зображення залежить від стабільності виділеного набору особливих точок. У да-
ному пункті роботи наведені результати тестування стабільності особливих точок 
зображення, виділених за допомогою детектора Харріса. Такі точки використані 
для синхронізації ЦВЗ у методі, розглянутому у п. 4.2 дисертації. 
Втрата особливої точки або поява нової після атаки на стеганоконтейнер при-
водять до втрати ЦВЗ у всіх пов’язаних з цією точкою трикутниках. Так, на рис. 6.9 
наведено приклад втрати двох особливих точок через те, що стеганоконтейнер під-
лягав атаці масштабуванням. Зображення було зменшене до 80% та збережене за 
допомогою  програми IrfanView (параметри зміни розмірів встановлені за замовчу-
ванням, зокрема передискретизація здійснювалася з використанням фільтру Лан-
цоша [168]). Потім зображення було відновлене до вихідних розмірів.  
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 a) b) 
Рис. 6.9. Особливі точки та тріангуляція за ними до (a) та після (b) атаки  
масштабуванням  
 
Знаходження особливих точок в оригінальному та атакованому зображеннях 
відбувалося після їх згладжування фільтром Гаусса зі стандартним відхиленням рі-
вним 3 (використовувалася функція gaussfilt). Глобальний поріг виявлення – 70, ра-
діус околу j,iU  рівний 20. 
Втрачені особливі точки відмічені червоним кольором на рис. 6.9а, на рис. 6.9b 
червоними хрестами відмічені трикутники, в яких ЦВЗ відсутній. Таких трикутни-
ків при детектуванні буде 7. Разом з тим ЦВЗ присутній в інших 43 трикутниках, 
що помічені зеленою «пташкою», тому результат глобального виявлення буде свід-
чити про наявність ЦВЗ в зображенні. 
На рис. 6.10 представлені результати тестування стабільності особливих точок 
до комбінованої атаки, що полягає у повороті зображення на кут 5 та подальшого 
обрізування біля 10% контенту. Поворот зображення практично завжди супрово-
джується його обрізуванням, тому така комбінована атака є типовою для контейне-
рів-зображень. Як бачимо, після такої комбінованої атаки було втрачено 9 особли-
вих точок з 35 та з’явилося 3 нові точки. 22 трикутники на атакованому зображенні 
містить ЦВЗ, 24 трикутники не містить. В цілому таке зображення буде розпізнава-
тися детектором як марковане. 
Ще одна типова атака – jpeg-стиснення. Рис. 6.11 демонструє стійкість особли-
вих точок до стиснення з коефіцієнтом якості 50%. Розмір файлу з тестовим зобра-
женням після такого стиснення зменшився у 25 разів. Відмітимо, що це сильний 
ступінь стиснення, після застосування якого на зображенні стають видимими арте-
факти блочності та з’являється суттєвий шум в областях контурів. Разом з тим ЦВЗ 
250 
 
буде детектуватися у зображенні навіть після такої його деградації. Так, у нашому 
прикладі після атаки стисненням зникло 2 особливі точки та з’явилося 6 нових, та-
кож одна точка була помітно зміщена. При застосуванні алгоритму детектування 
ЦВЗ до атакованого зображення було виділено 50 трикутників. З них 26 трикутни-
ків містили ЦВЗ та 24 трикутників не містили. В цілому, згідно формулі глобально-
го виявлення зображення відноситься до класу маркованих. 
 
          
 a) b) 
Рис. 6.10. Особливі точки та тріангуляція за ними до (a) та після (b)  
атаки поворотом та обрізуванням  
 
  
 a) b) 
Рис. 6.11. Особливі точки та тріангуляція за ними до (a) та після (b) атаки  
jpeg-стисненням  
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6.3.6. Дослідження впливу друку та сканування на коефіцієнти амплітуд-
ного спектра зображення  
У пункті 4.3.3 дисертації аналітично показано, що у низько- й середньочас-
тотній субсмугах спектра внаслідок друку й сканування збільшуються коефіці-
єнти з малими амплітудами, а коефіцієнти з великими практично зберігаються. 
Ця закономірність була підтверджена експериментальним шляхом. Так, зокре-
ма, на рис. 6.12 та 6.13 представлені результати експерименту, в якому зобра-
ження було роздруковане на струминному принтері Epson Stylus Photo R220 з 
роздільною здатністю 720 dpi, а відскановане на планшетному сканері hp scanjet 
4400 c з роздільною здатністю 300 dpi. У лівій частині цих рисунків представ-
лений амплітудний спектр вихідного зображення, де темні пікселі відповідають 
малим амплітудам. У правій частині зображена відповідна попередньому фраг-
менту різниця спектрів оригінального та відсканованого зображень, де світлі 
пікселі відповідають максимально великому спотворенню.  
 
Рис. 6.12. Фрагмент низькочастотної смуги спектра (у зб. масштабі) та різниця 
спектрів оригінального й відсканованого зображень для цього фрагменту 
 
Рис. 6.13. Фрагмент середньочастотної смуги спектра (у зб. масштабі) та різниця 
спектрів оригінального й відсканованого зображень для цього фрагменту 
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Неважко помітити, що темні пікселі на лівій частині ілюстрацій чітко від-
повідають світлим пікселям на правій. Таким чином, теоретичні викладки підт-
верджуються експериментальними даними. 
 
6.4. Дослідження стеганоаналітичних методів та чисельні оцінки 
точності при різних умовах стеганоаналізу 
 
Під час дослідження запропонованих модифікацій методів будуть розгля-
нуті наступні важливі питання, відповіді на які дозволять більш точно інтерп-
ретувати результати стеганоаналізу: 
1. Чи впливає на точність зміна ядра класифікатора, яке ядро є оптимальним в 
тому чи іншому випадку? 
2. Якою є оптимальна кількість елементів навчальної вибірки з точки зору ма-
ксимально досяжної точності? 
3. Чи залежить точність від способу формування навчальної вибірки?  
4. Як впливає на точність наповненість стеганоконтейнерів? 
5. Чи всі елементи характеристичного вектора однаково важливі для цілей сте-
ганоаналізу? 
6. Чи впливає на точність зміна типу контейнерів, що підлягають стеганоана-
лізу, та чи ефективним є застосування методів для контейнерів, отриманих з 
різних джерел? 
7. Як впливає на точність наявність стеганоключа, що визначає місцеполо-
ження вкраплених бітів? 
8. На скільки можно покращити точність врахуванням змін статистик у деталі-
зуючих вейвлет-коефіцієнтах контейнерів?  
 У роботі [190] показано, що навчальна вибірка повинна бути сформова-
ною з пар «пустий»-«заповнений» контейнер, де заповнений створено з парного 
йому пустого шляхом вкраплення деякого повідомлення. Крім того під час ви-
значення оптимальних параметрів класифікатора небажаним є використання 
класичної крос-валідації, оскільки вона розриває ці пари. З врахуванням ре-
зультатів дослідження авторів [190] у даній роботі навчальна вибірка формува-
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лася з пар «пустий» та створений з нього «заповнений» контейнер, а параметри 
класифікатора підбиралися за дискретною сіткою значень. 
Для отримання оцінок точності методу на вхід навченого класифікатора по 
черзі подавались дві контрольні вибірки: 1) вибірка пустих контейнерів, що не 
брали участі у навчанні SVM; 2) вибірка стеганоконтейнерів фіксованої напов-
неності, що також не використовувалися при навчанні SVM. Результуюча точ-
ність підраховувалася як відсоток правильно розставлених міток на обох вище-
вказаних вибірках. 
6.4.1 Виявлення НЗБ-стеганографії  за методом на базі матриці суміжності
  
6.4.1.1. Стеганоаналіз 8-бітних аудіосигналів  
 
У таблиці 6.5 наведено один із результатів експериментів по визначенню 
оптимального ядра класифікатора та кількості елементів в навчальній вибірці. 
Всі стеганоконтейнери у даній серії експериментів заповнювалися на 100%.  
Контрольна вибірка складалася з 692 пустих та 692 заповнених 8-бітних аудіо-
сигналів. При формуванні характеристичного вектора використовувалася одна 
роздільна здатність аналізу – d=2-8. Зауважимо, що отримані закономірності 
зберігаються й для 16-ти бітних аудіо сигналів, а також інших роздільних здат-
ностей d=2-m та інших наповненостей стеганоконтейнерів, незалежно від того, 
яким є вкраплення – послідовним чи розподіленим. 
За даними таблиці 6.6 можна відслідкувати, як залежить точність 
стеганоаналізу від наповненості стеганоконтейнерів при різних варіантах 
формування навчальної вибірки. У стовпцях «Співпадіння наповненості» цієї 
таблиці наведено точність стеганоаналізу, отриману у випадках однакової 
наповненості стеганоконтейнерів навчальної та контрольної вибірки (навчальна 
вибірка у даних експериментах складалася з 200 пустих та 200 заповнених 
контейнерів, контрольна – з 800 пустих та 800 заповнених). У стовпцях 
«Загальна навчальна вибірка» таблиці наведено точність стеганоаналізу, 
отриману при використанні навчальної вибірки, що містила 200 пустих 
контейнерів та по 33 контейнера 100, 75, 50, 25, 12 та 6% наповненості.  
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Таблиця 6.5  
Кількість 
контейнерів 
в навчальній 
вибірці 
Лінійна SVM Нелінійна SVM 
Хибно 
 позитивна 
тривога 
Хибно  
негативна 
тривога 
Точність, 
% 
Хибно 
 позитивна 
тривога 
Хибно  
негативна 
тривога 
Точність, 
% 
100 692/692 0/692 50 0/692 692/692 50 
120 16/692 75/692 93.4249 82/692 338/692 69.6532 
140 16/692 58/692 94.6532 81/692 280/692 73.9162 
160 14/692 58/692 94.7977 81/692 268/692 74.7832 
180 13/692 57/692 94.9422 69/692 269/692 75.5780 
200 13/692 48/692 95.5925 68/692 272/692 75.4335 
220 11/692 13/692 98.2659 101/692 165/692 80.7803 
240 8/692 11/692 98.6272 72/692 101/692 87.5000 
260 6/692 10/692 98.8439 71/692 99/692 87.7168 
280 5/692 10/692 98.9162 70/692 87/692  88.6561 
300 4/692 10/692 98.9884 70/692 88/692 88.5838 
340 9/692 9/692 99.0607 69/692 84/692 88.9451 
360 9/692 9/692 99.0607 69/692 84/692 88.9451 
 
Виходячи з результатів таблиці 6.6 при перевірці 8-бітних аудіосигналів 
доцільним є послідовне використання обох вищеописаних варіантів стеганоа-
налізу: SVM класифікація з загальною навчальною вибіркою з метою виявлен-
ня стеганоконтейнерів великої наповненості та SVM класифікація з навчанням 
на стеганоконтейнерах малої наповненості з метою виявлення відносно малих 
прихованих повідомлень. 
Таблиця 6.6  
Наповненість 
стеганокон-
тейнерів кон-
трольної вибі-
рки, % 
Точність виявлення послідовного 
вкраплення методом НЗБ,% 
Точність виявлення розподіленого 
вкраплення методом НЗБ,% 
Співпадіння 
наповненості 
Загальна 
навчальна 
вибірка 
Співпадіння 
наповненості 
Загальна 
навчальна 
вибірка 
100 100 100 100 100 
75 99.9375 100 100 100 
50 99.9375 100 100 99.9375 
25 99.5625 99.8750 99.8125 99.9375 
12 98.0625 95 99.8750 99.6875 
6 93.3125 68.1875 99.2500 73.2500 
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Також було проведено серію експериментів, направлених на виявлення за-
лежності точності класифікації від наповненості контейнерів навчальної та кон-
трольної вибірки сигналів.  В цих експериментах брали участь 1-хвилинні мовні 
сигнали, частота дискретизації 44 кГц, розрядність квантування – 8 біт на відлік 
(конвертовані з 16-бітних). Загальна кількість – 865 сигналів. Оригінальні сиг-
нали отримані з 7 різних інтернет-джерел. Навчальна вибірка формувалася з 
140 пустих та 140 стеганоконтейнерів однієї наповненості, а потім обраховува-
лася точність класифікації для контрольних наборів контейнерів, що містили 
692 пустих та 692 стеганоконтейнери однієї (можливо тієї ж, що й в навчальній 
вибірці, можливо іншої)  наповненості. 
Результати для наглядності графічно представлені на рис. 6.14. Крім них 
на графік додано результати, отримані при класифікації контейнерів у випадку, 
коли наповненість стеганоконтейнерів контрольної вибірки співпадає з напов-
неністю стеганоконтейнерів навчальної (рядок «Співпадіння»). А також резуль-
тати, коли навчальна вибірка формувалася з використанням стеганоконтейнерів 
різної наповненості (рядок «Узагальнення»). 
Слід звернути увагу на те, що при інших умовах стеганоаналізу, зокрема 
при роботі з сигналами, отриманими з різних джерел,  перевага стеганоаналізу 
у режимі «Співпадіння наповненості» перед режимом «Загальна навчальна ви-
бірка» має місце не тільки для малих, а й для великих наповненостей стегано-
контейнерів. Зауважимо, що ця перевага відслідковувалася й у подальших екс-
периментах з 16-бітними контейнерами. 
Також досліджувалося питання визначення довжини прихованого повідо-
млення. Для того, щоб визначити довжину повідомлення, було побудовано су-
купність класифікаторів, навчених розділяти два набори стеганоконтейнерів рі-
зної наповненості. Навчальна вибірка при цьому складалася з 170+170 контей-
нерів (двох фіксованих наповненостей), а контрольна – з 692+692 інших стега-
носигналів цих же наповненостей. Як видно з рис. 6.15 два набори заповнених 
контейнерів при їх не надто малій наповненості можна досить точно розділити. 
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Рис. 6.14. Залежність точності від наповненості стеганоконтейнерів  
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Рис. 6.15. Розрізнення двох множин стеганоконтейнерів різної наповненості  
 
Як зміниться точність стеганоаналізу внаслідок використання статистик 
вейвлет-коефіцієнтів? В таблиці 6.7 наведено точність, яка була отримана при 
формуванні характеристичного вектора в області деталізуючих коефіцієнтів 
однорівневого та дворівневого пакетного вейвлет-розкладу. На вхід SVM 
подавався 20-ти елементний характеристичний вектор, який отримано з роз-
дільною здатністю 
82d . Перші 10 елементів цього вектора визначалися для 
виділеної однорівневим пакетним або звичайним ВП частотної субсмуги (Fd/4, 
Fd/2), тобто деталей першого рівня. Другі десять – для частотної субсмуги 
(3Fd/8, Fd/2), тобто деталей другого рівня пакетного вейвлет-розкладу. 
Зазвичай, відповідаючий деталям другого рівня вузол дерева пакетної вейвлет-
декомпозиції позначають за його номером – (2, 3). В дужках в табл. 6.7 вказано 
точність, що була отримана при використанні тільки першої половини 
елементів характеристичного вектора, а через кому – тільки другої. Через   
тут і в подальшому позначено наповненість стеганоконтейнерів контрольної 
вибірки. Набір сигналів та параметри експериментів – ті ж самі, що використо-
вувалися при отриманні результатів табл. 6.6. 
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Таблиця 6.7  
 , % 
Точність виявлення послідовного 
вкраплення методом НЗБ,% 
Точність виявлення розподіленого 
вкраплення методом НЗБ,% 
Співпадіння 
наповненості 
Загальна 
навчальна вибірка 
Співпадіння 
наповненості 
Загальна 
навчальна вибірка 
100 
100 
(100,100) 
99.8750 
(99.8125, 98.6250) 
100 
(100,100) 
99.7500 
(99.1250, 99.8125) 
75 
100 
(100,100) 
99.8750 
(99.8125, 98.6250) 
100 
(100,100) 
99.7500 
(99.1250, 99.7500) 
50 
100 
(100,100) 
99.8750 
(99.8125, 98.6250) 
100 
(100,100) 
99.7500 
(99.1250, 99.7500) 
25 
100 
(100, 99.9375) 
99.8750 
(99.8125, 98.6250) 
100 
(100, 100) 
99.7500 
(99.1250, 99.8125) 
12 
100 
(99.9375, 98) 
99.8125 
(98.4375, 97.2500) 
100 
(99.8750, 100) 
99.7500 
(99.1250, 99.8125) 
6 
99.1875 
(97.3750, 92.8125) 
90.6875 
(79.1875, 71.6875) 
95.8125 
(94.3125, 91.3125) 
89.7500 
(82.8750, 84.9375) 
 
У таблиці 6.8 представлено результати експериментів, де використовував-
ся сукупний характеристичний вектор, розрахований для безпосереднього 
представлення контейнера та для деталізуючих вейвлет-коефіцієнтів.  
Таблиця 6.8  
 , % 
Точність виявлення послідовного 
вкраплення методом НЗБ,% 
Точність виявлення розподіленого 
вкраплення методом НЗБ,% 
Співпадіння 
наповненості 
Загальна 
навчальна вибірка 
Співпадіння 
наповненості 
Загальна 
навчальна вибірка 
100 100 99.6875 100 99.9375 
75 100 99.6875 100 99.9375 
50 100 99.6875 100 99.9375 
25 100 99.6875 100 99.9375 
12 99.9375 99.6250 100 99.9375 
6 99 94.0625 99.9375 99.5000 
 
Порівнюючи ці чисельні дані з даними таблиці 6.6, можно зробити висно-
вок, що при доповненні характеристичного вектора елементами, розрахованими 
для деталізуючих вейвлет-коефіцієнтів, точність стеганоаналізу покращилася в 
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середньому на 0.8% в режимі «Співпадіння наповненості» та на 4.6% в режимі 
«Загальна навчальна вибірка». 
6.4.1.2. Стеганоаналіз 16-бітних аудіосигналів  
 
У таблиці 6.9 демонструється точність виявлення Hide4PGP приховань у 
16-бітних 44 кГц мовних аудіосигналах. У даних експериментах використана 
загальна навчальна вибірка, яка складається з сигналів із наповненістю 0, 12, 
25, 50, 75 та 100%. Сигнали отримані з різних джерел. Їх кількість в навчальній 
вибірці – 1600, контрольній – 6400. Тут і в подальшому область cD1 – це деталі-
зуючі коефіцієнти однорівневого ВП, а область cD2,3 – коефіцієнти вузла (2, 3) 
дворівневого вейвлет-пакету.  
Таблиця 6.9  
 , % 
Точність класифікації, % 
Аналіз у часовій 
області 
Аналіз у області 
cD1 
Аналіз у області 
cD2,3 
Аналіз даних 
трьох областей 
100 94.5156 87.1094 85.2656 97.5313 
75 93.0781 86.1719 82.2500 97.4375 
50 90.0625 73.8281 77.3906 96.2969 
25 86.2188 54.0313 75.2969 93.9844 
12 52.3750 50.6563 73.8125 74.5469 
 
Бачимо, що середне покращення точності, досягнуте використанням аналі-
зу деталізуючих вейвлет-коефіцієнтів рівне 8.7%. При цьому для максимально 
заповнених контейнерів точність покращена на 3%, … для на 12% наповнених 
– на 22%. 
Як і у випадку аналізу 8-бітних контейнерів, стеганоаналітик може скорис-
татися варіантом послідовної перевірки сигналів за допомогою набору бінарних 
класифікаторів, навчених на стеганоконтейнерах однакової чи близької напов-
неності. Результат такого стеганоаналізу для того ж тестового набору 16-бітних 
сигналів представлено у таблиці 6.10. В даному випадку середнє покращення 
точності рівне 5.4%. Максимум покращення досягається для стеганоконтейнерів 
12% наповненості та рівний 11.3%. 
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Таблиця 6.10  
 , % 
Точність класифікації, % 
Аналіз у часовій 
області 
Аналіз у області 
cD1 
Аналіз у області 
cD2,3 
Аналіз даних 
трьох областей 
100 98.2031 98.9375 99.8281 99.8281 
75 96.8125 96.2344 95.9531 99.7656 
50 94.6250 77.8750 85.3125 98.8750 
25 89.4531 60.0156 74.4531 96.2188 
12 71.7969 57.0781 74.0625 83.0625 
 
Перевірялася точність розрізнення (у відсотках) наборів 16-бітних стегано-
контейнерів двох фіксованих наповненостей (табл. 6.11).  В даних експеримен-
тах використовувалися ті ж самі сигнали, що і в двох попередніх. Аналіз здійс-
нювався у часовій області та в частотних субсмугах (Fd/4, Fd/2) і (3Fd/8, Fd/2). У 
випадках, коли наповненість контейнерів навчальної вибірки з мітками класу 
«S1» і «S2» не співпадала, навчальна вибірка складалася з 800 пар контейнерів 
двох фіксованих наповненостей, отриманих з одного й того ж пустого. В інших 
випадках для навчання використовувалися 1600 різних стеганоконтейнерів од-
накової наповненості (як бачимо, за таких умов точність рівна 50%, тобто сиг-
нали неможливо поділити на два класи).  
Таблиця 6.11  
Наповне-
ність кон-
тейнерів 
навчальної 
вибірки з 
міткою кла-
су «S2», % 
Наповненість контейнерів навчальної вибірки з міткою класу «S1», % 
100 75 50 25 12 0 
100 50 99.5625 99.5781 99.6094 99.5781 99.8281 
75 99.5625 50 98.5781 98.8594 98.9375 99.7656 
50 99.5781 98.5781 50 96.6875 96.7344 98.8750 
25 99.6094 98.8594 96.6875 50 87.4688 96.2188 
12 99.5781 98.9375 96.7344 87.4688 50 83.0625 
0 99.8281 99.7656 98.8750 96.2188 83.0625 50 
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Зауважимо, що для варіантів НЗБ приховувань, коли вкраплюється не бі-
льше одного біту у відлік сигналу, виявити  стеганоконтейнери складніше, так 
як сила модифікацій, привнесених в оригінали вкрапленням, менша.    
Шум, який привноситься вкрапленням, більш помітний на ділянках сигна-
лу з малими амплітудами. Тому, коли НЗБ вкраплення відбувається у сигнали зі 
зрізаними верхніми частотами (наприклад, унаслідок mp3-стиснення) розраху-
нок елементів характеристичного вектора в області вейвлет-коефіцієнтів стає 
особливо ефективним. Стиснення зі втратами видаляє незначимі деталі у спект-
рі сигналу, що дозволяє більш точно класифікувати пусті та заповнені контей-
нери в подальшому. Такий приклад наведено в таблиці 6.12. У ній представлено 
результати експериментів, де вихідні широкополосні мовні аудіосигнали (тес-
товий набір з 1250 фрагментів аудіокниг) підлягали mp3-стисненню з бітрейтом 
64 кбіт/с. Розподілене НЗБ вкраплення (не більше одного біту у відлік) здійс-
нювалося в області часу цих сигналів після їх зворотної конвертації до неупа-
кованого формату (wav). У дужках після кожного значення точності класифіка-
ції вказано точність, що була отримана при тих же параметрах чисельних екс-
периментів, але для сигналів, які не підлягали стисненню зі втратами.  Як бачи-
мо ця точність є гіршою, особливо для тієї частини характеристичного вектора, 
яка обчислена для вейвлет областей. 
Таблиця 6.12  
 , % 
Точність класифікації, % 
Аналіз у часовій 
області 
Аналіз у області 
cD1 
Аналіз у області 
cD2,3 
Аналіз даних 
трьох областей 
100 95.8167 (94.3559) 99.8008 (69.7211) 98.8048 (65.4714) 99.8008 (95.5511) 
50 93.2935 (82.0053) 99.3360 (60.6242) 94.1567 (57.0385) 99.3360 (84.7278) 
25 71.4475 (61.9522) 96.9456 (53.7849) 86.8526 (53.5857) 97.6096 (63.7450) 
12 57.9681 (55.4449) 84.9934 (51.3944) 71.3147 (51.5936) 90.9695 (55.7769) 
 
Аналогічним чином було досліджено вплив рівня зашумлення сигналу на 
точність стеганоаналізу. Перед вкрапленням повідомлень за методом НЗБ до 
оригінальним тестових сигналів додавався адитивний гаусівський шум фіксо-
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ваної потужності. Результати тестування показали, що зі збільшенням рівня за-
шумлення сигналів точність детектування створених з цих сигналів стеганокон-
тейнерів погіршується. 
 
 
6.4.2 Виявлення МІК-стеганографії  за методом на базі матриці 
суміжності 
6.4.2.1. Стеганоаналіз 8-бітних аудіосигналів  
За результатами візуального аналізу різниць fG  
оптимальним є вибір у 
ролі характеристичного вектора для 8-бітних МІК-аудіосигналів 30-ти елемент-
ного вектора, що сформований шляхом послідовного об’єднання рядків матриці 
),( ddPf   розміром 310, де Δd=2
-m, m=8,7,6, d=1..10. Як підтвердження цього 
в таблиці 6.13 наведено точність стеганоаналізу, отриману при виявленні МІК 
стеганоконтейнерів, у випадку коли використовувався 30-елементний характе-
ристичний вектор, сформований як описано вище, та 100-елементний характе-
ристичний вектор, отриманий при одній роздільній здатності Δd=2-8.  
В експериментах, в результаті яких були отримані значення таблиці 6.13, 
та в подальших з 8-бітними сигналами використовувалося по 210 пустих та за-
повнених контейнерів для навчання та по 850 – для контролю. Стеганоконтей-
нери створювалися з рівномірним кроком вкраплення, що зазначений у першо-
му стовпці таблиці. У режимі «Загальна навчальна вибірка» при навчанні вико-
ристовувалося 210 пустих та по 21 стеганоконтейнеру з різними кроками вкра-
плення (всі вказані в табл. 6.13 кроки, за виключенням кроків 6 та 7). Сила 
вкраплення S2 = 0.0158. Значення точності усереднювалися за 80 експеримента-
ми, кожен з яких відрізнявся від інших вмістом сигналів навчальної та контро-
льної вибірок.  Значення точності до похилої риски – «/» – отримані за умови 
використання лінійного ядра класифікатора, після неї – гаусівського. 
Як бачимо, лінійне ядро класифікатора забезпечує кращу точність у порів-
нянні з гаусівським. Використання 30-елементного вектора є доцільнішим у по-
рівнянні з 100-елементним. При чому найбільш суттєвий зиск від формування 
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характеристичного вектора з різною роздільною здатністю аналізу маємо при 
виявленні стеганоконтейнерів відносно малої наповненості. 
Таблиця 6.13  
Крок 
вкрап-
лення 
Точність класифікації, %  
30-елементний вектор 100-елементний вектор 
Співпадіння 
наповненості 
Загальна 
навчальна вибірка 
Співпадіння 
наповненості 
Загальна 
навчальна вибірка 
1 100 / 99.8618 99.9309 / 93.0588 99.8846 / 97.9199 97.2449 / 86.7037 
2 100 / 99.7787 99.9309 / 93.0588 98.9250 / 92.4316 97.1684 / 87.1000 
3 99.9625 / 99.6105 99.9309 / 93.0368 99.6147 / 95.9478 97.2441 / 88.1662 
4 99.8463 / 98.5589 99.9309 / 92.7941 95.2794 / 90.7338 94.8721 / 85.3434 
5 99.8684 / 97.3249 99.9309 / 92.5368 98.2860 / 89.6478 96.8382 / 85.1125 
6 99.8662 / 96.1860 99.9309 / 91.8169 98.0669 / 87.1221 96.5735 / 83.0081 
7 99.8647 / 94.9404 99.9250 / 90.7213 95.9074 / 83.9596 95.3772 / 80.5801 
8 99.8676 / 93.9084 99.9081 / 89.4750 94.7882 / 81.5971 94.2199 / 78.3213 
10 99.8375 / 91.8416 99.7507 / 86.6456 92.0257 / 77.5743 90.3941 / 73.9978 
20 97.3449 / 82.4753 83.9154 / 73.1772 79.5632 / 65.9934 72.3316 / 61.7037 
50 80.4941 / 66.8190 55.5037 / 57.7971 64.1559 / 56.9699 55.5493 / 54.1632 
100 66.8529 / 58.7762 50.8765 / 53.1949 57.3007 / 53.5309 52.1963 / 51.9404 
 
В таблиці 6.14 наведено значення точності стеганоаналізу 8-бітних аудіо-
сигналів в умовах, коли сила вкраплення при створенні стеганоконтейнерів 
складала S=0.0158. Стеганоаналіз деталізуючих субсмуг здійснювався за 10-
елементними векторами, отриманими з роздільною здатністю Δd=2-8. Відповід-
но для стеганоаналізу всіх трьох вказаних в таблиці областей використовувався 
50-елементний вектор (30 елементів отримані в часовій області та по 10-
елементів – в деталізуючих коефіцієнтах перших двох рівнів вейвлет-
декомпозиції сигналу). Наведена точність є усередненими значеннями за 80 
експериментами, в кожному з яких змінювався вміст навчальної та контрольної 
вибірки сигналів. Значення, наведені до похилої риски, були отримані в режимі 
«Співпадіння наповненості», після – «Загальна навчальна вибірка». 
Як і у випадку виявлення НЗБ-стеганографії в режимі у режимі «Загальна 
навчальна вибірка» спостерігається суттєве підвищення точності виявлення 
стеганоконтейнерів малої наповненості (1-5%) на фоні незначного погіршення 
точності виявлення стеганоноктейнерів порівняно великої наповненості. Сере-
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днє покращення точності за рахунок додавання у характеристичних вектор еле-
ментів, обчислених для деталізуючих вейвлет-коефіцієнтів одно та дворівнево-
го перетворення склало 3.4%  у режимі  «Співпадіння наповненості» та 5% у 
режимі  «Загальна навчальна вибірка». 
Таблиця 6.14  
 Крок 
вкраплен-
ня 
Точність класифікації, %  
Аналіз у часовій 
області 
Аналіз у області 
cD1 
Аналіз у області 
cD2,3 
Аналіз даних 
трьох областей 
1 100 / 99.9309 100 / 95.7096 100 / 96.8581 100 / 99.5956 
2 100 / 99.9309 100 / 95.7096 100 / 96.8684 100 / 99.6029 
3 99.9625 / 99.9309 100 / 95.4632 100 / 96.7324 100 / 98.3176 
4 99.8463 / 99.9309 100 / 95.7096 100 / 96.8647 100 / 99.6029 
5 99.8684 / 99.9309 100 / 95.7096 100 / 96.6118 100 / 99.6029 
8 99.8676 / 99.9081 99.9463 / 95.6191 99.8897 / 91.2110 100 / 99.5897 
10 99.8375 / 99.7507 98.4066 / 94.4059 100 / 96.8662 100 / 99.6029 
20 97.3449 / 83.9154 91.8853 / 71.7713 98.0632 / 93.5610 100 / 99.4868 
50 80.4941 / 55.5037 75.7419 / 56.9904 77.7618 / 65.2978 96.8956 / 86.5441 
100 66.8529 / 50.8765 62.8228 / 53.0765 67.6743 / 55.7493 87.5522 / 58.4993 
 
Залежності, отримані для просторової області, зберігаються й для стегано-
аналізу за 50-елементним характеристичним вектором. Так, стеганоконтейнери, 
створені з більшою силою вкраплення, виявляються краще й за умов додавання 
у характеристичний вектор елементів, що відображають зміну статистик деталі-
зуючих вейвлет-коефіцієнтів сигналів. Відповідна точність стеганоаналізу відо-
бражена в таблиці 6.15, де використовувався 50-елементний характеристичний 
вектор. Точність класифікації для контейнерів, заповнених більш ніж на 10%, в 
таблиці не приведена, бо складає 100% для всіх варіантів сили вкраплення. 
Таблиця 6.15  
Крок  
вкраплення 
Точність класифікації, % 
S2=0.0158 S3= 0.0237 S4= 0.0316 
10 100 100 100 
20 100 100 100  
50 96.8956 99.8574 99.9956 
100 87.5522 98.0625 99.4654 
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6.4.2.2. Стеганоаналіз 16-бітних аудіосигналів  
 
Дослідження ефективності методу у застосуванні до 16-бітних сигналів 
виконувалося на декількох тестових наборах аудіозаписів з різними характери-
стиками. Так, один з тестових наборів містив 1056 10-секундних фрагментів ау-
діокниг. При роботі з цим набором навчальна вибірка SVM складалася з 100 
пустих  та 100 заповнених контейнерів, отриманих за допомогою методу МІК з 
різними параметрами вкраплення. Рядки матриці суміжності сигналів P(Δd,d) 
обчислювалися в просторовій області для d=2-16 та d=1,2 … 100. Контрольна 
вибірка містила 956 пустих та 956 заповнених контейнерів, отриманих з такими 
ж параметрами вкраплення, як і стеганоконтейнери відповідної навчальної ви-
бірки. Зауважимо, що більш тривалі сигнали можуть бути розділеними на бло-
ки, до кожного з яких застосовується даний метод стеганоаналізу. Це дозволить 
виявляти приховані дані, присутні в частині сигналу-контейнера. 
Було виконано тестування для стеганоконтейнерів, отриманих з силою 
вкраплення 
3
4
1 10S  (SNRaverage=67.25дБ), 
3
6
1 10S  (SNRaverage=70.77дБ), 
3
8
1 10S  
(SNRaverage=73.27дБ) та 
3
10
1 10S  (SNRaverage=75.20дБ). При використанні SVM з 
лінійною функцією ядра для розрізнення пустих та заповнених контейнерів бу-
ло отримано 100% коректне спрацьовування, тобто повну відсутність помилок 
розрізнення. Такий результат має місце і при більших значеннях сили вкрап-
лення, до моменту, коли втручання не стане помітним на слух.  
При використанні квадратичного ядра та Гаусіани результати дещо погір-
шуються, зокрема з ядром  Гаусіаною для 12-13% стеганосигналів виникає хиб-
но негативна тривога, а з квадратичним для 2-4% стеганосигналів – хибно нега-
тивна і для 0.5% оригінальних сигналів хибно позитивна тривоги. Таким чином 
для даних умов детектування доцільно використовувати лінійне ядро SVM. 
При вкрапленні повідомлення тільки у відліки, амплітуди яких лежать ви-
ще певного порогового значення було отримано аналогічні результати тесту-
вання. Тобто підхід спрацьовує при використанні порогів, за якими з області 
вкраплення вилучаються ділянки незначної енергії та тиші.  
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При 50% послідовному заповненні контейнера зменшується розбіжність 
між ),( ddPorig   і ),( ddPstego  , але разом з тим результати тестування аналогічні 
результатам при 100%.  
Метод виявляє наявність прихованої інформації у випадку, коли для фор-
мування тестового набору стеганосигналів використовується різний рівномір-
ний крок вкраплення. Наприклад, в експерименті, коли стеганосигнали були 
сформовані з кроками від 1 до 10 та 
3
8
1 10S  було отримано 84.73% коректних 
спрацьовувань, 6.17% хибно позитивних та 24.37% хибно негативних тривог.  
При вкрапленні даних з однаковим рівномірним кроком для всіх стегано-
сигналів результати розрізнення погіршуються зі збільшенням кроку. Зокрема 
залежність результатів від кроку вкраплення для МІК з 
3
8
1 10S  і використан-
ня представленого стеганоаналітичного підходу з лінійним ядром SVM наведе-
на в таблиці 6.16. 
Метод здатен виявляти МІК при розподіленому вкрапленні приховуваних 
бітів по контейнеру з псевдовипадковим кроком вкраплення. Наприклад, в ході 
експериментів, де крок вкраплення є псевдовипадковою рівномірно розподіле-
ною від 1 до 10 величиною для 
3
8
1 10S було отримано 82.37% коректних 
спрацьовувань, 22.80% хибно позитивних та 12.45% хибно негативних тривог. 
При тих же умовах для 
3
4
1 10S  було отримано 94.67% коректних спрацьову-
вань, 6.69% хибно позитивних та 3.97% хибно негативних тривог. 
Таблиця 6.16   
Крок вкраплення 
Хибно позитивна 
тривога, % 
Хибно негативна 
тривога, % 
Коректне  
спрацьовування, % 
1 0 0 100 
2 0 0 100 
3 0.10 0.84 99.53 
4 4.39 0.10 97.75 
5 2.82 1.98 97.59 
6 3.66 2.20 97.07 
7 16.42 6.60 88.49 
8 10.36 7.74 90.95 
10 16.21 9.62 87.08 
20 39.54 30.96 64.75 
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Результати розрізнення при відносно малій силі вкраплення наведені у 
таблиці 6.17 (при 100% послідовному заповненні контейнера). Зауважимо, що 
сила вкраплення обмежена знизу значенням S=2-14, бо модифікації меншої сили 
не будуть збережені при запису сигналу в *.wav файл.   
Таблиця 6.17   
Сила вкраплення  
3
10
1 10  3
11
1 10  3
12
1 10  
3
13
1 10  3
14
1 10  3
15
1 10  3
16
1 10  
Коректне  
спрацьовування, % 
100 99.11 99.84 99.74 99.63 91.95 58.42 
 
6.4.3. Виявлення розподіленої за ключем НЗБ-стеганографії в аудіосигна-
лах методом на базі атаки контрольним  вкрапленням 
 
Як оригінальні сигнали у даних дослідженнях використовувалися сигнали 
з набору 1254 однохвилинних фрагментів аудіокниг, оцифрованих з частотою 
дискретизації 44 кГц та розрядністю 16 біт на відлік. За допомогою візуального 
середовища створення сценаріїв-скриптів Sikuli з цього набору оригінальних 
контейнерів було створено 5 наборів з S-Tools стегановкладками, з наповненос-
тями стеганосигналів 9, 26, 50, 76 та 98%. КСП також було реалізовано з вико-
ристанням Sikuli.  
Спочатку було виконано серію тестів, метою яких було визначення опти-
мальної кількості сигналів в навчальній вибірці. В них збільшувалася кількість 
елементів в навчальній вибірці при незмінній кількості елементів контрольної, 
яка містила 836 пустих контейнерів та 836 стеганоконтейнерів фіксованої напо-
вненості, що не використовувалися для навчання. Ядро класифікатора тут і в 
подальшому – гаусівське (поки не означено інакше). Результати одного з таких 
експериментів представлено в таблиці 6.18. 
Як показано у пункті 6.3.2 не всі елементи характеристичного вектора є 
відрізняючими статистиками. Та разом з тим серед них є такі, які не для всіх, 
але для багатьох сигналів ведуть себе подібно до них, що дає додаткову 
інформацію стеганоаналітику. Тому досліджувався також вплив на точність 
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стеганоаналізу кожного з елементів характеристичного вектора. Результати цієї 
серії тестів представлені в таблиці 6.19.  
Таблиця 6.18  
 
Кількість 
контей-
нерів при 
навчанні 
Стеганоконтейнери наповнені на 98% Стеганоконтейнери наповнені на 50% 
Хибно-
позитивна 
тривога 
Хибно-
негативна 
тривога 
Точність,% 
Хибно-
позитивна 
тривога 
Хибно-
негативна 
тривога 
Точність,% 
100 101/836 145/836 85.2871 155/836 248/836 75.8971 
200 70/836 74/836 91.3876 185/836 207/836 76.5550 
300 38/836 32/836 95.8134 182/836 187/836 77.9306 
400 43/836 22/836 96.1124 170/836 149/836 80.9211 
500 35/836 21/836 96.6507 167/836 140/836 81.6388 
600 37/836 19/836 96.6507 167/836 135/836 81.9378 
700 38/836 19/836 96.5909 156/836 134/836 82.6555 
836 49/836 14/836 96.2321 148/836 111/836 84.5096 
 
Таблиця 6.19  
 
 , % 
Точність при класифікації по одновимірному вектору, % 
 1VF   2VF   3VF   4VF   5VF   6VF   7VF   8VF  
98 83.9713 52.6914 80.4426 61.2440 76.9139 90.4904 66.7464 79.3660 
76 75.8971 54.0072 73.5048 59.4498 69.4976 87.5598 61.8421 69.7368 
50 61.3636 51.8541 61.9019 55.4426 58.7919 76.9139 55.2632 56.6986 
26 56.5789 49.7608 56.3995 52.0933 53.2297 68.3014 53.9474 53.8876 
9 51.6148 49.6411 50 50 51.7943 57.4163 50.4785 51.0766 
 
При класифікації сигналів за одновимірним характеристичним вектором 
найкраща точність була отримана для Fv={6} (один з елементів, визначених 
раніше як відрізняюча статистика), а найгірша – для Fv={2} (сигнали не 
розрізняються за даним елементом). Точність, що була отримана для другої 
відрізняючої статистики Fv={8}, в більшості випадків гірша, ніж для Fv={1}, 
Fv={3}, Fv={5}. Такий результат є наслідком більшої дисперсії значень 8 у 
порівнянні з дисперсією значень інших елементів. 
При сумісному використанні елементів, точність класифікації за якими 
складає 60% та вища, результат стеганоаналізу покращується. Підтвержденням 
цього є дані таблиці 6.20, в якій представлені наступні варіанти формування ха-
рактеристичного вектора: 
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1.  86 ,VF ; 
2.  31,VF ; 
3.  8631 ,,, VF ; 
4.  8765431 ,,,,,, VF ; 
5.  876531 ,,,,, VF ; 
6.  87654321 ,,,,,,, VF . 
Таблиця 6.20  
 , % 
Точність при різних варіантах формування характеристичного вектора, % 
1 2 3 4 5 6 
98 92.2249 85.2273 93.6603 96.8900 94.6172 96.2321 
76 87.9187 77.3325 89.8923 93.4211 90.9689 92.2847 
50 77.1531 62.3804 85.8254 88.3971 86.9617 84.5096 
26 69.4976 57.1172 77.9306 79.0670 78.8876 74.6411 
9 56.1603 51.6148 55.9809 57.7751 57.7751 57.7153 
 
Найкраща точність була отримана для 7-ми елементного характеристично-
го вектора  8765431 ,,,,,, VF . 
Далі досліджувалася залежність точності стеганоаналізу від наповненості 
стеганоконтейнерів. Як і при тестуванні попереднього методу маємо наступну 
залежність: стеганоконтейнери з більшою наповненістю виявляються з кращою 
точністю. Ця залежність зберігається при різних параметрах стеганоаналізу та 
для різних множин тестових сигналів.  
Так, точність при  8765431 ,,,,,, VF  та співпадаючій наповненості 
стеганоконтейнерів навчальної та контрольної вибірок наведена у стовпцях 
«Співпадіння наповненості» таблиці 6.21 (навчальна вибірка містить по 400 пу-
стих та заповнених контейнерів, контрольна – по 836). У стовпцях «Загальна 
навчальна вибірка» цієї таблиці наведено точність стеганоаналізу при викорис-
танні  8765431 ,,,,,, VF  та навчальної вибірки, яка складається з 400 пус-
тих контейнерів та по 80 контейнерів 100, 76, 50, 26 та 9% наповненості. 
Експерименти, подібні до вищенаведених, також виконувалися для 8-
бітних мовних та 16-бітних музичних записів [201]. 
У випадку приховання повідомлень у 8-бітних сигналах, шум що привно-
ситься НЗБ перетворенням значно перевищує шум, що привноситься ним же у 
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16-бітні сигнали. Тому й виявляти приховану у 8-бітних сигналах вдається з 
кращою точністю. Так, середнє значення SNR для оригінальних та максимально 
заповнених сигналів тестового набору рівне 75.9018 дБ, а для цих же оригіна-
льних сигналів, але конвертованих до 8-бітного формату та відповідних їм мак-
симально заповнених – 28.5992 дБ. І відповідно, наприклад, точність класифі-
кації 8-бітних контейнерів у режимі «Співпадіння наповненості» при умові їх 
наповненості на 50% рівна 99.6013%, на 25% – 97.6874%, на 9% – 84.2105%.  
Таблиця 6.21  
 , % 
Співпадіння наповненості Загальна навчальна вибірка 
Хибно-
позитивна 
тривога 
Хибно-
негативна 
тривога 
Точність,% 
Хибно-
позитивна 
тривога 
Хибно-
негативна 
тривога 
Точність,% 
98 44/836 8/836 96.8900 170/836 4/836 89.5933 
76 85/836 26/836 93.3612 170/836 36/836 87.6794 
50 130/836 73/836 87.8589 170/836 87/836 84.6292 
26 203/836 158/836 78.4091 170/836 226/836 76.3158 
9 366/836 344/836 57.5359 170/836 551/836 56.8780 
 
Музичні записи характеризуються більш різноманітним спектральним на-
повненням у порівнянні з мовними та, як правило, мають більше високих амп-
літуд.  Так, для одного з тестових наборів, що містив 1-хвилинні музичні запи-
си, після максимального наповнення цих контейнерів mean(SNR)=79.8356 дБ.  
Точність виявлення прихованих повідомлень у музиці гірша, ніж у мовних сиг-
налах. Кількість елементів характеристичного вектора за якими пусті та запов-
нені контейнери нероздільні, більша (не роздільні за 2, 4, 7; найкраща роз-
дільність за 6). За вектором  86531 ,,,, VF  у режимі «Співпадіння напов-
неності» на 98% заповнені стеганосигнали з музикою виявляються даним мето-
дом з точністю 94.2584%, 76% – з 81.3397%, а 50% – з точністю 62.0415%.  
Експериментально підтверджено, що аналіз зміни статистики у просторо-
вій області доцільно доповнювати аналізом для деталізуючих вейвлет-
коефіцієнтів. Так, для 8-бітних аудіосигналів було проведено дві серії тестів (з 
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лінійним та гаусівським ядром класифікатора), у яких точність визначалася за 
результатами аналізу часової області, області деталізуючих коефіцієнтів одно-
рівневого вейвлет-перетворення,  області деталізуючих коефіцієнтів дворівне-
вого вейвлет-перетворення,  усіх трьох областей разом (табл. 6.22). Для навчан-
ня машини опорних векторів використовувалося 250 пустих та 250 заповнених 
контейнерів, для контролю – 810 та 810 відповідно. Значення точності усеред-
нювалися за 80 експериментами у режимі «Співпадіння наповненості» з вико-
ристанням усіх восьми значень змін статистик. 
Таблиця 6.22  
 , % 
Лінійна SVM Нелінійна SVM 
Аналіз у 
часовій 
області 
Аналіз у 
області 
cD1 
Аналіз у 
області 
cD2,3 
Аналіз в 
3 облас-
тях 
Аналіз у 
часовій 
області 
Аналіз у 
області 
cD1 
Аналіз у 
області 
cD2,3 
Аналіз в 
3 облас-
тях 
98 99.7554 100 100 99.9637 99.6049  99.5918  99.8835  99.3773 
76 97.9707 99.1883 99.7539 99.0826 97.4105 98.1003 98.9244  97.4622 
50 96.7029 97.6651 99.0702 97.5069 96.5386 97.3920 98.3341 96.7701 
26 90.1250 88.7130 87.9198 94.0301 94.4668 88.0471 88.2731 95.4344 
9 69.9028 67.6590 64.3009 80.5486 79.4275 71.1173  71.5455 86.2276 
При виявленні контейнерів 98, 76 та 50% наповненостей у цих експериме-
нтах найкращу точність забезпечує аналіз змін статистик у області дворівневого 
вейвлет-перетворення, при виявленні контейнерів 26 та 9% наповненостей – су-
купний аналіз трьох досліджуваних областей. 
Результати аналогічних експериментів для 16-бітних аудіосигналів пред-
ставлені у таблиці 6.23. Параметри тестування такі ж як у попередньому випад-
ку, крім одного – у контрольній вибірці було по 1060 пустих та  заповнених ко-
нтейнерів. Результати даних експериментів показують, що для 16-бітних сигна-
лів найкраща точність досягається при сукупному аналізі в області часу та де-
талізуючих коефіцієнтах першого та другого рівнів вейвлет пакетного розкладу 
сигналів. Сукупний аналіз трьох областей забезпечує суттєве покращення точ-
ності виявлення стеганоконтейнерів відносно малої наповненості: до 11% для 
8-бітних НЗБ стеганоконтейнерів, до 14% для 16-бітних. 
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Таблиця 6.23  
 , % 
Лінійна SVM Нелінійна SVM 
Аналіз у 
часовій 
області 
Аналіз у 
області 
cD1 
Аналіз у 
області 
cD2,3 
Аналіз в 
3 облас-
тях 
Аналіз у 
часовій 
області 
Аналіз у 
області 
cD1 
Аналіз у 
області 
cD2,3 
Аналіз в 
3 облас-
тях 
98 89.6974 95.1137 73.4418 96.7035 90.8468 95.3634 73.4655 95.5250 
76 85.3641 83.7606 68.2101 91.1959 87.0993 83.9146 68.9917 91.2227 
50 68.7065 70.8294 58.3890 82.4025 81.4643 74.0755 60.0435 84.9776 
26 57.2347 61.1177 54.6384 71.0835 73.9308 64.2632 55.7952 76.8383 
9 52.4633 53.8047 51.4358 55.8648 57.9622 53.8997 51.2457 59.8950 
6.4.4. Виявлення безключової НЗБ-стеганографії в аудіосигналах методом 
на базі атаки контрольним вкрапленням 
 
SVM-класифікацію можливо здійснити з використанням лінійного та нелі-
нійного (зокрема гаусівського) ядра класифікатора [203]. Порівняємо точність 
стеганоаналізу для цих двох варіантів. Це можна зробити на основі даних таб-
лиці 6.24, де представлено точність класифікації у режимі «Співпадіння напов-
неності» сигналів  з частотою дискретизації 22 кГц та розрядністю квантування 
16 біт. Як бачимо в даному випадку лінійна SVM ефективніша за SVM з гаусів-
ським ядром.  
Для лінійної SVM було виконано серію тестів, у яких навчання здійснюва-
лося на стеганоконтейнерах однієї наповненості, а подальша класифікація – на 
стеганоконтейнерах іншої. Результати цих тестів представлені у таблиці 6.25. У 
ній у стовпцях α показана кількість хибнопозитивних тривог, β – хибнонегати-
вних,  – точність класифікації. Як бачимо, для всіх тестових сигналів з напов-
неністю 26% і вище було отримано 100% точність незалежно від наповненості 
стеганоконтейнерів навчальної та контрольної вибірок. Але якщо у навчальній 
вибірці використовувалися стеганоконтейнери з 100, 50 чи 26% наповненістю, 
то більшість стеганоконтейнерів з наповненістю 15 чи 11% в подальшому кла-
сифіковані як пусті. Якщо у навчальній вибірці використовувалися стеганокон-
тейнери 11% наповненості, то в подальшому частину пустих контейнерів (у 
наших тестах близько 5%) SVM класифікатором було віднесено до заповнених. 
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Таблиця 6.24 
 , % 
Лінійна SVM Нелінійна SVM 
Хибно-
позитивна 
тривога 
Хибно-
негативна 
тривога 
Точність,% 
Хибно-
позитивна 
тривога 
Хибно-
негативна 
тривога 
Точність,% 
100 0/675 0/675 100 0/675 9/675 99.33 
87 0/675 0/675 100 0/675 24/675 98.22 
76 0/675 0/675 100 0/675 10/675 99.26 
50 0/675 0/675 100 0/675 19/675 98.59 
26 0/675 0/675 100 0/675 18/675 98.67 
20 0/675 3/675 99.78 0/675 37/675 97.26 
15 12/675 27/675 97.11 0/675 96/675 92.89 
11 58/675 88/675 89.19 27/675 167/675 85.63 
 
Досліджувалося також як зміниться точність стеганоаналізу для сигналів, 
що отримані з різних джерел. Зокрема впливає на це зміна частоти дискретиза-
ції та типу аудіосигналів контрольної вибірки відносно навчальної. 
Таблиця 6.25 
 ,  
% 
Наповненість стеганоконтейнерів навчальної вибірки, % 
100 50 26 11 
α β , % α β , % α β , % α β , % 
100 0/675 0/675 100 0/675 0/675 100 0/675 0/675 100 58/675 0/675 95.70 
87 0/675 0/675 100 0/675 0/675 100 0/675 0/675 100 58/675 0/675 95.70 
76 0/675 0/675 100 0/675 0/675 100 0/675 0/675 100 58/675 0/675 95.70 
50 0/675 0/675 100 0/675 0/675 100 0/675 0/675 100 58/675 0/675 95.70 
26 0/675 0/675 100 0/675 0/675 100 0/675 0/675 100 58/675 0/675 95.70 
20 0/675 20/675 98.52 0/675 17/675 98.74 0/675 22/675 98.37 58/675 2/675 95.56 
15 0/675 542/675 59.85 0/675 525/675 61.11 0/675 524/675 61.19 58/675 13/675 94.74 
11 0/675 665/675 50.47 0/675 664/675 50.81 0/675 665/675 50.47 58/675 88/675 89.19 
 
Нехай лінійна SVM була навчена на них же мовних записах, що викорис-
товувалися у попередніх тестах, а стеганоконтейнери навчальної вибірки були 
наповнені на 26%. Використаємо цю SVM для класифікації сигналів з інших 
джерел – фрагментів мовних та музичних записів, оцифровані з частотою дис-
кретизації 44 кГц та розрядністю 16 біт. Результати цієї серії експериментів 
представлені в таблиці 6.26. Як бачимо, точність класифікації мовних записів 
практично не змінилася, а при розпізнаванні музики за допомогою  SVM, на-
вченої на мовних записах, з’явилося близько 6% хибнопозитивних тривог. 
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Таблиця 6.26 
 , % 
Мовні записи Музичні записи 
Хибно-
позитивна 
тривога 
Хибно-
негативна 
тривога 
Точність,% 
Хибно-
позитивна 
тривога 
Хибно-
негативна 
тривога 
Точність,% 
98 0/330 0/330 100 95/811 0/811 94.14 
75 0/330 0/330 100 95/811 0/811 94.14 
50 0/330 0/330 100 95/811 0/811 94.14 
25 0/330 0/330 100 95/811 0/811 94.14 
20 0/330 12/330 98.18 95/811 165/811 83.97 
15 0/330 209/330 68.33 95/811 457/811 65.98 
12 0/330 330/330 50 95/811 567/811 59.19 
 
Під час класифікації однохвилинних фрагментів музики, які використову-
валися в попередній серії тестів, за допомогою лінійної SVM, навченої на пус-
тих та на чверть заповнених музичних композиціях, було отримано точність 
стеганоаналізу рівну 95% для стеганоконтейненрів 25-100% наповненості. При 
класифікації на цій же SVM трьох хвилинних фрагментів музики, отриманих з 
різних джерел, точність склала 91%. 
Як узагальнююча була виконана серія експериментів з набором сигналів з 
різних джерел, які відрізнялися за наступними критеріями: 
- мова або музика;  
- різна довжина сигналів; 
- різна частота дискретизації; 
- сигнали, що були первинно оцифровані як wav чи конвертовані у цей формат 
з mp3. 
Навчальна вибірка складалася з відібраних генератором випадкових чисел 
з рівномірним розподілом 100 оригінальних сигналів та по 25 заповнених на 
100, 75, 50 та 25%. Було здійснено 300 тестів з різними варіантами випадково 
сформованої навчальної вибірки. Як результуючі показники ефективності в 
таблиці 6.27 наведені усереднені значення хибнопозитивних, хибнонегативних 
тривог та точності стеганоаналізу в цілому. 
 
 
275 
 
Таблиця 6.27 
 , % Хибнопозитивна тривога Хибнонегативна тривога Точність,% 
100 115.96/1300 1.67/1300 95.46 
75 117.88/1300 0.41/1300 95.45 
50 118.58/1300 0.47/1300 95.42 
25 117.95/1300 6.10/1300 95.23 
20 121.73/1300 459.23/1300 77.66 
15 119.98/1300 976.53/1300 57.83 
12 120.09/1300 1052.50/1300 54.90 
 
При виявленні Hide4PGP приховувань є доцільним використання деталі-
зуючих вейвлет-коефіцієнтів. Прикладами вищесказаного слугують дані таб-
лиць 6.28 та 6.29. Точність класифікації в цих таблицях отримана шляхом усе-
реднення за 80 експериментами у режимі «Співпадіння наповненості». Інші па-
раметри стеганоаналізу також аналогічні тим, що використовувалися при вияв-
ленні S-Tools стеганоконтейнерів. У таблиці 6.28 наведені дані стеганоаналізу 
8-бітних сигналів, 6.29 – 16-бітних. 
Таблиця 6.28  
 , % 
Лінійна SVM Нелінійна SVM 
Аналіз у 
часовій 
області 
Аналіз у 
області 
cD1 
Аналіз у 
області 
cD2,3 
Аналіз в 
3 облас-
тях 
Аналіз у 
часовій 
області 
Аналіз у 
області 
cD1 
Аналіз у 
області 
cD2,3 
Аналіз в 
3 облас-
тях 
100 99.7894 100 100 100 99.9969 100 100 100 
76 99.5270 99.9985 100 99.9599 99.2801 99.4506 99.8202 99.1860 
50 99.7978 99.9985 100 99.9985 99.9985 100 100 100 
26 94.8110 98.0563 98.9452 98.6860 97.0887 98.2762 98.6883 98.2878 
12 84.3349 89.5941 86.4892 94.7593 90.2037 89.5255 87.8434 95.8580 
5 68.8117 66.6914 66.7523 83.3935 75.5116 68.9738 73.0941 88.2662 
 
Як і при виявленні S-Tools стегановкладок, при виявленні контейнерів від-
носно великої наповненості (в даному випадку 100, 76, 50 та 26%) найкращу то-
чність забезпечує аналіз змін статистик у області деталізуючих коефіцієнтів ву-
зла (2,3) дворівневого пакетного вейвлет-перетворення, при виявленні контей-
нерів 12 та 5% наповненостей – сукупний аналіз трьох досліджуваних областей. 
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Таблиця 6.29  
 , % 
Лінійна SVM Нелінійна SVM 
Аналіз у 
часовій 
області 
Аналіз у 
області 
cD1 
Аналіз у 
області 
cD2,3 
Аналіз в 
3 облас-
тях 
Аналіз у 
часовій 
області 
Аналіз у 
області 
cD1 
Аналіз у 
області 
cD2,3 
Аналіз в 
3 облас-
тях 
100 99.4558 98.4238 82.1030 99.3241 98.3698 97.7665 87.0502 98.4568 
76 97.2993 98.9420 72.7883 98.9594 96.1158 98.1244 85.8070 98.0517 
50 96.5501 98.0647 92.2391 99.0047 95.3293 97.4279 91.7408 97.6491 
26 95.2137 98.0772 86.9160 98.3928 94.4396 97.1011 88.1486 97.2627 
12 74.7888 73.1418 80.2777 87.1142 82.4758 77.6323 80.0329 90.7387 
5 59.0196 71.5731 72.7622 79.6900 73.4114 72.7106 72.2788 84.6279 
 
При виявленні 16-бітних стеганоконтейнерів в переважній більшості випа-
дків найкращу точність забезпечує аналіз змін статистик трьох областей – обла-
сті часу та деталізуючих коефіцієнтів першого і другого рівнів розкладу. 
6.4.5. Виявлення НЗБ-стеганографії в просторовій області зображень     
методом на базі атаки контрольним вкрапленням 
 
Набір тестових зображень містив RGB зображення розмірами 512384 пік-
селя у форматі без втрат з глибиною кольору 24 біти на піксель, а їх статистика 
за трьома каналами підсумовувалася. Послідовне НЗБ було реалізоване за до-
помогою пакету Matlab, а розподілене – програмами S-Tools та Hide4PGP. Від-
мітимо, що 100% наповненості для цих варіантів відповідає різний розмір при-
хованих повідомлень. Так максимальною заповненню під час послідовного НЗБ 
та вкраплення за допомогою S-Tools відповідає приховання у тестовому зобра-
женні 72 кБ інформації. А Hide4PGP може приховати до шести бітів в одному 
пікселі кольорового зображення (по два біти в червоній, зеленій та синій скла-
дових), тому для неї 100% наповненості відповідає приховання 144 кБ даних. 
Представлені у таблиці 6.30 та таблиці 6.31 значення точності усереднюва-
лися за 100 експериментами для набору з 1330 оригінальних зображень та п’яти 
наборів створених з них стеганоконтейнерів фіксованої наповненості. В кож-
ному з експериментів контрольна вибірка містила по 1080 пустих та заповнених 
контейнерів, а навчальна – по 250 пустих та стеганоконтейнерів тієї ж наповне-
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ності, що й стеганоконтейнери контрольної. В стовпчику «P» таблиць тут і в 
подальшому вказано точність, що була отримана при формуванні характерис-
тичних векторів в просторовій області зображень, «cA1» – в області апроксиму-
ючих коефіцієнтів першого рівня вейвлет розкладу і т.д. В останньому стовп-
чику «P, cH1, cV1, cD1» вказано точність, отриману за умов об’єднання в харак-
теристичному векторі величин змін статистик в просторовій області та в гори-
зонтальних, вертикальних і діагональних вейвлет-коефіцієнтах першого рівня 
розкладу зображення. Ядро класифікації – гаусівське. 
Таблиця 6.30 
 , % 
Точність для послідовного НЗБ, % 
P cA1 cH1 cV1 cD1 P, cD1 
P, cH1,  
cV1, cD1 
100 99.66 90.42 99.13 98.25 99.94 99.93 99.78 
75 98.23 86.04 98.02 95.66 99.66 99.54 99.11 
50 93.61 84.70 94.75 91.85 98.45 98.31 97.50 
25 72.35 65.14 86.97 82.89 93.58 93.82 95.19 
10 58.05 58.23 63.80 67.20 77.12 78.13 77.40 
 
Результати даних чисельних експериментів показують, що для будь-якої з 
розглянутих областей аналізу зі збільшенням наповненості стеганоконтейнерів 
точність їх виявлення зростає. При застосуванні однорівневої вейвлет-
декомпозиції найбільш чітко розбіжності між пустими та заповненими контей-
нерами відображаються в діагональних деталізуючих коефіцієнтах cD1. При 
зміні області формування характеристичного вектора з P на cD1 найбільш сут-
тєво зростає точність виявлення контейнерів відносно малої наповненості. Ок-
рім того у випадку малих наповненостей спільне використання в характеристи-
чному векторі елементів просторової області та діагональних деталізуючих ко-
ефіцієнтів дає кращу точність у порівнянні з їх окремим використанням. Дода-
вання в характеристичний вектор змін статистик горизонтальних та вертикаль-
них вейвлет-коефіцієнтів є недоцільним, так як це у більшості випадків веде до 
незначного погіршення вже досягнутої точності. Відмітимо, подальший вейвлет 
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розклад зображень та аналіз відповідних статистик не ведуть до покращення 
точності в порівнянні з вже отриманими результатами. 
Таблиця 6.31 
 , % 
Точність, % 
Для S-Tools Для Hide4PGP 
P cA1 cH1 cV1 cD1 
P, 
cD1 
P, 
cH1,  
cV1, 
cD1 
P cA1 cH1 cV1 cD1 
P, 
cD1 
P,  
cH1,  
cV1, 
cD1 
100 99.67 93.11 99.17 98.07 99.98 99.95 99.72 99.91 98.39 99.38 99.29 100 100 99.88 
75 98.19 84.66 98.46 95.67 99.73 99.59 98.58 97.42 88.08 98.31 96.38 99.82 99.79 98.63 
50 91.13 73.63 95.41 91.06 98.80 98.60 96.96 73.26 65.33 86.56 83.05 96.08 97.46 95.75 
25 74.18 61.43 83.82 79.76 94.55 94.90 93.68 62.02 57.38 73.17 70.32 87.33 91.57 89.71 
10 60.21 54.04 66.32 63.71 81.65 82.99 81.10 55.23 52.77 59.72 58.84 70.45 74.60 72.74 
 
За даними таблиць 6.30 та 6.31 за рахунок доповнення характеристичного 
вектора елементами, обчисленими в області діагональних деталізуючих вей-
влет-коефіцієнтів, досягнуто покращення точності стеганоаналізу у режимі 
«Співпадіння наповненості» для різних варіантів НЗБ приховування в серед-
ньому на 12% і до 30% при виявленні стеганоконтейнерів відносно малої напо-
вненості (25%). 
Нехай відомо, що стеганоконтейнери були отримані за допомогою послі-
довного НЗБ, а їх наповненість рівномірно розподілена у діапазоні від 1 до 
2%. Точність, отриману при цій умові для тих же вихідних зображень та з та-
кими ж параметрами чисельних експериментів, як і в попередньому випадку, 
наведено у таблиці 6.32.  
Таблиця 6.32 
1, % 2, % P cA1 cH1 cV1 cD1 P, cD1 
P, cH1,  
cV1, cD1 
5 100 82.25 70.22 84.50 82.46 90.30 91.11 89.89 
20 100 88.81 74.26 90.99 87.21 95.52 96.04 95.51 
2 20 59.08 63.29 63.16 67.14 74.56 75.66 75.82 
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Як говорилось раніше частина існуючих стеганографічних програмних 
продуктів не використовує стеганоключ. Крім Hide4PGP серед таких програм є, 
наприклад, Steganos Privacy Suite 2012 (Crypt & Hide), де реалізоване шифру-
вання даних з їх наступним послідовним вкрапленням. В цих випадках доціль-
но застосовувати контрольні повідомлення менших розмірів, ніж приховані. 
Але стеганоаналітик не знає розмірів прихованих повідомлень. Яким же чином 
визначити доцільний ступінь наповнюваності контейнерів під час КПС при ви-
явленні безключової НЗБ-стеганографії? Щоб визначитися з цим питанням бу-
ло проведено серію експериментів, в яких відслідковувалася залежність точно-
сті стеганоаналізу від наповнюваності контейнерів під час КСП. Характеристи-
чний вектор в цих експериментах формувався у просторовій області. Було ви-
конано чотири серії тестів: зі 100, 50, 25 та 10% наповнюваністю контейнерів 
при КСП. Результати представлені на рис. 6.16. 
 
Рис. 6.16. Залежність точності стеганоаналізу від наповнюваності контейнерів  
під час КСП 
 
З рис. 6.16 видно, що використання при КСП не 100% наповнюваності, а 
меншої здатне суттєво покращити точність виявлення стеганоконтейнерів від-
носно малих наповненостей. Хоча за  це необхідно «розплачуватися» певним 
Наповню-
ваність 
при КСП: 
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погіршенням точності виявлення стеганоконтейнерів великої наповненості, але 
це погіршення є порівняно невеликим. Тож за основу в подальших досліджен-
нях була обрана 10% наповнюваність під час КСП. Аналіз просторової області 
для цього випадку було доповнено аналізом вейвлет-коефіцієнтів. Отримані чи-
сельні оцінки представлені у таблиці 6.33. 
Таблиця 6.33 
 , % 
Точність, % 
Для послідовного НЗБ Для розподіленого НЗБ 
P cA1 cH1 cV1 cD1 
P, 
cD1 
P, 
cH1,  
cV1, 
cD1 
P cA1 cH1 cV1 cD1 
P, 
cD1 
P,  
cH1,  
cV1, 
cD1 
100 95.77 74.40 91.69 90.06 97.55 97.96 97.54 99.54 84.37 98.09 97.07 99.77 99.89 99.65 
75 96.01 74.80 91.72 90.38 97.61 98.10 97.70 99.53 86.45 98.30 97.58 99.80 99.91 99.48 
50 95.89 74.88 91.64 90.26 97.66 98.17 97.83 99.57 89.23 97.88 97.43 99.82 99.84 99.51 
25 95.85 74.11 91.48 90.18 97.60 98.13 97.52 88.84 73.14 88.60 89.89 97.08 97.04 96.53 
10 96.15 75.07 91.77 89.89 97.65 98.06 97.60 72.41 67.11 69.94 70.56 83.40 85.58 84.98 
 
Як і в випадку зі 100% наповнюваністю при КСП, з 10% оптимально фор-
мувати характеристичний вектор в області «P, cD1». Для послідовного НЗБ у 
порівнянні з результатами таблиці 6.30 точність стеганоаналізу на наповненос-
тях від 100 до 50% дещо погіршилася, але на 25% наповненості вона покращи-
лася на 4.31%, а на 10% – на 19.93%. Для розподіленого НЗБ точність варіанту 
«P, cD1» покращилася для всіх наповненостей, крім максимальної, для 100% 
погіршилася тільки на 0.11%. В цілому можна говорити про досягнуте покра-
щення точності виявлення безключових стеганоконтейнерів відносно малої на-
повненості (10%) на 20% для послідовного і на 11% для розподіленого НЗБ. 
Нехай перед стеганоаналітиком стоїть задача класифікації пустих та запо-
внених контейнерів зображень. Пусті контейнери відповідають набору з 1330 
кольорових зображень, що використовувалися в попередніх експериментах. За-
повнені отримані з пустих за допомогою послідовного НЗБ таким чином, що їх 
наповненість рівномірно розподілена у діапазоні від 5 до 100%. 
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Ця задача вирішувалася за допомогою різних модифікацій методу на базі 
атаки контрольним вкрапленням: 
1) вихідним алгоритмом, описаним у п. 5.5.1 дисертаційної роботи; 
2) модифікацією алгоритму з доповненням характеристичного вектора еле-
ментами статистики вейвлет-коефіцієнтів  cD1 контейнерів; 
3) модифікацією алгоритму з доповненням характеристичного вектора еле-
ментами статистики вейвлет-коефіцієнтів  cH1, cV1 та cD1 контейнерів; 
4) модифікацією алгоритму, де окрім атаки КСП зі 100% наповнюваністю, 
здійснювалися атаки з наповнюваністю 50, 25 та 10%; 
5) модифікацією алгоритму з доповненням характеристичного вектора еле-
ментами статистики вейвлет-коефіцієнтів cD1 контейнерів, де окрім атаки КСП 
зі 100% наповнюваністю, здійснювалися атаки з наповнюваністю 50, 25 та 10%; 
6) модифікацією алгоритму з доповненням характеристичного вектора еле-
ментами статистики вейвлет-коефіцієнтів  cH1, cV1 та cD1 контейнерів, де окрім 
атаки КСП зі 100% наповнюваністю, здійснювалися атаки з наповнюваністю 
50, 25 та 10%. 
Було проведено дві серії експериментів – з гаусовим та лінійним ядром 
SVM. Отримана точність стеганоаналізу (у %) наведена у таблиці 6.34. 
Таблиця 6.34 
Гаусове ядро класифікації 
1 2 3 4 5 6 
82.2486 91.1074 95.1579 95.9019 96.9551 94.8611 
Лінійне ядро класифікації 
81.7287 91.3171 90.3056 94.9181 97.6912 97.1685 
 
Результати таблиці 6.34 були усереднені за 100 експериментами, а параме-
три класифікації аналогічні тим, що використовувалися у попередніх серіях те-
стів. Як бачимо оптимальним є використання 64-х елементного характеристич-
ного вектора («Р, cD1» та 4 атаки контрольним вкрапленням з різною наповню-
ваністю контейнерів). Використання такої модифікації в умовах виявлення сте-
ганоконтейнерів, що створені безключовими стеганосистемами, дозволяє пок-
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ращити точність методу майже на 15% у порівнянні з вихідним варіантом. Та-
кож відмітимо, що для області формування характеристичного вектора «Р, cD1» 
в даних умовах стеганоаналізу лінійна SVM забезпечує на 0.74% кращу точ-
ність в порівнянні з нелінійною. А доповнення методу атаками з різною напов-
нюваністю покращує точність стеганоаналізу більш суттєво, ніж доповнення 
аналізом статистики в області вейвлет-коефіцієнтів. 
6.4.5. Виявлення НЗБ-стеганографії в частотній області зображень          
методом на базі атаки контрольним вкрапленням 
 
Для дослідження залежності точності стеганоаналізу від наповненості кон-
тейнерів, що підлягають перевірці, було реалізовано послідовне НЗБ вкраплен-
ня випадкових бітових повідомлень із рівномірним розподілом у значення ква-
нтованих ДКП коефіцієнтів складової яскравості зображень. При цьому з обла-
сті вкраплення виключалися коефіцієнти рівні -1, 0 та 1. В цих та подальших 
експериментах використовувався набір з 1330 кольорових зображень 384x512 
пікселів у jpeg форматі, стиснених з коефіцієнтом якості 75. Розміри файлів з 
зображеннями варіювалися від 8 до 82 кБайт. На рис. 6.17 відображено кіль-
кість не рівних -1, 0 та 1 коефіцієнтів складової яскравості Y кожного з тестових 
контейнерів. Відмітимо, що кількість придатних ДКП коефіцієнтів у двох кана-
лах колірності суттєво менша. Так, для даного набору контейнерів в компоненті 
Y в середньому можливо приховати в десять разів більше інформації, ніж в Сb 
та Сr взятих разом. 
У ході досліджень було встановлено, що як і для випадків використання 
контейнерів у форматах без втрат, для jpeg контейнерів також має місце зако-
номірність: чим більша наповненість стеганоконтейнерів, що підлягають пере-
вірці, тим краща точність їх виявлення.  
Так, на рис. 6.18 продемонстровано залежність точності стеганоаналізу від 
наповненості стеганоконтейнерів, отриману у випадку використання при КСП 
повідомлень максимальної довжини. При цьому використовувалося послідовне 
НЗБ вкраплення випадкових бітових повідомлень із рівномірним розподілом у 
значення квантованих ДКП коефіцієнтів складової яскравості зображень: 1) у 
100%  jspeg 
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всі коефіцієнти; 2) за виключенням нульових та одиничних значень. Значення 
точності усереднювалися за 100 експериментами, в кожному з яких навчальна 
вибірка формувалася з 250 пустих та 250 стеганоконтейнерів тієї ж наповненос-
ті, що й стеганоконтейнери контрольної вибірки. Контрольна вибірка в свою 
чергу складалася з 1080 пустих та 1080 заповнених контейнерів. Ядро класифі-
катора гаусівське, параметри підбиралися за дискретною сіткою значень. зазна-
чимо, що вказані умови стеганоаналізу зберігалися й у всіх подальших експе-
риментах.  
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Рис. 6.17. Кількість придатних для вкраплення ДКП коефіцієнтів складової яск-
равості кожного тестового зображення 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Рис. 6.18. Залежність точності стеганоаналізу від наповненості стеганоконтейнерів 
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Як бачимо з рис. 6.18 другий варіант розрахунку забезпечує кращу точність. 
Стеганоаналітик, як правило, не володіє інформацією про довжину прихо-
ваних повідомлень. Нехай перед ним поставлено задачу виявлення стеганокон-
тейнерів, наповненість яких рівномірно розподілена у діапазоні від 5 до 100%. 
Він може послідовно перевірити контрольні контейнери на наборі бінарних 
класифікаторів, навчених на пустих та стеганоконтейнерах однакової чи близь-
кої наповненості. В цьому випадку остаточне рішення приймається шляхом 
зваженого голосування всіх класифікаторів. Можливо також прискорити про-
цес стеганоаналізу, розплатившись при цьому деяким погіршенням точності 
класифікації. При виборі цього підходу використовується один класифікатор, 
навчених на пустих та стеганоконтейнерах, наповненість яких розподілена так 
само, як і в контрольній вибірці, тобто рівномірно від 5 до 100%. 
Другий варіант стеганоаналізу було реалізовано. Він показав результуючу 
точність 88.12% при умові виключення нульових та одиничних коефіцієнтів з 
області збору статистики. На рис. 6.19 порівнюються графіки залежності точно-
сті класифікації від наповненості стеганоконтейнерів контрольної вибірки для 
вищеописаного випадку та для випадку, коли наповненості стеганоконтейнерів 
навчальної та контрольної вибірок співпадають. Як бачимо, наявність у навча-
льній вибірці контейнерів з наповненістю, що відрізняється від наповненості 
контрольних погіршила точність класифікації на 1–5%. 
При прихованні інформації не тільки в каналі яскравості, а й у обох кана-
лах колірності, для того ж розподілу наповненостей від 5 до 100%, точність сте-
ганоаналізу склала 90.66%. 
У попередніх пунктах роботи ми показали, що при послідовному НЗБ 
вкрапленні повідомлень та в усіх інших випадках фіксованого стеганошляху 
для покращення точності стеганоаналізу потрібно замінити 100% наповнюва-
ність контейнерів під час КСП відносно малою наповнюваністю. Така дія міні-
мізує зміну статистичних характеристик заповнених контейнерів після КСП та 
здатна суттєво покращити точність виявлення стеганоконтейнерів відносно ма-
лих наповненостей.  
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Рис. 6.19. Залежність точності стеганоаналізу від наповненості стеганоконтей-
нерів для різних варіантів навчання SVM 
 
Це правило є справедливим для НЗБ приховання як в просторовій, так і в 
частотній області. Так, точність, яка була отримана після доповнення характе-
ристичного вектора елементами, що відображають зміну статистик після КСП з 
10 та 5% наповнюваністю, для випадку задіяності тільки компоненти яскравості 
виросла з 88.12 до 92.06%, а при задіяності всіх трьох компонент  (Y, Сb та Сr) 
– з 90.66 до 95.20%. 
Подібні до вищенаведених експерименти були здійснені для задач 
виявлення стеганоконтейнерів, створених програмами jsteg та jphide. Аналіз 
змін статистики виконувався на множині не рівних -1, 0 або 1 квантованих ДКП 
коефіцієнтів Y, Сb та Сr складових. 
Програма  jsteg приховує інформацію під час перекодування неупакованих 
файлів з зображеннями у формат jpeg. Метод приховання – послідовна заміна 
НЗБ квантованих ДКП коефіцієнтів за виключенням нульових та одиничних 
значень. Якщо повідомлення виявляється більшої довжини, ніж кількість при-
датних для вкраплення коефіцієнтів, приховується тільки та частина, що вміща-
ється, а залишок буде втрачено. Особливістю процесу стеганоаналізу цієї про-
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грами є те, що перед КСП всі тестові контейнери перекодовуються у вихідний 
формат без втрат. 
В ході експериментів з того ж набору 1330 кольорових зображень, що ви-
користовувався у попередніх тестах, було отримано набір стеганоконтейнерів, 
де кожне зображення містило 1 кБайт прихованих даних.. В залежності від вмі-
сту зображення і як наслідок кількості придатних для вкраплення ДКП коефіці-
єнтів, наповненість стеганоконтейнерів варіювалася від 10 до 100%. Точність 
стеганоаналізу, яка була отримана при виявленні цих стеганоконтейнерів з 
100% наповнюваністю під час КСП, склала 85.87%. У варіанті коли при КСП 
вкраплювалося повідомлення, довжина якого менша довжини того, що виявля-
ється, а саме 0.5 кБайт, було отримано точність 96.61%. Об’єднання значень 
змін статистик в один характеристичний вектор привело до покращення точно-
сті стеганоаналізу до 97.41%. 
На відміну від jsteg програма jphide є ключової стеганосистемою. Значення 
ключових елементів залежать від пароля користувача та довжини приховувано-
го повідомлення. Для визначення порядку зміни ДКП коефіцієнтів jphide за до-
помогою фіксованої таблиці ділить всі придатні коефіцієнти на класи з метою 
визначення порядку їх модифікації. Перший клас у таблиці складають DC-
коефіцієнти, далі йдуть класи AC-коефіцієнтів, абсолютні значення яких більші 
за відповідні табличні величини. НЗБ приховання продовжується у поточному 
класі навіть після вкраплення всього повідомлення. Крім того,  jphide може мо-
дифікувати не лише перші, а при необхідності й другі значущі біти коефіцієн-
тів-носіїв. Якщо повідомлення завелике для обраного контейнера, програма ви-
дає помилку та не створює стеганоконтейнер.  
Тестові jphide стеганоконтейнери були створені з вихідного набору 1330 
кольорових зображень шляхом вкраплення в них 3 кБайт додаткової інформа-
ції. Через технічні складнощі отримання великої кількості 100% заповнених 
jphide стеганоконтейнерів, КСП в процесі тестування було реалізовано за допо-
могою Matlab модуля, який вкраплював випадкові повідомлення в усі не рівні -
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1, 0 та 1 ДКП коефіцієнти зображення. Результуюча точність виявлення jphide 
стеганоконтейнерів склала 86.31%. 
Шляхом використання КСП, що здійснюється програмою jphide з паролем 
користувача та довжиною повідомлення, які співпадають з відповідними зна-
ченнями при первинному стеганоперетворенні, було змоделювано варіант сте-
ганоаналізу в умовах відомих місцеположень вкраплених бітів. Точність стега-
ноаналізу при цьому склала 99.69%. 
Таким чином, jphide стеганоконтейнери характеризуються кращою стійкіс-
тю до виявлення даним методом у порівнянні з jsteg стеганоконтейнерами. Цю 
стійкість забезпечує закладений в jphide стеганоключ, який визначає місцепо-
ложення модифікованих даних. 
Незважаючи на значне зменшення кількості прихованих даних при пере-
ході від просторової області вкраплення до частотної, стеганоаналітичний ме-
тод на базі контрольного вкраплення та SVM-класифікації залишається ефекти-
вним інструментом стеганоаналізу при відносно великій наповненості стегано-
контейнерів (більше за 50%). Враховуючи, що у дослідженнях застосовувалися 
зображення, що містили трохи менше за 200 тисяч пікселів, в той час як сучасні 
цифрові фото складаються з декількох мільйонів, слід відмітити, що для вели-
ких контейнерів метод доцільно застосовувати не до цілих зображень, а попе-
редньо розбивши їх на декілька десятків блоків. В такому випадку всі заповнені 
більш ніж на половину блоки з високою вірогідністю будуть класифіковані 
правильно. 
Висновки 
На основі запропонованих методів і модифікацій розроблено методики 
стеганографічного захисту та стеганоаналізу аудіосигналів і зображень, які під-
кріплені створеним комплексом прикладних програм для вкраплен-
ня/вилучення ЦВЗ, визначення оцінок стійкості та невідчутності ЦВЗ, виявлен-
ня звукових та графічних стеганоконтейнерів з визначенням оцінок точності 
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при різних умовах стеганоаналізу. Здійснені експериментальні дослідження 
якості створених методів та модифікацій. 
Показано, що за рахунок доповнення характеристичного вектора елемен-
тами, обчисленими в області деталізуючих вейвлет-коефіцієнтів контейнерів є 
досяжним покращення точності методу на базі матриці суміжності середньому 
на 0.8% для 8-бітних НЗБ стеганоконтейнерів, на 5.4% для 16-бітних Hide4PGP 
стеганоконтейнерів та на 3.4% для 8-бітних МІК стеганоконтейнерів при засто-
суванні в режимі «Співпадіння наповненості» та відповідно на 4.6%, 8.7%, 5% 
при застосуванні в режимі «Загальна навчальна вибірка». Особливо суттєвим є 
покращення для контейнерів відносно малої наповненості: до 26% для 8-бітних 
НЗБ стеганоконтейнерів, до 22% для 16-бітних Hide4PGP стеганоконтейнерів та 
до 31% для 8-бітних МІК стеганоконтейнерів.  
Аналогічна модифікація методу на базі контрольного стеганоперетворення 
привела до суттєвого покращення точності виявлення стеганоконтейнерів від-
носно малої наповненості: до 11% для 8-бітних НЗБ стеганоконтейнерів, до 
14% для 16-бітних у режимі «Співпадіння наповненості». 
Отримані оцінки покращення точності стеганоаналізу модифікації методу 
на базі КСП для зображень у форматах без втрат за рахунок доповнення харак-
теристичного вектора елементами, обчисленими в області діагональних деталі-
зуючих вейвлет-коефіцієнтів: у режимі «Співпадіння наповненості» для різних 
варіантів НЗБ приховування точність зросла в середньому на 12% і до 30% при 
виявленні стеганоконтейнерів відносно малої наповненості.  
Отримані оцінки покращення точності виявлення безключових стеганоко-
нтейнерів-зображень за рахунок використання повідомлень малої довжини: для 
контейнерів 10% наповненості точність зросла на 20% при виявленні послідов-
ного і на 11% – розподіленого НЗБ.  
Отримані оцінки точності модифікації методу на базі КСП для jpeg-
зображень: 97% для безключових приховувань і 86% для створених за стегано-
ключем. 
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Таким чином, чисельні оцінки якості, висвітлені у шостому розділі свід-
чать, що розроблені методи і модифікації придатні для практичного викорис-
тання при вирішенні задач інформаційної безпеки. Результати дослідження бу-
ли впроваджені та використовуються в СБ України. Представлені у роботі ме-
тоди і алгоритми були використані компанією «Твінфілд Україна» при ство-
ренні перспективних бібліотек комп’ютерної стеганографії та стеганоаналізу. 
Методи маркування були також застосовані у ТОВ «Торговий дім «Сек» для 
перевірки цілісності знімків камер спостереження та визначення їх джерела. 
Крім того матеріали та результати роботи використовуються при викладанні 
курсів «Методи захисту інформації» в НТУУ «КПІ» та «Комп’ютерна крипто-
логія» в Київському національному університеті ім. Тараса Шевченка, що дало 
змогу адаптувати ці курси до сучасних тенденцій розвитку методів захисту ін-
формації та підвищити якість підготовки фахівців з інформаційної безпеки. 
В цілому дане дисертаційне дослідження сприяє підвищенню рівня і якості 
інформаційної безпеки України, надаючи можливість використовувати стегано-
графічні та стеганоаналітичні розробки, що відповідають світовому рівню у цих 
галузях.   
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ЗАГАЛЬНІ ВИСНОВКИ 
У дисертаційній роботі запропоновано, теоретично обґрунтовано та дослі-
джено нове вирішення актуальної науково-практичної проблеми комплексного 
підходу до забезпечення безпеки інформації методами комп’ютерної стеганог-
рафії та стеганоаналізу, яке полягає у розробленні, дослідженні та вдосконален-
ні ефективних за обраними основними характеристиками методів, алгоритмів і 
програмних модулів. У рамках роботи побудовано, аналітично та експеримен-
тально досліджено, адаптовано до різних вимог чи вдосконалено ряд стійких 
спектральних методів комп’ютерної стеганографії та універсальних статистич-
них методів стеганоаналізу з навчанням і класифікацією. 
Основні результати дисертаційної роботи містяться в наступному. 
1. Побудовано узагальнену модель функціонування стеганографічних сис-
тем, що охоплює системи прихованої передачі даних, цифрових водяних знаків, 
ідентифікаційних номерів та заголовків і враховує можливість ненавмисних, па-
сивних, активних та зловмисних атак. На основі аналізу набору базових харак-
теристик стеганосистем: невідчутності, стійкості, безпеки, пропускної здатності 
стеганоканалу та обчислювальної складності реалізації, визначено першочергові 
вимоги до систем, що передбачають можливість ненавмисних та активних атак. 
2. На основі аналізу поширених стеганографічних методів і програм, вста-
новлено вразливість інформації, приховуваної програмами Hide4PGP, Steganos 
Privacy Suite 2012, S-Tools 4.0, SilentEye, JPHide 0.5, JSteg до ненавмисних та 
активних атак. Виконаний аналіз та класифікація стеганоаналітичних методів і 
програм дозволили окреслити потенціал подальшого розвитку візуальних, сиг-
натурних та статистичних методів і виділити переваги універсальних статисти-
чних методів з навчанням та класифікацією, які полягають у можливості вияв-
ляти стеганоконтейнери без знання алгоритму чи програми, використаних для 
вкраплення, та потенційній можливості виявляти вдосконалені і нові методи 
приховування даних шляхом перенавчання класифікатора на відповідних сте-
ганоконтейнерах, а також за допомогою реконфігурації характеристичних век-
торів.  
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3. Обґрунтовано доцільність та переваги використання методів спектраль-
ного аналізу сигналів та зображень при побудові стеганосистем, що функціо-
нують за умов порушення цілісності контейнерів-носіїв: у частотній області 
простіше визначити ті елементи контейнера, в яких зосереджена суттєва інфор-
мація про нього, а також з’ясувати, яку частину даних буде втрачено в процесі 
стиснення зі втратами та деяких інших поширених операцій обробки. Дослі-
джено наявний апарат спектрального аналізу. 
4. Здійснено аналіз існуючих спектральних стеганографічних методів, ви-
явлено їх слабкості: недостатній рівень стійкості, невідчутності чи безпеки, а 
також уразливість методів до порушень геометрії контейнера, що спричиняє 
проблему десинхронізації. На основі виконаних класифікації та порівняльного 
аналізу методів синхронізації ЦВЗ виділено клас методів з найбільшим потен-
ціалом – методи на базі особливих точок. 
5. Розроблено, обґрунтувано, вдосконалено та досліджено стійкі спектра-
льні стеганографічні методи для звукових контейнерів: 
– метод на базі Фур’є та вейвлет перетворень, стійкість до порушень цілі-
сності стеганоконтейнера в якому забезпечується вибором найменш вразливих 
до типових операцій обробки частотних субсмуг-носіїв та кодуванням вкрапле-
них бітів не зміною значень окремих відліків, а стійкою зміною форми ампліту-
дного спектра обраних субсмуг у тих місцях, де значення елементів амплітуд-
ного спектра лежать у межах визначених порогових величин. Результати тесту-
вання показали, що всі вкраплені за даним методом біти зберігаються після ти-
пових операцій обробки, які не супроводжуються суттєвим погіршенням якості 
сприйняття. При цьому метод задовольняє вимоги IFPI до невідчутності – SNR 
після маркування не менший за 20 дБ; 
– модифікований метод на базі Фур’є та вейвлет перетворень, що ґрунту-
ється на результатах дослідження стійкості місцеположень максимумів амплі-
тудного спектра до операції стиснення зі втратами та не використовує при ви-
лученні ключ, залежний від оригінального контейнера. Запропоновано покра-
щення стійкості методу шляхом використання надлишкових ЦВЗ. За умов ви-
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бору оптимальних параметрів стеганоперетворення та здійснення БЧХ-
кодування (63,7) водяного знаку є досяжною 100 % стійкість до MP3 та OGG 
стиснення, що не супроводжуються суттєвим погіршенням якості сприйняття, а 
також до НЧ-фільтрації, передискретизації, зашумлення та інших шумоподіб-
них атак; 
– вдосконалений метод модуляції тональних маскерів, що відрізняється 
від існуючого використанням більш точної психоакустичної моделі на базі па-
кетної вейвлет-декомпозиції. Окрім точнішої апроксимації критичних смуг 
слуху та мультироздільного аналізу, перевагою вдосконаленого методу є те, що 
обробка сигналу та реалізація психоакустичної моделі відбуваються в одній об-
ласті. Це виключає необхідність перерахунку параметрів моделі, що в свою 
чергу дозволяє попередити додаткову похибку;  
– модифікований метод маркування аудіосигналів з автоматичною синх-
ронізацією ЦВЗ за особливими точками, що є стрибками енергії сигналу. Запро-
понований варіант враховує особливості спектрального наповнення мовних сиг-
налів, характеризується покращенням невідчутності та обчислювальної склад-
ності реалізації. Виконано тестування стабільності набору особливих точок, до-
ведено, що зсув особливої точки в області часу для амплітудного спектра замі-
нюється на адитивну заваду. В цілому модифікований метод виявляє себе стій-
ким до адитивного гауссівського шуму, НЧ-фільтрації, стиснення за стандарта-
ми MP3, OGG, WMA, MP4 Audio та AMR, помірного обрізування. Тестування 
стійкості показало виникнення помилкової тривоги в 2-х випадках з 9000. 
6. Розроблено, обґрунтувано, вдосконалено та досліджено стійкі стеганог-
рафічні методи для графічних контейнерів: 
– метод побудови ЦВЗ на базі особливих точок зображення, виділених за 
допомогою детектора кутів Харріса, що виявляє себе стійким до шумоподібних 
та геометричних спотворень. Виконано тестування стабільності особливих то-
чок при наявності атак масштабуванням, поворотом, обрізуванням, jpeg стис-
ненням та комбінованих атак, що дозволило підтвердити практичну придатність та-
ких точок для вирішення проблеми десинхронізації;  
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– спектральний метод маркування зображень для задач захисту інформації 
на паперових носіях, що побудований на основі аналізу аналітичної моделі ка-
налу друку/сканування та результатів дослідження впливу наявних спотворень 
на коефіцієнти ДПФ зображення. Запропоновано непомітне вкраплення бітів 
ЦВЗ в низькочастотні коефіцієнти амплітудного спектра Фур’є з високими ам-
плітудами. Для випадків, коли процес друку відбувається за допомогою лазер-
них принтерів, запропоновано алгоритм автоматичної компенсації повороту, 
який дозволяє зменшити кількість вимог, що накладаються на ЦВЗ;  
– модифікований з використанням розробленого зонального підходу ме-
тод Коха та Жао, для якого за рахунок дослідження поведінки блоків 2n2n 
(nN) коефіцієнтів ДКП зображень забезпечено стійкість вкраплених даних до 
природніх спотворень, наявних при друці та скануванні.  
7. Розроблено, обґрунтувано, вдосконалено та досліджено стеганоаналіти-
чні методи, які здатні ефективно виявляти найбільш поширені у відкритому до-
ступі звукові та графічні стеганоконтейнери: 
– вдосконалений метод стеганоаналізу аудіосигналів на базі матриці сумі-
жності та SVM-класифікації. Розширено область застосування, уточнено ефек-
тивність методу при різній наповненості стеганоконтейнерів. Виявлено наявні 
залежності та закономірності, що дозволяє визначати оптимальні параметри та 
більш точно інтерпретувати результати стеганоаналізу. Запропоновано форму-
вання елементів характеристичного вектора в області деталізуючих вейвлет-
коефіцієнтів контейнерів, що привело до покращення точності стеганоаналізу в 
режимі «Співпадіння наповненості» середньому на 0.8 % для 8-бітних НЗБ сте-
ганоконтейнерів, на 5.4 % для 16-бітних Hide4PGP стеганоконтейнерів та на 
3.4 % для 8-бітних МІК стеганоконтейнерів. У режимі «Загальна навчальна ви-
бірка» таке покращення відповідно склало 4.6 %, 8.7 % та 5 %. Особливо суттє-
вим є покращення для контейнерів відносно малої наповненості: до 26 % для 8-
бітних НЗБ стеганоконтейнерів, до 22 % для 16-бітних Hide4PGP стеганокон-
тейнерів та до 31 % для 8-бітних МІК стеганоконтейнерів;  
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– вдосконалений метод стеганоаналізу на базі атаки контрольним вкрап-
ленням. Виконано пошук відрізняючих статистик у характеристичних векторах 
контейнерів, оцінено вплив кожного елемента характеристичного вектора на 
результуючу точність стеганоаналізу. Запропоновано модифікацію методу з ви-
користанням аналізу в області деталізуючих вейвлет-коефіцієнтів, що передба-
чає суттєве покращення точності виявлення стеганоконтейнерів відносно малої 
наповненості: у режимі «Співпадіння наповненості» до 11 % для 8-бітних НЗБ 
стеганоконтейнерів, до 14 % для 16-бітних. Запропоновано модифікацію мето-
ду, що передбачає покращення точності виявлення безключової стеганографії 
за рахунок наближення до нульових значень елементів характеристичних век-
торів стеганоконтейнерів. Розширено область застосування. Створено модифі-
кацію методу для виявлення стеганоконтейнерів-зображень у форматах без 
втрат. Досягнуто покращення точності стеганоаналізу за рахунок доповнення 
характеристичного вектора елементами, обчисленими в області деталізуючих 
вейвлет-коефіцієнтів: у режимі «Співпадіння наповненості» для різних варіан-
тів НЗБ приховування в середньому на 12 % і до 30 % при виявленні стеганоко-
нтейнерів відносно малої наповненості. Досягнуто покращення точності вияв-
лення безключових стеганоконтейнерів відносно малої наповненості: на 20 %  
для послідовного і на 11 % для розподіленого НЗБ. Проаналізовано особливості 
приховування даних у jpeg зображеннях, що дозволило адаптувати метод для 
виявлення приховувань у даному типі контейнерів. Точність, що при цьому до-
сягається, рівна 97 % для безключових приховувань і 86 % – для створених за 
стеганоключем. 
8. На основі запропонованих методів і модифікацій розроблено методики 
стеганографічного захисту та стеганоаналізу аудіосигналів і зображень, які підк-
ріплені створеним комплексом прикладних програм для вкраплення/вилучення 
ЦВЗ, виявлення звукових і графічних стеганоконтейнерів та визначення оцінок 
якості при різних умовах. Здійснені експериментальні дослідження створених ме-
тодів і модифікацій. 
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9. Результати дисертаційного дослідження впроваджені в СБ України, ви-
робничу діяльність ТОВ «Торговий дім «Сек» та компанії «Твінфілд Україна», 
де використані як основа для створення стеганографічного і стеганоаналітично-
го програмного забезпечення, що в цілому дозволяє підвищити рівень захисту 
інформації та застосоване, зокрема, для перевірки цілісності мультимедійних 
об’єктів і автентифікації джерела даних. Використання стеганографічного про-
грамного забезпечення в охоронних системах ТОВ «Торговий дім «Сек» надає 
можливість підтвердити у спірних ситуаціях, зокрема в суді, що знімки камер 
спостереження були зроблені саме заявленими камерами та не підлягали змінам 
у процесі свого зберігання. Крім того матеріали та результати роботи викорис-
товуються при викладанні курсів «Методи захисту інформації» в НТУУ «КПІ» 
та «Комп’ютерна криптологія» в Київському національному університеті ім. 
Тараса Шевченка, що дало змогу адаптувати ці курси до сучасних тенденцій 
розвитку методів захисту інформації та підвищити якість підготовки фахівців з 
інформаційної безпеки. 
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ДОДАТОК А. КЛАСИФІКАЦІЯ ТА ПОРІВНЯЛЬНИЙ АНАЛІЗ 
МЕТОДІВ СИНХРОНІЗАЦІЇ ЦВЗ 
При розробці ефективних систем з ЦВЗ, в яких контейнерами-носіями ви-
ступають зображення чи аудіосигнали, необхідно обов’язково враховувати ная-
вність у каналі обробки й передачі контейнера можливих природних збурень 
(наприклад, збурень при друці й скануванні), операцій обробки, направлених на 
покращення якості контейнера, або активних атак. Уразливість методу марку-
вання хоча б до одного з поширених типів спотворень робить його непридат-
ним для практичного використання. 
Аудіосигнали та зображення у силу своєї психоакустичної та, відповідно, 
психовізуальної надмірності відкривають багато різних можливостей для вкра-
плення додаткової інформації без порушення первісної функціональності. Ра-
зом з тим комерційно доступне апаратне й програмне забезпечення допускає 
можливість геометричних перетворень зображення з малою втратою якості. Так 
само неважно здійснити й геометричні перетворення аудіосигналу.  
При існуючому різноманітті методів і алгоритмів побудови систем з ЦВЗ, 
відкрита й важлива проблема для багатьох з них – уразливість водяного знаку 
до геометричних атак і збурень. Тому розглянемо можливі методи синхроніза-
ції ЦВЗ, а також виокремимо їх сильні та слабкі сторони. 
1. Шаблони 
 
При даному підході поряд з основним водяним знаком відбувається вкрап-
лення шаблону (templates) – опорної інформації для синхронізації.  
Визначення. Шаблон синхронізації – це певна сукупність піків, що може 
бути вкраплена в просторову або частотну область зображення. Для синхроні-
зації можна використати такі дані, як кількість піків у шаблоні, їхнє розташу-
вання щодо зображення й відносно один одного, висоту піків, відповідність або 
невідповідність встановленому зразку. 
Шаблон дозволяє зробити оцінку глобальних, а в деяких випадках і лока-
льних геометричних перетворень. На рис. 1 наведено види шаблонів. 
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Базове вирішення задачі ідентифікації глобальних геометричних спотво-
рень – перебір всіх можливих спотворень для даного зображення-контейнера в 
спробах знайти відомий шаблон (або ЦВЗ) в отриманих зразках [134–135]. За-
дача компенсації RST перетворень (rotation, scaling, translation) може вирішува-
тися зі збільшеною, але для деяких застосувань прийнятною обчислювальною 
складністю. Наприклад, якщо ми розглядаємо композицію з повороту зобра-
ження і його масштабування в діапазоні від 50 до 200%, витрати на обробку по-
трібно буде помножити приблизно на 5.4104. 
    
 
 
 
Однак у цілому, для будь-яких геометричних перетворень вичерпний по-
шук занадто трудомісткий процес. Тому багато методів цього підходу базують-
ся на властивостях області вкраплення шаблона. Найбільш часто, наприклад у 
роботах [115–116], шаблон пропонується поміщати в кільце середніх частот 
амплітудного спектра Фур’є захищуваного зображення ),( yxf  методом збіль-
шення значень обраних у межах даного кільця коефіцієнтів, тобто створенням 
із них локальних піків. Такий шаблон не внесе візуально помітних змін у прос-
торове представлення зображення і по його спотворенням вдасться відслідкува-
ти певні геометричні спотворення усього графічного контейнера.  
Для ідентифікації піків синхронізації використовують наступні властивості 
ДПФ: 
1) Зсув зображення f(x,y)  в просторовій області приводить до лінійного звуву у 
фазі його дискретного перетворення Фур’є F(r,d) та не впливає на амплітуди: 
           а)        b)                             c)                             d) 
Рис. 1. Види шаблонів: a – розподілений; b – діагональний; c – круговий;  
d – випадковий (залежний від ключа) 
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2) Позначимо через f1(x,y) зображення, отримане після повороту вихідного зо-
браження на кут   у просторовій області:  
))cossin(),sincos((),(1  yxyxfyxf  . 
Нехай F1(r,d) й F(r,d) перетворення Фур’є від f1(x,y) і f(x,y), відповідно.  
Тоді ))cossin(),sincos((),(1  drdrFdrF  .  
Це означає, що поворот зображення на кут   приводить до повороту його 
спектра на той же кут.  
3) Коефіцієнти ДПФ отримуються зі спектра Фур’є нескінченно періодично по-
втореного дискретного зображення, що найчастіше має значні стрибки чисель-
них значень кольорів у місцях з’єднання кожного періоду. Цей факт проявля-
ється в так званому артефакті перетину – виражених високих амплітудах у го-
Вихідне зображення изображение после поворота и обрезки 
 а) b) c) 
Зобра ня після повор ту 
на 10 
Зображення після повороту 
та обрізки 
Рис. 2.  Спектр вихідного зображення (a), спектр зображення після 
повороту (b), спектр зображення після повороту та обрізки (с) 
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ризонтальному й вертикальному напрямках від значення F(0,0). Поворот зо-
браження завжди відповідає повороту його спектра. З одним уточненням: якщо 
при повороті не відбувалася обрізка зображення, артефакт перетину обертаєть-
ся разом з іншими амплітудами спектра, якщо ж зображення оберталося й було 
обрізано, обертаються всі коефіцієнти, крім артефакту перетину (див. рис. 2). 
4) Обрізка зображення впливає на всі частотні смуги, породжуючи розмивання 
його спектра [136]. 
5) Масштабування в просторовій області приводить до масштабування в часто-
тній області згідно формули: 
 
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
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де x, y  – коефіцієнти масштабування по осі х та у відповідно. 
Спираючись на описані вище властивості ДПФ, легко передбачити якими 
будуть коефіцієнти спектра Фур’є після геометричних спотворень та ідентифі-
кувати їх у маркованому зображенні f1(x,y). Для ідентифікації геометричних 
спотворень зображення необхідно знайти  місця розташування локальних піків 
в f1(x,y) і порівняти виявлені координати та їхні вихідні значення (рис. 3). 
Відмітимо, що шаблонні методи, як правило, виграючи в простоті, можуть 
легко себе дискредитувати [137]. Шаблон може бути виявлений за допомогою 
фільтрації, що виявляє наявність ЦВЗ у зображенні, і може стати відправним 
пунктом для атаки. 
Плюси методів на основі шаблону:  
 стійкі до узагальнених геометричних перетворень;  
 можуть бути стійкими до локальних атак (при вкрапленні шаблону в про-
сторову область зображення). 
Мінуси:  
 шаблон легко знищується;  
 привносить додатковий шум у зображення; 
 шаблон порівняно легко виявити. 
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Рис. 3. Приклад схеми компенсації геометричних спотворень,  
яка використовує шаблони 
 
 
2. Самоопорні  або структурні ЦВЗ 
 
Синхронізація для самоопорних (self-reference) ЦВЗ виконується за раху-
нок спеціального методу вкраплення ЦВЗ у контейнер, який дозволяє відслід-
кувати афінні перетворення. При цьому підході цифровий водяний знак, що є 
моделюючою функцією, вкраплюється в просторову область зображення ліній-
но, періодично й з різними зсувами [119]. Тобто зображення умовно розбива-
ється на рядки й стовпці, а процес вкраплення складається з наступних кроків 
(рис. 4): 
1) Вкрапити ЦВЗ у кожний рядок і стовпець зображення. 
2) Повторити вкраплення з деяким горизонтальним зсувом. 
3) Повторити вкраплення з деяким вертикальним зсувом. 
4) Повторити вкраплення як з горизонтальним, так і з вертикальним зсу-
вами. 
Таке вкраплення ЦВЗ відображається на його функції автокореляції у ви-
гляді багатократних піків (рис. 5). Геометричні перетворення змінюють періо-
дичність ЦВЗ, а отже вони аналогічно змінюють і місце розташування піків у 
функції автокореляції.  
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Рис. 4. Покрокова схема вкраплення структурного ЦВЗ 
Виявлення піків – це ітераційний процес, що використовує другі похідні 
значень функції автокореляції. Метод найменших квадратів дозволяє за позиці-
ями піків відновленого цифрового зображення щодо  позицій піків вихідного 
зображення визначити параметри геометричних спотворень і виконати їхню 
компенсацію. 
а) b)     c) 
Рис. 5. а – марковане зображення; b – його функція автокореляції;  
c – знайдені піки 
 
Подібний підхід також був реалізований на базі дискретного вейвлет пере-
творення з блоковим розміщенням водяного знаку й розглядом геометричних 
перетворень як локальних спотворень [120]. 
Плюси структурних ЦВЗ:  
 стійкі до узагальнених геометричних перетворень;  
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 на відміну від шаблонів, не вносять додаткових шумів у зображення. 
Мінуси:  
 можливе руйнування ЦВЗ шляхом видалення піків кореляції; 
 обмежена стійкість до локальних збурень. 
3. Особливі точки 
 
Клас методів вирішення проблеми синхронізації за допомогою особливих 
точок (feature points) називають також методами на основі вмісту (контенту) 
або семантичними, тому що, на відміну від двох вищеописаних класів, вони ви-
користовують оригінальні дані зображення. 
Визначення. Особливою точкою f
~
 зображення називається точка, окіл 
якої відрізняється від околів прилеглих точок за вибраною мірою, тобто 
   ),(~: ~
ff
fff , де f  – окіл точки f, який зветься вікном пошуку, 
а ),( ~
ff
 – функція близькості околів за деякою мірою.  
Рис. 6. Загальна схема синхронізації на базі особливих точок зображення 
 
Знаходження особливих точок є важливою початковою операцією при ро-
боті з зображеннями. Найчастіше такі точки використовуються для зіставлення 
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зображень, тривимірної реконструкції, відслідковування рухів, розпізнавання 
образів, індексування та пошуку по базам даних, навігації роботів. Разом з тим 
їх можна використати й для компенсації геометричних спотворень в задачах 
комп’ютерної стеганографії, як це представлено на рис. 6. 
Існує цілий ряд функцій, які можна використати для виявлення особливих 
точок. Одним з найпоширеніших типів детекторів є детектори на основі градіє-
нту яскравості, серед яких в свою чергу виділяють детектори перепадів контра-
сту [121], кутів [124] та кіл [125]. Для захисту інтелектуальної цифрової влас-
ності у роботах [122-123] пропонується використовувати детектори кутів. Зок-
рема у роботі [122] показано, що стійкість детектора залежить від вмісту зо-
браження, а в цілому найкращою стійкістю характеризується детектор Харріса, 
що класифікує пікселі зображення як такі, що належать до однієї з областей: 
монотонна область, грань, кут (рис. 7). 
 
 
 а) b) c) d) 
Рис. 7. а – монотонна область; b – грань; c – кут;  
d – приклад роботи детектора Харріса на бінарному зображенні 
 
Для синхронізації можна використовувати особливі точки виявлені за до-
помогою детектора Харріса з круговим вікном фіксованого радіусу. Зображен-
ня сегментується як сукупність трикутників, які не перетинаються між собою і 
вершини яких є особливими точками. ЦВЗ вкраплюється у кожен з трикутників 
за класичною адитивною схемою. Детектування ЦВЗ виконується з викорис-
танням методів кореляційного аналізу, а компенсація геометричних спотворень 
відбувається шляхом нормалізації трикутників до фіксованого вигляду перед 
вкрапленням та вилученням ЦВЗ.  
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Для виділення особливих точок також можна використовувати детектор 
Харріса, який використовує не кругове, а овальне вікно пошуку, виділяючи при 
цьому більш чіткі та ізотопні кути [123]. Навколо знайдених точок формуються 
еліпси. Для вкраплення ЦВЗ використовується найбільш чіткий. ЦВЗ вкраплю-
ється в частотну область. Компенсація геометричних спотворень зображення 
відбувається шляхом нормалізації еліпсів до кіл. Для ідентифікації повороту за-
стосовується логарифмічно-полярне відображення кіл.   
Плюси методів на основі особливих точок: 
 не вносять додаткових шумів; 
 стійкі до узагальнених і локальних геометричних спотворень; 
 дозволяють паралельно із синхронізацією ідентифікувати області не при-
датні для вкраплення (гладкі); 
 можуть бути стійкими до JPEG стиснення, а також будь-яких спроб вида-
лити частину інформації при збереженні перцепційної якості зображення. 
Мінуси: 
 можуть мати високу обчислювальну складність; 
 сама по собі оцінка особливих точок зображення ще досить молода й ма-
лодосліджена область, тому виникає додаткова проблема неточної іденти-
фікації особливостей при вкрапленні та вилученні. 
 
4. Перетворення Радона 
 
Такі методи, як правило, оперують із просторовим представленням зобра-
ження, тобто з його функцією яскравості. 
Перетворення Радона – інтегральне перетворення функції багатьох змін-
них, аналогічне перетворенню Фур’є. Воно представляє зображення як сукуп-
ність проекцій по різних напрямках і є оборотним перетворенням. Уперше уве-
дено в роботі австрійського математика Іоганна Радона в 1917 році [128]. 
Нехай f(x,y) функція двох дійсних змінних, визначена на всій площині й 
досить швидко спадаюча на нескінченності (так, щоб відповідні невласні інтег-
рали сходилися).  
325 
 
Визначення. Перетворення Радона функції f(x,y)  має вигляд 

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Перетворення Радона має простий геометричний зміст – це інтеграл від 
функції уздовж прямої, перпендикулярної вектору )sin,(cos n

  й такої, що 
проходить на відстані s (виміряній уздовж вектора n

 з відповідним знаком) від 
початку координат (див. рис. 8 – у цьому випадку ),( sR  є інтеграл від f(x,y) уз-
довж прямої AА'). У більшості випадків кут α обирають рівним нулю. 
 
Рис. 8. Перетворення Радона 
 
Введемо два одномірних узагальнених перетворення Радона: радіальне ін-
тегральне перетворення (РІП) і кругове інтегральне перетворення (КІП). 
РІП функції f(x,y) обчислюється як інтеграл по прямій лінії, що починаєть-
ся із точки ),( 00 yxf  й нахилена під кутом   до горизонтальної осі (рис. 9). 
Формула для РІП має вигляд: 
.)sin,cos()(
0
00

 duuyuxfR f   
Якщо зображення обертається на кут θω , його РІП зсувається на θω.  
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КІП функції f(x,y) обчислюється як інтеграл від цієї функції по круговій 
кривій із центром f(x0,y0) і радіусом  (рис. 10). Рівняння КІП має такий вигляд: 
.)sin,cos()(
2
0
00 

 dyxfC f  
Якщо зображення масштабується з коефіцієнтом q, його КІП теж буде ма-
сштабуватися з коефіцієнтом q.  
Таким чином, радіальне перетворення Радона інваріантне до масштабу-
вання, а поворот вихідного зображення приводить до зсуву його РІП. Кругове 
перетворення Радона інваріантне до повороту й КІП масштабується так само, як 
відповідне йому зображення. Використовуючи ці властивості можна оцінити й 
компенсувати поворот та масштабування, яким можливо піддавалося вихідне 
зображення, застосовуючи до зображення обидва перетворення й аналізуючи 
їхню зміну. 
Для досягнення стійкості до зсуву методи на основі узагальнених перетво-
рень Радона використовують за початок відліку ),( 00 yx  (див. рис. 9–10) саму 
стійку особливу точку, стійкість якої до повороту й масштабування досліджу-
ється експериментально перед вкрапленням ЦВЗ. 
Плюси методів на основі перетворення Радона: 
 стійкі до лінійних геометричних перетворень; 
Рис. 9. Радіальне перетворення                 Рис. 10. Кругове перетворення 
 Радона Радона 
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 можуть бути стійкими до JPEG-стиснення, зашумлення, низькочастотної 
фільтрації, узагальнених геометричних перетворень і ін. атак. 
Мінуси: 
 висока обчислювальна складність алгоритмів вкраплення та вилучення 
ЦВЗ; 
 не стійкі до обрізки зображення й локальних атак.  
5. Перетворення Фур’є-Мелліна 
 
Визначення. Перетворення Фур’є-Мелліна (ПФМ) зображення f(x,y) 
визначається таким чином: 
 




 
2
0
)(),(),( ddeyxfdrF driM . 
Тобто це комбінація логарифмічно-полярного перетворення й перетворення 
Фур'є.  Покажемо, що воно інваріантне до обертання й пропорційного масшта-
бування. 
Логарифмічно-полярне перетворення – це конформне відображення точок 
декартової  площини (x,y) на точки логарифмічно-полярної площини (ξ,η), опи-
суване рівнянням 






 ln
, де   й   полярні координати: 22 yx  , 
x
y
arctg ,  20  , ]ln,0[ max  , max  визначається розміром декартової 
площини (рис. 11).  
Зворотне перетворення задається формулами: 
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cos'
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ex
, 
'x і 'y  – координати в декартовій системі, отримані в результаті інтерполяції. 
Інтерполяція виникає через те, що обертання, будучи неперервним процесом, 
може перевести дискретні позиції пікселів у міжпіксельні  позиції.   При обчис-
ленні зворотного перетворення використовується бікубічна інтерполяція. 
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Уведена система координат має наступні властивості: 
1) Пропорційне масштабування зображення зводиться до зсуву по осі ξ: 
  ),log(),( 2    MM FyxfF . 
2) Обертання зображення зводиться до зсуву по осі η: 
  ),())cos()sin(),sin()cos((   MM FyxyxfF . 
Приклад реалізації цих властивостей на тестовому зображенні «Фотограф» 
наведений на рис. 12. 
 
 а) b) c) 
Рис. 12. а) тестове зображення в логарифмічно-полярній системі координат,  
b) поворот на 1800 зображення в декартовій системі координат,  
c) масштабування зображення в 5 разів в декартовій системі координат 
 
Методи побудовані на базі перетворення Фур’є-Мелліна виходять із на-
ступних міркувань. Амплітудний спектр Фур’є інваріантний до зсуву зобра-
 а) b) c) 
Рис. 11. а) зображення в декартовій системі координат; b) зображення в полярній 
системі координат; c) зображення в логарифмічно-полярній системі координат 
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ження в просторовій області. Пропорційне масштабування зображення в декар-
товій системі координат призводить до зсуву зображення уздовж логарифміч-
ного радіусу, поворот – до циклічного зсуву уздовж полярної осі в логарифміч-
но-полярній системі координат. Виходячи із описаних властивостей, повторне 
застосування перетворення Фур’є до амплітудного спектра, відображеного в 
логарифмічно-полярній системі, дає область інваріантну до зсуву, масштабу-
вання та повороту – основних геометричних перетворень. 
Покроковий опис алгоритму виділення інваріантної області до повороту, 
масштабування та зсуву має вигляд наведений далі. 
1. Виконується дискретне перетворення Фур’є (ДПФ) зображення, обчислю-
ються значення коефіцієнтів амплітудного та фазового спектрів. 
2. За допомогою прямого логарифмічно-полярного перетворення (ЛПП) амп-
літудний спектр переводиться до логарифмічно-полярної системи коорди-
нат. 
3. Виконується повторне дискретне перетворення Фур’є. 
4. Отримані в п.3 коефіцієнти є інваріантом до повороту, масштабування, зсу-
ву (RST).  
5. Здійснюється вкраплення ЦВЗ у виділену область. 
6. До модифікованих в п.5 коефіцієнтів та немодифікованих фаз застосовуєть-
ся обернене дискретне перетворення Фур’є (ОДПФ), обчислюються значен-
ня коефіцієнтів амплітудного та фазового спектрів. 
7. До амплітуд застосовується обернене логарифмічно-полярне перетворення 
(ОЛПП). 
8. На основі отриманих в п.7 амплітуд та фаз, отриманих в п.1 виконується 
обернене дискретне перетворення Фур’є. 
На рис. 13 представлена блок-схема описаного алгоритму. Відмітимо, що 
дана схема має властивість інваріантності до RST, але приводить до втрати якості 
контейнера внаслідок нелінійності сітки при полярному перетворенні (рис. 14а) 
та необхідності інтерполяції. Тому замість стандартного полярного перетворення 
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за формулами 22 yx  , 
x
y
arctg  доцільним є використання псевдо-
полярної сітки (рис. 14b) з наступною її інтерполяцією в полярну. Інтерполяція є 
одновимірною та виконується у два етапи (рис. 14с): кутова та радіальна [131-
132]. 
 
Рис. 13. Схема виділення інваріантної області на основі перетворення Фур’є-
Мелліна 
 
   
a)                                        b)                                           c) 
Рис. 14. Перехід від декартової системи координат до полярної:  
полярна сітка на вихідному зображенні (а), псевдо-полярна сітка (b),  
інтерполяція у полярну сітку (c) 
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Плюси методів на основі перетворення Фур’є-Мелліна:  
 ніяких додаткових спотворень, як у шаблонних методах;  
 складно виявити наявність маркування. 
Мінуси:  
 втрата даних при перетвореннях, шум перетворень, що може погіршити 
якість зображення-контейнера;  
 при такому підході місткість контейнера, як правило, обмежена; 
 стійкі тільки до тих видів геометричних перетворень, під які вони розро-
блялися й можуть виявитися не стійкими до інших геометричних пере-
творень, а також до зміни формату й фільтрації;  
 не стійкі до локальних атак;  
 як правило, мають високу обчислювальну складність алгоритмів вкрап-
лення та вилучення ЦВЗ. 
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ДОДАТОК Б. ДОКУМЕНТИ, ЩО ПІДТВЕРДЖУЮТЬ  
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