Abstract. The canonical coherent states can be written as infinite series in powers of a single complex number z and a positive integer ρ(m). The requirement that these states realize a resolution of the identity typically ends up in a moment problem, where the moments form the positive sequence of real numbers {ρ(m)} ∞ m=0 . In this paper we obtain new classes of vector coherent states by simultaneously replacing the complex number z and the moments ρ(m) of the canonical coherent states by n × n matrices. A matrix moment problem is proposed and it is solved by introducing a matrix weight. Associated oscillator algebras are discussed. Finally, as a physical application, a generalized version of the Jaynes-Cummings model is discussed.
Introduction
Even though, within the rich literature of coherent states (CS for short), the basic definition of canonical CS was articulated in several directions, CS were defined to satisfy a minimum set of properties:
-They are quantum states, -They form an overcomplete family of states in an appropriate separable Hilbert space.
The wide use of CS in quantum theories and in other scientific areas, while developing the areas where it has been applied, developed the theory of CS itself to a tremendous extent. Further, its connections to group representations, orthogonal polynomials, Lie algebras etc. enrich the theory a step further [1, 11, 15, 3, 14] . There are a number of ways to define a set of CS; for a survey of different approaches see [1, 11, 15] . To begin with, we choose the following definition. (i) For each z ∈ D, the state | z is normalized, that is, z | z = 1;
(ii) The set, {| z : z ∈ D} permits a resolution of the identity, that is,
where N (|z|) is a normalization factor, {ρ(m)} ∞ m=0 is a positive sequence of real numbers, and dµ is an appropriately chosen measure on D. In [17] vector coherent states (VCS for short) were developed by replacing the complex variable z of (1.1) by an n × n matrix where the variables r, k and ζ live in appropriate measure spaces, and M † stands for the transposed complex conjugate of the matrix M .
In this article, as a generalization to [17] , we construct VCS by replacing both the complex variable z and the positive numbers ρ(m) by n × n matrices Z and R(m) respectively. Since we have replaced z and ρ(m) by matrices, and matrices do not commute in general, the order in which the products of matrices are computed is primordial, that is, we can choose either the order R(m)Z m or Z m R(m) (that we will call from now on "R-Z ordering" and "Z-R ordering", or, abusively, "R-Z representation" and "Z-R representation"). Whatever the choice is, the construction of VCS ends up with a matrix moment problem. However, a crucial fact appears: According to the "representation" used, the construction of CS may succeed in one case and fail in the other case.
The material in this article is organized in the following way: In section 2, we give the general construction of VCS with the R-Z ordering, with some supporting examples; a particular case of such a construction is carried out in subsection 2.1 for a certain class of matrices, while the results of [17] are extended in subsection 2.2. In section 3 we give a systematic way of getting examples for a certain class of matrices when the matrices appear in the Z-R ordering. Finally, in section 4, we discuss the oscillator algebra associated to the VCS built up in section 3. This discussion may be applied as well (under slight modifications) to the VCS corresponding to the R-Z ordering.
Before we begin the general construction, for a quick reference, we remind the following two integrals, which will be using in the sequel:
Now let us turn to the construction.
VCS with the R-Z ordering
Let r ∈ [0, ∞) and ζ ∈ [0, 2π). Let A(r) and R(m) be n × n matrices. Set Z = A(r)e iζ . Let χ 1 , . . . , χ n be the canonical orthonormal basis of C n and {φ m } ∞ m=0
be an orthonornal basis of an abstract separable Hilbert space H. Let H = C n ⊗ H. Then, {χ j ⊗ φ m : j = 1, . . . , n, m ∈ N} is an orthonormal basis of H. Define the set of states
and denote the positive part of a matrix M by
Theorem 2.1. The states in (2.1) are VCS in the sense that they satisfy the normalization condition and realize a resolution of the identity, that is,
and
where dν and dµ are appropriate measures on [0, ∞) and [0, ∞)×[0, 2π) respectively, and W (|Z|) is a positive weight function.
Proof. We have that
On the other hand, for dµ = dνdζ, we have:
where we have used the following facts:
and the condition (2.6).
Since we are integrating matrices, introducing a matrix weight function W (|Z|) can be justified. In this sense, we formulate a matrix moment problem in the following definition. Before moving to examples let us make a comment. In general, the ρ(m)'s of (1.1) form a positive sequence of real numbers. In the examples exhibited hereafter, some of the entries of the matrix R(m) contain negative values. These values do not violate the basic definition of moment problems as long as we recover the classical schemes of moment problems. The positive definiteness of W (r 1 , r 2 , ..., r s ) is assumed to have consistency with the definition of a density. Let us now look at some examples supporting our construction. In this section and in the following sections, we present first examples with ordinary weights, and, then, examples with matrix weights. Example 2.3. Let x be a fixed real number, r ∈ [0, ∞), and ζ ∈ [0, 2π). Set
and (2.9)
Then,
Because of the properties of the trace, there is no need to compute
before knowing its trace, since, even though the two matrices are different, they have the same trace. Hence,
Thus, the normalization condition (2.5) and the condition for a resolution of the identity (2.6) demand the following (2.10)
and (2.11) 2π
where
Let us solve this problem for some special values.
Further, fix the measure as dν = 2 π rdr. Then, (2.10) and (2.11) take the form
let us take the measure to be dν = 2 π rdr. Then, (2.10) and (2.11) become
In this example, the matrix Z is the product of a complex number z and a real matrix. Now, let us see an example where the matrix Z cannot be factored that way. To this end, and in order to get a resolution of the identity, we use a matrix weight.
Example 2.4. Let a be a positive fixed real number,
and (2.13)
It follows that
The normalization constant takes the form of the sum (2.14)
which converges everywhere. To obtain a resolution of the identity, we introduce a diagonal matrix weight with positive entries along the diagonal as
and fix the measure to be dν = dr. The condition for the resolution of the identity becomes
Example 2.5. Here, we give an example with more than one variable. The resolution of the identity is obtained without a matrix weight. Let
and (2.17)
Thus, the normalization condition gives
For the resolution of the identity, take r, s ∈ [0, ∞), and
πe r 2 +s 2 drds.
the condition for a resolution of the identity reads
Now, let us look at a more systematic way of building examples.
2.1.
A particular class of VCS with the R-Z ordering. Let B be an n × n fixed matrix such that
, where z j = r j e iζj , r j ∈ D j (the domain of r j ), and ζ j ∈ [0, 2π). Form
where the C j 's are the columns of B. We intend to have VCS as,
and the normalization condition becomes
Setting then
and assuming that (2.26)
for some k 0 ∈ {1, 2, . . . , n}, and
for all k ∈ {1, 2, . . . , n} − {k 0 }, if the series in (2.22) converges, then the states in (2.21) form a set of VCS. Let us illustrate this with two examples.
We have that
Let then 
as required. Note that one could consider different choices for ρ 1 (m), ρ 2 (m), and ρ 3 (m); however, for the sake of clarity, we have kept the simplest choice.
The following example is another interesting case based on the ideas of the above general framework, where the resolution of the identity uses a matrix weight. 
the right-hand side of this equation being an everywhere convergent series. To realize a resolution of the identity, let (2.37)
and dν = dr. Thus, (2.38) 
Extending the construction of [17] with a matrix ρ(m).
In [17] VCS were constructed by replacing the complex number z of (1.1) by an n × n matrix Z of form, (1.3), while keeping ρ(m) as a positive sequence. In this section, we replace z and ρ(m) simultaneously by n × n matrices. Let
where r runs in R, a measure space with measure dr, ζ ∈ [0, 2π), and k lives in K, a space with a probability measure dν(k). Assume further that A(r) and Θ(k) are n × n matrices satisfying (1.4). Let R(m) be an n × n matrix such that
Let dµ(r, k, ζ) = drdν(k)dζ is the measure on R × K × [0, 2π). 
results in the moment problem
where W (|Z|) is a positive weight function.
Proof. The proof is similar to the one of theorem 2.1.
Example 2.9. In this example, we replace Z by the complex representation of a quaternion. A similar example is worked out in detail in [17] for a non-matrix ρ(m).
We skip all the details and point out only the relevant part.
As it was pointed out in [17] , in terms of the polar coordinates, quaternions can be written as Hence, we can have a resolution of the identity with (2.50)
Let us workout the same example with a matrix weight. For this, take
where k is a positive real number. In the case where one wants to make a link with the Barut-Girardello CS construction, k may be considered as the label of the unitary irreducible representations of SU (1, 1). With (2.51), we have
Thus, Taking the matrix weight
where K ν (r) is the ν-order modified Bessel function of the second kind, and dµ = drdζdΩ we get a resolution of the identity.
In the following example, which is an extension of the the quaternionic case, more than one variable are manipulated.
where n 1 = (n 11 , n 12 , n 13 ) and n 2 = (n 21 , n 22 , n 23 ) are unit orthogonal vectors and σ( n j ) = (n j1 , n j2 , n j3 ) · (σ 1 , σ 2 , σ 2 ), the σ j 's (j = 1, 2, 3) being the well known Pauli matrices. Let 
The matrices A(r, s), Θ, and R(m) satisfy the required conditions. Let r, s ∈ [0, ∞), ζ, θ ∈ [0, 2π), and n 1 , n 2 ∈ Ω, and, for the measure, take dµ = dνdκdΩ, where dν = rsdrds, dκ = 1 2π dζ and dΩ is a probability measure on Ω × [0, 2π). Since
Thus, the normalization condition, (2.43) leads to (2.53)
For a resolution of the identity, the moment problem (2.45) becomes
and is solved, for instance, with the choice
e r 2 e s 2 srdsdr
VCS with the Z-R ordering
So far, we had the matrix R(m) on the left of Z m . If we change the ordering the construction fails in most of the examples developed above. In this section, we show that the construction can be however carried out in the Z-R ordering, that is, when R(m) is on the right of Z m . A generalized oscillator algebra is also defined. Let us give a simple way of getting VCS of this sort. Consider R(m) and Z such that
For instantce, Clifford type matrices satisfy (3.3) [18] . Therefore, we can construct VCS as
where R is the parametrization domain of B, and dµ a measure on it. Let us present an example.
These matrices satisfy the conditions (3.2) and (3.3), with
The detail of the rest of the construction is similar to the arguments developed in example 2.10.
The generalized oscillator algebra
We aim in this section to define a generalized oscillator algebra related to the Z-R ordering in the construction of VCS. To this end, we define a generalized factorial with matrices, and, thereby, we define a generalized oscillator algebra for the states in (3.4). Let us recall first how this construction was done for the states (1.1). Let
, for m ∈ N * .
Then, the so-called generalized factorial can be defined as
with x 0 ! := 1. For an orthonormal basis {φ m } ∞ m=0 of the Hilbert space H, the generalized annihilation, creation, and number operators are defined respectively as (see [1] )
and the commutators take the form
The CS, | z are eigenvectors of the annihilation operator a, that is, a | z = z | z . Under the commutation operation, these three operators generate a Lie algebra which is called the generalized oscillator algebra, and denoted by U osc . In general, the dimension of this algebra is not finite. From the commutation relations, it is obvious that the dimension is completely depending on the form of x m . In the same spirit, let us define, for an n × n matrix R(m),
Therefore, we can define
, and x 0 ! = I n ,
where we have assumed that R(m) is invertible for all m ≥ 1. Here, the annihilation, creation, and number operators have to be defined on the basis {χ j ⊗ φ m } m≥0, j=1,...,n . To this end, let us consider the n × n elementary matrices E ij , i, j = 1, 2, . . . , n, which have each a unit in the (i, j)th position and zero elsewhere. Note that, for i, j, k, ℓ = 1, 2, . . . , n,
where we have denoted E k = E kk , and δ kj is the Kronecker symbol. Since x m does not depend on j, for each j, we can define a set of annihilation, creation and number operator. Let us denote them by A j , A † j , N j , with (4.9)
The action of these operators on the basis elements of H should be understood in the following way: For each j, k = 1, . . . , n, we define
The commutators take then the the form
We can therefore define the "global" annihilation, creation and number operators A, A † , and N on H as
We have then that (4.16) and the commutators read
In order to realize the VCS as eigenstates of the annihilation operator in the Z-R representation, the states can be written in terms of x m as (4.20)
and the action of A k reads,
It follows immediately that
that is, the Z-R ordering VCS are eigenstates of the annihilation operator A. Let us look now at the algebra and the actions of the operators for a particular example.
Example 4.1. In example 2.3-(a), R(m) had the form
When R(m) † is placed on the right of Z m , that is,
the normalization factor and the resolution of the identity remain the same (the weight is the same). For this particular R(m), x m wears the form (4.23)
.
Under the action of the operators defined as above and their commutators, the vectors χ j ⊗ φ m , j = 1, 2 transform as quoted in Table 1 (see the appendix). It can be noted from that table that, in this particular example, we have
In this case, the defining relations of the deformed oscillator algebra are
If we redefine the operators A, A † , N as
we recover the classical harmonic oscillator algebra, with
In the following section we discuss physical applications of the contructed VCS.
Physical applications
In the context of electromagnetic fields, CS were introduced by Glauber [7, 8] as eigenstates of the annihilation operator. In this section, the same philosophy will govern our construction of CS.
Let us consider the well-known Jaynes-Cummings Hamiltonian [5, 13] . It is diagonalizable, and it describes a two-level atom interacting with a single mode interaction field. In the rotating wave approximation, it reads (5.1)
where ω is the field mode frequency, ω 0 the atomic frequency, κ a coupling constant, σ 0 = I 2 is the 2 × 2 identity matrix, σ 1 , σ 2 , σ 3 are the Pauli matrices, and (5.2) σ + = σ 1 + iσ 2 , σ − = σ 1 − iσ 2 .
Generalizations of (5.1) have been used to study several physical problems (for example, atomic interactions with electromagnetic fields [10, 13] , spontaneous emissions in cavity [12] , Rabi oscillations [6] , ions in harmonic traps [4] , and quantum computations [9] ). As a generalization of (5.1), Hamiltonians representing a single bosonic mode interaction with a spin s, are considered as Here again, [A † , A] is not a multiple of the identity. Thus, there is no trivial algebra related to this Hamiltonian. However, this Hamiltonian may be useful in describing a three-level atom in a single-mode interaction field.
To end, let us point out that, in the same mood, it is possible to construct a Hamiltonian adapted to the description of a three-level atom in a three-modes interaction field as well.
Conclusion
We have constructed VCS of type (1.1) by simultaneously replacing the complex number z and ρ(m) of (1.1) by n × n matrices. When R(m) is on the left of Z m we have presented a systematic way to get examples, and extended the results of [17] to some extent. We have also attempted to generate a large class of VCS in the case where R(m) is on the right of Z m ; the associated oscillator algebra has been also presented, which still needs a further study in the genaral case. Possible physical applications of the constructed VCS are indicated. 
