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ABSTRACT
The charge transfer excitation is essential in photovoltaic phenomena, especially
in organic photovoltaic devices. Due to the complexity of molecular geometries and
orbital coupling, it is difficult to visualize and analyze the charge transfer associ-
ated with molecules spatially. In this thesis, a new detail-oriented spatial map, the
"Particle-Hole Map" (PHM), is introduced based on the reduced density matrix and
Natural Orbitals (NOs). In practice, Time-dependent Density Functional Theory can
be used to approximate the NO based PHM and yield the Time-dependent Kohn-
Sham Particle-Hole Map (TDKS-PHM) as a good approach. The TDKS-PHM can
be used for the spatial analysis purposes, especially for organic molecules. In the last
part of the thesis, we present computational results for visualizing the excitations
on Polyacetylene Oligomers and Diketopyrrolopyrrole based molecules via the PHMs.
The comparison of the maps could potentially lead us to a direction to pursue the
reasons of responsivity differences in molecules with similar geometric structures.
xvi
Chapter 1
Motivation and Introduction
1.1 Motivation
In the past twenty years, more and more attention has been paid to the development
of organic solar cells, and a lot of progress has been made for the improvement of
their efficiency. The key is the study of conjugated and conducting polymers [3]. The
conjugated polymers may shows conducting properties, which can be dramatically
enhanced by doping. Thus, the study of organic photovoltaics has become important
and has been widely discussed in the literature [4]. In order to find possible paths to
improve the efficiency, one can study the photoconversion from an energy conservation
point of view, i.e. an organic solar cell converts the incident solar energy into four
major parts as shown in Fig. 1.1.
The very first concern of potential improvements is to improve the absorption,
by making the absorption spectrum overlap with the visible light spectrum as much
as possible. For this, a low band gap is mandatory. As pointed out by Gun¨es et
al. [4], an 1.1 eV band gap should be enough for capturing 70% of the solar energy.
Improving the absorption is always a sound way of improving the efficiency, so finding
low band gap organic systems is the first step in the material design. However, good
1
Figure 1.1: Solar energy decomposition for an organic solar cell.
absorption does not always lead to a high efficiency. The organic molecule does not
always convert the light energy to electric energy. There are several ways for the
molecule to spend the energy on. If the excited electrons have a high chance to fall
back and emit a photon, then the energy is lost. Consequently, the excited electrons
may cause a geometry shift of the organic molecules, especially on a conjugated
organic polymer. Thus, the molecular vibrations always cause an increase of internal
energy and, hence, the temperature. This can eventually turn the light energy into
heat dissipation. These two energy conversions are not the ones we want to see.
On the other hand, the reflection is not a big issue since we can set a reasonable
thickness to ensure sufficient light absorption; it is believed that 100nm thickness
with a reflective contact is enough [4].
1.1.1 Donor Acceptor Model
How can we get the light energy to be absorbed by the organic molecule and also
prevent the de-excitation from happening? Let us use the Donor-Acceptor Model to
explain the idea. In organic solar cells, molecules or different parts of a polymer are
classified as donors and acceptors. This indicates the fact that the donor gives up
electrons and the acceptor gains electrons. The donor-acceptor combination forms a
2
Figure 1.2: Illustration of photogeneration in organic solar cell.
heterojunction type structure [5][6]. The mechanism is shown in Fig. 1.2.
The absorption happens on the whole molecule, and the band gap alignment is
determined by the donor-acceptor combination. The absorption yields an exciton, a
quasiparticle of an electron-hole pair (which will be explained in the later chapters).
When the exciton diffuses to the donor-acceptor (D-A) interface, the electron of the
exciton prefers to move to the acceptor site for a lower energy while the hole of the
exciton prefers to stay at the donor site. By doing so, the D-A interface separates the
electron and the hole. (In reality, the details may be more complicated, see [6]). The
energy between the Highest Occupied Molecular Orbital (HOMO) on the donor and
the Lowest Unoccupied Molecular Orbital (LUMO) on the acceptor is called open
circuit voltage,
Voc = E
acceptor
LUMO − EdonorHOMO (1.1)
A high Voc is the key to reducing the recombination of the exciton and to improve
the efficiency. However, reality is not always as straightforward as the model. Unlike
in bulk inorganic crystals, the “heterojunction” on the organic molecule is quite differ-
3
Figure 1.3: Difference between the polymer and bulk materials from the donor-
acceptor perspective.
ent from a typical heterojunction in a bulk semiconductor. It is difficult to predict the
behavior of the D-A interface. Any combination of a donor and an acceptor can cre-
ate a D-A interface, but it is not easy to characterize the properties of the junction.
In addition, the donor and acceptor, when synthesized together, form a molecule,
and the orbitals extend as molecular orbitals over the entire system. Especially in
a polymer, the donor and acceptor are repeated in an alternating or even random
way which makes its properties difficult to predict. By contrast, in the heterojunc-
tion of bulk materials, the interface is well defined and the materials on each side
keep their original properties as a periodic system for the thickness. The difference
is shown in Fig. 1.3. To gain physical insight, one needs a visualization method to
study the charge-transfer (CT) and excitonic properties of a polymer, beginning with
an understanding of the monomer.
4
1.2 Review of Visualization Methods Based on Elec-
tronic Structure Calculations
The most straightforward visualization for studying the CT in a D-A system is to look
at the Kohn-Sham HOMO and LUMO out of a Density Functional Theory (DFT)
calculation. For excitations, one can also analyze the results of a linear response
Time-dependent DFT (TDDFT) calculation to see how an excitation of the many-
body system can be represented as a superposition of single-particle excitations. By
reading the wave function plot, one can see clearly where the concentration of the
wave function is, and compare the HOMO and LUMO to see roughly how the CT
takes place. This method has been used quite often. However, the DFT approach
of the wave function is not rigorous; nevertheless it should be enough to check CT
roughly. In fact, the wave functions of HOMO and LUMO carry essentially the same
information as the density difference plot. There will be more discussion of the density
difference in Chapter 2.
In addition, there are different methods for the visualization of excitations. Let
us discuss three of them.
1.2.1 Electron Localization Function
As a visualization method which helps us to understand the bond structure, the Elec-
tron Localization Function (ELF) is quite useful [7]. The chemical bond, a qualitative
concept, was introduced very early in the history of chemistry. But with the devel-
opment of chemical theories, the concept of bonds turned out to be not as simple
as the cases where electron pair stays in between two molecules. Especially in the
conjugated molecules such as aromatic molecules, the bonds formed by the pi orbitals
can be more complicated. Thus a conventional bond concept may not be easy to
define for complicated systems. The definition of the ELF provides a quantitative
5
way of visualization for the bonds formed by electron pairs [8]. Roughly, the ELF
measures how much an electron has to stay away from other same spin electrons,
since the Laplacian of the same spin conditional probability is used. If the value is 1,
it means that the electron is perfectly localized, i.e., no other same spin electron can
be found in the region where ELF is 1. From the distribution of the ELF function,
one can see where the locations of bonds are. The definition of ELF is as follows:
ELF =
1
1 +
(
D
Dh
)2 (1.2)
D =
1
2
∑
i
|∇ϕi(~r)|2 − 1
8
|∇n(~r )|
n(~r )
Dh =
3
5
(6pi2)2/3n(~r)5/3
For example, Fig. 1.4 is the ELF for CO2 calculated by the software Octopus [9].
As is well known, the Oxygen atoms and the Carbon atom are connected by double
bonds, and the plot of ELF tells us the spin up electrons (or spin down), are more
localized in the yellow region but less localized in the green region. So the green
region is roughly the two double bonds of the molecule.
Later on, the Time-dependent ELF (TDELF) was introduced by Appel et at. [10]
based on the static ELF, aiming at a visualization of dynamic bond changing.
1.2.2 Transition Density Matrix
In chemistry there is another visualization method for excitations known as the Tran-
sition Density Matrix (TDM)[1]. The formal definition of the TDM was first intro-
duced in the 1960s [11], but the method was originally used as a visualization method
based on atomic basis sets much later. In fact, the atomic basis sets (Gaussian or
Slater type orbitals) can be connected to the spatial coordinate via Roothaan’s pro-
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Figure 1.4: ELF for CO2 molecule.
cedure [12]. The conversion of the spatial TDM and the atomic basis TDM can be
written as follows:
〈Ψk| ψˆ†(~r ′1)ψˆ(~r1) |Ψ0〉 Roothaan
′s−→ 〈Ψk| aˆ†nB aˆmA |Ψ0〉 (1.3)
Here, aˆm and aˆ†n are the creation and annihilation operators for the atomic or-
bitals. Although they are not forming a complete orthogonal basis set, the overlap has
been studied thoroughly. The TDM interpretation examples were initially done based
on the Time-dependent Hartree-Fock (TDHF) theory with Random Phase Approx-
imation (RPA) to approximate the |Ψ0〉, the exact ground state and |Ψk〉, the k-th
(k > 0) exact excited state. Thus the TDM can be constructed in an approximate
way. It is also assumed that the elements of the eigenvector of the TDHF-RPA con-
nects two molecular orbitals, an excited and a ground state one. Based on this idea
the two orbitals are classified as “electron” and “hole”. The modulus of the eigenvector
elements are treated as “electronic coherence”, which represent the CT of electrons or
holes.
Fig. 1.5 is an example of the TDM visualization. As one can see, the spectrum is
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Figure 1.5: TDM illustration of the excitations based on atomic orbitals. Reprinted
with permission from (Ref. [1]). Copyright (2014) American Chemical Society.
calculated via the TDHF-RPA in atomic basis. For each peak, one can construct the
TDM element, ξAB with the coefficients of the atomic basis:
 A B
−B −A

 X
Y
 = Ω
 X
Y
 (1.4)
ξAB =
√√√√√√∑
 X
Y

2
mAnB
(1.5)
ξAA =
∣∣∣∣∣∣∣
∑ X
Y

mAmA
∣∣∣∣∣∣∣ (1.6)
Eq. (1.4) is the general form of the atomic based TDHF-RPA. Each element in
the eigenvector of Eq. (1.4) corresponds to the right hand side of Eq. (1.3). Each
frequency stands for an oscillation between the ground state and an excited state. The
subscript mAnB tells the transition from atom A atomic level m to atom B atomic
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level n. The non-diagonal and diagonal elements can be calculated via Eq. (1.5) and
Eq. (1.6). Then, plotting the so constructed TDM yields a picture, which allows one
to study the delocalization and coherence by measuring the corresponding lengths
along diagonal and anti-diagonal directions. The excitations represented via TDM is
on polymers (periodic systems) so they take forms of standing waves.
There will be more discussion regarding the TDM concept in Chapter 3.
1.2.3 Electron-Hole Correlation Function
There exist other approaches to the analysis of electrons and holes from various
other perspectives. The Electron-Hole Correlation Function (EHCF) has been used
to visualize the electrons and holes and the CT between them [2]. The definition is
as follows:
ΨS(~re, ~rh) =
∑
vck
ASvckψ
BSE
ck (~re)ψ
BSE
vk (~rh) (1.7)
Fs(~r) =
ˆ
Ω
d~rh |ΨS(~r = ~re − ~rh, ~rh)|2 (1.8)
The Electron-Hole Correlation Function is based on solution of the Bethe-Salpeter
Equation (BSE) [13]. In Eq. (1.7), ψBSE is the single particle wave function out of the
BSE solution. From the subscript, one can see the hopping between the conduction
band and valence band with respect to the wave vector. There is a potential connec-
tion to the TDDFT and TDHF-RPA results. The visualization is in fact a plot with
a coordinate transformation applied as shown in Eq. (1.8).
An EHCF example is shown in Fig. 1.6. The calculation is done in a pentacene
crystal. The size of the exciton compared to the crystal is calculated. Thus one can
see how far an exciton extends on the lattice. With a renormalized EHCF, one can
also study the distribution and accumulated distribution of the excitons with respect
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Figure 1.6: EHCF illustration of the excitations on pentacene crystal. Reprinted with
permission from (Ref. [2]). Copyright (2014) American Chemical Society.
to the exciton size.
Essentially, the wave function tensor product in Eq. (1.7) can also be traced back
to the TDM. The function is built via the single particle products and the products
are the TDM for single particles. Since the TDM is very important in the CT study,
it will be discussed in Chapter 3.
1.3 Summary of Motivation and Guide Through this
Thesis
The goal of this thesis is to introduce a new visualization method, leading to a better
understanding of CT on organic systems based on the chemical units. From the
examples of the visualization method provided above, we see conceptually thought-
provoking points. There are some pieces of information we can gather from the
literature for the solution of our problem:
First, the Pauli Principle is as important as the electron-electron interactions, and
it must be treated via a conditional probability approach. The many-body effects,
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which are the combination of the Coulomb interaction and the Fermionic nature of
the electrons, need to be implemented via approximations in the many-body theory.
Second, the concept of TDM must be clarified in a statistically motivated way;
such that it reflects the CT progress and it also has the corresponding statistical
meaning in a probabilitic sence.
Third, it is necessary to reexamine the concept of the holes to achieve a better
illustration and to convey the physical idea. We should also point out the relationship
between the electron-hole interaction and the electron-electron correlation. And we
have to clearly define where the many-body effects are taken care of.
In this thesis, Chapter 2 is aimed at clarifying the concept of the hole and the
many-body effects. Chapter 3 is the definition and extension of the TDM, which
is widely used as a basic idea in the literature. Also, the formal definition of the
Particle-Hole Map (PHM) is introduced with the associated statistical explanations.
From Chapter 3, one can see the framework of the PHM which can be implemented
in various many-body theories. In Chapter 4, the Time-dependent Density Func-
tional Theory (TDDFT) is reviewed, including the linear-response theory. Chapter 5
explains the application of PHM using TDDFT, which yields the Time-dependent
Kohn-Sham Particle-Hole Map (TDKS-PHM). Furthermore, the dimensional reduc-
tion strategies are introduced for a better illustration of the PHM in practice. When
it comes to real applications, the TDKS-PHM can be used to check the excitation
pattern in molecules. We provide the TDKS-PHM in Chapter 6 for the analysis of
several organic molecules. From there we can see how the PHM can answer some of
the questions regarding the D-A interface with a proper analysis of various features.
In the last part, we give a summary for the whole thesis, where we can see that in
CT excitations, especially in an organic system, the visualization is as valuable as the
spectrum. The PHM provides a possible way to read the excitations in a molecule
regarding the interplay of different chemical units.
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Chapter 2
Basics
2.1 Particles and Holes
The concept of holes is widely used in many fields of physics, chemistry, and material
science. Basically, the concept is introduced to simplify the discussion or to make
approximations. Let us review the definition of holes in band theory. Bloch’s Theorem
points out that any single particle wave function which exists in a periodic system
can be written as the product of a phase factor, ei~k·~r, and a periodic function, ub,~k(~r):
ψb,~k(~r) = e
i~k·~rub,~k(~r) (2.1)
Here, b is the index of bands and ~k is the wave vector. The wave vector ~k of
the Bloch wave reflects the group velocity of electrons in the system. With Bloch
waves, one can solve the periodic system and obtain a band structure where for each
momentum there are infinitely many corresponding discrete energies. The energies
can be grouped to bands; thus, insulators and conductors can be distinguished easily.
The electrons can be characterized by the dispersion of the bottom of the conduction
band with an effective mass tensor, M ,
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Mij =
1
~2
∂2E(~k)
∂ki∂kj
(2.2)
Similarly, Eq. (2.2) can also be applied to the top of the valence band for a hole,
i.e., a missing electron, with a corresponding effective mass [14]. So, in the energy
representation, the electrons and holes are well defined. Similar to the electrons,
the holes in a periodic system stand for a missing extended state over the entire
crystal. Therefore, a single electron or hole motion in the band structure stands
for the net motion in all unit cells. Thus the current of the valence band can be
calculated with the holes. The effective masses of the electrons and the holes are
used in the calculation of many important quantities, such as the density of states,
thermal distribution, mobility, etc.
Based on the discussion above, one can see that the essential idea of holes is based
on the occupation difference; one can draw an occupation status of the state on a
band structure, i.e. the excited electron has occupation 1 and the corresponding hole
has occupation 0. In the ground state of a semiconductor at zero temperature, the
valence band is filled with occupation 1. Excitations can be described by subtracting
the ground state occupation out of the excited occupation of the system. So the
electrons and holes in a band structure refer essentially to the occupation change.
More precisely, the occupation can be a fraction other than 0 and 1. If we consider
an optical excitation, where the momentum of a photon is negligible, the excitation
is a vertical transition in the band structure. Then, using the Bloch wave function,
one can expand the excitation:
ψ~k(~r, t) =
∞∑
b=0
Cb,~k(t)ψb,~k(~r) (2.3)
where
∣∣∣Cb,~k(t)∣∣∣2 is the occupation for band b with wave vector ~k. We can calculate
the occupation difference in the same way for electrons and holes.
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2.1.1 Duality of Occupation and Coordinate Representation
If one wants to calculate the electronic charge density of the crystal, one can calculate
the modulus square of the Bloch wave functions and sum over all the occupied bands
and integrate over all wave vectors inside the first Brillouin zone (BZ):
n(~r) =
occ∑
b=1
ˆ
BZ
d~k
∣∣∣ψb,~k(~r)∣∣∣2 (2.4)
The phase in the Bloch wave drops out when taking the conjugate. It is clear that
the density n(~r) and the occupations,
∣∣∣Cb,~k(t)∣∣∣2 contain the same physics.
In order to fully explore the relationship between density and the occupation, let
us move from a periodic system to a finite system. For an infinitely large periodic
system, there are infinite numbers of the Bloch wave vectors, but if the unit cell
repeats itself for X times on a ring, the wave vector becomes discrete with X values.
In a finite system, the wave vector becomes irrelevant and leaves us with the band
index only. And the band index reduces to the quantum labels of the wave function.
Clearly we have:
N =
∞∑
i=0
|Ci(t)|2 (2.5)
N =
ˆ
d~rn(~r, t) (2.6)
This shows that the occupation and the density are different decompositions of the
same quantity, the electron number. When one wants to study where the electrons are,
one can either read the density to see where they are located or read the distribution
of occupation numbers. As a result, the electrons and holes can be defined via the
population difference, which is well known in the band structure. They can also be
defined in the language of the density difference.
In Fig. 2.1, we see clearly how the occupation difference and density difference
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Figure 2.1: Occupation difference (left) and density difference (right).
describe the same system from different perspectives. In the occupation difference
picture, the positive part refers to the electrons which participate in the excitation and
the negative part refers to the holes left behind. Similarly, in the density difference
picture, the electron part is subtracted from the ground state distribution and leaves
the hole part behind.
2.1.2 Remarks
From a classical point of view, an electron is a point charge, while a hole is a surplus
positive charge when an electron is missing from a neutral system. It is intuitive to
think about an electron which is excited thermally, electrically or optically from some
location, moves to other locations [15] and leaves a hole behind. This is exactly what
the density difference tells us. The coordinate representation is useful when there are
cases where the system is excited for some specific location or there is an interface
where the periodicity is broken.
In the model p-n junctions, band diagrams are usually used for illustration pur-
poses. In fact, the band diagram is a mixture of the band structure in the momentum
representation and the spatial information in the coordinate representation. In the
diagram, the momentum is not important, so the parabolic band turns into bars in
the band diagram, but the conduction and valence band widths and offsets are kept.
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Figure 2.2: Excitation mixing in a single particle band structure.
Moreover, the diagram is horizontally divided into 3 regions: neutral N region, neu-
tral P region and depletion layer. It is clear that such a division is based on the
spatial coordinate of the p-n junction along the direction which is perpendicular to
the interface.
The occupation difference can be used to study a global excitation, and is directly
related to some physical quantities. One can extend it into a periodic system easily
with the help of the band structure. As discussed, the density difference can be used
to study the effects of an applied external field on a given location, but this approach is
generally more complicated than the band structure. However, the density difference
does not rely on the single particle picture whereas the occupation difference does.
Back to the organic solar cell case, the electron-electron interaction is not negligible
and the occupation difference is not a perfect description due to the many-body
effects.
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2.2 Electron-electron Interaction and Holes: Where
Are We?
In many situations, the occupation difference and band structure are both used to
characterize an excitation. The excitation can be viewed as a mixture of different
single-particle excitations in the band structure.
In Fig. 2.2, one can see that the excitation based on the band structure is not
the real excitation. Within many-body theory, an excitation energy can be viewed
as a mixture of them. The mixture of the single excitations is the real excitation,
the collective excitation. Most many-body methods can be essentially understood in
such a way. When we recheck the visualization methods, the TDM and the EHCF
method mentioned before, we can see how the electron-hole (occupation difference)
is modeled with the desired spatial information.
But the occupation difference is not the only choice for the excitation study. In
fact, we can use density difference. As discussed in the context of the duality, the
density difference and occupation difference convey the same information. Moreover,
the occupation is not a physical observable, but a quantity based on the single particle
picture. By contrast, the density difference is created via the density, a physical
observable. There are several many-body theories that can reproduce the density in
principle exactly. Based on this, our visualization method must be density oriented,
not occupation oriented. In fact, the excitation energy may be under- or overestimated
by the many-body theories, but the shape of the density distribution might still be
quite accurate. Therefore, a density oriented visualization method has more tolerance
to errors.
One more thing to clarify are the building blocks of the theoretical framework.
This is to answer the question: is the electron-hole interaction included in the visu-
alization?
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Figure 2.3: The building blocks of the theoretical many-body framework.
Fig. 2.3 shows how the theoretical framework stacks up. Our research objective
is the many-body system within the Born-Oppenheimer approximation, which is the
bottom layer in the figure. When studying such a system, one can model the electron-
electron interaction or the electron-hole attraction equivalently (second lowest layer
of the figure). For example, the Wannier-Mott exciton [16] and Frenkel exciton [17]
are two examples for modeling the system with electrons and holes. Of course the
most common way is to model the electron-electron interaction since the concept of
holes simplifies the model in just some rare cases. In reality the electron-electron
interaction is handled in different ways, which can be seen from the third lowest
layer. By solving the many-body theories, one ends up with the density difference or
occupation difference. Note that the occupation difference can be calculated with the
single particle picture.
So our path for defining the visualization method is very clear. We can move
along the left most path shown in Fig. 2.3. We can go all the way up to the density
difference, where the interaction is never a problem. The visualization result con-
tains interaction information which is properly handled in the many-body theories.
The electron-electron interaction or electron-hole interaction is the basis for a better
density difference, not the other way round.
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Having laid out the path, we can set up two steps for approaching the visualization
method:
• The first step, running a calculation using many-body theory, which handles
many-body effects properly. The Schrödinger equation is a wave function for
electrons. Thus, most well developed many-body theories describe the system
from the electron point of view, not an electron-hole point of view. The theories
correct the errors which are caused by the single particle picture. Besides, it
is very difficult for a visualization method to translate the electron-electron
interaction into electron-hole attraction since the theories do not provide such
a model.
• The second step is to use the density difference as the description of the elec-
tron distribution and the hole distribution. As mentioned in Chapter 1, methods
such as TDHF-RPA and BSE calculate the corrected occupation with the many-
body effect considered. Then one can use these occupations to reconstruct the
occupation on the single particle orbitals for the occupation difference. The
occupation difference is enough to identify the electrons and holes and it also
works for the band structure of the periodic system. In the motivation, the visu-
alization methods define quantities using a mixture of the occupation amplitude
with the spatial coordinate. However, through this the statistical explanation
is broken. In quantum mechanics, the normalization only happens on the wave
functions and all the probability explanations originate from there. It is clear
that the occupation and the density sum to the electron number since they are
based on a complete orthogonal basis. Other methods which need additional
normalization reflect that there are overlaps in the basis set. Based on these
concerns, the density difference is selected to be the description of electrons and
holes. It also has a direct connection to an observable physical quantity, the
density, which can be formally reproduced by electronic structure theory.
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From the discussion, the role of the visualization method is clear, but we see that
there are certain limitations for the visualization methods themselves for statistical
reasons. The occupation difference and density difference are the two methods to
select. Based on the occupation numbers, one can evaluate the major contributing
terms [18]. Based on the density we can study the transitions. In the next chapter, we
introduce a joint probability density which does not depend on the extra normalization
with the quantitative statistical explanations maintained.
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Chapter 3
Time-dependent Particle-Hole Map
3.1 Particle-Hole Map
For the following discussion, let us assume our system is finite with a finite number of
electrons, and all the electrons are spinless. The background potential, the potential
created by the nuclei and inner shell electrons, is fixed in time. The system stays
in the ground state before the time evolution starts, thus Ψ(~r1, ~r2, · · · , ~rN , t = 0) =
Ψ0(~r1, ~r2, · · · , ~rN). Overall, the system is electrically neutral.
In this chapter, we present a general discussion of the exact many-body states. For
a time-dependent exact many-body state |Ψ(t)〉, one can use projections to extract
the “state-to-state” transition amplitude:
Ak(t) = 〈Ψ(t)| Ψk〉
=
ˆ
d~r1 · · · d~rNΨ∗(~r1, ~r2, · · · , ~rN , t)Ψk(~r1, ~r2, · · · , ~rN) (3.1)
The physical meaning is straightforward: |Ak(t)|2 is the probability of finding the
system in the eigenstate Ψk at time t. So
∑ |Ak(t)|2 = 1 due to the completeness
and orthogonality of the set of eigenstates. However, such a characterization of the
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time-dependent many-body state removes all the spatial information. What would
be an appropriate quantity which can be used to analyze the same question from a
spatially resolved perspective?
3.1.1 Transition Density Matrix and Physical Explanation
The answer to the question posed above is the Transition Density Matrix (TDM),
more precisely, the N -particle Transition Density matrix (N -TDM) or the full TDM.
Mathematically, such a quantity is just the direct multiplication of the exact ground
state and time-dependent many-body wave functions:
Γ(~r1, ~r2, · · · , ~rN , ~r ′1, ~r ′2, · · · , ~r ′N , t) = Ψ∗(~r ′1, ~r ′2, · · · , ~r ′N , t)Ψk(~r1, ~r2, · · · , ~rN) (3.2)
The statistical meaning of this quantity emerges from calculating its modulus
square.
|Γ(~r1, ~r2, · · · , ~rN , ~r ′1, ~r ′2, · · · , ~r ′N , t)|2 = n(~r ′1, ~r ′2, · · · , ~r ′N , t)n(~r1, ~r2, · · · , ~rN) (3.3)
Before making a comparison with |A|2, let us try to understand |Γ|2. On the
right hand side of Eq. (3.3), there is the direct multiplication of the N -particle
ground state and time-dependent densities. If we assume the probabilities of the
electron locations at different time to be independent, then the joint probability is
the direct multiplication of individual probabilities. For example, event A, find-
ing N electrons at locations ~r1, ~r2, ... ~rN before the excitation with probability
n(~r1, ~r2, · · · , ~rN), and event B, finding N electrons at locations ~r ′1, ~r ′2, ... ~r ′N af-
ter the excitation with probability n(~r ′1, ~r ′2, · · · , ~r ′N , t), can be formally treated as
statistically independent events. The joint probability, that is, the probability for
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Figure 3.1: Decomposition of an excitation to a series of multiple motions of electrons
with the corresponding joint probability.
finding N electrons move from ~r1, ~r2, ... ~rN to ~r ′1, ~r ′2, ... ~r ′N during the excitation,
is n(~r ′1, ~r ′2, · · · , ~r ′N , t)n(~r1, ~r2, · · · , ~rN). Any excitation can be treated as a superposi-
tion of infinite number of possible movements with different probabilities as illustrated
in Fig. 3.1. As a result, Γ(~r1, ~r2, · · · , ~rN , ~r ′1, ~r ′2, · · · , ~r ′N , t) is the corresponding prob-
ability amplitude.
In fact, |A|2 and |Γ|2 are describing the same physics from different perspectives,
energy and space. The duality of these two objects can be shown easily by rewriting
Eq. (3.1) and Eq. (3.2) in second quantization:
Ak(t) = 〈Ψ(t)| cˆ†kN · · · cˆ†k2cˆ†k1cˆN cˆN−1 · · · cˆ1 |Ψ0〉(3.4)
Γ(~r1, ~r2, · · · , ~rN , ~r ′1, ~r ′2, · · · , ~r ′N , t) = 〈Ψ(t)| ψˆ†(~r ′1) · · · ψˆ†(~r ′N−1)ψˆ†(~r ′N)
ψˆ(~r1)ψˆ(~r2) · · · ψˆ(~rN) |Ψ0〉 (3.5)
In Eq. (3.4), N electrons are removed with respect to their energies, cˆN cˆN−1 · · · cˆ1,
from the ground state and followed by creating N electrons at a new set of en-
ergies, cˆ†kN · · · cˆ†k2cˆ†k1. After the series of operations, the inner product is carried
out. Similarly, in Eq. (3.5), N electrons are removed with respect to their posi-
tions, ψˆ(~r1)ψˆ(~r2) · · · ψˆ(~rN), from the ground state, followed by creating N electrons
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at a new set of locations, ψˆ†(~r ′1) · · · ψˆ†(~r ′N−1)ψˆ†(~r ′N). Then the inner product is per-
formed. Such expressions are easy to read: the ground state and time-dependent
state can be evaluated either from the energy perspective or from the position per-
spective for each individual electron. Moreover, their modulus squares obey the basic
statistical conditions (there is a small variation: according to quantum mechanics,
density is normalized to N):
1. |Γ(~r1, ~r2, · · · , ~rN , ~r ′1, ~r ′2, · · · , ~r ′N , t)|2 , |Ak(t)|2 ≥ 0
2. |Γ(~r1, ~r2, · · · , ~rN , ~r ′1, ~r ′2, · · · , ~r ′N , t)|2 ≤ N2, |Ak(t)|2 ≤ 1
3.
´
d~r1 · · · d~r ′N |Γ(~r1, ~r2, · · · , ~rN , ~r ′1, ~r ′2, · · · , ~r ′N , t)|2 = N2,
∑∞
k=0 |Ak(t)|2 = 1
So the probability amplitude explanation for them holds.
Though they describe the same physics from different perspectives, there is still
an important difference: the transition amplitude can be reduced to a much simpler
form when there is a single excitation. Thus, N − 1 pairs of the creation-annihilation
operators drop out in Eq. (3.4). Such a reduced quantity is still useful, especially if
the external field is small; we then have, for a single excitation:
Ak(t) = 〈Ψ(t)| cˆ†acˆi |Ψ0〉 (3.6)
However, the N -TDM cannot be reduced in such a nice and elegant way. This is
because there is no realistic case that N − 1 electrons are fixed with a lonely electron
moving, since the electrons never have zero kinetic energy. In other words, single
excitations are commonplace, but keeping N − 1 electrons fixed is exceedingly rare.
If we follow Eq. (3.6), we can define a Single Reduced Transition Density Matrix
(1-TDM), or simply Transition Density Matrix (TDM):
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Γ(~r1, ~r
′
1, t) = 〈Ψ(t)| ψˆ†(~r ′1)ψˆ(~r1) |Ψ0〉 (3.7)
But it is clear that the 1-TDM is never a good simplification of N -TDM for the
reasons explained.
The direct result of using 1-TDM without considering the physical content is the
violation of the spirit of the single excitations, i.e., 1-TDM is neither limited to nor
suitable for describing single excitations. As a result, the norm and the statistical
explanation are lost.
So we conclude that the 1-TDM is only capable for describing a single electron,
and applying 1-TDM on multiple electron systems could cause information loss. If
we go back and make a comparison, we see Eq. (3.6) is still a term with physical
interpretation, but Eq. (3.7) is not. Now we raise the following questions: how do
we reduce the N -TDM in such a way that it works for single excitation and the
statistical explanation is still valid? Where do we apply the 1-TDM? Instead of using
Eq. (3.7) directly, using Natural Orbitals is a very important intermediate step. In
the following subsections we show how to solve the puzzle with the Natural Orbitals.
3.1.2 Density Matrices and Natural Orbitals
Quantum theory treats all the electrons as identical particles, so we cannot tell them
apart. But in this subsection we will use the Natural Orbitals (NOs) and the corre-
sponding occupation numbers to label the electrons.
Recall the exact many-body states Ψ(t) and Ψ0. Since they are exact, one can use
them to produce the exact many-body time-dependent and ground state quantities:
density, single particle reduced density matrix (1-RDM), pair-density, two particle
reduced density matrix (2-RDM), all the way up to N particle density matrix and
N particle density. The 1-RDM can be calculated via the exact many-body wave
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function, and its diagonal is the density:
γ(~r1, ~r
′
1, t) =
ˆ
d~r2, · · · , d~rNΨ∗(~r ′1, ~r2, · · · , ~rN , t)Ψ(~r1, ~r2, · · · , ~rN , t) (3.8)
γ(~r1, ~r1, t) = n(~r1, t) (3.9)
By diagonalizing the 1-RDM, one obtains a set of NOs as shown below in Eq. (3.10).
This can be done in both ground state and time-dependent cases [19][20].
γ(~r1, ~r
′
1, t) =
∞∑
j
nj(t)φj(~r1, t)φ
∗
j(~r
′
1, t) (3.10)
∞∑
j=1
nj(t) = N (3.11)
〈φj(~r1, t)| φj′(~r1, t)〉 = δjj′ (3.12)
nj(t) is the time-dependent occupation number satisfying the constraint, 0 ≤
nj(t) ≤ 1, and φj(~r, t) are the time dependent NOs. The occupation number is very
close to 1 unless in strongly correlated systems. The NOs are always orthogonal to
each other at any time-step. Although the NOs are a purely mathematical definition,
they reproduce the exact many-body wave function up to the 1-RDM level.
The occupation numbers can be tracked via an equation of motion [19], i.e., there
is a way to figure out the evolution of the occupation numbers. For some initial
occupation number, n0j , the corresponding time-evolved occupation number, nj(t),
can be written as:
nj(t) = n
0
j + ∆(t) (3.13)
∆(t) describes the transition between different NOs and it contains all the tran-
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sitions from j to other NOs. So such a decomposition of the occupation numbers
provides a way to decompose the excitation, since each NO to NO transition can
be analyzed by 1-TDM and scaled with the occupation number. In practice, the
occupation numbers can also be incorporated into the NOs [21]. If the NO in the
time-dependent evolution changes little or not at all, the corresponding 1-TDM shows
a static pattern. So using NOs is the path for us to focus on the singly excited part
among the many-body wave function, and thus we can reduce the N -TDM concept
to the single excitations.
If we take the Hartree-Fock limit [21] for the NOs and the 1-RDM, the discussions
above can be directly applied to the TDHF. Then the Slater Determinant turns to the
approximation of the exact many-body wave function. Thus the occupation number
turns to constant 1 and becomes time-independent.
Roughly, the illustration of such a reduction is removing other transition possibil-
ities. For example in the upper picture of Fig. 3.2, an electron moves from the dashed
circle location to the blue solid filled location through an excitation such as a 2s-2p
excitation. In a single particle system, one assumes that all other electrons do not
participate, so we can focus on the excitations only, not all the possibilities. However,
in a many-body system, all other electrons can participate via different paths for the
same excitation as shown in Fig. 3.2. The NOs, as a decomposition on the order of
1-RDM, removes all other possibilities shown in the lower picture. By using such a
method one can reduce the exact many-body states such that the single motion in
single excitation stands out among the multiple motion.
There are multiple ways to obtain the 1-RDM. Density Matrix Functional Theory
is one of them [22][20]. The discussion of how to obtain the exact 1-RDM is not
part of this paper. In the following discussion we assume the 1-RDM is calculated
and diagonalized. Having the NOs and the occupation decomposition, we can use
the concept of 1-TDM to build the PHM by “identifying” the excitation. Again, with
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Figure 3.2: Single electron motion vs. multiple electron motion
the help of the NOs, the accuracy agrees to the 1-RDM level. As a result, the exact
density is preserved as well.
3.1.3 From the Transition Density Matrices for Natural Or-
bitals to the Particle-Hole Map
The goal of this subsection is to define a map in such a way that it decomposes a
density fluctuation into different components corresponding to their origins. For this
idea to work, there must be two constraints to satisfy. Integration of all the origins
should yield the density fluctuation. Integration of all the destinations should yield
zero. This is very easy to understand. Each point in space can create the same
amount of electrons and holes since the system remains overall neutral. Collection of
all the charges dispatched from all locations in the system ends up with the density
fluctuation at the selected location. Based on the two notions and the occupation
number decomposition from the previous subsection we can define the Particle-Hole
Map (PHM) as the following:
Ξ(~r, ~r ′, t) =
∞∑
i,j=1
nji(t)
∣∣φj(~r ′, t)φ0i (~r)∣∣2 − ∞∑
i=1
n0i
∣∣φ0i (~r ′)φ0i (~r)∣∣2 (3.14)
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The definition is based on the NOs and it is a direct application of 1-TDM on the
NOs. The occupation number in Eq. (3.14), as discussed in the last subsection, is the
splitting of the original occupation number for tracking the excitations by considering
the occupation number evolution (Eq. (3.13)). They satisfy the following equations:
nj(t) =
∞∑
i=1
nji(t)
n0i =
∞∑
j=1
nji(t) (3.15)
The decomposition in practice is complicated. In a typical calculation, γ(~r, ~r ′)
and γ(~r, ~r ′) can be obtained in a time-dependent run. By diagonalizing them, the
corresponding NOs are known as well. But there is no clue for nji(t). In order
to derive it, let us consider the time-evolved 1-RDM from the initial 1-RDM via a
transformation matrix:
γ˜~r~r ′(t) = M˜~r~r ′(t)γ˜
0
~r~r ′ (3.16)
In the equation, the tilde denotes a matrix with the corresponding dimension as
subscripts for simplicity. The matrix M˜~r~r ′(t) is not known at the first place, but it
can be calculated when the propagation is done. Since the 1-RDM are always positive
definite which means 1-RDMs are always fully ranked, the inverse of 1-RDM can be
used for calculating M, M˜~r~r ′(t) = γ˜~r~r ′(t) [γ˜0~r~r ′ ]
−1.
Using the properties of the eigenvalue and eigenvectors, the 1-RDM can be rewrit-
ten as:
γ˜~r~r ′(t) = φ˜~rj(t)n˜jj(t)φ˜
∗
j~r ′(t) (3.17)
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n˜jj(t) = φ˜j~r(t)γ˜~r~r ′(t)φ˜
∗
~r ′j(t) (3.18)
The n˜ii(t) is a diagonal matrix, with eigenvalues on its diagonal. A similar logic
also applies to the ground state. By substituting Eq. (3.16) into Eq. (3.18) with the
eigenvector expansion of γ˜0~r~r ′ , the equation yields:
n˜jj(t) = φ˜j~r(t)M˜~r~r ′(t)φ˜
0
~rin˜
0
iiφ˜
0∗
i~r ′φ˜(t) ≡ A˜ji(t)n˜0iiB˜ij(t) (3.19)
This equation draws a connection between the time-dependent and the ground
state occupation number. Thus for each time-dependent occupation, one can always
find how it is superposed via the initial occupation number. By comparing the two
sides of the equation, we can see:
nj(t) =
∑
i=1
Aji(t)Bij(t)n
0
i (3.20)
Thus the sum of nj(t) is:
N =
∑
j=1
nj(t) =
∑
i=1
n0i
∑
j=1
Aji(t)Bij(t) (3.21)
In the equation above, the left side is independent of time for our case. So∑
j=1 Aji(t)Bij(t) should be a time-independent quantity for all t.
∑
j=1
Aji(t)Bij(t) =
∑
j=1
Aji(0)Bij(0)
=
∑
j=1
φ˜j~r(0)M˜~r~r ′(0)φ˜
0
~riφ˜
0∗
i~r ′φ˜
∗
~r ′j(0)
=
∑
j=1
φ˜j~r(0)φ˜
0
~riφ˜
0∗
i~r ′(0)φ˜
∗
~r ′j(0)
= 1 (3.22)
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Figure 3.3: Occupation number alignment. For each occupation number at time t, it
is possible to see how it arises from contributions of the occupation numbers at time
t0.
So we immediately conclude that nji(t) = Aji(t)Bij(t)n0i with Eq. (3.15) hold for
the choice of nji(t). In a time-dependent run, one can always calculate such a occu-
pation evolution. In the following part of this subsection, for illustration purposes,
let us look at a simple example to understand nji(t) better.
The detail of the method is illustrated in Fig. 3.3. The occupation numbers are
stacked in a vertical bar. This allows us to understand how the ground state occu-
pation numbers split and recombine to the time-dependent occupation number. And
each component, nji(t), connects two NOs, the initial one, φ0i (~r) and the current one,
φi(~r
′, t). So the term φi(~r ′, t)φ0i (~r) in Eq. (3.14) is the 1-TDM for the single NO
evolution. For a better illustration we can rewrite it in second quantized form:
〈φi(t)| ψˆ†(~r ′)ψˆ(~r)
∣∣φ0i 〉 = φi(~r′, t)φ0i (~r) (3.23)〈
φ0i
∣∣ ψˆ†(~r ′)ψˆ(~r) ∣∣φ0i 〉 = φ0i (~r ′)φ0i (~r) (3.24)
From prior discussion, we can understand that the term carries the information
of the transitions during the evolution of the NOs. Correspondingly, the first term in
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Eq. (3.14) is the time-dependent pattern and the second term is the static pattern.
There will be more discussions of these two patterns later.
Now as a proof of concept, we see that the PHM definition in Eq. (3.14) satisfies
the two constraints mentioned at the beginning of this subsection. And they are the
connection of the PHM and physical observable quantities as well.
ˆ
d~r
∞∑
i,j=1
nji
∣∣φj(~r ′, t)φ0i (~r)∣∣2 = ∞∑
i,j=1
nji |φj(~r ′, t)|2 =
∞∑
j=1
nj(t) |φj(~r ′, t)|2 = n(~r ′, t)
(3.25)
ˆ
d~r ′
∞∑
i,j=1
nji
∣∣φj(~r ′, t)φ0i (~r)∣∣2 = ∞∑
i,j=1
nji
∣∣φ0i (~r)∣∣2 = ∞∑
i=1
n0i
∣∣φ0i (~r)∣∣2 = n0(~r) (3.26)
ˆ
d~r ′
∞∑
i=1
n0i
∣∣φ0i (~r ′)φ0i (~r)∣∣2 = ∞∑
i=1
n0i
∣∣φ0i (~r)∣∣2 = n0(~r) (3.27)
ˆ
d~rΞ(~r, ~r ′, t) = n(~r ′, t)− n0(~r ′) (3.28)
ˆ
d~r ′Ξ(~r, ~r ′, t) = 0 (3.29)
The equations show that the horizontal integrations of the first and second term
are the time-dependent probability density of the system and the ground state prob-
ability density. So the integration along the horizontal is the density fluctuation, the
density difference. The vertical integration is simply zero. From this it follows that
the overall PHM, Ξ(~r, ~r ′, t) represents a picture for how n0(~r) evolves to n(~r, t) from
a density redistribution point of view, based on the assumption mentioned in the last
subsection.
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The definition also adheres to common sense: In the single particle picture, if a
state is “buried deeply” and is not disturbed by an external electrical field, one can
ignore it safely. This is automatically handled in the definition of the PHM since the
“buried” NOs are subtracted out.
3.1.4 Frequency Targeted Particle-Hole Map
An electronic excitation between the ground state Ψ0 with energy E0 and the excited
state Ψk with energy Ek can be annotated with an electronic “eigenmode” oscillating
with frequency ω:
ω =
Ek − E0
~
(3.30)
From the point of view of a time-dependent PHM, we can define a frequency
targeted PHM (frequency-PHM), which always goes back and forth between a blank
map and a specific pattern. Because in the excitation, the electrons and holes repeat
the separation and recombination as long as the excitation is present in the system.
This is a very useful add-on besides studying the absorption spectrum. For each
absorption maximum, one can always find a corresponding frequency-PHM which
shows how the absorption is built. Following the definition of the PHM, we can also
calculate the frequency-PHM, starting with the density matrix of Ψk.
γk(~r1, ~r
′
1) =
ˆ
d~r2, · · · , d~rNΨ∗k(~r ′1, ~r2, · · · , ~rN)Ψk(~r1, ~r2, · · · , ~rN) (3.31)
Diagonalization of γk yields the NOs for Ψk, φki (~r). Then one can substitute the
NOs into the definition of PHM, Eq. (3.14).
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Ξk(~r, ~r
′) =
∞∑
i,j=1
nkji
∣∣φkj (~r ′)φ0i (~r)∣∣2 − N∑
i=1
n0i
∣∣φ0i (~r ′)φ0i (~r)∣∣2 (3.32)
There will be more discussion in the later chapters of the frequency-PHM with
TDDFT implemented.
3.2 Particle-Hole Map Interpretation: Basic Map
Reading
Since the 1-TDM is exact for the single particle case and also very important in
the definition of the general case, in this section, we discuss the PHM for the single
particle case. Consider a particle in a box problem, where the system is propagated
in the absence of any external field. We can obtain a map with static pattern which
describes a static situation, free propagation from ground state to ground state. It is
a trivial case, but we can draw a general idea. The modulus square of the TDM is
shown in Fig. 3.4 with the corresponding densities. It is clear that the densities are
sin2 shaped since the system is not exposed to any external field. The contour plot in
the middle shows us a probability map. For example, point (1, 2) on the map gives us
the probability of finding an electron at coordinate 1 before the free-propagation and
moving to coordinate 2 after. The maximum in the center shows that it is most likely
to find an electron in the center of the box before and after the free-propagation.
From the discussion above, it is obvious that every system comes with a static
electronic motion pattern as time simply passes by. In reality, the electrons do move
around with a non-zero kinetic energy. Because such a pattern has nothing to do
with any excitation, thus in the definition of PHM, Eq. (3.14), such a static pattern
is subtracted out.
The PHM for single electron works exactly as a map giving the transfer probability
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Figure 3.4: Squared transition density matrix and densities for single electron in a
box
of the electrons or holes coming from x and going to x′. For example, in Fig. 3.5, when
the single electron is excited to the first excited states, the PHM tells us that electrons
move towards the box edge leaving the hole in the middle. If the single electron is
excited to a state which is the superposition of the ground state and 1st excited state,
the PHM tells that electron moves towards one end and holes moves towards the other
end.
In practice, the PHM may be quite complicated and the excitation generally
contains multiple components. But the map reading always follows a single rule:
the horizontal index tells where electrons/holes come from and the vertical index tells
where electrons/holes go to. The color depth on the spot is the joint probability
density of these two events.
3.2.1 Same Density Difference but Different Particle-Hole Map
When one studies the density fluctuation, the origins of the density fluctuation are
normally ignored, since it is intuitive to focus on the current snapshot. However, there
are infinite ways to achieve a same density fluctuation. Fig. 3.6 shows a schematic
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Figure 3.5: PHMs for single electron excitation. The upper panels correspond to a
completely excited case, and the lower panels to a half excited case.
comparison of a non-CT system and a CT system. When one looks at the density
fluctuation only, it is impossible to tell the difference between the two systems since
the identical density differences are formed. But if we refer to the origins of the
electrons and holes, we immediately see the difference. Of course these two situations
cannot be observed in a single electron system as discussed above, but there are real
cases that PHMs with significantly different features contained show similar density
fluctuations, which we shall see in Chapter 6.
3.3 Particle-Hole Map, Pair Density and the Statis-
tical Extensions
Based on the PHM or the pair density, there are some statistical quantities and
methods that can be discussed. In this subsection, there is a brief introduction of
them. To make our discussion clear, let us define three events: event A, finding a
particle at position ~r1 before the excitation; event B, finding a particle at position ~r1
at time t > 0; event C, finding a particle at position ~r2 at time t > 0.
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Figure 3.6: Schematic Illustration of how PHM show CT. Non-CT system (left) vs.
CT system (right).
From a statistics point of view, the pair density, the positive part of the PHM and
the absolute value of the negative part of PHM are three joint probability matrices.
Our discussion mainly focuses on the statistical values based on these joint probability
matrices.
3.3.1 Joint Probability and Conditional Probability
We are dealing with several two-body quantities: 1-RDM, pair density and PHM.
From the definition of the PHM, we see the 1-RDM is used to obtain the NOs, and
NOs are in turn the building blocks of the PHM. But the relationship between PHM
and pair density needs to be clarified. The pair density can be calculated for each
time step as
n(~r1, ~r2, t) = N
ˆ
d~r3, · · · , d~rNΨ∗(~r1, ~r2, · · · , ~rN , t)Ψ(~r1, ~r2, · · · , ~rN , t) (3.33)
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Here is a brief comparison between Ξ>0(~r1, ~r2, t), the positive (electron) part of the
PHM, |Ξ<0(~r1, ~r2, t)|, the absolute value of the negative part of PHM and n(~r1, ~r2, t),
the pair density. The similarity among them is that they are all joint probabilities.
However, the Ξ>0 is the joint probability of event A and C for electrons; the |Ξ<0| is
the joint probability of event A and C for holes; the pair density is the joint probability
of event B and C for electrons. So one immediately sees the difference of the pair
density and the PHM. In pair density, the two events happen simultaneously while
in the PHM, the two events happen within a time interval t. So the pair density can
be used to describe double excitations but the PHM cannot. On the other hand, the
PHM can be used to identify a CT excitation, but the pair density cannot tell in
general whether an excitation is CT or not.
Before we pursue the physical content of the three quantities, let us recall some
statistical concepts. The joint probability density (matrix) with respect to different
events obeys the following relation [23]:
P (A ∩B) =

P (A)P (B) independent events
P (A|B)P (B) dependent events
(3.34)
If two events are independent, the joint probability is the multiplication of the
individual probabilities. If two events are dependent, with one probability given, the
other one turns into the conditional probability.
In fact all the 3 matrices mentioned are joint probabilities with dependent events
if there are more than 1 electrons in our system.
The pair density describes the probability distribution of an electron when another
electron is present. For electrons, as Fermions, the pair density is shaped by the
combination of Pauli exclusion and electron-electron interaction. The Pauli exclusion
plays an important role, since for non-interacting Bosons, the pair density can be
rewritten in a separable form due to the fact that the wave function is the direct
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multiplication of single particle wave functions. Thus the Bosons can be rewritten
with the direct multiplication of single particle density as the independent events.
Here is a concrete example, where the conditional probability density of the pair
density is shown.
P (A|B) = P (A ∩B)
P (B)
→ n(~r1|~r2) = n(~r1, ~r2)
n(~r2)
(3.35)
Let us study the case of two non-interacting electrons in a box. Since the pair
density of the system is not a separable quantity, the electron-electron interaction
is not important for the illustration. After some simple derivation, the conditional
probability is given by:
n(x1|x2) = [ϕ1(x1)ϕ2(x2)− ϕ2(x1)ϕ1(x2)]
2
|ϕ1(x2)|2 + |ϕ2(x2)|2
(3.36)
The plot of the conditional probability is shown in Fig. 3.7. One can see that
the conditional probability distribution of the electron is changed with respect to the
position of the other electron. One electron pushes the other one and reshapes the
distribution of the other electron when it moves to different locations. The trend is
clearly visible in the figure.
In fact, for the N electron system, there is a chain rule of conditional probability:
n(~r1, ~r2, · · · , ~rN) = n(~r1|~r2, · · · , ~rN)× n(~r2|~r3, · · · , ~rN)× · · · × n(~rN−1|~rN)× n(~rN)
(3.37)
This allows one to calculate a series of conditional probabilities for the N particle
density. But in practice, due to the lack of knowledge of the exact many-body wave
function, it is impossible to calculate the conditional probabilities at all levels.
Having illustrated the pair density, we now study the PHM. The conditional elec-
39
Figure 3.7: Conditional probability for the pair density of two non-interacting elec-
trons.
tron transition density for the transferred electron calculated via the PHM is given
by:
Ξe(~r2|~r1) = Ξ>0(~r1, ~r2)´
d~r2Ξ>0(~r1, ~r2)
(3.38)
A similar quantity can be defined for holes. Note that the integral is not shown
in Eq. (3.35) for the density is the integral of the pair density over ~r1. On the other
hand, there is no such predefined quantity for the PHM, and there is an explicit
integral. The conditional probability for the PHM describes how the final electron
distribution is conditional on the initial electron distribution.
For example, in a noninteracting system, consider two electrons which are excited
from 1
2
[ϕ1(x1)ϕ2(x2)− ϕ2(x1)ϕ1(x2)] to 12 [ϕ2(x1)ϕ3(x2)− ϕ3(x1)ϕ2(x2)]. After some
simple algebra, we can plot the PHM as shown in Fig. 3.8. Here we can use the map
reading rules mentioned in the previous subsection. Take a vertical line at 0.5 as an
example. On this column, electrons originally from 0.5 move to the middle and two
ends of the box. Likewise the holes move to the region near 1 and 2.2. However,
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Figure 3.8: PHM for two non-interacting electrons in a box.
Figure 3.9: Conditional probability for the PHM of two non-interacting electrons.
the column at 1.5 shows the holes stay in the middle after the excitation, but the
electrons moves to the two ends.
The corresponding conditional probability is shown in Fig. 3.9. It is clear that
when the electron initially stays near the boundary of the box, it tends to split into
three parts after the excitation. By contrast, if the electron stays in the middle at the
beginning, it will move to two ends after the excitation. So the conditional probability
matches the map interpretation very well.
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3.3.2 Expectation, Variance and Covariance
There are some statistical quantities one can obtain from both pair density and the
PHM, namely, expectation, variance (or standard error) and covariance [23]. The
expectation value of the location is important since it tells us the highest likelihood
of finding the electron. Similarly, the variance and standard error are also important
since they draw a range around the expected location. These quantities are very well
known for the pair density. In fact, they can be simplified in a form with density
term only.
〈~r〉 = 1
N
ˆ
d~r1
ˆ
d~r2~r1n(~r1, ~r2) =
ˆ
d~r1~r1n(~r1) (3.39)
var(~r) =
1
N
ˆ
d~r1
ˆ
d~r2 (~r1 − 〈~r〉)2 n(~r1, ~r2) =
ˆ
d~r1 (~r1 − 〈~r〉)2 n(~r1) (3.40)
σ(~r) =
√
var(~r) (3.41)
Regardless of the normalization of the PHM, the expectation, variance and stan-
dard error can be obtained in a similar way. The interpretation of these statistical
quantities is similar to the pair density case.
Ξe 〈~r1〉 = R
ˆ
d~r1
ˆ
d~r2~r1Ξ>0(~r1, ~r2) (3.42)
var(Ξe;~r1) = R
ˆ
d~r1
ˆ
d~r2 (~r1 − Ξ 〈~r1〉)2 Ξ>0(~r1, ~r2) (3.43)
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σ(Ξe;~r1) =
√
var(Ξe;~r1) (3.44)
R is the renormalization factor. One can also calculate the corresponding quan-
tities for holes. According to the statistical meaning, we can name Ξe 〈~r1〉 center of
electrons and Ξh 〈~r1〉 center of holes. Similarly, σ(~re) is the radius of the electrons
and σ(~rh) is the radius of the holes. Thus, if the electrons and holes are separated
well, we can calculate the distance of the center of electrons and the center of holes
as follows:
Lc = Ξe 〈~r1〉 − Ξh 〈~r1〉 (3.45)
But in reality, there is often no clearcut separation between the electrons and holes,
and we cannot simply measure them by the distance between center of electrons and
center of holes. Instead, one needs to read the PHM for a better understanding. The
map reading will be shown in the following chapters.
The variance can be extended to covariance statistically. The covariance of pair
density measures how much two electrons move together. The definition is the fol-
lowing:
cov(~r1, ~r2) =
ˆ
d~r1
ˆ
d~r2 (~r1 − 〈~r〉) (~r2 − 〈~r〉)n(~r1, ~r2) (3.46)
Typically, for independent events the covariance is zero. For Fermions like elec-
trons, the covariance is never zero since there are always dependencies even when we
assume the electrons are free from interactions.
With PHM we can also calculate the covariance of electrons or holes. Since the
PHM refers to the initial state, the corresponding covariance is called auto-covariance,
the covariance with itself at an earlier time. The definition of PHM auto-covariance
is as follows:
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cov(Ξe;~r1, ~r2) =
ˆ
d~r1
ˆ
d~r2 (~r1 − Ξe 〈~r1〉) (~r2 − Ξe 〈~r2〉) Ξ>0(~r1, ~r2) (3.47)
It measures how much two events change together, i.e, when positive, it shows the
net flow of electron is positively correlated to the initial state, and vice versa.
In this thesis, there will not be any further discussion of these statistical quantities,
because the meanings of them are very straightforward and one can understand these
basic statistical quantities easily. In some cases, these quantities can help us to
understand the PHM better.
3.3.3 Covariance Matrix and Principal Component Analysis
In statistics, Machine Learning and many other fields, one uses the covariance matrix
and the corresponding eigenvalues to analyze the correlation of the variables. Let us
quote a passage from Ref. [24]:
"Depending on the field of application, it is also named the discrete Karhunen–Loève
transform (KLT) in signal processing, the Hotelling transform in multivariate quality
control, proper orthogonal decomposition (POD) in mechanical engineering, singular
value decomposition (SVD) of X (Golub and Van Loan, 1983), eigenvalue decom-
position (EVD) of XTX in linear algebra, factor analysis, Eckart–Young theorem
(Harman, 1960), or Schmidt–Mirsky theorem in psychometrics, empirical orthogo-
nal functions (EOF) in meteorological science, empirical eigenfunction decomposition
(Sirovich, 1987), empirical component analysis (Lorenz, 1956), quasiharmonic modes
(Brooks et al., 1988), spectral decomposition in noise and vibration, and empirical
modal analysis in structural dynamics."
In our case, we can also make use of Principal Component Analysis (PCA) for
the analysis of the relationship between the pair density and the PHM. For any two
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variable joint probability, the covariance matrix is 2× 2:
 cov(A,A) cov(B,A)
cov(A,B) cov(B,B)
 (3.48)
By diagonalizing the covariance matrix, if one eigenvalue is much larger than the
other one, then the two events can be linearly combined as a single event without
losing much information. For the pair density covariance matrix, a much larger eigen-
value indicates the two electrons can be treated as a single one, since they tend to
move together. However, such a case is very rare in practice. For example in an
independent particle case, cov(~r1, ~r1) = cov(~r2, ~r2) and cov(~r1, ~r2) = cov(~r2, ~r1) = 0.
PCA thus yields two identical eigenvalues. Only in strongly correlated systems where
cov(~r2, ~r1) is large, one of the eigenvalues can be significantly bigger. Only in such
cases, can the two electrons be treated as one.
The PCA method can also be applied to the PHM. With a similar logic one
can evaluate the relationship of the ground state and excited state. In the PHM
calculation, one can always include the PCA result. If we see a very large eigenvalue,
then there is a flow of charge fixed from some location to other locations. But without
a source and a drain, it is impossible to see such kind of flow.
The PCA method can also apply on other problems such as analysis of the NOs
[18]. The application to the joint probability is just a simple case.
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Chapter 4
Time-dependent Many-body Theory
4.1 Density Functional Theory
In 1964, the Density Functional Theory (DFT) was formally introduced [25]. It
started to become popular for calculations in solids around the 1970s. The funda-
mental idea of DFT is mapping the electron-electron interaction to a self-consistent
background potential and treating the electrons as independent particles moving in
it. Such a mapping is not a random one, but a unique one. In the original paper of
DFT [25], the unique mapping between density and potential is proved and known as
the Hohenberg-Kohn (HK) theorem. As a result, the background potential which is
used to replace the electron-electron interaction is a functional of electron density and
named Kohn-Sham potential [25]. By using the Kohn-Sham potential, all physical
quantities of a given many-body system can be equivalently calculated, in principle
exactly, via a single particle Schrödinger equation with the exact Kohn-Sham poten-
tial. The Hamiltonian of such a single particle system contains two parts: the kinetic
energy and the Kohn-Sham self consistent potential:
[
− ~
2
2m
∇2 + Vs [n(~r)] (~r)
]
ϕ0i (~r) = iϕ
0
i (~r) (4.1)
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Where the density is given by
n(~r) =
N∑
i=1
∣∣ϕ0i (~r)∣∣2 (4.2)
In general, the Kohn-Sham potential is divided into three parts having different
physical meaning:
Vs [n(~r)] (~r) = V (~r) + e
2
ˆ
d~r ′
n(~r ′)
|~r − ~r ′| + Vxc [n(~r)] (~r) (4.3)
In Eq. (4.3), the first part is the net external potential from the nuclei (in prac-
tice, inner shell electrons are often taken into account via pseudopotentials). The
second part is the Hartree potential which gives the classical Coulomb potential for a
continuous distribution of point charges. The third part is the exchange-correlation
potential which is used to describe effects of electron-electron interaction beyond the
Hartree term. For better understanding of such a term, it is convenient to introduce
an exchange-correlation hole for the description of the “forbidden zone” around each
electron, which prevents electrons from approaching another electron. Since such
exchange-correlation hole needs the joint action of Coulomb interaction and Pauli
principle, it is very difficult to express.
At present, hundreds of approximate exchange-correlation functionals have been
developed. Roughly, they can be classified into Local Density Approximation (LDA),
Generalized Gradient Approximations (GGA), Hybrid Functionals, Meta-GGA Func-
tionals and other higher-order functionals. One needs some practical experience
for selecting these functionals to obtain best results of the calculations. The first
exchange-correlation potential to win overwhelming success was the LDA. The idea
of the approximation is to adopt the exchange-correlation energy from the uniform
electron gas, and use it locally for inhomogeneous systems. The analytical form of
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the exchange energy is well known:
ELDAx [n(~r)] = −
3
4
(pi
3
)2 ˆ
d~rn4/3(~r) (4.4)
The LDA correlation energy cannot be given in such a simple form.
A very widely used hybrid functional is the “Becke, three-parameter, Lee-Yang-
Parr exchange-correlation functional” (B3LYP) [26].
EB3LY Pxc = E
LDA
x + 0.20(E
HF
x − ELDAx ) + 0.72(EGGAx − ELDAx ) + 0.81(EGGAc − ELDAc )
(4.5)
In this thesis, we will not further discuss the exchange-correlation functionals,
except for one more point: the functional derivative of the exchange-correlation energy
functional is the exchange-correlation potential which can be inserted into the Kohn-
Sham equation for calculations,
Vxc(~r) =
δExc [n(~r)] (~r)
δn(~r)
(4.6)
The solution of the Kohn-Sham Equation cannot be a simple form in general, since
there is a self-consistency issue. The potential is needed to solve for the Kohn-Sham
wave functions, ϕi(~r) and the density must be calculated via ϕis (Eq. (4.2)) and fed
back into the equation. Only the density which satisfies both Eq. (4.1) and Eq. (4.2)
is the unique solution of the Kohn-Sham Equation. In practice, after the Kohn-Sham
potential is selected, one can guess a Kohn-Sham potential and calculate the density,
then recalculate the potential for a new round of density calculation. Such a loop
is called self-consistent iteration and it is commonly used in many fields other than
DFT for a self-consistent solution. The equivalent method in the HF is traditionally
called Self-Consistent Field (SCF) method.
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From the basic set up of DFT, we can see only the density is in principle exact
when the exact exchange-correlation potential is given. All observables, such as the
energy, must be expressed as functionals of the density. On this level, the Kohn-Sham
wave functions do not correspond to any physical quantity by themselves. By forming
a Slater Determinant of the Kohn-Sham wave functions, one obtains the Kohn-Sham
many-body ground state. If used to approximate the exact many-body ground state
this produces an unknown error. The exact many-body state can be used to build
the density, as well as the pair density up to N particle density, but the Kohn-Sham
ground state is only valid in predicting the density. Generally, the exact many-body
state can not be written in a single determinant form. Moreover, DFT is a ground
state theory. It can be used to solve static problems or making geometry optimization
to find the equilibrium geometry of a molecule. But it has no capability to predict
the excited energy or describe excitations.
Last but not least, the fundamental theorem of DFT, the HK theorem, proves
that the mapping between the density and the Kohn-Sham potential is unique. But it
proves the injection relation between them not the surjection. Which means that one
may not be able to find the Kohn-Sham potentials for some densities mathematically.
But in the computational simulations on a grid, one can always find a Kohn-Sham
potential via a given density. In other words, the v-representability on a lattice is
always true [27].
4.2 Time-dependent Density Functional Theory
In contrast with DFT, which is defined for the ground state, the Time-dependent
DFT (TDDFT) can be used to calculate excitation energies. However, such an ex-
tension from ground state to excited states is not straightforward. In a dynamic
problem, there is a memory effect in the time-dependent propagations. The density
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at a given moment is a result of all previous influences. In addition, due to the vari-
ational principle in DFT, we see that the density follows the Kohn-Sham potential
unconditionally to minimize the ground state energy. But in TDDFT, it is obvious
that the density will follows the time-dependent Kohn-Sham potential conditional on
the initial state.
4.2.1 The Runge-Gross and the van Leeuween Theorem
The initial condition, that is, the initial state where the propagation begins, is ex-
tremely important in the time-dependent discussion. If the initial state is given, we
can use the Runge-Gross (RG) theorem [28] to ensure the unique mapping between
a time-dependent density and the time-dependent potential. The theorem proves
that for a time-dependent evolving system, there is a one-to-one (injection) relation
between the time-dependent density and the time-dependent Kohn-Sham potential.
But there is another perspective of the RG theorem, looking at the time-reversal of
the Schrödinger Equation.
The backward propagation of the Schrödinger equation can be achieved easily by
replacing t with −t. Suppose that we know all the history of a time-dependent poten-
tial, then from a state at some time t, Ψ(t), one can back propagate the Schrödinger
equation and obtain two different initial states when the external potentials are differ-
ent. This is a direct application of RG theorem. This tells us that there may be two
different initial states, propagated with different time-dependent potentials, yield the
same density at some time t. This conclusion shows a strong dependency of the time
evolution to the initial state. In Fig. 4.1, the forward and backward propagations are
shown.
Such a conclusion is based on an assumption that the interaction of the system
is unchanged. i.e. electron-electron interaction is governed by the same potential
w(|r − r′|). If we loose the constraint and assume there can be different electron-
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Figure 4.1: Illustration of RG theorem. Forward propagation (upper) from the same
initial states points out that the same initial state can yield to two different final
states when the external potentials are different. Backward propagation (lower) from
the same final states points out that different initial states can yield the same final
state when the external potentials are different.
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electron interaction in different propagations, we end up with the van Leeuwen theo-
rem [29]. The theorem tells us that there are infinite ways to achieve a time-dependent
density. If one wants to start with a different initial state, then one must change the
time-dependent external field and/or the electron-electron interaction. So the RG the-
orem and van Leeuwen theorem lead to a method to handle the many-body system:
starting with a known ground state, one can calculate the time-dependent density
with an auxiliary non-interacting system where all the electron-electron interaction
is mapped to the background potential. So, TDDFT is similar to the DFT but with
an initial state requirement.
4.2.2 Time-dependent Kohn-Sham Equation
The background potential in the auxiliary non-interacting system is the time-dependent
Kohn-Sham (TDKS) potential. The equation which describes the auxiliary system in
a single particle picture is the TDKS equation:
[
− ~
2
2m
∂2
∂~r2
+ Vs(~r, t)
]
ϕi(~r, t) = i~
∂
∂t
ϕi(~r, t) (4.7)
Vs(~r, t) = V (~r, t) + e
2
ˆ
d~r ′
n(~r ′, t)
|~r − ~r ′| + Vxc(~r, t) + Vext(~r, t) (4.8)
In the TDKS equation, the external influence is described via a scalar poten-
tial Vext(~r, t) and the external field. When the nuclear geometry is changed, V (~r, t)
changes accordingly. The TDKS potential turns to be a functional of the time-
dependent density.
In practice, when solving the TDKS equation, each Kohn-Sham orbital ϕi(~r, t), is
propagated separately. For any time t, the Kohn-Sham orbitals are always orthogonal
to each other. The Kohn-Sham many-body wave function can be obtained by building
the Slater Determinant with the time-dependent Kohn-Sham orbitals.
52
Φ(~r1, ~r2, · · · , ~rN , t) = 1√
N !
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
ϕ1(~r1, t) ϕ1(~r2, t) ϕ1(~rN , t) · · · ϕ1(~rN , t)
ϕ2(~r1, t) ϕ2(~r2, t) ϕ2(~rN , t) · · · ϕ2(~rN , t)
ϕ3(~r1, t) ϕ3(~r2, t) ϕ3(~rN , t) · · · ϕ3(~rN , t)
...
...
... · · · ...
ϕN(~r1, t) ϕN(~r2, t) ϕN(~rN , t) · · · ϕN(~rN , t)
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
(4.9)
Back to DFT, the unoccupied Kohn-Sham orbitals have no strict physical meaning,
but can be used to form a complete orthogonal basis. Thus one can expand Φ(t) in
terms of configuration Φ0ks. Note that the Φ0ks are a basis of Slater determinants
formed via the DFT orbitals and virtual orbitals.
4.2.3 Self-consistency in TDDFT
We briefly discussed the self-consistency in the last part of the previous subsection. In
fact, the self-consistent iteration in the SCF method can be understand as a way for
handling the many-body effects under a given approximation. The many-body effects
originate from the combination of electron-electron interaction and Pauli Principle. In
a Kohn-Sham system, we can see a loop for how the many-body effect happens. Step
1: two electrons create a Kohn-Sham potential which is the sum of each individual
Coulomb potential. Step 2: each electron feels the net Kohn-Sham potential and they
both adjust themselves to fit this potential. Then the loop runs between step 1 and
step 2 until a stable density and the corresponding Kohn-Sham potential pass two
steps.
The self-consistency in TDDFT works in a similar way. One can build an iteration
for the calculation of a self-consistent time-dependent Kohn-Sham orbital [30]. To
illustrate it we have to explain it in a numerical way. There are 3 Hamiltonians one
needs to consider. They are the Hamiltonian at the present (H(t0)), which is well
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known, the Hamiltonian at the next time step (H(t0 + ∆t)), which is still not known
and the unknown Hamiltonian for propagation (H(t0 +∆t/2)), which lies between the
two other Hamiltonians. One starts to propagate the system via the H(t0 + ∆t/2),
guessing a Kohn-Sham potential and ends up with a new state. Using the new state,
one can calculate H(t0 + ∆t) via the Kohn-Sham potential calculation and make an
interpolation with respect to H(t0). The interpolation is the new H(t0 +∆t/2). Thus
one can repeat until the procedure converges. This is a predictor-corrector type self-
consistency loop. Unlike the SCF method, one always has to start form the initial
state which is the basic feature of time propagation.
In practice, only a few predictor-corrector steps may be necessary.
4.3 Linear Response Theory
Linear-response theory has been widely used in many fields such as signal processing.
It describes the input-output relationship to a linear order. One of the simplest cases
is the Hooke’s Law, where the input force is a stretch or compression of the spring,
and the response function is just the coefficient of stiffness. Linear refers to the
situation where both input and output are on the same first order. More generally,
input and output can be two functions and the response function will become a
functional. In general, one can study the response in frequency or time domain. In
the frequency domain, the response output dependents on the input linearly, while
the corresponding relation in real time is a convolution:
α1(ω) = χ(ω)F (ω) (4.10)
α1(t) =
ˆ t
−∞
dt′χ(t− t′)F (t′) (4.11)
In TDDFT, when a driving external field Vext(~r, t) is applied to the system, the
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Kohn-Sham potential responds in a self consistent way. When the self-consistency
is reached, the density difference, n1(~r, t) ≈ n(~r, t) − n(~r, 0) and the change of the
Kohn-Sham potential, Vs1(~r, t) are corresponding output and input. If the driving
field is small, then the density difference can be approximate to linear order. The
density response then can be written as:
n1(~r, ω) =
ˆ
d~r ′χnn(~r, ~r ′, ω)Vs1(~r, ω) (4.12)
n1(~r, t) =
ˆ
dt′
ˆ
d~r ′χnn(~r, ~r ′, t, t′)Vs1(~r ′, t′) (4.13)
χnn is the density-density response function. It is clear that the linear response
of the density is a direct application of the linear response theory on a complicated
spatial dependent case. Similarly, the linear response in frequency domain and time
domain are linked via Fourier Transform. The self-consistency is clear since there is
a density dependency on both sides.
4.3.1 Linear Response TDDFT and Exchange-correlation Ker-
nel
In order to solve Eq. (4.12) and Eq. (4.13) and study how the density responds to the
external input Vext, let us check what is changed in Vs. Recall the definition of Vs and
compare the static Vs and the time dependent Vs(~r, t). One can see what should be
included in Vs1, namely,
Vs = VH [n(~r, t)] (~r, t) + Vxc [n(~r, t)] (~r, t) + V (~r, t) + Vext(~r, t) (4.14)
Vs1 = VH1 + Vxc1 + Vext (4.15)
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So it is clear Vs1 contains three parts in the absence of the molecular dynamics:
linearized Hartree potential, exchange-correlation potential and the external poten-
tial. Before we move to the next step, the exchange-correlation kernel, as a functional
derivative of the exchange-correlation potential, must be introduced. Taking the func-
tional derivative of Vs with respect to the density, we obtain:
δ
δn(~r ′′, t′′)
Vs(~r
′, t′) =
δ(t′ − t′′)
|~r ′′ − ~r ′| + fxc(~r
′, ~r ′′, t′, t′′) (4.16)
Similar to the first order expansion of a function, the relation of potential and
density is shown as follows:
VH1(~r
′, t′) + Vxc1(~r ′, t′) =
ˆ
dt′′
ˆ
d~r ′′
[
δ(t′ − t′′)
|~r ′′ − ~r ′| + fxc(~r
′, ~r ′′, t′, t′′)
]
n1(~r
′′, t′′)
(4.17)
Now back to the linear response theory. Here we can substitute Eq. (4.17) back
into Eq. (4.13) and get the self-consistent linear response formula:
n1(~r, t) =
ˆ
dt′
ˆ
d~r ′χnn(~r, ~r ′, t, t′)
×
{
Vext(~r
′, t′) +
ˆ
dt′′
ˆ
d~r ′′
[
δ(t′ − t′′)
|~r ′′ − ~r ′| + fxc(~r
′, ~r ′′, t′, t′′)
]
× n1(~r ′′, t′′)
}
(4.18)
The self-consistency is very clear. The solution, n1, must satisfy both sides of
Eq. (4.18) simultaneously. Similarly, if one Fourier transforms the potentials and
densities, the self-consistent linear response formula in frequency domain is obtained
as follows:
56
n1(~r, ω) =
ˆ
d~r ′χs(~r, ~r ′, ω)
×
{
Vext(~r
′, ω) +
ˆ
d~r ′′
[
1
|~r ′′ − ~r ′| + fxc(~r
′, ~r ′′, ω)
]
× n1(~r ′′, ω)
}
(4.19)
In Eq. (4.19), the fxc(~r ′, ~r ′′, ω) term is the exchange-correlation kernel, the lin-
earized functional factor which connect the exchange-correlation potential change
and the density response. Two different coordinates show that it is a non-local quan-
tity and it depends on the frequency of the external field. Unfortunately, Eq. (4.18)
is not solvable directly. To calculate excitation energies, we find those frequencies
where the system oscillates without any external perturbation Vext. From Eq. (4.19),
one can derive the Casida Equation [31]:
 A K
K∗ A∗

 X
Y
 = Ωn
 1 0
0 −1

 X
Y
 (4.20)
Aia,i′a′ = δii′δaa′(εa − εi) +Kia,i′a′ (4.21)
Kia,i′a′ =
ˆ
dx
ˆ
dx′ϕ∗i (x)ϕa(x)
[
1
|x− x′| + fxc(x, x
′, ω)
]
ϕ∗i′(x
′)ϕ∗a′(x
′) (4.22)
It is easy to see how excitations couple with Eq. (4.21). When the electron-electron
interaction is absent, Eq. (4.21) gives the excitation energy of single particle. The
off-diagonal elements in matrix K indicate the coupling of two excitations. From
Eq. (4.20) the coupling is clear. The left top block is the excitation-excitation coupling
and right bottom is de-excitation-de-excitation coupling. The other two blocks are
excitation-de-excitation, de-excitation-excitation coupling.
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The so-called Tamm-Dancoff approximation, AX = ΩnX, ignores all the de-
excitations [32].
4.3.2 Frequency Dependent Kernel and Exciton Prediction
As mentioned in the previous sections, the exact fxc must be frequency dependent.
However, we usually use frequency-independent kernels for simplicity, since with such
a kernel, one only needs to calculate the double integral and diagonalization only once.
By contrast, if fxc is frequency dependent, then only one eigenvalue and eigenvector
out of the solution of the Casida Equation is valid since it has to match the frequency
which determines the fxc.
With a static kernel, one can miss some important physics, such as in excitonic
absorption. An exciton is a quasi particle, formed by a electron-hole pair binding.
The absorption peaks of the excitons are below the band gap since the binding reduces
the cost of excitation. The excitonic peak sometimes forms a Rydberg series with a
relatively high absorption compared with the continuum side.
To study the exciton with TDDFT, we used Kronig-Penny model, a one dimen-
sional model [14]. In the TDDFT calculation, only the lowest two bands (conduction
and valance each) are taken. In the solution we found that the exciton energy can
be produced but the excitation energy set contains only one exciton, not a Rydberg
series. The fHxc are selected as the soft Coulomb and contact potential but not a
frequency dependent ones. Such a result suggests that the frequency dependency in
fxc is necessary for the exciton description. Without the frequency dependency, one
ends up with a single exciton solution, not with a Rydberg series. Details of this work
are published in Ref. [33].
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For a 100 atom molecule Atomic basis Real space grid basis
Software example Gaussian 09 Octopus
Number of basis hundred million
Orthogonality overlapping (can be resolved) strict orthogonality
Completeness not guaranteed strict completeness
Gradient analytically known numerically calculated with
Stencil (finite difference)
Eigensolver Direct (e.g. DSYEV in Lapack) Iterative
Linear response OK OK
Real time simulation NO YES
Table 4.1: Comparison of atomic basis and real space grid basis.
4.3.3 Time-dependent Density Functional Theory in Practice
Nowadays, there are many computer codes, commercial or open source, for solving
DFT/TDDFT problems. From a practical point of view, the first thing to consider is
the selection of the basis. The Gaussian basis is often used in the major DFT/TDDFT
software for their convenience. It is originated from the idea, “Linear Combination of
Atomic Orbitals (LCAO)”. Each wave function can be represented via the combination
of several atomic orbitals located on every atom, and the Hamiltonian can also be
reduced in such a way. The most widely used software which works in an atomic basis
is “Gaussian 09” (latest version).
By contrast, one can also work with real space grids. The open source software
“Octopus” [34][9] is designed based on the real space grid. A Stencil algorithm (finite
difference) is used to calculate the gradient to a high numerical precision. Typically,
the gradient on each spacial points will require 8× 3 neighboring points to calculate
to achieve the accuracy of O(h8). So it is clear that the gradient calculation is the
bottleneck. Since the derivative of the Gaussian basis is known analytically.
Here is a brief summarize of the discussion above:
The differences mainly originate from the basis. The Gaussian basis is much faster
than the real space grid but it is not easy to represent the time-dependent external
field (at least, not in “Gaussian 09”).
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For real calculations, TDDFT needs the corresponding DFT calculation as starting
point. If there is no need for the real time simulation, then the Gaussian basis is
usually the best choice for speed. It also means the real-time simulation is the most
time consuming part.
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Chapter 5
(Time-dependent) Particle-Hole Map
Realization: (Time-dependent)
Density Functional Approach
5.1 Particle-Hole Map Implemented within Time-
dependent Density Functional Theory
In the following subsections, we introduce how to implement TDDFT into the frame-
work of PHM via directly solving the TDKS equation or using linear-response TDDFT.
The two different approaches yield two types of PHM, the Time-dependent Kohn-
Sham Particle-Hole Map (TDKS-PHM) and Casida Particle-Hole Map (Casida-PHM).
They work in different circumstances. The TDKS-PHM works in the real time do-
main such as the response to short pulses, situations where the molecular dynamics is
involved and studies of charge redistribution. The Casida-PHM, on the other hand,
works for a specific excited state. It can be used to simulate the charge redistribution
with respect to some particular frequencies, and to show how electrons and holes
oscillate back and forth between the ground state and the excited state with energy
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difference ~ω from the ground state.
On a real space grid, the computational cost of these two simulations are relatively
high compared to the cost of just solving the Kohn-Sham self-consistent iteration or
Casida Equation. This is because the TDKS-PHM requires the time-dependent sim-
ulation of all the TDKS orbitals over some time interval. The Casida-PHM requires
a 1-RDM diagonalization, which is a huge matrix, with O(G2) elements compared
to the Hamiltonian which has only O(G) elements, where G is the number of lattice
points. Since the TDKS-PHM is relatively easier to be obtained, there will be some
case studies and discussions in the next chapter.
5.1.1 The Time-dependent Kohn-Sham Particle-Hole Map
As we discussed earlier, in TDDFT the electron-electron interaction is treated as
a time-dependent effective background potential. So in a Kohn-Sham system, the
electrons are treated in the single particle picture.
If we follow the definition of 1-RDM and substitute ΦKS(~r1, ~r2, · · · , ~rN) as the
many-body wave function, we end up with a 1-RDM with the outer product of TDKS
orbitals. The diagonalization of the 1-RDM yields TDKS orbitals and 1 as eigenvec-
tors and eigenvalues. It is clear that the Kohn-Sham approach brings the NOs to the
Kohn-Sham orbitals and replaces the occupation numbers by 1.
γKS(~r, ~r ′, t) =
N∑
i=1
ϕi(~r
′, t)ϕi(~r, t) (5.1)
ˆ
d~rγKS(~r, ~r ′, t)ϕi(~r ′, t) = 1 · ϕi(~r ′, t) (5.2)
Following Eq. (3.14) and replacing NOs by TDKS orbitals, NO occupation num-
bers with 1, we can derive the TDKS-PHM:
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ΞKS(~r, ~r ′, t) = 2
N/2∑
i=1
∣∣ϕi(~r ′, t)ϕ0i (~r)∣∣2 − 2 N/2∑
i=1
∣∣ϕ0i (~r ′)ϕ0i (~r)∣∣2 (5.3)
Similarly, we can define the TDHF Particle-Hole Map, etc. The TDHF-PHM
requires replacing the TDKS orbitals by the TDHF orbitals. In this thesis, we do
not cover the TDHF-PHM, but it poses no major difficulty to use different electronic
structure theory with PHM.
It is clear that there are two levels of approximation in the TDKS-PHM: NO
approximation and Kohn-Sham approximation. In any TDDFT calculation, one must
select a proper exchange-correlation potential to solve the TDKS equation. Even if
one can obtain the exact exchange-correlation potential and use it to solve the Kohn-
Sham orbitals, the Kohn-Sham orbitals are still approximations to the NOs. With
the NOs, one can produce exact 1-RDM, but one cannot use Kohn-Sham orbitals to
calculate the exact 1-RDM though they both produce the exact density formally. Such
a replacement is hard to evaluate and, therefore, yield an uncontrolled approximation.
But the two integrals are unchanged, i.e. the integration horizontally of the TDKS-
PHM over all the origins of electrons/holes gives a density difference while the vertical
integration yields zero.
ˆ
d~rΞKS(~r, ~r ′, t) = 2
ˆ
d~r
N/2∑
i=1
∣∣ϕi(~r ′, t)ϕ0i (~r)∣∣2 − 2 ˆ N/2∑
i=1
∣∣ϕ0i (~r ′)ϕ0i (~r)∣∣2 d~r
= δn(~r ′, t) (5.4)
With the NO approximation, the TDKS-PHM is nevertheless an approximation
of the redistribution map between the ground state density and the time-dependent
density fluctuation. The horizontal and vertical constraints guarantee that the TDKS-
PHM approach will not differ too much. Since TDDFT is a density based theory, the
choice of exchange-correlation potential determines how close the approximated den-
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sity is to the exact density difference, and hence the overall quality (integral) of each
row. The NO approximation determines the detailed quality of each row. In practice,
there is one more step, the partitioning, applied on top of these approximations. It
reduces a huge amount of information and makes the other two approximations less
significant. The partitioning will be discussed in later subsections.
5.1.2 The Casida Particle-Hole Map
The linear response TDDFT is widely used for calculating absorption spectra and
understanding the distribution of excitation energies in a wide variety of systems.
In the linear response regime, TDDFT can be rewritten into the Casida pseudo-
eigenvalue problem. The eigenvalues and the eigenvectors of the Casida equation
are directly related to the absorption spectrum. The eigenvectors yield oscillator
strengths, which tells us which excitation in the single particle picture contributes
most. Recall the definition of the TDKS-PHM:
ΞKS(~r, ~r ′, t) = 2
N/2∑
i=1
∣∣ϕi(~r ′, t)ϕ0i (~r)∣∣2 − 2 N/2∑
i=1
∣∣ϕ0i (~r ′)ϕ0i (~r)∣∣2
= 2
N/2∑
i=1
[
|ϕi(~r ′, t)|2 −
∣∣ϕ0i (~r ′)∣∣2] ∣∣ϕ0i (~r)∣∣2
= 2
N/2∑
i=1
δni(~r
′)
∣∣ϕ0i (~r)∣∣2 (5.5)
We can compare it with the density response from the Casida equation:
n1(~r,Ωn) = 2
∑
ia
[
ϕ0i (~r)ϕ
0∗
a (~r)Xia(Ωn) + ϕ
0∗
i (~r)ϕ
0
a(~r)Yia(Ωn)
]
= 2
∑
i
∑
a
[
ϕ0i (~r)ϕ
0∗
a (~r)Xia(Ωn) + ϕ
0∗
i (~r)ϕ
0
a(~r)Yia(Ωn)
]
(5.6)
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If the Casida linear response is a sum of all Kohn-Sham orbital response, we can
see:
δni(~r) =
∑
a
[
ϕ0i (~r)ϕ
0∗
a (~r)Xia(Ωn) + ϕ
0∗
i (~r)ϕ
0
a(~r)Yia(Ωn)
]
(5.7)
.
Thus we get the Casida Particle-Hole Map (Casida-PHM):
ΞCasida(~r, ~r ′,Ωn) = 2
N/2∑
i=1
∑
a=N
2
+1
[
ϕ0i (~r
′)ϕ0∗a (~r
′)Xia(Ωn) + ϕ0∗i (~r
′)ϕ0a(~r
′)Yia(Ωn)
] ∣∣ϕ0i (~r)∣∣2
(5.8)
If we consider only the density fluctuation to the lowest order, i.e. only transitions
to unoccupied KS orbitals we can use the Casida-PHM to study our system. There
is no further discussion for the Casida-PHM in this paper. But in principle, it is
not difficult to calculate. The map reading of the Casida-PHM is the same as the
TDKS-PHM which is discussed in other chapters. Since Casida equation describes
different eigenmodes of the density difference, the Casida-PHM tells the oscillation
between the ground state (blank PHM) and the corresponding Casida-PHM.
5.2 Dimensional Reduction
The dimension of the TDKS-PHM is twice the dimension of the system. If the system
has a dimension greater than one, dimensional reduction must be implemented. For
example, in a typical small size system which contains 50 atoms, usually one needs
around one million grid points to represent everything. As a result, the TDKS-PHM
contains one trillion points! In order to simplify it and capture the essential features,
one must reduce the number of points.
Mathematically, there are three operations to make the TDKS-PHM: partitioning,
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matrix production and modulus squaring. The order of these three operations is
very important. Let us introduce three operators named as Pˆ , partition, Mˆ , matrix
product and Sˆ, modulus square. It is very easy to point out the first commutation
relation between Mˆ and Sˆ due to the property of complex multiplication,
N/2∑
i=1
∣∣φi(~r ′, t)φ0i (~r)∣∣2 = N/2∑
i=1
|φi(~r ′, t)|2
∣∣φ0i (~r)∣∣2 (5.9)
So the single particle density can be calculated before the matrix product or after.
It can be applied to the second term in the definition, Eq. (5.3). Another commutation
relation for the operators is not quite straightforward, but can be calculated with some
algebra. Partition and matrix production can be switched according to Appendix B.
So, the commutation relations are as follows:
[Mˆ, Sˆ] = 0, [Pˆ , Mˆ ] = 0, [Pˆ , Sˆ] 6= 0 (5.10)
This leaves us two options to order the operators. The essential point is whether
we should partition a wave function first or square it for a density first.
Pˆ Mˆ Sˆ = MˆPˆ Sˆ = Pˆ SˆMˆ 6= SˆMˆPˆ = SˆPˆ Mˆ = MˆSˆPˆ (5.11)
Our choice is the right side of Inequality (5.11). The modulus square must be taken
before the partitioning. After we have the right order, the procedure is fixed and one
can partition the system at a proper step as needed to reduce the computational cost.
In the next subsection we will discuss the reason for the choice of the partition order.
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5.2.1 Norm Keeping
Generally, any partition should be a linear combination of every point in a specific
region with a weight. But the partition, if done improperly, can violate particle
conservation due to a norm violation. To illustrate, let us assume a wave function
based partition without weights as follows:
ϕpart(xi) ≡
ˆ ~ri+~bi
~ri+~ai
d~rϕ(~r) (5.12)
~ai, ~bi can be used to set the boundary of the partition. In 3D space, this defines a
cuboid. Such a partition fails when we apply it before calculating the density, which is
essential in the calculation of the PHM. In the simplest case, the norm conservation for
a single electron can be violated by such partition. We can see the result immediately
by comparing the diagonal summation of original and partitioned diagonal elements
of the density matrix:
P∑
i=1
∣∣ϕpart(~ri)∣∣2 = P∑
i=1
∣∣∣∣ˆ ~ri+bi
~ri+ai
d~rϕ(~r)
∣∣∣∣2
6=
P∑
i=1
ˆ ~ri+bi
~ri+ai
d~r |ϕ(~r)|2 = 1 (5.13)
So the second line of Eq. (5.13) can be summed to 1, the particle number, but not
the first line. If norm is not conserved, the density is shifted in unpredictable ways.
Thus, one cannot interpret the Particle-Hole Map at all. Based on this reason, the
right hand side of Inequality (5.11) is taken as the TDKS-PHM partition procedure,
and we calculate the modulus square before the partition. In other words, the par-
tition is based on the densities, not the wave functions. Specifically, we can rewrite
the TDKS-PHM for the implementation of the partition methods as follows:
67
Ξ(~r, ~r ′, t) =
N/2∑
i=1
ni(~r
′)n0i (~r)−
N/2∑
i=1
n0i (~r
′)n0i (~r) (5.14)
Ξ(x, x′, t) =
N/2∑
i=1
Pˆ~r ′→x′ [ni(~r ′)]Pˆ~r→x[n0i (~r)]−
N/2∑
i=1
Pˆ~r ′→x′ [n0i (~r
′)]Pˆ~r→x[n0i (~r)](5.15)
In Eq. (5.15), the partition is applied to the single orbital density, which has the
advantage that all statistical interpretations remain valid. From this point on, we can
discuss the partition for full flexibility with the weight distributions. Consider the
single particle density in Eq. (5.15). Due to the sum rule of probability, we can define
a set of weight distributions for each grid point such that the grid in the center of the
partition weighs more than the grid point at the boundary of the partition. Thus the
partition is:

Pˆ~r→x[ni(~r)] =
´
simulation−box d~rw(|~rx − ~r|)ni(~r)∑X
x=1w(|~rx − ~r|) = 1
(5.16)
In Eq. (5.16), w(|~rx − ~r|) is the weight distribution function centered at location x,
andX is the number of partitions. So the sum of the weight function over the partition
should give 1 for the distribution at any grid point. A simple and straightforward
approach is the “box partition”. Figure 5.1 is an illustration of how the box partition
looks like on a short polyethylene chain.
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Figure 5.1: Box partition for a small polyethylene chain
w(|~rx − ~r|) =

1 |(~rx − ~r) · (xˆ, yˆ, zˆ)| < (b1, b2, b3)
1
2
|(~rx − ~r) · xˆ| = b1OR |(~rx − ~r) · yˆ| = b2OR |(~rx − ~r) · zˆ| = b3
1
4
|(~rx − ~r) · (xˆ, yˆ)| = (b1, b2)OR |(~rx − ~r) · (yˆ, zˆ)| = (b2, b3)
OR |(~rx − ~r) · (zˆ, xˆ)| = (b3, b1)
1
8
|(~rx − ~r) · (xˆ, yˆ, zˆ)| = (b1, b2, b3)
0 elsewhere
(5.17)
The whole space is divided into equal sized bins, each bin containing the same
number of the grid points. For a box sized 2b1× 2b2× 2b3 the weight function can be
defined as Eq. (5.17). Clearly, the partition satisfies the constraint in Eq. (5.16).
The most convenient situation is to slice a linear shaped system along the longest
direction in Fig. 5.1 for the purpose of studying the charge transfer or motion. It
can also be applied to a donor-acceptor molecule by selecting the line of centers for
the donor and the acceptor as the axis to make slices. Also, linear molecules can be
studied easily for the charge transfer excitations since the indices in the PHM are
directly related to the location of the molecules. In the case studies that we present
below, the slicing partition is used for clarification.
Box partition works best for linear molecules, but when the system is not linear,
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Figure 5.2: Partition with major and minor directions
the partition is more complicated. A simple approach is to extend the box partition
to a major and a minor directions such in Fig. 5.2. Considering the charge that always
transfers to the fullerene in the figure, we can select z direction as the minor direction
since it is less interesting and x direction as the major direction to study which part
of the lower molecule involvs most.
The scale of the PHM can be set up accordingly. For a linear molecule, it is very
straightforward, but for a more complicate case the scale can be set as shown in the
lower panel in Fig. 5.3, according to the choice of partition. If we want to study the
charge transfer between the lower molecule and the fullerene, the gray regions should
be paid special attention to.
In addition, box partition is not the only partition method; the partition weight
function can be redefined for different systems. One can even apply Bravais lattice
shaped partitions for some special circumstances. Since the partition does not have
to maintain a uniform size, one can even define an atom-centered partition. If an
atom l is located at ~rl = (xl, yl, zl), the weight function can be written as:
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Figure 5.3: PHM scale for a partitioned linear molecule (upper) and a non-linear
system (lower).
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w(|~rl − ~r|) =

1
M
~r ∈ {~r|minm[|(~rm − ~r)|2] = ~rl for ∀~r}
0 elsewhere
(5.18)
This expression describes the atom-centered partition: any spatial point ~r is par-
titioned into the region belonging to its nearest neighbor ~rl with weight 1. If there is
more than one nearest neighbor, the point is assigned to these neighbors with weight
1/M , M is the number of the nearest neighbors. By using such a partition, the scale
has a complicated shape. Though the indices are related to different atoms, it is not
easy to read, for instance, when there is a multiple ring structure in the molecules.
To sum up, any partition works when satisfying the following conditions:
• The whole space must be completely filled.
• All weight functions which belong to different partitions sum to one at any
spatial point (Eq. (5.16)).
5.2.2 Example
The partition is defined as a weighted summation over the space of the density. Specif-
ically, for the box-partition mentioned in the previous subsection the partition effect
is very clear. In Fig. 5.4, there are two pictures obtained from a linearly partitioned
system. Since the partition is equivalent to summing up the points within each box,
the PHM results in a loss of resolution, or coarse-graining, of the dynamics. For
example, if the partition is a 200:1 ratio on a grid, every 40000 points on the ma-
trix are summed. However, the key feature of the PHMs are still maintained, which
shows that the box partition is a useful method. In a small sized molecule, the par-
tition ratio is 1000:1 in general, which means that 1000000 points on the matrix are
summed. In view of this, any errors introduced by the other two approximations,
the exchange correlation error and the Kohn-Sham approximation error, are summed
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Figure 5.4: Partition illustration 133 boxes slicing (left) vs 33 boxes slicing (right).
over and hence may profit from error cancellation.
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Chapter 6
Particle-Hole Map Application: Case
Studies
6.1 Advanced Map Reading
The key of interpreting a Particle-Hole Map has been discussed in Chapter 3. Briefly,
the color blue in the map stands for the joint probability density of electrons, and
red for holes. The color depth is proportional to the value of the probability density
since a linear scale is used. One can start reading by selecting a column or a row.
Each column/row represents electrons or holes coming from/going to the same cor-
responding location. Based on these basic concepts, we now discuss some ideas for
better understanding the maps.
6.1.1 Diagonal vs Off-diagonal
The very first idea, which should be applied before anything else, is to consider
separately the diagonal part of the map and the off-diagonal parts. Let us first
discuss the diagonal part, which characterizes local behavior.
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Figure 6.1: Diagonal (light gray) and Off-diagonal (dark gray) parts of the Particle-
Hole Map
Anything that exactly lies on the diagonal of the map, represents something which
comes from and goes to the same location. In a charge transfer study, such non-
transfer behavior is usually not of interest. Thus, one can extend the concept of
diagonal to a band which is several pixels wide around the diagonal. Everything inside
such a band represents non-transferred charges and “near-non-transferred” charges.
For example, usually a map can be separated into diagonal region, the light gray
in Fig. 6.1, and off-diagonal region, the dark gray in Fig. 6.1. The diagonal part
is always the first to appear in a time-dependent calculation. This is because any
external field, regardless of the pulse shape and the frequency, drives local dipoles
inside its domain along the direction of the field at the very beginning of the response
of the system. In a PHM, this is represented as a pair of parallel, oppositely colored
lines or dots which are very close to the diagonal as shown in Fig. 6.2. For instance, a
high intensity field applied to an organic molecule could cause such a pattern, a series
of dipoles appearing right after the moment when the field is applied. This is the case
in almost every physical system. We can also tell that, the stronger the external field
is, the larger the feature is expanded.
Such a common pattern is not particularly helpful in analyzing a charge transfer
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Figure 6.2: A typical example of initial dipole right after an external field is applied
system, but it is usually where the excitation initiates. By contrast, there are cases
where some chemical units may respond more actively to the external field than others.
In those cases there are usually significant points on the diagonal (this is shown later).
Thus, when one wants to study charge transfer phenomenon, one should start from
the diagonal region but focus on the light gray region in Fig. 6.1. This is a helpful way
to start the analysis, since there are many features and a large amount of information
contained in the off-diagonal region. Let us now discuss the various features in a
Particle-Hole Map to characterize a charge transfer excitation.
6.1.2 Features
A feature is defined as something outstanding in a PHM. Though appearing to be
trivial, the parallel lines or dots in the diagonal region should be the very first feature
one can notice. In the following subsection, we discuss some cases and illustrations of
the “significant moments” in the time evolution for different molecular systems. They
are the examples of how features appear to be and what messages they convey. The
corresponding explanations are completely derived from basic concepts, and one can
always refer to a dipole for better understanding.
The first example is an electron/hole acceptor feature. An acceptor is defined
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as a unit or a part of the system that collects the electrons from elsewhere during
the excitation process. So one can easily tell that an acceptor should behave like a
horizontal blue line in a PHM, i.e. no matter where the electrons come from, they
go to the same location. In Fig. 6.3, the black box points out the acceptor unit.
Recall that the PHM shows a picture of joint probability density; therefore, this piece
represents that there is a good chance to find an electron around the acceptor region.
Similarly, we can define an acceptor for holes. There is no contradiction when seeing
the acceptor of electrons and the acceptor of holes in the same row. Since in a Particle-
Hole Map, each row integrates to the density difference at a particular point, one can
see how the density difference is made up. For example, in Fig. 6.3, the gray region
of the map represents an acceptor for holes. Generally, whether a chemical unit is an
acceptor of electrons or of holes is not always a clear-cut definition. For a particular
chemical unit, it can be an acceptor of holes for some of its neighboring units, but it
could also be an acceptor of electrons for other neighboring units. The overall density
difference located on the point is the result of a competition. If significantly more
holes are received than electrons, then the unit works like an acceptor of holes and
vice versa. When these two attributes are comparable, the density difference sums
to zero and the unit works like a “conductor”, a unit for transporting electrons and
holes.
Thus, electron/hole acceptors can be recognized as blue/red horizontal bars in
the Particle-Hole Map. In a TDKS-PHM, the shapes and lengths of them change
over time, as the excitation progresses while the system is driven. More importantly,
the width of the acceptor feature should be focused on since it tells the range of the
acceptor which is a great indicator for the evaluation of the system.
The second example is an electron or hole donor, which is a vertical blue/red
bar, respectively. This feature is highlighted in Fig. 6.4. The black box shows a set
of electrons coming from the same region but going to different regions. Unlike the
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Figure 6.3: Illustration of an electron acceptor behavior in a typical Particle-Hole
Map
Figure 6.4: Illustration of an electron donor behavior in a typical Particle-Hole Map
electron acceptor, the electron donor usually keeps holes on the diagonal. Because
when an external field is applied, the electrons are pulled away leaving holes behind
(unchanged coordinate, x = x′). It can also be used to evaluate the quality of the
unit as an electron donor, similar to the electronegativity for an atom in a covalent
bond.
If we check Fig. 6.3 and Fig. 6.4 on the diagonal, there are strong indications that
particles and holes are moving near the diagonal region. But only ideal electron
donors would keep holes only on the diagonal line. It is not common to find such
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Figure 6.5: Illustration of diagonal blocks in a typical Particle-Hole Map
ideal electron donor features in a map.
Thirdly, the diagonal blocks. In a system extending along some direction with
significantly longer length than other directions, we can select the direction to study
the charge transfer along it. In such systems, only the projection on the direction
matters when the box partition is applied. On such a molecular chain or molecular
chains, the relationship between different atoms can be close or distant. As a result,
several closely related atoms may form a block located along the diagonal in a particle-
hole map. If the chain is long enough, there could be several such blocks, as shown
in Fig. 6.5.
Often, the blocks are very significant features in the PHM which makes them
stand out. Each block individually can be used to study “internal charge transfers”,
the intra-block dynamics. Again, we can ignore the diagonal in each block for the
reasons explained previously. Such kinds of features are also useful in exploring the
“size of the unit” when studying charge transfer. Typically, many organic photovoltaic
materials are polymers for a better exposure and fabrication reasons. That makes
the whole polymer a periodic system. However, the chemical formula for the repeat
unit may not correspond to the electronic properties of the polymer.
To give a simple example, in Fig. 6.6, consider a polymer with repeating unit
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Figure 6.6: Illustration of all possible repeating units
Figure 6.7: Illustration of off-diagonal blocks in a Particle-Hole Map
“ABCDEFG”. Then there are seven ways to define a repeating unit simply by re-
grouping the seven symbols, in the absence of any other knowledge about the elec-
tronic properties of the system.
Such ambiguities can be clarified by using the Particle-Hole Map as a tool for
analyzing the blocks, since the information in the map can tell us which units should
be “glued together” and treated as a whole piece. Such a feature could improve the
naming of the polymer for better understanding. There will be more discussion on
this part for specific cases in the later subsections.
The fourth example is the off-diagonal block. This can be obtained by drawing the
edges as products of the diagonal blocks. Each four products square out a region and
all the particles and holes are generated from one diagonal block and transferred to
another. In contrast to the intra-block transitions, the off-diagonal blocks are inter-
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(a) The propagated dipole remains of the same
size, and moves like a wave packet.
(b) The propagated dipole fluctuates
Figure 6.8: Illustration of dipole propagation
block transitions. In Fig. 6.7, the top left square is the transfer from the first block
to the second block, while the bottom right square is the transfer from the second to
the first. This feature is the most important feature in a charge transfer study. The
feature could be very significant in a map for the case of a charge-transfer excitation.
For the Time-dependent PHM, there are some dynamical features that need to be
explained. Here is an example of the “dipole propagation”, a result of induced dipole
propagation illustrated in Fig. 6.8. In the figure, the system is neutral without any
extra charge when T = 0 (dashed circle means no dipole created at the location). As
time progresses, a dipole appears around the first unit in the system for some reason.
Then, the second, third and fourth unit follow as shown in Fig. 6.8a. If we recall the
definition of a wave, we can identify such a motion as a wave. Although the dipoles do
not move themselves and neither do their neighbors, the dipole character propagates
as a wave packet or, more precisely, a soliton.
In some of the situations, the dipoles are created but the positive-negative sepa-
ration may vary a lot. In the map, we then see different behavior in different columns
(Fig. 6.8b). One can understand this as a “fluctuating” dipole propagation. It is not
straightforward to isolate the propagation by itself, since it is usually accompanied by
81
a lot of other features. If we ignore the red part, but focus on the blue part, then that
forms “horizontal motions” which are very commonly seen close to the boundary of a
Time-dependent PHM. There is more discussion of such feature in other subsections.
In a Particle-Hole Map, some ideas are not applicable. As a word of caution, we
now mention some:
Mistake 1 is to assume that charges are moving horizontally. There are only
vertical motions in the map. All the charges move along the same vertical grid all
the time. Because all the charges, electrons or holes, cannot change the place where
they begin. Also, due to the charge conservation, each column sums to zero. This
is because in a neutral system every spatial point can generate an equal amount of
electrons and holes.
Mistake 2 is to assume that the transpose of the Particle-Hole Map tells the de-
excitation. There is no symmetry requirement for the Particle-Hole Map in general.
However, there may be cases where the map seems to be symmetric along the diago-
nal, i.e. Ξ(x, x′) = Ξ(x′, x). This tells us that when the charge comes from x and goes
to x′, there are equal amounts of charge coming from x′ and going to x. This usually
indicates a charge exchange with an unchanged net charge distribution. So, the trans-
pose of a Particle-Hole Map would not make it represent the de-excitation. Because
when the system moves in a typical density fluctuation mode, the electrons and holes
are separated and recombined in the same column. On this level, the transpose is not
necessary and in general, should not be applied.
6.2 Polyacetylene Oligomers: Cases with Repeated
Structures and pi Orbitals
The very first case to study using the TDKS-PHM is a polyacetylene (PA) oligomer
system. PA is a complementary conjugated organic polymer which has a highly
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(a) Trans-polyacetylene
(b) Cis-polyacetylene
(c) Choice of trans and cis structure preference: the
fifth Carbon atom
Figure 6.9: Trans-polyacetylene and cis-polyacetylene and comparison
repeated structure, the carbon hydrogen unit. The pi electrons are delocalized along
the polymer chain due to the overlap of pi orbitals. Therefore, by doping halogen
atoms as the acceptors, the PA polymer turns into a conductor [35]. Even without
doping, one should be able to observe CT in some excitations due to the pi orbitals.
There are two most common isomers of PA: trans-PA and cis-PA as shown in
Fig. 6.9. In the PA crystalline films based on the preparation process [35], the two
isomers may coexist. The ratio of the two isomers can be controlled by thermal iso-
merization. The reason for the coexistence of the isomers is the geometry of the PA.
For a particular molecule, whether it forms trans- or cis- structure in the polymer-
ization depends on the random choice of the fifth Carbon atom. In Fig. 6.9c, the two
isomers are placed with a maximized overlap. In the figure, when there are 4 Carbon
atoms, the two are identical. As the fifth and sixth atoms are coming in, whether
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they attach to the upper or lower bond of the fourth atom determines which isomer
is the final form. Once the 5th atom determines the structure, all other atoms follow,
such that the energy for the pi orbitals can be minimized. There are discussions about
such pattern later in the section. Due to the flexibility of the Carbon sp2 hybridized
orbital, the rotation along the σ bond does not cost too much energy compared to
breaking the σ bond. So it is easily possible to change the geometry from cis-PA to
trans-PA without breaking the σ bond. Such kind of flexibility is essential in the ge-
ometry relaxation in the conjugated polymers: an excitation changes the organization
of pi bonds and the bonds reshape the geometry to minimize the energy.
Obviously, the ideal trans-PA is symmetric for any Carbon atom. So one would
think all pi orbitals are perpendicular to the PA polymer plane. But in reality, there is
always a well-known Carbon-Carbon bond length alternation pattern [36][37]. For a
better illustration, we adopt some concepts from Molecular Orbital Theory in chem-
istry [38][39]. Take the trans-polyacetylene for example, the whole molecule is in a
plane and the pi orbitals are perpendicular to the plane. Thus, every two pi orbitals
can form an additional pi bond to lower the total energy. Considering the fact that the
backbone of the molecule is formed by σ bonds, all the Carbon-Carbon bonds appear
in a single bond (a σ bond) and a double bond (a σ bond and a pi bond) alternation
pattern. As a result, even in a trans-polyacetylene molecule, the distance of every
two neighboring Carbon atoms alternates. Such a pattern can also be produced with
geometry optimization with modern electronic structure theory such as Hartree-Fock
Theory [40], DFT or other ab initio theories (our DFT calculation results are shown
in Fig. 6.10a). In Fig. 6.10b, the HOMO is plotted with isosurface 0.01 set to blue
and -0.01 set to red. In the figure, two neighboring pi orbitals are parallel attached
as a whole blob which corresponds to the shorter bond length. Each two neighboring
blobs are anti-paralleled which corresponds to the longer bond length. Such a direc-
tion order of the pi orbitals also prevents the molecule from being twisted; thus the
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(a) Bond length alternation (calculated with Density Func-
tional Theory and B3LYP exchange-correlation potential)
(b) Alternation pattern for the wave function isosurface of poly-
acetylene
Figure 6.10: Bond length alternation pattern and wave function isosurface
whole polymer is in the same plane. From the perspective of energy minimization, the
pi orbitals are the essential key to the geometry of polyacetylene. So the isomerization
mentioned previously can be understood: when the thermal energy flips one pair of
the pi orbitals, the C2H2 unit shifts from trans- to cis- accordingly for the pi bond
patten to be maintained. Thus the energy is kept at its lowest.
The situation of the pi orbitals in polyacetylene is very similar to the particle
in a box problem in quantum mechanics. As a property of conjugated pi bonds in
PA, the HOMO always follows the way described previously. So in a polyacetylene
oligomer with C (an odd number) Carbon atoms, there are C/2 double bonds. Each
double bond contains two parallel pi orbitals and every two neighboring double bonds
are anti-parallel. When ignoring the nodes in two ends (caused by the boundary
condition), there are C/2 − 1 nodes. For higher or lower wave functions, the nodes
increase or decrease correspondingly (Fig. 6.11).
In the numerical simulations, we studied two trans-PA oligomers with an even
number of Carbon atoms. This guarantees that the whole system lies in a plane so
85
(a) HOMO(5 nodes) (b) LUMO(6 nodes)
(c) HOMO-1(4 nodes) (d) LUMO+1(7 nodes)
Figure 6.11: Kohn-Sham wave function for trans-polyacetylene
there is no charge transfer perpendicular to the plane. This also prevents the geometry
optimization from in plane bending the molecular chain. Because according to the
works by Xi et al. [40], the PA oligomer can be geometrically bent due to the effect
caused by the soliton, a stable and wave packet-like electron state, in the middle of
the oligomer when there are odd numbers of Carbon atoms.
6.2.1 The Förster resonance Energy Transfer between Two
Short Polyacetylene Oligomers
In this subsection, we discuss the Förster resonance energy transfer (FRET), also
known as Fluorescence Resonance Energy Transfer, Resonance Energy Transfer or Elec-
tronic Energy Transfer, between two oligomers. Such a transfer is not a charge trans-
fer, but an energy transfer. In biophysics, FRET microscopy is a convenient way to
analyze the structure and localization of proteins under physiological conditions [41].
Essentially, the FRET is a dipole-dipole interaction effect. To avoid ambiguity, we
classify the molecules involved in FRET by “energy donor” and “energy acceptor”.
The dipole of the energy donor induces a dipole of the energy acceptor in a FRET
process by sending a photon to the acceptor. The photon is the media of such an
energy transfer.
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(a) Energy transfer between the energy donor
and acceptor
(b) Absorption and emission spectrum
Figure 6.12: Förster resonance energy transfer illustration.
Fig. 6.12a illustrates the details of the FRET process. In the figure the energy
donor is excited (dark blue arrow) when there is an external field. Then the excited
electron moves to the band bottom via a series of relaxation processes (curly gray ar-
row). In conjugated molecules, such a relaxation is usually accompanied by geometry
shifts via the reorganization of the pi orbitals and breaking/forming of new pi bonds.
Excitations can cause charge redistribution regardless of the geometry shifts, thus
dipoles are created. The lifetime of electrons staying at the band bottom is relatively
longer than the time it takes for the absorption process. As the reshaping of the
charges on the energy donor takes place, the electric field between the two molecules
is changed and it starts to pull the electrons on the energy acceptor. As the inter-
action is increasing, the electrons on the energy acceptor are excited. The excitation
reduces the electric field created by the energy donor due to energy conservation, and
part of the excitation energy transfers. As a result, the energy donor is de-excited
while the energy acceptor is excited. The electric field between the two molecules
increases after the energy donor is excited, peaks after the relaxation, and diminishes
after the energy transfers. Overall, such an electric field pulse as a wave packet is a
virtual photon [42], which is understood as the carrier of electric energy for energy
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transfer. The energy acceptor, when receiving the energy, repeats a similar process
as the energy donor, relaxation (geometry change for the conjugated molecules) and
emission. From the spectral point of view, the minimum requirement of the FRET is
shown in Fig. 6.12b. There must be a significant overlap between the energy donor
emission spectrum and energy acceptor absorption spectrum.
In FRET microscopy for biophysics studies, one usually limits the excitations to
the visible region. In the experiments, when a visible light is applied to the energy
donor, a red shifted emission can be detected. This is useful, for example, for protein
labeling [43]. Microscopy with FRET can be used to study the protein geometry in
a solution according to the light emission locations.
In our TDDFT calculations, due to the limitations of computational power and
software, we can simulate a FRET style excitation but with a much simplified config-
uration. Since the essential idea of FRET is the electron driven dipole-dipole inter-
action, we can assume our atoms are fixed and the pi orbitals do not rearrange bond
lengths (short time) during the excitation. So in our system there are two oligomers,
one containing 10 Carbon atoms, the other one containing 12 Carbon atoms. In the
time-dependent calculation, an external field is applied to the longer oligomer. Then
the fluctuation of charges on the longer molecule induces charge fluctuations on the
shorter molecule. Since the main interaction between the molecules is the induced
electric field, the result is similar to the FRET. Considering the radius of a Carbon
atom is about 0.7 Å, the two atoms are 10 Å separated such that the electron cloud
overlap and, therefore, charge transfer is negligible. Our DFT calculation also shows
that there is no wave function delocalized on both molecules.
For the TDDFT simulation, we apply an external field:
Vext(x) = Ae
− (t−25)2
52 (x− x1 + x2
2
)Θ(x− x1)Θ(−x+ x2) cos(ωt) (6.1)
Θ(x) is the Heaviside step function. Such an external potential limits the electric
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Figure 6.13: External field for TDDFT calculation of two polyacetylene molecules
coupled by FRET
field between (x1, x2) which corresponds to the longer oligomer. As a constant linear
potential, the electric field is uniform in its domain with a changing amplitude and
direction. The shape of the external field is shown in Fig. 6.13.
It is also important to mention the mechanism of the realization of the induced
electric field for a Kohn-Sham system. Recall that, in a Kohn-Sham system, the
electrons do not interact directly but through the background Kohn-Sham potential;
when there is an external field applied, the density follows the external field with the
exchange-correlation potential adjusted as a functional of the density. If the density
located on the second molecule in Fig. 6.13 is changed, its corresponding Kohn-Sham
potential also changes. Therefore, the tail of the second Kohn-Sham potential changes
accordingly and causes the first molecule to induce a density fluctuation.
Now we can study the TDKS-PHM of such a system for extracting some useful
information which is usually hidden in the density fluctuation. Fig. 6.14 is a snapshot
of the model system calculated using TDKS with B3LYP (An exchange-correlation
functional with a longer spatial range, such as a range-separated hybrid, would be
preferable for FRET. But we did not use them due to the computational limitations).
According to the previous discussion, we can see from the figure that there is no charge
transfer between two short PA chains according to the blank off-diagonal regions.
Such a feature is kept throughout the movie. Considering that the closest atoms are
10 Å apart, such an interaction is an “induced” interaction, not a direct one. Though
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Figure 6.14: Snapshot of the TDKS-PHM for the two PA chains model
in the Kohn-Sham system the interaction is transferred via the Kohn-Sham potential,
the TDKS-PHM does describe the system with dipole-dipole coupling. Due to the
lack of atomic dynamics, there is no relaxation of the geometry by the conjugated pi
bonds. This would not be the FRET discussed above, but it shares the same essential
physics of energy transfer with the FRET.
If we ignore the unavoidable numerical noise due to a small mismatch of the ground
state and the time-dependent calculation, and focus on how the first dipole induces
the second dipole, we can select several pictures to describe half of a cycle for the
dipole-dipole interaction. In each picture pair in Fig. 6.15, the left panels correspond
to the top right region in Fig. 6.14, the PA oligomer exposed to the external field (the
active PA) and the right ones corresponds to the left bottom one (the passive PA). So
the right panels have much smaller amplitudes than the left ones since such coupling
is very weak.
From the figure, we can see clearly how the dipole is composed. Generally, the
5 snapshots for the active PA show a flip of a dipole, since the first snapshot shows
blue on top and red on the bottom then on the last snapshot, the colors are switched.
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Figure 6.15: 5 snapshots from a TDKS-PHM after the dipole-dipole coupling is es-
tablished. Frames are taken at 11.5, 11.6875, 11.875, 12.0625 and 12.25 ~/eV .
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A similar dominant color switching happens on the passive PA as well. The red on
the lower half of the active PA corresponds to the blue on the upper half of the
passive PA. This is clearly how dipole-dipole interaction happens: the two dipoles
try to align their mutual orientations. From the time-dependent point of view, they
oscillate in phase. This is also another evidence for the dipole-dipole coupling in the
TDKS-PHM. The maps for the two PA oligomers are left-right mirrored because the
initial charge distribution is symmetric and the excited states are delocalized.
The PAs can be analyzed carefully by each column. Recall the discussion about
the pi orbitals and the HOMO formation. There are 6 density maxima for the active
PA, 5 for the passive PA. It is obvious that all the excitations start from HOMO.
When we check the PHM, we can first decompose the picture according to the pi
bonds. In the 5 snapshots, such a pattern is very clear. If one focuses on the bottom
line of the left 5 maps, one can see there are actually 6 maxima in most cases and 5
for the right 5 maps. Since the pi electrons have the best moving ability, unlike the σ
electrons, the pi electrons usually stay in the outer region of the electron cloud, thus,
they move further. That is why the PHMs have fuzzy edges.
In the passive PA, the situation is much simpler. Basically, one can divide the
map into 3 columns as Fig. 6.16. The left right symmetry can be understood as the
following: since the oligomer and the corresponding MOs show a left right symmetry
which is shown in Fig. 6.10b, the origins of the electrons and holes must be symmetric.
In addition, the tail of the Kohn-Sham potential which extends to the passive PA is
slowly varying with the distance with a nearly constant gradient, and the two ends
of the passive PA feel the same electrical force. Then the two “dipoles” which are
generated by the two ends are the same size and point to the same direction. All the
details of the complicated “dipoles” formation is shown in the PHM.
Finally, we comment on the geometry of our FRET study. Here, we considered
the molecules to be aligned as in Fig. 6.13, which was done mainly for computational
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Figure 6.16: PHM explanation for the passive PA
convenience. The dipole-dipole coupling would have been under more pronounced
had the PA oligomers been aligned parallel to each other [44].
6.2.2 The Charge Transfer between Two Short Polyacetylene
Oligomers
When the two molecules are much closer to each other than the previous case,
there must be charge transfer between them. Some of the MOs extend across both
molecules. Similar to the previous setup, the external field is only applied to the
longer PA oligomer. However, the distance between the two is now 2.5 Å. The charge
transfer starts the excitation on the shorter oligomer. Fig. 6.17 shows the results of
the system. The off-diagonal is not blank in this case.
As a proof of concept, it is very clear that the off-diagonal shows the charge transfer
between different molecules. If we extend it and apply it to different parts of the
same molecule, then the amplitude of the off-diagonal shows the interaction between
the units. In the next section, PHM analysis is applied to organic molecules with
a detailed discussion of the electronic properties with respect to different chemical
units.
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Figure 6.17: Charge transfer on two PA oligomers close to each other.
6.3 DPP Based Organic Molecules: More Features
Diketopyrrolopyrrole (DPP) containing copolymers with donor and acceptor units
within the monomer are promising in solar cell and other device applications [45].
We consider two DPP-based copolymers: thiophene-bonded DPP (TDPP-BBT) and
phenyl-bonded DPP (PDPP-BBT) as model systems for the PHM analysis of the
CT excitations (See Appendix F for the full names). As shown in Fig. 6.18, the DPP
core, the joint double 5-rings, is identical in both molecules. In each case the benzo-
dithiophene (BBT) unit (the leftmost unit in each molecule) acts as the donor and
the DPP core is the acceptor. The main difference between the two molecules is
the linkage (phenyl or thiophene) between the DPP core and the BBT acceptor. To
compare with theory, the responsivity, which is the photocurrent generated per unit
incident power, from the two copolymers was measured.
Chemically, benzene and thiophene share some similarities, and thiophene initially
was found as the impurity of benzene. More complicated than the PA oligomers, both
benzene and thiophene contain the delocalized pi bond which turns out to be a stable
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Figure 6.18: PDPP-BBT (upper) and TDPP-BBT (lower) geometry with side chains
ignored.
structure existing in many aromatic compounds. Similar to our previous discussion
for the conjugated pi bonds, the stable state of benzene contains two groups of triple pi
orbitals which are anti-parallel to each other. For thiophene, due to the Sulfur atom,
the state is not as stable as benzene. In addition, the sulfur atom also provides a
lone pair electrons pointing outward in the thiophene plane. In Fig. 6.19 we show a
comparison of the HOMOs and LUMOs of benzene and thiophene. The Sulfur atom
is seen to distort the MOs leaving the electron cloud concentrated on the Sulfur side.
6.3.1 Particle-Hole Map for DPP Based Organic Molecules
The PDPP-BBT and TDPP-BBT monomers are molecules which mostly lie in a
plane as Fig. 6.18. The discussion for the conjugate pi bond also applies in systems
like the DPP based molecules. There will be changes of geometry if the molecules
form a polymer. It is believed that even without geometry relaxation, there are still
CT excitations within the monomers. In the monomers, the two lowest excitation
peaks, as shown in Fig. 6.20, correspond to the CT excitation and pi − pi∗ excitation.
From the discussion about the PA and FRET, it is clear that in the absence of the pi
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(a) HOMO of benzene. (b) HOMO of thiophene
(c) LUMO of benzene (d) LUMO of thiophene
Figure 6.19: HOMO and LUMO for benzene and thiophene.
orbital shifting, the geometry changing is not as dramatic as for those with pi orbitals
involved. So we can study the monomer or dimer for the prediction of the electronic
properties of the polymer.
Based on the geometry optimized monomers, we use DFT with B3LYP to calculate
the MOs as shown in Fig. 6.21 and Fig. 6.22. If we focus on the linkage phenyl ring, we
can see that the HOMO and HOMO-1 corresponds to the HOMO of benzene and the
Figure 6.20: The absorption spectrum calculated by TDDFT using B3LYP (by Oc-
topus 4.1.2)
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(a) HOMO (b) LUMO
(c) HOMO-1 (d) LUMO+1
Figure 6.21: Molecular orbitals for PDPP-BBT
LUMO and LUMO+1 correspond to the LUMO of benzene. It seems as a linkage unit
in the monomer, phenyl should keep the electronic properties of benzene. We make
similar observations for the thiophene on TDPP-BBT. If we make comparison between
the LUMO and LUMO+1, then we see the thiophene in LUMO and LUMO+1 for
TDPP-BBT is more distorted. This is not significant in the isosurface plot of the
wave functions, but later in this the section, PHMs will show how this seemingly
small effect stands out.
Although the MOs are plotted, one can not explain why the LUMO in Fig. 6.21
contains more CT signature than the LUMO in Fig. 6.22. Recall the PHM illustration
in Chapter 3: two similar density differences may arise from a significantly different
excitation dynamics. To show this, we solved Casida equation numerically to figure
out the CT excitation frequency. For comparison, we apply similar external potentials
with the same amplitude on both monomers with the corresponding CT frequency
and time propagate them. After the oscillation is established, some snapshots are
taken. The goal of such analysis is to find out how the charges are redistributed. In
this subsection, let us first try to understand the PDPP-BBT monomer. Fig. 6.23
shows a half cycle of the TDKS-PHM. The last picture in Fig. 6.23 also serves as a
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(a) HOMO (b) LUMO
(c) HOMO-1 (d) LUMO+1
Figure 6.22: Molecular orbitals for TDPP
ruler which can help us convert indices to the location on the molecule.
In past studies, it was asserted that the BBT is the donor and the xDPP is
the acceptor. In the PHM, we now have clear criteria telling the two apart. The
upper half of the PHMs illustrates the charges destined for index (60,120), the PDPP
part, and the lower half for the BBT part. All the pictures clearly indicate that the
upper half carries more content than the lower half. This means more charges prefer
to choose PDPP as the destinations. We can still apply the rule drawn from the
previous subsection. The square (1:60, 61:120) shows the charge transfer from the
BBT to PDPP. While in contrast, the back transfer, square (61:120, 1:60) is much
smaller in amplitude.
TDKS-PHM shows a detailed charge transfer between the BBT and the PDPP.
This provides us a way for studying the role that the phenyl plays. In order to do it,
it is helpful to group a row or column containing similar information as features for
finding a similar dynamic behavior for several chemical units. To begin with, we can
apply some auxiliary boxes on the PHM, which is selected to be last one in Fig. 6.23.
The most active unit in the PHM is DPP because it has the largest amplitude
as shown in Box 1. The upper red, lower blue pattern is very similar to the single
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Figure 6.23: A series of snapshot for a half cycle of the excitations on PDPP-BBT.
The 6 snapshots are taken after the excitation is established. They represent the CT
for half cycle of the oscillation.
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Figure 6.24: A snapshot for PDPP-BBT molecule with features boxed accordingly
(left). And feature information explanation (right).
electron in a box problem. At this point, the DPP follows the external field and forms
a strong dipole moment. According to the ruler, we see Box 1 exactly corresponds to
the DPP unit. This tells us DPP response to the external field effectively. Apparently,
there are charges crossing over the border to the adjacent phenyl and the phenyl also
talks back. But because the character of them is not significant, they will not be
in the discussions. For Box 2, a similar situation happens. It shows the linking
phenyl also responds to the external field and creates a dipole like the DPP, though
there are some inverted colors shown on the border of Box 2. Box 1 and 2 show the
formation of two dipoles located on DPP and the linking phenyl and their amplitudes
are comparable.
In Fig. 6.24, Box 3 and partial of Box 5 show the electron acceptor features while
Box 4 and partial of Box 6 shows the hole acceptor features. These electron and
hole acceptors are easy to be understand. Due to the hole created by the DPP unit,
electrons from the linking phenyl and BBT are moving to fill the spot, and the electron
on DPP attracts holes from other units. A similar conclusion applies to the linking
phenyl but due to the inverse dipoles on the edge of the box, the attraction is weaker.
The mechanism which happens on DPP can be illustrated as in Fig. 6.25. The linking
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Figure 6.25: Illustration of DPP and phenyl driven CT. Four acceptor features form
accordingly.
phenyl is similar except there are some ripples on both ends.
Moreover, the donor feature, the vertical bars, is not significant in the PHM for
PDPP. From Box 3 and 4 we know that the DPP sees the BBT and linking phenyl
equivalently. These parts donate similar amounts of electrons and holes. Nothing
stands out as a donor or every unit on the left to the DPP is donor. In fact, the
movie indicates that there is a weak vertical feature on the BBT side. Due to the fact
that phenyl serves as a second most active unit to the external field, the acceptor of
electrons and holes alternates throughout the movie. Roughly, both phenyls work as
acceptors just like DPP except some small phase shifts and screening. At this point,
other parts of the PHM can be treated as “lack of features” though with a proper
digging, one might be able to draw more information.
Now let us review the linkage unit, phenyl, as shown in the dashed box in Fig. 6.25.
It is similar to the quantum confinement for the DPP. If we simplify the system and
try to establish an analog with quantum wells, we see the phenyl is like a barrier for
DPP. However, the barrier is too high for the electrons or holes to cross over.
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Figure 6.26: A series of snapshot for a half cycle of the excitations on TDPP-BBT.
The 6 snapshots are taken after the excitation is established. They represent the CT
for half cycle of the oscillation.
Before we make a comparison for the role the linking unit plays, TDPP-BBT
will be discussed. Fig. 6.26 contains 6 snapshots taken from a half cycle when the
oscillation is established, similar to the PDPP-BBT. In these figures, the upper-
right square is still the most active region in the map, but the whole picture is
completely different. It is really surprising to see the how linking unit changes the
PHMs dramatically. At first glance, two horizontal and one vertical features stand
out which is totally different from PDPP-BBT.
As in the previous discussion, the last snapshot is taken and some auxiliary boxes
are drawn to highlight the features. Then we immediately see the first difference. Box
1 in the figure shows the holes are held to the DPP unit. As a result, electrons are
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Figure 6.27: A snapshot for TDPP-BBT molecule with features boxed accordingly
(left). And feature information explanation (right).
sent to the two thiophene rings, the second one on BBT and the one which connects
BBT and DPP as shown in Box 2. In response, the linking thiophene sends electrons
mainly to the DPP unit, as shown in Box 3, to compensate the holes on BBT. But on
the other hand, it also works by itself like the phenyl in the previous case as shown
in Box 4 and 5. Corresponding to the formation of the electrons and holes on DPP
there are wider electron acceptor and hole acceptor features in Box 6 and 7.
As one can see from the mechanism explained in the last paragraph, the linking
thiophene works as an essential unit in the process. As a thiophene unit, it works
closely with another thiophene, the second one on BBT. To the DPP unit, they are
identical, which can be seen from the similar appearance for the upper and lower
halves in Box 2. It also indicates that they work together. Thus we see a much wider
acceptor band for electrons and holes as Box 6 and 7. The mechanism is explained
in Fig. 6.28. The donor feature is more significant in TDPP-BBT, since in the PHM,
we see a vertical bar pointing to the 6-ring in the middle which corresponds to the
leading unit as a donor. It also contributes most in Box 6 and 7. In the PHM there
are also back-transfers from DPP to BBT since the simulation is done in a finite
system with close boundary condition. Those as well as other non-significant features
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Figure 6.28: Illustration of DPP and thiophene driven CT. Two wider acceptor fea-
tures form accordingly.
will not be covered by the discussion.
The junction analysis is helpful on some level but not accurate in the organic
molecules. Recall the illustration in Fig. 1.3 and we see there is no substrate or crystal
to maintain the donor and acceptor levels. The donors and acceptors, together with
the linkage units will form an many-body excited state together. Compared with
other methods, PHM analysis can provide more information. Having the detailed
analysis via PHMs, we can make a comparison between PDPP-BBT and TDPP-
BBT based on the function of the linking unit. Although benzene and thiophene
are very similar in chemical property, they behave differently according to the PHM
analysis. The thiophene works much closer to BBT than the phenyl. It opens up the
communication between BBT and DPP.
Here let us briefly summarize the PHMs of the two monomers.
1. The electrons are excited starting from the DPP unit on both monomers.
2. Phenyl is a confinement to the DPP unit while the thiophene works together
with the BBT for allowing the charges move across.
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3. By checking all the snapshots for both monomers we see: e-h binds on the
diagonal for PDPP-BBT (white separation); holes stays on the diagonal for
TDPP-BBT (no white separation).
4. Wider electron acceptor and hole acceptor features for TDPP-BBT.
The points listed above are the straightforward for the PHM analysis and can be seen
instantly. Recall the discussions of the observed features:
1. The DPP, thiophene and phenyl have diagonal features to start with.
2. The off-diagonal of the DPP is more significant on the TDPP-BBT, not in the
amplitude, but in shapes.
3. Roughly the same amount of electrons and holes appear in the diagonal region
for PDPP-BBT while for TDPP-BBT the major elements on the diagonal are
holes.
4. For the acceptor features, both electrons and holes are redirected to DPP in
PDPP-BBT, but either electrons or holes are redirected to DPP in TDPP-BBT.
So we can see that there are better CT features (off-diagonal shape) on TDPP-BBT,
though the “engine” on both cases is the DPP unit. The DPP unit in TDPP-BBT
allows electrons/holes to move further, but the DPP unit in PDPP-BBT keeps the
electrons and holes bound. In addition, thiophene, as a linkage unit, “manipulates” the
electrons and holes much better for the received electrons and holes (wider acceptor
features). If we recall the solar cell mechanism in Chapter 1, we see the thiophene as
the linkage unit, the interface, accomplished the task of the interface on some level.
Now let us review the process described by Fig. 1.2: the excition created via the
external electrical field will drift to the D-A interface, and be decomposed by the
D-A interface. The whole process is shown clearly in the PHMs for the monomers.
the exciton and diffusion corresponds to the electron and hole acceptor features. The
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Figure 6.29: PDPP-BBT (upper) and TDPP-BBT (lower) dimer
D-A interface is the region where the acceptor features are concentrated. The D-A
interfaces in our case are mainly the linkage units. Though without the source and
drain we don’t have a procedure to show how the “micro engine” works, PHM analysis
is a better illustration based on the ab initio calculations.
6.3.2 DPP Based Organic Dimers
In addition to the monomer calculation, dimer calculation is also important. This
allows us to study whether the dimerization enhances some features for predicting the
properties of the polymers. In experiments, the polymer can be easily obtained and
measured, but not the monomer. The dimer set up is shown in Fig. 6.29. The dimer
repeats the features for monomers on some level, but there are some new features.
Fig. 6.30 shows snapshots for both dimers which are taken following the previous
rules. The whole PHMs for dimers can be separated into 16 regions. Apparently,
there are 4 active regions on the dimer along the diagonal for both cases. They
correspond to the BBTs and DPPs. With respect to these oscillation maxima, the
previous discussion still holds, and one can find the corresponding features in either
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half of the dimer. But there are also important differences.
First, the BBT unit in the PDPP-BBT dimer PHM shows a slightly enhanced
donor feature. The feature extends to the hole dimer. But in contrast, the TDPP-
BBT dimer PHM shows the donor feature is also enhanced but not extended to the
hole region of the molecule, which stops at the DPP unit within each monomer. This
is still reasonable. Since according to the previous discussion, the phenyl shields the
DPP unit to some extent, the phenyl-DPP-phenyl structures are the same for both
BBT units. However, the thiophene linking provides localized linking between the
thiophene and the second 5-ring on BBT. Such linking in TDPP-BBT is localized
and will not be extended to the dimer. So the dimers illustrate that the BBT works
for the whole PDPP-BBT dimer, but BBT works for its neighboring DPP only for
the TDPP-BBT dimer.
Second, the extension of the acceptor feature near DPP in both cases is clear.
Since in all cases, the DPP is always the most active unit, it is not surprising to see
the acceptor feature extending to the dimer.
Overall, the TDKS-PHM for dimers shows some enhancement. This means that
the dimerization or even the polymerization will promote the overall charge motion.
The PHM for such a short period of simulation time does not show the mechanism of
the global motion of charges on the polymer; in any case the global motion needs to
have the geometry relaxation involved. Because the dynamics in conjugated polymers
is electron driven, the PHMs for the dimer can be viewed as the “initial condition”
of the atom dynamics. Due to limitations of the computational power, the molecular
dynamics simulation would take hundreds of times more computational time than our
simulations [46]. So we can only make a reasonable prediction here. In TDPP-BBT,
since each DPP-BBT pair are more closely related, the Coulomb force will bring them
closer to each other. So in the polymer, every donor-acceptor pair will be closer than
the distance between different pairs. Thus the symmetry is broken just like the single-
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(a) Snapshots for PDPP-BBT dimer. The extended
vertical bar shows the enhancement of the donor fea-
ture.
(b) Snapshots for TDPP-BBT dimer.
Figure 6.30: Snapshots for PDPP-BBT dimer (upper) and TDPP-BBT dimer (lower).
double bond alternation in PA polymer. Unlike the PA, such effect is not a static
effect since the DPP-BBT interaction is shown only when the electrons are excited.
Before we move on to the next subsection, the absorption spectrum out of the
TDDFT calculation shows a red shift from the monomers to the dimers. This is easy
to see from the fundamental concept of quantum mechanics. When a potential well
becomes wider and wider, individual energy levels move more closely together.
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Figure 6.31: Responsivity of PDPP-BBT (left) and TDPP-BBT (right).
6.3.3 Experimental results and Explanation
When we sum up the previous discussions, we see the TDPP-BBT has stronger
donor features and broader acceptor features. These are definitely advantages for
the CT, because the stronger donor feature and stronger acceptor feature indicates
the stronger coupling between the donor and acceptor. In contrast, the PDPP-BBT
contains a less active donor and the mechanism of CT for the BBT is more passive.
The linking unit clearly affects the function of BBT in the monomers or dimers. In
addition, the broader acceptor features will separate the electrons and holes further
apart. Though it is not shown in the PHMs how the separation affects the CT since
the simulation is done within a finite system and a short time, charge harvesting and
geometry relaxation could benefit more from a wider electron hole separation.
In the experiment, Dr. Guha’s group measured the photo responsivity of the
PDPP-BBT and TDPP-BBT polymers. In the experimental set up, the current
will be created via PDPP-BBT and TDPP-BBT polymer when exposed to lights.
Normalized to the absorption spectrum, Fig. 6.31 shows the responsivity spectrum of
the two polymers. Roughly, TDPP-BBT responsivity is 20 times more than PDPP-
BBT.
The experimental results indicate the PHM analysis can be a good start of the
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polymer analysis. The whole problem could, in principle, be completely solved via
studying the electron dynamics with molecular geometry relaxation. Due to the
properties of conjugated polymers, the two dynamics are not independent. Usually
the electronic excitation is the driving force of the whole process. So studying the
PHMs for the electrons will give us a general idea about the relationship of the orbitals
with respect to the chemical units.
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Chapter 7
Summary and Concluding Remarks
7.1 Advantages over Other Visualization Methods
The central idea of the PHM is that it is to be used as an add-on or post-processing
utility tool to a many-body theory, and it hence depends on how well a theory handles
the electron-electron interactions. The PHM provides details of the excitation forma-
tion, especially for CT excitations. In organic CT study, we see that the PHM can
show information which is normally ignored or unavailable. With the PHM features
reading, one can identify the roles of the chemical units. Thus one can understand
how the linkage units or the interfaces work. In what ways, then, is the PHM superior
to other visualization methods?
• Particle-Hole Map vs. HOMO-LUMO wave function plots
The wave function plots give us a straightforward image of an excitation, but it works
only in simple cases. If a density fluctuation mode can be completely described by
the HOMO and LUMO squared difference, then there is no need for creating the
PHMs, unless one wants to see what the dimensional reduction can bring. But the
general case is that, when we do linear response, the normalized eigenvector of the
linear response theory contains several single-particle contributions of an excitation,
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and there are usually more than a single component. The PHM can collect all the
small components in a single snapshot. Sometimes, even some component is just
1% in the linear response analysis, but it still provides a significant point on the
PHM. Roughly, the PHM is a collection of all the possible excitations with all the
contributions shown.
• Particle-Hole Map vs. Electron Localization Function
The idea behind the ELF is the conditional probability. But ELF focuses on the
relations of two electron locations at the same time. PHM focuses on the relations of
the electron locations for the past and present. Besides, the connection of the PHM
to the single particle densities can be formally exact. The discussion of different
conditional probabilities is in Chapter 3. Briefly, ELF is for bonds and structures,
PHM is for excitations.
• Particle-Hole Map vs. Transition Density Matrix with Atomic Orbitals
TDM in atomic orbitals is generated via the summation of the occupation numbers
in an excitation process as Eq. (1.5) and Eq. (1.6). Due to the property of the atomic
basis, every basis wave function is localized around an atom. The eigenvector of the
TDHF-RPA in Eq. (1.4) clearly shows each component between a basis pair. One can
do calculations with the eigenvector elements for the transition, but that completely
ignores the contribution from the Gaussian orbitals. The spatial dependency comes
about because the atomic basis is centered at atoms. By contrast, the PHM expression
is completely spatial based and contains the information of the atomic orbitals. For
example, when the excitation is localized on some specific atomic orbital, PHM gives
the density difference but the TDM in atomic orbitals gives a number. In addition,
the partition of the PHM is very flexible, but the partition for the TDM is tied to
the atomic orbitals.
• Particle-Hole Map vs. Electron-Hole Correlation Function
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The EHCF is a mixture of the occupation difference picture and the density differ-
ence picture. It starts from the multiplication of the electron wave function and the
hole wave function out of the occupation difference picture and mixes them with
the excitation component coefficient out of the BSE formalism. This is essentially a
direct application of the 1-TDM. If we assume the eigenvector of BSE can be used
to reconstruct an approximate many-body state, then we see the connection to the
1-TDM. Similarly, in a Kohn-Sham system, if one treats an excited state as a su-
perposition of Kohn-Sham Slater Determinants and substitutes into the definition of
1-TDM (Eq. (3.7)), then one has an expression which is very similar to the EHCF.
The TDM has been discussed in Chapter 3 and we point out that it is not a clear
picture for the single excitations. Comparing with the PHM, we see that the TDM
and the EHCF use the approximated many-body wave function directly. In PHM,
decomposing the system into many individually evolving single particle orbitals is a
physically more intuitive approach.
Overall, the TDM and the EHCF do not give clear pictures of the correspond-
ing statistical explanations based on the the definition, simply because the statistical
concept is not applicable in these cases. The TDM cannot be interpreted as a prob-
ability picture for violating the fundamental property of the probability. The EHCF
(Eq. (1.7)) is supposed to integrate to unity. But we can see that neither always hold
from the TDM perspective, nor can one prove it with the EHCF definition. So the
definition of the PHM satisfies the statistical properties naturally.
In summary, we see the advantages of the PHM serving as a visualization tool.
The information which is contained in the map is well defined statistically. Moreover,
the PHM works independently of the unerlying many-body theory. If the theory is
formally exact, then the horizontal and vertical integral of the PHM are formally
exact. Thus, one can easily have a general idea about how the error is involved into
the PHM through the many-body theory. Last but not least, since the ground state
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density is determined by the geometry, and the PHM shows the connection of the
ground state density and excited density fluctuation, the PHM can be used to study
the atomic geometry contribution towards the excitation of a physical system. And
it is an approximated description of Fig. 1.2 from an ab initio calculation.
7.2 Outlook: Particle-Hole Map with Molecular Dy-
namics
Back to the organic solar cell analysis, there are three missing pieces in the puzzle of
organic solar cell design as we explained in the motivation (Fig. 1.1). They are the
photo conversion to photoluminescence, electric power and heat. The PHM can be
used to understand the photoluminescence from an electron-hole recombination point
of view. We see how the interface separates the electrons and holes from different
units and we can estimate the recombination. It is intuitive that a well separated
electron and hole can reduce the recombination as well as enhance the CT. So the
two pieces can be understood via the PHM. Heat, as the last piece, is related to
the molecule vibration which cannot be modeled easily but is very important in
conjugated polymers. Therefore, we can extend the PHM in a molecular dynamical
way with TDKS propagation with Ehrenfest theorem [47] implemented for molecular
dynamics for example.
Let us briefly discuss it. There are two major ideas of the molecular dynamical
extensions for the PHM. First, we can define the PHM with respect to the instan-
taneous ionic positions. This means computationally, for each molecular shift, one
can calculate the corresponding ground state MOs. Then we can make the PHM
based on these orbitals. Thus the TDKS-PHM shifts correspondingly. In the molec-
ular dynamic case, one can plot the location of the nuclei on the same map with the
corresponding coordinates to study the change of the electrons and holes following
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the geometry of the nuclei. Second, one can change the box partition. The atomic
centered partition can be used in the dynamic simulation, but the partition changes
with the time. The TDKS-PHM can be build with the initial MOs and the current
MOs. This gives a picture where the CT is emphasized more than the atomic motion.
These are possible ideas that can be pursued in future work.
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Appendix A
Kohn-Sham coefficients conversion
In practice, one propagates Kohn-Sham orbitals in the Time-dependent Kohn-Sham
Equations. Thus, ϕ0i (x) → ϕi(x, t). For reasons of simplicity, the Time-dependent
Kohn-Sham orbitals ϕi(x, t) are stored by projecting them onto ground state Kohn-
Sham orbitals ϕ0j(x). For these projection coefficients, if writing in a matrix, we
have:
αij = 〈ϕi(x, t)| ϕ0j(x)
〉
(α) =

α11 α12 α13 · · · α1M
α21 α22 α23 · · · α2M
α31 α32 α33 · · · α3M
...
...
... · · · ...
αN1 αN2 αN3 · · · αNM

(A.1)
N is the number of Time-dependent Kohn-Sham orbitals and M is the number
of ground state Kohn-Sham orbitals plus virtual Kohn-Sham orbitals which works
as a complete, orthogonal basis. For better information keeping, M > N and M
must be sufficiently large. i.e. more basis orbitals are required than Time-dependent
Kohn-Sham orbitals. In order to do that, one needs to solve the Kohn-Sham system
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by using density functional theory first. Then, the virtual Kohn-Sham orbitals can be
calculated by solving the Hamiltonian with the corresponding exchange-correlation
potential as a functional of all ground state Kohn-Sham orbitals. So for each time
step, one will have M ×N complex coefficients.
On another perspective, ground state and virtual Kohn-Sham orbitals can be
substituted into a Slater Determinant to form the Kohn-Sham many-body state,
|Φi(x1,x2, · · · , xN)〉. Similarly, one can calculate the Time-dependent Kohn-Sham
many-body state via the Slater Determinant of Kohn-Sham orbitals (Eq. (4.9)).
One can also the project |Φ(x1,x2, · · · , xN , t)〉 onto |Φi(x1,x2, · · · , xN)〉.
Ai(t) = 〈Φ(x1,x2, · · · , xN , t)| Φi(x1,x2, · · · , xN)〉 (A.2)
So, if one works with Kohn-Sham orbitals, one gets an M ×N coefficient matrix,
det(αij) at each time step. On the other hand, when one uses the M basis to obtain
Slater Determinants as many-body basis, one gets different M × N coefficients Ai.
Such two projection strategies describe a same system evolution. The connection is
as follows:
Ai→a =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
α11 · · · α1,i−1 α1,a α1,i+1 · · · α1N
α21 · · · α2,i−1 α2,a α2,i+1 · · · α2N
α31 · · · α3,i−1 α3,a α3,i+1 · · · α3N
... · · · ... ... ... · · · ...
aN1 · · · aN,i−1 aN,a aN,i+1 · · · aNN
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
(A.3)
It describe a transition from single-particle orbital i to a. i ≤ N and N < a ≤M .
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A.1 Direct Proof
One can calculate the wave function and make a comparison. In this subsection, we
discuss 2 and 3 orbital cases are provided. For the N orbital case, the procedure is
exactly the same. The 2 electron case:
Φ(x1, x2) =
1√
2
[ϕ1(x1)ϕ2(x2)− ϕ1(x2)ϕ2(x1)]
At some time, the Kohn-Sham many-body state evolves, ϕi → ϕ′i. Then the wave
function becomes Φ′(x1, x2) = 1√2 [ϕ
′
1(x1)ϕ
′
2(x2)− ϕ′1(x2)ϕ′2(x1)].
But we can always expand ϕ′is in the basis of ϕi. Thus we have: ϕ′1(x) =∑
βiϕi(x), ϕ′2(x) =
∑
γiϕi(x). Then we can substitute the expansions into the
wave function:
Φ′(x1, x2) =
1√
2
[
∑
βiϕi(x1)
∑
γjϕj(x2)−
∑
βiϕi(x2)
∑
γjϕj(x1)]
=
1√
2
∑
i,j
βiγj[ϕi(x1)ϕj(x2)− ϕi(x2)ϕj(x1)]
=
∑
i,j
βiγj{ 1√
2
[ϕi(x1)ϕj(x2)− ϕi(x2)ϕj(x1)]}
=
∑
i,j<i
βiγj{ 1√
2
[ϕi(x1)ϕj(x2)− ϕi(x2)ϕj(x1)]}
+
∑
i,j>i
βiγj{ 1√
2
[ϕi(x1)ϕj(x2)− ϕi(x2)ϕj(x1)]}
+
∑
i
βiγi{ 1√
2
[ϕi(x1)ϕi(x2)− ϕi(x2)ϕi(x1)]}
In the 3rd term everything are canceled. For a further simplification, the first
term needs to be shifted by exchanging the indices i and j . Then we end up with:
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Φ′(x1, x2) =
∑
i,j>i
βjγi{ 1√
2
[ϕj(x1)ϕi(x2)− ϕj(x2)ϕi(x1)]}
+
∑
i,j>i
βiγj{ 1√
2
[ϕi(x1)ϕj(x2)− ϕi(x2)ϕj(x1)]}
=
∑
i,j>i
(βiγj − βjγi){ 1√
2
[ϕi(x1)ϕj(x2)− ϕi(x2)ϕj(x1)]}
The Slater Determinant basis appears at the end of the equation. When we check
the coefficient, we see the result for the 2 electron case:
αm = βiγj − βjγi =
∣∣∣∣∣∣∣
βi βj
γi γj
∣∣∣∣∣∣∣
3 electron case works similarly to the 2 electron case. Start from the Slater Deter-
minant for 3 electrons (before and after propagation). Then substitute the expansions
of ϕ′s into the wave function and follow the rule for simplification: exchange j and
k for the 2nd term; exchange j and i for the 3rd term; for the 4th term use j → i,
k → j and i → k; for the 5th term use k → i, i → j and j → k; for the 6th term
exchange k and i. In some cases the negative sign comes from the rule of column
switching in a determinant. So it ends up with a equation as follows:
Φ′(x1, x2, x3) =
∑
i>j>k
(βiγjδk − βiγkδj − βjγiδk + βkγiδj + βjγkδi − βkγjδi)
× { 1√
6
[ϕi(x1)ϕj(x2)ϕk(x3) + ϕi(x2)ϕj(x3)ϕk(x1) + ϕi(x3)ϕj(x1)ϕk(x2)
− ϕi(x1)ϕj(x3)ϕk(x2)− ϕi(x2)ϕj(x1)ϕk(x3)− ϕi(x3)ϕj(x2)ϕk(x1)]}
Then we see the result similar to the previous result for the 2 electron case:
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αm = βiγjδk − βiγkδj − βjγiδk + βkγiδj + βjγkδi − βkγjδi =
∣∣∣∣∣∣∣∣∣∣
βi βj βk
γi γj γk
δi δj δk
∣∣∣∣∣∣∣∣∣∣
These calculation shows the determinant relation clearly. For the systems with
more electrons, the same method holds.
A.2 Proof with Cauchy-Binet formula
From the literature, we can also find the Cauchy-Binet formula for the proof of
Eq. (A.3). With the help of matrix algebra, we can simplify the expression for Kohn-
Sham orbitals:

ϕ1(x, t)
ϕ2(x, t)
ϕ3(x, t)
...
ϕN(x, t)

N×1
=

α11 α12 α13 · · · α1M
α21 α22 α23 · · · α2M
α31 α32 α33 · · · α3M
...
...
... · · · ...
αN1 αN2 αN3 · · · αNM

N×M

ϕ01(x)
ϕ02(x)
ϕ03(x)
...
ϕ0M(x)

M×1
(A.4)
By adding more columns into the first and last column vector in Eq. (A.4), one
can make the matrix contain the same elements as the Slater Determinant:
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
ϕ1(x1, t) ϕ1(x2, t) ϕ1(x3, t) · · · ϕ1(xN , t)
ϕ2(x1, t) ϕ2(x2, t) ϕ2(x3, t) · · · ϕ2(xN , t)
ϕ3(x1, t) ϕ3(x2, t) ϕ3(x3, t) · · · ϕ3(xN , t)
...
...
... · · · ...
ϕN (x1, t) ϕN (x2, t) ϕN (x3, t) · · · ϕN (xN , t)

N×N
=

α11 α12 α13 · · · α1M
α21 α22 α23 · · · α2M
α31 α32 α33 · · · α3M
...
...
... · · · ...
αN1 αN2 αN3 · · · αNM

N×M

ϕ01(x1) ϕ
0
1(x2) ϕ
0
1(x3) · · · ϕ01(xN )
ϕ02(x1) ϕ
0
2(x2) ϕ
0
2(x3) · · · ϕ02(xN )
ϕ03(x1) ϕ
0
3(x2) ϕ
0
3(x3) · · · ϕ03(xN )
...
...
... · · · ...
ϕ0M (x1) ϕ
0
M (x2) ϕ
0
M (x3) · · · ϕ0M (xN )

M×N
Here we can use the Cauchy-Binet formula:
det(AB) =
∑
S∈

[N ]
M

det(A[M ],S)det(BS,[M ]) (A.5)
This shows a global picture of how the Time-dependent Kohn-Sham many-body
wave function project onto the Kohn-Sham Slater Determinants. The inverse conver-
sion is discussed in Chapter 5, via the eigenvalue solving of the 1-RDM.
121
Appendix B
Partition Order: Equivalent on wave
function level and on map level
Suppose a simple PHM which is constructed by two wave functions. Numerically, the
wave functions can be written explicitly as vectors (a1, a2, a3, a4, · · · ) and (b1, b2, b3, b4, · · · )
with grid number G. Assume we use a partition method: breaking the grids in
the whole simulation space into boxes with 2 grid points each. Such as: ϕ =
(a1, a2, a3, a4, · · · ) with a corresponding partitioned version ϕpart = (a1+a22 , a3+a42 , · · · ).
Here we can compare to see if the order makes any difference. Recall the definition
of PHM which is obtained via a tensor product:
Ξ(a, b) =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

b1
b1
b1
b1
...

(a1, a2, a3, a4, · · · )
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
2
=
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

a1b1 a2b1 a3b1 a4b1 · · ·
a1b2 a2b2 a3b2 a4b2 · · ·
a1b3 a2b3 a3b3 a4b3 · · ·
a1b4 a2b4 a3b4 a4b4 · · ·
· · · · · · · · · · · · · · ·

2G×2G
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
2
First, we partition the wave function first, then make the outer product:
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∣∣∣∣∣∣∣∣∣∣

b1+b2
2
b3+b4
2
...
 (a1 + a22 , a3 + a42 , · · · )
∣∣∣∣∣∣∣∣∣∣
2
=
∣∣∣∣∣∣∣∣∣∣

a1+a2
2
b1+b2
2
a3+a4
2
b1+b2
2 · · ·
a1+a2
2
b3+b4
2
a3+a4
2
b3+b4
2 · · ·
· · · · · · · · ·

G×G
∣∣∣∣∣∣∣∣∣∣
2
Second, we calculate the partitioned map based on the original outer product,
Ξ(a, b):
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

a1b1 a2b1 | a3b1 a4b1 · · ·
a1b2 a2b2 | a3b2 a4b2 · · ·
− − − − −− −−− −−−
a1b3 a2b3 | a3b3 a4b3 · · ·
a1b4 a2b4 | a3b4 a4b4 · · ·
· · · · · · · · · · · · · · ·

2G×2G
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
2
→
∣∣∣∣∣∣∣∣∣∣

a1b1+a2b1+a1b2+a2b2
4
a3b1+a4b1+a3b2+a4b2
4
· · ·
a1b3+a2b3+a1b4+a2b4
4
a3b3+a4b3+a3b4+a4b4
4
· · ·
· · · · · · · · ·

G×G
∣∣∣∣∣∣∣∣∣∣
2
It is clear that they are identical. So we can also apply the logic for all types of
boxes and conclude that the order of partitioning and tensor product does not affect
the result of PHM.
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Appendix C
Two particle illustration for
non-participate states
For illustration purposes, let us assume there are 2 spinless electrons in a single particle
picture with 3 Kohn-Sham levels. The initial state is Φ0(x, x′) = 1/
√
2[ϕ01(x)ϕ
0
2(x
′)−
ϕ02(x)ϕ
0
1(x
′)]. At time t1, the electron which stays at the lower energy level never feels
any external field (like the inner shell electrons), but the electron which lives on the
higher energy level is excited, ϕ2(x, t1) = 1/
√
2[ϕ02(x) + ϕ
0
3(x)]. Since ϕ1 is the one
we can ignore, we should get a Particle-Hole Map which contains no ϕ1(x) at all. By
ignoring the ϕ1, the expected map is
Ξ(x, x′) =
(
1/
√
2[ϕ02(x
′) + ϕ03(x
′)]ϕ02(x)
)2
− (ϕ02(x′)ϕ02(x))2 (C.1)
However, if we take ϕ2(x, t1) to build Φ(x, x′, t1) and build the Kohn-Sham Slater
Determinant, we have a result like this:
Ξ(x, x′) =
(
1/
√
2ϕ03(x
′)ϕ02(x) + 1/
√
2[ϕ01(x
′)ϕ01(x) + ϕ
0
2(x
′)ϕ02(x)]
)2
− (ϕ01(x′)ϕ01(x) + ϕ02(x′)ϕ02(x))2 (C.2)
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By comparison between Eq. (C.1) and Eq. (C.2), we see:
In Eq. (C.2), the first term is the 1-TDM term squared for the excited electron
only, while the second term is the ground state density matrix term for the same
electron. The other excitation-free electron does not contained in the expression as
it should. But in Eq. (C.2), the first orbital does shown up twice. To avoid any
unphysical terms, the terms who contains ϕ01 must cancel each other. Unfortunately,
the formula which directly following 1-TDM does not satisfy the cancellation
Such a illustration indicates that the 1-TDM is an improper way for the visual-
ization purpose for many-body systems.
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Appendix D
Iterative eigensolver
An iterative eigensolver is targeted for calculating the lowest/highest few eigenvectors
and eigenvalues of a super large matrix. We commonly see the Steepest Descent
method and Conjugate Gradient method. In order for the implementation, the matrix
vector product must be defined and it can be an implicit procedure. This is extremely
important for the Hamiltonian calculation, since each time, the gradient at some
spatial point must be calculate via the finite difference method and the calculation
requires several nearest neighbor points. All the process can be hidden into the matrix
vector production function call. But such a design will slow down the calculation
performance due to the cache as a load-process bottleneck. So one needs to balance
the memory and performance for using a indexed matrix-vector production function
or just use sparse matrix.
The lowest/highest eigenvector can be achieved to a high precision. Starting by a
initial guess, the loop steps of the Steepest Descent method are:
1. r = A.v − (v.A.v)v
2. α = r.r/(r.A.r)
3. v = v − αr
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Figure D.1: Illustration of the Steepest Descent method as an iterative eigensolver
for solving a 3× 3 matrix.
4. v = v/ |v|
For the vectors other than the lowest/highest, one can use Gram–Schmidt method
to subtract the converged lower eigenvectors from the initial guess or subtract in
the iteration loop. Then one can still use the same iteration to find other eigenvec-
tors. Apparently, such an orthogonal method will cause a decrease in accuracy. The
higher/lower the eigenvector is the lower the accuracy is.
Fig. D.1 is the illustration of the Steepest Descent iteration for a 3 element vector,
v. Since the vector must normalize to 1, there are two freedoms in fact. The vector
can be written as (x, y, 1−√x2 − y2). The matrix to solve is ({ {-1, 0, 3}, {0, -6, 1},
{3, 1, -10} }). The contour of v.A.v is plotted as a function of x, y. One can see the
green dots moves to the maximum in 4 iterations.
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Appendix E
Particle-Hole Map Implementation:
an Add-on for Octopus 4.1.2
Open source software Octopus has been used by many groups. It featured by the
real time simulation of the density evolution via solving TDKS equations. In the
input file, one can set calculation mode to “gs”, “unocc”, “casida”, “td”, etc for the
calculation of ground Kohn-Sham states (DFT), virtual Kohn-Sham states, linear-
response via solving Casida Equation, time evolution, etc. It is an ideal software for
the implementation of the TDKS-PHM.
Initially, the plan of the implementation is adding an additional output mode onto
the time evolution. Later on, considering the need of different partition attempting
and the speed up options, I finally made a decision of adding a new calculation
mode. The prerequisite of calculating a TDKS-PHM is the td calculation finished and
TDOutput is set to td_occup. Because in such a way, all the Kohn-Sham orbitals
can be kept via saving the projection coefficient of the TDKS orbitals to the ground
state orbitals.
Running the new “ph_map” mode will load the file “xxxtd.general/projections”
file for reconstructing the TDKS orbitals. Then the definition of TDKS-PHM will be
128
used for TDDFT calculation. Since it is still under development, right now there are
only several parameters to change:
• PHmapPartitionMode. As planned, there will be 3 of them: box partition,
atomic center partition and user defined partition. Only the box partition is
finished by now.
• PHmapPartitionStrategy. This option sets the detail of the partition. When
using the box partition, this option gives the box numbers along x, y, z direc-
tions.
• PHmapTimeDependent. This is a logical option. It should be set to “true” since
the Casida-PHM is not done yet.
• PHmapTDEvery. Tells how many steps to skip before calculating the PHM.
• PHmapCasidaDomain. This option is still not finished but it will set which
Casida-PHM is going to created. It will work after the Casida-PHM implemen-
tation.
Above is the plan of the PHM implementation. It will be upload to the developers
when the method passes more tests.
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Appendix F
Full Names of PDPP-BBT and
TDPP-BBT Polymers
• TDPP-BBT polymer Chemical name: poly{2,60-4,8-dihexyloxybenzo[1,2-b;3,4-
b]dithiophene-alt-2,5-dihexyl-3,6-bis(5-thiophen-2-yl)pyrrolo[3,4-c]pyrrole-1,4-dione}
• PDPP-BBT polymer Chemical name: poly{2,60-4,8-dihexyloxybenzo[1,2-b;3,4-
b]dithiophene-alt- 2,5-dihexyl-3,6-bis-(4-phenyl-1-yl)pyrrolo[3,4-c]pyrrole-1, 4-dione}
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