In the frequency allocation problem, we are given a cellular telephone network whose geographical coverage area is divided into cells, where phone calls are serviced by assigned frequencies, so that none of the pairs of calls emanating from the same or neighboring cells is assigned the same frequency. The problem is to use the frequencies efficiently, i.e. minimize the span of frequencies used. The frequency allocation problem can be regarded as a multicoloring problem on a weighted hexagonal graph, where each vertex knows its position in the graph. We present a 1-local 33/24-competitive distributed algorithm for multicoloring a hexagonal graph, thereby improving the previous 1-local 7/5-competitive algorithm.
Introduction
A fundamental problem concerning cellular networks is to assign sets of frequencies (colors) to transmitters (vertices) in order to avoid unacceptable interferences [2] . The number of frequencies demanded at a transmitter may vary between transmitters. In a usual cellular model, the transmitters are the centers of hexagonal cells and the corresponding adjacency graph is an induced subgraph of the infinite triangular lattice. An integer d(v) is assigned to each vertex of the triangular lattice and will be called the demand (or weight ) of the vertex v. The vertex weighted graph induced by the subset of the triangular lattice of vertices of positive demand is called a (vertex weighted) hexagonal graph. The phenomenon of hexagonal graphs and its multicoloring arises naturally in studies of cellular networks.
A proper multicoloring of G is a mapping f from V (G) to subsets of integers such that |f (v)| = d(v) for any vertex v ∈ V (G) and f (v) ∩ f (u) = ∅ for any pair 1-Local 33/24-Competitive Algorithm for Multicoloring Hexagonal Graphs of adjacent vertices u and v in the weighted graph G. The minimum number of colors needed for a proper multicoloring of G, χ m (G), is called the multichromatic number. Another invariant of interest in this context is the (weighted) clique number, ω(G), see formal definition in Section 2. It is well known that χ m (G) ≥ ω(G) and that it is NP-complete problem to decide whether χ m (G) = ω(G) [6] . There was a lot of work done on finding approximation algorithms that imply upper bounds for the multichromatic number of hexagonal graphs.
An assumption that naturally arises in hexagonal graphs which model cellular networks is that each vertex is aware of its location. In this paper so called klocal algorithms for multicoloring hexagonal graphs are studied. An algorithm is k-local if the computation at any vertex v uses only the information about the demands of vertices at distance at most k from v.
A framework for studying distributed online assignment in cellular networks was developed in [5] . A distinction between online and offline algorithms was introduced and the definition of p-competitive algorithm was given as well. In the offline version of the problem the demands are fixed and known in advance while in the online version the demands may change over time, motivated by the fact that the number of calls within the cell in the network changes. Here we will consider only the offline version as we develop an algorithm that multicolors a hexagonal graph with known demands at vertices. Online version is only mentioned in the corollary that follows directly using result of [5] . Finally, an algorithm is p-competitive if it uses at most p times as many colors (frequencies) overall as the optimal offline algorithm would. In the same paper [5], a 3/2-competitive 1-local, 17/12-competitive 2-local and 4/3-competitive 4-local algorithms were outlined. Later, a 4/3-competitive 2-local algorithm was developed in [9] . The best ratio for 1-local case was first improved to 13/9 [1], and later to 17/12 [12] and to 7/5 [13] . In this paper we develop a new 1-local algorithm which uses no more than 33 24 ω(G) + O(1) colors, implying the existence of a 33/24-competitive algorithm.
It may be worth mentioning that the approximation bound for multicoloring algorithms on hexagonal graphs χ m (G) ≤ (4/3)ω(G) + O(1) [6, 8, 9] is still the best known, both for distributed and not distributed models of computation. In view of this one can naturally take 4/3 as (maybe too ambitious) goal ratio for 1-local algorithms. With this assumption, our improvement from 7/5 to 33/24 can be calculated by the following formula which is a considerable improvement. Evaluating the previous improvements from 3/2 to 13/9 to 17/12 to 7/5 by the same formula gives 33.3%, 25% and 20%, respectively. Our algorithm substantially differs from the algorithms in [1] and [9] which are composed of two stages. At the first stage, a triangle-free hexagonal graph with weighted clique number no larger than ω(G)/3 is constructed from G, while at the second stage an algorithm for multicoloring a triangle-free hexagonal graph
