Quantifying coronal magnetic field remains a central problem in solar physics. Nowadays the coronal magnetic field is often modelled using nonlinear force-free field (NLFFF) reconstructions, whose accuracy has not yet been comprehensively assessed. Here we perform a detailed casting of the NLFFF reconstruction tools, such as π-disambiguation, photospheric field preprocessing, and volume reconstruction methods using a 3D snapshot of the publicly available fullfledged radiative MHD model. Specifically, from the MHD model we know the magnetic field vector in the entire 3D domain, which enables us to perform "voxel-by-voxel" comparison of the restored and the true magnetic field in the 3D model volume. Our tests show that the available π-disambiguation methods often fail at the quiet sun areas dominated by small-scale magnetic elements, while they work well at the AR photosphere and (even better) chromosphere. The preprocessing of the photospheric magnetic field, although does produce a more force-free boundary condition, also results in some effective 'elevation' of the magnetic field components. This 'elevation' height is different for the longitudinal and transverse components, which results in a systematic error in absolute heights in the reconstructed magnetic data cube. The extrapolations performed starting from actual AR photospheric magnetogram are free from this systematic error, while have other metrics comparable with those for extrapolations from the preprocessed magnetograms. This finding favors the use of extrapolations from the original photospheric magnetogram without preprocessing. Our tests further suggest that extrapolations from a force-free chromospheric boundary produce measurably better results, than those from the photospheric boundary.
INTRODUCTION
The magnetic structure of the solar corona plays a key role in all of the solar activity, yet direct measurements of the coronal magnetic field are extremely difficult to make. Instead, the field strength and direction are measured at the photospheric (or possibly chromospheric) boundary; specifically, the vector fields are measured from full-Stokes polarized intensity of Zeeman sensitive spectral lines with circular polarization providing lineof-sight field strength and linear polarization providing the transverse field. Then, to assess the coronal magnetic field, these measured photospheric fields are extended into the corona through potential or force-free field extrapolations. Starting with Sakurai (1981) , these extrapolations have reached nowadays a high level of sophistication (see reviews by Sakurai 1989; Amari et al. 1997; Wiegelmann 2008; Wiegelmann & Sakurai 2012; Wiegelmann et al. 2014) .
Although most of the extrapolation methods work well on reproducing available analytical NLFFF solutions (e.g., Low & Lou 1990) , which are static and relatively simple morphologically, the assessment of the methods on realistic dynamical cases having a lot of spatial complexity is still limited (De Rosa et al. 2009 ). Since a straightforward 'voxel-by-voxel' comparison between the NLFFF reconstructed data cube and real data cannot be performed given the lack of the coronal magnetic field diagnostics, a number of indirect tests is typically employed. These can be comparison of a subset of a selected magnetic field lines with the EUV loops or computing various metrics describing the field 'forcefreeness'. However, comparison with the bright EUV loops allows for only a morphological comparison and only for a small fraction of the volume, where such loops are present, but does not allow quantitative assessment of the magnetic field vector components. Force-free metrics computed for various instances of the extrapolated data cubes are comparably imperfect and, thus, they do not offer an easy way of favoring one or another extrapolation method. DeRosa et al. (2015) considered the effect of the spatial resolution of the base magnetogram on the quality of the coronal magnetic field reconstruction with alternative extrapolation methods. They found that the result of an extrapolation is sensitive to the spatial resolution of the input base map and the alternative codes yield noticeably different magnetic data cubes. Thus, the casting of the competing extrapolation methods using available coronal diagnostics remains inconclusive, since no true comparison of the reconstructed and real magnetic field can be performed in 3D domain. Nevertheless, direct tests of the NLFFF coronal reconstruction tool performance with the use of modern, highly realistic spatially complex 3-dimensional (3D) MHD models of a fragment of solar atmosphere can be performed and, thus, are called for.
In this study we employ a publicly available outcome (en024048 hion, http://sdc.uio.no/search/simulations, Carlsson et al. 2016 ) of an advanced 3D radiation magnetohydrodynamic (RMHD) code Bifrost (Gudiksen et al. 2011) to perform comprehensive tests of various steps used for the coronal magnetic modeling: (i) π-disambiguation of the measured transverse magnetic field; (ii) preprocessing of the photospheric magnetic field; and (iii) NLFFF extrapolation from the bottom boundary up to the coronal volume. In each step we make a comparison between available alternative codes: either two different methods or two alternative implementations of the same methods for the steps mentioned above.
RMHD MODEL DATA CUBE
Bifrost is a flexible and massively parallel code for general purposes developed by Gudiksen et al. (2011) . The Bifrost-based RMHD Model of Carlsson et al. (2016) , en024048 hion, represents realistic simulations of the solar outer atmosphere with a magnetic field topology similar to an enhanced network area on the Sun. The simulation data cubes used in this work were obtained from the Hinode Science Data Centre Europe for the publicly available timespan of 1590 s.
Overview of the Data Cube
The simulation covers a physical extent of 24 × 24 × 16.8 Mm, with a grid of 504 × 504 × 496 cells, extending from -2.4 Mm below the photosphere, which corresponds to Z = 0 Mm, to 14.4 Mm above the photosphere. It encompasses the upper convection zone, photosphere, chromosphere, and the lower corona. The horizontal axes have an equidistant grid spacing of 48 km, the vertical grid spacing is non-uniform, with a spacing of 19 km between Z = −1 Mm and Z = 5 Mm. The spacing increases toward the top of the computational domain to a maximum of 98 km. The magnetic topology is defined by two opposite polarity patches separated by 8 Mm with an average unsigned strength of ∼50 G in the photosphere, representing two patches of quiet-Sun network. The simulation includes optically thick radiative transfer in the photosphere and low chromosphere, parameterized radiative losses in the upper chromosphere, transition region and corona, thermal conduction along magnetic field lines, and an equation of state that includes the effects of non-equilibrium ionization of hydrogen. The Bifrost code solves the equations of resistive MHD on a staggered Cartesian grid but the published data cubes for en024048 hion have the variables specified at the cell centers.
One of the simulation snapshots, the snapshot 385, has already been used in a series of papers to investigate the formation of the IRIS diagnostics (Leenaarts et al. 2013a,b; Pereira et al. 2013 Pereira et al. , 2015 Lin & Carlsson 2015) , the formation of other chromospheric lines de la Cruz Rodríguez et al. 2013; Štěpán et al. 2012 , 2015 , as well as to model continuum free-free emission from solar chromosphere (Loukitcheva et al. 2015a ) with the perspective of ALMA observations (Loukitcheva et al. 2015b (Loukitcheva et al. , 2017 .
As has been said, the available en024048 hion data cubes are specified on a nonuniform grid in the vertical direction, although most of the NLFFF approaches employ a regular grid, which has a number of computational advances including uniform precision of the spatial derivatives. In order to make the en024048 hion model compatible with the extrapolated data cubes, the original model grid was transformed to a uniform grid (with 48 km step along all three axes) by applying linear interpolation in vertical direction.
Given that the applicability of the force-free magnetic modeling relies on the dominant role of the Lorentz force in the overall balance of forces, we start with analysis of height distribution of the plasma parameter β = p kin /p B in the model volume. In Figure 1 we plot the range of the β values as a function of the model height using the original nonuniform grid and demarcate a number of characteristic levels for further references. Level H = 0 corresponds to the nominal photosphere in the model data cube. Since the model has been created to describe an enhanced network of the quiet sun, rather than a typical AR, the β values at the level of the nominal photosphere are, not surprisingly, much larger than those for an AR (Gary 2001) . Such a boundary condition, having an overall weak magnetic field with small-scale inserts of a larger field, represents a big challenge for the currently available methods of the coronal force-free modeling designed for ARs with relatively large-scale areas of the strong magnetic field, where the plasma parameter β although larger than one, is not exceptionally large.
Therefore, to emulate a photospheric boundary representative of a typical AR, we select a higher level, where the distribution of the plasma β is similar to that in a typical AR (Gary 2001) ; we call this level a 'typical AR β photosphere,' or just β-photosphere for short. Specifically, we define this layer as the lowest layer above the nominal photosphere, where 95% of the nodes have β < 10 2 . This level roughly corresponds to H β−ph ≈ 1 Mm; the exact height varies between the data cubes obtained with different binning factors (see section 2.2). Then, we define a chromospheric interface as the lowest layer where 95% of the nodes have β < 10 −1 , which is supposed to offer an ideal boundary condition for the force-free modeling. This level roughly corresponds to the height H chr ≈ 2.5 Mm. We return to more specific definition of these levels in the next section, while introducing rebinned data cubes with a lower spatial resolution.
Setup for the Testing
From the original magnetic data cube we initially created a new, uniform data cube with full resolution over x, y coordinates and a regular grid in z direction with the voxel height of 48 km equal to the pixel sizes in x, y direction, while entirely discarding the subphotospheric part of the data cube. This yields a new full-resolution data cube with a regular grid having cubic voxels, convenient for further manipulation and analysis, to which we refer to as 'original regular' data cube hereafter.
This new original data cube was then rebinned to produce lower-resolution data cubes 1 with the binning factors n = 2, 3, 4, 6, 7, 9. Apparently, a lower-resolution voxel includes n 3 original voxels. Therefore, for each new voxel we assign the mean values of the magnetic field components to represent these values in the center of the new voxel such as
1 All these data cubes with regular spacing as well as standard deviations are available at our project web-site: http://www.ioffe.ru/LEA/SF_AR/files/Magnetic_data_cubes/Bifrost/index. and the standard deviations δB α , where 
Figure 2. Line-of-sight (Bz) magnetograms at the level of nominal photosphere (top), β-photosphere (middle), and chromosphere (bottom) in the magnetic data cubes obtained from the original Bifrost model by rebinning the volume by factors of 2, 3, 4, 6, 7, and 9. Each set of six panels uses the same scale shown above the set.
This set of the data cubes with different resolutions represents the input for our tests. The distributions of z-component of the magnetic field for different binning factors at the nominal and β-photospheres and at the chromosphere are shown in Figure 2. 
Volume Properties of the Regular Data Cubes
There are a number of numerical characteristics, similar to those introduced by Wheatland et al. (2000) ; Schrijver et al. (2006) , which are used to evaluate to what extent the reconstructed magnetic field matches the force-free criterion:
and the divergence-free criterion:
where B is the model field; j is the corresponding electric current density, the summation is performed over the voxels of the computational grid (excluding boundaries), dx is the grid spacing; σ i is the sine of the angle between the magnetic field and the current density at the i-th node of the computational grid; θ is the angle averaged over all nodes, in the ideal case of the forcefree field it must be zero; θ j is a similar metrics but weighted with the electric current that means that contributions form strong currents dominate this metrics; f is a parameter characterizing the accuracy with which the magnetic field is divergence-free. Here we compute these metrics for the original regular data cube and for the data cubes obtained after the rebinning. Table 1 presents the metrics, calculated for the data cube set. For each data cube we present three sets of metrics. The first one is calculated for the entire data cube volume starting from the nominal photosphere. The two others are for subdomains that start at either β-photosphere or chromosphere levels. Independently of the binning factor, each metrics displays the same trend as a function of the subdomain used for the computation: from the full data cube to the chromosphere-limited subdomain, θ shows a minor decrease, while θ j decreases significantly, which is not surprising. Indeed, θ j is weighted with the current density, while the strongest currents concentrate near the bottom boundary. If this bottom boundary is located below the chromosphere, then the contribution from the non-forcefree field region dominates. Above the chromosphere the field corresponds to a force-free configuration with a reasonably high accuracy, though not exactly. It is interesting, that the divergence-free parameter f also improves when only the subdomain located above the chromosphere is taken into account, which, perhaps, originates from regridding the original nonuniform vertical grid to the uniform one used here. In addition, the prominent small-scale structure of magnetic field at the lower levels results in more significant errors in differential schemes used here to compute spatial derivatives.
All metrics are getting worse with the increase of the binning factor. The reason for that is the unavoidable increase of numerical errors of derivative computation. Indeed, rebinning the model data causes distortions and, thus, an increase of the divergence-free metrics f .
π-DISAMBIGUATION TESTS
Reconstruction of the coronal magnetic field starts typically from the magnetic vector data on the photospheric or, less common, chromospheric levels of the solar atmosphere. The magnetic vector measurements are performed using spectropolarimetry of Zeeman splitting of magnetic-sensitive optical or IR lines with circular polarization providing the line-of-sight component, while linear polarization providing the transverse component of the magnetic field vector. Apparently, only the azimuth angle, but not direction of the transverse component is being measured. This uncertainty of the transverse component direction is commonly called π-ambiguity (180
• -ambiguity), thus a method resolving this π-ambiguity is called for.
π-disambiguation methods
A number of disambiguation methods have been proposed (Metcalf 1994; Georgoulis 2005; Gosain & Pevtsov 2013; Crouch 2013; Rudenko & Anfinogentov 2014) , which differ in their approaches, performance, and speed. The detailed comparison of different methods can be found in comprehensive reviews (Metcalf et al. 2006; Leka et al. 2009 ). For our tests we selected the minimum energy (ME) solution (Metcalf 1994) , the so-called super fast and quality disambiguation (SFQ) method (Rudenko & Anfinogentov 2014 ) also known as new disambiguation method (NDA), and an acute angle (AA) method, which makes a choice by comparison of the azimuth with that of a 'reference' field (Metcalf et al. 2006) . The reference field can be a potential or linear force-free field, for example, but we employ a simple version of the AA method that utilizes a naive approach where the true transverse field direction is selected to be closer to the potential field.
The ME disambiguation 2 is based on simulated annealing (Metropolis et al. 1953) and is regarded as providing the highest disambiguation quality among other methods. However this method is rather computationally expensive. Our implementation of the ME method follows Metcalf (1994) with an improvement suggested by Leka et al. (2009) , namely with the initial 'temperature' varying from pixel to pixel depending on maximum temperature among all possible combinations of transversal field orientation of the neighbor pixels. In addition, this implementation adopts that for any pixel keeping its transverse field orientation reasonably long (typically, during 100 consecutive iterations), the ambiguity is treated "resolved" and the algorithm do not change its state over the remaining iterations. Thus, the number of analyzed pixels decreases with the number of iteration, which reduces the annealing time.
The SFQ method (Rudenko & Anfinogentov 2014) includes two steps: a preliminary disambiguation and a "cleaning" procedure. The former is a local comparison of the observed ambiguous field with the reference (potential) one. The comparison procedure is similar to that in the AA method. The discontinuities in this first order approximate solution are then cleaned out with an iterative procedure. On each iteration the transverse magnetic field is compared with its local average and inverted in those pixels where the alternative value is closer to the smoothed field.
Performance metrics for the π-disambiguation methods
To test the quality of π-disambiguation methods we used the following metrics (Metcalf et al. 2006) : pixel error E pix and flux error E flux :
where N is the total number of pixels and N err is the number of pixels where disambiguation method fails, B τ (x, y) is the absolute value of the transversal magnetic field in pixel (x, y), err and all are summations over those pixels where the disambiguation failed and over all pixels in the magnetogram, respectively, as well as the typical computation time. Note-In the "layer" column for each particular layer showed its level in the corresponding rebinned grid. BIFROST photosphere always correspond to zero level.
Comparison of the alternative approaches.
The π-disambiguation methods described above have been applied to all reference layers and all rebinned data cubes. Here we summarize there performance.
For the nominal photosphere (see Table 2 ), all tested methods fail to provide acceptable result. Both flux and pixel errors are of the order of 20 -30%, with only exception of large bin-factors and SFQ method, where the errors are about 10%; see Figure 3 . In most cases (but not always), both methods work better in areas of stronger magnetic field but fail in areas of weak smallscale field. This failure of all these methods originates from the fact that none of the methods is capable of correctly processing the very small magnetic elements with the size of the order of one pixel (salt and pepper patterns). This might have important implications for π-disambiguation of the magnetic field at the quiet sun areas, which is, in particular, a substantial part of the full-disk disambiguation in the SDO/HMI pipeline. Table 3 shows the test results for the level of typical AR β photosphere. At this level, the magnetic field becomes noticeably smoother than that at the nominal photosphere, and all methods improve their recovery success rate by at least an order of magnitude. AA pixel errors exceed 5% and the flux errors exceed 2%. SFQ and ME results are much better. On the finest grid the best quality is provided by SFQ, while the output of ME method contains an extended area where the transverse flux is inverted. For the grids with lower resolutions (bin 6 -9) this artefact disappears and ME outperforms SFQ. However, both SFQ (all bins) and ME (bins 3 -9) give flux error of 1% or less and, thus, their results can be used as boundary conditions for NLFFF extrapolations. In principle, it is tempting to use the π-disambiguation mismatches between the different disambiguation methods to reprocess those pixels, where two methods give opposite results, to improve the solution. However, as clearly seen from Figure 4 , there are a number of pixels, where both methods fail to recover the field azimuth, even though the total number of those 'bad' pixels is very small. Figure 4 demonstrates that the failures are not random, but occur in the areas, where the field is either weak or almost vertical or both. At the chromospheric level (Table 4) , the magnetic field is more horizontal and smooth enough, so it is disambiguated perfectly by ME (there are errors in several pixels only for bins 4 and 6). The SFQ method also works excellent and fails only in several tens of pixels giving flux error from 0.0001% to 0.01%, depending on the binning. AA also perform better on the smooth chromospheric (than the photospheric) field with the flux error about 1.5% for all bins.
These tests validate both ME and SFQ disambiguation methods at the β-photosphere and the chromosphere. This permits us to adopt that the π-ambiguity has been resolved perfectly, while performing further tests on the field preprocessing and extrapolation. Note, that in the present article we do not study dependence of the disambiguation accuracy on position of the data cube at the solar disk. Most of the disambiguation approaches tend to generate more errors towards the solar limb. Here, the SFQ method has an advantage. According to tests on real magnetograms observed close to the disk center and artificially rotated towards the limb, it maintains high accuracy even there (Rudenko & Anfinogentov 2014) , while other methods often produce artifacts in the transverse field components.
PREPROCESSING TESTS
Even the photospheric magnetic vector data with a perfectly resolved π-ambiguity represent a substantial challenge for the coronal magnetic field reconstruction. The problem is that the coronal modeling relies on the magnetic field force-freeness in the corona, which is dominated by the magnetic pressure (the plasma β is less than 1), while the photospheric magnetic field is not force-free given that β ≫ 1 there. To overcome this mismatch it has been proposed (Wiegelmann et al. 2006; Fuhrmann et al. 2007 Fuhrmann et al. , 2011 Jiang & Feng 2014) to modify the measured photospheric magnetogram in such a way that a new, 'preprocessed,' magnetogram is representative of a higher, chromospheric, height and, thus, more force-free than the original photospheric one. An appropriately performed preprocessing can facilitate the coronal field reconstruction by providing a boundary condition that is more suitable for a NLFFF extrapolation. The tests performed using available chromospheric diagnostics (Jing et al. 2010) confirm that the preprocessing is doing reasonably well; here we perform the tests of various available approaches to the preprocessing using the same modeling data cubes as above. Wiegelmann et al. (2006) proposed to preprocess the photospheric vector magnetogram data to drive the observed non-force-free photospheric data towards the suitable boundary condition in the chromosphere by minimizing a functional L prep :
Preprocessing approaches
where
Here, minimizing L 1 and L 2 terms ensures that the final magnetogram corresponds, as close as possible, to the force-free and torque-free conditions, respectively. L 3 term is responsible for the similarity of the preprocessed data to the original magnetogram, while L 4 term is responsible for the smoothing. Summations Σ p represent the surface integrals over all available grid nodes p at the bottom boundary; ∆ stands for the two-dimensional (2D) Laplace operator. The idea is to minimize L prep at once, so that all terms L n are getting small simultaneously. The weights µ n are unknown a priori; Wiegelmann et al. (2006) tested various choices for µ n and came up with a strategy on how to choose these weights; the default set of the weights is µ = [1, 1, 10 −3 , 10 −2 ]. Minimization of the functional is performed iteratively using Newton-Raphson scheme 3 (Press et al. 2007 ). Hereafter, we refer to our implementation of the preprocessing method developed by Wiegelmann et al. (2006) as TW preprocessing. Fuhrmann et al. (2007) proposed another form of functional (5) to be minimized. The distinctions are in the form of L 4 term (the smoothing was performed using a median filter instead of the differential Laplas operator in Wiegelmann et al. (2006) ), in varying the field only inside a given range defined by a field threshold value instead of considering L 3 , and in the minimization method selected-annealing simulation. Fuhrmann et al. (2011) have shown that the Wiegelmann et al. (2006) Jiang & Feng (2014) proposed a slightly different approach to the preprocessing that consists of two distinct steps. The first step produces a potential extrapolation starting from the photospheric vertical magnetic field component B z . Then, at a certain level, typically one pixel above the photosphere, the B z component is taken from the potential extrapolation, while a functional similar to Eq. (5) is formed for the transverse field components only, and is being minimized at the second step of the method. An apparent advantage of this approach is the ability to control the height level, to which the preprocessed magnetogram must correspond. For our tests we used the preprocessing code provided by the authors (Jiang & Feng 2014) with the default set of the weights µ = [1, 1, 10 −3 , 1] and with a few cosmetic modifications needed to ease the code running. In what follows, we refer to the preprocessing method of Jiang & Feng (2014) as JF preprocessing.
Performance metrics for the preprocessing codes
Preprocessing methods are supposed to modify the magnetic field vector measured at the photosphere to make it more compatible with the force-freeness of the magnetic field model in the corona. The corresponding modification of the photospheric field could either result in removing the force component from the magnetic field distribution without any noticeable change of the field strength, or, in addition to this removal, may yield the corresponding decrease of the field strength emulating an effective "elevation" of the field distribution up to a higher chromospheric level where the magnetic field does become a force free one.
Thus, we assess the preprocessing methods in the three following respects:
1. Has the magnetic field become significantly more force free after the preprocessing?
2. How close is the preprocessed field to the magnetic field in the BIFROST model?
3. Does the preprocessing cause an effective "elevation" of the field distribution up to a higher level?
The force-freeness of the preprocessed magnetic field is assessed using the L 1 and L 2 terms from (5). In this work, we quantitatively measure the preprocessing efficiency by calculating the logarithmic ratio of L 1 and L 2 parameters before and after the preprocessing: log 10
. The higher values of these parameters indicate more efficient removal of the force-carrying magnetic field component.
The consistency of the preprocessed magnetic field with the model one at a given level of the data cube can straightforwardly be assessed using the L 3 metrics in Eq. (5). To assess if any effective elevation has happened, we calculate this metrics using the Bifrost data from the same level and a few higher levels. We also use a few more useful metrics defined below:
• Normalized discrepancy between the preprocessed and observed field components
• Normalized discrepancy between the absolute value of the preprocessed and observed fields
• Average angle between the preprocessed and observed field
• Slope of the regression dependenceB = SB + b
• Correlation coefficient
Better preprocessing method is expected to give lower values ofL 3 , while the preferable values of the slope S and the correlation coefficient R are those closer to unity. If the preprocessed and the original fields are substantially different,L 3 will have a larger value. For instance, ifB ≡ 0 theL 3 metric will be equal to unity for any B. Therefore we will interpret the preprocessing results withL 3 ≥ 0.5 as unacceptable. Additionally, we calculate metrics (6)- (10) for the model magnetic field taken at the height of one voxel to nail down a possible effective elevation that can be a side or intended effect of the preprocessing.
Comparison of the alternative approaches.
Tables 6, 5, and 6 show the metrics describing how force-free are the boundary conditions produced by the two codes. For the nominal photosphere, all results haveL 3 > 0.5 meaning that the preprocessed field is strongly different from the original magnetogram. Therefore, we interpret the preprocessing results obtained for the nominal photosphere as incorrect and do not analyse them in what follows. For all levels and binning factors our implementation of the TW preprocessing (Wiegelmann et al. 2006 ) outperforms the JF preprocessing code (Jiang & Feng 2014) providing significantly more force-free results. However, the L 3 metrics are nearly the same for both codes, meaning that both solutions are comparably close to the input magnetic field.
The detailed quantitative comparison of the preprocessing results and the magnetic field in the Bifrost model is given in Tables 8 and 9 . We assess separately the full vector and the longitudinal and transverse components at two levels: the same level as the initial magnetogram and one level higher. E B metric (Eq. 7) indicates the discrepancy between the absolute values of the preprocessed and modeled magnetic field, while the difference in the directions of the fields is shown by A metric (Eq. 8). This metric shows that there is an effective field elevation caused by any of the JF (all bins) and TW (bins 4-9) preprocessing methods. The effect is more pronounced for the JF preprocessing especially at low spatial resolution (bin 9). However, the mean angle between the preprocessed and Bifrost field shows different behavior. One level elevation does not improve the mean angle metric for the JF preprocessing, while the TW method demonstrates slight improvement of it at bins 7 and 9. Being applied to the chromospheric level (even though this might not be needed in practice), JF preprocessing again demonstrates effective elevation in E B , while TW method shows no improvement at higher level in either absolute value discrepancy or in angle. JF and TW methods preprocess longitudinal and transverse magnetic field components differently. Therefore we assess the field components separately. For both longitudinal and transverse components we calculate the slope (Eq. 9) and correlation (Eq. 10) metrics. The former characterizes the absolute value of the field while the latter is to assess the spatial structuring of the field.
Both slope and correlation metrics show the presence of an effective elevation in the longitudinal component preprocessed using the JF method. Indeed, such a behavior is rather expected because the JF preprocessing fixes the longitudinal component to be equal to the potential field extrapolation results and does not optimize it. The transverse component is, however, elevated by a height exceeding the one voxel size (but less than the two voxel sizes). Therefore, there is a mismatch in the heights to where the longitudinal and transverse components are elevated in the JF method. This mismatch is primarily responsible for the mismatch in the angle between the preprocessed and the (one level up) model field mentioned above. After the TW preprocessing, the value of the longitudinal field becomes underestimated for the original level (S < 1) but overestimated for the +1 voxel level (S > 1), meaning that some effective elevation is present, but the elevation height is somewhere between 0 and 1 voxel. In contrast, the transverse component displays an elevation very close to the one voxel height; thus, the TW preprocessing also results in a mismatch in the elevation heights for the longitudinal and transverse components, likewise the JF method.
The JF preprocessing demonstrates better crosscorrelation metric R for the longitude component for all levels and binning factors, both at the photospheric and chromospheric heights. The cross-correlation coefficient for the transverse field is worth for both methods at all levels and heights. At high resolutions (bins 2-4) JF and TW show very similar results, while at low resolution (bins > 4), JF demonstrates higher correlation with the modeled field. This behavior is also demonstrated in Figure 5 in the form of two-dimensional histograms showing the scatter of the preprocessed field components versus the modeled ones.
Our tests show that both methods have their own advantages and disadvantages. TW preprocessing improves force-freeness metrics by many orders of magnitude, but significantly changes the field structure, especially for lower spatial resolutions, Figure 6 . It also effectively elevates the field, but the elevation height seams to differ from one voxel and differs for the longitudinal and transverse components. The JF preprocessing better saves the field structure for low resolution grids and more distinctly elevates the longitudinal field to the height of one voxel, but the output is not as force-free as for the TW method; in addition, the transverse component is effectively elevated by a height larger than the size of one voxel. These mismatches in the elevation heights for the field components revealed in both meth- Table 7 . Results of the preprocessing tests at the chromosphere ods, will then have negative impact on the fidelity of the NLFFF extrapolations.
NLFFF TESTS
Different approaches and algorithms of the NLFFF reconstruction proposed so far include the vertical integration method, the boundary integral method, the Euler potential method, the Grad-Rubin methods, and various kind of evolutionary methods, such as magnetofrictional and optimization methods (see, e.g., brief overview in Aschwanden 2005, Section 5.3.3). Correspondingly, a variety of computing codes employing one or another version of these methods have been implemented. Although it is certainly interesting to cast all or most of the available NLFFF reconstruction methods vs realistic MHD models, such a study would be highly excessive for a single paper. Here we focus on two different implementations of the optimiza- Table 9 . Chromosphere effective elevation test We do not consider modifications proposed by Wiegelmann & Inhester (2010) ; to address imperfection of real data because our paper attempts to evaluate the best achievable performance of the NLFFF extrapolation codes themselves, i.e., not affected by possible negative influence of the measurement errors or lacking data. Note-Bin -is binnging factor. Impl -is implementation of the optimization method. Four subsequent large columns contain numerical characteristics of reconstructed field. Column's title provide information of the starting layer and whether preprocessing was applied.
Description of the NLFFF optimization methods
In both implementations used in this paper the NLFFF reconstructions are performed following the optimization method (Wheatland et al. 2000) . The main idea of the optimization method is to transform some trial configuration of the magnetic field (usually a potential extrapolation from the bottom boundary) to a final force-free field configuration. This is achieved by minimization of the following, positively defined, functional:
where w(x, y, z) is a 'weight' function defined below.
It is obvious that if the magnetic field B has a forcefree configuration everywhere in the volume of interest V then L must be zero. In practice, the solution with L = 0 is hardly achievable, so minimization of the functional leads to an approximate force-free solution for the magnetic configuration. Solving the minimization problem (see Appendixes in Wheatland et al. (2000) ; Wiegelmann (2004) , for the detailed math) yields two equations, which optimize the magnetic field in the inner volume and on the boundaries of the computational domain.
The two implementations of the optimization method used in our study are different in how the boundary zone is treated. IM implementation takes into account both optimization equations as detailed by Rudenko & Myshyakov (2009) such as the magnetic field is allowed to reconfigure everywhere in the volume of interest including its top and side boundaries; w ≡ 1 in this implementation. The magnetic field at the bottom boundary, which represents the input magnetogram, remains fixed during the optimization. Having variable magnetic field at the top and side boundaries is potentially helpful, because, given that the NLFFF reconstruction is initiated with a potential configuration, fixing the potential field at these boundaries may have negative impact on the force-freeness of the reconstructed magnetic field.
The alternative, AS implementation follows Wiegelmann (2004) approach in selecting the weight function: w(x, y, z) = w x (x)w y (y)w z (z), where the factors w x (x) and w y (y) are both equal to 1 in the internal area of the simulation cube (0.1 − 0.9) · L x,y . In the buffer zone outside this internal area the factors w x (x) and w y (y) decrease towards zero as the cos-functions. The other factor, w z (z) = 1 for the heights (0 − 0.9) · L z and then goes to zero as the cos-function. The magnetic field at the top and side boundaries is frozen to be the potential one; the same as has been used to initialize the optimization. After each successful iteration the step is increased by a factor of 1.03, while after each unsuccessful iteration the step is reduced by the factor of 0.8. The optimization ends when the step has become less than 0.01 of the initial step.
One modification of the AS implementation relative to the original method is the selection of initial approximation for the magnetic field (that follows a multigrid extension proposed by Metcalf et al. 2008) : for the most sparse grid (bin 9 in our tests) the initial approximation is the potential field, while for each next, denser grid the initial field is taken as an appropriate interpolation of the final (NLFFF) state of the previous grid. The mentioned modifications optimize the simulation time but have almost no effect on the final metrics of the reconstructed NLFFF cube.
Alternative implementations has different time performances. Both codes spend comparable time for a single iteration. For example, in case of bin 9, IM code does ≈ 770 iterations per second, while the speed of AS code is ∼ 200 iterations per second (calculations were performed on 4 core 3.4 GHz processor). However, AS code has to make only about 2, 500 iterations in total to get the final result for bin=9 due to dynamically changed time step; the number of required iterations is getting significantly smaller (several hundreds) for the higherresolution grids as they use interpolated solution of the scarcer grid as the initial condition, which is a much better approximation to the reality than the potential extrapolation used for bin=9 case. IM code has a fixed time step, makes 10 5 iterations in total and even more for lower bin factors. Therefore AS implementation requires a considerably shorter computational time.
Metrics for evaluation of the NLFFF method performance
There are two questions we want to answer about the performance of our NLFFF extrapolation codes: (1) how close the final data cubes are to the targeted force-free state and (2) how well they reproduce the original field in the entire 3D domain. To address the first question we use the same metrics as we have used to evaluate the force-freeness of the original model field itself, Eqns (3)-(4).
To assess how close the NLFFF extrapolated data cube is to the corresponding model data cube, we use the "angular" metrics similar to Eqn (3):
where j is the electric current density, computed for reconstructed field, the summation is performed over the voxels of the analyzed volume subdomain, τ i is the cosine of the angle between the restored and model magnetic field at the i-th node of the computational grid; θ m is the angle averaged over all nodes, in the ideal case of the force-free field it must be zero; θ mj is a similar metrics but weighted with the restored electric current that ensures that the contribution form nodes with strong electric current dominates this metrics. For a voxel-tovoxel inspection we compute the local error (residual) ∆ α [j], the local relative error δ α [j], and local normalized residual χ (1) and (2), while B NLFFF,α is the corresponding component of the magnetic field obtained from the extrapolation. Here, to compute the relative error we take into account that after the cube rebinning the magnetic field in each voxel is only known to the accuracy of B α ± δB α . Thus, in the denominators of δ α [j] in Eq. (13) we use B α rather than B α ; otherwise, in 'singular' points, where B α in the denominator is very close to zero, such a metrics would artificially underestimate the accuracy. However, to compute a similar metrics for the absolute value of the magnetic field vector, we do not add any δB because the absolute value is never too close to zero in the analyzed volume.
To characterize the extrapolation performance in a given subdomain, which can be, for example, a given layer or the entire data cube, we use the normalized rms residual ∆ rms , the normalized rms error δ rms , and 'effective χ 2 ' metrics defined as
where the summation is performed over the subdomain of the data cube 5 used for the analysis; N vox is the total number of voxels in the selected subdomain. The normalized rms residual, Eq. (15), is similar to metrics (7) used to evaluate the preprocessing performance; this metric gives more weight to the voxels, where the magnetic field is strong. In contrast, metric (16) gives equal weight to any voxel, with either strong or weak field. The χ 2 metrics weights the voxel in accordance with the uncertainty to which the magnetic field is known in the given voxel.
NLFFF extrapolations from the chromospheric boundary
We expect that any extrapolation approach will perform best if the bottom boundary condition is close to being force-free. Thus, testing the extrapolation performance from the nearly force-free chromospheric layer will characterize the true potential of the given extrapolation code itself. For this reason we begin our tests from the NLFFF data cubes extrapolated from the chromospheric level. Table 10 presents angular metrics that characterize the force-freeness of the reconstructed field (the angles θ and θ j ) and its closeness to the original model field (the angles θ m and θ mj ) computed for the entire 3D volume above the bottom boundary and excluding the top and side buffer zones. It is interesting that the IM code provides a more force-free magnetic field than the one in the model: the corresponding values θ and θ j in Table 10 are systematically lower than those in Table 1 . This implies that the dynamics and the finite gas pressure in the coronal volume described by the MHD model produce a measurable deviation of the coronal magnetic field from the force-free state, while the NLFFF optimization drives the magnetic data cube towards another, more force-free, solution. Nevertheless, the extrapolated field is reasonably close to the model one; see θ m and θ mj metrics. In contrast, the field restored with the AS code is less force-free than the model one, which is likely a negative effect of the fixed top and side boundary conditions and the buffer zone employed in this method. correlation plots in the form of 2D histograms superimposed on the y = x diagonal line. These plots suggest that the performance of the extrapolations improves for higher binning factors; in particular the 'clouds' in the area of poorer restored weak field values (around zero) are bigger for the smaller binning factors. Comparison between the two methods suggests that the IM approach works better for small magnetic field values, while for large magnetic field both methods perform comparably or, sometimes, the AS method performs marginally better. We will return to this comparison later. Figures 10, 11 give a clear visual idea of the optimization code performance at three layers: one close to the bottom of the cube, another one-in a middle height, and the last one-close to the top buffer zone in the AS code (for fair comparison of the methods we exclude the same buffer zone in both AS and IM cases). The error (2nd and 4th columns) of the magnetic field reconstruction slightly increases with height: although the scale of the error variation is almost the same at all of the three presented levels, −2 G ∆ z 2 G, the areas occupied by blue or red colors (indicating bigger errors) increase with the height. As a result, the relative error (3rd and 5th columns) increases with the height noticeably: the green area where the relative error is within ±10% is getting smaller with height. The relative error is get-ting large at neutral lines (i.e., where the magnetic field is about zero) at any layer, even at the one closest to the bottom.
At the low heights the two competing methods perform comparably well: although the AS methods shows smaller error in the middle of the plot, where the magnetic field is reasonably large, it also produces some artifacts close to the boundaries, which is not surprising given that the method employs a buffer zone at the boundary regions. It is, however, interesting, that at the intermediate heights the AS method provides a bigger green area in the plot, where the relative error of the field reconstruction is within 10 %, than the IM method, although the IM method outperforms the AS one at higher heights. A qualitatively similar picture is observed for two other components of the magnetic field: B y (Fig. 11) and B x (not shown).
The fact that we created our model data cubes by rebinning the original data cube implies that the magnetic field value B α in a given voxel is only known to the accuracy B α ± δB α defined by Eqns (1), (2); thus, even the most precise field reconstruction would only recover the field to this accuracy. Stated another way, an ideally perfect reconstruction would have χ 2 α [j] ∼ 1 and χ 2 eff,α ∼ 1. We evaluated the χ 2 eff,α metrics for our extrapolation data cubes and found them to be much larger than 1 in all cases. Inspection of the inputs used to compute χ 2 eff,α metrics shows that the δB α from Eqn. (2) are very small implying that the magnetic field in the model volume is known with very high accuracy even after rebinning. No reconstruction can be performed with that high accuracy; so the formal χ 2 test fails.
However, the reconstruction often provides the accuracy of 10-30% (see Figures 10, 11) , which is fully acceptable for most of the practical applications, even though it is not that perfect as the accuracy of the original model field. To further quantify that, Figure 12a ,b shows the height dependence for the normalized rms error of the absolute value and all components of the magnetic field for a representative set of three different binnings. A few observations can be made from this Figure . Firstly, the performance of both methods improves from small to large bin factors. Given that Figures 10 and 11 contain domains with the local error larger than 70%, the rms error can be rather large, especially at higher heights. Secondly, reconstruction of the B y component is not that good as for B x or B z components. This is an outcome of asymmetry of the original model, in which the B y values are systematically smaller than other components. Thirdly, the absolute value of the magnetic field is recovered much better than any single component of the field, which looks unexpected but as we show below this is an outcome of large errors coming from the weak field contributions. And finally, we find that the IM code works on average better than the AS code, while extrapolation is being made starting from the chromospheric magnetogram; see Table 11 for the level-by-level comparison of the normalized rms error in the case of bin=9. We believe, this is a direct outcome of taking into account the equations for the force-free field boundaries of the modeling cube: having an almost force-free field bottom boundary conditions at the chromospheric level is better consistent with the forcefree boundaries (IM) than with the buffer zone with the potential boundaries (AS).
The absolute values of the normalized rms errors are rather large, which is the outcome of large errors in recovering small (close to zero) values of the field components. To explicitly demonstrate that, we turn to the normalized rms residual, which is weighted with the strong field contributions. Figure 13a ,b displays the height dependence of the normalized rms residuals for IM and AS codes respectively; see Table 12 for the level-by-level comparison of the normalized rms residual in the case of bin=9. This plot and the Table confirm that the magnetic field is recovered more accurately in the voxels with the large magnetic field. In particular, now the absolute value of the field and its components are restored with a comparable accuracy (although the transverse components often display a bigger error than the longitudinal component). This metric only slightly depends on the grid resolution because the most numerous voxels with a weak field (which are more numer- ous for higher resolution data cubes) give only a weak contribution to this metric. The two methods recover the absolute value and B z component comparably well, but the IM code outperforms the AS one in recovering the transverse components (especially, B x ). In all cases the normalized rms residual for the absolute value |B| and vertical component B z is within 20% while for the transverse components-within 40%. Overall, we can conclude that these extrapolations from the force-free chromospheric level work rather well.
NLFFF extrapolations from the β-photospheric boundary
For the extrapolation from the β-photosphere boundary (without preprocessing) we computed the same metrics as for the chromospheric case. The angular metrics Table 10 show generally the same trends as for the chromosphere, but with larger values of the angles, which is expected. Again, the IM code often produces more force-free data cube than the model one. Figures 7-9c ,d display the cross-correlation between the restored and model field in the volume above the β-photosphere (the buffer zone excluded). Although the scatter around the y = x diagonal is larger than in the chromospheric case, the distribution follows the y = x dependence remarkably well for all components of the magnetic field. This is highly important because this tells us that the NLFFF extrapolations, even when start from a nonforce-free photospheric boundary, preserve the correct height scale, which is essential for all tasks that include the model-to-data comparison. Not surprisingly, the normalized rms error and residual are bigger, while extrapolating from the photosphere compared with the chromospheric case. In particular, Figure 13c ,d that the normalized rms residual metrics for the photospheric case are roughly by a factor of twothree larger that those for the chromospheric case. A qualitative difference between the former and the latter is that now we see a relatively big jump at the curves just above the bottom boundary. This jump is an immediate result from the conflict between the forced photospheric boundary, which is not allowed to change, and the implied force-free condition above this level: in fact, a few more layers above the β-photosphere are also not forcefree; thus, the restored field noticeably deviates from the model one there.
Another interesting observation is that here the AS method works better than the IM one for the absolute value |B| and the vertical component B z , although not so well for the transverse components, especially-for B x , while the B y component is recovered comparably imperfect by both methods. This mismatch in the accuracy of restoration of various components of the magnetic field is a likely cause of the large angle error in the AS extrapolation code. We conclude that the extrapolation from the (β-)photospheric level works acceptably well for many practical applications, even though measurably less perfect than the extrapolation from the chromospheric level; see Tables 11 and 12 for the levelby-level comparison of the normalized rms error and residual in the case of bin=9.
NLFFF extrapolations from a preprocessed boundary
Finally, we tested extrapolations from the photospheric level after its preprocessing; specifically, we used both preprocessed methods for both IM and AS extrapolation codes. Now, unlike the cases without preprocessing, we include the bottom (preprocessed) layer in the metrics computation given that it was modified compared to the original model field. Table 10 shows that there is no coherent behavior of the metrics vs model grid resolution. Sometimes, but not always, the overall field is getting more force-free than without preprocessing (better θ metric), while less force-free in the subvolume with a strong electric field (worse θ j metric).
For the IM code the use of any preprocessing improves agreement between the restored and model field for smaller binning factors (higher grid resolution): the TW preprocessing works better for the bins 3 and 4, while the JF one works better for larger bin factors, where the extrapolation with the preprocessings shows only marginal improvement (if any) compared with the extrapolation without preprocessing.
However, the prize we pay for this marginally improved angular metrics is the corrupted height scale, which is vividly demonstrated by Figures 15-17 . Specifically, the magnetic field extrapolated from the JF preprocessed boundary condition shows a nice y = x pattern for the B z component, while deviates from that for both B x and B y components, which underestimate the magnetic field in the volume. In contrast, the use of the TW preprocessed boundary condition overestimates the magnetic field components, but not equally: the B z component is clearly stronger overestimated than the transverse ones, which almost follow the y = x regression in some cases. Figure 18 reveals one more problem with the field reconstruction starting from a preprocessed boundary: the field restoration error is large starting from the very bottom layer with the normalized rms residual exceeding 10-15% in many cases, especially for the case of TW preprocessing. We believe that this happens because the magnetic field becomes overly smooth due to the preprocessing (this smoothing is stronger for the TW preprocessing, see Section 4 and, specifically, Fig. 6 ; the amount of smoothing can be reduced by lowering the µ 4 parameter; however, it is well beyond our study to optimize the choice of the preprocessing parameters). At somewhat higher layers, where the field in the model is smooth itself, the metric decreases and, thus, the field is more accurately reconstructed at the intermediate heights compared with the low height; see Tables 13 and 14 for the quantitative level-by-level comparison of the normalized rms error and residual in the case of bin=9 reconstruction from the preprocessed boundaries. Overall, the whole variety of the tests does not justify the use of preprocessing of the photospheric boundary given that a marginal or no improvement in the volumetric metrics is achieved at the expense of the height scale corruption.
DISCUSSION & CONCLUSIONS
Here we have demonstrated that a realistic MHD model, in the presented case-a en024048 hion simulation (Carlsson et al. 2016 ) obtained with the Bifrost code (Gudiksen et al. 2011) , can be very efficiently used to cast various tools used for the coronal magnetic field reconstruction. In particular, we have evaluated the performance of the π-disambiguation codes, magnetogram preprocessing codes, and NLFFF extrapolation codes developed following the optimization method (Wheatland et al. 2000) .
We have found that the currently used π-disambiguation codes work pretty well at the AR photosphere and chromosphere, but often fail at the quiet sun photosphere. This can become important when the question of the magnetic field at the quiet sun is specifically addressed. Here we are primarily interested in the performance of the reconstruction tools in ARs; thus, we adopted that the π-ambiguity has been perfectly resolved.
Then, we have assessed the performance of two different preprocessing approaches aimed to improve the bottom boundary condition toward force-freeness. Although the tested preprocessing codes do produce a more force-free boundary, there is an unsolicited byproduct of these preprocessings-the poorly controlled elevation of the magnetic field components, which are different for the longitudinal and transverse field components. This mismatch results in a poorly controlled systematic error in the height scale in the extrapolated data cube.
On the other hand, comparison between the volumetric metrics of the magnetic data cubes extrapolated from the photospheric level either with or without preprocessing are not much different from each other, while extrapolation without preprocessing preserves the correct height scale. From this perspective, we conclude that the use of NLFFF extrapolation from the actual photospheric magnetogram (without any preprocessing, at least, when noise in the data does not represent a problem) is preferable. We have to note, however, that this conclusion is based only on the tests performed with the 'standard' parameters µ i , i = 1...4, specified for the two alternative preprocessing method. It is well possible that there are combinations of the parameters µ i , which ensure a consistent elevation of the magnetic vector components by exactly one voxel (or another integer number of voxels) along with suppressing noise in the data, which might be helpful. But searching for such optimized combinations is clearly beyond the scope of this study.
Finally, we compared to each other the results of NLFFF extrapolation using two different versions of the optimization method-one that uses the weighting function and the other one that employs the full set of NLFFF equations (including the one for the top and side boundaries). Although we found the metrics of the two codes to be comparable, still the codes that utilizes the full set of the NLFFF equations works systematically better than the one with the weighting function. We believe that this is because the use of the full set of equations is better consistent with the assumption of the field force-freeness than the presence of the boundary buffer zone with the potential boundary conditions at the top and side boundaries.
