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ABSTRACT
Data collected in biological experiments comes in all shapes and sizes, including DNA and
protein sequences, mRNA counts, spatial interactions, protein annotations, phenotypic images and
so on. In order to make sense of this myriad of data, novel statistical methods are needed to not
only model the biological data, but also to assess the accuracy of predictions. In this thesis, I
present three research studies that perform statistical analysis in the benchmarking, assessment
and modelling of genetic data, demonstrating diversity of bioinformatics research. The approach
taken here is to tailor statistical methods for specific data types.
To provide quality benchmark data for phenotypic image processing and assessment, a Gen-
eralized Linear Mixed effects model was used to compare the performance of different groups of
people (lay people recruited through Amazon Mechanical Turk versus experts) in their efficacy to
highlight key elements in phenotypic images collected from corn fields. The analyzed images were
then used as ground-truth for the training and testing of automated methods. We concluded that
properly managed crowdsourcing can be used to establish large volumes of viable ground truth data
at a low cost and high quality, especially in the context of high throughput plant phenotyping.
To assess the quality of computational protein function predictions, the third Critical Assess-
ment of Functional Annotation (CAFA) was launched to evaluate predictions in the form of a
community challenge. Each protein is associated with multiple functions represented by Gene On-
tology terms (labels). These ontological terms form a hierarchical structure, and the frequency
of each term is not distributed uniformly among different proteins. Precision-recall based assess-
ment metrics were not enough to account for the non-uniform prior distribution of this multi-label
problem, so semantic-distance based methods were developed for better model assessment. We
concluded that while predictions of the molecular function and biological process annotations have
slightly improved over time, those of the cellular component have not. Term-centric prediction of
xvi
experimental annotations remains equally challenging; although the performance of the top meth-
ods is significantly better than expectations set by baseline methods, it leaves considerable room
and need for improvement. The CAFA community now involves a broad range of participants with
expertise in bioinformatics, biological experimentation, biocuration, and bio-ontologies, working
together to improve functional annotation databases, computational function prediction, and our
ability to manage big data in the era of large experimental screens.
To model the spatial dependency of gene expression on the 3D structure of the genome, a Poisson
Hierarchical Markov Random Field model (PhiMRF) was developed for gene expression data that
accounts for the pairwise spatial interaction from HiC experiments. The quantitative expression of
genes on human chromosomes 1, 4, 5, 6, 8, 9, 12, 19, 20 , 21 and X all showed meaningful positive
intra-chromosomal spatial dependency. Moreover, the spatial dependency is much stronger than the
dependency based on linear gene neighborhoods, suggesting that 3D chromosome structures such
as chromatin loops and Topologically Associating Domains (TADs) are indeed strongly correlated
with gene expression levels. The results both confirm and quantify the spatial correlation in gene
expression. In addition, PhiMRF improves upon the stochastic modelling of gene expression that is
currently widely used in differential expression analyses. PhiMRF is available at https://github.
com/ashleyzhou972/PhiMRF as an R package.
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CHAPTER 1. GENERAL INTRODUCTION
The advent of high-throughput experimental techniques has generated exponential growth in
genetic data. Not only has the sheer amount of data grown within this field, there has also been
a broad diversification in the types of data available (Kanehisa and Bork, 2003). These biolog-
ical data can have diverse forms, including DNA and protein sequences, annotations, expression
profiles, structures, interactions, as well as phenotypic characterizations. Such an expanded set of
types of biological data requires novel methodologies to answer complicated biological questions.
Statistical modelling is an essential form of abstraction for such biological information, as it is
able to account for the inherent stochasticity of the living cells and the potential bias from the
experimental procedures that generated the data.
In this thesis, I present three studies that tackle three different kinds of genetic data: phenotypic
image, functional annotation and genomic spatial interactions. Moreover, the studies follow two
distinct procedures performed for data analysis in bioinformatics: benchmarking and modelling.
Benchmarking It is paramount that before drawing any conclusions from statistical predic-
tions, we assess the accuracy of the model by evaluating predictions against a ground-truth or
gold-standard. Benchmarking refers to the practice of establishing testing cases with true labels,
against which predicted labels are to be compared. In computational biology, benchmarking often
also refers to both assessing and ranking a number of methods based on the same ground-truth
dataset and assessment metric (Aniba et al., 2010). High-quality ground-truth data are sometimes
hard to acquire and may require manual curation. An example of such a case is image data,
where the correct label for an image cannot be obtained automatically and requires curation. The
Broad Bioimage Benchmark Collection (BBBC) is one such curated database for microscopy images
against which image-analysis algorithms can be tested and validated (Ljosa et al., 2012). Another
key element in benchmarking is the assessment metric itself. In a classic regression or classification
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framework, established assessment metrics such as Mean Squared Error (MSE) or the Receiver
operating characteristic (ROC) curve are used to compare the predicted against the true data.
However, for other non-numeric data types, more sophisticated assessment metrics are needed. For
example, the Robinson-Foulds metric is a distance-based metric to compare the topology of two
phylogenetic trees (Robinson and Foulds, 1981). Chapter 2 of this thesis is focused on curating
ground-truth data for phenotypic images, while Chapter 3 is focused on assessing and comparing
different methods for protein functional annotations.
Modelling Statistical modelling refers to the development of an appropriate statistical repre-
sentation of the data-generating process (Cox, 2006). Such representation involves random variables
that are connected with certain measurements in the biological system and distributions that dic-
tate how the random variables behave. Statistical inference helps us understand the biological
process through estimation of key parameters as well as predicting future or unobservable events.
Statistical modelling is an important building block of bioinformatics and computational biology.
It is a scientific framework for link data and biological hypotheses. Through accepting or rejecting
these hypotheses, we can gradually get closer to the true state of biological systems. One prominent
example of statistical modelling for protein sequences is the use of Hidden Markov Models (HMM)
for multiple sequence alignment (Eddy, 1998). Chapter 4 of this thesis proposes a novel statistical
model for RNA-seq data accounting for spatial gene positions.
A common theme among these examples is the recognition that statistical methods should be
application-specific and developed based on the biological context. In the following three sections
of this chapter, each corresponding to the three subsequent chapters, I will introduce the biological
context that motivated each chapter, followed by introduction of the statistical methodologies used.
In the last section of this chapter, I will outline the organization of this thesis.
3
1.1 Benchmarking Phenotypic Images
1.1.1 Biological context
Associating genotypes with phenotypes has been at the center stage of genetic research since its
dawn. In crop genetics, the focus of such association is on the selection and improvement of certain
phenotypic traits, contributing to global food security and eliminating famine. The forward genetics
approach, widely adopted by plant breeders, is one such example, where desirable phenotypic traits
were selected before their genetic cause (markers) were identified and preserved (Jankowicz-Cieslak
and Till, 2015). In recent years, advances in imaging using digital cameras, satellites and unmanned
aerial vehicles (UAV) have enabled the high-throughput collection of field images, providing insights
for breeders on a significantly larger scale (Shakoor et al., 2017; Yang et al., 2017; Fahlgren et al.,
2015). This advance is also coupled with the increase in computational power and data storage
technology (Bolger et al., 2019).
From these high-throughput images, a variety of phenotypic information can be gathered, such
as plant height, leaf color, chlorophyll content, biomass and yield. However, the extraction of the
quantitative measurements of these traits from field images is not a trivial task. Several steps
are involved in the processing of high-throughput images, including segmentation, outlier removal,
feature extraction and classification (Zhang et al., 2017). The field of computer vision, aided
by sophisticated machine learning algorithms is heavily applied in these steps (Mochida et al.,
2019; Ubbens and Stavness, 2017). For example, to extract corn tassels from images taken in
a corn field, Kurtulmuş and Kavdir (2014) provided the first Support Vector Machine (SVM)
based software for automated tassel identification under field conditions. Lu et al. (2015) fur-
ther characterized the tassel region with different traits of interest via various computational ap-
proaches. In both of the aforementioned corn tassel identification studies, the training dataset
for the machine learning algorithm was manually annotated. Manual annotation of images by
an expert is time-consuming and can significantly limit the size of the training dataset. Stan-
dard datasets are available from the International Plant Phenotyping Network (IPPN, https:
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//www.plant-phenotyping.org/datasets, Minervini et al. (2015, 2016)), but annotations are
only available for the tasks of plant detection, leaf detection and leaf count. In order to generate
more annotations for the ground-truth data used in both training and testing of high-throughput
phenotyping, scientists have been recruiting untrained individuals to perform these well-defined
tasks (Giuffrida et al., 2018a).
In Chapter 2, I describe our efforts in recruiting untrained individuals for the identification of
corn tassel regions in field images. We evaluated and compared the performance of these individ-
uals, as well as the performance of machine learning algorithms using these crowd-sourced image
annotations as training data.
1.1.2 Statistical methods
Precision and recall The concepts of precision and recall are commonly used to assess the
accuracy of classifications. We define True Positives (TP) as the set of instances that are correctly
predicted. False Positives (FP) are the set of instances that are predicted but not true. False
negatives (FN) are those that are not predicted but are true. Precision is defined as TPTP+FP ; the
ratio of true positives to all predicted instances. Recall is defined as TPTP+FN ; the ratio of true
positives to all true instances. In a hypothesis testing framework, with the null hypothesis being
all true instances are predicted, the false positives are equivalent to Type I errors, while the false
negatives are equivalent to Type II errors.
In Chapter 2, precision and recall are used to measure the minimum bounding box drawn by
users against gold standard boxes. The minimum bounding box is defined as the smallest enclosing
box in area that includes all tassels regions. The task can therefore be seen as classifying the pixels
on the images to whether they belong in a tassel region or not. In Chapter 3, precision and
recall are used to measure the predicted Gene Ontology (Ashburner et al., 2000) labels against the
experimentally annotated labels for different proteins.
Linear mixed effects model A linear model establishes statistical correlation between a
response variable y and explanatory variables x1,x2, . . . ,xp; p = 1, 2, . . . . The correlation is es-
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Figure 1.1: Schematics of precision and recall.
Image by Walber (2014)
tablished by assigning coefficients β1, β2, . . . to explanatory variables, and the response can be
expressed as a linear combination of the coefficients, i.e., yi = β1xi1 + β2xi2 + · · · + βpxip for
i = 1, 2, . . . , n, for a total of n observations. If the coefficients are fixed and non-random, they are
considered fixed effects.
A mixed effects model is a linear model that contains both fixed effects and random effects.
R. A. Fisher first proposed a random effects model to study Mendelian Inheritance (Fisher, 1919).
The distinction between random and fixed effects is that a random effect changes according to the
specific instance of data, and the coefficient symbolizing the random effect is considered a random
variable. Therefore, mixed effects models are often used in data where the instances are clustered,
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or measured repeatedly. A random effects model could also be considered a hierarchical model,
discussed in Section 1.3.2.
Here I provide a general formulation of a linear mixed effects model: y = Xβ + Zu + e,
where X is a matrix of known constants, consisting of values in the explanatory variables, β
is a vector of parameters representing the fixed effects, Z is a matrix of known constants, u
is a vector of parameters representing the random effects and e is a vector of independent and
identically distributed (i.i.d.) error terms following a normal N(0, σ2e) distribution. We place extra











, where G and R are called variance components, and R = σ2eIn, where In is the n × n identity
matrix.
We can perform inference of the fixed effects and variance components under an ANOVA ap-
proach using approximations to the degrees of freedom (e.g., Satterthwaite (Satterthwaite, 1941)
and Kenward-Roger (Kenward and Roger, 1997)). We can also obtain Best Linear Unbiased Pre-
dictions (BLUP) for the random effects (Henderson, 1975).
1.2 Assessment of Protein Function Prediction
1.2.1 Biological context
Our ability to obtain sequences for DNA and proteins has been growing exponentially, but
our ability to make sense of these sequences and provide functional annotations has been growing
at a much slower rate (Temperton and Giovannoni, 2012). As of March 2020, there are 561,000
annotated and manually reviewed protein entries in UniProt (Consortium, 2019), while 177,754,000
entries are still unannotated or waiting to be reviewed. Such discrepancy calls for automated and
computational efforts for the annotation of proteins. All life forms rely on proteins to carry out
essential functions so understanding the functions of each protein is vital for the understanding
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of diseases and evolution. The first step towards understanding these functions is to build a
standardized vocabulary.
The Gene Ontology The Gene Ontology (GO) is a large-scale consortium effort to provide
a standardized vocabulary to describe functions of gene products, including proteins (Consortium,
2015). Each individual function is described as a GO term in the ontology. Each term belongs
to one of three aspects of the ontology: biological process (BPO), molecular function (MFO) and
cellular component (CCO). Terms in MFO usually describes molecular-level activities or reactions
such as “catalysis” or “transport”, while terms in BPO describes larger programs involving multiple
molecular activities. For example, “signal transduction” is a biological process that makes use of
the “receptor ligand activity” molecular function. Terms in CCO describe the location in which
the gene product mainly performs its function.
Terms in the Gene Ontology are often related to one another. One GO term might describe
a more general version of another GO term, in that case, the former is an ancestor of the latter.
Terms in GO thus form a Directed Acyclic Graph (DAG). For example, the term “G protein-
coupled receptor signaling pathway” is a child of the general process “signal transduction”. The
edges that point from one term to another have different annotations as well, since multiple types
of relationships between terms exist, such as A is “part of” B or C “regulates” D.
Having defined standardized vocabulary for protein functions, we can start assigning these
functions to proteins as annotations. Biological experiments traditionally provide the most accurate
annotations of protein functions by knocking out the genes that produce the protein and observing
the changes in phenotypes. These experiments can be costly and time-consuming. Automated
methods provide an alternative solution through computational prediction. In the Gene Ontology
Annotation (GOA) database (Huntley et al., 2015), annotations between proteins and GO terms
are assigned evidence codes (EC) that distinguishes between whether the annotation was made
experimentally or computationally.
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Homology function transfer The functions of each protein are mostly determined by its
sequence, enabling computational methods to predict functions based on proteins with similar
sequences. Protein homology refers to similar amino acid sequences due to a common ancestry in
the process of evolution. Homologous sequences could be present in two different species (orthologs),
or two locations of the same genome (paralogs) (Koonin, 2005). As a result of common ancestry,
similarity in sequence is often indicative of similarity in function. Therefore, homology is the
foundation of computational function prediction, as it allows the transfer of functional annotation
between homologous sequences. The bioinformatics tool BLAST is commonly used to identify
similar sequences through a local sequence alignment algorithm (Altschul et al., 1990).
1.2.2 Statistical methods
The statistical problem in Chapter 3 is evaluating the prediction accuracy of Gene Ontology
terms for each protein sequence. Each protein sequence instance can be associated with multiple
GO terms (labels), while the terms follow a DAG (Directed Acyclic Graph) structure. Therefore,
predicting protein function can be framed as a multi-label classification problem.
Multi-label classification In contrast to multi-class (multinomial) classification problems,
where all labels are considered mutually exclusive, and only one label can be associated with one
instance, multi-label classification is a generalization where more than one label can be associated
with one instance. An example of such problems is the assignment of tags for movies and mu-
sic (Madjarov et al., 2012). While it is possible to convert the problem to a binary classification
problem for each label, it is often better to take into account the usually hierarchical structure of
the label space in designing both the prediction algorithm and the evaluation metric.
As explained in Section 1.2.1, the Gene Ontology has a DAG structure where umbrella terms
(e.g., “signal transduction”) exist together with more specific terms (e.g., “G protein-coupled sero-
tonin receptor signaling pathway”). It is often desirable to have annotations using the more specific
terms. However, these annotations are also more difficult to make, since these more specific terms
are associated with a smaller number of sequences, not to mention the lack of experiments performed
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to determine these functions. In the community of protein function prediction, it is encouraged to
make predictions using these more specific terms.
Information content A useful tool for assigning weights for different GO terms is infor-
mation content. First introduced by Shannon (1948), information content (IC) is a measure of
uncertainty or probability for an event. Clark and Radivojac (2013) described a scheme for as-
signing information content to each GO term via the frequency of the term appearing in the GOA
database. In short, the less frequent a term appears in the existing annotation database, the higher
its information content. In the evaluation metric of GO term predictions, the penalty for a false
prediction is proportional to its information content.
In Chapter 3, I will provide evaluation of protein function prediction using both precision-recall
and IC-based metrics.
1.3 Spatial Modelling of Gene Expression
1.3.1 Biological context
High-throughput Chromosomal Conformation Capture The groundbreaking study by
Lieberman-Aiden et al. (2009) described a new method in mapping long-range interactions in whole
genomes named HiC (Figure 1.2). The method combines the existing Chromatin Conformation
Capture (3C)(Dekker et al., 2002) technology that has been used to study DNA looping at specific
loci, with genome-wide high-throughput sequencing.
The significance of this new experimental technology is that it offers a comprehensive view of
the genome in three dimensions. Loci that are far away from each other in the linear genome,
whether on the same chromosome or on different chromosomes, are both detected by this method.
3D organization of the genome HiC interrogates the 3D structure of the genome on the
whole-genome scale and at more refined resolutions. Several levels of organization exist in the
chromatin, beyond the 10-nm fiber formed by DNA wrapping around histones. The first level
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Figure 1.2: The HiC experimental procedure. DNA is first cross-linked and then digested with
restriction enzymes, leaving a 5’ overhang. This overhang is then ligated under conditions that
favor cross-linked DNA fragments. Therefore, the product consists of fragments that were spatially
close in the original molecule. A Hi-C library is then created by shearing the DNA and selecting the
biotin-rich fragments. A genome-wide contact matrix can be constructed using sequencing results
from the library. Figure from Lieberman-Aiden et al. (2009)
of higher-order organization is chromatin loops. Chromatin loops are formed so that distal DNA
segments interact with each other. Although the sizes of loops can vary, most chromatin loops
span a short range of less than 2Mb (Rao et al., 2014). One of the most heavily studied type of
chromatin loops is the enhancer-promoter loop, where an enhancer is brought into close spatial
proximity with the promoter of its target genes (Rao et al., 2014). Another type of chromatin loop
frequently observed in yeast is the gene loop, where the transcription termination site of a gene
loops back to its promoter, to ensure the directionality of RNA synthesis (O’Sullivan et al., 2004;
Tan-Wong et al., 2012).
It has been shown that enhancer-promoter loops are largely constrained within a spatial struc-
ture called Topologically Associating Domains (TAD) (Dixon et al., 2012; Shen et al., 2012). TADs
are large megabase-sized structures in the genome that feature significantly more interactions within
the domains than outside, as well as more active transcription. TAD boundaries are enriched with
CTCF proteins, a protein that binds to insulators, indicating its role in establishing the TAD
structures (Dixon et al., 2016). TADs are thought to be conserved across cell types and species,
but the extent of such conservation is still unclear (Bonev and Cavalli, 2016). It is worth noting
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that the identification of both chromatin loops and TADs are subject to the resolution of the HiC
experiment, as well as the computational methodology for such identification. Forcato et al. (2017)
provided a comprehensive review of the HiC datasets and computational tools available for the
detection of loops and TADs.
On a macro scale, the entire eukaryotic genome can be divided into A/B compartments (Lieberman-
Aiden et al., 2009), where the A compartment features more active transcription, and the B com-
partment is less active. In addition, it has long been established that despite some interactions,
each chromosome occupies distinct regions in the nucleus, named chromosome territories (Cremer
and Cremer, 2001). Interactions of loci on different chromosomes are much less frequent than intra-
chromosomal interactions due to the separation of these territories (Lieberman-Aiden et al., 2009),
and the territories of each chromosome are variable depending on the cell type and stage.
Gene regulation in the 3D genome It is estimated that hundreds of thousands of enhancers
exist in the human genome, outnumbering the number of protein-coding genes (around 20,000),
making enhancers one of the primary regulation mechanisms of genome function (Pennacchio et al.,
2013). Therefore, enhancer composition varies greatly across cell or tissue types, development cycles
and species, enabling the differential expression of genes in these different conditions. With long-
range interactions in the genome connecting enhancers and promoters, the natural next step is to
investigate how the 3D architecture of the genome regulates gene expression.
One HiC experiment confirmed that the anchor points of cell-type-specific chromatin loops are
often promoters of differentially expressed genes, supporting the idea that differential enhancer-
promoter interactions guide the differential expression across cell types (Bonev and Cavalli, 2016;
Rao et al., 2014). Genes sharing common regulatory elements (such as enhancers) through a pro-
moter interaction network are spatially co-localized with correlated expression levels (Schoenfelder
et al., 2015).
In addition to enhancer-promoter interactions, gene expression could also be guided by tran-
scription factories, where RNA polymerase II is significantly enriched to allow efficient transcription
of multiple genes at the same location (Sofiadis and Papantonis, 2018; Osborne et al., 2004; Cook,
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2010). As a result, genes located in the same factory tend to be spatially clustered and share similar
expression. Several well-defined multi-gene complexes also exist. The Hox gene cluster is a good
example, where the genes dynamically organize into a transcriptionally active compartment (No-
ordermeer et al., 2011).
In Chapter 4, I build a probabilistic model for gene expression that accounts for the 3D
locations of the genes.
1.3.2 Statistical methods
Markov Random Field The statistical model used in Chapter 4 is based on a Markov
Random Field model. The first Markov Random Field (MRF) models were proposed by German
physicist Ernst Ising. The Ising model was developed to describe the empirically observed facts
about ferromagnetic materials (Kindermann, 1980; Ising, 1925; Lenz, 1920).
From a spatial modelling point of view, a random field models a random variable indexed by
a non-random location parameter si ∈ D. A Markov random field model is part of the family of
discrete index random field models, where D is a set of countable points {s1, s2, . . . , si, . . . , sn}.
We assume in this thesis that the set of locations is not only countable but finite. The collection
of locations D could be a regular lattice, where each location si is further defined by {ui, vi} or
{ui, vi, wi}, the 2-D or 3D coordinates of the location; or it could be an irregular lattice, where
si, (i = 1, 2, . . . , n) are distributed non-uniformly in space. An example of such irregular lattices is
city or county locations on a map. While the location parameter is discrete, the random variable
observed at each location Y (s) could take either continuous or discrete form. An example of a
continuous random variable observed in a regular lattice is crop yield on a field, while an example
of a discrete variable on an irregular lattice is the presence or absence (binary outcome) of certain
disease in cities.
A key element of the MRF is a pre-defined neighborhood structure. For a 2-D regular lattice, the
neighbors for a location si = (ui, vi) could be defined as the four nearest neighbors in the cardinal
directions on the grid. For an irregular lattice, the neighborhoods could be defined naturally
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through the location structure (e.g., sharing a border) or through distance (e.g., we could define
the set of neighbors of si as Ni = {sj : ||si − sj || ≤ κ} for a distance κ).
It is natural to represent this neighborhood structure on discrete locations using an undirected
graphG = (V,E), where each node vi ∈ V is a location and each edge ei ∈ E represent a neighboring
relationship. Indeed, a Markov random field model is equivalent to a undirected graphical model,
where the dependency structure is represented in a graph. The Bayesian network is the directed
counterpart of the MRF model.
The definition of neighbors allows us to assume the Markov property. In one-dimensional time,
the Markov property states that the conditional probability of the present state, conditioned on
all of its past, is dependent only on its immediate past. The Markov Random Field extends this
property to two or more dimensions using the neighborhood structure: {Y (si) : i = 1, . . . , n}
constitutes a Markov random field if
p(y(si)|y(sj) : j 6= i) = p(y(si)|y(sj) : j ∈ Ni), (1.1)
where p(·) is the probability density or mass function, and {Ni : i = 1, . . . , n} is the set of neighbors
of si.
In a seminal paper, Julian Besag provided a probabilistic formulation of MRFs by defining the
process using conditional distributions (Besag, 1974). Despite the lack of direct transformation from
the conditionals to a joint distribution, conditionally specified models often arise naturally from
practical settings, including the aforementioned Ising model, which is still widely used and studied
today. However, in order for a mathematically consistent joint probability to exist, constraints need
to be put on the functional forms of these conditional distributions at each location. Besag (1974)
provided an alternative proof to the Hammersley-Clifford theorem (Hammersley and Clifford, 1971),
which states that a compatible joint probability exists, and can be factorized over cliques, as long
as the positivity condition is satisfied. The positivity condition states that if P (y(si)) > 0 for
i = 1, . . . , n, then the joint probability P (y(s1), . . . , y(sn)) > 0. In other words, if y(s1), . . . , y(sn)
can individually occur at the locations s1, . . . , sn, then they can occur together. This positivity
condition is usually satisfied in practice.
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The power of the Hammersley-Clifford theorem lies in connecting the conditional distributions















yiyjGi,j(yi, yj) + · · ·+ y1y2 . . . ynG1,2,...,n(y1, y2, . . . , yn). (1.3)
Besag’s version of the Hammersley-Clifford theorem states that the Gi,j,...,s functions in (1.3) are
non-null if and only if the locations i, j, . . . , s form a clique. Then the G-functions may be chosen
arbitrarily. A clique is a subset of a graph where every two nodes are connected by an edge. By
this definition, any two nodes connected by an edge form a two-node clique. Thus it is safe to only
keep the first two terms in (1.3).
Besag (1974) consequently derived a popular form of conditional specification, the Conditional
Auto-Regressive (CAR) model (or “Auto-models” by Besag). It follows naturally from the neg-






ci,jyiyj that the response is “regressed” on its
neighbors. The Gaussian Conditional Auto-Regressive model has the following form. Suppose
{Y (si) : i = 1, . . . , n} are a set of n random variables associated with locations si, i = 1, . . . , n. Let
the conditional density of Y (si) be given by










where µi = E[Y (si)|{y(sj) : j 6= i}] and τ2i = var[Y (si)|{y(sj) : j 6= i}].
We further model








i , ci,i = 0, as well as ci,j = 0 if si and sj are not
neighbors. Using the Hammersley-Clifford factorization, the joint distribution of the Gaussian
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CAR is available in closed-form as a multivariate normal distribution Y ∼ N(α, (In − C)−1M),
where α is the vector of αi in (1.5), In is a n×n identity matrix, C is the n×n matrix with the ijth
element ci,j and M = τ
2
i In. In practice, it is common to take τ
2
i = τ
2, and ci,j = h(η), where h(·)
is sometimes taken to be an identity function of η, to reduce the number of parameters. In that
case, to ensure that (In − C)−1M is positive definite (by requirement of the multivariate normal),
we only need to restrict η’s parameter space according to the neighborhood structure. Specifically,
the parameter space of η is between the inverse maximum and minimum of the eigenvalues of the
neighborhood adjacency matrix (Cressie, 1992).
The closed-form solution for a joint distribution from conditionally specified models is not always
available for any conditional specification. However, Kaiser and Cressie (2000) proposed a general
method to construct the joint distribution from the conditionals. The method takes advantage of
the negpotential function in (1.3). Under this scheme, the joint probability could be defined based












Hi,j(yi, yj) + · · ·+H1,2,...,n(y1, y2, . . . , yn). (1.7)
is the same expansion proposed by Besag in (1.3). In practice, it suffices to take the first two terms
of (1.7) and use the following H functions for the construction of the joint probability distribution.
Hi(y(si)) = ln
[ fi(y(si)|{y∗(sj) : j 6= i})
fi(y∗(si)|{y∗(sj) : j 6= i})
]
(1.8)
Hi,j(y(si), y(sj)) = ln
[ fi(y(si)|y(sj), {y∗(sk) : k 6= i, j})
fi(y∗(si)|y(sj), {y∗(sk) : k 6= i, j})
fi(y
∗(si)|{y∗(sk) : k 6= i, j})
fi(y(si)|y∗(sk) : k 6= i, j)
]
, (1.9)
where y∗(si), i = 1, . . . , n is another realization ∈ Ω satisfying the positivity condition. y∗ could
often take the value of 0, as in (1.2).
In summary, using the above construction scheme, the joint distribution of a conditionally
specified model could be identified up to an intractable constant (the denominator of (1.6)).
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Hierarchical models and Bayesian analysis In addition to a Markov Random Field de-
scribing the dependence structure of gene expression, Chapter 4 proposes a hierarchical model
that captures the variation of gene expression using the Poisson distribution. Hierarchical models
are needed when the different parameters θ involved in a common data model f(y|θ) are correlated.
It is natural to consider that θ follows a distribution, and that distribution could be estimated us-
ing observable data y. Hierarchical models allow for the modelling of large and complex datasets
whereas non-hierarchical models are limited by the number of parameters available (Gelman et al.,
2013).
We introduce the following structure of hierarchical models. We assume that the observed data
Y are generated as measurements of the scientific process w. The process w itself is then modelled
as a distribution dependent on another set of parameters θ. Therefore, the data model can be
specified as Y ∼ F (Y |w), and the process model is specified as w ∼ G(w|θ). It is also necessary
to specify the prior distribution of θ ∼ π(θ). Here F (·), G(·) and π(·) are probability distributions.
For example, in Chapter 4, F (·) is a group of Poisson distributions for observed gene expression
mRNA counts for each gene. G(·) is a group of conditionally specified log-normal distributions with
the structure of the Markov Random Field model, representing the spatial dependency of genes in
the genome. The prior distributions π(·) were taken to be uniform.
Estimation and inference can be performed for the above hierarchical structure under the
Bayesian framework. Depending on the probability distributions F (·), G(·) and π(·), the posterior
distributions of the parameters w and θ may not be a known distribution. The Markov Chain
Monte Carlo (MCMC) process is often employed to simulate from the posterior distributions.
Double Metropolis-Hastings algorithm The Metropolis-Hastings (MH) algorithm is one
of the most common MCMC (Markov Chain Monte Carlo) processes to perform simulations from a
posterior distribution that is difficult to sample from directly. The method was originally proposed
by Metropolis et al. (1953) and later generalized by Hastings (1970). The goal of a MH procedure is
to simulate values from a target distribution π(·) through accepting and rejecting proposed values.
Suppose we have a function f(x) that is proportional to the target distribution π(x). At the
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tth iteration, we can generate a value y∗ from an arbitrary distribution q(y|xt). The acceptance







y∗ is then accepted as a simulated value from the target distribution with probability α. In
practice, the candidate distribution q(y|x) is often taken to be Gaussian with mean x. In this case,
the MCMC is called a random walk chain, and the variance of the candidate Gaussian distribution
can be used to tune the jump frequency of the chain.
In the case that the posterior distribution of a Bayesian framework is only identifiable up to
an intractable normalizing constant (e.g., in (1.6)) that depends on the parameters and cannot be
ignored, Liang (2010) proposed a double Metropolis-Hastings method that manipulates the calcu-
lation of the acceptance probability via an auxiliary distribution so that the intractable constant is
eventually cancelled. In Chapter 4, we adopted the double MH algorithm for the Bayesian inference
of the hierarchical Markov Random Field model.
1.4 Organization of This Thesis
This thesis is divided into five chapters. A brief description of each chapter is provided below.
Chapter 1 provides a general introduction and background to the three problems addressed in
this thesis. For each problem, the biological background that motivated the problem is described,
as well as the relevant statistical methodologies adopted.
Chapter 2 includes a published manuscript describing our efforts in establishing ground truth
data for plant phenotypic images through crowdsourcing. The manuscript has been published in the
peer-reviewed journal PLoS Computational Biology, under the title “Crowdsourcing image analysis
for plant phenomics to generate ground truth data for machine learning” by Naihui Zhou, Zachary
D Siegel, Scott Zarecor, Nigel Lee, Darwin A Campbell, Carson M Andorf, Dan Nettleton, Carolyn
J Lawrence-Dill, Baskar Ganapathysubramanian, Jonathan W Kelly and Iddo Friedberg (Zhou
et al., 2018).
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Andorf, Lawrence-Dill, Ganapathysubramanian, Kelly and Friedberg conceived the study, Siegel
and Zarecor deployed the crowdsourcing experiment, Zarecor, Lee and I gathered and cleaned the
data. I performed the statistical analysis under the guidance of Nettleton, Lawrence-Dill and
Friedberg. I analyzed and visualized the results, and wrote the manuscript. Lawrence-Dill, Kelly
and Friedberg also wrote and edited the manuscript.
Chapter 3 includes a published manuscript describing the third Critical Assessment of Func-
tional Annotation (CAFA) challenge, where computational predictions of protein function were
benchmarked and evaluated. The manuscript has been published in the peer-reviewed journal
Genome Biology under the title “The CAFA challenge reports improved protein function predic-
tion and new functional annotations for hundreds of genes through experimental screens” by Naihui
Zhou, Yuxiang Jiang, Timothy R Bergquist, Alexandra J Lee, Balint Z Kacsoh, Alex W Crocker,
Kimberley A Lewis, George Georghiou, Huy N Nguyen, Md Nafiz Hamid, Larry Davis, The CAFA
Consortium, Steven E. Brenner, Christine A. Orengo, Constance J. Jeffery, Giovanni Bosco, Deb-
orah A. Hogan, Maria J. Martin, Claire O’Donovan, Sean D. Mooney, Casey S. Greene, Predrag
Radivojac and Iddo Friedberg (Zhou et al., 2019b).
Mooney, Greene, Radivojac and Friedberg conceived the CAFA challenge series. The CAFA
Consortium represents more than 100 co-authors of the manuscript who were participants of the
third CAFA challenge. Jiang provided the main analysis software, Bergquist deployed the online
interface for the challenge. I gathered submission data from all participating models and cleaned
them. I generated benchmark data and baseline predictions for the evaluation. I cleaned and
prepared experimental data from Crocker, Lewis and Hogan. I wrote an analysis software suite
and performed the entire analysis of evaluating all submitted predictions from the CAFA3 and
CAFA3.14 challenges. I communicated with challenge participants about their submissions and
their evaluation results. I visualized, analyzed and summarized the final results in the manuscript.
Greene, Radivojac and Friedberg also wrote and edited the manuscript. I gathered and released
all accompanying data and software.
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Chapter 4 includes a manuscript submitted to the peer-reviewed journal Bioinformatics. The
manuscript introduces a novel probabilistic model PhiMRF for modelling the spatial dependency
in gene expression in the context of the 3D genome. The manuscript is titled “Hierarchical Markov
Random Field model captures spatial dependency in gene expression, demonstrating regulation via
the 3D genome” by Naihui Zhou, Iddo Friedberg and Mark Kaiser. It is freely accessible through
the preprint website www.biorxiv.org (Zhou et al., 2019a).
The study was conceived by me. I developed the statistical method under the guidance of Mark
Kaiser and Iddo Friedberg. I gathered data, performed the analysis, wrote the R package and
all accompanying documentation for the statistical model, wrote the manuscript and released the
analysis pipeline and accompanying data.
Chapter 5 provides a summary for each of the three studies presented in this thesis, as well
as future research directions.
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CHAPTER 2. CROWDSOURCING IMAGE ANALYSIS FOR PLANT
PHENOMICS TO GENERATE GROUND TRUTH DATA FOR MACHINE
LEARNING
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Iddo Friedberg
2.1 Abstract
The accuracy of machine learning tasks critically depends on high quality ground truth data.
Therefore, in many cases, producing good ground truth data typically involves trained profession-
als; however, this can be costly in time, effort, and money. Here we explore the use of crowdsourcing
to generate a large number of training data of good quality. We explore an image analysis task
involving the segmentation of corn tassels from images taken in a field setting. We investigate the
accuracy, speed and other quality metrics when this task is performed by students for academic
credit, Amazon MTurk workers, and Master Amazon MTurk workers. We conclude that the Ama-
zon MTurk and Master Mturk workers perform significantly better than the for-credit students, but
with no significant difference between the two MTurk worker types. Furthermore, the quality of
the segmentation produced by Amazon MTurk workers rivals that of an expert worker. We provide
best practices to assess the quality of ground truth data, and to compare data quality produced
by different sources. We conclude that properly managed crowdsourcing can be used to establish
large volumes of viable ground truth data at a low cost and high quality, especially in the context




Crop genetics include basic research (what does this gene do?) and efforts to affect agricultural
improvement (can I improve this trait?). Geneticists are primarily concerned with the former and
plant breeders are concerned with the latter. A major difference in the perspectives between these
groups is their interest in learning which genes underlie a trait of interest: whereas geneticists are
generally interested in what genes do, breeders can treat the underlying genetics as opaque, selecting
for useful traits by tracking molecular markers, or directly, via phenotypic selection (Tierney and
Lamour, 2005).
Historically, the connections between plant genotype and phenotype were investigated through
forward genetics approaches, which involve identifying a trait of interest, then carrying out experi-
ments to identify which gene is responsible for that trait. With the advent of convenient mutagens,
molecular genetics, bioinformatics, and high-performance computing, researchers were able to as-
sociate genotypes with phenotypes more easily via a reverse genetics approach: mutate genes,
sequence them, then look for an associated phenotype.
However, the pursuit of forward genetics approaches is back on the table, given the even more
recent availability of inexpensive image data collection and storage coupled with computational
image processing and analysis. In addition, the potential for breeders to computationally analyze
phenotypes is enabled, thus allowing for the scope and scale of breeding gains to be driven by
computational power. While high-throughput collection of forward genetic data is now feasible,
we must now enable the analysis of phenotypic data in a high-throughput way. The first step in
such analysis is to identify regions of interest as well as quantitative phenotypic traits from the
images collected. Tang et al. (2011) described a model to extract tassel out of one single corn
plant photo through color segmentation. However, when images are taken under field conditions,
classifying images using the same processing algorithm can yield sub-optimal results. Changes in
illumination, perspective, or shading, as well as occlusion, debris, precipitation, and vibration of
the imaging equipment can all result in large fluctuations in image quality and information content.
Machine learning (ML) methods have shown exceptional promise in extracting information from
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such noisy and unstructured image data. Kurtulmuş and Kavdir (2014) adopted a machine learning
classifier, support vector machine (SVM), to identify tassel regions based on the binarization of color
images. An increasing number of methods from the field of computer vision are recruited to extract
phenotypic traits from field data (Singh et al., 2016; Zhang et al., 2017). For example, fine-grained
algorithms have been developed to not only identify tassel regions, but also identify tassel traits
such as total tassel number, tassel length, width, etc (Lu et al., 2015; Ye et al., 2013).
A necessary requirement for training ML models is the availability of labeled data. Labeled
data consist of a large set of representative images with the desired features labeled or highlighted.
A large and accurate labeled data set, the ground truth, is required for training the algorithm. The
focus of this project is the identification of corn tassels, in images acquired in the field. For this
task, the labeling process includes defining a minimum rectangular bounding box around the tassel.
While seemingly simple, drawing a bounding box does requires effort to ensure accuracy (Su et al.,
2012), and a good deal of time to generate a sufficiently large training set. Preparing such a dataset
by a single user can be laborious and time consuming. To ensure accuracy, such a generated set
should ideally be proofed by several people, adding more time, labor, and expense to the task.
One solution to the problem is to take a large cohort of untrained individuals to perform the
task, and to compile and extract some plurality or majority of their answers as a training set.
This approach, also known as crowdsourcing, has been used successfully many times to provide
image-based information in diverse fields including astronomy, zoology, computational chemistry,
and biomedicine, among others (Kuchner, 2017; Can et al., 2017; Mitry et al., 2016; Cooper et al.,
2010; Tseung et al., 2016; Cox et al., 2015; Putman et al., 2016; Griffith et al., 2017; Bravo et al.,
2016).
Crop genetics research has a long history of “low-tech” crowdsourcing. Groups of student
workers are sent into fields to identify phenotypes of interest, with the rates of success often a
single instance among thousands of plants. Students also regularly participate in experiments
to learn about the research process and gain first-hand experience acting as participants. To
manage these large university participant pools, cloud based software, such as the Sona system
28
(www.sona-systems.com), are routinely used to schedule experiment appointments and to link
to web-based research materials before automatically granting credit to participants. University
participant pools provide a unique opportunity for crowdsourcing on a minimal budget because
participants are compensated with course credit rather than money.
More recently, crowdsourcing has been available via commercial platforms, such as the Amazon
Mechanical Turk, or MTurk, platform (https://www.mturk.com/). MTurk is a popular venue
for crowdsourcing due to the large number of available workers and the relative ease with which
tasks can be uploaded and payments disbursed. Methods for crowdsourcing and estimates of data
quality have been available for years, and several recommendations have emerged from past work.
For example, collecting multiple responses per image can account for natural variation and the
relative skill of the untrained workers (Sorokin and Forsyth, 2008). Furthermore, a majority vote
of MTurk workers can label images with similar accuracy to that of experts (Nowak and Rüger,
2010). Although those studies were limited to labeling categorical features of stock images, other
studies have shown success with more complex stimuli. For example, MTurk workers were able to
diagnose disease and identify the clinically relevant areas in images of human retinas with accuracy
approaching that of medical experts (Mitry et al., 2016). Amazon’s MTurk is a particularly valuable
tool for researchers because it provides incentives for high quality work. The offering party has
the ability to restrict their task to only workers with a particular work history, or a more general
criterion known as ‘Master Turk’ status. The Master title is a status given to workers by Amazon
based on a set of criteria that Amazon believes to represent the overall quality of the worker; note
that Amazon does not disclose those criteria.
The time and cost savings of using crowdsourcing to label data are obvious, but crowdsourcing
is only a viable solution if the output is sufficiently accurate. The goal of the current project was
to test whether crowdsourcing image labels (also called tags) could yield a sufficient positive-data
training set for ML from image-based phenotypes in as little as a single day. We focus on corn tassels
for this effort but we anticipate our findings to extend to other similar tasks in plant phenotyping.
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In this project, we recruited three groups of people for our crowdsourcing tassel identification
task, from the two online platforms Sona and MTurk. The first group consisted of students recruited
for course credit, or the Course Credit group. The second group consisted of paid Master-status
Mechanical Turk workers, (the Master MTurkers group), and the third group consisted of paid
non-master Mechanical Turk workers (the non-Master MTurkers group). The accuracy of the
different groups’ tassel identification was evaluated against an expert-generated gold standard.
These crowdsourced labeled images were then used as training data for a “bag-of-features” machine
learning algorithm.
We found that performance of Master and non-Master MTurkers was not significantly different;
however both groups performed better than the Course Credit group. At the same time, using
the labeling data from either course credit, MTurk or Master MTurk did not make any significant
difference in the performance of the machine learning algorithm when trained on sets generated
by any of these groups. We conclude that crowdsourcing via MTurk can be useful for establishing
ground truth sets for complex image analysis tasks in a short amount of time, and that MTurkers’
and expert MTurkers’ performance exceed that of students working for course credit. At the same
time, perhaps surprisingly, we also show that the differences in labeling quality do not significantly
affect the performance of a machine learning algorithm trained by any of the three groups.
2.3 Methods
2.3.1 Ethics statement
Research involving human participants was approved by the Institutional Review Board at Iowa
State University under protocol 15-653.
2.3.2 Data and software
The software for this study is available from:
https://github.com/ashleyzhou972/Crowdsource-Corn-Tassels.
The data for this study are available from: https://doi.org/10.6084/m9.figshare.6360236.v2
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2.3.3 General outline
The overall scheme of the work is depicted in Figure 2.1. Course Credit, Master MTurkers,
MTurkers, and an expert, all labeled corn tassels in a set of 80 images. First, the labeling perfor-
mance was assessed against the gold standard. Then, each set of labeled images was also used to
train a bag-of-features machine learning method. The trained methods were each tested against
a separate expert-labeled training set, to assess how differently the ML method performed with
different training sets.
Figure 2.1: Overall schema of datasets (boxes) and processes (arrows) that led to the analyses (red).
Top row: The Expert Labeled dataset was used a gold standard to analyze how well the different
experimental groups (blue boxes) performed. Bottom row: the labeling from each experimental
group was used to train an ML classifier. Each ML classifier was then tested against an expert-
labeled test set.
2.3.4 Recruiting participants
The Course Credit group included 30 participants, which were recruited using the subject
pool software Sona from the undergraduate psychology participant pool at Iowa State Univer-
sity. Recruited students were compensated with course credits. The master MTurkers included
65 master-qualified workers recruited through MTurk. The exact qualifications for master status
are not published by Amazon, but are known to include work experience and employer ratings
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of completed work. Master MTurkers were paid $8.00 to complete the task and the total cost
was $572.00. Finally, the non-master MTurkers pool included 66 workers with no qualification
restriction, recruited through the Amazon Mechanical Turk website. Due to the nature of Ama-
zon’s MTurk system, it is not possible to recruit only participants who are not master qualified.
However, the purpose of including the non-master MTurkers was to evaluate workers recruited
without the additional fee imposed by Amazon for recruitment of Masters MTurkers. Non-master
MTurkers were also paid $8.00 to complete the task and the total cost was $568.00. Note that the
costs include Amazon’s fees. Of the 30 students recruited, 26 completed all 80 images. Of the 65
Master MTurkers recruited, 49 completed all images. Of the 66 non-master MTurkers recruited,
51 completed all images. Data collected from participants who did not complete the survey were
not included in subsequent analyses.
2.3.5 Pilot study
A brief cropping task was initially administered to Sona and master MTurkers groups as a pilot
study to test the viability of this project and task instructions. Each participant was presented
with a participant-specific set of 40 images randomly chosen from 393 total images. The accuracy
of participant labels helped designate Easy and Hard status for each image. Forty images were
classified as “easy to crop”, and 40 as “hard to crop”, based on accuracy results of the pilot study.
An expert who made gold standard boxes made adjustments to the Easy/Hard classifications based
on personal experience. These 80 images were selected for the main study. As opposed to the pilot
study, participants in the main study each received the same set of 80 images, with image order
randomized separately for each participant. The results of the pilot study indicated that at least
40 images could be processed without evidence of fatigue so the number of images included in the
main experiment was increased to 80. The pilot study also indicated, via user feedback, that a
compensation rate of $8.00 for the set of 80 images was acceptable to the MTurk participants. To
expedite the pilot study, we did not include regular MTurkers. Our rationale was that feasibility
for a larger study could be assessed by including master MTurkers and Sona only.
32
2.3.6 Gold standard
We define a gold standard box for a given tassel as the box with the smallest area among all
bounding boxes that contain the entire tassel, a minimum bounding box. Gold-standard boxes were
generated by the expert, a trained and experienced researcher. The expert cropped all 80 images
then computationally minimized the boxes to be minimum bounding. These images were used to
evaluate the labeling performance of crowdsourced workers, and should not be confused with the
‘ground truth’ which were used to refer the labeled boxes used in training the ML model.
2.3.7 General procedure
We selected the images randomly from a large image pool obtained as part of an ongoing maize
phenomics project. The field images focused on a single row of corn captured by cameras set up as
part of the field phenotyping of the maize Nested Association Mapping (Yu et al., 2008), using 456
cameras simultaneously, each camera imaging a set of 6 plants. Each camera took an image every
10 minutes during a two week growing period in August 2015 (Lee, 2016). Some image features
varied, for example, due to weather conditions and visibility of corn stalks, but the tassels were
always clearly visible. Images were presented on a Qualtrics webpage (www.qualtrics.com) and
Javascript was used to provide tassel annotation functionality. After providing Informed Consent,
participants viewed a single page with instructions detailing how to identify corn tassels and how
to create a minimum bounding box around each tassel. Participants were first shown an example
image with the tassels correctly bounded with boxes (Figure 2.2). Below the example, participants
read instructions on how to create, modify, and delete bounding boxes using the mouse. These
instructions explained that an ideal bounding box should contain the entire tassel with as little
additional image detail as possible. Additional instructions indicated that overlapping boxes and
boxes containing other objects would sometimes be necessary and were acceptable as long as each
box accurately encompassed the target tassel. Participants were also instructed to only consider
tassels in the foreground, ignoring tassels that appear in the background. After reading instructions,
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participants clicked to progress to the actual data collection. No further feedback or training were
provided. The exact instructions are provided in the Supplementary Materials.
Figure 2.2: Example image used during training of participants. The image was used to demonstrate
correct placement of bounding boxes around tassels.
For each image, participants created a unique bounding box for each tassel by clicking and
dragging the cursor. Participants could subsequently adjust the vertical or horizontal size of any
drawn box by clicking on and dragging a box corner, and could adjust the position of any drawn
box by clicking and dragging in the box body. Participants were required to place at least one box
on each image before moving on to the next image. No upper limit was placed on the number of
boxes. Returning to previous images was not allowed. The time required to complete each image
was recorded in addition to the locations and dimensions of user-drawn boxes.
2.3.8 Defining precision and recall
Consider any given participant-drawn box and gold standard box as in the right panel of Fig-
ure 2.3. Let PB be the area of the participant box, let GB be the area of the gold standard box,
and let IB be the area of the intersection between the participant box and the gold standard box.
Precision (Pr) is defined as IB/PB, and recall (Rc) is defined as IB/GB. Both Pr and Rc range
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from a minimum value of 0 (when the participant box and gold standard box fail to overlap) to a
maximum value of 1 (full overlap of boxes). As an overall measure of performance for a participant






Each participant-drawn box was matched to the gold standard box that maximized F1 across all
gold standard boxes within the image containing the participant box. If more than one participant
box was matched to the same gold standard box, the participant box with the highest F1 value
was assigned the Pr, Rc, and F1 values for that match, and the other participant boxes matching
that same gold standard box were assigned Pr, Rc, and F1 values of zero. In the usual case of a
one-to-one matching between participant boxes and gold standard boxes, each participant box was
assigned the Pr, Rc, and F1 values associated with its matched gold standard box.
Figure 2.3: Drawing boxes around tassels. Left: Sample participant-drawn boxes. Right: The Red
box is the gold standard box and black is a participant-drawn box
To summarize the performance of a participant on a particular image, F1 values across participant-
drawn boxes were averaged to obtain a measure referred to as Fmean. This provides a dataset with
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As described in Methods, precision and recall were calculated for each participant-drawn box.
Density of precision recall pairs by group based on 61,888 participant-drawn boxes are shown in
the heatmap visualization of Figure 2.4.
Figure 2.4: Density of precision recall pairs by group. Density based on a total of 61,888 participant-
drawn boxes. A: Master MTurkers. B: MTurkers. C: Course Credit participants. D: Violin plots
showing the distribution of F-measure per image per user, where white circles: distribution median;
black bars: second and third quartiles; black lines 95% confidence intervals.
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High value precision-recall pairs are more common than low value precision-recall pairs in all
three groups. Perfect recall values were especially common because participants tended to draw
boxes that encompassed the minimum bounding box, presumably to ensure that the entire tassel
was covered.
2.4.2 Testing for performance differences among groups
Figure 2.4(D) shows the distribution of Fmean for the three groups. We used a linear mixed-
effects model analysis to test for performance differences among groups with the Fmean value com-
puted for each combination of image and user as the response variable. The model included fixed
effects for groups (Master MTurker, non-Master MTurker, course credit), random effects for partic-
ipants nested within groups, and random effects for images. The mixed procedure available in SAS
software was used to perform this analysis with the Kenward-Roger method (Kenward and Roger,
1997) for computing standard errors and denominator degrees of freedom. The analysis shows
significant evidence for differences among groups (p-value < 0.0001). Furthermore, pairwise com-
parisons between groups (Table 2.1) show that both Master and non-Master MTurkers performed
significantly better than undergraduate students performing the task for course credit. There was
no significant performance difference between Master and non-Master MTurkers.
Table 2.1: Parameter estimates from the ANOVA with master MTurk group as baseline.
Estimate Standard Error p-value
non-master MTurk vs. Master MTurker 0.01125 0.02078 0.5893
Course Credit vs. Master MTurker -0.1005 0.02521 0.0001
Course Credit vs. non-master MTurk -0.1117 0.01517 <0.0001
2.4.3 Time usage and fatigue
Next we wanted to understand whether there is any change of time taken to annotate over the
task given, whether there is a significant difference between the groups, and specifically if any change
indicated fatigue. Participants took a median time of 26.43 seconds to complete an image, with
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the median time for the Master MTurker group at 30.02 seconds, non-Master MTurkers at 29.40
seconds, and the course credit student group at 16.86 seconds. The course credit group generally
spent less time than either MTurker group. It is worth noting that there is a large variance in time
spent on each image, with the longest time for a single image at 15,484.63 seconds, and the shortest
being 0.88 seconds. The very long image annotation time was probably due to the participant
taking a break after cropping part of the image and then coming back later to finish that image.
There is a general downward trend in the time spent on each image over time. The trend
is shown in Figure 2.5, via linear regression on log time with fixed effects for group, question
ordinal index and group×question ordinal index, and random effects for user and image. The trend
is statistically significant in all three groups, with similar effect sizes. As participants complete
questions, the average time spent per question is reduced by about 1%, as shown by Table 2.2.
By looking at the interaction term between participant group and question index, we were able
to conclude that the reduced time effect is not significantly different between the Master MTurker
and non-Master MTurker group (p=0.6003), but is different between the course credit group and
Master MTurker group (p=0.0431). This difference is weakened in terms of course credit versus
non-Master MTurker, with a p-value of 0.1086.
Table 2.2: Parameter estimates in linear mixed effects regression of time spent each image.
Estimate (β̂) Exponential of Estimate (exp(β̂)) p-value
Master MTurk -0.01043 0.9896 < 0.0001
non-Master MTurk -0.01073 0.9893 < 0.0001
Course Credit -0.01181 0.9883 < 0.0001
We also analyzed the change in accuracy, as measured by Fmean as the test progresses. Figure 2.5
(B) shows that Fmean decreased slightly as the task progressed. The decreases are statistically
significant (p<0.05) for all three groups. However, the effect sizes (average decrease in Fmean per
round of image) for both MTurker groups are almost negligible, with Master MTurk group showing
a 0.00008 decrease per image and Non-master group showing a 0.00027 decrease. Decrease in
Fmean for the course credit group is only slightly more noticeable, at 0.00095, and on a scale of 0-1
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is unlikely to affect training. To summarize the effect of image order, there was a subtle decline in
Fmean and a larger decrease in image completion time as the survey progressed.
Another question of interest was whether image accuracy correlates with image completion
time. Indeed, there tended to be a slight increase in accuracy as time spent on an image increased.
Although the correlation is statistically significant in all three groups, the effect sizes are too small
to conclude that spending more time on a single image has an important positive effect on accuracy
for that image.
Figure 2.5: Both accuracy and time per question change as participants progress through the task.
A: Time spent in log scale as a function of image order. B: Mean F value decreases very slightly
over the survey process.
In conclusion, all three groups of participants spent less time on each image as the survey
progressed, possibly due to increasing familiarity in the task. Although their performance in the
task also decreases slightly over time, the effects were almost negligible. This fatigue effect, while
significant, is minor.
2.4.4 Image difficulty
Did the annotators spend more time on more difficult images? To answer this question, we
obtained the Best Linear Unbiased Predictor (BLUP) (Henderson, 1975) of each image in the
above analyses to assess whether each image contributes to increased or decreased accuracy and
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time. BLUPs can be viewed as predictions of random effects, in our case, one prediction of the
eighty images. Figure 2.6 is a scatter plot, with each point representing an image. The horizontal
axis shows the BLUPs with regard to logtime. The higher the BLUP, the more this particular
image contributes to increased time spent on each question. Similarly, the vertical axis shows the
BLUPs with regard to Fmean. Images with higher BLUPs tended to be processed more accurately.
We also obtained a difficult / easy classification of all eighty images from our expert who manually
curated the gold standard boxes, as they are shown by the two different colors on the plot.
Figure 2.6: Best Linear Unbiased Predictors for images. BLUPs are calculated in both analyses for
Fmean and time in log scale. Color represents image difficulty determined by expert.
It is interesting to observe that longer time spent annotating an image correlates positively with
accuracy. Indeed, the linear regression fit shown as the red line on the plot has a slope estimate
of 0.1003 (p=0.00136), and an adjusted R2 of 0.1127, suggesting weak correlation. Furthermore,
the images that our expert considered difficult did not take participants longer to complete, nor
did they yield significantly lower accuracy. The images were shown to participants in a random
order, eliminating the possibility that fatigue contributes to the longer time it takes to complete
easy images. Since previous analysis showed that participants tend to spend less time on images
shown to them later (Figure 2.5(A)), this may suggest ordering the images so that more difficult
images are shown to the participants first. In that way, a surveyor may take advantage of the fact
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that participants tend to spend more time on each image in the beginning, to obtain more accurate
results.
2.4.5 Evaluating the performance of participant-trained classifiers
Automatic tassel detection is an important prerequisite for fast computation of quantitative
traits. We can automatically detect tassels in images using a classifier trained with data derived
from crowdsourcing. Although our results above show that paid Master MTurkers and non-Master
MTurkers tend to provide higher quality tassel bounding boxes than students working for course
credit, the differences in quality we have detected may not necessarily translate into better train-
ing of a classification algorithm. We therefore examined how the performance of a classification
algorithm varies as the data used to train the classifier varies across participants.
The algorithm consists of two stages. The first stage involves extracting features from a set
of training images using a bag-of-features method (Nowak et al., 2006). Each training image
corresponds to a single box within one of our original images. The training images (i.e., boxes) are
selected so that each contains either a tassel or no tassel. Each training image is then represented
by a vector of frequencies, with one frequency for each feature. The second stage of the algorithm
involves training a support vector machines (SVM) classifier using the frequency vectors associated
with the training images, as well as the status of each training image: whether it contains a tassel or
not. For each of the 126 participants in our study, we constructed a set of training images using the
participant-drawn boxes as the positive set (i.e., the training images containing a tassel), together
with a constant negative set of 600 images (corresponding to boxes that contain no tassel). The
number of training images in the positive set varied across participant, with a median of 457. The
classification algorithm was then separately trained using each of the 126 training datasets.
We applied the 126 participant-trained classifiers to a test set of 600 tassel images and 600
non-tassel images. Performance was calculated as the mean of the true positive rate and the true
negative rate of the classification. Overall, the algorithm achieved a classification performance of
0.8811, averaged over all participants. For the master and non-master MTurker groups, the average
41
performances were 0.8851 and 0.8781, respectively. For the course credit group, it was 0.8795. We
performed a linear model analysis of the 126 performance measures to test for group differences.
The F test yielded a p-value of 0.7325, indicating no detectable differences among the average
performances of the three groups.
We also trained a classifier based on the ground truth data that the our expert curated. This
classifier achieved an accuracy of 0.91, slightly higher than the performance of the classifiers trained
from the crowdsourced labels.
2.5 Discussion
Machine learning methods have revolutionized processing and extracting information from im-
ages, and are being used in fields as diverse as public safely, biomedicine, weather, military, enter-
tainment, and, in our case, agriculture. However, these algorithms still require an initial training set
created by expert individuals before structures can be automatically extracted from the image and
labeled. This project has identified crowdsourcing as a viable method for creating initial training
sets without the time consuming and costly work of an expert. Our results show that straight-
forward tasks, such tassel cropping, do not benefit from the extra fee assessed to hire master over
non-master MTurkers. Performance between the two groups was not significantly different, and
non-master MTurkers can safely be hired without compromising data quality.
The MTurk platform allows for fast collection of data within a day instead of one to two weeks.
While MTurk may be one of the most popular crowdsourcing platforms, many universities possess a
research participant pool that compensates students with class credit instead of cash for their work.
However, in our study the undergraduate student participant pool did not perform as well as either
of the MTurker groups. While it is possible that MTurk workers are simply more conscientious
than college students, it is also possible that monetary compensation is a better motivator than
course credit. In addition to the direct monetary reward, both groups of MTurkers were also
motivated by either working towards or maintaining the “master” status. Such implicit motivational
mechanisms might be useful in setting up a long-term crowdsourcing platform. The distinction in
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labeling performance between MTurkers and students does not matter when considering the actual
outcome of interest: how well the machine learning algorithm identifies corn tassels when supplied
with each of the three training sets. The accuracy of the ML algorithm used here was not affected
by the quality of the training set provided, which were manually-labeled through crowdsourcing.
Therefore, a student participant pool with a non-monetary rewards system provides the opportunity
for an alternate model by lowering overall image tagging cost. This would allow additional features
to be tagged or a larger number of responses to be sourced with existing funding levels and further
database expansion.
Indeed, there are many crowdsourcing projects that do not offer monetary reward. For example,
the Backyard Worlds: Planet 9 project hosted by NASA for search of planets and star systems
in space (Kuchner, 2017), the Phylo (http://phylo.cs.mcgill.ca/) game for multiple sequence
alignment (Kawrykow et al., 2012) and fold.it (http://fold.it) (Cooper et al., 2010) for protein
folding. These projects attract participants by offering the chance to contribute to real scientific
research. This concept has been categorized as citizen science, where nonprofessional scientists
participate in crowdsourced research efforts. In addition to the attraction of the subject matter,
these projects often have interactive and entertaining interfaces to quickly engage the participants’
interests and attention. Some of them were even designed as games, and competition mechanisms
such as rankings provide extra motivation. Another important purpose of such citizen science
projects is to educate the public about the subject matter. Given the current climate regarding
Genetically Modified Organisms (GMOs), crowdsourcing efforts of crop phenomic and phenotypic
research could potentially be a gateway to a better understanding of plant research in the general
public. A recent effort has shown that non-experts can be used for accurate image-based plant
phenomics annotation tasks (Giuffrida et al., 2018b). However, the current data points to the
challenge of non-monetary reward in sustaining a large-scale annotation effort.
Phenomics is concerned with the quantitative and qualitative study of phenomes, where all
possible traits of a given organism vary in response to genetic mutations and environmental in-
fluences (Houle et al., 2010). An important field of research in phenomics is the development
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of high-throughput technology analogous to high-throughput sequencing in genetics and genomic
studies, to enable the collection of large-scale data with minimal efforts. Many phenotypic traits
could be recorded with images, and databases such as BioDIG (Oberlin et al., 2013) make the
connection of such image data with genomic information, providing genetics researchers with tools
to examine the relationship between the two types of data directly. Hence, the computation and
manipulation of such phenomic image data becomes essential. In plant biology, maize is central
for both basic biological research as well as crop production (Lawrence et al., 2004). As such,
phenotypic information derived from ear (female flowers) and tassel (male flowers) are key to both
the study of genetics and crop productivity: flowers are where meiosis and fertilization occur as
well as the source of grain. To add a new features such as tassel emergence, size, branch number,
branch angle and anthesis to the systems such as BioDIG, the specific tassel location and structure
should be located, and our solution to this task is to use crowdsourcing combined with machine
learning to reduce cost and time of such a pipeline, while expanding its utility. Our findings, and
the suggested crowdsourcing methods can be generally applied to other phenomic analysis tasks. It
is worthy to note that differences in quality of training sets may not translate into significant differ-
ences in classification, as was in our study. However, this may vary between different classification
algorithms, and different training sets. We hope our study will help establish some best practices
for researchers in setting up such a crowdsourcing study. Given the ease and relatively low cost
of obtaining data through Amazon’s Mechanical Turk, we recommend it over the undergraduate
research pool. That being said, student research pools would be a suitable method for obtaining
proof of concept or pilot data to support a grant proposal.
2.6 Appendix A: Supplementary Materials
2.6.1 Outliers in time consumption
Outliers in time spent per question, for example 15,484 seconds (P11L215) , were effectively
smoothed by log transformation, as shown by the histograms.
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Figure 2.7: Histograms of time consumption before and after log transformation.
2.6.2 Statistical analysis on the fatigue effect
Table 2.3: Parameter estimates in linear mixed effects regression of accuracy over time.
Estimate (β̂) Standard Error p-value
Master MTurk -0.00008 0.000038 0.0457
non-Master MTurk -0.00027 0.000035 < 0.0001
Course Credit -0.00095 0.000092 < 0.0001
2.6.3 Instructions given to participants
Below are the instructions given to the participants in the different groups studied.
Page 1:
We are conducting an academic research survey to help characterize plant features and connect
them to the plant genes that influence these features. Participation in this research survey is
voluntary and you may skip any questions that you do not wish to answer. Your name and other
identifying information will not be collected or connected to your responses. Click the button below
to begin the survey.
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Page 2:
Technology requirements: To complete this study, you will need to use a laptop or a desktop
computer; it will not work properly on a mobile device or tablet. You will also need to use a specific
browser: Firefox, Google Chrome or Microsoft’s Internet Explorer or Edge; it may not work properly
with other browsers.
Overview: In this study, you will be drawing boxes on images of corn plants to identify the
locations of corn tassels. This will be useful for researchers developing methods to automate plant
analysis.
Example image: Below is an example of an image where the corn tassels have been properly
marked. Please examine the image to familiarize yourself with the task.
Drawing a box (cropping): Using the computer mouse, click and hold the (left) mouse
button to draw a box around part of a photograph containing a corn tassel. Crop as close to the
boundaries of each tassel as possible without cutting off any parts of the tassel. When the box you
are drawing is properly sized, release the mouse button.
Resizing, moving, or deleting a box: Once you’ve drawn a box, you can move it by clicking
and holding on any non-corner edge of the box. You can also resize the box by clicking and holding
on a corner of the box. For both of these operations, release the mouse button when the box is
moved or resized to your liking. You can delete a box by clicking once in the middle of the box.
Common issues: The image below has been properly cropped. The numbers (1-3) highlight
common issues that you will encounter in this task.
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1) Boxes overlap. It’s OK if multiple boxes overlap.
2) Extra objects in the box. In this example, there is a metal post behind the tassel. This is
OK. It’s also OK if there are other things in the box, such as leaves or a bird.
3) Only crop foreground plants (those in the row closest to the camera). Other tassels in the
background, such as the one highlighted here, should be ignored.
Thank you for your participation.
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2.6.4 Examples of easy and hard images
Figure 2.8: Examples of easy and hard images. Top row: “easy” images. Bottom row: “hard”
images. In general, hard images have many tassels in the background and overlaps between tassels
in the foreground, while easy images have very clear tassels in the foreground.
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CHAPTER 3. THE CAFA CHALLENGE REPORTS IMPROVED PROTEIN
FUNCTION PREDICTION AND NEW FUNCTIONAL ANNOTATIONS
FOR HUNDREDS OF GENES THROUGH EXPERIMENTAL SCREENS
A paper accepted by Genome Biology
Naihui Zhou, Yuxiang Jiang, Timothy R Bergquist, Alexandra J Lee, Balint Z Kacsoh, Alex W
Crocker, Kimberley A Lewis, George Georghiou, Huy N Nguyen, Md Nafiz Hamid, Larry Davis,
The CAFA Consortium, Steven E. Brenner, Christine A. Orengo, Constance J. Jeffery, Giovanni
Bosco, Deborah A. Hogan, Maria J. Martin, Claire O’Donovan, Sean D. Mooney, Casey S.
Greene, Predrag Radivojac and Iddo Friedberg
3.1 Abstract
Background: The Critical Assessment of Functional Annotation (CAFA) is an ongoing, global,
community-driven effort to evaluate and improve the computational annotation of protein function.
Results: Here we report on the results of the third CAFA challenge, CAFA3, that featured an
expanded analysis over the previous CAFA rounds, both in terms of volume of data analyzed and the
types of analysis performed. In a novel and major new development, computational predictions and
assessment goals drove some of the experimental assays, resulting in new functional annotations for
more than 1000 genes. Specifically, we performed experimental whole-genome mutation screening
in Candida albicans and Pseudomonas aureginosa genomes, which provided us with genome-wide
experimental data for genes associated with biofilm formation and motility. We further performed
targeted assays on selected genes in Drosophila melanogaster, which we suspected of being involved
in long-term memory.
Conclusion: We conclude that while predictions of the molecular function and biological process
annotations have slightly improved over time, those of the cellular component have not. Term-
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centric prediction of experimental annotations remains equally challenging; although the perfor-
mance of the top methods is significantly better than expectations set by baseline methods in
C. albicans and D. melanogaster, it leaves considerable room and need for improvement. Finally,
we report that the CAFA community now involves a broad range of participants with expertise
in bioinformatics, biological experimentation, biocuration, and bio-ontologies, working together to
improve functional annotation, computational function prediction, and our ability to manage big
data in the era of large experimental screens.
3.2 Introduction
High-throughput nucleic acid sequencing (Goodwin et al., 2016) and mass-spectrometry pro-
teomics (Aebersold and Mann, 2003) have provided us with a deluge of data for DNA, RNA, and
proteins in diverse species. However, extracting detailed functional information from such data
remains one of the recalcitrant challenges in the life sciences and biomedicine. Low-throughput
biological experiments often provide highly informative empirical data related to various functional
aspects of a gene product, but these experiments are limited by time and cost. At the same time,
high-throughput experiments, while providing large amounts of data, often provide information
that is not specific enough to be useful (Schnoes et al., 2013). For these reasons, it is important
to explore computational strategies for transferring functional information from the group of func-
tionally characterized macromolecules to others that have not been studied for particular activities
(Rost et al., 2003; Friedberg, 2006; Sharan et al., 2007; Rentzsch and Orengo, 2009; Shehu et al.,
2016; Cozzetto and Jones, 2017).
To address the growing gap between high-throughput data and deep biological insight, a variety
of computational methods that predict protein function have been developed over the years (Pel-
legrini et al., 1999; Jensen et al., 2002; Deng et al., 2003; Pazos and Sternberg, 2004; Nabieva
et al., 2005; Engelhardt et al., 2005; Enault et al., 2005; Hawkins et al., 2006; Wass and Sternberg,
2008; Mostafavi et al., 2008; Sokolov and Ben-Hur, 2010; Clark and Radivojac, 2011; Piovesan and
Tosatto, 2019; You et al., 2018; Fa et al., 2018). This explosion in the number of methods is accom-
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panied by the need to understand how well they perform, and what improvements are needed to
satisfy the needs of the life sciences community. The Critical Assessment of Functional Annotation
(CAFA) is a community challenge that seeks to bridge the gap between the ever-expanding pool
of molecular data and the limited resources available to understand protein function (Radivojac
et al., 2013; Jiang et al., 2016; Friedberg and Radivojac, 2017).
The first two CAFA challenges were carried out in 2010-2011 (Radivojac et al., 2013) and 2013-
2014 (Jiang et al., 2016). In CAFA1 we adopted a time-delayed evaluation method, where protein
sequences that lacked experimentally verified annotations, or targets, were released for prediction.
After the submission deadline for predictions, a subset of these targets accumulated experimental
annotations over time, either as a consequence of new publications about these proteins or the
biocuration work updating the annotation databases. The members of this set of proteins were
used as benchmarks for evaluating the participating computational methods, as the function was
revealed only after the prediction deadline.
CAFA2 expanded the challenge founded in CAFA1. The expansion included the number of
ontologies used for predictions, the number of target and benchmark proteins, and the introduction
of new assessment metrics that mitigate the problems with functional similarity calculation over
concept hierarchies such as Gene Ontology (Ashburner et al., 2000). Importantly, we provided ev-
idence that the top-scoring methods in CAFA2 outperformed the top scoring methods in CAFA1,
highlighting that methods participating in CAFA improved over the three year period. Much of
this improvement came as a consequence of novel methodologies with some effect of the expanded
annotation databases (Jiang et al., 2016). Both CAFA1 and CAFA2 have shown that computa-
tional methods designed to perform function prediction outperform a conventional function transfer
through sequence similarity (Radivojac et al., 2013; Jiang et al., 2016).
In CAFA3 (2016-2017) we continued with all types of evaluations from the first two challenges
and additionally performed experimental screens to identify genes associated with specific func-
tions. This allowed us to provide unbiased evaluation of the term-centric performance based on
a unique set of benchmarks obtained by assaying Candida albicans, Pseudomonas aeruginosa and
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Drosophila melanogaster. We also held a challenge following CAFA3, dubbed CAFA-π, to provide
the participating teams another opportunity to develop or modify prediction models. The genome-
wide screens on C. albicans identified 240 genes previously not known to be involved in biofilm
formation, whereas the screens on P. aeruginosa identified 532 new genes involved in biofilm for-
mation and 403 genes involved in motility. Finally, we used CAFA predictions to select genes from
D. melanogaster and assay them for long-term memory involvement. This experiment allowed us
to both evaluate prediction methods and identify eleven new fly genes involved in this biological
process (Kacsoh et al., 2019). Here we present the outcomes of the CAFA3 challenge, as well as the
accompanying challenge CAFA-π, and discusses further directions for the community interested in
the function of biological macromolecules.
3.3 Results
3.3.1 Top methods have improved from CAFA2 to CAFA3, but improvement was
less dramatic than from CAFA1 to CAFA2
One of CAFA’s major goals is to quantify the progress in function prediction over time. We
therefore conducted comparative evaluation of top CAFA1, CAFA2, and CAFA3 methods according
to their ability to predict Gene Ontology (Ashburner et al., 2000) terms on a set of common
benchmark proteins. This benchmark set was created as an intersection of CAFA3 benchmarks
(proteins that gained experimental annotation after the CAFA3 prediction submission deadline),
and CAFA1 and CAFA2 target proteins. Overall, this set contained 377 protein sequences with
annotations in the Molecular Function Ontology (MFO), 717 sequences in the Biological Process
Ontology (BPO) and 548 sequences in the Cellular Component Ontology (CCO), which allowed for
a direct comparison of all methods that have participated in the challenges so far. The head-to-head
comparisons in MFO, BPO, and CCO between top five CAFA3 and CAFA2 methods are shown in
Figure 3.1. CAFA3 and CAFA1 comparisons are shown in Figure 3.16 in Section 3.7 Appendix.
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Figure 3.1: A comparison in Fmax between the top-five CAFA2 models against the top-five CAFA3
models. Colored boxes encode the results such that (1) the colors indicate margins of a CAFA3
method over a CAFA2 method in Fmax and (2) the numbers in the box indicate the percentage
of wins. A: CAFA2 top-five models (rows, from top to bottom) against CAFA3 top-five models
(columns, from left to right). B: Comparison of performance (Fmax) of Näıve baselines trained
respectively on SwissProt2014 and SwissProt2017. Colored box between two bars shows percentage
of wins and margin of wins as in panel A. C: Comparison of performance (Fmax) of BLAST baselines
trained on SwissProt2014 and SwissProt2017. Colored box between two bars shows percentage of
wins and margin of wins as in panel A. Statistical significance was assessed using 10,000 bootstrap
samples of benchmark proteins.
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We first observe that, in effect, the performance of baseline methods (Radivojac et al., 2013;
Jiang et al., 2016) has not improved since CAFA2. The Näıve method, which uses the term
frequency in the existing annotation database as prediction score for every input protein, has the
same Fmax performance using both annotation database in 2014 (when CAFA2 was held) and in
2017 (when CAFA3 was held), which suggests little change in term frequencies in the annotation
database since 2014. In MFO, the BLAST method based on the existing annotations in 2017 is
slightly but significantly better than the BLAST method based on 2014 training data. In BPO
and CCO, however, the BLAST based on the later database has not outperformed its earlier
counterpart, although the changes in effect size (absolute change in Fmax) in both ontologies are
small.
When surveying all three CAFA challenges, the performance of both baseline methods has been
relatively stable, with some fluctuations of BLAST. Such performance of direct sequence-based
function transfer is surprising, given the steady growth of annotations in UniProt-GOA (Huntley
et al., 2015); i.e., there were 259,785 experimental annotations in 2011, 341,938 in 2014 and 434,973
in 2017, but there does not seem to be a definitive trend with the BLAST method, as they go up
and down in Fmax across ontologies. We conclude from these observations on the baseline methods
that first, the ontologies are in different annotation states and should not be treated as a whole.
In fact, the distribution of annotation depth and information content is very different across three
ontologies, as shown in Figures 3.30 and 3.31. Second, methods that perform direct function transfer
based on sequence similarity do not necessarily benefit from a larger training dataset. Although
the performance observed in our work is also dependent on the benchmark set, it appears that
the annotation databases remain too sparsely populated to effectively exploit function transfer
by sequence similarity, thus justifying the need for advanced methodology development for this
problem.
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Figure 3.2: Performance evaluation based on Fmax for top CAFA1, CAFA2 and CAFA3 methods.
The top 12 methods are shown in this barplot ranked in descending order fro left to right. The
baseline methods are appended to the right, they were trained on training data from 2017, 2014
and 2011 respectively. Coverage of the methods were shown as text inside the bars. Coverage
is defined as percentage of proteins in the benchmark that are predicted by the methods. Color
scheme: CAFA2: ivory; CAFA3: green; Näıve: red; BLAST: blue. Note that in MFO and BPO,
CAFA1 methods were ranked but since none made to top 12 of all 3 CAFA challenges, they were
not displayed. The CAFA1 challenge did not collect predictions for CCO.
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Head-to-head comparisons of the top five CAFA3 methods against top five CAFA2 methods
show mixed results. In MFO, the top CAFA3 method, GOLabeler (You et al., 2018) outperformed
all CAFA2 methods by a considerable margin, as shown in Figure 3.2. The rest of the four CAFA3
top methods did not perform as well as the top two methods of CAFA2, although only to a
limited extent, with little change in Fmax. Of the top 12 methods ranked in MFO, seven are from
CAFA3, five are from CAFA2 and none are from CAFA1. Despite the increase in database size,
the majority of function prediction methods do not seem to have improved in predicting protein
function in MFO since 2014, except for one method that stood out. In BPO, the top three methods
in CAFA3 outperformed their CAFA2 counterparts, but with very small margins. Out of the top
12 methods in BPO, eight are from CAFA3, four are from CAFA2 and none are from CAFA1.
Finally, in CCO, although 8 out of top 12 methods over all CAFA challenges come from CAFA3,
the top method is from CAFA2. The differences between the top performing methods are small,
as in the case of BPO.
The performance of top methods in CAFA2 was significantly better than of those in CAFA1,
and it is interesting to note that this trend has not continued in CAFA3. This could be due to many
reasons, such as the quality of the benchmark sets, the overall quality of the annotation database,
the quality of ontologies or a relatively short period of time between challenges.
3.3.2 Protein-centric evaluation
The protein-centric evaluation measures the accuracy of assigning GO terms to a protein. This
performance is shown in Figures 3.3 and 3.4.
We observe that all top methods outperform the baselines with the patterns of performance
consistent with CAFA1 and CAFA2 findings. Predictions of MFO terms achieved the highest Fmax
compared with predictions in the other two ontologies. BLAST outperforms Näıve in predictions
in MFO, but not in BPO or CCO. This is because sequence similarity based methods such as
BLAST tend to perform best when transferring basic biochemical annotations such as enzymatic
activity. Functions in biological process, such as pathways, may not be as preserved by sequence
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similarity, hence the poor BLAST performance in BPO. The reasons behind the difference among
the three ontologies include the structure and complexity of the ontology as well as the state of the
annotation database, as discussed previously (Jiang et al., 2016; Peng et al., 2018). It is less clear
why the performance in CCO is weak, although it might be hypothesized that such performance is
related to the structure of the ontology itself (Peng et al., 2018).
The top performing method in MFO did not have as high an advantage over others when
evaluated using the Smin metric. The Smin metric weights GO terms by conditional information
content, since the prediction of more informative terms are more desirable than less informative,
more general, terms. This could potentially explain the smaller gap between the top predictor and
the rest of the pack in Smin. The weighted Fmax and normalized Smin evaluations can be found in
Figures 3.19 and 3.20 in Section 3.7 Appendix.
3.3.3 Species-specific categories
The benchmarks in each species were evaluated individually as long as there were at least 15
proteins per species. Here we present results from eukaryotic and bacterial species (Figure 3.5). We
observed that different methods could perform differently on different species. As shown in Figure
3.13, bacterial proteins make up a small portion of all benchmark sequences, so their effects on the
performances of the methods are often masked. Species-specific analyses are therefore useful to
researchers studying certain organisms. Evaluation results on individual species including human
(Supplementary Figure 3.21), Arabidopsis thaliana (Supplementary Figure 3.22) and Escherichia
coli (Supplementary Figure 3.25) can be found in Section 3.7 Appendix (Figures 3.21-3.29).
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Figure 3.3: Performance evaluation based on Fmax for the top-performing methods in three on-
tologies. Evaluation was carried out on No Knowledge benchmarks in the full mode. Left: Bar
plots showing Fmax of top 10 methods. The 95% confidence interval was estimated using 10, 000
bootstrap iterations on the benchmark set. Coverage of the methods were shown as text inside the
bars. Coverage is defined as percentage of proteins in the benchmark that are predicted by the
methods. Right: Precision Recall curves for top 10 methods. The perfect prediction should have
Fmax = 1, at the top right corner of the plot. The dot on the curve indicates where the maximum
F score is achieved.
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Figure 3.4: Performance evaluation based on Smin for the top-performing methods in three on-
tologies. Evaluation was carried out on No Knowledge benchmarks in the full mode. Left: Bar
plots showing Smin of top 10 methods. The 95% confidence interval was estimated using 10, 000
bootstrap iterations on the benchmark set. Coverage of the methods were shown as text inside
the bars. Coverage is defined as percentage of proteins in the benchmark that are predicted by
the methods. Right: Remaining Uncertainty - Missing Information (RU-MI) curves for top 10
methods. The perfect prediction should have Smin = 0, at the bottom left corner of the plot. The
dot on the curve indicates where the minimum semantic distance is achieved.
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Figure 3.5: Evaluation based on the Fmax for the top-performing methods in eukaryotic (Left) and
bacterial (Right) species.
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3.3.4 Diversity of methods
It was suggested in the analysis of CAFA2 that ensemble methods that integrate data from
different sources have the potential of improving prediction accuracy (Wang et al., 2018b). Multiple
data sources, including sequence, structure, expression profile, genomic context and molecular
interaction data are all potentially predictive of the function of the protein. Therefore, methods
that take advantage of these rich sources as well as existing techniques from other research groups
might see improved performance. Indeed, the one method that stood out from the rest in CAFA3
and performed significantly better than all methods across three challenges, is a machine learning
based ensemble method (You et al., 2018). Therefore, it is important to analyze what information
sources and prediction algorithms are better at predicting function. Moreover, the similarity of the
methods might explain the limited improvement in the rest of the methods in CAFA3.
The top CAFA2 and CAFA3 methods are very similar in performance, but that could be a result
of aggregating predictions of different proteins to one metric. When computing the similarity of each
pair of methods as the Euclidean distance of prediction scores (Figure 3.6), we are not interested
whether these predictions are correct according to the benchmarks, but simply whether they are
similar to one another. The diagonal blocks in Figure 3.6 show that CAFA1 top methods are more
diverse than CAFA2 and CAFA3. The off-diagonal blocks shows that CAFA2 and CAFA3 methods
are more similar with each other than with CAFA3 methods. It is clear that some methods are
heavily based on the Näıve and BLAST baseline methods.
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Figure 3.6: Heatmap of similarity for top 10 methods in CAFA1, CAFA2 and CAFA3. Similarity
is represented by Euclidean distance of the prediction scores from each pair of methods, using
the intersection set of benchmarks in Section 3.3.1. The higher (darker red color) the euclidean
distance, the less similar the methods are. Top 10 methods from each of the CAFA challenges are
displayed, and ranked by their performance in Fmax. Cells highlighted by black borders are between
a pair of methods that come from the same PI.
Participating teams also provided keywords that describe their approach to function prediction
with their submissions. A list of keywords was given to the participants, listed in Page 24 of Sec-
tion 3.7 Appendix. Figure 3.7 shows the frequency of each keyword. In addition, we have weighted
the frequency of the keywords with the prediction accuracy of the specific method. Machine learn-
ing and sequence alignment remain the most-used approach by scientists predicting in all three
ontologies. By raw count, machine learning is more popular than sequence in all three ontologies,
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but once adjusted by performance, their difference shrinks. In MFO, sequence alignment even
overtakes machine learning as the most popular keyword after adjusting for performance. This
indicates that methods that use sequence alignments are more helpful in predicting the correct
function than the popularity of their use suggests.
Figure 3.7: Keyword analysis of all CAFA3 participating methods. Both relative frequency of
the keywords and weighted frequency are provided. The weighted frequencies accounts for the
performance of the the particular model using the given keyword. If that model performs well
(with high Fmax) then it gives more weight to the calculation of the total weighted average of that
keyword. The fourth panel shows the ratio of relative frequency between the Fmax-weighted and
equal-weighted. Red indicates the ratio is greater than one while blue indicates the ratio is less
than one. Only the top five keywords ranked by ratio are shown. The larger the ratio, the more
difference there is between the Fmax-weighted and the equal-weighted.
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3.3.5 Evaluation via molecular screening
Databases with proteins annotated by biocuration, such as UniProt knowledge base and UniProt
Gene Ontology Annotation (GOA) database, have been the primary source of benchmarks in the
CAFA challenges. New to CAFA3, we also evaluated the extent to which methods participating
in CAFA could predict the results of genetic screens in model organisms done specifically for this
project. Predicting GO terms for a protein (protein-centric) and predicting which proteins are
associated with a given function (term-centric) are related but different computational problems:
the former is a multi-label classification problem with a structured output, while the latter is a
binary classification task. Predicting the results of a genome-wide screen for a single or a small
number of functions fits the term-centric formulation. To see how well all participating CAFA
methods perform term-centric predictions, we mapped results from the protein-centric CAFA3
methods onto these terms. In addition we held a separate CAFA challenge, CAFA-π whose purpose
was to attract additional submissions from algorithms that specialize in term-centric tasks.
We performed screens for three functions in three species, which we then used to assess protein
function prediction. In the bacterium Pseudomonas aeruginosa and the fungus Candida albicans we
performed genome-wide screens capable of uncovering genes with two functions, biofilm formation
(GO:0042710) and motility (for P. aeruginosa only) (GO:0001539), as described in Methods. In
Drosophila melanogaster we performed targeted assays, guided by previous CAFA submissions, of
a selected set of genes and assessed whether or not they affected long-term memory (GO:0007616).
We discuss the prediction results for each function below in detail. The performance, as assessed
by the genome-wide screens, was generally lower than in the protein-centric evaluations that were
curation driven. We hypothesize that it may simply be more difficult to perform term-centric
prediction for broad activities such as biofilm formation and motility. For P. aeruginosa, an existing
compendium of gene expression data was already available (Tan et al., 2017). We used the Pearson
correlation over this collection of data to provide a complementary baseline to the standard BLAST
approach used throughout CAFA. We found that an expression-based method outperformed the
CAFA participants, suggesting that success on certain term-centric challenges will require the use of
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different types of data. On the other hand, the performance of the methods in predicting long-term
memory in the Drosophila genome was relatively accurate.
Biofilm formation In March 2018, there were 3019 annotations to biofilm formation (GO:0042710)
and its descendent terms across all species, of which 325 used experimental evidence codes. These
experimentally annotated proteins included 131 from the Candida Genome Database (Skrzypek
et al., 2017) for C. albicans and 29 for P. aeruginosa, the two organisms that we screened.
Of the 2746 genes we screened in the Candida albicans colony biofilm assay, 245 were required
for the formation of wrinkled colony biofilm formation (Table 3.1). Of these, only five were already
annotated in UniProt: MOB, EED1 (DEF1 ), and YAK1, which encode proteins involved in hyphal
growth, an important trait for biofilm formation (Goyard et al., 2008; Gutierrez-Escribano et al.,
2011; Lassak et al., 2011; Martin et al., 2011). Also, NUP85, a nuclear pore protein involved in early
phase arrest of biofilm formation (Richard et al., 2005) and VPS1, which contributes to protease
secretion, filamentation, and biofilm formation (Bernardo et al., 2008). Of the 2063 proteins that
we did not find to be associated with biofilm formation, 29 were annotated with the term in the
GOA database in C. albicans. Some of the proteins in this category highlight the need for additional
information to GO term annotation. For example, Wor1 and the pheromone receptor are key for
biofilm formation in strains under conditions in which the mating pheromone is produced (Yi et al.,
2011), but not required in the monocultures of the commonly studied a/α mating type strain used
here.
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Table 3.1: Number of proteins in Candida albicans and Pseudomonas aeruginosa associated with
the GO term “Biofilm formation” (GO:0042710) in the GOA databases versus experimental results.
GOA annotations
C. albicans









We used Receiver Operating Characteristic (ROC) curves to measure the prediction accuracy.
Area under ROC curves (AUROC) was used to compare the performance. AUROC is a common
accuracy measure for classification problems where it evaluates how good a model is at distin-
guishing between the positive and negative classes. No method in CAFA-π or CAFA3 (not shown)
exceeded an AUC of 0.60 on this term-centric challenge (Figure 3.8) for either species. Performance
for the best methods slightly exceeded a BLAST-based baselines. In the past, we have found that
predicting BPO terms, such as biofilm formation, resulted in poorer method performance than
predicting MFO terms. Many CAFA methods use sequence alignment as their primary source
of information (Section 3.3.4). For Pseudomonas aeruginosa a pre-built expression compendium
was available from prior work (Tan et al., 2017). Where the compendium was available, simple
gene-expression based baselines were the best performing approaches. This suggests that successful
term-centric prediction of biological processes may need to rely more heavily on information that
is not sequence-based, and, as previously reported, may require methods that use broad collections
of gene expression data (Hess et al., 2009; Hibbs et al., 2009).
Motility In March 2018 there were 302,121 annotations for proteins with the GO term: cil-
ium or flagellum-dependent cell motility (GO:0001539) and its descendent terms, which included
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Figure 3.8: AUROC of top 5 teams in CAFA-π. The best performing model from each team is
picked for the top five teams, regardless of whether that model is submitted as model 1. Four
baseline models all based on BLAST were computed for Candida, while six baseline models were
computed for Pseudomonas, including two based on Expression profiles. All team methods are in
grey while BLAST methods are in red, BLAST computational methods are in blue and expression
are in yellow. See Table 3.3 for description of the baselines
cell motility in all eukaryotic (GO:0060285), bacterial (GO:0071973) and archaeal (GO:0097590)
organisms. Of these, 187 had experimental evidence codes and the most common organism to have
annotations was P. aeruginosa, on which our screen was performed (Supplementary Table 3.5).
As expected, mutants defective in the flagellum or its motor were defective in motility (fliC and
other fli and flg genes). For some of the genes that were expected, but not detected, the annotation
was based on experiments performed in a medium different from what was used in these assays.
For example, PhoB regulates motility but only when phosphate concentration is low (Blus-Kadosh
et al., 2013). Among the genes that were scored as defective in motility, some are known to have
decreased motility due to over production of carbohydrate matrix material (bifA) (Kuchma et al.,
2007), or the absence of directional swimming due to absence of chemotaxis functions (e.g., cheW,
cheA) and others likely showed this phenotype because of a medium specific requirement such as
biotin (bioA, bioC, and bioD) (Winsor et al., 2016). Table 3.2 shows the contingency table for
number of proteins that are detected by our experiment versus GOA annotations.
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Table 3.2: Number of proteins in Pseudomonas aeruginosa associated with function Motility
(GO:0001539) in the GOA databases versus experimental results.
GOA annotations




The results from this evaluation were consistent with what we observed for biofilm formation.
Many of the genes annotated as being involved in biofilm formation were identified in the screen.
Others that were annotated as being involved in biofilm formation did not show up in the screen
because the strain background used here, strain PA14, uses the exoploysaccharide matrix carbo-
hydrate Pel (Friedman and Kolter, 2004a) in contrast to the Psl carbohydrate used by another
well-characterized strain, strain PAO1 (Friedman and Kolter, 2004b; Jackson et al., 2004). The psl
genes were known to be dispensable for biofilm formation in the strain PA14 background and this
nuance highlights the need for more information to be taken into account when making predictions.
The CAFA-π methods outperformed our BLAST-based baselines but failed to outperform
expression-based baselines. Transferred methods from CAFA3 also did not outperform these base-
lines. It is important to note this consistency across terms, reinforcing the finding that term-centric
prediction of biological processes is likely to require non-sequence information to be included.
Long-term memory in D. melanogaster Prior to our experiments, there were 1901
annotations made in long-term memory, including 283 experimental annotations. Drosophila
melanogaster had the most annotated proteins of long-term memory with 217, while human has 7,
as shown in Supplementary Table 3.6.
We performed RNAi experiments in Drosophila melanogaster to assess whether 29 target genes
were associated with long-term memory (GO:0007616). Briefly, flies were exposed to wasps, which
triggers a behavior that causes females to lay fewer eggs. The acute response is measured until 24h
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Figure 3.9: AUROC of top 5 teams in CAFA-π. The best performing model from each team is
picked for the top five teams, regardless of whether that model is submitted as model 1. All team
methods are in grey while BLAST methods are in red, BLAST computational methods are in blue
and expression are in yellow. See Table 3.3 for description of the baselines.
post-exposure, and the long-term response is measured at 24h to 48h post-exposure. RNAi was
used to interfere with the expression of the 29 target genes in the mushroom body, a region of the
fly brain associated with memory. Using this assay, we identified 3 genes involved in perception of
wasp exposure, and 12 genes involved in long-term memory. For details on the target selection and
fly assay, see Kacsoh et al. (2019). None of the 29 genes had an existing annotation in the GOA
database. Because no genome-wide screen results were available, we did not release this as part of
CAFA-π and instead relied only on the transfer of methods that predicted “long-term memory” at
least once in D. melanogaster from CAFA3. Results from this assessment were more promising than
our findings from the genome-wide screens in microbes (Figure 3.10). Certain methods performed
well, substantially exceeding the baselines.
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Figure 3.10: AUROC of top five teams in CAFA3. The best performing model from each team is
picked for the top five teams, regardless of whether that model is submitted as model 1. All team
methods are in grey while BLAST methods are in red and BLAST computational methods are in
blue. See Table 3.3 for description of the baselines
3.3.6 Participation growth
The CAFA challenge has seen growth in participation, as shown in Figure 3.11. To cope with the
increasingly large data size, CAFA3 utilized the Synapse (Sage Bionetworks, 2016) online platform
for submission. Synapse allowed for easier access for participants, as well as easier data collection
for the organizers. The results were also released to the individual teams via this online platform.
During the submission process, the online platform also allows for customized format checkers to
ensure the quality of the submission.
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Figure 3.11: CAFA participation has been growing. Each principal investigator is allowed to head




In CAFA3, we adopted the same benchmark generation methods as CAFA1 and CAFA2, with
a similar timeline (Figure 3.12). The crux of a time-delayed challenge is the annotation growth
period between time t0 and t1. All target proteins that have gained experimental annotation
during this period are taken as benchmarks in all three ontologies. “No-knowledge” (NK, no prior
experimental annotations) and “Limited-knowledge” (LK, partial prior experimental annotations)
benchmarks were also distinguished based on whether the newly-gained experimental annotation
is in an ontology that already have experimental annotations or not. Evaluation results in Figures
3.3, and 3.4 are made using the No-knowledge benchmarks. Evaluation results on the Limited-
knowledge benchmarks are shown in Supplementary Figure 3.18 in Section 3.7 Appendix. For
more information regarding NK and LK designations, please refer to Section 3.7 Appendix and the
CAFA2 paper (Jiang et al., 2016).
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Figure 3.12: CAFA3 timeline.
After collecting these benchmarks, we performed two major deletions from the benchmark
data. Upon inspecting the taxonomic distribution of the benchmarks, we noticed a large number
of new experimental annotations from Candida albicans. After consulting with UniProt-GOA, we
determined these annotations have already existed in the Candida Genome Database long before
2018, but were only recently migrated to GOA. Since these annotations were already in the public
domain before the CAFA3 submission deadline, we have deleted any annotation from Candida
albicans with an assigned date prior to our CAFA3 submission deadline. Another major change
is the deletion of any proteins with only a protein-binding (GO:0005515) annotation. Protein-
binding is a highly generalized function description, does not provide more specific information
about the actual function of a protein, and in many cases may indicate a non-functional, non-
specific binding. If it is the only annotation that a protein has gained, then it is hardly an advance
in our understanding of that protein, therefore we deleted these annotations from our benchmark
set. Annotations with a depth of 3 make up almost half of all annotations in MFO before the
removal. After the removal, the most frequent annotations became of depth 5. In BPO, the most
frequent annotations are of depth 5 or more, indicating a healthy increase of specific GO terms being
added to our annotation database. In CCO, however, most new annotations in our benchmark set
are of depth 3, 4 and 5 (Supplementary Figure 3.30). This difference could partially explain why
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the same computational methods perform very differently in different ontologies, and benchmark
sets. We have also calculated total information content per protein for the benchmark sets shown
in Supplementary Figure 3.31. Taxonomic distributions of the proteins in our final benchmark set
are shown in Figure 3.13.
Figure 3.13: Number of proteins in each benchmark species and ontology.
Additional analyses were performed to assess the characteristics of the benchmark set, including
the overall information content of the terms being annotated.
3.4.2 Protein-centric evaluation
Two main evaluation metrics were used in CAFA3, the Fmax and the Smin. The Fmax based on
the precision-recall curve (Figure 3.3), while the Smin is based the remaining uncertainty / miss-
ing information (RU-MI) curve as described in Clark and Radivojac (2013) (Figure 3.4), where
S stands for semantic distance. The shortest semantic distance across all thresholds is used as
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the Smin metric. The RU-MI curve takes into account the information content of each GO term
in addition to counting the number of true positives, false positives, etc. See pages 22 and 23 of
Section 3.7 Appendix for the precise definition of Fmax, Smin. The information theory based eval-
uation metrics counters the high-throughput low-information annotations such as protein binding,
but down-weighing these terms according to their information content, as the ability to predict
such non-specific functions are not as desirable and useful and the ability to predict more specific
functions.
The two assessment modes from CAFA2 were also used in CAFA3. In the partial mode, predic-
tions were evaluated only on those benchmarks for which a model made at least one prediction. The
full evaluation mode evaluates all benchmark proteins and methods were penalized for not making
predictions. Evaluation results in Figures 3.3 and 3.4 are made using the full evaluation mode.
Evaluation results using the partial mode are shown in Supplementary Figure 3.17 in Section 3.7
Appendix.
Two baseline models were also computed for these evaluations. The Näıve method assigns the
term frequency as the prediction score for any protein, regardless of any protein-specific properties.
BLAST was based on results using the Basic Local Alignment Search Tool (BLAST) software
against the training database (Altschul et al., 1997). A term will be predicted as the highest local
alignment sequence identity among all BLAST hits annotated from the training database. Both
of these methods were trained on the experimentally annotated proteins and their sequences in
Swiss-Prot (Consortium, 2017) at time t0.
3.4.3 Microbe screens
To assess matrix production, we used mutants from the PA14 NR collection (Liberati et al.,
2006). Mutants were transferred from the -80 freezer stock using a sterile 48-pin multiprong device
into 200µl LB in a 96-well plate. The cultures were incubated overnight at 37, and their OD600 was
measured to assess growth. Mutants were then transferred to tryptone agar with 15g of tryptone
and 15g of agar in 1L amended with Congo red (Aldrich, 860956) and Coomassie brilliant blue
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(J.T. Baker Chemical Co., F789-3). Plates were incubated at 37 overnight followed by four day
incubation at room temperature on allow the wrinkly phenotype to develop. Colonies were imaged
and scored on Day 5. To assess motility, mutants were revived from freezer stocks as described
above. After overnight growth, a sterile 48-pin multiprong transfer device with a pin diameter of
1.58 mm was used to stamp the mutants from the overnight plates into the center of swim agar
made with M63 medium with 0.2% glucose and casamino acids and 0.3% agar). Care was taken to
avoid touching the bottom of the plate. Swim plates were incubated at room temperature (19-22)
for approximately 17 hours before imaging and scoring. Experimental procedures in P. aeruginosa
to determine proteins that are associated with the two functions in CAFA-π are shown in Figure
3.14.
Biofilm formation in Candida albicans was assessed in single gene mutants from the Noble (Noble
et al., 2010) and GRACE (Roemer et al., 2003) collections. In the Noble Collection, mutants of
C. albicans have had both copies of the candidate gene deleted. Most of the mutants were created
in biological duplicate. From this collection, 1274 strains corresponding to 653 unique genes were
screened. The GRACE collection provided mutants with one copy of each gene deleted and the
other copy placed under the control of a doxycycline-repressible promoter. To assay these strains,
we used medium supplemented with 100µg/ml doxycycline strains, when rendered them functional
null mutants. We screened 2348 mutants from the GRACE collection, 255 of which overlapped with
mutants in the Noble collection, for 2746 total unique mutants screened in total. To assess defects
in biofilm formation or biofilm-related traits, we performed two assays: (1) colony morphology on
agar medium and (2) biofilm formation on a plastic surface (Figure 3.15). For both of these assays
we used Spider medium, which was designed to induce hyphal growth in C. albicans (Liu et al.,
1994), and which promotes biofilm formation (Richard et al., 2005). Strains were first replicated
from frozen 96 well plates to YPD agar plates. Strains were then replicated from YPD agar to YPD
broth, and grown overnight at 30. From YPD broth, strains were introduced onto Spider agar plates
and into 96 well plates of Spider broth. When strains from the GRACE collection were assayed,
100µg/ml doxycycline was included in the agar and broth, and aluminium foil was used to protect
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Figure 3.14: Experimental procedure of determining genes associated with the functions in P.
aeruginosa. Top: biofilm formation. Bottom: motility.
the media from light. Spider agar plates inoculated with C. albicans mutants were incubated at
37 for two days before colony morphologies were scored. Strains in Spider Broth were shaken at
225 rpm at 37 for three days, and then assayed for biofilm formation at the air-liquid interface as
follows. First, broth was removed by slowly tilting plates and pulling liquid away by running a
gloved hand over the surface. Biofilms were stained by adding 100µl of 0.1 percent crystal violet
dye in water to each well of the plate. After 15 minutes, plates were gently washed in three baths
of water to remove dye without disturbing biofilms. To score biofilm formation for agar plates,
colonies were scored by eye as either smooth,intermediate, or wrinkled. A wild-type colony would
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score wrinkled, and mutants with intermediate or smooth appearance were considered defective in
colony biofilm formation. For biofilm formation on a plastic surface, the presence of a ring of cell
material in the well indicated normal biofilm formation, while low or no ring formation mutants
were considered defective. Genes whose mutations resulted defects in both or either assay were
considered True for biofilm function. A complete list of the mutants identified in the screens is
available in Table S1.
Figure 3.15: Experimental procedure of determining genes associated with the functions biofilm
formation in C. albicans.
A protein is considered True in the biofilm function, if its mutant phenotype is smooth or
intermediate under Doxycycline.
3.4.4 Term-centric evaluation
The evaluations of the CAFA-π methods were based on the experimental results in Section
“Microbe screens”. We adopted both Fmax based on precision-recall curves and area under ROC
curves. There are a total of six baseline methods, as described in Table 3.3.
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Table 3.3: Baseline methods in term-centric evaluation of protein function prediction.
Model
Number





Highest correlation score out
of all pairwise correlations
2 Top 10 average correlation
score
blast
1 All experimental annotation
in UniProt-GOA. Sequences
from Swiss-Prot
Highest sequence identity out
of all pairwise BLASTp hits
2 All experimental annotation
in UniProt-GOA. Sequences
from Swiss-Prot and TrEMBL
blastcomp




2 All experimental and com-
putational annotations
in UniProt-GOA. Sequences
from Swiss-Prot and TrEMBL
3.5 Discussion
Since 2010, the CAFA community has been a home to a growing group of scientists across the
globe sharing the goal of improving computational function prediction. CAFA has been advancing
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this goal in three ways. First, through independent evaluation of computational methods against
the set of benchmark proteins, thus providing a direct comparison of the methods’ reliability and
performance at a given time point. Second, the challenge assesses the quality of the current state of
the annotations, whether they are made computationally or not, and is set up to reliably track it over
time. Finally, as described in this work, CAFA has started to drive the creation of new experimental
annotations by facilitating synergies between different groups of researchers interested in function
of biological macromolecules. These annotations not only represent new biological discoveries, but
simultaneously serve to provide benchmark data for rigorous method evaluation.
CAFA3 and CAFA-π feature the latest advances in the CAFA series to create advanced and
accurate methods for protein function prediction. We use the repeated nature of the CAFA project
to identify certain trends via historical assessments. The analysis revealed that the performance of
CAFA methods improved dramatically between CAFA1 and CAFA2. However, the protein-centric
results for CAFA3 are mixed when compared to historical methods. Though the best performing
CAFA3 method outperformed the top CAFA2 methods (Figure 3.1), this was not consistently true
for other rankings. Among all three CAFA challenges, CAFA2 and CAFA3 methods inhabit the top
12 places in MFO and BPO. Between CAFA2 and CAFA3 the performance increase is more subtle.
Based on the annotations of methods (Section 3.7 Appendix), many of the top-ranking methods are
improved versions of methods that have been evaluated in CAFA2. Interestingly, the top performing
CAFA3 method, which consistently outperformed methods from all past CAFAs in the major
categories (GOLabeler (You et al., 2018)), utilized five component classifiers trained from different
features; those included GO term frequency, sequence alignment, amino acid trigram, domains,
motifs, and biophysical properties. It performs best in the Molecular Function Ontology, where
sequence features perform best. Another method which did not participate in CAFA3 yet seems
to perform well under CAFA parameters is NetGO (You et al., 2019), which utilizes information
from STRING, a network association database (Szklarczyk et al., 2015) in addition to sequence
information. Taken together with the strong predictive performance of mRNA co-expression data
(Figures 3.8 and 3.9) leads us to hypothesize that including more varied sources of data can lead
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to additional large improvements in protein function prediction. We are looking forward to testing
this hypothesis in future CAFA challenges. It should be noted that CAFA uses both Fmax and
Smin. Fmax’s strength lies in its interpretability, as it is simply the maximum F1 given for each
model. At the same time, precision/recall based assessment does not capture the hierarchical
nature of ontologies or the differences in information content between different GO terms. For that
reason, we also use the Smin score which incorporates information content, but is somewhat less
interpretable than Fmax and less robust to the problems of incomplete annotation (Dessimoz et al.,
2013; Jiang et al., 2014). Additionally, since information content of a GO term is derived from its
frequency in the corpus (Lord et al., 2003), it is somewhat malleable depending on the corpus from
which it is derived. We therefore use both measures for scoring, to achieve a more comprehensive
picture of the models’ performance.
For this iteration of CAFA we performed genome-wide screens of phenotypes in P. aeruginosa
and C. albicans as well as a targeted screen in D. melanogaster. This not only allowed us to assess
the accuracy with which methods predict genes associated with select biological processes, but
also to use CAFA as an additional driver for new biological discovery. Note that high throughput
screening for a single phenotype should be interpreted with caution as the phenotypic effect may
be the result of pleiotropy, and the phenotype in question may be expressed as part of a set of
other phenotypes. The results of genome-wide screenings typically lack context for the observed
phenotypic effects, and each genotype-phenotype association should be examined individually to
ascertain how immediate is the phenotypic effect from the seeming genotypic cause.
In sum, our experimental work identified more than a thousand new functional annotations in
three highly divergent species. Though all screens have certain limitations, the genome-wide screens
also bypass questions of biases in curation. This evaluation provides key insights: CAFA3 methods
did not generalize well to selected terms. Because of that, we ran a second effort, CAFA-π, in which
participants focused solely on predicting the results of these targeted assays. This targeted effort
led to improved performance, suggesting that when the goal is to identify genes associated with a
specific phenotype, tuning methods may be required.
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For CAFA evaluations, we have included both Näıve and sequence-based (BLAST) baseline
methods. For the evaluation of P. aeruginosa screen results, we were also able to include a gene
expression baseline from a previously published compendium (Tan et al., 2017). Intriguingly, the
expression-based predictions outperformed existing methods for this task. In future CAFA efforts,
we will include this type of baseline expression-based method across evaluations to continue to
assess the extent to which this data modality informs gene function prediction. The results from
the CAFA3 effort suggest that gene expression may be particularly important for successfully
predicting term-centric biological process annotations.
The primary takeaways from CAFA3 are: (1) Genome-wide screens complement annotation-
based efforts to provide a richer picture of protein function prediction; (2) The best performing
method was a new method, instead of a light retooling of an existing approach; (3) Gene expres-
sion, and more broadly, systems data may provide key information to unlocking biological process
predictions, and (4) Performance of the best methods has continued to improve. The results of the
screens released as part of CAFA3 can lead to a re-examination of approaches which we hope will
lead to improved performance in CAFA4.
3.6 Availability of Data and Materials
3.6.1 Data repository
A data repository providing all additional data, analyses and all anonymous prediction re-
sults for all methods are available at https://figshare.com/articles/Supplementary_data/
8135393/3.
3.6.2 Code
The assessment software used in this paper is available under GNU-GPLv3 license on Github
in both Matlab (https://doi.org/10.5281/zenodo.3403452) and Python (http://doi.org/10.
5281/zenodo.3401694).
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3.7 Appendix: Supplementary Materials
3.7.1 Supplementary figures and tables
Figure 3.16: Head-to-head comparison between top five CAFA3 versus CAFA1 methods.
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Figure 3.17: Fmax curves for the top-performing methods in partial evaluation mode. Evaluated
on No Knowledge benchmark.
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Figure 3.18: Fmax curves for the top-performing methods on limited knowledge benchmarks. Eval-
uated in full evaluation mode.
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Figure 3.19: Weighted precision-recall curves for the top-performing methods. Evaluated on No
Knowledge benchmark and full evaluation mode.
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Figure 3.20: Normalized RU-MI curves for the top-performing methods. Evaluated on No Knowl-
edge benchmark and full evaluation mode.
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Figure 3.21: Top 10 Fmax in Homo Sapiens. Evaluations based on the No Knowledge benchmarks
in the full evaluation mode.
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Figure 3.22: Top 10 Fmax in Arabidopsis thaliana. Evaluations based on the No Knowledge bench-
marks in the full evaluation mode.
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Figure 3.23: Top 10 Fmax in Mus musculus. Evaluations based on the No Knowledge benchmarks
in the full evaluation mode.
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Figure 3.24: Top 10 Fmax in Rattus norvegicus. Evaluations based on the No Knowledge benchmarks
in the full evaluation mode.
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Figure 3.25: Top 10 Fmax in Escherichia coli K12. Evaluations based on the No Knowledge bench-
marks in the full evaluation mode.
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Figure 3.26: Top 10 Fmax in Drosophila melanogaster. Evaluations based on the No Knowledge
benchmarks in the full evaluation mode.
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Figure 3.27: Top 10 Fmax in Dictyostelium discoideum. Evaluations based on the No Knowledge
benchmarks in the full evaluation mode.
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Figure 3.28: Top 10 Fmax in Danio rerio. Evaluations based on the No Knowledge benchmarks in
the full evaluation mode.
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Figure 3.29: Top 10 Fmax in Candida albicans (strain SC5314 / ATCC MYA-2876). Evaluations
based on the No Knowledge benchmarks in the full evaluation mode.
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Table 3.4: Number of experimental annotations in UniProt-GOA for biofilm formation
(GO:0042710).
Taxonomy ID Scientific Name Number of
experimental
annotations
237561 Candida albicans SC5314 188
208964 Pseudomonas aeruginosa PAO1 54
83333 Escherichia coli K-12 46
559292 Saccharomyces cerevisiae S288C 10
284593 [Candida] glabrata CBS 138 5
578454 Candida parapsilosis CDC317 4
190486 Xanthomonas citri pv. citri str. 306 2
290339 Cronobacter sakazakii ATCC BAA-894 2
216592 Escherichia coli 042 2
5476 Candida albicans 2
224308 Bacillus subtilis subsp. subtilis str. 168 1
1314 Streptococcus pyogenes 1
330879 Aspergillus fumigatus Af293 1
210007 Streptococcus mutans UA159 1
243277 Vibrio cholerae O1 biovar El Tor str. N16961 1
227321 Aspergillus nidulans FGSC A4 1
93061 Staphylococcus aureus subsp. aureus NCTC 8325 1
316273 Xanthomonas campestris pv. vesicatoria str. 85-10 1
1280 Staphylococcus aureus 1
100226 Streptomyces coelicolor A3(2) 1
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Table 3.5: Number of experimental annotations in UniProt-GOA for cilium or flagellum-dependent
cell motility (GO:0001539).
Taxonomy ID Scientific Name Number of
experimental
annotations
208964 Pseudomonas aeruginosa PAO1 41
3055 Chlamydomonas reinhardtii 40
83333 Escherichia coli K-12 30
185431 Trypanosoma brucei brucei TREU927 26
7227 Drosophila melanogaster 16
10090 Mus musculus 7
7955 Danio rerio 5
9606 Homo sapiens 4
287 Pseudomonas aeruginosa 4
85962 Helicobacter pylori 26695 3
224308 Bacillus subtilis subsp. subtilis str. 168 2
189518 Leptospira interrogans serovar Lai str. 56601 1
5664 Leishmania major 1
246197 Myxococcus xanthus DK 1622 1
9913 Bos taurus 1
529507 Proteus mirabilis HI4320 1
9615 Canis lupus familiaris 1
99287 Salmonella enterica subsp. enterica serovar Typhimurium str. LT2 1
8090 Oryzias latipes 1
31286 Trypanosoma brucei rhodesiense 1
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Table 3.6: Number of experimental annotations in UniProt-GOA for long-term memory
(GO:0007616).
Taxonomy ID Scientific Name Number of
experimental
annotations
7227 Drosophila melanogaster 217
10090 Mus musculus 23
10116 Rattus norvegicus 22
6239 Caenorhabditis elegans 13
9606 Homo sapiens 7
381128 Lehmannia marginata 1
102
Figure 3.30: Distribution of benchmark depth in leaf nodes. A leaf node is defined if any descendent
nodes are not included as benchmark. Left: after removing single protein-binding annotations.
Right: before removing single protein-binding annotations.
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Figure 3.31: Frequency of total information content of benchmark proteins. Data include all
benchmark proteins and all experimentally annotated proteins at the point of benchmark collection
t1. The red point indicates the value of information content for the predicted annotation using to
the Näıve model.
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f 1 (f ∈ Pi(τ) ∧ f ∈ Ti)∑








f 1 (f ∈ Pi(τ) ∧ f ∈ Ti)∑









where Pi(τ) denotes the set of terms that have predicted scores greater than or equal to τ
for a protein sequence i, Ti denotes the corresponding ground-truth set of terms for that
sequence, m(τ) is the number of sequences with at least one predicted score greater than or
equal to τ , 1 (·) is an indicator function and ne is the number of targets used in a particular
mode of evaluation. In the full evaluation mode ne = n, the number of benchmark proteins,
whereas in the partial evaluation mode ne = m(0); i.e., the number of proteins which were
chosen to be predicted using the particular method. For each method, we refer to m(0)n as the
coverage because it provides the fraction of benchmark proteins on which the method made
any predictions.























where ic(f) is the information content of the ontology term f (Clark and Radivojac, 2013).
It is estimated in a maximum likelihood manner as the negative binary logarithm of the
conditional probability that the term f is present in a protein’s annotation given that all
its parent terms are also present. Note that here, ne = n in the full evaluation mode and
ne = m(0) in the partial evaluation mode applies to both ru and mi.
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f ic(f) · 1 (f ∈ Pi(τ) ∧ Ti(τ))∑








f ic(f) · 1 (f ∈ Pi(τ) ∧ Ti(τ))∑
f ic(f) · 1 (f ∈ Ti(τ))
,
where Pi(τ) is the set of predicted terms for protein i with score no less than threshold τ
and Ti is the set of true terms for protein i, m(τ) is the number of sequences with at least
one predicted score greater than or equal to τ , and ne is the number of proteins used in a
particular mode of evaluation. In the full evaluation mode ne = n, the number of benchmark
proteins, whereas in the partial evaluation mode ne = m(0).







f ic(f) · 1 (f /∈ Pi(τ) ∧ f ∈ Ti)∑








f ic(f) · 1 (f ∈ Pi(τ) ∧ f /∈ Ti)∑
f ic(f) · 1 (f ∈ Pi(τ) ∨ f ∈ Ti)
,
where Pi(τ) is the set of predicted terms for protein i with score no less than threshold τ and
Ti is the set of true terms for protein i, and ne is the number of proteins used in a particular
mode of evaluation. In the full evaluation mode ne = n, the number of benchmark proteins,
whereas in the partial evaluation mode ne is the number of proteins that have at least one
positive predicted score.
3.7.3 List of CAFA3 keywords
sequence alignment, sequence-profile alignment, profile-profile alignment, phylogeny, sequence
properties, physicochemical properties, predicted properties, protein interactions, gene expression,
mass spectrometry, genetic interactions, protein structure, literature, genomic context, synteny,
structure alignment, comparative model, predicted protein structure, de novo prediction, machine
learning, genome environment, operon, ortholog, paralog, homolog, hidden Markov model, clinical
data, genetic data, natural language processing, other functional information
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CHAPTER 4. HIERARCHICAL MARKOV RANDOM FIELD MODEL
CAPTURES SPATIAL DEPENDENCY IN GENE EXPRESSION,
DEMONSTRATING REGULATION VIA THE 3D GENOME
A manuscript submitted to the journal Bioinformatics
Naihui Zhou, Iddo Friedberg and Mark S. Kaiser
4.1 Abstract
Motivation: HiC technology has revealed many details about the eukaryotic genome’s complex
3D architecture. However, to the best of our knowledge, no studies have quantitatively measured
the level of gene expression in the context of the 3D genome. Here we present a computational
model that integrates data from RNA-seq and HiC experiments and determines how much of the
variation in gene expression can be accounted for by the genes’ spatial locations. We used a Poisson
hierarchical Markov Random Field (PhiMRF) to estimate the level of spatial dependency among
protein-coding genes in two human cell lines. PhiMRF also introduces the Spatial Interaction
Estimate (SIE), which measures the strength of spatial dependency in gene expression.
Results: We find that the quantitative expression of genes in many human chromosomes show
meaningful positive intra-chromosomal spatial dependency. Surprisingly, the spatial dependency
we find is much stronger than the dependency based on linear gene neighborhoods, suggesting
that 3D chromosome structures such as chromatin loops and Topologically Associating Domains
(TADs) are more important than proximity by contiguity along the genome. This study shows a
surprising amount of spatial correlation in gene expression, leading us to believe that regulating
gene expression via long-range chromosomal interactions is a common occurrence.
Availability and Implementation: The source code, prerequisites and installation guide,
as well as a Docker image for the R package PhiMRF are available at https://github.com/
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ashleyzhou972/PhiMRF under a GPL-2 license. The scripts for data processing are available at
https://github.com/ashleyzhou972/bioMRF under a GPL-2 license. Full intermediate and final
results are available at https://doi.org/10.6084/m9.figshare.11357321.v4.
4.2 Introduction
The 3D genome organization plays an important role in gene expression through various mecha-
nisms (Lanctôt et al., 2007; Schneider and Grosschedl, 2007; Bonev and Cavalli, 2016; Krumm and
Duan, 2019). Of special interest is how genes in close spatial proximity coordinate expression. Sev-
eral molecular models involving different organizational hierarchies have been proposed to explain
this phenomenon (Krumm and Duan, 2019). One such hypothesis is that of transcription factories,
where RNA polymerase II is significantly enriched to allow efficient transcription of multiple genes
at the same foci (Sofiadis and Papantonis, 2018; Osborne et al., 2004; Cook, 2010).
Another molecular model for spatial gene clusters hypothesizes that the spatial clusters are
brought together to allow enhancer-promoter interactions (Beagrie et al., 2017; Javierre et al.,
2016). The TNFα-induced multigene complex regulated by NF-κB is disrupted once the chromatin
loops for the complex are cleaved (Fanucchi et al., 2013), potentially explained by the fact that
these genes are dependent on NF-κB-responsive enhancers (Jin et al., 2013). Indeed, genes sharing
common regulatory elements through a promoter interaction network are spatially co-localized with
correlated expression levels (Schoenfelder et al., 2015).
Many of the aforementioned studies are made possible following the advent of Chromosomal
Conformation Capture (3C) (Dekker et al., 2002) and subsequent 4C (Noordermeer et al., 2011;
Simonis et al., 2006), HiC (Lieberman-Aiden et al., 2009; Jin et al., 2013; Rao et al., 2014) and
Capture HiC (Schoenfelder et al., 2015; Javierre et al., 2016) technologies. These advances provide
a global view of the genomic architecture instead of a locus-centric view. HiC has enabled or
confirmed discoveries of a hierarchy of organizational structures, from Topologically Associating
Domains (TAD) (Dixon et al., 2012), to A/B compartments (Lieberman-Aiden et al., 2009) and
Chromosomal Territories (CT) (Cremer and Cremer, 2010). There is a known general association
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between these structures and gene expression (Bonev and Cavalli, 2016; Szalaj and Plewczynski,
2018). For example, the A compartments of the genome are more gene dense and are more actively
transcribing (Lieberman-Aiden et al., 2009). Moreover, disrupting TAD boundaries may result in
misexpression (Lupiáñez et al., 2015).
Several whole-genome computational studies have attempted to untangle the relationship be-
tween genes’ co-expression and their spatial organization. Inter-chromosomal co-expression is sig-
nificantly enhanced for genes with spatial contacts in yeast (Homouz and Kudlicki, 2013), and the
physical interaction networks can predict co-expression (Babaei et al., 2015). Gene pair functional
similarity is also correlated with 3D distance (Liu et al., 2019). However, these studies represented
expression as a pairwise property, either co-expression or co-functionality, but do not model actual
expression levels. Even though these studies confirm that there is a general trend of co-localization
for co-regulated, co-expressed or co-functional genes, none of them provide a probabilistic model for
gene expression levels within a 3D structured genome. At the same time, many routine analyses in
RNA-seq data rely heavily on a good probabilistic model of gene expression (Smyth, 2005; Robinson
et al., 2010; Love et al., 2014). The probability space that these methods model is dependent on the
between-gene variation in the genome, which can be better modeled given more explanatory data,
such as spatial location. Accounting for the added correlation between the genes in one sample
because of spatial relationships could improve the performance of differential expression analyses
tools.
We have developed a probabilistic model, PhiMRF (Poisson hierarchical Markov Random
Field) that integrates spatial location and gene expression. We further introduce the Spatial In-
teraction Estimate, or SIE, a measure whose value indicates the strength of spatial contribution
to gene expression. SIE can be thought of as analogous to the more familiar regression slope
(β). While the slope measures the correlation between two variables, SIE measures the strength
of spatial proximity on gene expression. Using PhiMRF, we quantify the spatial dependence of
gene expression for all chromosomes, as well as for select functional gene groups. The ability to
quantify spatial dependence is a considerable advance in understanding the spatial component in
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the regulation of gene expression. PhiMRF can be used to explore the possibility of 3D regulation
for any gene group of interest. With the advent of HiC data regularly added to genomic and tran-
scriptomic data, it is expected that interrogating novel mechanisms of regulation based on the 3D
genome structure will become possible and widely used. The statistical framework developed in
this work, and PhiMRF provide the means to do so.
4.3 Methods
4.3.1 Hierarchical Markov Random Field model
A Markov Random Field (MRF) model is a generalization of the Markov process where the time
index is replaced by a space index (Kindermann, 1980). MRFs are widely used in image analysis,
including image restoration and segmentation (Li, 2009). MRFs describe random variables observed
in a field with complex dependence structures. When defined on a undirected graph, the Markov
property dictates that two nodes connected by an edge are dependent on each other, given all other
variables in the graph. In image analysis, such dependence is often because neighboring pixels
having similar color distribution (Li, 2009); in environmental analysis, it could be because neigh-
boring cities have similar air pollution patterns (Kaiser et al., 2002). Such dependency structure is
captured in a single dependency parameter, whose value indicates the strength of the dependence
for the entire field. Based on Gaussian MRFs, we have developed a hierarchical version for the
discrete count data observed in RNA-seq experiments, called PhiMRF.
PhiMRF attributes the variation in gene expression (observed in k replicates) to the genes’ 3D
locations (observed via HiC experiments) using an hierarchical MRF model (Figure 4.1(b)). We
extract a neighborhood network for gene locations in 3D space from HiC data (Figure 4.1(b)),
where a gene is mapped to all of its overlapping loci (Supplementary Figure 4.7), and its spatial
proximity to another gene is calculated as a summary statistic (e.g., mean, median) of all of the
loci pairs the two genes cover.
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(a) (b)
Figure 4.1: Overall Scheme of the PhiMRF model applied to RNA-seq and HiC data.(a) Replicates
of RNA-seq quantification can be observed at each gene. (b) A spatial gene network is inferred
from HiC data. Each gene is treated as a node in the network. An edge exists between two genes if
the interaction frequency between spatial loci overlapping with the two genes loci is higher than a
threshold. See Methods for detailed description of the network inference. The triangular HiC heat
map inset is generated using the 3D genome browser (Wang et al. (2018a)) with data from Rao
et al. (2014).
Our Poisson Hierarchical Markov Random Field (PhiMRF) model is briefly described below.
(See Supplementary Methods for more details). Let Yik be the random variable connected with the
RNA-seq count for gene i (located at location si) from sample k, i = 1, 2, . . . , n; k = 1, 2, . . . ,M .
Yik is modelled with a Poisson distribution (Gallopin et al., 2013), with its parameter λi, i.e.,
Yik ∼ Poisson(λi). Let wi = log(λi). We conditionally specify the distribution for wi as,
wi | w(Ni) ∼ N(µi, τ2) (4.1)
117
where Ni is the set of locations neighboring si: Ni = {sj : sj is a neighbor of si} and w(Ni) =
{wj : sj ∈ Ni}. Equation (4.1) is a conditionally specified model, its mean is further modelled as





(wj − α). (4.2)
In (4.2), if η = 0, then there is no dependency on the neighbors of genes. Throughout this study,
the posterior distribution of η helps us understand the strength of the spatial dependency. The
main properties of the posterior η distribution are the mean (η̂) and the 95% credible interval,
which is obtained as the 2.5% and 97.5% quantiles of the simulated posterior distribution. The
95% posterior credible interval tells us whether there is meaningful spatial dependency, if the
95% posterior credible interval contains 0, we say that there is no meaningful spatial dependency
detected. In addition,we refer to the estimated posterior mean of η (η̂) as the Spatial Interaction
Estimate (SIE).
The two other unknown parameters in this model are α and τ2, where α represents the basal
expression rate for all genes. The parameter τ2 represents the conditional Gaussian variance, which
accounts for any remaining variance in gene expression within a sample. The same properties (mean,
2.5% and 97.5% quantiles) are used to summarize their posterior distributions.
In summary, PhiMRF models gene expression with a conditional Poisson-lognormal mixture,
and a autoregressive model with the parameter η that represents spatial dependency. We applied
Bayesian inference that allowed us to simulate from the posterior distributions of η, resulting in
the Spatial Interaction Estimate (SIE) that symbolizes the strength of the spatial dependency.
4.3.2 Bayesian inference
The goal of our Bayesian framework is to simulate from the marginal posterior distributions
p(α|y), p(η|y) and p(τ2|y). The properties of these distributions directly answer the biological
questions from which we abstracted the stochastic model. The overall strategy is to simulate from
the joint posterior distribution of p(α, η, τ2,w|y) using a Gibbs sampler, where we sequentially
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simulate from each of the full conditional posteriors of our parameters as follows.
p(α|w, η, τ2,y) ∝ π(α)g(w, α, η, τ2),
p(η|w, α, τ2,y) ∝ π(η)g(w, α, η, τ2),
p(τ2|w, α, η,y) ∝ π(τ2)g(w, α, η, τ2),
p(w|α, η, τ2,y) ∝ g(w|α, η, τ2)f(y|w),
where π(α), π(η) and π(τ2) are Uniform prior distributions, f(y|w) is the Poisson distribution for
observed data y, and g(w|α, η, τ2) is the marginal distribution for w. This marginal distribution is
not readily available from our model specification, since w is only conditionally specified. However,
it can be constructed from the conditional distributions using a negpotential function (Kaiser and
Cressie, 2000) (Supplementary Methods). Moreover, the negpotential introduces an intractable
constant to the posterior that cannot be dropped, so we use the double Metropolis-Hastings algo-
rithm (Liang, 2010) to simulate from these posteriors (Supplementary Methods).
Prior distributions The prior used for α is a Uniform distribution U(−10, 10). The prior
used for η is a Uniform distribution over the parameter space of η. The parameter space of η is
directly calculated from the neighborhood adjacency matrix, as the inverse maximum and minimum
of its eigenvalues (Supplementary Methods). We assume that τ follows a prior uniform distribution
U(0, 10) and derive the prior distribution for τ2 in the model as π(τ2) =
1
20τ
1(0 < τ2 < 100).
Iterations For each intra-chromosomal (including the linear baseline) and pairwise inter-
chromosomal HiC dataset (Results), we ran the double Metropolis-Hastings algorithm through
5000 iterations, with 1000 burn-in iterations. All TAD related datasets, the whole-genome dataset
and the functional datasets went through 2000 iterations with 400 burn-in. The variances for the
jump proposal distributions (Supplementary Methods) were chosen through multiple rounds of
initial testing to ensure that the jump frequencies fell within 15% to 40% for randomly selected
datasets in each group of datasets, and that the MCMC simulations converged within the number
of iterations used.
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4.3.3 HiC data processing
Normalization Raw observed HiC data for the IMR90 and GM12878 cell from Rao et al.
(2014) with 10kb resolution were used. The KR normalization technique was applied (Rao et al.,
2014). The goal of the normalization is to remove one-dimensional bias in HiC counts. On Chro-
mosome 9 of IMR90 at this resolution, the KR algorithm did not converge likely due to sparsity of
the matrix. In this case raw counts were used. Interactions with each locus itself are eliminated to
avoid bias towards neighboring genes.
Gene mapping Interactions are observed for every consecutive 10kb bins (spatial loci) on
the entire human genome (except chromosome Y), while expression is generally measured at genes
located intermittently on the genome. Since each spatial loci is 10kb in size, one gene locus is
often mapped to multiple bins (spatial loci). The interaction between two genes is then decided by
all of the interacting bins that overlap with the pair of genes loci. Spatial loci and gene loci are
considered to overlap when a spatial locus shares more than 10% of its base pairs with a gene locus
(Supplementary Figure 4.7). For example, if gene 1 overlaps with bin A and bin B, while gene 2
overlaps with bins C, D and E, then the interaction between gene 1 and gene 2 is determined from
the pool of interactions A-C, A-D, A-E, B-C, B-D and B-E. The goal of such gene-bin mapping is to
inform a gene network where edges connect gene pairs that are close in 3D space while eliminating
potential bias from individual loci. We found that most gene pairs overlap with a pool of less
than five bin pairs, for both intra-chromosomal and inter-chromosomal gene pairs. Therefore, we
adopted simple metrics to summarize these pools of interactions instead of using more complicated
parametrizations (e.g., a t-test). Four metrics are considered, mean, median, max and min to
summarize this pool of interactions. The computed metric for each pair of genes is then compared
to a threshold to decide whether two genes are neighbors.
Soft threshold The mean (median, max or min) of the pool of interactions for a gene pair
is compared with a threshold to determine whether there is an edge between the gene pair. The
higher the interaction score, the more proximal the two genes. The threshold is determined as the
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90th quantile of all HiC interactions found in that chromosome or chromosome pair. Therefore,
the threshold changes from chromosome to chromosome, eliminating chromosomal bias. Out of the
four metrics, the min metric is the most conservative, as it requires that all interactions in the pool
be larger than the threshold, to consider the gene pair to be neighbors, while the max metric only
requires that one interaction out of the pool be larger than the threshold. Mean is our main metric,
and all subsequent studies presented in the main text uses the mean metric. Intra-chromosomal
datasets are repeated using the other three metrics (median, min and max) as well and presented
in Supplementary Tables 4.8, 4.9 and 4.10.
4.3.4 Data source
The gene expression data used in this study comes from the ENCODE project (https://
www.encodeproject.org) (Davis et al., 2017) with the following identifiers ENCFF353SBP and
ENCFF496RIW for IMR90 and ENCFF680ZFZ and ENCFF781YWT for GM12878. These are
each two biological replicates of total RNA-seq experiments using the IMR90 and GM12878 cell
lines. Genes are mapped to Ensembl stable IDs with coordinates from Ensembl (Cunningham et al.,
2018) release 90, which uses the GRCh38.p10 human genome assembly.
4.3.5 Data and software availability
The source code, prerequisites and installation guide, as well as a Docker image for the R package
PhiMRF are available at https://github.com/ashleyzhou972/PhiMRF under GPL-2 license. The
scripts for data processing are available at https://github.com/ashleyzhou972/bioMRF under a





Within each chromosome We ran PhiMRF on all genes in each of the 23 human chromo-
somes (Y chromosome excluded) in the IMR90 cell line, with the spatial gene networks inferred
from intra-chromosomal HiC data with 10kb resolution (Rao et al., 2014). To better understand
performance, we implemented a linear baseline for each chromosome: the baseline takes the same
gene expression data for each gene, but the spatial network is simply inferred from genes within
10kb of each other in the linear chromosome. By comparing our results with this baseline dataset,
we can observe whether the long-range, non-linear interactions do play a role in gene expression.
We found strong evidence of positive spatial dependency in eleven chromosomes: 1, 4, 5, 6, 8,
(a) (b)
Figure 4.2: Spatial Interaction Estimate (SIE) for whole chromosomes. Top panels depicts the
network properties of each chromosome. Network density is defined as the percentage of actual
edges versus number of possible edges. (a) Chromosomes with 95% credible interval for SIE above
zero. Height of bar is SIE, and error bars are the 2.5% and 97.5% quantiles from the posterior
distributions. (b) Chromosomes with 95% credible interval including 0. Error bars are the 2.5%
and 97.5% quantiles from the posterior distributions.
9, 12, 19, 20, 21 and X, with SIEs higher than the linear baseline (Figure 4.2(a), Supplementary
Tables 4.1 and 4.2). This suggested genes in these chromosomes are co-dependent on their spa-
tial neighbors when it comes to gene expression, proving that genes that are spatially close have
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coordinated expression patterns on a chromosomal scale. We noticed that although in all these
eleven chromosomes the 95% credible interval of η is greater than zero, their ranges vary greatly.
Although these SIEs are all larger than their linear counterpart, the intervals do not suggest that
the difference between the HiC and linear models is statistically significant, except in Chromosomes
1, 9 and 21. However, the differences in these SIEs should not be quantitatively compared (e.g.,
measuring the difference or ratio of these SIE’s), as they all have different number of genes and
connectivity. There does not seem to be correlation between the parameter estimates from the
PhiMRF model and the network size or connectivity (Figure 4.2(a)).
Twelve chromosomes did not show meaningful spatial dependency in gene expression (Fig-
ure 4.2(b), Supplementary Tables 4.1 and 4.2). Despite only half of the chromosomes showing
3D spatial dependency, all 23 chromosomes show meaningful positive linear dependency in gene
expression. In other words, the expression level of a gene is predictive of the expression levels of (at
most) two other genes that are within 10k base pairs upstream or downstream from it. This is a
confirmation for the efficacy of our model as it suggests that the linear dependency in gene expres-
sion is stable and detectable, in line with our existing perception of the transcription mechanism.
All chromosomes have comparable estimated basal expression rates and conditional variance (Sup-
plementary Table 4.1). The large estimated conditional variance is indicative of the large variation
in gene expression within a chromosome.
Within Topologically Associating Domains Topologically Associating Domains (TAD)
are megabase-sized spatial structures in the chromosomes observed from HiC data, displaying
significantly more frequent interactions within than out of these domains (Dixon et al., 2012)
(Figure 4.3(a)). Evidence shows that enhancer-promoter interactions are constrained within TADs
(Jin et al., 2013), and genes within TADs are more active in transcription than genes on TAD
boundaries (Dixon et al., 2012). However, it is unclear how TAD structures affect gene expression
levels on a global scale (Despang et al., 2019; Lupiáñez et al., 2015). Here we investigate the level
of gene expression spatial dependency for genes located within TAD boundaries (Supplementary
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Table 4.3). Several algorithms are available for the computational identification of TADs based on
HiC data (Forcato et al., 2017). We used Arrowhead (Rao et al., 2014) as our TAD caller.
(a)
(b)
Figure 4.3: Spatial dependency in TAD gene expression. (a) Illustration of inter-TAD (purple)
and intra-TAD (orange) edges. The rectangles are genes located within (green) and outside (blue)
of TADs. (b) SIE of TAD genes using intraTAD versus allTAD edges. Blue: only includes edges
within one TAD (intraTAD). Red: includes all edges connecting all TAD genes (allTAD).
In terms of network property, the within-TAD gene networks show a higher level of network
clustering (Wasserman et al., 1994), but do not seem to have more extreme hub nodes, when
compared with non-TAD genes networks (Supplementary Figure 4.8). To further investigate the
genes within TADs, we isolated those edges that are located within TADs, i.e., interactions that
connect two genes within the same TAD. About half of the edges for genes located within TADs
are intra-TAD edges (Figure 4.3(b), top). Then we ran PhiMRF to detect spatial dependency of
gene expression on these TAD genes, using only the edges within each individual TAD (intra-
TAD edges), where the network is essentially made up of a group of connected components that
represent each TAD. Seventeen chromosomes, with the exception of 8, 13, 14, 15, 18, 22, show
meaningful spatial dependency when only including intra-TAD edges, while only nine chromosomes
show positive spatial dependency when including both intra-TAD and inter-TAD edges. We also ran
the model on TAD genes with only inter-TAD edges, to rule out the possibility that the difference
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in SIE is due the number of edges in the network. The dataset using inter-TAD edges display similar
SIEs as the dataset using all edges (Supplementary Figure 4.9). We therefore conclude that for some
chromosomes, limiting the interactions to within each TAD results in a more detectable effect of
spatial dependency. Intra-TAD interactions are more important than inter-TAD interactions when
it comes to coordinating gene expression levels. Such effects might be a result of TAD boundaries
acting as insulating barriers that blocks interactions across domains.
(a) (b)
Figure 4.4: Permutation test for spatial dependency in TAD gene expression. (a) Histogram of SIE
for 100 randomly permuted networks for all TAD genes in four chromosomes. Red dashed line is the
observed SIE from the non-random HiC network. (b) Histogram of τ̂2 for 100 randomly permuted
networks for all TAD genes in four chromosomes. Red dashed line is the observed τ̂2 from the
non-random HiC network. The permutation is carried out using an Erdős-Rényi algorithm (Erdős
and Rényi (1960)) with equal probability for any possible edge to be sampled. Total number of
actual edges in each random graph is equal to the number of intra-TAD edges in the observed HiC
network.
To completely rule out the effect of neighborhood size (edge count), and to further validate our
model, in the next step, we carried out an in silico experiment to disrupt the TAD boundaries
by randomly sampling edges in our HiC network. In other words, we randomly permuted the
order of the edges in each HiC network to create a reference distribution. For each of these 100
random samples, edges are randomly designated between any two genes. The total number of
random edges is equal to the number of intra-TAD edges. The permutations could be viewed as
a disruption of TAD boundaries, artificially connecting genes located in different TADs. We then
fit PhiMRF for all 100 networks and obtained the SIE’s (Figure 4.4, Supplementary Figure 4.10).
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For most chromosomes, the SIE from our observed model is significantly higher than our reference
distribution built from 100 randomly sampled networks. Moreover, the observed PhiMRF model
often reports significantly lower remaining conditional variance when compared with randomly
permuted networks. This is because some of the variance is accounted for by the spatial dependency,
through the observed HiC network. This serves as a validation that PhiMRF is picking up real
spatial dependency signal instead of noise in the data. The PhiMRF results of such disruption
demonstrated that these artificial connections could not explain the variation of gene expression.
Therefore, we have proven the native organization of TADs is non-random and has significant effects
in gene expression.
4.4.2 Inter-chromosomal dependency
Many HiC studies are focused on intra-chromosomal interactions since chromatin looping and
TADs are important mechanisms for gene regulation (Jin et al., 2013; Rao et al., 2014). More-
over, it was initially observed that different chromosomes tend to occupy different territories in
the nucleus with rare inter-chromosomal interactions (Cremer and Cremer, 2001). Despite the dis-
crete chromosome territories, there is 5-10% of chromosomal intermingling (Stevens et al., 2017),
and intermingling has a strong correlation with gene expression (Branco and Pombo, 2006; Nora
et al., 2012). The inter-chromosomal HiC gene networks are derived the same way as the intra-
chromosomal ones, but only using inter-chromosomal HiC interactions. In other words, no two
genes from the same chromosome are considered to be connected. For a total of 253 pairs of chro-
mosomes, only 32 (12.6%) pairs do not show meaningful positive spatial dependency. In general,
the lower the SIE, the larger the credible intervals (Figure 4.5). When spatial dependency is less
detectable, it manifested in both the effect sizes and the statistical significance. The chromosome
pair with the highest SIE is Chromosome 9 and Chromosome 21, followed by Chromosome 9 and
Chromosome 13. Some evidence suggests that Chromosome 9 is located in the center of the nucleus
(Kozubek et al., 1999), which may explain the high inter-chromosomal spatial dependency of its
gene expression. Another chromosome that appeared twice in the top ten list is chromosome 19,
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which has also been shown to locate in the center of the nucleus (Bolzer et al., 2005). Chromosome
1 is the only chromosome that appeared three times in the top ten list, which might be attributed
to its exceptional length and gene count.
Figure 4.5: SIE of chromosome pairs using only inter-chromosomal HiC interactions. For each pair
of chromosomes, PhiMRF ran on a dataset where all genes in both chromosomes are included,
while only inter-chromosomal edges are included. From left to right, chromosome pairs ranked by
highest SIE to lowest. Background: SIE and 95% credible interval of all 253 chromosome pairs.
Zoomed overlay: SIE and 95% credible interval of the top ten chromosome pairs with the highest
SIE.
We then incorporated all inter-chromosomal and intra-chromosomal HiC edges to all 19,631
genes in the genome. Among the total 2,368,756 edges, 176,282 (7.44%)are intra-chromosomal
edges. The global gene network has a SIE of 2.561 (2.551, 2.570), confirming spatial dependency
of gene expression as a global effect, observed in the whole genome.
4.4.3 Functional gene groups
Next we tested the hypothesis that spatial dependency of gene expression is correlated with
the function of the genes. Evidence suggest that co-functioning genes tend to cluster in space, and
function is closely correlated with expression levels, since co-functioning genes are sometimes co-
transcribed (Thévenin et al., 2014; Homouz and Kudlicki, 2013). Having developed the PhiMRF
framework to understand the relationship between expression and spatial organization, we can
apply it to any group of genes, to see whether spatial dependency is particularly strong for certain
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functions, pathways or phenotypes. The implication of a large SIE for a functional group is that
the 3D organization of the genome plays a role in the regulation of such function.
Here we demonstrate this application of PhiMRF using the Gene Ontology (GO) consor-
tium (Ashburner et al., 2000; Consortium, 2018) as the controlled vocabulary for functional an-
notation. We picked the top fifteen GO terms by gene count in the Biological Process aspect of
GO (BPO) and collected all the genes associated with each GO term (Supplementary Tables 4.4
and 4.4). These terms include functions like transcription regulation, protein phosphorylation etc.
The size of the gene groups varies from 504 genes to 167 genes.
Groups of genes associated with positive/ negative regulation of transcription by RNA poly-
merase II (GO:0045944, GO:0000122),G protein-coupled receptor signaling pathway (GO:0007186),
neutrophil degranulation (GO:0043312), and negative regulation of cell population proliferation
(GO:0008285) shows statistically meaningful spatial dependency (Figure 4.6, Supplementary Ta-
ble 4.5). The interpretation of these positive results is the interplay of the three important factors
of a gene: its spatial location, its expression level and its function. A positive SIE for a functional
gene group means that genes that are part of this particular biological process have co-dependent
expression levels based on their spatial locations. In order for these genes to carry out the same
function together, regulation of the expression of these genes appears to take advantage of the 3D
genome structure.
4.4.4 Differences between cell lines
We performed the intra-chromosomal and inter-chromosomal PhiMRF analyses in another cell
line, GM12878. From Differential Expression (DE) analysis using DESeq2 (Love et al., 2014), the
two cell lines shows different expression landscape (Supplementary Figure 4.12). About half of the
genes in each chromosome are differentially expressed (Supplementary Table 4.6), summing to a
total of 10,812 DE genes. The HiC network structures for the two cell lines are also different. We
used the combined HiC contact matrices containing both primary and replicate HiC experiments.
Under the same edge inference criteria (Methods), the GM12878 HiC networks contains about
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Figure 4.6: SIE of functional gene groups. SIEs and 95% credible intervals obtained for each
group of genes associated with the top 20 GO BPO terms. For each group of genes, both intra-
chromosomal and inter-chromosomal HiC interactions are included. The GO terms are ranked
by the number of annotated genes in decreasing order from top to bottom. Meaningful spatial
dependencies are marked in blue.
twice as many edges as the IMR90 networks (Supplementary Table 4.6). Edges in GM12878 cover
all of the edges in IMR90 while adding many others, giving the networks much higher density
(Supplementary Figures 4.13(a) and 4.13(b), top).
Despite the differential expression and different network structures, we observe similar patterns
of spatial dependency in the GM12878 cell line. Eight chromosomes: 1, 4, 5, 11, 14, 15, 21 and
X show meaningful spatial dependency, with significant larger SIE’s than their linear counterparts
(Supplementary Figure 4.13(a)).
Chromosomes 1, 4, 5, 21 and X showed meaningful spatial dependency in both cell lines, in-
dicating that this regulation mechanism may be common and essential among all cell lines and
tissue types. These five chromosomes are not different from other chromosomes in terms of gene
count, edge ratio or number of DE genes. More experiments are need to determine if there is any-
thing special about these five chromosomes. For those chromosomes that did not show meaningful
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intra-chromosomal spatial dependency in GM12878, they exhibited large credible intervals, due to
the large number of edges, making the dependencies less concentrated and hence harder to detect.
In both cell lines, the same structure underlines the linear gene networks. Both cell lines exhibit
meaningful and consistent linear spatial dependency across all chromosomes, suggesting that the
mechanism of coordinated expression in linear neighboring genes is still preserved even when the
expression levels are different for these genes.
In terms of inter-chromosomal dependencies, only 60 (23%) out of the 253 chromosome pairs
showed spatial dependency in GM12878, significantly less (p < 0.01, test of proportions, two-sided)
than that of IMR90 (Supplementary Figure 4.14). However, the top ten most significant pairs
reveals some familiar chromosomes. For example, chromosome 19 appeared three times in the top
ten list of most spatially dependent chromosome pairs in GM12878, as was the case in IMR90.
4.5 Discussion
We have developed a novel probabilistic model for gene expression incorporating spatial depen-
dency. By applying this model to RNA-seq and HiC data, we get our first peek into how the gene
expression landscape is shaped by the 3D location of the genes. The different expression levels
of genes can be partially explained by the spatial location of the genes. The quantitative mea-
surement of such effects provides unprecedented insight into the relationship and interplay among
chromosomal organization, gene expression and functionality.
Insulating effects of TADs Previous studies have shown that TADs play a role in the
regulation of gene expression (Dixon et al., 2012). For example, the expression profiles of genes
whose promoters are located within the same TAD are more correlated during cell differentiation
than those of genes not in the same TAD (Nora et al., 2012). One hypothesis is the regulation
is weakened by the insulating effects of TAD boundaries. TAD boundaries are enriched with
CTCF proteins and CTCF binding sites, which are known to help shape the structure of the
genome (Dixon et al., 2012). Our study confirms that the expression of intra-TAD genes shows
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spatial dependency on a global scale, strengthening the hypothesis that TADs are an integral part
of the gene expression regulation mechanism. Interestingly, since we are able to examine the 3D
spatial interactions within each TAD, we discovered that for eight chromosomes, spatial dependency
is only detectable when the interactions are confined to TADs (Figure 4.3(b)). If we include only
inter-TAD edges (interactions between two genes on two different TADs), we observe meaningful
spatial dependency only in five chromosomes, compared with seventeen chromosomes for intra-
TAD edges (Supplementary Figure 4.9). All edges present in the HiC gene network represent
spatial proximity of these genes in the 3D space. However, if some of these edges are insulated
or blocked by boundary elements such as CTCF proteins, then it makes sense that the spatial
dependency of gene expression is no longer detectable when we include these edges. Even though
genes connected by these inter-TAD edges are still spatially close, their expression are no longer
coordinated due to the insulating effect of TAD boundaries.
High inter-chromosomal dependency The rapid pace of development of Chromosome
Conformation Capture (3C) technology enables us to obtain detailed understanding of intra-
chromosomal architecture that shapes the regulatory landscape of the genome, but inter-chromosomal
interactions and their functions are studied less and still poorly understood (Maass et al., 2019).
Many known inter-chromosomal interactions are not detected by HiC experiments, although they
can be as stable as intra-chromosomal contacts (Maass et al., 2018). Maass et al. (2018) reasoned
that the lack of detection of the inter-chromosomal interactions is due to the different distance scale
of the inter– versus the intra-chromosomal ones. We acknowledge the bias that the HiC technique
has against inter-chromosomal interactions. To mitigate this bias, we used a high resolution (10kb)
HiC interaction map, together with the soft thresholding of HiC interactions. The high resolution
map enabled us to pool information from several loci for one gene, while the soft thresholding
allowed us to infer a high interaction frequency based on individual chromosome pairs and not any
absolute spatial distance across the genome. However, even with such measures, network density is
still lower for gene networks of inter-chromosomal pairs than for intra-chromosomal gene networks
(Supplementary Figure 4.11), demonstrating the need for caution when using and interpreting HiC
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data. Despite the relative low network density for inter-chromosomal HiC gene networks, we were
able to observe high inter-chromosomal spatial dependency in gene expression for the majority
(87.35%) of chromosomal pairs in IMR90 cells (Figure 4.5). These results suggest extremely long-
range and inter-chromosomal gene interactions on different chromosomes as a commonly occurring
regulation mechanism for gene expression.
In summary, we have developed a hierarchical Markov random field (PhiMRF) model to explain
the variation in gene expression. PhiMRF can be applied to gene groups that are functionally
enriched, genes in the same biological pathway, genes that are causal for a certain disease or
phenotype, and so on. In doing so, we are essentially assessing whether one component of regulation
for such proteins are their spatial relationships. A meaningful spatial dependency would indicate
that the regulation of such function or disease involves the 3D genome architecture as one of
the regulation mechanisms, enabling researchers to explore new directions when studying gene
expression in functions, pathways, and diseases of interest.
4.6 Appendix A: Supplementary Methods
4.6.1 Conditionally specified models
What sets Equation (4.1) apart from the Gaussian assumption for a simple linear regression is
that the distribution for wi is conditionally specified, as opposed to the marginally specified model,
e.g., Yi ∼ N(µi, τ2). Moreover, in a simple linear regression, the next step of the model is to regress
the Gaussian mean against independent variable X (e.g., µi = Xiβ), while in our autoregressive
model, the Gaussian mean is regressed against its immediate neighbors w(Ni), shown in (4.2). The
parameter η in (4.2) is analogous to the regression coefficient β in a simple linear regression, that
symbolizes effect of the spatial autocorrelation, 1|Ni|+|Nj | is a normalizing constant that adjusts the
effect of different number of neighbors for different gene i’s, α is a parameter analogous to the
intercept in a simple linear regression model and τ2 is analogous to the variance parameter σ2 in a
simple linear regression.
132
4.6.2 Constructing the marginal distributions
We can derive the full conditional posterior distribution of α as p(α|η, τ2,y,w) ∝ π(α)g(w|α, η, τ2),
where π(α) is the prior distribution for α. Note that this calls for the marginal distribution of w,
g(w | α, η, τ2). Since our model is conditionally specified, this distribution is not readily available.
For certain MRF models, the marginal distributions can be constructed from conditionals using
the negpotential function (Kaiser and Cressie, 2000) as follows.
p(α | η, τ2,y,w)
∝ π(α)g(w | α, η, τ2) (4.3)
= π(α)
exp(Q(w | α, η, τ2))∫
exp(Q(w|α, η, τ2))dw
(4.4)
= π(α)C(α) exp(Q(w | α, η, τ2)) (4.5)
where Q(w | α, η, τ2)) is the negpotential function as defined in (Kaiser and Cressie, 2000) and
can be constructed using Q(y | θ) =
∑
1≤i≤j
Hi[y(si) | θ] +
∑∑
1≤i<j≤n
Hi,j [y(si), y(sj) | θ] and C(α) =
1/
∫
exp(Q(w | α, η, τ2))dw is an intractable constant. Since our posterior distribution for α (and
likewise for η and τ2) contains an intractable constant that cannot be dropped, we utilized the
double Metropolis-Hastings algorithm (Liang, 2010) that allows us to sample from the posterior
distribution using an MCMC procedure different from a regular Metropolis-Hastings algorithm.
4.6.3 Double Metropolis-Hastings algorithm
Here we outline the steps of a double MH algorithm using the full conditional posterior dis-
tribution of α (equation 4.5). Let t denote the index of MCMC iteration, and let αt denote the
current state of the Markov chain.
Step 1. Simulate a new α
′
from π(α) using the MH algorithm starting with αt. Note that this
is one step of an MH process, instead of simulation directly from the prior distribution π(α). From
a traditional MH point of view, this means treating π(α) as the invariant (target) distribution, and
calculation of the acceptance probability is needed.
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Step 2. Generate an auxiliary variable y ∼ P (m)
α′
(y|w), where P (m)
α′
(y|w) is a MH kernel of m
steps. This means using the unnormalized distribution Q(·|α′) as the invariant distribution in each
step of this MH process, starting with w. Usually m can equal to the size of w, which means this
step is one single round of the Gibbs sampler.
Step 3. We accept α
′
, i.e., αt+1 = α
′
if the auxiliary variable is accepted, with acceptance










The double MH algorithm can be used to simulate from the posterior distribution of a single
parameter, or as employed here, to sample from conditional posteriors in an overall Gibbs sampler
to sequentially sample from a joint posterior distribution.
4.6.4 Prior distributions
The prior used for η is a Uniform distribution over the parameter space of η. The parameter
space of η is directly calculated from the neighborhood adjacency matrix, as the inverse maximum
and minimum of its eigenvalues (Cressie, 1992). Thus the parameter space of η is dictated by
the graph structure and is not constant over different graphs, which could have some important
implications for interpretation of the results. However, for most intra-chromosomal and pairwise
inter-chromosomal networks, the η parameter spaces are quite similar, with maximum at around 2.5,
making the η̂ values for these datasets qualitatively comparable, e.g., the level of spatial dependency
in gene expression for Chromosome 1 is larger than that of Chromosome 4. However, the two η̂’s
from the two chromosomes are not quantitatively comparable, i.e., it is inappropriate to say the
the level of spatial dependency for Chromosome 1 is 1.2 times of Chromosome 4 (Table 4.1), since




In the initial step of a Metropolis-Hastings algorithm, random walk proposals were used for α
and τ2, while an independence proposal was used for η. The random walk proposals enable the
tuning of jump frequencies of the MCMC process by changing the variance of the random walk. In
special cases such as a small number of genes with hyper connectivity, if α or τ2 do not converge
within a large number of iterations, then the hierarchical model is considered not suitable for such
dataset. No cases reported in Section 2.2 and 2.3 fall under this category.
4.6.6 Simulations
To ensure that our model can correctly represent the data provided, we performed extensive
simulation studies to make sure that for data generated using given parameters, our model can
estimate those parameters correctly. Table 4.7 shows parameter estimates for data simulated with
the given parameters. The estimated posterior credible intervals of the parameters could cover the
value of parameter that generated the initial data in various parameter settings.
4.6.7 Functional annotations
We used the UniProt Gene Ontology Annotation (downloaded on September 16, 2019) to extract
all Gene Ontology BPO terms annotating human gene products. We only extracted the annotations
with experimental evidence, with the following evidence codes: EXP, IDA, IPI, IMP, IGI, IEP, TAS
and IC. When counting the most annotated terms, we decided to not propagate the annotations
through the hierarchical structure of the ontology. An example of a propagation is where the
ontology structure specifies that carbohydrate phosphorylation (GO:0046835) “is a” phosphorylation
(GO:0016310). If a protein is annotated with the former, a more informative term, then it is
automatically annotated with the latter, a less informative term. Since we are ranking the GO
terms by the number of proteins they annotate, if the annotations are propagated, the top ones
will be the very general functions like “cellular process”, that are in general not of interest to
researchers (Supplementary Tables 4.4 and 4.4). Therefore, we have elected to rank the GO terms
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by the number of proteins they directly annotate. These leaf annotations are directly curated from
published experiments, which is evidence that these terms are of interest to some researchers.
4.7 Appendix B: Supplementary Discussion
4.7.1 Application to genomes and gene groups
HiC data in this model are represented as a spatial network, where two genes are connected
if they are close in physical space. Even without HiC data, as long as any distance between each
pair of genes could be represented in a network, our model can still be applied. The distance used
in PhiMRF does not necessarily have to be from 3D physical space, but could be from any other
types of quantifiable pairwise gene-gene interactions. The interpretation of such results depends
on the specific type of gene-gene interaction used as the underlying network.
4.7.2 Co-expression and extending PhiMRF
It is important to note that PhiMRF is not modelling co-expression, since it does not account
for the variability in gene expression that comes from multiple experimental conditions or samples.
PhiMRF is an autoregressive model that could take one or more observations at each location.
Multiple observations at one location are considered conditionally independent of each other, while
co-expression (and differential expression) analyses focus on the probability space for one gene
among multiple samples. Although what we find can be described as genes having coordinated
expression based on spatial proximity, the term “co-expression” is not applicable at this stage.
However, PhiMRF can be useful in co-expression (differential expression) analyses by accounting
for the spatial effect in the between-sample variation.
PhiMRF also does not account for other effects that may be at play in gene expression. The
basal expression level parameter α, and the variance parameter τ2 are assumed to be the same for all
genes in the genome. This assumption is crude and does not reflect the nature of the transcriptome.
For example, assigning a different α parameter to housekeeping and non-housekeeping genes could
potentially greatly reduce variation in the model since those two groups are known to have very
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different expression levels. Our argument for the simple model specification is that it is hard to
separate these other effects from the spatial effects. At the same time, the spatial effect (close
proximity of certain genes) might as well be the result of some other molecular mechanisms that
also modify the gene expression profile, e.g., enhancer-promoter interactions at hub-enhancers (Hu
and Tee, 2017). It is not our goal to isolate the spatial effect from the other effects, rather we use
the spatial effect as a proxy for other mechanisms that might be at play.
4.7.3 Producing valid posteriors
It is challenging to reproduce MCMC based results as doing so involves specific tuning of an
algorithm. Our model is also restrictive in the parameter space of η, where it is dictated by the
adjacency matrix structure and not a fixed value. PhiMRF should not be used on small datasets.
(< 100 nodes). It is always good practice to check the convergence of the MCMC, and tune the
parameters so that the jump rates of the MCMC fall within a reasonable range.
4.8 Appendix C: Supplementary Figures and Tables
Figure 4.7: Mapping genes to HiC observed bins. Genes are mapped to multiple bins (loci) that
have at least 10% overlap with them. The gene is mapped to bins 2,3 and 4.
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Figure 4.8: Connectivity measurements for genes within and outside of TADs. Top: Max degree
is the maximum number of edges for a node in the network. Middle: Network density is defined
as the percentage of actual edges versus number of possible edges. Bottom: Clustering Coefficient
(also called transitivity) is the ratio between number of closed triplets in the network and number
of all triplets. A triplet is three nodes that are connected by either two (open) or three (closed)
edges.
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Figure 4.9: SIE of TAD genes using intraTAD versus interTAD edges. Blue: only includes edges
within one TAD (intraTAD). Green: only includes edges connecting genes in two different TADs
genes (interTAD).
Figure 4.10: Histogram of α̂ for 100 randomly permuted networks for all TAD genes in four chro-




Figure 4.11: Histogram of network properties for 23 intra-chromosomal gene networks versus 253
inter-chromosomal gene networks. (a) Network density. (b) Edge to Node ratio
Figure 4.12: Differential Expression analysis on GM12878 and IMR90 cell lines. DE analysis was
done using the DESeq2 (Love et al. (2014)) package.Red: genes that are differentially expressed.
Green: genes that are not differentially expressed.
140
(a) (b)
Figure 4.13: GM12878: Spatial Interaction Estimate (SIE) for whole chromosomes. Top panels
depicts the network properties of each chromosome. Network density is defined as the percentage
of actual edges versus number of possible edges. (a) Chromosomes with 95% credible interval above
zero. Height of bar is SIE, and error bars are the 2.5% and 97.5% quantiles from the posterior
distributions. (b) Chromosomes with 95% credible interval including 0. Error bars are the 2.5%
and 97.5% quantiles from the posterior distributions.
Figure 4.14: GM12878: SIE of chromosome pairs using only inter-chromosomal HiC interactions.
For each pair of chromosomes, PhiMRF ran on a dataset where all genes in both chromosomes are
included, while only inter-chromosomal edges are included. From left to right, chromosome pairs
ranked by highest SIE to lowest. Background: SIE and 95% credible interval of all 253 chromosome
pairs. Zoomed overlay: SIE and 95% credible interval of the top ten chromosome pairs with the
highest SIE.
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Table 4.1: Posterior parameter estimates for all 23 chromosomes. All genes and all edges within
each chromosome used.
Chromosomes η̂ α̂ τ̂2
Chrm 1 2.060 ( 1.972, 2.108) 3.490 ( 2.879, 4.185) 19.176 (16.758, 21.849)
Chrm 2 1.612 (-0.032, 2.035) 4.304 ( 3.636, 4.922) 18.080 (15.474, 20.871)
Chrm 3 0.930 (-0.639, 1.648) 4.306 ( 3.665, 4.777) 20.553 (17.685, 23.287)
Chrm 4 1.703 ( 1.360, 1.902) 2.261 ( 1.012, 3.479) 21.432 (17.121, 27.478)
Chrm 5 1.298 ( 0.195, 1.874) 4.458 ( 3.773, 5.023) 17.601 (14.376, 20.813)
Chrm 6 1.541 ( 0.530, 1.965) 3.927 ( 2.935, 4.818) 19.483 (15.718, 24.077)
Chrm 7 0.866 (-4.277, 2.184) 4.194 ( 3.549, 4.793) 18.893 (13.457, 22.366)
Chrm 8 1.714 ( 1.395, 1.954) 2.107 ( 0.458, 3.389) 21.119 (16.314, 27.164)
Chrm 9 1.709 ( 1.455, 1.927) 2.983 ( 2.037, 3.899) 18.520 (14.447, 24.265)
Chrm 10 1.019 (-0.867, 1.829) 4.137 ( 3.208, 4.741) 19.360 (16.401, 22.535)
Chrm 11 1.673 (-0.281, 2.049) 3.539 ( 2.450, 4.551) 21.877 (18.270, 26.209)
Chrm 12 1.484 ( 0.561, 1.897) 4.024 ( 3.119, 4.767) 20.372 (16.953, 24.526)
Chrm 13 -0.055 (-1.650, 1.194) 4.443 ( 3.757, 5.038) 20.128 (15.983, 24.741)
Chrm 14 1.157 (-1.829, 1.941) 4.054 ( 2.617, 4.993) 18.014 (14.151, 22.605)
Chrm 15 0.770 (-1.497, 1.910) 4.422 ( 3.185, 5.020) 17.823 (14.651, 21.681)
Chrm 16 0.623 (-3.943, 1.980) 4.011 ( 3.096, 4.580) 16.745 (13.117, 20.321)
Chrm 17 1.640 (-0.904, 2.030) 3.898 ( 3.252, 4.548) 18.427 (15.367, 21.688)
Chrm 18 0.335 (-1.177, 1.381) 4.224 ( 3.293, 4.963) 23.511 (18.839, 29.021)
Chrm 19 1.789 ( 1.040, 1.965) 2.500 ( 0.860, 3.884) 15.874 (13.240, 19.101)
Chrm 20 1.376 ( 0.653, 1.873) 3.177 ( 1.952, 4.065) 25.312 (20.234, 30.899)
Chrm 21 1.921 ( 1.712, 1.999) 0.551 (-1.118, 1.986) 20.319 (12.405, 30.786)
Chrm 22 0.565 (-2.582, 1.849) 4.155 ( 2.878, 4.864) 17.140 (13.585, 21.259)
Chrm X 1.521 ( 0.894, 2.008) 1.791 ( 0.806, 2.690) 31.338 (26.559, 36.224)
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Table 4.2: Posterior parameter estimates for the linear baseline. All genes and only linear edges
within each chromosome used.
Chromosomes η̂ α̂ τ̂2
Chrm 1 1.096 (0.977, 1.256) 3.297 (2.971, 3.627) 19.946 (17.864, 22.272)
Chrm 2 0.850 (0.620, 1.070) 4.405 (4.095, 4.738) 18.111 (16.182, 20.164)
Chrm 3 0.940 (0.722, 1.127) 4.039 (3.647, 4.428) 18.010 (15.582, 20.531)
Chrm 4 1.149 (0.874, 1.424) 3.390 (2.887, 3.825) 20.370 (17.145, 24.308)
Chrm 5 0.958 (0.662, 1.236) 4.550 (4.172, 4.924) 16.153 (14.000, 19.035)
Chrm 6 1.152 (0.922, 1.339) 3.715 (3.358, 4.078) 18.399 (15.947, 21.487)
Chrm 7 0.680 (0.390, 0.963) 3.930 (3.579, 4.318) 19.425 (17.187, 22.290)
Chrm 8 1.227 (0.990, 1.459) 3.940 (3.481, 4.365) 17.083 (14.163, 20.957)
Chrm 9 1.049 (0.758, 1.270) 3.932 (3.522, 4.316) 17.684 (15.055, 20.839)
Chrm 10 0.851 (0.554, 1.150) 4.189 (3.760, 4.590) 17.654 (15.305, 20.590)
Chrm 11 1.276 (1.128, 1.410) 2.137 (1.649, 2.634) 22.052 (18.655, 25.978)
Chrm 12 1.225 (1.032, 1.385) 3.831 (3.429, 4.258) 17.062 (14.381, 20.630)
Chrm 13 0.750 (0.207, 1.185) 4.271 (3.652, 4.842) 19.060 (15.359, 23.777)
Chrm 14 1.058 (0.755, 1.316) 4.058 (3.543, 4.555) 16.313 (13.502, 19.772)
Chrm 15 0.672 (0.321, 1.022) 4.475 (4.061, 4.888) 16.874 (14.366, 19.848)
Chrm 16 0.677 (0.370, 1.004) 3.886 (3.482, 4.272) 16.261 (14.230, 18.503)
Chrm 17 1.081 (0.865, 1.257) 3.409 (2.995, 3.824) 17.672 (15.398, 20.266)
Chrm 18 0.929 (0.425, 1.369) 3.822 (3.072, 4.489) 20.829 (15.828, 27.252)
Chrm 19 1.011 (0.792, 1.230) 3.218 (2.859, 3.525) 15.764 (13.838, 18.060)
Chrm 20 1.150 (0.856, 1.438) 2.856 (2.203, 3.478) 21.466 (17.471, 26.499)
Chrm 21 1.383 (0.998, 1.712) 2.001 (0.724, 3.106) 30.121 (19.873, 46.616)
Chrm 22 0.841 (0.426, 1.200) 4.010 (3.415, 4.516) 14.718 (12.042, 18.159)
Chrm X 1.093 (0.809, 1.304) 1.993 (1.492, 2.480) 27.328 (23.241, 31.928)
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1 2028 68.24 688 50.15 3 36 54.24
2 1232 65.91 628 43.79 2 19 59.98
3 1061 66.82 549 40.98 2 22 56.74
4 745 61.74 456 37.5 2 12 50.47
5 868 65.78 457 37.86 2 20 56.34
6 1035 64.25 461 41 2 28 57.78
7 894 57.61 411 43.31 2 14 55.59
8 665 62.56 381 36.75 2 19 55.64
9 763 59.5 321 37.07 2 33 56.36
10 725 66.62 366 37.7 2 27 57.79
11 1265 72.81 392 49.74 3 35 49.8
12 1028 69.46 398 43.97 3 22 58.17
13 319 72.41 223 35.43 2 7 57.05
14 610 68.85 249 42.97 3 35 55.9
15 588 65.65 277 43.32 2 16 58.67
16 853 60.73 194 56.7 3 29 56.62
17 1183 66.95 278 52.88 4 30 53.51
18 268 51.87 185 30.81 1 20 54.48
19 1459 73.06 179 64.25 7 43 54.83
20 539 62.89 189 43.92 2 35 53.43
21 234 65.81 86 39.53 2.5 20 44.44
22 434 65.9 118 49.15 4 19 58.06
X 835 40.48 194 53.09 2 29 46.71
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Table 4.4: Name and counts for top fifteen most annotated GO terms non-propagated (left) versus
propagated (right). Propagation was carried out for both BPO and MFO terms. Relationships
that are propagated through includes: “is-a”, “part-of”, “regulates”, “positively-regulates” and
“negatively-regulates”.
No propagation propagated (including MFO)






























































No propagation propagated (including MFO)





















































Table 4.5: Posterior parameter estimates for gene groups annotated with top 20 non-propagated
BPO terms.
GO term η̂ α̂ τ̂2
GO:0045944 1.506 ( 0.732, 1.907) 4.254 ( 3.521, 4.928) 18.647 (15.539, 22.898)
GO:0007165 1.178 (-0.099, 1.960) 3.975 ( 3.248, 4.630) 20.274 (16.801, 24.710)
GO:0007186 1.360 ( 0.795, 1.875) -0.611 (-1.518, 0.288) 29.510 (23.526, 36.105)
GO:0043312 1.180 ( 0.023, 1.933) 4.972 ( 4.235, 5.687) 23.662 (18.756, 30.059)
GO:0000122 1.705 ( 1.248, 1.966) 5.406 ( 4.844, 6.001) 10.700 ( 7.370, 14.256)
GO:0045893 1.013 (-0.117, 1.705) 5.199 ( 4.426, 5.861) 15.353 (12.411, 19.098)
GO:0043687 0.228 (-1.025, 1.417) 5.933 ( 5.386, 6.444) 19.060 (15.450, 23.547)
GO:0045892 1.221 (-0.144, 2.054) 5.677 ( 4.927, 6.345) 13.391 (10.132, 17.539)
GO:0008284 0.544 (-0.801, 1.610) 4.963 ( 4.293, 5.621) 18.553 (14.761, 23.073)
GO:0043066 0.586 (-0.756, 1.783) 5.975 ( 5.246, 6.679) 18.211 (14.625, 22.902)
GO:0006468 0.711 (-1.015, 1.837) 6.101 ( 5.568, 6.694) 10.484 ( 7.896, 13.461)
GO:0008285 1.235 ( 0.327, 1.875) 4.766 ( 3.798, 5.663) 18.236 (13.948, 23.520)
GO:0019221 0.304 (-0.435, 0.976) 2.838 ( 1.816, 3.746) 33.669 (26.719, 42.229)
GO:0010628 0.216 (-0.908, 1.186) 4.338 ( 3.551, 5.086) 22.805 (18.253, 28.470)
GO:0016579 -0.178 (-1.883, 1.831) 7.414 ( 6.957, 7.823) 6.073 ( 3.291, 9.263)
GO:0043065 0.562 (-1.374, 1.778) 6.195 ( 5.573, 6.748) 11.840 ( 8.842, 15.623)
GO:0006366 0.197 (-1.184, 1.611) 5.835 ( 5.161, 6.435) 13.566 (10.796, 16.865)
GO:0000165 0.554 (-0.497, 1.558) 4.671 ( 3.861, 5.414) 22.893 (17.485, 28.794)
GO:0000398 0.176 (-1.594, 1.715) 7.899 ( 7.666, 8.188) 1.876 ( 1.081, 4.232)
GO:0016567 1.007 (-1.292, 1.875) 7.433 ( 6.925, 7.931) 4.478 ( 2.027, 7.557)
147
Table 4.6: Comparison of intra-chromosomal spatial dependency between IMR90 and GM12878.
IMR90 GM12878
Chrm Num. DE Edge count SIE Meaningful Edge count SIE Meaningful
Chrm 1 1100 24369 2.06 Yes 64703 1.898 Yes
Chrm 2 739 10723 1.612 27230 0.072
Chrm 3 602 8373 0.93 20983 1.614
Chrm 4 376 3386 1.703 Yes 7372 1.913 Yes
Chrm 5 489 5830 1.298 Yes 14489 0.687
Chrm 6 598 10169 1.541 Yes 24249 -0.12
Chrm 7 497 9933 0.866 23679 1.446
Chrm 8 370 4277 1.714 Yes 9595 1.914 Yes
Chrm 9 430 5283 1.709 Yes 15513 -0.007
Chrm 10 419 5002 1.019 11617 -0.259
Chrm 11 630 15454 1.673 41143 1.973 Yes
Chrm 12 598 9018 1.484 Yes 22321 -0.344
Chrm 13 182 1105 -0.055 2314 -0.459
Chrm 14 341 4932 1.157 10074 1.98 Yes
Chrm 15 345 3574 0.77 7843 1.743 Yes
Chrm 16 483 10243 0.623 28791 -0.18
Chrm 17 633 11786 1.64 33825 -1.236
Chrm 18 146 919 0.335 1834 0.589
Chrm 19 800 16806 1.789 Yes 58021 -0.947
Chrm 20 288 3450 1.376 Yes 8606 -0.628
Chrm 21 104 1073 1.921 Yes 1974 1.988 Yes
Chrm 22 252 2603 0.565 7556 -1.385
Chrm X 390 7974 1.521 Yes 15761 1.904 Yes
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Table 4.7: Posterior parameter estimates for simulated data. True parameter values that generated
the data are given to compare the efficacy of the model.
η α τ2
TRUE 0.000 2.000 1.800
Estimate -0.052 (-0.969, 0.773) 1.994 (1.894, 2.087) 1.979 ( 1.782, 2.213)
TRUE 0.500 2.000 1.800
Estimate 0.383 (-0.650, 1.274) 2.004 (1.901, 2.107) 1.831 ( 1.648, 2.081)
TRUE -0.500 2.000 1.800
Estimate -0.130 (-1.129, 0.856) 2.001 (1.909, 2.085) 1.725 ( 1.513, 1.914)
TRUE 0.000 3.000 1.800
Estimate -0.560 (-1.617, 0.652) 3.003 (2.922, 3.080) 1.759 ( 1.458, 1.998)
TRUE 1.000 3.000 1.800
Estimate 0.617 (-0.836, 1.704) 3.095 (2.974, 3.207) 1.805 ( 1.522, 2.236)
TRUE -1.000 3.000 1.800
Estimate -0.591 (-1.654, 0.707) 3.006 (2.924, 3.084) 2.031 ( 1.746, 2.292)
TRUE 0.000 2.000 9.000
Estimate 0.095 (-0.474, 0.634) 2.061 (1.853, 2.261) 9.393 ( 8.366, 10.552)
TRUE 1.500 2.000 9.000
Estimate 1.579 ( 1.155, 1.919) 1.980 (1.531, 2.436) 9.021 ( 7.706, 10.435)
TRUE -1.500 2.000 9.000
Estimate -1.674 (-1.967, -1.356) 1.923 (1.780, 2.045) 8.553 ( 7.362, 9.851)
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Table 4.8: Posterior parameter estimates using the median metric. For each chromosome, when
summarizing the pool of interactions for each gene pair, median is used as the summary statistic.
Chromosomes η̂ α̂ τ̂2
Chrm 1 2.029 ( 1.843, 2.102) 3.696 ( 3.006, 4.401) 19.616 (16.979, 22.101)
Chrm 2 1.570 ( 0.062, 2.024) 4.364 ( 3.712, 4.956) 18.026 (15.271, 21.112)
Chrm 3 0.860 (-0.829, 1.548) 4.351 ( 3.763, 4.842) 20.545 (17.645, 23.483)
Chrm 4 1.591 ( 1.290, 1.862) 2.619 ( 1.409, 3.613) 21.521 (17.181, 26.410)
Chrm 5 1.295 ( 0.235, 1.872) 4.484 ( 3.838, 5.062) 17.639 (14.597, 21.082)
Chrm 6 1.575 ( 0.703, 1.975) 3.899 ( 2.921, 4.825) 19.538 (16.109, 24.200)
Chrm 7 0.662 (-4.673, 2.154) 4.247 ( 3.657, 4.886) 18.585 (12.801, 22.304)
Chrm 8 1.576 ( 1.005, 1.929) 2.684 ( 1.093, 3.792) 20.871 (16.712, 26.599)
Chrm 9 1.600 ( 1.283, 1.875) 3.431 ( 2.556, 4.193) 18.773 (14.793, 24.547)
Chrm 10 1.052 (-1.018, 1.986) 4.158 ( 3.241, 4.773) 19.441 (16.352, 22.935)
Chrm 11 1.734 ( 0.233, 2.049) 3.574 ( 2.527, 4.619) 21.922 (18.442, 26.360)
Chrm 12 1.466 ( 0.590, 1.898) 4.055 ( 3.115, 4.803) 20.355 (17.146, 25.367)
Chrm 13 0.089 (-1.459, 1.124) 4.429 ( 3.788, 4.965) 20.101 (15.760, 24.667)
Chrm 14 0.920 (-2.263, 1.906) 4.229 ( 2.907, 5.053) 18.332 (14.422, 22.986)
Chrm 15 0.586 (-1.744, 1.793) 4.526 ( 3.648, 5.074) 17.921 (14.963, 21.514)
Chrm 16 0.529 (-3.669, 1.959) 4.078 ( 3.212, 4.646) 16.828 (12.366, 20.394)
Chrm 17 1.715 ( 0.707, 1.983) 3.889 ( 3.216, 4.601) 18.288 (15.843, 21.407)
Chrm 18 0.440 (-1.057, 1.392) 4.192 ( 3.191, 4.991) 23.228 (18.493, 29.125)
Chrm 19 1.810 ( 1.366, 1.975) 2.450 ( 0.824, 3.775) 16.189 (13.502, 19.532)
Chrm 20 1.415 ( 0.661, 1.867) 3.161 ( 2.033, 4.116) 25.087 (20.031, 30.974)
Chrm 21 1.916 ( 1.686, 1.999) 0.578 (-1.021, 2.093) 20.348 (12.211, 31.025)
Chrm 22 0.385 (-2.494, 1.695) 4.257 ( 3.218, 4.866) 17.030 (13.303, 21.071)
Chrm X 1.491 ( 0.721, 1.980) 1.856 ( 0.975, 2.694) 31.598 (26.927, 36.267)
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Table 4.9: Posterior parameter estimates using the min metric. For each chromosome, when
summarizing the pool of interactions for each gene pair, “min” is used as the summary statistic.
Chromosomes η̂ α̂ τ̂2
Chrm 1 1.851 ( 0.836, 2.110) 4.480 (3.856, 5.062) 20.868 (18.305, 23.967)
Chrm 2 1.075 (-0.540, 1.749) 4.725 (4.342, 5.171) 19.230 (16.973, 21.848)
Chrm 3 0.827 ( 0.001, 1.363) 4.416 (4.016, 4.808) 20.599 (18.190, 23.310)
Chrm 4 0.943 ( 0.414, 1.444) 3.724 (3.262, 4.238) 22.697 (19.972, 26.233)
Chrm 5 0.929 ( 0.187, 1.405) 4.676 (4.279, 5.045) 17.977 (15.511, 20.598)
Chrm 6 1.447 ( 1.107, 1.748) 4.326 (3.750, 4.891) 20.684 (17.836, 24.258)
Chrm 7 0.937 (-1.968, 2.127) 4.246 (3.776, 4.762) 20.105 (17.160, 23.121)
Chrm 8 0.803 ( 0.032, 1.391) 3.875 (3.290, 4.380) 21.133 (18.106, 24.448)
Chrm 9 1.215 ( 0.683, 1.595) 4.284 (3.787, 4.776) 19.942 (17.111, 23.307)
Chrm 10 0.574 (-0.582, 1.298) 4.382 (3.966, 4.771) 20.198 (17.812, 22.898)
Chrm 11 1.688 ( 0.375, 1.980) 4.244 (3.168, 5.208) 23.904 (20.232, 29.080)
Chrm 12 1.521 ( 0.950, 1.889) 4.203 (3.628, 4.801) 20.048 (17.087, 23.829)
Chrm 13 -0.005 (-0.879, 0.784) 4.449 (3.884, 5.007) 20.292 (16.369, 25.101)
Chrm 14 1.157 ( 0.252, 1.794) 4.371 (3.656, 5.000) 18.563 (15.319, 22.607)
Chrm 15 0.176 (-1.224, 1.333) 4.657 (4.197, 5.030) 18.314 (15.919, 21.404)
Chrm 16 0.314 (-2.668, 1.811) 4.242 (3.779, 4.746) 16.968 (14.010, 19.626)
Chrm 17 1.335 (-0.657, 1.877) 4.135 (3.571, 4.736) 19.598 (16.685, 22.671)
Chrm 18 0.621 (-0.466, 1.390) 4.333 (3.643, 5.047) 23.760 (18.914, 29.863)
Chrm 19 1.430 (-0.422, 1.854) 3.598 (2.893, 4.398) 17.307 (14.884, 20.524)
Chrm 20 1.238 ( 0.701, 1.718) 3.399 (2.598, 4.156) 25.872 (21.233, 31.800)
Chrm 21 1.883 ( 1.655, 1.998) 1.947 (0.458, 3.133) 23.633 (14.581, 35.877)
Chrm 22 0.759 (-0.547, 1.598) 4.321 (3.579, 4.893) 16.999 (13.625, 20.862)
Chrm X 1.228 ( 0.429, 1.758) 2.490 (1.773, 3.205) 31.727 (26.931, 36.532)
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Table 4.10: Posterior parameter estimates using the max metric. For each chromosome, when
summarizing the pool of interactions for each gene pair, “max” is used as the summary statistic.
Chromosomes η̂ α̂ τ̂2
Chrm 1 2.133 ( 2.116, 2.135) 1.664 ( 0.993, 2.269) 16.951 (14.720, 19.490)
Chrm 2 2.043 ( 1.964, 2.093) 3.057 ( 2.289, 3.933) 16.542 (13.894, 19.490)
Chrm 3 2.026 ( 1.843, 2.107) 2.502 ( 1.302, 3.724) 19.020 (15.451, 23.226)
Chrm 4 2.049 ( 1.942, 2.089) 0.501 (-0.504, 1.538) 16.572 (13.041, 20.881)
Chrm 5 1.345 (-2.346, 2.073) 4.348 ( 3.358, 5.166) 17.500 (13.724, 21.981)
Chrm 6 1.362 (-5.484, 2.059) 3.782 ( 2.510, 4.858) 17.271 (12.217, 21.770)
Chrm 7 1.215 (-5.390, 2.184) 3.782 ( 2.848, 4.615) 18.076 (12.590, 22.116)
Chrm 8 2.018 ( 1.897, 2.080) 0.520 (-0.841, 1.716) 20.136 (15.806, 25.368)
Chrm 9 1.879 ( 1.694, 1.998) 1.911 ( 0.758, 3.052) 18.039 (13.566, 23.511)
Chrm 10 1.983 ( 1.429, 2.157) 2.794 ( 1.515, 4.181) 18.638 (14.324, 24.436)
Chrm 11 2.086 ( 2.061, 2.089) -0.459 (-1.720, 0.684) 18.267 (15.206, 21.514)
Chrm 12 -0.086 (-5.515, 1.965) 4.429 ( 3.655, 5.242) 18.563 ( 6.445, 24.058)
Chrm 13 0.990 (-3.734, 2.028) 3.553 ( 1.183, 4.986) 19.186 (14.000, 25.289)
Chrm 14 2.037 ( 1.927, 2.070) 0.765 (-0.889, 2.315) 15.874 (11.832, 20.970)
Chrm 15 1.278 (-2.976, 2.093) 3.954 ( 2.524, 5.051) 17.350 (13.377, 22.693)
Chrm 16 1.986 ( 1.853, 2.057) 2.227 ( 1.048, 3.448) 15.282 (11.988, 19.165)
Chrm 17 1.528 (-4.079, 2.058) 3.759 ( 3.012, 4.432) 18.041 (15.008, 21.780)
Chrm 18 1.446 (-2.795, 2.077) 3.126 ( 1.109, 4.911) 20.587 (14.406, 29.081)
Chrm 19 1.969 ( 1.917, 2.017) 0.267 (-1.522, 1.962) 15.679 (12.908, 19.617)
Chrm 20 1.826 ( 1.491, 2.025) 2.363 ( 0.807, 3.616) 23.761 (19.121, 29.728)
Chrm 21 1.979 ( 1.835, 2.045) -0.252 (-1.980, 1.354) 22.150 (14.298, 31.806)
Chrm 22 1.045 (-4.053, 1.960) 3.391 ( 1.296, 4.864) 16.706 (11.727, 23.081)
Chrm X 2.086 ( 1.946, 2.161) -1.281 (-2.389, -0.119) 28.210 (23.897, 32.925)
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CHAPTER 5. DISCUSSION AND FUTURE DIRECTIONS
The emerging types and amount of biological data call for innovative statistical models to
analyze them. In this thesis, I have presented three research projects that utilize tailored statistical
methods for the analysis of data in genomics, proteomics and phenomics. With this thesis, I hope
to promote the use of novel and tailored statistical methods for tackling a diverse range of biological
puzzles, as well as emphasize the importance of benchmarking for advancing the field computational
biology.
In this chapter, I will discuss each of the three research articles presented in this thesis, where I
will elucidate the scientific problems I tried to solve, justify the choice of the statistical methodology
and present the impact of the work on the scientific community. I will then outline future directions
for each project. Each discussion contains the following elements.
• Problem The biological question or hypothesis of interest
• Data The main biological observations (data) collected that are subject to statistical mod-
elling, as well as how the data were obtained. Analyzing such data should provided answers
to the biological problem above.
• Bias Potential bias in the biological observation that might or might not be accounted for in
the study
• Impact Contribution of this work to the scientific community
5.1 Benchmarking Phenotypic Images
5.1.1 Discussion
Problem The main question of Chapter 2 is whether the image labelling accuracy of un-
trained individuals is comparable with that of the expert. Secondary questions include, first,
whether the untrained individuals, rewarded with money, are better annotators than students re-
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warded with course credit; second, whether the accuracy of the machine learning predictions change
based on the quality of the training data provided.
Data The observations in this study are the boxes drawn by the untrained individuals around
the tassels of images of corn plants in a field setting. The boxes were supposed to be minimum
bounding, i.e., covering the minimum area needed to include all parts of the tassel. Each untrained
individual was given 80 images to circle, with each image containing around five tassels.
Data were obtained through an experiment deployed by the authors through the ISU qualtrics
platform (https://www.qualtrics.com).
Bias It is important to recognize the one-dimensional bias introduced by the same user, as well
as the same image. The subject of this study is each individual box, but correlation exists between
the boxes drawn by the same user, as well as the boxes from the same image. One image could be
subject to a specific weather condition, and render all boxes on the image worse-performing than
the rest. To mitigate this bias, we included random effect terms in our regression model to account
for the user and image effects.
Some untrained individuals in this experiment were recruited through Amazon Mechanical Turk.
This recruitment scheme introduces potential selection bias as these untrained individuals may not
be representative of the overall population of untrained individuals available for such tasks in the
future. For example, the Amazon Mechanical Turkers may be more familiar with such tasks than
the general public due to experience. To mitigate this bias, we recruited undergraduate students at
Iowa State University to perform the same task for comparison. These students do not have prior
experience performing similar tasks, and are not rewarded with money.
Impact The study provides a guide for the best practices of using crowdsourced efforts for
the labelling of phenotypic images. We found that individuals motivated with monetary rewards
perform better than students motivated with course credits. However, when it comes to the resulting
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dataset used for training for machine learning algorithms, there did not seem to be a significant
difference. This could serve as a general guidance for future crowdsourcing efforts.
Although automated methods can perform a lot of trivial tasks in place of human beings, they
still require labelled data for training. This study proves that crowdsourcing is a viable approach
for the generation of high quality training data for plant phenomics. Our study also promotes the
“Citizen Science” movement, an outreach effort from the scientific community to the general public.
5.1.2 Future directions
As a proof-of-concept study, our experiment has demonstrated the feasibility of using crowd-
sourced data for training of machine learning methods. The next step in the study of plant phe-
nomics is to better utilize these training data via advanced computer vision algorithms for the
computation of phenotypic traits. For example, transfer learning approaches have proved to be
effective in increasing the accuracy of image labelling tasks (Zhu et al., 2011). There has already
been some success in applying deep neural networks in a tranfer learning scheme in the quanti-
tative computation of plant phenotypes (Mohanty et al., 2016; Ubbens and Stavness, 2017). In a
transfer learning setting, a model is pre-trained for a general task using an existing dataset, such
as ImageNet (Deng et al., 2009), and then re-used for a specific task, such as cropping corn tassels
in a field image. Although the pre-trained model is not trained with plant images, it fine-tunes
the algorithm in recognizing key information from the plant training images gathered from our
crowdsourcing efforts.
5.2 Assessment of Protein Function Prediction
5.2.1 Discussion
Problem The main problem we address in this research is the ranking of different protein
function prediction methods using the same benchmark dataset. In terms of the evaluation al-
gorithm, we used algorithms that compare the predicted functional annotations (labels) with the
benchmark annotations, measuring both false positive predictions and false negative predictions.
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Data The data we gathered are the predicted protein functions represented by Gene Ontology
(GO) terms. Each protein sequence is predicted to be associated with multiple GO terms, with
varying degrees of confidence.
Data were collected through a community-driven data competition, where participants submited
their prediction through an online platform (www.synapse.org). We also obtained experimental
protein annotations as benchmarks.
Bias The ranking of the methods is heavily dependent on the benchmark data used. In
order to mitigate this problem, two measures were taken. First, we evaluated submitted methods
from past CAFA challenges against the new benchmark dataset this year. We concluded that
methods have been improving since the first CAFA challenge, not only based on evaluation results
from the past, but evaluations of past methods using the latest benchmark dataset. Second, we
collaborated with experimental biologists for novel experimental annotations. Evaluation of the
computational methods based on these new experimental benchmarks, revealed that there is still
room for improvement for computational methods to match the annotations from experiments.
We also recognize that the available training data for protein functions are heavily biased
towards well-studied model organisms, as well as functions that are relevant to human diseases,
making certain predictions difficult due to lack of training data.
Impact In this research, we provide the latest ranking of computational methods in predicting
protein function. Knowing the functions of proteins is fundamental for the study of human diseases
and evolution, but experimental annotations are not always available. Computational methods are
therefore important to fill the gap. We found that the best-performing computational method was
an ensemble method that takes advantage of multiple prediction algorithms, while most submitted
methods still relied heavily on homology. We also found that a large proportion of the methods
rely on machine learning methodologies. With this work, we hope to promote more collaboration




The evaluation metric for a multi-label classification problem should take into account the
hierarchical structure of the labels, in this case Gene Ontology terms (Jiang et al., 2016). An
information-theoretic approach was proposed to account for the information content of each term,
giving higher weights to terms that appear less frequent (having a higher information content) (Clark
and Radivojac, 2013). However, since information content is still calculated based on empirical evi-
dence, i.e., using frequency in the current database as a proxy for probability, it is not recognizing or
correcting the bias that is already present in the annotation database. In other words, the database
is incomplete, and such incompleteness is significantly impacting the evaluation results (Jiang et al.,
2014).
I propose an imputation approach for estimating the true probabilities of each term. Parametric
imputation methods could help account for the bias in the database by including parameters that
represent species or relevance to cancer, since the missing data weren’t missing at random. The
model could integrate information from other databases for estimation of “missingness”, for exam-
ple, publication records of human versus non-human studies could help estimate the bias towards
human research. Once we have the imputed probability of each term, we can better evaluate the
prediction results by accounting for these probabilities.
5.3 Spatial Modelling of Gene Expression
5.3.1 Discussion
Problem The hypothesis in this study is that gene expression as observed for each gene in
the 3D genome exhibits spatial dependency.
Data The biological data that are modeled as a random variable in this case are the RNA-seq
counts measured for each protein-coding gene. RNA-seq data in this study were downloaded from
the ENCODE database (https://www.encodeproject.org) (Davis et al., 2017). HiC data were
downloaded from the Rao et al. (2014) study.
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Bias Both sources of data for this study could contain potential bias from their experimental
procedures. In RNA-seq experiments, transcript length could bias the resulting observed gene ex-
pression count. Extremely long or short genes could display different expression counts in replicate
samples (Oshlack and Wakefield, 2009). In addition, RNA-seq data also suffers from GC-content
bias. While pipelines that process RNA-seq data from raw reads may contain bias correction
mechanisms, there is no guarantee that all of the biases are accounted for.
The experimental procedure of HiC (Section 1.3.1) introduces one-dimensional bias (short-range
interactions are more likely to be detected than long-range interactions), which can be mitigated
through normalization methods (Rao et al., 2014; Imakaev et al., 2012; Forcato et al., 2017). The
experiment is also more likely to detect intra-chromosomal interactions than inter-chromosomal
interactions.
Impact Our research introduces a novel statistical model, Poisson hierarchical Markov Ran-
dom Field (PhiMRF) for the measurement of spatial dependency in gene expression data, given
the 3D locations of each gene. We found that such spatial dependency is stronger within TAD
regions and for certain functional gene groups. PhiMRF is the first method for quantifying the
spatial dependence of gene expression, and because our results suggest that spatial dependence is
significant and widespread, having consequences for our understanding of 3D spatial location in the
regulation of gene expression. PhiMRF can be used to interrogate sets of genes of interest for the
possible roles of spatial dependence in the regulation of their expression. The Spatial Interaction
Estimate (SIE) that PhiMRF provides is a powerful tool for determining the possible role of 3D
interactions in gene regulation.
5.3.2 Future directions
Multiple edge types The first step in expanding this model is to include multiple edge
types in the model. The edge types could be intra- or inter-chromosomal neighbors, linear or long-
range neighbors, or even non-spatial neighborhood structures between genes, such as co-expression
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or protein-protein interactions. Extending to multiple edge types will greatly improve the inter-
pretability of the model and offer more avenues of research for exploration
Predictive modelling While our current statistical model is able to detect spatial depen-
dency in the human genome via inference of the dependency parameter, a lot of the variation in
gene expression cannot be explained by spatial dependency. Therefore, using spatial dependency
alone cannot provide a good predictive model for gene expression. The next step is to increase
the fit of the statistical model by introducing other parameters that represent other aspects of
gene expression, such as pathway, cell type or co-expression networks. Predictive models of gene
expression exists and are desirable when RNA-seq data is not available for certain cell or tissue
types (Li et al., 2015). It is highly likely that adding the spatial feature to the existing predictive
models will result in higher predictive accuracy.
Differential spatial dependency One of the major uses of RNA-seq data is the study of
differential expression (DE). Deferentially expressed genes between cancer and normal tissues reveal
a great deal about the genetic mechanism that renders tissues malignant. Spatial rearrangements
of the chromosomal structure is also a hallmark of cancer (Vogelstein et al., 2013). Investigating
how the spatial dependency in gene expression changes between two tissues helps elucidate the
underlying cause of the differential expression of cancerous cells. For example, if spatial dependency
in cancerous cells is low or non-detectable, then it might suggest that the distorted chromosomal
structure is responsible for the expression anomaly, and thus the cancer state.
Inferring networks from HiC In Chapter 4, we inferred a spatial gene network from HiC
data via a simple cutoff. A number of other tools exist to infer enhancer-promoter networks (Forcato
et al., 2017) or promoter-promoter networks (Schoenfelder et al., 2015) from HiC or capture-HiC
data. These tools often adopt more sophisticated algorithms and models in order to detect statisti-
cally significant interactions among the pool of HiC interactions that forms a reference distribution.
However, these tools do not guarantee that the detected interactions occur between two loci that
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are at desired locations, such as coding regions. It may be desirable to adopt these algorithms but
also constrain the location of the loci. In other words, I hope to advance the simple scheme of in-
ferring edges using a cutoff, by characterizing a reference distribution for the interactions and only
infer an edge if the interaction is statistically significantly higher than the reference distribution.
Extending to single-cell RNA-seq Single-cell sequencing has recently become routine for
investigating cell-to-cell heterogeneity (Sandberg, 2014). However, a number of challenges still face
the field of computational analysis of single cell RNA-seq data, chief among which is the problem
of missing data (Lähnemann et al., 2020). Unlike bulk RNA-seq technologies where reads from
multiple cells are pooled, single-cell technologies suffer from sparsity of data caused by detection
efficiency. Spatial models could be of great use in the imputation of these missing data points
by leveraging the relative spatial locations of each cell to predict the true expression of each cell.
In addition, in some single-cell studies (Moffitt and Zhuang, 2016; St̊ahl et al., 2016), the absolute
coordinates of each cell is available, enabling us the adopt PhiMRF for detecting spatial dependency
in the tissue space.
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