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Qi Wang, Chengming Bai, Jiefeng Liu and Yunhe Sheng
Abstract
First we use a new approach to give a graded Lie algebra whose Maurer-Cartan elements
characterize pre-Lie algebra structures. Then using this graded Lie bracket we define the
notion of a Nijenhuis operator on a pre-Lie algebra which generates a trivial deformation of
this pre-Lie algebra. There are close relationships between O-operators, Rota-Baxter operators
and Nijenhuis operators on a pre-Lie algebra. In particular, a Nijenhuis operator “connects”
two O-operators on a pre-Lie algebra whose any linear combination is still an O-operator in
certain sense and hence compatible L-dendriform algebras appear naturally as the induced
algebraic structures. For the case of the dual representation of the regular representation of
a pre-Lie algebra, there is a geometric interpretation by introducing the notion of a pseudo-
Hessian-Nijenhuis structure which gives rise to a sequence of pseudo-Hessian and pseudo-
Hessian-Nijenhuis structures. Another application of Nijenhuis operators on pre-Lie algebras
in geometry is illustrated by introducing the notion of a para-complex structure on a pre-Lie
algebra and then studying paracomplex quadratic pre-Lie algebras and paracomplex pseudo-
Hessian pre-Lie algebras in detail. Finally, we give some examples of Nijenhuis operators on
pre-Lie algebras.
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1 Introduction
For an algebra g, constructing a graded Lie algebra structure on the standard complex of multilinear
maps (with possible additional conditions) of g into itself is very important. Deformations and
cohomologies of the algebra can be well studied using this graded Lie algebra. For an associative
algebra g, the corresponding graded Lie algebra is given as follows. On the graded vector space
⊕kHom(⊗
k+1g, g), there is a graded commutator bracket
[P,Q]G = P ◦Q− (−1)pqQ ◦ P,
where P ∈ Hom(⊗p+1g, g), Q ∈ Hom(⊗q+1g, g), such that (⊕kHom(⊗k+1g, g), [·, ·]G) is a graded
Lie algebra. This bracket is usually called the Gerstenhaber bracket. Note that the operation
◦ defines a graded pre-Lie algebra structure. A bilinear map π ∈ Hom(⊗2g, g) is an associative
algebra if and only if [π, π]G = 0 and the coboundary operator for the cohomology theory of this
associative algebra is defined by δ(f) = (−1)|f |[π, f ]G. See [23, 24, 32, 33] for details of graded Lie
algebras for associative algebras, commutative algebras and Lie algebras.
In [15], the authors constructed such a graded Lie algebra for pre-Lie algebras using the op-
erad theory. Pre-Lie algebras are a class of nonassociative algebras coming from the study of
convex homogeneous cones, affine manifolds and affine structures on Lie groups, and the aforemen-
tioned cohomologies of associative algebras. They also appeared in many fields in mathematics
and mathematical physics, such as complex and symplectic structures on Lie groups and Lie alge-
bras, integrable systems, Poisson brackets and infinite dimensional Lie algebras, vertex algebras,
quantum field theory and operads. See [3, 8, 15, 29], and the survey [11] and the references therein
for more details.
In this paper, we use a different approach to construct the graded Lie algebra for pre-Lie
algebras. We introduce a partial skew-symmetrization operator α : Hom(⊗k+1g, g) −→ Hom(∧kg⊗
g, g). Then we obtain a graded Lie algebra structure [·, ·]C on the complex ⊕kHom(∧kg⊗ g, g) via
[P,Q]C :=
(p+ q)!
p!q!
α([P,Q]G).
Note that this graded Lie algebra is exactly the one given in [15] by replacing the left-symmetry
by right-symmetry of the associator. Moreover, a bilinear map π : ⊗2g −→ g is a pre-Lie algebra
structure if and only if π is a Maurer-Cartan element ([π, π]C = 0) of the graded Lie algebra
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(⊕kHom(∧kg ⊗ g, g), [·, ·]C) and the coboundary operator of a pre-Lie algebra can be defined by
δ(f) = (−1)|f |[π, f ]C .
Furthermore, we study deformations of pre-Lie algebras in terms of the aforementioned graded
Lie bracket. In particular, it leads to the introduction of the notion of a Nijenhuis operator on a
pre-Lie algebra which generates a trivial deformation of the pre-Lie algebra. It is also motivated
by the similar study for Nijenhuis operators on a Lie algebra which play an important role in the
study of integrability of nonlinear evolution equations [18].
There are close relationships between Nijenhuis operators and certain known operators on pre-
Lie algebras such as O-operators and Rota-Baxter operators, whereas the former were introduced
in [5] as the generalization of the S-equation in a pre-Lie algebra which is an analogue of the
classical Yang-Baxter equation in a Lie algebra given in [4] and the latter were studied in [2]
and [28] with interesting motivations. On one hand, we illustrate these relationships explicitly
and hence we get some examples of Nijenhuis operators from the study of O-operators and Rota-
Baxter operators on pre-Lie algebras. On the other hand, we find that Nijenhuis operators play
an essential role in certain compatible structures in terms of O-operators. Roughly speaking, a
Nijenhuis operator “connects” two O-operators on a pre-Lie algebra whose any linear combination
is still an O-operator (they are called “compatible” O-operators) in some sense. We also introduce
the notion of compatible L-dendriform algebras as the naturally induced algebraic structures since
the notion of an L-dendriform algebra was introduced in [5] as the algebraic structure behind an
O-operator on a pre-Lie algebra.
In particular, there is an interesting geometric interpretation when we consider the case of the
dual representation of the regular representation of a pre-Lie algebra for the above approach. In
fact, the notion of a pseudo-Hessian pre-Lie algebra was introduced in [31], which is the algebraic
counterpart of a Lie group with a left-invariant Hessian structure [36]. By adding compatibility
conditions between a pseudo-Hessian structure and a Nijenhuis structure on a pre-Lie algebra, we
introduce the notion of a pseudo-Hessian-Nijenhuis structure. Such a structure has many good
properties such as
1. By a pseudo-Hessian-Nijenhuis structure, we obtain a sequence of pseudo-Hessian structures
and pseudo-Hessian-Nijenhuis structures.
2. The properties that a pseudo-Hessian-Nijenhuis structure enjoys are totally parallel to the
ones of a symplectic-Nijenhuis structure on a Lie algebra [27].
3. The notion of a symmetric s-matrix in a pre-Lie algebra was introduced in [4] as a symmetric
solution of the S-equation which was also interpreted as an O-operator associated to the
dual representation of the regular representation in [5]. Since the inverse of an s-matrix
is a pseudo-Hessian structure, we construct the correspondence between pseudo-Hessian-
Nijenhuis structures and the compatible invertible s-matrices on a pre-Lie algebra.
Furthermore, there is another application of Nijenhuis operators on pre-Lie algebras in geometry.
Explicitly, we introduce the notion of a para-complex structure on a pre-Lie algebra in which the
Nijenhuis condition is exactly the integrability condition. We show that a para-complex structure
on a pre-Lie algebra gives rise to two transversal pre-Lie subalgebras. We mainly consider two kinds
of structures which combine para-complex structures and certain symmetric or skew-symmetric
non-degenerate bilinear forms satisfying some additional conditions. In the skew-symmetric cases,
we introduce the notion of a para-complex quadratic pre-Lie algebra as a combination of a para-
complex structure and a quadratic structure on a pre-Lie algebra, whereas a quadratic pre-Lie
algebra is a pre-Lie algebra together with a skew-symmetric nondegenerate invariant bilinear form,
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which is the underlying structure of a symplectic Lie algebra. Moreover, we show that a para-
complex quadratic pre-Lie algebra is exactly the underlying structure of a para-Kähler Lie algebra:
para-Kähler Lie algebra
x·gy=ω
♯−1ad∗xω
♯(y)
//
para-complex quadratic pre-Lie algebra
commutator
oo
Para-Kähler Lie algebras are the algebraic counterpart of para-Kähler manifolds [1, 17] which are
widely studied recently [4, 7, 10, 12, 13]. On the other hand, in the symmetric cases, we introduce
the notion of a paracomplex pseudo-Hessian structure on a pre-Lie algebra as a combination of a
para-complex structure and a pseudo-Hessian structure on a pre-Lie algebra, which is equivalent
to a pseudo-Hessian pre-Lie algebra with a pair of isotropic transversal pre-Lie subalgebras (such a
structure is also called a Manin triple of pre-Lie algebras associated to a nondegenerate symmetric
2-cocycle in [31]).
The paper is organized as follows. In Section 2, we review some basic properties of pre-Lie
algebras like representations, coboundary operators, s-matrices and the relationship with the Ger-
stenhaber bracket for associative algebras. In Section 3, we construct a graded Lie algebra that are
used to characterize pre-Lie algebras. In Section 4, we introduce the notion of a Nijenhuis operator
on a pre-Lie algebra and show that it generates a trivial deformation of this pre-Lie algebra. In
Section 5, we study the relationships between O-operators, Rota-Baxter operators and Nijenhuis
operators on a pre-Lie algebra. In particular, we give the relationships between Nijenhuis opera-
tors and compatible O-operators and compatible L-dendriform algebras in terms of O-operators
on pre-Lie algebras. In Section 6, we introduce the notion of a pseudo-Hessian-Nijenhuis structure
on a pre-Lie algebra and study its relation with compatible s-matrices. In Section 7, we introduce
the notion of a para-complex structure on a pre-Lie algebra and then introduce and study para-
complex quadratic pre-Lie algebras and para-complex pseudo-Hessian pre-Lie algebras. In Section
8, we study some examples of Nijenhuis operators on pre-Lie algebras, whereas the pre-Lie alge-
bras arose from the operator forms of the classical Yang-Baxter equation in Lie algebras, integrable
Burgers equation, Rota-Baxter operators on associative algebras and derivations on commutative
associative algebras respectively.
In this paper, we work over an algebraically closed field K of characteristic 0 and all the vector
spaces are over K. We only work on finite dimensional vector spaces.
2 Preliminaries
2.1 Pre-Lie algebras, representations and cohomologies
Definition 2.1. A pre-Lie algebra is a pair (g, ·g), where g is a vector space and ·g : g⊗g −→ g
is a bilinear multiplication satisfying that for all x, y, z ∈ g, the associator (x, y, z) = (x ·g y) ·g z −
x ·g (y ·g z) is symmetric in x, y, i.e.
(x, y, z) = (y, x, z), or equivalently, (x ·g y) ·g z − x ·g (y ·g z) = (y ·g x) ·g z − y ·g (x ·g z).
Let (g, ·g) be a pre-Lie algebra. The commutator [x, y]c = x ·g y − y ·g x defines a Lie algebra
structure on g, which is called the sub-adjacent Lie algebra of (g, ·g) and denoted by gc. Fur-
thermore, L : g −→ gl(g) with x→ Lx, where Lxy = x ·g y, for all x, y ∈ g, gives a representation
of the Lie algebra gc on g. See [11] for more details.
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Definition 2.2. Let (g, ·g) be a pre-Lie algebra and V a vector space. A representation of g on
V consists of a pair (ρ, µ), where ρ : g −→ gl(V ) is a representation of the Lie algebra gc on V
and µ : g −→ gl(V ) is a linear map satisfying
ρ(x)µ(y)u − µ(y)ρ(x)u = µ(x ·g y)u− µ(y)µ(x)u, ∀ x, y ∈ g, u ∈ V. (1)
Usually, we denote a representation by (V ; ρ, µ). It is obvious that (K; ρ = 0, µ = 0) is a
representation, which we call the trivial representation. Let R : g→ gl(g) be a linear map with
x −→ Rx, where the linear map Rx : g −→ g is defined by Rx(y) = y ·g x, for all x, y ∈ g. Then
(g; ρ = L, µ = R) is also a representation, which we call the regular representation. Define two
linear maps L∗, R∗ : g −→ gl(g∗) with x −→ L∗x and x −→ R
∗
x respectively (for all x ∈ g) by
〈L∗x(ξ), y〉 = −〈ξ, x · y〉, 〈R
∗
x(ξ), y〉 = −〈ξ, y · x〉, ∀x, y ∈ g, ξ ∈ g
∗. (2)
Then (g∗; ρ = ad∗ = L∗ − R∗, µ = −R∗) is a representation of (g, ·g). In fact, it is the dual
representation of the regular representation (g;L,R).
The cohomology complex for a pre-Lie algebra (g, ·g) with a representation (V ; ρ, µ) is given
as follows ([19]). The set of n-cochains is given by Hom(∧n−1g ⊗ g, V ), n ≥ 1. For all φ ∈
Hom(∧n−1g ⊗ g, V ), the coboundary operator d : Hom(∧n−1g ⊗ g, V ) −→ Hom(∧ng ⊗ g, V ) is
given by
dφ(x1, · · · , xn+1)
=
n∑
i=1
(−1)i+1ρ(xi)φ(x1, · · · , xˆi, · · · , xn+1)
+
n∑
i=1
(−1)i+1µ(xn+1)φ(x1, · · · , xˆi, · · · , xn, xi)
−
n∑
i=1
(−1)i+1φ(x1, · · · , xˆi, · · · , xn, xi ·g xn+1)
+
∑
1≤i<j≤n
(−1)i+jφ([xi, xj ]
c, x1, · · · , xˆi, · · · , xˆj , · · · , xn+1), (3)
for all xi ∈ g, i = 1, · · · , n+1. In particular, we use the symbol d
T to refer the coboundary operator
associated to the trivial representation and dreg to refer the coboundary operator associated to the
regular representation. We denote the n-th cohomology group for the coboundary operator dreg
by Hnreg(g, g) and Hreg(g, g) = ⊕nH
n
reg(g, g).
Definition 2.3. ([31]) A pseudo-Hessian structure on a pre-Lie algebra (g, ·g) is a symmetric
nondegenerate 2-cocycle B ∈ Sym2(g∗), i.e. dTB = 0. More precisely,
B(x ·g y, z)−B(x, y ·g z) = B(y ·g x, z)−B(y, x ·g z), ∀ x, y, z ∈ g.
A pre-Lie algebra equipped with a pseudo-Hessian structure is called a pseudo-Hessian pre-Lie
algebra, and denoted by (g, ·g,B).
2.2 s-matrices in pre-Lie algebras
Let g be a vector space. For any r ∈ Sym2(g), the linear map r♯ : g∗ −→ g is given by 〈r♯(ξ), η〉 =
r(ξ, η), for all ξ, η ∈ g∗. We say that r ∈ Sym2(g) is invertible, if the linear map r♯ is an
isomorphism.
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Let (g, ·g) be a pre-Lie algebra and r ∈ Sym
2(g). We introduce Jr, rK ∈ ∧2g⊗ g as follows
Jr, rK(ξ, η, ζ) = −〈ξ, r♯(η) ·g r
♯(ζ)〉 + 〈η, r♯(ξ) ·g r
♯(ζ)〉 + 〈ζ, [r♯(ξ), r♯(η)]c〉, ∀ ξ, η, ζ ∈ g∗. (4)
Definition 2.4. ([4]) Let (g, ·g) be a pre-Lie algebra. If r ∈ Sym
2(g) and satisfies Jr, rK = 0, then
r is called an s-matrix in (g, ·g).
Remark 2.5. An s-matrix in a pre-Lie algebra (g, ·g) is a solution of the S-equation in (g, ·g)
which is an analogue of the classical Yang-Baxter equation in a Lie algebra. It plays an important
role in the theory of pre-Lie bialgebras, see [4] for more details.
Let (g, ·g) be a pre-Lie algebra and r an s-matrix. Then (g
∗, ·r) is a pre-Lie algebra, where the
multiplication ·r : ⊗2g∗ −→ g∗ is given by
ξ ·r η = ad
∗
r♯(ξ)η −R
∗
r♯(η)ξ, ∀ ξ, η ∈ g
∗. (5)
Proposition 2.6. With the above notations, for all ξ, η ∈ g∗, we have
r♯(ξ ·r η)− r
♯(ξ) ·g r
♯(η) = 0. (6)
Proposition 2.7. ([4]) Let (g, ·g) be a pre-Lie algebra and r an invertible s-matrix. Define B ∈
Sym2(g∗) by
B(x, y) = 〈x, (r♯)−1(y)〉, ∀ x, y ∈ g. (7)
Then (g, ·g,B) is a pseudo-Hessian pre-Lie algebra.
Now we extend the equation (4) to any two elements r1, r2 ∈ Sym
2(g) as follows:
Jr1, r2K(ξ, η, ζ) =
1
2
(
− 〈ξ, r♯1(η) ·g r
♯
2(ζ) + r
♯
2(η) ·g r
♯
1(ζ)〉+ 〈η, r
♯
1(ξ) ·g r
♯
2(ζ) + r
♯
2(ξ) ·g r
♯
1(ζ)〉
+〈ζ, [r♯1(ξ), r
♯
2(η)]
c + [r♯2(ξ), r
♯
1(η)]
c〉
)
. (8)
It is easy to see that Jr1, r2K ∈ ∧2g⊗ g and
Jr1, r2K = Jr2, r1K,
Jr1, λr2K = λJr1, r2K, ∀λ ∈ K,
Jr1 + r2, r1 + r2K = Jr1, r1K + 2Jr1, r2K + Jr2, r2K.
Definition 2.8. Let r1 and r2 be two s-matrices. r1 and r2 are called compatible if Jr1, r2K = 0.
It is obvious that r1 and r2 are compatible if and only if for all t1, t2 ∈ K, t1r1 + t2r2 are
s-matrices.
2.3 The Gerstenhaber bracket, (graded) pre-Lie algebras and associative
algebras
Let g be a vector space. Denote by Ap(g, g) = Hom(⊗p+1g, g) and set A(g, g) = ⊕p∈NAp(g, g). We
assume that the degree of an element in Ap(g, g) is p. Let P ∈ Ap(g, g), Q ∈ Aq(g, g), p, q ≥ 0
and xi ∈ g, i = 1, 2, . . . , p+ q + 1. Then we have
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Theorem 2.9. ([23]) The graded vector space A(g, g) equipped with the graded commutator
bracket
[P,Q]G = P ◦Q− (−1)pqQ ◦ P, (9)
is a graded Lie algebra, where P ◦Q ∈ Ap+q(g, g) is defined by
P ◦Q(x1, x2, . . . , xp+q+1) =
p+1∑
i=1
(−1)(i−1)qP (x1, . . . , xi−1, Q(xi, . . . , xi+q), xi+q+1, . . . , xp+q+1).
Furthermore, π ∈ Hom(⊗2g, g) is an associative algebra if and only if [π, π]G = 0. This bracket is
usually called the Gerstenhaber bracket.
Note that (A(g, g), ◦) is a graded pre-Lie algebra, that is,
(x, y, z) = (−1)pq(y, x, z), ∀x ∈ Ap(g, g), y ∈ Aq(g, g), z ∈ Ar(g, g).
Assume that (g, ∗) is an associative algebra and set π(x, y) = x ∗ y. Then the Hochschild
coboundary operator dH : Ap−1(g, g) −→ Ap(g, g) which is given by
dHP (x1, . . . , xp+1) = x1 ∗ P (x2, . . . , xp+1) +
p∑
i=1
(−1)iP (x1, . . . , xi−1, xi ∗ xi+1, . . . , xp+1)
+(−1)p+1P (x1, . . . , xp) ∗ xp+1
can be rewritten in a simple form dH(P ) = (−1)p−1[π, P ]G for P ∈ Ap−1(g, g).
3 Generalized Gerstenhaber bracket and pre-Lie algebras
With the notations in Subsection 2.3, define an alternator α : A(g, g) −→ A(g, g) by
α(P )(x1, . . . , xp+1) =
1
p!
∑
σ∈Sp
sgn(σ)P (xσ(1) , . . . , xσ(p), xp+1), ∀ P ∈ A
p(g, g). (10)
By direct calculation, we have α2 = α, which means that the map α is a projection.
Denote by Cp(g, g) = Hom(∧pg ⊗ g, g) = α(Ap(g, g)) and C(g, g) =
⊕
p∈N C
p(g, g). For the
graded subspace C(g, g) of A(g, g), define the binary operation ⋄ : C(g, g)×C(g, g) −→ C(g, g) by
P ⋄Q =
(p+ q)!
p!q!
α(P ◦Q), ∀ P ∈ Cp(g, g), Q ∈ Cq(g, g).
More precisely, we have
P ⋄Q(x1, . . . , xp+q+1)
=
∑
σ∈∆
sgn(σ)P (Q(xσ(1), . . . , xσ(q), xσ(q+1)), xσ(q+2), . . . , xσ(p+q), xp+q+1)
+(−1)pq
∑
σ∈(p,q)−unshuffles
sgn(σ)P (xσ(1) , . . . , xσ(p), Q(xσ(p+1), . . . , xσ(p+q), xp+q+1)),
where σ ∈ ∆ means σ(1) < . . . < σ(q), σ(q + 2) < . . . < σ(p+ q).
Denote by [·, ·]C the corresponding commutator bracket given by
[P,Q]C = P ⋄Q− (−1)pqQ ⋄ P =
(p+ q)!
p!q!
α([P,Q]G). (11)
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Theorem 3.1. With the above notations, we have
(i) (C(g, g), [·, ·]C) is a graded Lie algebra;
(ii) π ∈ Hom(⊗2g, g) defines a pre-Lie algebra if and only if [π, π]C = 0.
Proof. (i) It is obvious that [·, ·]C is graded commutative. By a long but straightforward compu-
tation, we can show that for P ∈ Ap(g, g), Q ∈ Aq(g, g),
α(P ◦Q) = α(α(P ) ◦ α(Q)).
Thus for P ∈ Cp(g, g), Q ∈ Cq(g, g), R ∈ Cr(g, g), by (11), we have
α([[P,Q]G, R]G) = α
(
[P,Q]G ◦R− (−1)(p+q)rR ◦ [P,Q]G
)
= α
(
α([P,Q]G) ◦ α(R) − (−1)(p+q)rα(R) ◦ α([P,Q]G)
)
=
(p+ q)!r!
(p+ q + r)!
[α([P,Q]G), α(R)]C
=
p!q!r!
(p+ q + r)!
[[P,Q]C , R]C .
Thus, the graded Jacobi identity for the bracket [·, ·]C follows directly from the graded Jacobi
identity for the bracket [·, ·]G.
(ii) By direct calculation, we have
1
2
[π, π]C(x1, x2, x3) = π ⋄ π(x1, x2, x3)
= π(π(x1, x2), x3)− π(π(x2, x1), x3)− π(x1, π(x2, x3)) + π(x2, π(x1, x3)),
which implies that π defines a pre-Lie algebra if and only if [π, π]C = 0.
Remark 3.2. By a similar proof as that of the above conclusion (i), (C(g, g), ⋄) is also a graded
pre-Lie algebra. The graded Lie algebra given above is exactly the graded Lie algebra given in [15]
using the operad theory if the left-symmetry of the associator is replaced by the right-symmetry.
Here the graded Lie algebra is given directly and explicitly through the skew-symmetrization of the
Gerstenhaber bracket.
Let (g, π) be a pre-Lie algebra. By Theorem 3.1, we have [π, π]C = 0. Because of the graded
Jacobi identity, we get a coboundary operator δ : Cn(g, g) −→ Cn+1(g, g) defined by
δ(φ) = (−1)n[π, φ]C , ∀ φ ∈ Cn(g, g). (12)
By straightforward computation, we have
Proposition 3.3. For all φ ∈ Cn−1(g, g), we have
δφ(x1, · · · , xn+1) =
n∑
i=1
(−1)i+1π(xi, φ(x1, · · · , xˆi, · · · , xn+1))
+
n∑
i=1
(−1)i+1π(φ(x1, · · · , xˆi, · · · , xn, xi), xn+1) (13)
−
n∑
i=1
(−1)i+1φ(x1, · · · , xˆi, · · · , xn, π(xi, xn+1))
+
∑
1≤i<j≤n
(−1)i+jφ(π(xi, xj)− π(xj , xi), x1, · · · , xˆi, · · · , xˆj , · · · , xn+1).
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Thus, the coboundary operator given by (12) is exactly the one given by (3) for the regular repre-
sentation (L,R), i.e. δ = dreg.
Let V and W be two vector spaces. A linear map f : V −→ gl(W ) can induce two maps
f¯ : ⊗2(V ⊕W ) −→ V ⊕W and f˜ : ⊗2(V ⊕W ) −→ V ⊕W by
f¯(v1 + w1, v2 + w2) = f(v1)(w2),
f˜(v1 + w1, v2 + w2) = f(v2)(w1), ∀ v1, v2 ∈ V,w1, w2 ∈W.
Consider a representation of a pre-Lie algebra, we have
Proposition 3.4. Let (g, ·g) be a pre-Lie algebra and V a vector space. A pair of linear maps
ρ, µ : g −→ gl(V ) is a representation of the pre-Lie algebra g on V if and only if
[π + ρ¯+ µ˜, π + ρ¯+ µ˜]C = 0. (14)
Proof. A pair of linear maps ρ, µ : g −→ gl(V ) is a representation of the pre-Lie algebra g on V if
and only if g⋉ρ,µ V is a pre-Lie algebra, where the pre-Lie algebra structure on g⋉ρ,µ V is given
by
(x1 + v1) ⋆ (x2 + v2) = x1 ·g x2 + ρ(x1)v2 + µ(x2)v1 (15)
= (π + ρ¯+ µ˜)(x1 + v1, x2 + v2), ∀ x1, x2 ∈ g, v1, v2 ∈ V.
Thus, by Theorem 3.1, the conclusion follows immediately.
4 Nijenhuis operators on pre-Lie algebras
Let (g, ·g) be a pre-Lie algebra and N : g −→ g a linear map. We also use π : ⊗2g −→ g to denote
the multiplication in the pre-Lie algebra, i.e. π(x, y) = x ·g y. The deformed structure
πN := [π,N ]
C
defines a bilinear operation on g which we denote by ·N . Explicitly,
x ·N y = [π,N ]
C(x, y), ∀ x, y ∈ g. (16)
Lemma 4.1. The operation ·N satisfies
x ·N y = N(x) ·g y + x ·g N(y)−N(x ·g y), ∀x, y ∈ g. (17)
We use TπN : g⊗ g −→ g to denote the Nijenhuis torsion of N defined by1
TπN :=
1
2
([π,N ⋄N ]C + [N, [π,N ]C ]C). (18)
Lemma 4.2. With the above notations, for all x, y ∈ g, we have
TπN(x, y) = N(x ·N y)−N(x) ·g N(y). (19)
1This definition is motivated by the Nijenhuis torsion of a Lie algebra given in [27, Proposition 2.3].
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Proof. For all x, y ∈ g, we have
[π,N ⋄N ]C(x, y) = N2(x) ·g y + x ·g N
2(y)−N2(x ·g y).
On the other hand, we have
[N, [π,N ]C ]C(x, y) = N(N(x) ·g y + x ·g N(y)−N(x ·g y))
−N2(x) ·g y −N(x) ·g N(y) +N(N(x) ·g y)
−N(x) ·g N(y)− x ·g N
2(y) +N(x ·g N(y)).
Thus, we have
([π,N ⋄N ]C + [N, [π,N ]C ]C)(x, y) = 2
(
N
(
N(x) ·g y + x ·g N(y)−N(x ·g y)
)
−N(x) ·g N(y)
)
,
which implies that (19) holds.
Theorem 4.3. Let (g, π) be a pre-Lie algebra and N a linear map. Then the deformed structure
πN = [π,N ]
C is a pre-Lie algebra if and only if the Nijenhuis torsion TπN of N is closed, i.e.
dreg(TπN) = 0.
Proof. By the graded Jacobi identity, we have
1
2
([[π,N ]C , [π,N ]C ]C) = [π, TπN ]
C , (20)
which implies that (g, πN ) is a pre-Lie algebra if and only if d
reg(TπN) = 0.
Remark 4.4. The deformed pre-Lie algebra structure πN is compatible with π in the sense that
π + πN is a pre-Lie algebra structure, i.e. [π + πN , π + πN ]
C = 0.
Definition 4.5. Let (g, π) be a pre-Lie algebra. A linear map N : g −→ g is called a Nijenhuis
operator if TπN = 0, i.e.
N(x) ·g N(y) = N
(
N(x) ·g y + x ·g N(y)−N(x ·g y)
)
, ∀x, y ∈ g. (21)
By Lemma 4.2 and Theorem 4.3, we have
Proposition 4.6. Let N : g −→ g be a Nijenhuis operator on a pre-Lie algebra (g, π). Then
(g, πN ) is also a pre-Lie algebra and N is a morphism from the pre-Lie algebra (g, πN ) to (g, π).
Recall that a Nijenhuis operator N on a Lie algebra (g, [·, ·]g) is a linear operator N : g −→ g
satisfying
N([N(x), y]g + [x,N(y)]g −N([x, y]g)) = [N(x), N(y)]g, ∀ x, y ∈ g.
Then (g, [·, ·]N ) is a Lie algebra and N is a morphism from the Lie algebra (g, [·, ·]N ) to (g, [·, ·]g),
where the bracket [·, ·]N is defined by
[x, y]N = [N(x), y]g + [x,N(y)]g −N([x, y]g), ∀x, y ∈ g.
The following conclusion is obvious.
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Proposition 4.7. Let N be a Nijenhuis operator on a pre-Lie algebra (g, ·g). Then N is also a
Nijenhuis operator on the sub-adjacent Lie algebra (g, [·, ·]c). Furthermore, the commutator bracket
of the multiplication ·N is exactly the Lie bracket [·, ·]
c
N , i.e.
[x, y]cN = x ·N y − y ·N x, ∀x, y ∈ g.
In the following, we study deformations of pre-Lie algebras using the graded Lie algebra
(C(g, g), [·, ·]C) given in Theorem 3.1. Let (g, π) be a pre-Lie algebra, and ω ∈ Hom(⊗2g, g).
Consider a t-parameterized family of multiplications πt : g⊗ g −→ g given by
πt(x, y) = π(x, y) + tω(x, y), ∀x, y ∈ g.
If gt = (g, πt) is a pre-Lie algebra for all t, we say that ω generates a 1-parameter infinitesimal
deformation of (g, π).
Obviously, (g, πt) is a deformation of (g, π) if and only if [πt, πt]
C = 0, which is equivalent to
[π, ω]C = 0, (22)
[ω, ω]
C
= 0. (23)
Eq. (22) means that ω is a 2-cocycle for the pre-Lie algebra (g, π), i.e. dregω = 0, and Eq. (23)
means that (g, ω) is a pre-Lie algebra.
Two deformations gt = (g, πt) and g
′
t = (g, π
′
t) of a pre-Lie algebra (g, ·g), which are generated
by ω and ω′ respectively, are said to be equivalent if there exists a family of pre-Lie algebra
isomorphisms Id + tN : gt −→ g′t. A deformation is said to be trivial if there exist a family of
pre-Lie algebra isomorphisms Id + tN : gt −→ (g, π).
By straightforward computations, gt and g
′
t are equivalent deformations if and only if
ω(x, y)− ω′(x, y) = x ·g N(y) +N(x) ·g y −N(x ·g y), (24)
Nω(x, y) = ω′(x,N(y)) + ω′(N(x), y) +N(x) ·g N(y), (25)
ω′(N(x), N(y)) = 0, (26)
in which x ·g y = π(x, y), for all x, y ∈ g.
Eq. (24) means that ω − ω′ = dregN . Eq. (26) means that ω′|Im(N) = 0.
We summarize the above discussion into the following conclusion:
Theorem 4.8. Let (g, πt) be a deformation of a pre-Lie algebra (g, π) generated by ω ∈ Hom(⊗2g, g).
Then ω is closed, i.e. dregω = 0. Furthermore, if two deformations (g, πt) and (g, π
′
t) generated by
ω and ω′ respectively are equivalent, then ω and ω′ are in the same cohomology class in H2reg(g, g).
Now we consider trivial deformations of a pre-Lie algebra (g, ·g). Eqs. (24)− (26) reduce to
ω(x, y) = x ·g N(y) +N(x) ·g y −N(x ·g y), (27)
N(ω(x, y)) = N(x) ·g N(y). (28)
It follows from (27) and (28) that N is a Nijenhuis operator.
We have seen that a trivial deformation of a pre-Lie algebra gives rise to a Nijenhuis operator.
In fact, the converse is also true.
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Theorem 4.9. Let N be a Nijenhuis operator on a pre-Lie algebra (g, ·g). Then a deformation of
(g, ·g) can be obtained by putting
ω(x, y) = (dregN)(x, y), ∀x, y ∈ g.
Furthermore, this deformation is trivial.
Proof. Since ω is exact, ω is closed naturally, i.e. Eq. (22) holds. To see that ω generates a
deformation, we only need to show that (23) holds, which follows from the Nijenhuis condition
(21). We omit the details. At last, it is obvious that
(Id + tN)πt(x, y) = π((Id + tN)(x), (Id + tN)(y)),
which implies that the deformation is trivial.
As in the Lie algebra case, any polynomial of a Nijenhuis operator is still a Nijenhuis operator.
The following formula can be obtained by straightforward computations.
Lemma 4.10. Let N be a Nijenhuis operator on a pre-Lie algebra (g, ·g). Then for arbitrary
positive j, k ∈ N, the following equation holds
N j(x) ·g N
k(y)−Nk(N j(x) ·g y)−N
j(x ·g N
k(y)) +N j+k(x ·g y) = 0, ∀ x, y ∈ g. (29)
If N is invertible, this formula is valid for arbitrary j, k ∈ Z.
Theorem 4.11. Let N be a Nijenhuis operator on a pre-Lie algebra (g, ·g). Then for any poly-
nomial P (z) =
∑n
i=0 ciz
i the operator P (N) is also a Nijenhuis operator. If N is invertible, then
Q(N) is also a Nijenhuis operator for any polynomial Q(z) =
∑n
i=−m ciz
i.
Proof. For x, y ∈ g, by Lemma 4.10, we have
P (N)(x) ·g P (N)(y)− P (N)(P (N)(x) ·g y)− P (N)(x ·g P (N)(y)) + P
2(N)(x ·g y)
=
n∑
i,j=0
cjck
(
N j(x) ·g N
k(y)−Nk(N j(x) ·g y)−N
j(x ·g N
k(y)) +N j+k(x ·g y)
)
= 0,
which implies that P (N) is a Nijenhuis operator. The second statement is valid for similar rea-
sons.
5 O-operators, Rota-Baxter operators and Nijenhuis opera-
tors
In the first subsection, we illustrate the relationships between O-operators on pre-Lie algebras
introduced in [5], Rota-Baxter operators on pre-Lie algebras and Nijenhuis operators on pre-Lie
algebras. In the second subsection, we give the relationships between Nijenhuis operators and
certain compatible structures like compatible O-operators and compatible L-dendriform algebras
in terms of O-operators on pre-Lie algebras.
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5.1 Relationships between O-operators, Rota-Baxter operators and Ni-
jenhuis operators
Recall that an O-operator on a pre-Lie algebra (g, ·g) associated to a representation (V ; ρ, µ) is
a linear map T : V −→ g satisfying
T (u) ·g T (v) = T
(
ρ(T (u))(v) + µ(T (v))(u)
)
, ∀u, v ∈ V. (30)
By Proposition 2.6, if r is an s-matrix, then r♯ is an O-operator on the pre-Lie algebra (g, ·g)
associated to the representation (g∗; ad∗,−R∗).
Definition 5.1. Let (g, ·g) be a pre-Lie algebra and R : g −→ g a linear operator. If R satisfies
R(x) ·g R(y) = R(R(x) ·g y + x ·g R(y)) + λR(x ·g y), ∀x, y ∈ g, (31)
then R is called a Rota-Baxter operator of weight λ on g.
Note that a Rota-Baxter operator of weight zero on a pre-Lie algebra g is exactly an O-operator
associated to the regular representation (g;L,R).
Proposition 5.2. Let (g, ·g) be a pre-Lie algebra and N : g −→ g a linear operator.
(i) If N2 = 0, then N is a Nijenhuis operator if and only if N is a Rota-Baxter operator of
weight zero on g.
(ii) If N2 = N , then N is a Nijenhuis operator if and only if N is a Rota-Baxter operator of
weight −1 on g.
(iii) If N2 = Id, then N is a Nijenhuis operator if and only if N ± Id is a Rota-Baxter operator
of weight ∓2 on g.
Proof. (i) and (ii) are obvious due to the definitions. (iii) follows from a conclusion in [6] (Corollary
2.10).
Example 5.3. In [28], Rota-Baxter operators R of weight zero on pre-Lie algebras were studied
with some examples. In particular, there are the following examples satisfying R2 = 0:
1. Let (g, ·g) be an n-dimensional pre-Lie algebra with a basis {e1, · · · , en} of g such that
Le1 = Id, Lei = 0, i = 2, · · · , n.
2. Let (g, ·g) be an n-dimensional pre-Lie algebra with a basis {e1, · · · , en} of g such that
Re1 = Id, Rei = 0, i = 2, · · · , n.
3. Let (g, ·g) be a 2-dimensional pre-Lie algebra with a basis {e1, e2} whose non-zero products
are given by
e2 ·g e1 = −e1, e2 ·g e2 = −e2.
4. Let (g, ·g) be a 2-dimensional pre-Lie algebra with a basis {e1, e2} whose non-zero products
are given by
e1 ·g e2 = e1, e2 ·g e2 = e2.
5. Let (g, ·g) be a 3-dimensional pre-Lie algebra with a basis {e1, e2, e3} whose non-zero products
are given by
e3 ·g e1 = e1, e3 ·g e2 = e2, e3 ·g e3 = e3.
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6. Let (g, ·g) be a 3-dimensional pre-Lie algebra with a basis {e1, e2, e3} whose non-zero products
are given by
e1 ·g e3 = −e1, e2 ·g e3 = −e2, e3 ·g e3 = −e3.
For every above pre-Lie algebra g, R is a Rota-Baxter operator of weight zero on g if and only if
R2 = 0. In these cases, such R is also a Nijenhuis operator on g.
Example 5.4. In [2], the classification of Rota-Baxter operators R of weight −1 on complex
associative algebras in dimensions 2 and 3 were given. It is straightforward to find that there are
many examples satisfying R2 = R and hence they are also Nijenhuis operators on these associative
algebras (hence pre-Lie algebras).
Lemma 5.5. ([6]) Let g be a pre-Lie algebra and (V ; ρ, µ) a representation. Let T : V → g be a
linear map. For any λ, T is an O-operator on g associated to (V ; ρ, µ) if and only if the linear
map RT :=
(
0 T
0 −λId
)
is a Rota-Baxter operator of weight λ on the semidirect product pre-Lie
algebra (g⋉ρ,µ V, ⋆), where the multiplication ⋆ is given by (15).
Proposition 5.6. Let (g, ·g) be a pre-Lie algebra and (V ; ρ, µ) a representation. Let T : V → g
be a linear map. Then the following statements are equivalent.
(i) T is an O-operator on the pre-Lie algebra (g, ·g);
(ii) NT :=
(
0 T
0 0
)
is a Nijenhuis operator on the pre-Lie algerba (g⋉ρ,µ V, ⋆);
(iii) NT :=
(
0 T
0 Id
)
is a Nijenhuis operator on the pre-Lie algerba (g⋉ρ,µ V, ⋆).
Proof. Note that NT corresponds to λ = 0 and (NT )
2 = 0, NT corresponds to λ = −1 and
(NT )2 = NT . Hence the conclusions follow from Proposition 5.2 and Lemma 5.5.
5.2 Compatible O-operators and compatible L-dendriform algebras
Definition 5.7. Let (g, ·g) be a pre-Lie algebra and (V ; ρ, µ) a representation. Let T1, T2 : V −→ g
be two O-operators associated to (V ; ρ, µ). If for all k1, k2, k1T1 + k2T2 is still an O-operator
associated to (V ; ρ, µ), then T1 and T2 are called compatible.
Example 5.8. Let (g, ·g) be a pre-Lie algebra. Then two s-matrices r1 and r2 are compatible in
the sense of Definition 2.8 if and only r♯1 and r
♯
2 are compatible as O-operators on (g, ·g) associated
to the representation (g∗; ad∗,−R∗).
Proposition 5.9. Let T1, T2 : V −→ g be two O-operators on a pre-Lie algebra (g, ·g) associated
to a representation (V ; ρ, µ). Then T1 and T2 are compatible if and only if the following equation
holds:
T1(u) ·g T2(v) + T2(u) ·g T1(v) = T1
(
ρ(T2(u))(v) + µ(T2(v))(u)
)
+T2
(
ρ(T1(u))(v) + µ(T1(v))(u)
)
, ∀u, v ∈ V. (32)
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Proof. It follows from a direct computation.
Using an O-operator and a Nijenhuis operator, we can construct a pair of compatible O-
operators.
Proposition 5.10. Let T : V −→ g be an O-operator on a pre-Lie algebra (g, ·g) associated to a
representation (V ; ρ, µ) and N a Nijenhuis operator on (g, ·g). Then N ◦ T is an O-operator on
the pre-Lie algebra (g, ·g) associated to the representation (V ; ρ, µ) if and only if for all u, v ∈ V ,
the following equation holds:
N
(
NT (u) ·g T (v) + T (u) ·g NT (v)
)
= N
(
T
(
ρ(NT (u))(v) + µ(NT (v))(u)
)
+NT
(
ρ(T (u))(v) + µ(T (v))(u)
))
. (33)
In this case, if in addition N is invertible, then T and N ◦ T are compatible. More explicitly, for
any O-operator T , if there exists an invertible Nijenhuis operator N such that N ◦ T is also an
O-operator, then T and N ◦ T are compatible.
Proof. Let u, v ∈ V . Since N is a Nijenhuis operator, we have
NT (u) ·g NT (v) = N
(
NT (u) ·g T (v) + T (u) ·g NT (v)
)
−N2(T (u) ·g T (v)).
Note that
T (u) ·g T (v) = T
(
ρ(T (u))(v) + µ(T (v))(u)
)
.
Then
NT (u) ·g NT (v) = NT
(
ρ(NT (u))(v) + µ(NT (v))(u)
)
if and only if (33) holds.
If N ◦ T is an O-operator and N is invertible, then we have
NT (u) ·gT (v)+T (u) ·gNT (v) = T
(
ρ(NT (u))(v)+µ(NT (v))(u)
)
+NT
(
ρ(T (u))(v)+µ(T (v))(u)
)
,
which is exactly the condition that N ◦ T and T are compatible.
A pair of compatible O-operators can also give rise to a Nijenhuis operator under some condi-
tions.
Proposition 5.11. Let T1, T2 : V −→ g be two O-operators on a pre-Lie algebra (g, ·g) associated
to a representation (V ; ρ, µ). Suppose that T2 is invertible. If T1 and T2 are compatible, then
N = T1 ◦ T
−1
2 is a Nijenhuis operator on the pre-Lie algebra (g, ·g).
Proof. For all x, y ∈ g, there exist u, v ∈ V such that T2(u) = x, T2(v) = y. Hence N = T1 ◦ T
−1
2
is a Nijenhuis operator if and only if the following equation holds:
NT2(u) ·g NT2(v) = N(NT2(u) ·g T2(v) + T2(u) ·g NT2(v))−N
2(T2(u) ·g T2(v)).
Since T1 = N ◦ T2 is an O-operator, the left hand side of the above equation is
NT2(ρ(NT2(u))(v) + µ(NT2(v))(u)).
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Since T2 is an O-operator which is compatible with T1 = N ◦ T2, we have
NT2(u) ·g T2(v) + T2(u) ·g NT2(v)
= T2(ρ(NT2(u))(v) + µ(NT2(v))(u)) +NT2(ρ(T2(u))(v) + µ(T2(v))(u))
= T2(ρ(NT2(u))(v) + µ(NT2(v))(u)) +N(T2(u) ·g T2(v)).
Let N act on both sides, we get the conclusion.
By Proposition 5.10 and 5.11, we have
Corollary 5.12. Let T1, T2 : V −→ g be two O-operators on a pre-Lie algebra (g, ·g) associated to
a representation (V ; ρ, µ). Suppose that T1 and T2 are invertible. Then T1 and T2 are compatible
if and only if N = T1 ◦ T
−1
2 is a Nijenhuis operator.
Since a Rota-Baxter operator of weight zero is an O-operator on a pre-Lie algebra associated
to the regular representation, we have the following conclusion.
Corollary 5.13. Let (g, ·g) be a pre-Lie algebra. Suppose that R1 and R2 are two invertible
Rota-Baxter operators of weight zero. Then R1 and R2 are compatible in the sense that any linear
combination of R1 and R2 is still a Rota-Baxter operator of weight zero if and only if N = R1◦R
−1
2
is a Nijenhuis operator.
Remark 5.14. Note that the inverse of an invertible Rota-Baxter operator is a derivation on a
pre-Lie algebra. However, it is interesting to see that the similar role of Nijenhuis operators as
above is not available for derivations since any linear combination of two derivations is always a
derivation due to the fact that the set of all derivations is a linear space.
There is a notion of L-dendriform algebra which was introduced in [5] as the algebraic structure
behind an O-operators on a pre-Lie algebra. At the end of this section, we introduce the notion of
compatible L-dendriform algebras as the naturally induced algebraic structures from the compat-
ible O-operators on a pre-Lie algebra and hence in particular, there are compatible L-dendriform
algebras obtained from a pair of an O-operator and a Nijenhuis operator satisfying some conditions.
Definition 5.15. Let A be a vector space with two binary operations denoted by ⊲ and ⊳ : A⊗A→
A. (A, ⊲, ⊳) is called an L-dendriform algebra if for all x, y, z ∈ A,
x ⊲ (y ⊲ z) = (x ⊲ y) ⊲ z + (x ⊳ y) ⊲ z + y ⊲ (x ⊲ z)− (y ⊳ x) ⊲ z − (y ⊲ x) ⊲ z, (34)
x ⊲ (y ⊳ z) = (x ⊲ y) ⊳ z + y ⊳ (x ⊲ z) + y ⊳ (x ⊳ z)− (y ⊳ x) ⊳ z. (35)
Two L-dendriform algebras (A, ⊲1, ⊳1) and (A, ⊲2, ⊳2) are called compatible if for all k1, k2, (A, k1⊲1
+k2⊲2, k1 ⊳1 +k2⊳2) is an L-dendriform algebra. We denote it by (A, ⊲1, ⊳1; ⊲2, ⊳2).
For an L-dendriform algebra (A, ⊲, ⊳), the binary operation ·A : A⊗A→ A given by
x ·A y = x ⊲ y − y ⊳ x, ∀x, y ∈ A, (36)
defines a (vertical) pre-Lie algebra.
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Lemma 5.16. Two L-dendriform algebras (A, ⊲1, ⊳1) and (A, ⊲2, ⊳2) are compatible if and only if
for all x, y, z ∈ A, the following equations hold:
x ⊲1 (y ⊲2 z) + x ⊲2 (y ⊲1 z) = (x ⊲1 y) ⊲2 +(x ⊲2 y) ⊲1 z + (x ⊳1 y) ⊲2 z + (x ⊳2 y) ⊲1 z
+y ⊲1 (x ⊲2 z) + y ⊲2 (x ⊲1 z)− (y ⊳1 x) ⊲2 z − (y ⊳2 x) ⊲1 z
−(y ⊲1 x) ⊲2 z − (y ⊲2 x) ⊲1 z;
x ⊲1 (y ⊳2 z) + x ⊲2 (y ⊳1 z) = (x ⊲1 y) ⊳2 z + (x ⊲2 y) ⊳1 z + y ⊳1 (x ⊲2 z) + y ⊳2 (x ⊲1 z)
+y ⊳2 (x ⊳1 z) + y ⊳1 (x ⊳2 z)− (y ⊳1 x) ⊳2 z − (y ⊳2 x) ⊳1 z.
Proof. It is straightforward.
Lemma 5.17. ([5]) Let T : V −→ g be an O-operator on a pre-Lie algebra (g, ·g) associated to a
representation (V ; ρ, µ). Then there exists an L-dendriform algebra structure on V defined by
u ⊲ v = ρ(T (u))v, u ⊳ v = −µ(T (u))v, ∀u, v ∈ V. (37)
There is an induced L-dendriform algebra structure on T (V ) = {T (v) | v ∈ V } ⊂ g given by
T (u) ⊲ T (v) = T (u ⊲ v), T (u) ⊳ T (v) = T (u ⊳ v), ∀u, v ∈ V. (38)
If in addition, T is invertible, then there exists an L-dendriform algebra structure on g defined by
x ⊲ y = Tρ(x)T−1(y), x ⊳ y = −Tµ(x)T−1(y), ∀x, y ∈ g. (39)
Proposition 5.18. Let T1, T2 : V −→ g be two O-operators on a pre-Lie algebra (g, ·g) associated
to a representation (V ; ρ, µ). Assume that T1 and T2 are compatible. Then (V, ⊲1, ⊳1) and (V, ⊲2, ⊳2)
are compatible L-dendriform algebras, where
u ⊲1 v = ρ(T1(u))v, u ⊳1 v = −µ(T1(u))v,
u ⊲2 v = ρ(T2(u))v, u ⊳2 v = −µ(T2(u))v, ∀u, v ∈ V.
If in addition, both T1 and T2 are invertible, then (g, ⊲1, ⊳1) and (g, ⊲2, ⊳2) are compatible L-
dendriform algebras, where
x ⊲1 y = T1ρ(x)T
−1
1 (y), x ⊳1 y = −T1µ(x)T
−1
1 (y),
x ⊲2 y = T2ρ(x)T
−1
2 (y), x ⊳2 y = −T2µ(x)T
−1
2 (y), ∀x, y ∈ g.
Proof. It follows directly from Lemma 5.17 and the definitions of compatible O-operators and
compatible L-dendriform algebras.
Corollary 5.19. Let T : V −→ g be an O-operator on a pre-Lie algebra (g, ·g) associated to
a representation (V ; ρ, µ). If there exists an invertible Nijenhuis operator N such that N ◦ T is
also an O-operator on (g, ·g) associated to (V ; ρ, µ), then (V, ⊲1, ⊳1) and (V, ⊲2, ⊳2) are compatible
L-dendriform algebras, where
u ⊲1 v = ρ(T (u))v, u ⊳1 v = −µ(T (u))v,
u ⊲2 v = ρ(NT (u))v, u ⊳2 v = −µ(NT (u))v, ∀u, v ∈ V.
If in addition, T is invertible, then (g, ⊲1, ⊳1) and (g, ⊲2, ⊳2) are compatible L-dendriform algebras,
where
x ⊲1 y = Tρ(x)T
−1(y), x ⊳1 y = −Tµ(x)T
−1(y),
x ⊲2 y = NTρ(x)(NT )
−1(y), x ⊳2 y = −NTµ(x)(NT )
−1(y), ∀x, y ∈ g.
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Example 5.20. Let R be a Rota-Baxter operator of weight zero on a pre-Lie algebra (g, ·g).
Suppose that there exists an invertible Nijenhuis operator N such that N ◦R is also a Rota-Baxter
operator of weight zero, then (g, ⊲1, ⊳1) and (g, ⊲2, ⊳2) are compatible L-dendriform algebras, where
x ⊲1 y = R(x) ·g y, x ⊳1 y = −y ·g R(x),
x ⊲2 y = (N ◦ R)(x) ·g y, x ⊳2 y = −y ·g (N ◦ R)(x), ∀x, y ∈ g.
If in addition, R is invertible, then (g, ⊲1, ⊳1) and (g, ⊲2, ⊳2) are also compatible L-dendriform
algebras, where
x ⊲1 y = R(x ·g R
−1(y)), x ⊳1 y = −R(R
−1(y) ·g x),
x ⊲2 y = (N ◦ R)(x ·g (N ◦ R)
−1(y)), x ⊳2 y = −(N ◦ R)((N ◦ R)
−1(y) ·g x), ∀x, y ∈ g.
6 Pseudo-Hessian-Nijenhuis pre-Lie algebras
In this section, we consider the case of the dual representation of the regular representation of
a pre-Lie algebra for the study in the previous section, that is, the compatible s-matrices (see
Example 5.8) and Nijenhuis operators. In particular, there is an interesting geometric interpre-
tation here. Note that the inverse of an s-matrix corresponds to a pseudo-Hessian structure. So
it is natural to introduce the notion of a pseudo-Hessian-Nijenhuis structure on a pre-Lie algebra
as a pair of a pseudo-Hessian structure and a Nijenhuis operator satisfying certain compatibility
conditions. Such a structure induces a sequence of pseudo-Hessian structures as well as pseudo-
Hessian-Nijenhuis structures. We show that two compatible invertible s-matrices give rise to a
pseudo-Hessian-Nijenhuis structure. Conversely, a pseudo-Hessian-Nijenhuis structure must be ob-
tained in this way. Finally, we investigate the pre-Lie algebra structure on g∗ associated to a pair
of compatible s-matrices on a pre-Lie algebra (g, ·g).
Let (g, ·g) be a pre-Lie algebra and N : g −→ g a linear operator. Suppose that B ∈ Sym
2(g∗)
satisfies that
B(N(x), y) = B(x,N(y)), ∀ x, y ∈ g. (40)
Define a sequence of bilinear forms by Bk(x, y) = B(x,N
k(y)) for all k ∈ Z. It is obvious that
Bk ∈ Sym
2(g∗).
Definition 6.1. Let B be a pseudo-Hessian structure and N an invertible Nijenhuis operator on
a pre-Lie algebra (g, ·g). Then (B, N) is called a pseudo-Hessian-Nijenhuis structure on the
pre-Lie algebra (g, ·g) if (40) holds and dTB1 = 0. More precisely,
B(x ·g y,N(z))−B(x,N(y ·g z)) = B(y ·g x,N(z))−B(y,N(x ·g z)), ∀ x, y, z ∈ g.
A pre-Lie algebra (g, ·g) equipped with a pseudo-Hessian-Nijenhuis structure (B, N) is called a
pseudo-Hessian-Nijenhuis pre-Lie algebra.
Remark 6.2. Later we will see that many properties for a pseudo-Hessian-Nijenhuis pre-Lie al-
gebra are totally parallel to the ones for a symplectic-Nijenhuis Lie algebra. The notion of a
symplectic-Nijenhuis structure on a Lie algebra, or more generally on a Lie algebroid, was in-
troduced in [27, Definition 8.1] as generalizations of Poisson-Nijenhuis structures [26, 30]. Let
(g, [·, ·]g, ω) be a symplectic Lie algebra and N a Nijenhuis operator on the Lie algebra (g, [·, ·]g). A
pair (ω,N) is called a symplectic-Nijenhuis structure2 if
ω(N(x), y) = ω(x,N(y)), ∀ x, y ∈ g (41)
2It is called an ΩN-structure in [27].
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and ωN is a 2-cocycle on the Lie algebra (g, [·, ·]g), where ωN : ⊗2g −→ g is defined by ωN (x, y) =
ω(N(x), y). By (41), ωN is skew-symmetric.
Now we give some examples for pseudo-Hessian-Nijenhuis pre-Lie algebras.
Example 6.3. Let (g, ·g) be a 2-dimensional pre-Lie algebra with a basis {e1, e2} whose non-zero
products are given as follows:
e2 · e1 = −e1, e2 · e2 = e2.
Let {e∗1, e
∗
2} be the dual basis and B a nondegenerate symmetric bilinear form given by
B = ae∗1 ⊗ e
∗
2 + ae
∗
2 ⊗ e
∗
1 + be
∗
2 ⊗ e
∗
2, a 6= 0.
Then (g, ·,B) is a pseudo-Hessian pre-Lie algebra.
It is straightforward to verify that all N =
[
c d
0 c
]
with c 6= 0 are invertible Nijenhuis operators
on the pre-Lie algebra (g, ·).
By direct calculation, we have
B(N(x), y) = B(x,N(y)),
dTB1(x, y, z) = 0, ∀ x, y, z ∈ g,
where B1(x, y) = B(x,N(y)). Thus (B, N) is a pseudo-Hessian-Nijenhuis structure on the pre-Lie
algebra (g, ·).
Example 6.4. Let (g, ·g) be a 3-dimensional pre-Lie algebra with a basis {e1, e2, e3} whose non-
zero products are given as follows:
e3 · e2 = e2, e3 · e3 = −e3.
Let {e∗1, e
∗
2, e
∗
3} be the dual basis and B a nondegenerate symmetric bilinear form given by
B = ae∗1 ⊗ e
∗
1 + be
∗
2 ⊗ e
∗
3 + be
∗
3 ⊗ e
∗
2 + ce
∗
3 ⊗ e
∗
3, ab 6= 0.
Then (g, ·,B) is a pseudo-Hessian pre-Lie algebra.
It is straightforward to verify that all N =

d 0 00 e f
0 0 e

 with de 6= 0 are invertible Nijenhuis
operators on the pre-Lie algebra (g, ·).
By direct calculation, we have
B(N(x), y) = B(x,N(y)),
dTB1(x, y, z) = 0, ∀ x, y, z ∈ g,
where B1(x, y) = B(x,N(y)). Thus (B, N) is a pseudo-Hessian-Nijenhuis structure on the pre-Lie
algebra (g, ·).
We give a useful lemma.
Lemma 6.5. With above notations, for Bk ∈ Sym
2(g∗), k ∈ Z, we have
dTBk+1(x, y, z) = d
TBk(N(x), y, z) + d
TBk(x,N(y), z)− d
TBk−1(N(x), N(y), z)
−B
(
[N(x), N(y)]c −N([N(x), y]c + [x,N(y)]c −N([x, y]c), Nk−1(z)
)
. (42)
Here we set B0 = B.
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Proof. By the definition of the coboundary operator dT associated to the trivial representation,
we have
dTBk+1(x, y, z) = −B(y,N
k+1(x ·g z)) +B(x,N
k+1(y ·g z))−B([x, y]
c, Nk+1(z)),
dTBk(Nx, y, z) = −B(y,N
k(N(x) ·g z)) +B(N(x), N
k(y ·g z))−B([N(x), y]
c, Nk(z)),
dTBk(x,Ny, z) = −B(N(y), N
k(x ·g z)) +B(x,N
k(N(y) ·g z))−B([x,N(y)]
c, Nk(z)),
dTBk−1(Nx,Ny, z) = −B(N(y), N
k−1(N(x) ·g z)) +B(N(x), N
k−1(N(y) ·g z))
−B([N(x), N(y)]c, Nk−1(z)).
Substituting the expression obtained into the right hand side of (42) and take (40) into account,
we get the desired equality.
Theorem 6.6. Let (B, N) be a pseudo-Hessian-Nijenhuis structure on a pre-Lie algebra (g, ·g).
Then for all k ∈ Z, Bk is a pseudo-Hessian structure on (g, ·g), i.e. dTBk = 0. Furthermore, for
all k, l ∈ Z, (Bk, N l) is a pseudo-Hessian-Nijenhuis structure on (g, ·g).
Proof. Since N is a Nijenhuis operator on the pre-Lie algebra (g, ·g), N is also the Nijenhuis
operator for the corresponding sub-adjacent Lie algebra (g, [·, ·]c). Thus by (42), we have
dTBk+1(x, y, z) = d
TBk(N(x), y, z) + d
TBk(x,N(y), z)− d
TBk−1(N(x), N(y), z).
Because of dTB = dTB1 = 0, it follows that d
TB2 = 0. By induction on k, it follows that
dTBk = 0 for all k ∈ Z. We finish the proof.
In the following, we characterize the algebraic structure of a pseudo-Hessian-Nijenhuis structure
on a pre-Lie algebra in terms of compatible structures. At first, two invertible compatible s-matrices
can induce a pseudo-Hessian-Nijenhuis structure on a pre-Lie algebra.
Proposition 6.7. Let (g, ·g) be a pre-Lie algebra and r1, r2 two compatible s-matrices. Suppose
that r2 is invertible. Then N = r
♯
1 ◦ (r
♯
2)
−1 : g −→ g is a Nijenhuis operator on the pre-Lie algebra
(g, ·g). Furthermore, if r1 is also invertible, then (g, ·g,B, N) is a pseudo-Hessian-Nijenhuis pre-Lie
algebra, where B is defined by (7) associated to the s-matrix r1.
Proof. Since r1 and r2 are s-matrices, r
♯
1 and r
♯
2 are O-operators associated to the representation
(g∗; ad∗,−R∗). Then the first conclusion follows from Proposition 5.11. As for the second conclu-
sion, by Proposition 2.7, if r1 is invertible, then B is a pseudo-Hessian structure. As both r1 and
r2 are symmetric, we have
B(N(x), y) = B(x,N(y)).
Since r2 is an invertible s-matrix, B1 ∈ Sym
2(g∗) defined by B1(x, y) = B(x,N(y)) = 〈x, (r
♯
2)
−1y〉
is closed and therefore (g, ·g,B, N) is a pseudo-Hessian-Nijenhuis pre-Lie algebra.
Conversely, given a pseudo-Hessian-Nijenhuis structure on a pre-Lie algebra, we can find a pair
of compatible s-matrices.
Proposition 6.8. Let (g, ·g,B, N) be a pseudo-Hessian-Nijenhuis pre-Lie algebra. Then there
exists a pair of compatible s-matrices r1 and r2 producing (B, N) as described in Proposition 6.7.
Proof. Since B is nondegenerate, the operator B♮ : g −→ g∗ defined by
B♮(x) = ιxB, ∀x ∈ g
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is an isomorphism. Putting r♯1 = (B
♮)−1, r♯2 = N
−1 ◦ (B♮)−1. Since B and B1 are closed, r1 and
r2 are s-matrices. Since N is an invertible Nijenhuis operator, by Proposition 5.10, r1 and r2 are
compatible.
By Proposition 6.8 and Corollary 5.19, a pseudo-Hessian-Nijenhuis pre-Lie algebra gives rise to
a pair of compatible L-dendriform algebras.
Corollary 6.9. Let (g, ·g,B, N) be a pseudo-Hessian-Nijenhuis pre-Lie algebra. Then there exists
a pair of compatible L-dendriform algebra structures on g given by
B(x ⊲1 y, z) = −B(y, x ·g z − z ·g x), B(x ⊳1 y, z) = −B(y, z ·g x), (43)
B(x⊲2 y, z) = −B(N(y), x ·gN
−1(z)−N−1(z) ·gx), B(x⊳2 y, z) = −B(N(y), N
−1(z) ·gx). (44)
Proof. Since (g, ·g,B, N) is a pseudo-Hessian-Nijenhuis pre-Lie algebra, by Proposition 6.8, r
♯
1 =
(B♮)−1 and r♯2 = N
−1 ◦ (B♮)−1 are invertible s-matrices and compatible. Thus r♯1 and r
♯
2 are also
compatible O-operators on the pre-Lie algebra (g, ·g) associated to the representation (ad
∗,−R∗).
By Corollary 5.19, there is a pair of compatible L-dendriform algebras given by
x ⊲1 y = r
♯
1(ad
∗
x(r
♯
1)
−1(y)), x ⊳1 y = r
♯
1(R
∗
x(r
♯
1)
−1(y)),
x ⊲2 y = r
♯
2(ad
∗
x(r
♯
2)
−1(y)), x ⊳2 y = r
♯
2(R
∗
x(r
♯
2)
−1(y)), ∀x, y ∈ g.
We only verify (44). The other one can be proved similarly. In fact, it follows from
B(x ⊲2 y, z) = 〈(r
♯
1)
−1(r♯2(ad
∗
x(r
♯
2)
−1(y)), z〉 = 〈ad∗x(r
♯
2)
−1(y), r♯2((r
♯
1)
−1(z))〉
= 〈ad∗x(r
♯
2)
−1(y), N(z)〉 = −〈(r♯2)
−1(y), [x,N−1(z)]c〉
= −〈(r♯1)
−1(r♯1((r
♯
2)
−1(y))), [x,N−1(z)]c〉 = −〈(r♯1)
−1(N(y)), [x,N−1(z)]c〉
= −B(N(y), x ·g N
−1(z)−N−1(z) ·g x),
and
B(x ⊳2 y, z) = 〈(r
♯
1)
−1(r♯2(R
∗
x(r
♯
2)
−1(y)), z〉 = 〈R∗x(r
♯
2)
−1(y), r♯2((r
♯
1)
−1(z))〉
= 〈R∗x(r
♯
2)
−1(y), N−1(z)〉 = −〈(r♯2)
−1(y), N−1(z) ·g x〉
= −〈(r♯1)
−1(r♯1((r
♯
2)
−1(y))), N−1(z) ·g x〉 = −〈(r
♯
1)
−1(N(y)), N−1(z) ·g x〉
= −B(N(y), N−1(z) ·g x).
We finish the proof.
By Theorem 6.6, we already know that a pseudo-Hessian-Nijenhuis structure (g, ·g,B, N) pro-
duces a sequence of pseudo-Hessian-Nijenhuis structures (B, Nn). By Proposition 6.7, any compat-
ible invertible s-matrices r1 and r2 produce a sequence of s-matrices sn ∈ Sym
2(g) satisfying
(sn)
♯ = (r♯2 ◦ (r
♯
1)
−1)n ◦ r♯1.
In fact, since N = r♯1 ◦ (r
♯
2)
−1, we have
B(x,Nn(y)) = B(x, (r♯1 ◦ (r
♯
2)
−1)n(y)) = 〈x, (r♯1)
−1 ◦ (r♯1 ◦ (r
♯
2)
−1)n(y)〉.
Since (g, ·g,B, Nn) is a pseudo-Hessian-Nijenhuis pre-Lie algebra, Bn ∈ Sym
2(g∗) defined by
Bn(x, y) = B(x,N
n(y)) is closed. Thus by Proposition 2.7, the inverse of (r♯1)
−1 ◦ (r♯1 ◦ (r
♯
2)
−1)n
is an s-matrix, i.e. sn is an s-matrix. In particular, we have s0 = r1 and s1 = r2.
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Remark 6.10. All s-matrices sn given above are compatible with r1 and also with each other. In
fact, by the fact that (g, ·g,B, Nn) is a pseudo-Hessian-Nijenhuis structure and the proof of Propo-
sition 6.8, (B♮)−1 and (N−1)n ◦(B♮)−1 are compatible, which means that r1 and sn are compatible.
Similarly, by the fact that (g, ·g,Bn, Nm) is a pseudo-Hessian-Nijenhuis pre-Lie algebra, sn and
sm are also compatible.
At the end of this section, we consider the pre-Lie algebra structure on the dual space g∗
associated to a pair of compatible s-matrices on a pre-Lie algebra (g, ·g).
Proposition 6.11. Let (g, ·g) be a pre-Lie algebra and r1, r2 two compatible s-matrices in which
r2 is invertible. Then N
∗ = (r♯2)
−1 ◦ r♯1 is a Nijenhuis operator on the pre-Lie algebra (g
∗, ·r2),
where the multiplication ·r2 is given by (5). Furthermore, the corresponding trivial deformation of
(g∗, ·r2) generated by N
∗ is given by
ξ ·t η = ξ ·r2 η + tξ ·r1 η, ∀ ξ, η ∈ g
∗. (45)
Proof. Since r1 and r2 are compatible, r1 + tr2 is an s-matrix for arbitrary t. By Proposition 2.6,
we have
(r♯1 + tr
♯
2)(ξ ·r1+tr2 η) = (r
♯
1 + tr
♯
2)(ξ) ·g (r
♯
1 + tr
♯
2)(η),
which means that
r
♯
1(ξ ·r1 η) = r
♯
1(ξ) ·g r
♯
1(η),
r
♯
2(ξ ·r2 η) = r
♯
2(ξ) ·g r
♯
2(η),
r
♯
2(ξ ·r1 η) + r
♯
1(ξ ·r2 η) = r
♯
1(ξ) ·g r
♯
2(η) + r
♯
2(ξ) ·g r
♯
1(η).
Now applying (r♯2)
−1 to both sides of above equalities, we obtain from the first two equalities
N∗(ξ ·r1 η) = N
∗(ξ) ·r2 N
∗(η). (46)
By the second and the third equalities, we get
ξ ·r1 η +N
∗(ξ ·r2 η) = (r
♯
2)
−1(r♯1(ξ) ·g (r
♯
2)(η)) + (r
♯
2)
−1(r♯2(ξ) ·g r
♯
1(η))
= (r♯2)
−1r
♯
1(ξ) ·r2 η + ξ ·r2 (r
♯
2)
−1r
♯
1(η)
= N∗(ξ) ·r2 η + ξ ·r2 N
∗(η). (47)
By (46) and (47), we obtain that N∗ is a Nijenhuis operator on the pre-Lie algebra (g∗, ·r2).
It is straightforward to see that the pre-Lie algebra structure given by (5) associated to the
s-matrix r2+tr1 is exactly the one given by (45). Thus, (45) is a deformation of the pre-Lie algebra
(g∗, ·r2). By (47), this deformation is generated by N
∗. The proof is finished.
Corollary 6.12. Let (g, ·g,B, N) be a pseudo-Hessian-Nijenhuis pre-Lie algebra. Then the conju-
gate N∗ : g∗ −→ g∗ is a Nijenhuis operator on the pre-Lie algebra (g∗, ·g∗), where the multiplication
·g∗ is given by
〈ξ ·g∗ η, x〉 = B(r
♯(ξ) ·g r
♯(η), x), ∀ξ, η ∈ g∗, x ∈ g,
where r♯ : g∗ → g is defined by (7).
Proof. It follows form Propositions 6.8 and 6.11.
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7 Para-complex quadratic pre-Lie algebras and para-complex
pseudo-Hessian pre-Lie algebras
In this section, we study the role of Nijenhuis operators on a pre-Lie algebra in another kind
of geometric structures. Explicitly, we introduce the notion of a para-complex structure on a
pre-Lie algebra and show that a para-complex structure gives rise to a pair of transversal pre-Lie
subalgebras. In particular, we introduce the notions of a paracomplex quadratic pre-Lie algebra and
a paracomplex pseudo-Hessian pre-Lie algebra. For the former, we show that there is a one-to-one
correspondence between para-complex quadratic pre-Lie algebras and para-Kähler Lie algebras.
Definition 7.1. Let (g, ·g) be a pre-Lie algebra and N a Nijenhuis operator on (g, ·g). If N2 = Id
and dim ker(N+Id) = dim ker(N−Id), then we call N a para-complex structure on the pre-Lie
algebra g.
The Nijenhuis condition is exactly the integrability condition. Let (g, ·g, N) be a para-complex
pre-Lie algebra. Set
g+ = {x ∈ g|N(x) = x}, g− = {x ∈ g|N(x) = −x}.
Then dim(g+) = dim(g−) and g = g+ ⊕ g− as the direct sum of vector spaces.
Proposition 7.2. With the above notations, both g+ and g− are pre-Lie subalgebras of the pre-Lie
algebra (g, ·g).
Proof. For all x, y ∈ g+, we have
N(x ·g y) = N(x) ·g y + x ·g N(y)−N(N(x) ·g N(y)) = x ·g y + x ·g y − x ·g y = x ·g y,
which implies that x ·g y ∈ g+. Therefore g+ is a pre-Lie subalgebra. Similarly, g− is a pre-Lie
subalgebra.
7.1 Para-complex quadratic pre-Lie algebras
Let (g, [·, ·]g) be a Lie algebra. Recall that ω ∈ ∧
2g∗ is a 2-cocycle on g if
ω([x, y]g, z) + ω([z, x]g, y) + ω([y, z]g, x) = 0, ∀ x, y, z ∈ g. (48)
A symplectic Lie algebra, which we denote by (g, [·, ·]g, ω), is a Lie algebra (g, [·, ·]g) together
with a nondegenerate 2-cocycle ω ∈ ∧2g∗ on g. There is a close relationship between symplectic
Lie algebras and quadratic pre-Lie algebras. A quadratic pre-Lie algebra is a pre-Lie algebra
(g, ·g) equipped with a skew-symmetric nondegenerate bilinear form ω ∈ ∧2g∗, which is invariant
in the sense that
ω(x ·g y, z) + ω(y, [x, z]
c) = 0, ∀ x, y, z ∈ g. (49)
Due to the following important result, quadratic pre-Lie algebras can be viewed as the underlying
algebraic structures of symplectic Lie algebras.
Theorem 7.3. ([16]) Let (g, [·, ·]g, ω) be a symplectic Lie algebra. Then there exists a pre-Lie
algebra structure “·g” on g given by
ω(x ·g y, z) = −ω(y, [x, z]g), ∀ x, y, z ∈ g, (50)
such that the sub-adjacent Lie algebra is exactly (g, [·, ·]g) itself. Furthermore, (g, ·g, ω) is a
quadratic pre-Lie algebra.
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Definition 7.4. Let (g, [·, ·]g, ω) be a symplectic Lie algebra and N a Nijenhuis operator on the
Lie algebra (g, [·, ·]g). Then (g, [·, ·]g, ω,N) is called a para-Kähler Lie algebra if N2 = Id,
dim ker(N + Id) = dim ker(N − Id) and the following equality holds:
ω(N(x), y) = −ω(x,N(y)), ∀ x, y ∈ g. (51)
Note that a Nijenhuis operator on a Lie algebra (g, [·, ·]g) satisfiesN2 = Id and dimker(N+Id) =
dim ker(N − Id) is called a para-complex structure on (g, [·, ·]g).
Now we give the notion of a para-complex quadratic pre-Lie algebra.
Definition 7.5. Let (g, ·g, ω) be a quadratic pre-Lie algebra and N a paracomplex structure on
(g, ·g). If (51) holds, we call (g, ·g, ω,N) a para-complex quadratic pre-Lie algebra.
Proposition 7.6. Let (g, ·g, ω) be a quadratic pre-Lie algebra and N a Nijenhuis operator on
(g, ·g). Then (g, ·g, ω,N) is a para-complex quadratic pre-Lie algebra if and only if there exist two
isotropic pre-Lie subalgebras g+ and g− (with respect to the quadratic structure ω) of the quadratic
pre-Lie algebra (g, ·g, ω) such that dim(g
+) = dim(g−) and g = g+⊕g− as the direct sum of vector
spaces.
Proof. Let (g, ·g, ω,N) a para-complex quadratic pre-Lie algebra. By Proposition 7.2, both g
+
and g− are pre-Lie subalgebras. By (51), both g+ and g− are isotropic.
Conversely, let N : g→ g be a linear transformation defined by
N(x+ y) = x− y, ∀x ∈ g+, y ∈ g−.
Then N2 = Id and N is a Nijenhuis operator on the pre-Lie algebra (g, ·g). It is obvious that
dim(kerN + Id) = dim g− = dim g+ = dim(kerN − Id).
Moreover, since both g+ and g− are isotropic, for all x1, x2 ∈ g+, y1, y2 ∈ g−, we have
ω(N(x1 + y1), x2 + y2) = ω(x1, y2)− ω(y1, x2) = −ω(x1 + y1, N(x2 + y2)),
which implies that (51) holds. Thus, (g, ·g, ω,N) a para-complex quadratic pre-Lie algebra.
The following theorem establishes the relation between para-complex quadratic pre-Lie algebras
and para-Kähler Lie algebras.
Theorem 7.7. Let (g, [·, ·]g, ω,N) be a para-Kähler Lie algebra and (g, ·g, ω) the associated quadratic
pre-Lie algebra given in Theorem 7.3. Then
(i) (g, ·g, ω,N) is a para-complex quadratic pre-Lie algebra;
(ii) (g, [·, ·]N , ω) is a symplectic Lie algebra and (g, [·, ·]N , ω,N) is also a para-Kähler Lie algebra;
(iii) (g, ·N ) is the corresponding pre-Lie algebra associated to the symplectic Lie algebra (g, [·, ·]N , ω),
where ·N is given by (17).
Proof. (i) By (50), for all x, y, z ∈ g, we have
ω(x ·N y, z) = ω(x ·g N(y) +N(x) ·g y −N(x ·g y), z)
= −ω(N(y), [x, z]g)− ω(y, [N(x), z]g)− ω(N(x ·g y), z)
= ω(y,N([x, z]g))− ω(y, [N(x), z]g) + ω(x ·g y,N(z))
= ω(y,N([x, z]g))− ω(y, [N(x), z]g)− ω(y, [x,N(z)]g)
= −ω(y, [x, z]N ). (52)
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By (50), (52), N2 = Id and the fact that N is a Nijenhuis operator on the Lie algebra (g, [·, ·]g),
we have
ω(y,N(x) ·g N(z)−N(x ·N z))
= ω(y,N(x) ·g N(z)) + ω(N(y), x ·N z)
= ω(N([N(x), y]g), z)− ω([x,N(y)]N , z)
= ω(N([N(x), y]g)− [N(x), N(y)]g − [x,N
2(y)]g +N([x,N(y)]g), z)
= ω
(
N([N(x), y]g)−N
(
[N(x), y]g + [x,N(y)]g −N([x, y]g)
)
− [x,N2(y)]g +N([x,N(y)]g), z
)
= ω(N2([x, y]g)− [x,N
2(y)]g, z)
= 0,
which implies that N is a Nijenhuis operator on the pre-Lie algebra (g, ·g). Furthermore, it is
obvious that (g, ·g, ω,N) is a para-complex quadratic pre-Lie algebra.
(ii) By (52) and [x, y]N = x ·N y − y ·N x, we have
dNω(x, y, z) = ω([x, y]N , z) + ω([z, x]N , y) + ω([y, z]N , x)
= ω(x ·N y − y ·N x, z) + ω([z, x]N , y) + ω([y, z]N , x)
= ω(x ·N y, z) + ω(y, [x, z]N )− ω(y ·N x, z)− ω(x, [y, z]N) = 0,
which implies that ω is 2-cocycle on the Lie algebra (g, [·, ·]N ). Thus (g, [·, ·]N , ω) is a symplectic
Lie algebra. Furthermore, since N is also a Nijenhuis operator on the Lie algebra (g, [·, ·]N ),
(g, [·, ·]N , ω,N) is also a para-Kähler Lie algebra;
(iii) By (52), (g, ·N ) is the corresponding pre-Lie algebra associated to the symplectic Lie algebra
(g, [·, ·]N , ω).
In [34], the author gave a classification of 4-dimensional real symplectic Lie algebras. Now we
consider the following example of 4-dimensional para-Kähler Lie algebras and the corresponding
para-complex quadratic pre-Lie algebras. See [12, 13] for more details on the classification of
4-dimensional para-Kähler Lie algebras.
Example 7.8. Let {e1, e2, e3, e4} be a basis of a 4-dimensional symplectic Lie algebra g. The Lie
algebra structure is given by the following non-zero brackets
[e1, e3]g = e3, [e1, e4]g = e4, [e2, e3]g = −e4, [e2, e4]g = e3,
and the symplectic structure ω is given by ω = e1 ∧ e3 + e2 ∧ e4, where ei, i = 1, . . . , 4 is the dual
basis of ei. The corresponding pre-Lie algebra structure is given by
e1 ·g e1 = −e1, e2 ·g e2 = e1, e1 ·g e2 = e2 ·g e1 = −e2,
e3 ·g e1 = −e3, e3 ·g e2 = e4, e4 ·g e1 = −e4, e4 ·g e2 = −e3.
Let N1 =


1 0 0 0
0 1 0 0
0 0 −1 0
0 0 0 −1

 , N2 =


−1 0 0 0
0 −1 0 0
0 0 1 0
0 0 0 1

 . Then (g, [·, ·]g, ω,Ni), i = 1, 2, are para-
Kähler Lie algebras and (g, ·g, ω,Ni) are the corresponding para-complex quadratic pre-Lie alge-
bras.
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7.2 Para-complex pseudo-Hessian pre-Lie algebras
Definition 7.9. Let N a para-complex structure and B be a pseudo-Hessian structure on a pre-
Lie algebra (g, ·g). Then (B, N) is called a para-complex pseudo-Hessian structure on the
pre-Lie algebra (g, ·g) if
B(N(x), y) = −B(x,N(y)), ∀ x, y ∈ g. (53)
Let (B, N) be a paracomplex pseudo-Hessian structure on the pre-Lie algebra (g, ·g). Then we
can obtain a skew-symmetric bilinear form ω ∈ ∧2g∗ by
ω(x, y) := B(x,N(y)), ∀ x, y ∈ g.
Furthermore, ω and the para-complex structure N are compatible in the sense that
ω(N(x), N(y)) = −ω(x, y).
Similar as Proposition 7.6, we have
Proposition 7.10. Let (g, ·g,B) be a pseudo-Hessian pre-Lie algebra and N a paracomplex struc-
ture on a pre-Lie algebra (g, ·g). Then (g, ·g,B, N) is a para-complex pseudo-Hessian pre-Lie alge-
bra if and only if there exist two isotropic pre-Lie subalgebras g+ and g− (with respect to the symmet-
ric bilinear form B) of the pseudo-Hessian pre-Lie algebra (g, ·g,B) such that dim(g+) = dim(g−)
and g = g+ ⊕ g− as the direct sum of vector spaces.
Proof. The proof is totally parallel to that of Proposition 7.6, we leave it to readers.
Remark 7.11. In [31], we call the above structure a Manin triple of pre-Lie algebras asso-
ciated to a nondegenerate symmetric 2-cocycle which is equivalent to a bialgebra structure,
namely, L-dendriform bialgebra.
8 Some examples of Nijenhuis operators on pre-Lie algebras
8.1 Pre-Lie algebras from the operator form of the classical Yang-Baxter
equation in Lie algebras
Lemma 8.1. ([25]) Let (g, [·, ·]g) be a Lie algebra and r : g→ g a linear map satisfying the operator
form of the classical Yang-Baxter equation
[r(x), r(y)]g = r([r(x), y]g + [x, r(y)]g), ∀ x, y ∈ g. (54)
Then (g, ·r) is a pre-Lie algebra, where ·r is defined by
x ·r y = [r(x), y]g, ∀ x, y ∈ g. (55)
Proposition 8.2. Let (g, [·, ·]g) be a Lie algebra. Let r : g → g be a linear map satisfying the
operator form of the classical Yang-Baxter equation in (g, [·, ·]g) and N a Nijenhuis operator on
(g, [·, ·]g). If N ◦ r = r ◦ N , then r also satisfies the operator form of the classical Yang-Baxter
equation in the Lie algebra (g, [·, ·]N ). Furthermore, N is a Nijenhuis operator on the pre-Lie
algebra (g, ·r) given by (55) and satisfies
x ·rN y = [r(x), y]N , ∀ x, y ∈ g. (56)
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Proof. By direct calculation, we have
[r(x), r(y)]N = [N(r(x)), r(y)]g + [r(x), N(r(x))]g −N([r(x), r(y)]g)
= [r(N(x)), r(y)]g + [r(x), r(N(y))]g −N([r(x), r(y)]g)
= r([r(N(x)), y]g + [N(x), r(y)]g) + r([r(x), N(y)]g
+[x, r(N(y))]g)− r(N([r(x), y]g) +N([x, r(y)]g))
= r
(
[N(r(x)), y]g + [r(x), N(y)]g −N([r(x), y]g)
+[N(x), r(y)]g + [x,N(r(y))]g −N([x, r(y)]g)
)
= r([r(x), y]N + [x, r(y)]N ),
which implies that r also satisfies the operator form of the classical Yang-Baxter equation in the
Lie algebra (g, [·, ·]N ).
Furthermore, we have
N(x) ·r N(y) = [r(N(x)), N(y)]g = [N(r(x)), N(y)]g
= N([r(N(x)), y]g + [r(x), N(y)]g −N([r(x), y]g))
= N(N(x) ·r y + x ·r N(y)−N(x ·r y)),
which implies that N is a Nijenhuis operator on the pre-Lie algebra (g, ·r) and (56) holds.
8.2 Pre-Lie algebras associated to integrable (generalized) Burgers equa-
tion
Let g be a vector space with an ordinary scalar product 〈·, ·〉 and a ∈ g. Then
x ·a y = 〈x, y〉a+ 〈x, a〉y, ∀ x, y ∈ g, (57)
defines a pre-Lie algebra structure on g.
Remark 8.3. This pre-Lie algebra plays an important role in the integrable (generalized) Burgers
equation [37].
Proposition 8.4. Let (g, ·a) be the pre-Lie algebra given above. Then any N ∈ gl(g) is a Nijenhuis
operator on the sub-adjacent Lie algebra (g, [·, ·]c) of the pre-Lie algebra (g, ·a). Furthermore, if
N ∈ gl(g) satisfies
〈N(x), y〉 = −〈x,N(y)〉, ∀ x, y ∈ g, (58)
then N is a Nijenhuis operator on the pre-Lie algebra (g, ·a) if and only if
〈N(x), N(y)〉a = −〈x, y〉N2(a).
Proof. For all x, y ∈ g and N ∈ gl(g), we have
[N(x), N(y)]c −N([N(x), y]c + [x,N(y)]c −N([x, y]c))
= 〈N(x), a〉N(y) − 〈N(y), a〉N(x)−N
(
〈N(x), a〉y − 〈y, a〉N(x)
+〈x, a〉N(y)− 〈N(y), a〉x− 〈x, a〉N(y) + 〈y, a〉N(x)
)
= 0.
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Thus, any N ∈ gl(g) is a Nijenhuis operator on the sub-adjacent Lie algebra (g, [·, ·]c).
For any N satisfying (58), we have
N(x) ·a N(y)−N(N(x) ·a y + x ·a N(y)−N(x ·a y))
= 〈N(x), N(y)〉a + 〈N(x), a〉N(y)−N
(
〈N(x), y〉a+ 〈N(x), a〉y
+〈x,N(y)〉a+ 〈x, a〉N(y)− 〈x, y〉N(a) − 〈x, a〉N(y)
)
= 〈N(x), N(y)〉a + 〈x, y〉N2(a).
The second conclusion follows immediately.
Proposition 8.5. Let (g, ·a) be the pre-Lie algebra given above and N ∈ gl(g) satisfying (58).
Then we have
x ·aN (y) = −x ·
N(a) y, ∀ x, y ∈ g.
Thus, (g, ·aN ) is a pre-Lie algebra.
Proof. By (58), we have
x ·aN y = N(x) ·
a y + x ·a N(y)−N(x ·a y)
= 〈N(x), y〉a+ 〈N(x), a〉y + 〈x,N(y)〉a + 〈x, a〉N(y)− 〈x, y〉N(a)− 〈x, a〉N(y)
= 〈x, y〉(−N(a)) + 〈x,−N(a)〉y
= −x ·N(a) y.
Thus, (g, ·aN ) is a pre-Lie algebra.
8.3 Pre-Lie algebras from Rota-Baxter operators on associative algebras
Let (g, ∗) be an associative algebra. Then a linear map N : g −→ g is called a Nijenhuis operator
on g if it is a Nijenhuis operator as a pre-Lie algebra. For more details of Nijenhuis operators on
associative algebras, see [14, 20].
Lemma 8.6. ([25]) Let (g, ∗) be an associative algebra and R : g −→ g a linear map satisfying
R(x) ∗R(y) +R(x ∗ y) = R(R(x) ∗ y + x ∗R(y)), ∀ x, y ∈ g. (59)
Then (g, ·R) is a pre-Lie algebra, where ·R is given by
x ·R y = R(x) ∗ y − y ∗R(x)− x ∗ y, ∀ x, y ∈ g. (60)
Remark 8.7. The above R is exactly a Rota-Baxter operator of weight −1 by regarding (g, ∗)
as a pre-Lie algebra. In fact, the notion of Rota-Baxter operator on an associative algebra was
introduced to solve analytic [9] and combinatorial [35] problems.
Proposition 8.8. Let R be a Rota-Baxter operator of weight −1 and N a Nijenhuis operator on
an associative algebra (g, ∗). If R ◦N = N ◦R, then we have
(i) R is also a Rota-Baxter operator of weight −1 on the associative algebra (g, ∗N);
(ii) N is a Nijenhuis operator on the pre-Lie algebra (g, ·R);
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(iii) the pre-Lie algebra (g, ·RN ) defined by the Nijenhuis operator N is exactly the pre-Lie algebra
given by (60) associated to the associative algebra (g, ∗N ) and R.
Proof. Let R be a Rota-Baxter operator and N a Nijenhuis operator on g satisfying R◦N = N ◦R.
Then we have
R(x) ∗N R(y) +R(x ∗N y)−R(R(x) ∗N y + x ∗N R(y))
= N(R(x)) ∗R(y) +R(x) ∗N(R(y))−N(R(x) ∗R(y))) +R(N(x) ∗ y + x ∗N(y)−N(x ∗ y))
−R
(
N(R(x)) ∗ y +R(x) ∗N(y)−N(R(x) ∗ y) +N(x) ∗R(y) + x ∗N(R(y))−N(x ∗R(y))
)
= R(N(x)) ∗R(y) +R(N(x) ∗ y)−R(R(N(x)) ∗ y +N(x) ∗R(y))
+R(x) ∗R(N(y)) +R(x ∗N(y))−R(R(x) ∗N(y) + x ∗R(N(y)))
−N
(
R(x) ∗R(y) +R(x ∗ y)−R(R(x) ∗ y − x ∗R(y))
)
= 0,
which implies that R is a Rota-Baxter operator of weight −1 on the associative algebra (g, ∗N).
For all x, y ∈ g, also by R ◦N = N ◦R, we have
N(x) ·R N(y)−N(N(x) ·R y + x ·R N(y)−N(x ·R y))
= R(N(x)) ∗N(y)−N(y) ∗R(N(x))−N(x) ∗N(y)−N
(
R(N(x)) ∗ y − y ∗R(N(x))
−N(x) ∗ y +R(x) ∗N(y)−N(y) ∗R(x) − x ∗N(y)−N(R(x) ∗ y − y ∗R(x) − x ∗ y)
)
= N(R(x)) ∗N(y)−N(N(R(x)) ∗ y +R(x) ∗N(y)−N(R(x) ∗ y))
−N(y) ∗N(R(x)) +N(N(y) ∗R(x) + y ∗N(R(x))−N(y ∗R(x)))
−N(x) ∗N(y) +N(N(x) ∗ y + x ∗N(y)−N(x ∗ y)) = 0,
which implies that N is a Nijenhuis operator on the pre-Lie algebra (g, ·R).
At last, we have
x ·RN y = N(x) ·
R y + x ·R N(y)−N(x ·R y)
= R(N(x)) ∗ y − y ∗R(N(x))−N(x) ∗ y +R(x) ∗N(y)−N(y) ∗R(x)− x ∗N(y)
−N(R(x) ∗ y − y ∗R(x)− x ∗ y)
= R(x) ∗N y − y ∗N R(x) − x ∗N y,
which finishes the proof.
8.4 Novikov algebras from derivations on commutative associative alge-
bras
Recall that a Novikov algebra (g, ·g) is a pre-Lie algebra satisfying RxRy = RyRx for all x, y ∈ g.
The following construction of Novikov algebras is due to Gel’fand [22], Filipov [21] and Xu [38].
Lemma 8.9. Let D be a derivation on a commutative associative algebra (g, ∗) over a field K.
Then for all s ∈ K, the new product
x ·s y = x ∗D(y) + s(x ∗ y), ∀ x, y ∈ g (61)
makes (g, ·s) being a Novikov algebra. Furthermore, for all α ∈ g, (g, ·α) is also a Novikov algebra,
where ·α is given by
x ·α y = x ∗D(y) + α ∗ x ∗ y, ∀ x, y ∈ g.
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Proposition 8.10. Let D be a derivation and N a Nijenhuis operator on a commutative associative
algebra (g, ∗) over the field K. If D ◦N = N ◦D, then we have
(i) D is also a derivation on the commutative associative algebra (g, ∗N );
(ii) N is a Nijenhuis operator on the pre-Lie algebra (g, ·s) for s ∈ K;
(iii) the pre-Lie algebra (g, ·sN ) defined by the Nijenhuis operator N is exactly the pre-Lie algebra
given by (61) associated to the commutative associative algebra (g, ∗N ), i.e.
x ·sN y = x ∗N D(y) + s(x ∗N y). ∀ x, y ∈ g.
Proof. By D ◦N = N ◦D, we have
D(x ∗N y) = D(N(x) ∗ y + x ∗N(y)−N(x ∗ y))
= D(N(x)) ∗ y +N(x) ∗D(y) +D(x) ∗N(y)
+x ∗D(N(y)) −N(D(x)) ∗ y + x ∗D(y))
= N(D(x)) ∗ y +D(x) ∗N(y)−N(D(x) ∗ y)
+N(x) ∗D(y) + x ∗N(D(y)) −N(x ∗D(y))
= D(x) ∗N y + x ∗N D(y),
which implies that D is a derivation on the commutative associative algebra (g, ∗N ).
Also by D ◦N = N ◦D, we have
N(x) ∗s N(y)−N
(
N(x) ∗s y + x ∗s N(y)−N(x ∗s y)
)
= N(x) ∗D(N(y)) + s(N(x) ∗N(y))−N
(
N(x) ∗D(y)
+sN(x) ∗ y + x ∗D(N(y)) + sx ∗N(y)−N(x ∗D(y) + s(x ∗ y))
)
= N(x) ∗N(D(y))−N
(
N(x) ∗D(y) + x ∗N(D(y))−N(x ∗D(y))
)
+s
(
N(x) ∗N(y)−N
(
N(x) ∗ y + x ∗N(y)−N(x ∗ y)
))
= 0,
which implies that N is a Nijenhuis operator on the pre-Lie algebra (g, ·s) for all s ∈ F.
At last, we have
x ·sN y = N(x) ·
s y + x ·s N(y)−N(x ·s y)
= N(x) ∗D(y) + s(N(x) ∗ y) + x ∗D(N(y)) + s(x ∗N(y))−N(x ∗D(y) + s(x ∗ y))
= x ∗N D(y) + s(x ∗N y),
which finishes the proof.
Similarly, we have
Proposition 8.11. For a fixed α ∈ g, assume that N(α ∗ x ∗ y) = α ∗ N(x ∗ y) for all x, y ∈ g,
then the above results are also true.
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