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Abstract
Three general multivariate semi-Pareto distributions are developed in this paper. First one—GMP(k)(III)
has univariate Pareto (III) marginals, it is characterized by the minimum of two independent and identically
distributed random vectors. Second one—GMSP has univariate semi-Pareto marginals and it is characterized
by ﬁnite sample minima. Third one—MSP is characterized through a geometric minimization procedure. All
these three characterizations are based on the general and the particular solutions of the Euler’s functional
equations of k-variates.
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1. Introduction and motivation
It is well known that the multivariate Pareto distributions ﬁt good to the upper tails of some
multivariate continuous income data and some other socio-economic multivariate variables.
Numerous papers dealing with various bivariate and multivariate Pareto distributions have
subsequently appeared in the literature after Arnold [2] (see [7, Chapter 52] and the references
therein). Three more general multivariate Pareto (III) distributions than Arnold [2] MP(k)(III) are
developed in this paper. Theﬁrst onedenotedbyGMP(k)(III) and is inSection2.Acharacterization
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of the GMP(k)(III) obtained through the distribution of the minimum of two independent and
identically distributed (i.i.d.) random vectors is proved in Section 2.
The second general multivariate Pareto distribution denoted by GMSP(k) is a new and more
general multivariate semi-Pareto distribution with univariate semi-Pareto marginals. The uni-
variate semi-Pareto distribution was introduced by Pillai [8]. Some special bivariate semi-Pareto
distributions were researched by Balakrishna and Jayakumar [3]. The more general multivariate
semi-Pareto distribution is developed and its characterization is studied in Section 3.
The third general multivariate Pareto denoted byMSP(k) is introduced in Section 4. Balakrishna
and Jayakumar [3] studied some speciﬁc bivariate semi-Pareto distribution with homogeneous
scale parameters, but they did not mention too much about the multivariate cases. Yeh [11]
had studied the characterization of multivariate MP(k)(III) discussed by Arnold [2], through the
geometric minimization procedures. All of these results can be extended to the MSP distribution
and are studied in Section 4.
The relationships among the three general multivariate Pareto (III) distributions developed in
this paper as well as Arnold [2] MP(k)(III) are depicted as the following diagram:
MP(k)(III) ⊂ GMP(k)(III) ⊂ GMSP(k), or equivalently,Eqs. (2.1) ⊂ (2.2) ⊂ (3.1),
and
MP(k)(III) ⊂ MSP(k) ⊂ GMSP(k), or equivalently,Eqs. (2.1) ⊂ (4.1) ⊂ (3.1).
The technical proofs of all the characterization theorems in this paper are based on the general
and the particular solutions of the Euler’s functional equations of k(1) variables, they are new
to the existent references.
2. The generalized multivariate Pareto (III): GMP(k) distribution
According to Arnold [2]’s deﬁnition, the third type of the multivariate Pareto, MP(k)(III) dis-
tribution is deﬁned as follows:
Deﬁnition 2.1. A k-variate random vectorX = (X1, . . . , Xk) is said to follow a MP(k)(III) (, )
distribution, if its joint survival function is of the form
FX(x) =
{
1 +
k∑
i=1
(
xi
i
)1/i}−1
(2.1)
for any x = (x1, . . . , xk)0, where  = (1, · · · , k) > 0 and  = (1, · · · , k) > 0 are scale
and shape parameters, respectively, and it is denoted by X ∼ MP(k)(III) (, ).
A straightforward extension of the MP(k)(III) is the following:
Deﬁnition 2.2. A random vector X = (X1, · · · , Xk) is said to follow a generalized MP(k)(III)
distribution and is denoted by GMP(k)(III) (, ), if its k marginals of each Xi in X are univariate
Pareto(III) (i , i ) distributed, i.e., the survival function of each Xi is of the form
F i(xi) =
{
1 +
(
xi
i
)1/i}−1
(2.2)
for any xi > 0 and i > 0, i > 0.
H. Yeh / Journal of Multivariate Analysis 98 (2007) 1305–1319 1307
Clearly, MP(k)(III) (, ) ⊂ GMP(k)(III) (, ). The following theorem characterizes the
GMP(k)(III) distribution.
Theorem 2.1. Let X1 = (X11, X12, · · · , X1k) and X2 = (X21, X22, · · · , X2k ) be two k-variate inde-
pendent random vectors with support on (0, ∞)k with common joint survival function FX(·), and
let p1, p2 be two constants such that p1 + p2 = 1, 0 < p1, p2 < 1,  > 0. Then the following
two statements are equivalent:
(1) min
(
1
p1
X1,
1
p2
X2
)
d=min
(
X1,max
(
1
p1
Y 1,
1
p2
Y 2
))
, (2.3)
where (Y 1, Y 2) is an independent copy of (X1, X2), and the minimum and maximum are
deﬁned componentwisely as
min
(
1
p1
X1,
1
p2
X2
)
=
(
min
{
1
p1
X11,
1
p2
X21
}
,min
{
1
p1
X12,
1
p2
X22
}
, · · · ,
min
{
1
p1
X1k ,
1
p2
X2k
})
and it is a k-variate random vector. On the other hand, the RHS of Eq. (2.3) is deﬁned
componentwisely as
min
(
X1,max
(
1
p1
Y 1,
1
p2
Y 2
))
=
(
min
{
X11,max
{
1
p1
Y 11 ,
1
p2
Y 21
}}
,min
{
X12,max
{
1
p1
Y 12 ,
1
p2
Y 22
}}
, · · · ,
min
{
X1k ,max
{
1
p1
Y 1k ,
1
p2
Y 2k
}})
is also a k-variate random vector.
(2) The common joint survival function FX(·) is a general multivariate Pareto (III) with uni-
variate Pareto (III) (, i ) as marginals for some i > 0, i = 1, 2, · · · , k, i.e., the survival
function for each Xi in X is F i(xi) =
{
1 +
(
xi
i
)}−1
, ∀xi > 0.
Proof. (1) ⇒ (2). Suppose Eq. (2.3) holds, then for each component i, i = 1, 2, · · · , k,
min
(
1
p1
X1i ,
1
p2
X2i
)
d=min
(
X1i ,max
{
1
p1
Y 1i ,
1
p2
Y 2i
})
.
Then, let F i(·) be the ith marginal survival function of the common survival function of X1, X2,
then for any xi in x = (x1, · · · , xk) > 0,
P
(
min
(
1
p1
X1i ,
1
p2
X2i
)
> xi
)
= P
(
min
(
X1i ,max
{
1
p1
Y 1i ,
1
p2
Y 2i
}
> xi
)
,
⇒ P(X1i > p1xi)P (X2i > p2xi) = P(X1i > xi)P
(
max
{
1
p1
Y 1i ,
1
p2
Y 2i
}
> xi
)
,
i.e.,
F i(p1xi)F i(p2xi) = F i(xi){1 − Fi(p1xi)Fi(p2xi)} (2.4)
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for each marginal, let i (xi) = 1−F i(xi )F i (xi ) , so F i(xi) =
1
1+i (xi ) , then Eq. (2.4) becomes(
1
1 + i (p1xi)
)
·
(
1
1 + i (p2xi)
)
=
(
1
1 + i (xi)
)
×
{
1 − i (p1xi)
1 + i (p1xi)
· i (p2xi)
1 + i (p2xi)
}
,
thus, i (xi) = i (p1xi) + i (p2xi), for any p1 + p2=1, 0 < p1, p2 < 1,  > 0.
Therefore, by Castillo and Ruiz–Cobo [4], the particular solution for the generalized Cauchy
functional equation is i (xi) =
(
xi
i
)
for some i > 0, so the marginal survival function of X
is F i(xi) =
{
1 +
(
xi
i
)}−1
, i.e., Xi ∼ univariate Pareto P(III) (, i ), i = 1, · · · , k. Then (1)
implies (2).
Conversely, (2) ⇒ (1). Suppose the k marginals of the common joint survival function FX(·)
are univariate P(III)(, i ), for i = 1, 2, · · · , k, i.e., F i(xi) =
{
1 +
(
xi
i
)}−1
, xi > 0, the
survival function of min
(
1
p1
X1,
1
p2
X2
)
for any x > 0 is
P
(
min
(
1
p1
X1,
1
p2
X2
)
> x
)
= P(X1 > p1x)P (X2 > p2x)
= FX(p1x) · FX(p2x). (2.5)
On the other hand, the survival function of min
(
X1,max
(
1
p1
Y 1, 1
p2
Y 2
))
is
P
(
min
{
X1,max
{
1
p1
Y 1,
1
p2
Y 2
}}
> x
)
= P(X1 > x)P
(
max
{
1
p1
Y 1,
1
p2
Y 2
}
> x
)
= FX(x) · P
(
max
{
1
p1
Y 1,
1
p2
Y 2
}
> x
)
. (2.6)
Consider the ith marginal of Eq. (2.5) which is
P
(
min
{
1
p1
X1i ,
1
p2
X2i
}
> xi
)
= F i(p1xi) · F i(p2xi)
=
⎛
⎜⎜⎝ 1
1 + p1
(
xi
i
)
⎞
⎟⎟⎠ ·
⎛
⎜⎜⎝ 1
1 + p2
(
xi
i
)
⎞
⎟⎟⎠ , (2.7)
and the ith marginal of Eq. (2.6) is
P
(
min
(
X1i ,max
{
1
p1
Y 1i ,
1
p2
Y 2i
})
> xi
)
= F i(xi) · P
(
max
{
1
p1
Y 1i ,
1
p2
Y 2i
}
> xi
)
. (2.8)
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Note that
P
(
max
{
1
p1
Y 1i ,
1
p2
Y 2i
}
> xi
)
= 1 − P
(
max
{
1
p1
Y 1i ,
1
p2
Y 2i
}
xi
)
= 1 − Fi(p1xi)Fi(p2xi)
= 1 −
⎛
⎜⎝ p

1
(
xi
i
)
1 + p1
(
xi
i
)
⎞
⎟⎠ ·
⎛
⎜⎝ p

2
(
xi
i
)
1 + p2
(
xi
i
)
⎞
⎟⎠ .
Comparing two equations (2.7) and (2.8),⎛
⎜⎝ 1
1 + p1
(
xi
i
)
⎞
⎟⎠
⎛
⎜⎝ 1
1 + p2
(
xi
i
)
⎞
⎟⎠
= 1
1 +
(
xi
i
) ·
⎧⎪⎨
⎪⎩1 −
⎛
⎜⎝ p1( xii )
1 + p1
(
xi
i
)
⎞
⎟⎠
⎛
⎜⎝ p

2
(
xi
i
)
1 + p2
(
xi
i
)
⎞
⎟⎠
⎫⎪⎬
⎪⎭ .
They are indeed the same, hence componentwisely,
min
(
1
p1
X1i ,
1
p2
X2i
)
d=min
(
X1i ,max
(
1
p1
Y 1i ,
1
p2
Y 2i
))
for each i = 1, 2, · · · , k, thus the joint distribution of this two k-variate random vectors min(
1
p1
X1, 1
p2
X2
)
and min
(
X1,max
(
1
p1
Y 1, 1
p2
Y 2
))
are marginally equivalent.
This completes the proof. 
3. The generalized multivariate semi-Pareto distribution
A broad class of multivariate semi-Pareto distribution is introduced and characterized in this
section.
Deﬁnition 3.1. A random vector X = (X1, X2, · · · , Xk) is said to follow a generalized mul-
tivariate semi-Pareto distribution if its k marginals of each Xi in X are univariate semi-Pareto
SP (i , p = (p1, p2, · · · , p)), i.e., the survival function of each Xi is of the form
F i(xi) = 11 + i (xi)
, (3.1)
where i (xi) satisﬁes the functional equation
i (xi) =
∑
j=1
pji (p
−1/i
j xi) (3.2)
for any xi > 0, and some i > 0, i = 1, 2, · · · , k, and 0 < pj < 1, j = 1, 2, · · · , , and  ∈N is
a positive integer, 2, and such a random vector X is denoted by X ∼ GMSP(k)(, p), where
 = (1, · · · , k), and p = (p1, · · · , p).
Deﬁnition 3.1 is also available in Jaykumar [6].
The following theorem characterizes this generalized multivariate semi-Pareto distribution.
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Theorem 3.1. Let {Xj = (Xj1 , Xj2 , · · · , Xjk )}j=1 be (2)’s k-variate independent random
vectors with support on (0,∞)k and common joint survival function, FX(·), and let bj , j =
1, 2, · · · , , be  constants such that bj > 0, and for each j , let the k-variate random vector be
deﬁned as
Y j = min
1h 
h	=j
{b−1h · Xh} =(Y j1 , Y j2 , · · · , Y jk ),
the ith coordinate of Y j is Y ji , i = 1, 2, · · · , k, is deﬁned as
Y
j
i = min{b−11 X1i , b−12 X2i , · · · , b−1j−1Xj−1i , b−1j+1Xj+1i , · · · , b−1 Xi }, (3.3)
and let aj , j = 1, 2, · · · , , satisfy
∑
j=1
aj = 1. Then the following two statements are equivalent:
(1) The ith marginal survival function of FX(·) satisﬁes the functional equation
F i(xi) =
∏
j=1 F i(bj xi)∑
j=1 ajFYji (xi)
. (3.4)
(2) The common joint survival function FX(·) is a GMSP(k)(, p) distribution deﬁned as in
Deﬁnition 3.1.
Proof. (1) ⇒ (2). Suppose Eq. (3.4) holds, i.e.,
F i(xi) =
∏
j=1 F i(bj xi)∑
j=1 ajFYji (xi)
,
where
F
Y
j
i
(xi) = P
⎛
⎝ min
1h 
h	=j
b−1h X
h
i > xi
⎞
⎠ = ∏
1h 
h	=j
F i(bhxi), (3.5)
then F i(xi) becomes
F i(xi) =
∏
j=1 F i(bj xi)
∑
j=1 aj
⎛
⎝ ∏
1h 
h	=j
F i(bhxi)
⎞
⎠
= 1∑
j=1 aj
(
1
F i(bj xi)
) , (3.6)
express eachmarginal bywritingi (xi) = 1−F i(xi )F i (xi ) , soF i(xi) =
1
1+i (xi ) , then Eq. (3.6) becomes
1
1 + i (xi)
= 1∑
j=1 aj (1 + i (bj xi))
= 1∑
j=1 aj +
∑
j=1 aji (bj xi)
= 1
1 +∑j=1 aji (bj xi) , (3.7)
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thus, i (xi) =
∑
j=1
aji (bj xi), if bj is chosen to be bj = a−1/ij , for some i > 0, then
the common joint survival function FX(·) is a generalized multivariate semi-Pareto distribution
given in Deﬁnition 3.1, and therefore (2) follows.
(2)⇒(1). Conversely, suppose the k marginals of the common joint survival function FX(·) are
univariate semi-Pareto SP (III) (i , p = (p1, · · · , p)), i.e., the function F i(xi) = 11+i (xi ) , sat-
isfying the functional equationi (xi) =
∑
j=1
pji (p
−1/i
j xi), if choose aj ≡ pj with
∑
j=1
aj = 1,
and bj ≡ p−1/ij , then Eq. (3.7) holds, and thus from Eq. (3.6), we get
∏
j=1
F i(p
−1/i
j xi) = F i(xi) ·
⎧⎪⎨
⎪⎩
∑
j=1
pj
⎛
⎜⎝ ∏
1h 
h	=j
(F i(p
−1/i
h xi))
⎞
⎟⎠
⎫⎪⎬
⎪⎭ . (3.8)
From Eqs. (3.8) and (3.5) it is clear that Eq. (3.4) is true, hence (1) is followed. 
4. Multivariate semi-Pareto distributions
A more general k-variate semi-Pareto distribution than those proposed by Balakrishna and
Jayakumar [3] as well as Thomas and Jose [9,10] is given below:
Deﬁnition 4.1. The random vector X = (X1, X2, · · · , Xk) is said to have a k-variate semi-Pareto
distribution with parameters, p ∈ (0, 1),  = (1, 2, · · · , k) > 0 and the scale parameter,  =
(1, · · · , k) > 0, and X is denoted by X ∼ MSP(k)(, , p), if its survival function is of the
form
FX(x) = 11 +(x1, · · · , xk)
such that
(x1, x2, · · · , xk) = 1
p
·(p1/1x1, p1/2x2, · · · , p1/k xk) (4.1)
The solution of Eq. (4.1) is mentioned in Aczél [1, p. 231].
Before we come to the characterization of the k-variate semi-Pareto distribution, there is one
lemma concerning the general solution of Euler’s (1755, 1768, 1770) [5] (cited in Aczél [1])
functional equation for homogeneous functions will be introduced as below:
Lemma 4.1. The general solution of the k (2) variables in Euler’s functional equation
F(px1, px2, · · · , pxk) = pF(x1, x2, · · · , xk) (4.2)
for  	= 0, p 	= 0, and x1 	= 0, is
F(x1, x2, · · · , xk) = x1 · f
(
x2
x1
,
x3
x1
, · · · , xk
x1
)
, (4.3)
where f (·) is an arbitrary function of (k − 1) variables in terms of {x2/x1, · · · , xk/x1}.
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Proof. The k-variate (k2) Euler’s functional equation is solved as
F(x1, x2, · · · , xk) = F
(
x1 · 1, x1 · x2
x1
, · · · , x1 · xk
x1
)
= x1 · F
(
1,
x2
x1
, · · · , xk
x1
)
x1 · f
(
x2
x1
, · · · , xk
x1
)
, (4.4)
where f (·) is an arbitrary function of (k − 1) variables in terms of {x2/x1, · · · , xk/x1}. and does
satisfy Eq. (4.2) for x1 	= 0,  	= 0. Hence, Eq. (4.3) is the general solution of (4.2), and thus this
lemma follows. 
Lemma 4.1 can be extended to the so-called almost homogeneous functions
F(p1 x1, p
2 x2, · · · , pk xk) = p F (x1, x2, · · · , xk) (4.5)
for  	= 0, i 	= 0, i = 1, 2, · · · , k.
For the sake of simplicity, we consider only the positive real values of p > 0 and xi > 0,
i = 1, 2, · · · , k.
Lemma 4.2. The general solution of the k (2) variables in the functional equations of the form
(4.5) is
F(x1, x2, · · · , xk) = x/11 · f
(
x2
x
2/1
1
,
x3
x
3/1
1
, · · · , xk
x
k/1
1
)
, (4.6)
where f (·) is an arbitrary function of (k − 1) positive variables in terms of {x2/x1, x3/x1, · · · ,
xk/x1}, and  	= 0, i 	= 0, and xi > 0, i = 1, 2, · · · , k.
Proof. Choose p = x−1/11 and plug in Eq. (4.5), then Eq. (4.5) becomes
F((x
−1/1
1 )
1x1, (x
−1/1
1 )
2x2, · · · , (x−1/11 )k xk) = (x−1/11 )F (x1, · · · , xk).
This implies F
(
1,
x2
x
2/1
1
, · · · , xk
x
k/1
1
)
= x−/11 · F(x1, · · · , xk).
Thus, a direct and general solution of Eq. (4.5) is
F(x1, · · · , xk) = x/11 · F
(
1,
x2
x
2/1
1
, · · · , xk
x
k/1
1
)
= x/11 · f
(
x2
x
2/1
1
, · · · , xk
x
k/1
1
)
,
wheref (·) is an arbitrary functionof (k−1)positive variables in termsof {x2/x1, x3/x1, · · · , xk/x1}.
A special case of  = 1 in Eq. (4.5) is considered in the following corollary.
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Corollary 4.2.1. The particular solution of the functional equation
F(p1x1, p
2x2, · · · , pkxk) = pF(x1, · · · , xk) (4.7)
is either
(i) F (x1, x2, · · · , xk) =
k∑
i=1
x
1/i
i , (4.8)
or
(ii) F (x1, x2, · · · , xk) =
k∑
i=1
(
xi
i
)1/i
(4.9)
for some  = (1, 2, · · · , k) > 0.
Proof. Choose the arbitrary function f (·) in Eq. (4.6) as
(i) f
(
x2
x
2/1
1
, · · · , xk
x
k/1
1
)
= 1 +
k∑
i=2
(
xi
x
i/1
1
)1/i
= 1 +
∑k
i=2 x
1/i
i
x
1/1
1
.
Hence, the particular solution of Eq. (4.6) is
F(x1, x2, · · · , xk) = x1/11 ·
{
1 +
∑k
i=2 x
1/i
i
x
1/1
1
}
=
k∑
i=1
x
1/i
i .
(ii) Consider the scale transformation on each variable as xi/i , for i > 0, i = 1, 2, · · · , k. It is
straightforward to check that Eq. (4.9) does satisfy Eq. (4.7) as
F(p1x1, p
2 x2, · · · , pkxk) =
k∑
i=1
(
pi xi
i
)1/i
= p
k∑
i=1
(
xi
i
)1/i
= p · F(x1, · · · , xk).
Thus, this corollary is followed. 
Referring back to Deﬁnition 4.1, Eq. (4.1), it is clear that(x1, x2, · · · , xk) =
k∑
i=1
(
xi
i
)i
is the
particular solution of Eqs. (4.1) and (4.2), and the k-variate semi-Pareto MSP(k)(, , p) reduces
to the k-variate Arnold [2] MP(k)(III) (0, , ) distribution with joint survival function
FX(x1, x2, · · · , xk) = 1
1 +∑ki=1
(
xi
i
)i (4.10)
for x = (x1, · · · , xk) > 0.
Balakrishna and Jayakumar [3] had studied the characterization of the bivariate semi- Pareto
distribution for the homogeneous scales i ≡ 1 case, and Yeh [11] also studied the charac-
terization of the Arnold [2] MP(k)(III) (0, , ) distribution through a geometric minimization
1314 H. Yeh / Journal of Multivariate Analysis 98 (2007) 1305–1319
procedure. All these results can be extended to the following k (2) variate semi-Pareto distri-
bution MSP(k)(, , p) with joint survival function of the form in Eq. (4.1) and the parameter p
is restricted in 0 < p < 1, and  > 0,  > 0.
Theorem 4.1. Let {Xi = (Xi1, Xi2, · · · , Xik)}n1 be a sequence of i.i.d. nonnegative random vectors
with common joint survival function FX(·). For a ﬁxed p ∈ (0, 1), let Np ∼ geometric(p), Np
is independent of all Xi , and let mp = (X(1), · · · , X(k)) be the k-dimensional geometric minima
with X(j) = min{X1j , X2j , · · · , XNj } for each j = 1, 2, · · · , k, then
p−−1mp(p
−1/1
1 X(1), p
−1/2X(2), · · · , p−1/kX(k)) d=X1
if andonly ifX1∼MSP(k)(, , p),where theparameter vector−−1 = (−−11 ,−−12 , · · ·,−−1k ).
Proof. Let Hmp(·) be the joint survival function of p−
−1 · mp, i.e.,
Hmp(x) = P(p−
−1 · mpx) = P(X(1) >p1/1x1, X(2) >p1/2x2, · · · , X(k) >p1/k xk)
=
∞∑
n=1
P(X1p−1x)n · p(1 − p)n−1 = pFX(p
−1x)
1 − (1 − p)FX(p−1x)
= FX(x), (4.11)
where x = (x1, · · · , xk) > 0 and p−1 · x = (p1/1x1, · · · , p1/xk). Hence, the common joint
survival function of each Xi , FX(·) satisﬁes the functional equation.
Let(x) = 1−FX(x)
FX(x)
, soFX(x) = 11+(x) , substitute(·) in (4.11), we conclude that for all x >
0, we have 11+(x) = pp+(p−1x) , then the functional equation (·) satisﬁes (x) =
1
p
(p
−1
x).
This is the functional Eq. (4.1) satisﬁed by MSP(k)(, , p) with (·) in place of (·), hence
X1 ∼ MSP(k)(, , p) is followed.
On the other hand, ifXi ∼ MSP(k)(, , p), then its survival function is of the form (4.1) and let
Hmp(·) be the joint survival function of p−
−1 ·mp. It is derived as in Eq. (4.11) by conditioning
on Np,
Hmp(x) =
∞∑
n=1
P(X1p−1x)np(1 − p)n−1 = pFX(p
−1x)
1 − (1 − p)FX(p−1x)
, (4.12)
where FX(p
−1
x) satisﬁes
FX(p
−1x) = 1
1 + (p−1x) . (4.13)
Substitute (4.13) in (4.12), then
Hmp(x) =
p
1 + (p−1x)
1 − (1 − p)
1 + (p−1x)
= 1
1 + 1
p
(p−1x)
. (4.14)
H. Yeh / Journal of Multivariate Analysis 98 (2007) 1305–1319 1315
In (4.14) and by the deﬁnition of MSP(k)(, , p), the functional equation (·) satisﬁes
(x1, x2, · · · , xk) = 1
p
(p1/1x1, p
1/2x2, · · · , p1/k xk) = 1
p
(p
−1
x).
Hence, Eq. (4.14) is the same as Hmp(x) = 11+(x1,···,xk) = FX(x) for all x > 0, thus
p−−1mp
d=X1 is followed. 
Theorem 4.1 can be extended to any ﬁnite steps of repeated geometric minimization procedure.
It is stated as follows:
Supposewe start with a sequence of i.i.d. k-dimensional randomvectorswith common joint sur-
vival functionF 1(·), i.e., assumingX(1)1 , X(2)2 , · · · , X(2)n , · · · , i.i.d.∼ F 1(·), letN1 ∼ geometric (p1),
deﬁne X(1)N1 = min{X
(1)
1 , X
(1)
2 , · · · , X(1)N1 } as the k-dimensional geometric minima of {X
(1)
i }, as-
suming the joint survival function is F 2(·).
Also let X(1)1 , X
(2)
2 , · · · , X(2)n , · · · , i.i.d.∼ F 2(·) and N2 ∼geometric (p2), deﬁne X
(2)
N2
=
min{X(2)1 , X(2)2 , · · · , X(2)N2 }, suppose X
(2)
N2
∼ F 3(·). In general, for any ﬁxed  = 2, 3, · · · , after
(−1) steps of repeated geometricminimization procedures, letX(−1)1 , X(−1)2 , · · · , X(−1)n , · · · ,
i.i.d.∼ F−1(·), letN−1 ∼geometric (p−1), deﬁneX
(−1)
N−1 = min{X
(−1)
1 , X
(−1)
2 , · · · , X(−1)N−1 },
suppose X(−1)N−1 ∼ F(·)
The following theorem characterizes the multivariate-semi-Pareto distribution via any ﬁnite
steps of repeated geometric minimization.
Theorem 4.2. Let {X(1)1 , X(1)2 , · · · , X(1)n , · · ·} be a sequence of i.i.d. non-negative k-variate ran-
dom vectors with common joint survival function F 1(·). For each  = 2, 3, · · · , deﬁne F(·)
sequentially in such manner that F(·) is the joint survival function of a geometric (p−1) min-
ima (0 < p−1 < 1) of a random sample of {X(−1)i } i.i.d.∼ F−1(·), if there exist two parameter
vectors  = (1, 2, · · · , k) > 0 as the scale parameter of F l(·) and  = (1, 2, · · · , k) > 0
as the inequality parameter of F l(·), then the following two statements are equivalent:
(1) For each ﬁnite  = 2, 3, · · · ,
F 
⎛
⎝
⎛
⎝−1∏
j=1
pj
⎞
⎠

x
⎞
⎠ = F 1(x) (4.15)
for any x = (x1, · · · , xk) > 0, where (
−1∏
j=1
pj )

x
=
((
−1∏
j=1
pj
)1
x1, · · · ,
(
−1∏
j=1
pj
)k
xk
)
,
or equivalently,
⎛
⎝−1∏
j=1
pj
⎞
⎠
−
X
(−1)
N−1
d=X(1) ∼ F 1(·). (4.16)
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(2) The common joint survival function of {X(1)i , i1}, F l(·) is a MSP(k)(, , p) distribution
with p =
−1∏
j=1
pj .
Proof. (1) ⇒ (2). If Eq. (4.15) holds, i.e.,
(
−1∏
j=1
pj
)−
X
(−1)
N−1
d=X(1), for any ﬁnite  =
2, 3, · · · , the recursive relation among the joint survival functions {F(·)}∞=1 is derived by con-
ditioning on the geometric N−1 random variable, the joint survival function of the geometric
(p−1) minima X(−1)N−1 , F(·) is derived as
F(x) = P(X(−1)N−1 x) =
∞∑
n=1
P( min
1 in
X
(−1)
i x)P (N−1 = n)
=
∞∑
n=1
(F −1(x))np−1(1 − p−1)n−1 = p−1F−1(x)1 − (1 − p−1)F −1(x)
(4.17)
from Eq. (4.16), it is discerned that for any x > 0,
P
⎛
⎝
⎛
⎝−1∏
j=1
pj
⎞
⎠
−
X
(−1)
N−1 x
⎞
⎠ = P(X(1)x), then P
⎛
⎝X(−1)N−1 
⎛
⎝−1∏
j=1
pj
⎞
⎠

x
⎞
⎠ , i.e.,
F 
⎛
⎝
⎛
⎝−1∏
j=1
pj
⎞
⎠

x
⎞
⎠ = F 1(x), and equivalently,
F (x) = F 1
⎛
⎝
⎛
⎝−1∏
j=1
pj
⎞
⎠
−
x
⎞
⎠ . (4.18)
In Eq. (4.18), express (x) = 1−F(x)F (x) , then F(x) =
1
1+(x) for each 1, substitute back to
Eq. (4.17), we get
1
1 + (x)
=
p−1 · 11 + −1(x)
1 − (1 − p−1) ·
(
1
1 + −1(x)
) , (4.19)
after algebraic simpliﬁcation, we conclude that for all x > 0, (x) = (p−1)−1 −1(x). It
follows by iteration that
(x) =
⎛
⎝−1∏
j=1
pj
⎞
⎠
−1
1(x) (4.20)
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for all  = 2, 3, · · · , from Eq. (4.20), and the expression of (·), we have known that 11+(x) =
1
1+1
((
−1∏
j=1
pj
)−
x
) , hence (x) = 1
((
−1∏
j=1
pj
)−
x
)
, on the other hand by Eq. (4.20), it
follows that the functional equation l (·) satisﬁes 1
((
−1∏
j=1
pj
)−
x
)
=
(
−1∏
j=1
pj
)−1
1 (x),
or equivalently,
1(x) =
⎛
⎝−1∏
j=1
pj
⎞
⎠1
⎛
⎝
⎛
⎝−1∏
j=1
pj
⎞
⎠
−
x
⎞
⎠ (4.21)
i.e., for any x = (x1, x2, · · · , xk) > 0, 1(·) satisﬁes
1(x1, x2, · · · , xk) =
⎛
⎝−1∏
j=1
pj
⎞
⎠ · 1
⎛
⎝
⎛
⎝−1∏
j=1
pj
⎞
⎠
−1
x1,
⎛
⎝−1∏
j=1
pj
⎞
⎠
−2
x2, · · · ,
⎛
⎝−1∏
j=1
pj
⎞
⎠
−k
xk
⎞
⎠ .
Hence for 1(·), there exists a positive real number p
−1∏
j=1
pj , (0 < p < 1), such that
1(x) = p · 1(p−x). (4.22)
Now, referring back to Deﬁnition 4.1 and Eq. (4.1), it is observed that the joint survival function
of F 1(·) can be indeed written as F 1(x) = 11+1(x) with 1(x) = p · 1(p
−
x). Thus for all
i1, X(1)i ∼ MSP(k)(, , p) follows. (Note that the  and  in the deﬁnition are reciprocal to
each other).
(2) ⇒ (1). On the other hand, if X(1)i ∼ MSP(k)(, , p) with p =
−1∏
j=1
pj , then according to
Deﬁnition 4.1, F 1(·) can be written as
F 1(x) = 11 + 1(x)
with 1(x) = p · 1(p−x), (4.23)
also, the joint survival function of the scaled geometric minima
(
−1∏
j=1
pj
)−
X
(−1)
N−1 is for any
x0,
P
⎛
⎝
⎛
⎝−1∏
j=1
pj
⎞
⎠
−
X
(−1)
N−1 x
⎞
⎠ = P
⎛
⎝X(−1)N−1 
⎛
⎝−1∏
j=1
pj
⎞
⎠

x
⎞
⎠ = F
⎛
⎝
⎛
⎝−1∏
j=1
pj
⎞
⎠

x
⎞
⎠
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refer back to Eq. (4.17), then
F
⎛
⎝
⎛
⎝−1∏
j=1
pj
⎞
⎠

x
⎞
⎠ = p−1 F−1
((∏−1
j=1 pj
)
x
)
1 − (1 − p−1)F −1
((∏−1
j=1 pj
)
x
) (4.24)
use the same expression for any 1, (x)
= 1−F(x)
F (x)
, and thus F(x) = 11+(x) , substitut-
ing this in Eq. (4.24), we have 
((
−1∏
j=1
pj
)
x
)
= 1
p−1−1
((
−1∏
j=1
pj
)
x
)
. It follows by
iteration that 
((
−1∏
j=1
pj
)
x
)
= 1(∏−1
j=1 pj
)1
((
−1∏
j=1
pj
)
x
)
, note l (·) is the expression
l (x)
= 1−F l(x)
F l(x)
, and then F l(x) = 11+l (x) , comparing this with Eq. (4.23), sol (x) ≡ l (x), so
the functional equation1(·) satisﬁes1(x) = p ·1(p−x), or equivalently,1(x) = 1p1(px)
with p =
−1∏
j=1
pj , then Eq. (4.21) becomes
1
1 + 
((∏−1
j=1 pj
)
x
) = 1
1 + 1(∏−1
j=1 pj
)1
((∏−1
j=1 pj
)
x
) = 1
1 + 1(x)
= F 1(x).
Therefore,
(
−1∏
j=1
pj
)−
X
(−1)
N−1
d=X(1), hence the proof is complete. 
Remark. If the commondistributionF l(·)ofX(1) is in the family ofF,,where = (1, · · · , k)
> 0,  = (1, · · · , k) > 0 and F, denotes the family of all distribution function F(·) with the
property that the local behavior of F(·) nears its lower bound x → 0 is approximated by the
asymptotic form F (x) ∼ 1−∑ki=1 (xi/i )1/i , then there are two limit theorems for characteriz-
ing Arnold’s [2] MP(k)(III) (0, , ) distribution which had been proved in Yeh’s [11] Theorems
4.1 and 4.2.
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