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Abstract
We investigate Lie symmetries of general Yang-Mills equations. For this purpose, we first
write down the second prolongation of the symmetry generating vector fields, and compute
its action on the Yang-Mills equations. Determining equations are then obtained, and solved
completely. Provided that Yang-Mills equations are locally solvable, this allows for a complete
classification of their Lie symmetries. Symmetries of Yang-Mills equations in the Lorentz gauge
are also investigated. PACS: 02.20.+b
1 Introduction
Consider a system of n-th order nonlinear partial differential equations for a number of independent
variables x and dependent variables A:
∆ν(x,A, ∂A, . . . , ∂
(n)A) = 0. (1)
By a symmetry of this system, we shall mean any mapping of the independent and dependent
variables that transforms an arbitrary solution of (1) into a solution. A Lie symmetry is a symmetry
that belongs to a local Lie group of transformations. A Lie symmetry is generated by a differential
operator v which is a linear combination of partial derivatives with respect to the x and A. In
general, the coefficients of the linear combination depend on x and A.
There is a well-defined method for the determination of all Lie symmetries of Eq. (1). It involves
the computation of the so-called n-th prolongation of v, denoted by pr(n)v. The n-th prolongation
of v is a linear combination of partial derivatives with respect to x, A, and with respect to all partial
derivatives of A up to the n-th order. One can show that, provided Eq. (1) is locally solvable and
has maximal rank, v generates a symmetry of (1) if and only if the following holds [1]:
[
pr(n)v
]
∆ν = 0 whenever ∆ν = 0. (2)
This constitutes a system of linear equations for the coefficients of partial derivatives making up
the operator v.
In this paper, we shall investigate Lie symmetries of general Yang-Mills equations. Such equa-
tions are characterized by local gauge invariance under a compact semisimple Lie group. Their
importance can hardly be overestimated, since they form the basis of current theories of the strong
and electroweak interactions. Yet, as pointed out in Ref. [2], the techniques of symmetry analysis
have not been applied systematically to the Yang-Mills equations. Previous work centered on the
SU(2) case, for which Lie symmetries of Yang-Mills equations in the Lorentz gauge, and of so-called
self-dual Yang-Mills equations, have been obtained [3, 4].
Just recently, however, Torre investigated what he calls natural symmetries of general Yang-
Mills equations [5]. They are generalized symmetries (in the sense of Ref. [1]) that, roughly speaking,
have a simple behavior under Poincare´ and gauge transformations of the fields. Torre showed that
all such symmetries come from the gauge transformations admitted by the equations.
In this paper we shall show that, provided the Yang-Mills equations are locally solvable, their
Lie symmetries all come from local gauge transformations and conformal transformations. Our
results are thus consistent with Torre’s. In one aspect they are less general, since we investigate
Lie instead of generalized symmetries. In another aspect, however, they are more general, since we
do not assume any specific behavior under Poincare´ and gauge transformations. We should also
point out that Torre makes use of the spinor formalism, applicable to four-dimensional manifolds.
Our method can straightforwardly be adapted to higher-dimensional manifolds.
In Section 2, we write down general Yang-Mills equations, the prolongation formulas, and discuss
the question of local solvability. Determining equations associated with Yang-Mills equations are
obtained in Section 3, and completely solved in Section 4. Yang-Mills equations in the Lorentz
gauge are investigated in Section 5.
2 Yang-Mills Equations
With suitable choice of units, Yang-Mills equations can be written as [6, 7]
∂µF
µν
a + CabcAbµF
µν
c = 0, (3)
where
Fµνa = ∂
µAνa − ∂
νAµa +CabcA
µ
bA
ν
c . (4)
Here ∂µ represents a partial derivative with respect to the independent variable x
µ(µ = 0, 1, 2, 3).
The Aµb are dependent variables. Greek indices, associated with space-time, are raised and lowered
with the Minkowski metric gµν , with signature (+1,−1,−1,−1). Latin indices are associated with
the structure constants Cabc of a compact semisimple Lie group. The Cabc can always be chosen so
that they are completely antisymmetric and satisfy
CacdCbcd = δab, (5)
where δab is the Kronecker delta.
Eliminating F from Eqs. (3) and (4), we find that the Yang-Mills equations can be written as
∂µ∂
µAνa − ∂µ∂
νAµa + 2CabcA
µ
b ∂µA
ν
c + Cabc(∂µA
µ
b )A
ν
c
− CabcAbµ∂
νAµc + CabcCcdlA
µ
dA
ν
l Abµ = 0. (6)
The Yang-Mills equations are second-order nonlinear partial differential equations. Generators of
symmetry transformations are given by
v = Hκ∂κ +Φ
κ
d
∂
∂Aκd
, (7)
where Hκ and Φκd are functions of x
µ and Aνa. The second prolongation of v is given by
pr(2)v = Hκ∂κ +Φ
κ
d
∂
∂Aκd
+Φκdλ
∂
∂(∂λA
κ
d)
+ Φκd(λpi)
∂
∂(∂λ∂piA
κ
d)
. (8)
The parentheses around λ and pi indicate that the implicit summation is restricted to values of the
indices such that λ ≤ pi, that is, over distinct partial derivatives only. The coefficients Φκdλ and
Φκdλpi are functions of x
µ and Aνa. They are given by [1]
Φκdλ = Dλ {Φ
κ
d −H
µ∂µA
κ
d}+H
µ∂λ∂µA
κ
d , (9)
Φκdλpi = DpiDλ {Φ
κ
d −H
µ∂µA
κ
d}+H
µ∂pi∂λ∂µA
κ
d . (10)
The operator Dλ and Dpi are total derivatives, that is,
Dλ = ∂λ + (∂λA
α
n)
∂
∂Aαn
+ (∂λ∂βA
α
n)
∂
∂(∂βAαn)
+ (∂λ∂(β∂γ)A
α
n)
∂
∂(∂β∂γAαn)
. (11)
Note that, in the last term, summation is restricted to values of the indices such that β ≤ γ.
In this paper, we shall let Eq. (1) represent the Yang-Mills equations, and investigate the most
general functions Hκ and Φκd that satisfy Eq. (2). As shown in Ref. [1], Eq. (2) is a sufficient
condition for v to generate a symmetry. Provided the Yang-Mills equations are locally solvable and
have maximal rank, this is also a necessary condition.
It is easy to check that the Yang-Mills equations have maximal rank in the sense of Ref. [1]. It is
less easy to prove that they are locally solvable. Local solvability means that one can find solutions
for arbitrary values of the partial derivatives at a given point, compatible with the equations. A
sufficient (but not necessary) condition for local solvability is that the equations be in (general)
Kovalevskaya form. Unfortunately, the Yang-Mills equations are not in that form. Nevertheless,
it is likely that the Yang-Mills equations are locally solvable. As pointed out in Ref. [1], the main
reason why an analytic system is not locally solvable is the existence of additional constraints
on partial derivatives implied by the equations themselves. It might appear that such additional
constraints could be put on the Yang-Mills fields by acting on Eq. (6) with the operator ∂ν . The
first two terms then vanish, yielding an equation for the functions Aµb and their partial derivatives.
But we show, in Appendix A, that the resulting equation holds as an identity. Therefore, that
operation gives no additional constraints on the fields.
A word on notations. It has already been said that parentheses enclosing a pair of indices
indicate that the implicit summation should be carried out only on distinct pairs of indices. It has
also been assumed that the implicit summation convention, on Greek as well as Latin indices, is
effective. There will, however, be instances where we will not want to sum over repeated indices.
Obviously, we could just put summation signs where needed, and no such signs elsewhere. However,
the summation convention is so useful that it is better to proceed otherwise. We shall use the
summation convention on repeated indices, unless indices have a caret, in which case no summation
will be carried out. This means, for instance, that in an equation like
Mµµ = N
αˆ
αˆ , (12)
summation is carried out over µ but not over αˆ, the latter index having a specific value.
For later purposes, it is useful to write down the Yang-Mills equations (6) in a form that
exhibits each second-order partial derivative. For each value of the index a, there are four equations,
corresponding to each value of the index ν. They are given by
∂1∂1A
0
a = −∂2∂2A
0
a − ∂3∂3A
0
a − ∂1∂0A
1
a − ∂2∂0A
2
a − ∂3∂0A
3
a
+ 2CabcA
µ
b ∂µA
0
c + Cabc(∂µA
µ
b )A
0
c −CabcAbµ∂
0Aµc +CabcCcdlA
µ
dA
0
lAbµ. (13)
∂2∂2A
1
a = −∂3∂3A
1
a + ∂0∂0A
1
a + ∂2∂1A
2
a + ∂3∂1A
3
a + ∂0∂1A
0
a
+ 2CabcA
µ
b ∂µA
1
c + Cabc(∂µA
µ
b )A
1
c −CabcAbµ∂
1Aµc +CabcCcdlA
µ
dA
1
lAbµ. (14)
∂1∂1A
2
a = −∂3∂3A
2
a + ∂0∂0A
2
a + ∂1∂2A
1
a + ∂3∂2A
3
a + ∂0∂2A
0
a
+ 2CabcA
µ
b ∂µA
2
c + Cabc(∂µA
µ
b )A
2
c −CabcAbµ∂
2Aµc +CabcCcdlA
µ
dA
2
lAbµ. (15)
∂1∂1A
3
a = −∂2∂2A
3
a + ∂0∂0A
3
a + ∂1∂3A
1
a + ∂2∂3A
2
a + ∂0∂3A
0
a
+ 2CabcA
µ
b ∂µA
3
c + Cabc(∂µA
µ
b )A
3
c −CabcAbµ∂
3Aµc +CabcCcdlA
µ
dA
3
lAbµ. (16)
3 Determining Equations
In this section, we will translate condition (2) for the Yang-Mills case in explicit equations. First,
we have to compute the coefficients Φκdλ and Φ
κ
dλpi that appear in the prolongation formula (8).
Substituting Eq. (11) into Eqs. (9) and (10), we find
Φκdλ = ∂λΦ
κ
d − (∂λH
µ)∂µA
κ
d + (∂λA
α
n)
∂Φκd
∂Aαn
− (∂λA
α
n)(∂µA
κ
d)
∂Hµ
∂Aαn
, (17)
Φκdλpi = ∂pi∂λΦ
κ
d − (∂µA
κ
d)∂pi∂λH
µ + (∂λA
α
n)
∂
∂Aαn
∂piΦ
κ
d + (∂piA
α
n)
∂
∂Aαn
∂λΦ
κ
d
− (∂λA
α
n)(∂µA
κ
d)
∂
∂Aαn
∂piH
µ − (∂piA
α
n)(∂µA
κ
d)
∂
∂Aαn
∂λH
µ + (∂piA
β
p )(∂λA
α
n)
∂2Φκd
∂A
β
p∂Aαn
− (∂pi∂µA
κ
d)∂λH
µ − (∂λ∂µA
κ
d)∂piH
µ + (∂pi∂λA
α
n)
∂Φκd
∂Aαn
− (∂piA
β
p )(∂λA
α
n)(∂µA
κ
d)
∂2Hµ
∂A
β
p∂Aαn
− (∂piA
α
n)(∂λ∂µA
κ
d)
∂Hµ
∂Aαn
− (∂λA
α
n)(∂pi∂µA
κ
d)
∂Hµ
∂Aαn
− (∂µA
κ
d)(∂pi∂λA
α
n)
∂Hµ
∂Aαn
. (18)
We note that restrictions on summations have disappeared. Applying the prolongation operator
(8) to Eq. (6), we obtain
ΦκdCadc(2∂κA
ν
c − ∂
νAcκ) + Φ
ν
dCabd∂µA
µ
b +Φ
κ
d(CabcCcdl + CadcCcbl)A
ν
l Abκ
+ΦνdCabcCcldA
µ
l Abµ +Φ
ν
dλ2CabdA
λ
b +Φ
κ
dκCadcA
ν
c − Φ
κν
d CabdAbκ +Φ
ν
aλ
λ − Φλaλ
ν
= 0. (19)
Again, restrictions on summations have disappeared.
We now substitute Eqs. (17) and (18) into (19). Regrouping coefficients of various derivatives
of A, we get{
∂λ∂
λΦνa − ∂λ∂
νΦλa +A
λ
b [2Cabd∂λΦ
ν
d − g
ν
λCabd∂κΦ
κ
d − Cabd∂
νΦdλ]
+ Aµl Abκ
[
gνµ(CabcCcdl + CadcCcbl)Φ
κ
d + g
κ
µCabcCcldΦ
ν
d
]}
+ (∂λA
α
n)
{
2gναCadnΦ
λ
d + g
λνCandΦdα + g
λ
αCandΦ
ν
d − δang
ν
α∂µ∂
µHλ + δan∂α∂
νHλ
+ 2
∂
∂Aαn
∂λΦνa −
∂
∂Aαn
∂νΦλa − g
νλ ∂
∂Aαn
∂µΦ
µ
a
+Aµb
[
−2δndg
ν
αCabd∂µH
λ + gνµCabn∂αH
λ + gµαCabn∂
νHλ
+ 2gλµCabd
∂Φνd
∂Aαn
− gνµCabd
∂Φλd
∂Aαn
− gνλCabd
∂Φdµ
∂Aαn
]}
+ (∂κA
α
n)(∂λA
β
p )
{
gκλ
∂2Φνa
∂A
β
p∂Aαn
− gνλ
∂2Φκa
∂A
β
p∂Aαn
+ δang
λ
α
∂
∂A
β
p
∂νHκ − 2δang
ν
α
∂
∂A
β
p
∂λHκ + δapg
νκ ∂
∂Aαn
∂βH
λ
+ Aµb
[
−2gκµg
ν
βCabp
∂Hλ
∂Aαn
+ gνµg
κ
βCabp
∂Hλ
∂Aαn
+ gµβg
νκCabp
∂Hλ
∂Aαn
]}
+ (∂κA
α
n)(∂λA
β
p )(∂µA
pi
a)
{
gνλgκpi
∂2Hµ
∂A
β
p∂Aαn
− gκλgνpi
∂2Hµ
∂A
β
p∂Aαn
}
+ (∂λ∂µA
α
n)
{
−2δang
ν
α∂
λHµ + δang
λν∂αH
µ + δang
λ
α∂
νHµ + gλµ
∂Φνa
∂Aαn
− gνµ
∂Φλa
∂Aαn
}
+ (∂κAαn)(∂λ∂µA
β
p )
{
−2δapg
λ
κg
ν
β
∂Hµ
∂Aαn
+ δapg
ν
κg
λ
β
∂Hµ
∂Aαn
+ δapgκβg
λν ∂H
µ
∂Aαn
− δang
λµgνα
∂Hκ
∂A
β
p
+ δang
λνgµα
∂Hκ
∂A
β
p
}
= 0. (20)
Eq. (2) means that Eq. (20) should hold whenever the Yang-Mills equations hold. To investigate
this requirement, we must substitute Eqs. (13)–(16) into (20), and see under what conditions the
resulting equations vanish identically. In other words, we have to investigate the conditions under
which the coefficients of independent combinations of derivatives of A vanish. This is what we
proceed to do.
∂A∂∂A terms
Eqs. (13)–(16) do not involve terms ∂λ∂µA
β
p with λ, µ and β all different. In Eq. (20), therefore,
the coefficient of each term (∂κAαn)(∂λ∂µA
β
p ), with λ, µ and β all different, must vanish. Since
∂λ∂µ = ∂µ∂λ, the coefficient must be symmetrized in λ and µ. So ∀n, p, a, κ, α, ν and ∀λ, µ, β 6=,
we must have
−2δapg
λ
κg
ν
β
∂Hµ
∂Aαn
− 2δapg
µ
κg
ν
β
∂Hλ
∂Aαn
+ δapgκβg
λν ∂H
µ
∂Aαn
+ δapgκβg
µν ∂H
λ
∂Aαn
+ δang
λνgµα
∂Hκ
∂A
β
p
+ δang
µνgλα
∂Hκ
∂A
β
p
= 0. (21)
Letting n = a 6= p yields, ∀p, κ, α, ν and ∀λ, µ, β 6=
(gλνgµα + g
µνgλα)
∂Hκ
∂A
β
p
= 0. (22)
We can set ν = λ 6= µ = α and obtain ∀p, κ, β:
∂Hκ
∂A
β
p
= 0. (23)
Eq. (23) is a necessary condition for the ∂A∂∂A terms (with λ, µ and ν all different) to vanish.
Obviously, it makes all ∂A∂∂A terms in (20) vanish. Therefore, there is no need to substitute the
Yang-Mills equations in those terms.
∂∂A terms
Here again, we begin by looking at terms ∂λ∂µA
α
n in Eq. (20) with λ, µ and α all different. The
(symmetrized) coefficients of these terms must vanish. This means that ∀n, a, ν and ∀λ, µ, α 6=
−2δang
ν
α(∂
λHµ + ∂µHλ) + δan(g
λν∂αH
µ + gµν∂αH
λ)− gνµ
∂Φλa
∂Aαn
− gνλ
∂Φµa
∂Aαn
= 0. (24)
Taking a 6= n and ν = µ, we find that ∀a, n 6= and ∀λ, α 6=
∂Φλa
∂Aαn
= 0. (25)
On the other hand, setting a = n in Eq. (24), we get ∀aˆ, ν and ∀λ, µ, α 6=
−2gνα(∂
λHµ + ∂µHλ) + gλν
{
∂αH
µ −
∂Φµaˆ
∂Aαaˆ
}
+ gµν
{
∂αH
λ −
∂Φλaˆ
∂Aαaˆ
}
= 0. (26)
Setting ν = α yields, ∀λ, µ 6=
∂λHµ + ∂µHλ = 0, (27)
while setting ν = λ yields, ∀aˆ and ∀µ, α 6=
∂αH
µ −
∂Φµaˆ
∂Aαaˆ
= 0. (28)
Eqs. (25), (27) and (28) are necessary and sufficient conditions for ∂∂A terms with λ, µ and α all
different to vanish.
Let us now turn to ∂∂A terms with λ = µ = α. Since the Yang-Mills equations (13)–(16) do
not involve such terms, their coefficients can be set equal to zero. This yields, ∀a, n, ν, αˆ
−2δang
ν
αˆ∂
αˆH αˆ + δang
αˆν∂αˆH
αˆ + δang
αˆ
αˆ∂
νH αˆ + gαˆαˆ
∂Φνa
∂Aαˆn
− gναˆ
∂Φαˆa
∂Aαˆn
= 0. (29)
Making use of Eqs. (25), (27) and (28), and considering in turn cases where a is equal to n or not,
and where ν is equal to αˆ or not, it is not difficult to see that (29) holds identically.
We must now turn to the ∂∂A terms in Eq. (20) with two and only two of the indices λ, µ, α
equal. For each value of n, there are 24 such terms. Since these second-order partial derivatives are
constrained by the Yang-Mills equations, their coefficients cannot separately be set equal to zero.
We have to use the Yang-Mills equations to eliminate some of the second-order partial derivatives,
and set equal to zero the coefficients of the remaining independent ones.
So we substitute Eqs. (13)–(16) in (20), thereby eliminating, for every value of n, the following
derivatives: ∂1∂1A
0
n, ∂2∂2A
1
n, ∂1∂1A
2
n, and ∂1∂1A
3
n. The coefficients of the remaining second-order
partial derivatives are then extracted, and set equal to zero. After minor cancellations, there result
the following equations, which hold ∀a, n, ν and for µˆ and αˆ as indicated.
Coefficient of ∂µˆ∂µˆA
0
n, with µˆ = 2, 3:
δan
{
−2gν0∂
µˆH µˆ + gµˆν∂0H
µˆ + 2gν0∂
1H1 − g1ν∂0H
1
}
− gνµˆ
∂Φµˆa
∂A0n
+ gν1
∂Φ1a
∂A0n
= 0. (30)
Coefficient of ∂µˆ∂µˆA
1
n, with µˆ = 0, 3:
δan
{
−2gν1∂
µˆH µˆ + gµˆν∂1H
µˆ + gµˆµˆ
[
−2gν1∂
2H2 + g2ν∂1H
2
]}
− gνµˆ
∂Φµˆa
∂A1n
− gµˆµˆgν2
∂Φ2a
∂A1n
= 0. (31)
Coefficient of ∂µˆ∂µˆA
2
n, with µˆ = 0, 3:
δan
{
−2gν2∂
µˆH µˆ + gµˆν∂2H
µˆ + gµˆµˆ
[
−2gν2∂
1H1 + g1ν∂2H
1
]}
− gνµˆ
∂Φµˆa
∂A2n
− gµˆµˆgν1
∂Φ1a
∂A2n
= 0. (32)
Coefficient of ∂µˆ∂µˆA
3
n, with µˆ = 0, 2:
δan
{
−2gν3∂
µˆH µˆ + gµˆν∂3H
µˆ + gµˆµˆ
[
−2gν3∂
1H1 + g1ν∂3H
1
]}
− gνµˆ
∂Φµˆa
∂A3n
− gµˆµˆgν1
∂Φ1a
∂A3n
= 0. (33)
Coefficient of ∂αˆ∂0A
αˆ
n, with αˆ = 1, 2, 3:
δan
{
−gναˆ(∂
αˆH0 + 2∂0H αˆ) + g0ν(∂αˆH
αˆ + 2∂1H1) + gαˆαˆ∂
νH0 − g1ν∂0H
1
}
− gν0
∂Φαˆa
∂Aαˆn
− gναˆ
∂Φ0a
∂Aαˆn
− g11
∂Φνa
∂A0n
+ gν1
∂Φ1a
∂A0n
= 0. (34)
Coefficient of ∂αˆ∂1A
αˆ
n, with αˆ = 0, 2, 3:
δan
{
−gναˆ(∂
αˆH1 + 2∂1H αˆ) + g1ν(∂αˆH
αˆ + 2∂2H2) + gαˆαˆ∂
νH1 + g2ν∂1H
2
}
− gν1
∂Φαˆa
∂Aαˆn
− gναˆ
∂Φ1a
∂Aαˆn
+ g22
∂Φνa
∂A1n
− gν2
∂Φ2a
∂A1n
= 0. (35)
Coefficient of ∂αˆ∂2A
αˆ
n, with αˆ = 0, 1, 3:
δan
{
−gναˆ(∂
αˆH2 + 2∂2H αˆ) + g2ν(∂αˆH
αˆ + 2∂1H1) + gαˆαˆ∂
νH2 + g1ν∂2H
1
}
− gν2
∂Φαˆa
∂Aαˆn
− gναˆ
∂Φ2a
∂Aαˆn
+ g11
∂Φνa
∂A2n
− gν1
∂Φ1a
∂A2n
= 0. (36)
Coefficient of ∂αˆ∂3A
αˆ
n, with αˆ = 0, 1, 2:
δan
{
−gναˆ(∂
αˆH3 + 2∂3H αˆ) + g3ν(∂αˆH
αˆ + 2∂1H1) + gαˆαˆ∂
νH3 + g1ν∂3H
1
}
− gν3
∂Φαˆa
∂Aαˆn
− gναˆ
∂Φ3a
∂Aαˆn
+ g11
∂Φνa
∂A3n
− gν1
∂Φ1a
∂A3n
= 0. (37)
We can now investigate the conditions under which Eqs. (30)–(37) vanish. Let us first consider
the case where a 6= n. Making use of Eq. (25), it is easy to see that (30)–(33) hold identically,
whereas (34)–(37) hold if and only if, ∀αˆ and ∀a, n 6=
∂Φ1a
∂A1n
=
∂Φαˆa
∂Aαˆn
. (38)
Let us now turn to the case where a = n. Substituting (28) into (30)–(33), we see that the latter
vanish if and only if, ∀αˆ
∂1H
1 = ∂αˆH
αˆ. (39)
Substituting Eqs. (27), (28) and (39) into (34)–(37), we see that the latter vanish if and only if,
∀aˆ, αˆ
∂Φ1aˆ
∂A1aˆ
=
∂Φαˆaˆ
∂Aαˆaˆ
. (40)
Eqs. (38) and (40) can be combined in the following, which holds ∀a, n, αˆ:
∂Φ1a
∂A1n
=
∂Φαˆa
∂Aαˆn
. (41)
∂A∂A∂A terms
Since no such terms appear in the Yang-Mills equations, the substitution effected before Eq. (30)
will not change the coefficients of ∂A∂A∂A terms in (20). Owing to Eq. (23), these coefficients
identically vanish.
∂A∂A terms
Again, no such terms appear in the Yang-Mills equations. So we substitute Eq. (23) in the coeffi-
cients of ∂A∂A terms, symmetrize over the interchange of (λpβ) with (κnα) and set the result to
zero. This yields
2gκλ
∂2Φνa
∂A
β
p∂Aαn
− gνλ
∂2Φκa
∂A
β
p∂Aαn
− gνκ
∂2Φλa
∂A
β
p∂Aαn
= 0. (42)
Eq. (42) holds ∀κ, λ, β, α, ν, p, n, a. So we must have
∂2Φνa
∂A
β
p∂Aαn
= 0. (43)
That is, all second-order derivatives of Φ with respect to A vanish.
∂A terms
Here the situation is more complicated. There are such terms in the Yang-Mills equations. There-
fore, the substitution effected before Eq. (30) does change the coefficients of ∂A terms in (20). We
recall that we eliminated the following derivatives: ∂1∂1A
0
n, ∂2∂2A
1
n, ∂1∂1A
2
n, and ∂1∂1A
3
n. Taking
(25) and (28) into account, we can see that for µˆ 6= α and µˆ 6= 0, the coefficient of ∂µˆ∂µˆA
α
n in
Eq. (20) is given by
−2δang
ν
α∂
µˆH µˆ −
∂Φνa
∂Aαn
= K µˆνanα. (44)
Let K µˆνanα denote the left-hand side of (44) for any value of the indices. Then ∂A terms coming
from substitution of Eqs. (13)–(16) can be written as
K1νacκCcbn {2A
α
b ∂αA
κ
n −A
κ
b ∂αA
α
n −Abα∂
κAαn} , (45)
where we have used the fact that, owing to Eq. (39), K2νac1 = K
1ν
ac1. The previous expression can be
rearranged as
(∂λA
α
n)A
µ
bK
1ν
acκCcbn(2g
λ
µg
κ
α − g
λ
αg
κ
µ − g
λκgµα). (46)
The complete set of ∂A terms can now be obtained by adding the explicit ones in Eq. (20) to
expression (46). Setting their coefficients equal to zero and rearranging, we find that ∀λ, ν, α, n, a
Cadn
{
2gναΦ
λ
d − g
νλΦdα − g
λ
αΦ
ν
d
}
+ δan
{
−gνα∂µ∂
µHλ + ∂ν∂αH
λ
}
+ 2
∂
∂Aαn
∂λΦνa −
∂
∂Aαn
∂νΦλa − g
νλ ∂
∂Aαn
∂µΦ
µ
a
+Aµb
{
Cabn
[
−2gνα∂µH
λ + gνµ∂αH
λ + gαµ∂
νHλ − 2gνκ∂
1H1(2gλµg
κ
α − g
λ
αg
κ
µ − gµαg
λκ)
]
+ Cabd
[
2gλµ
∂Φνd
∂Aαn
− gνµ
∂Φλd
∂Aαn
− gνλ
∂Φdµ
∂Aαn
]
− Ccbn
[
∂Φνa
∂Aκc
]
(2gλµg
κ
α − g
λ
αg
κ
µ − gµαg
λκ)
}
= 0. (47)
No-derivative terms
There are no-derivative terms in the Yang-Mills equations. Therefore, the substitution effected
before Eq. (30) does change the coefficients of no-derivative terms in (20). Terms coming from the
substitution are given by
K1νanκCnbcCclmA
µ
l A
κ
mAbµ. (48)
The complete set of no-derivative terms can be obtained by adding the explicit ones in Eq. (20) to
expression (48). Setting their coefficients equal to zero and making use of Eq. (44), we find that
∀ν, a
∂λ∂
λΦνa − ∂λ∂
νΦλa +A
λ
bCabd {2∂λΦ
ν
d − g
ν
λ∂κΦ
κ
d − ∂
νΦdλ}
+Aµl Abκ
{
gνµ(CabcCcdl + CadcCcbl)Φ
κ
d + g
κ
µCabcCcldΦ
ν
d
}
−Aµl A
κ
mAbµCnbcCclm
{
2δang
ν
κ∂
1H1 +
∂Φνa
∂Aκn
}
= 0. (49)
We have now obtained all determining equations associated with the Yang-Mills equations.
They are given by Eqs. (23), (25), (27), (28), (39), (41), (43), (47) and (49). They are necessary
and sufficient conditions for Eq. (20) to hold whenever the Yang-Mills equations hold.
4 Solution of Determining Equations
We now proceed to solve the determining equations. We first note that the most general solution
of Eqs. (23) and (43) is given by
Hµ = Hµ(xλ) (50)
and
Φµa = f¯
µ
abκ(x
λ)Aκb + F
µ
a (x
λ), (51)
where Hµ, f¯µabκ and F
µ
a are arbitrary functions of x
λ. From Eq. (25), we see that f¯µabκ = 0 if a 6= b
and µ 6= κ. We can therefore write
Φµˆaˆ =
∑
κ 6=µˆ
f¯
µˆ
aˆaˆκ(x
λ)Aκaˆ + f¯
µˆ
aˆbµˆ(x
λ)Aµˆb + F
µˆ
aˆ (x
λ), (52)
From Eq. (28) we see that, ∀aˆ and ∀µ, κ 6=
∂κH
µ = f¯µaˆaˆκ. (53)
Thus we can write, ∀aˆ and ∀µ, κ 6=
f¯
µ
aˆaˆκ = f
µ
κ, (54)
where, owing to Eq. (27), fµκ is antisymmetric.
From Eq. (39), we see that ∂αˆH
αˆ is independent of αˆ, and can therefore be written as G. From
(41), we see that f¯ µˆabµˆ is independent of µˆ, and can therefore be written as hab. The upshot is that
the most general solution of Eqs. (23), (25), (27), (28), (39), (41) and (43) can be written as
∂κH
µ = fµκ + g
µ
κG (55)
and
Φµa = f
µ
κA
κ
a + habA
µ
b + F
µ
a , (56)
where fµκ = −fκµ, hab, F
µ
a and G are arbitrary functions of x
λ. Note that
∂Φµa
∂Aκb
= gµκhab + δabf
µ
κ. (57)
There remains to satisfy Eqs. (47) and (49). We first substitute Eqs. (55)–(57) into (47). After
cancellations and rearrangement, we find that ∀λ, ν, α, n, a
A
µ
b
{
2gναg
λ
µ − g
ν
µg
λ
α − gαµg
λν
}
{CabnG+ Cabdhdn − Cdbnhad + Cadnhdb}
+ δan
{
gλα∂
νG− gνα∂µ(f
λµ + gµλG) + 2∂λf να − g
λν∂µf
µ
α
}
+ 2gνα
{
CadnF
λ
d + ∂
λhan
}
− gνλ {CadnFdα + ∂αhan} − g
λ
α {CadnF
ν
d + ∂
νhan} = 0. (58)
Since fµκ, hab, F
µ
a and G are functions of x
λ only, it is clear that the coefficient of Aµb and the sum
of terms independent of A must separately vanish. By considering cases where a = n and a 6= n,
we find that necessary and sufficient conditions for this are the following: First, ∀a, b, n
CabnG+ Cabdhdn − Cdbnhad + Cadnhdb = 0. (59)
Furthermore, ∀λ and ∀a, n 6=
CadnF
λ
d + ∂
λhan = 0. (60)
Finally, ∀λ, ν, α, aˆ
gλα(∂
νG− ∂νhaˆaˆ)− g
ν
α(∂µf
λµ + ∂λG− 2∂λhaˆaˆ)
+ 2∂λf να − g
λν(∂µf
µ
α + ∂αhaˆaˆ) = 0. (61)
Note that Eq. (60) can be written in a form that holds ∀λ, aˆ, n:
CaˆdnF
λ
d = −∂
λhaˆn + δaˆn∂
λhaˆaˆ. (62)
In Eq. (61), set ν = α 6= λ. There results, ∀λ, aˆ
∂µf
λµ + ∂λG− 2∂λhaˆaˆ = 0. (63)
Note that this implies that ∂λhaˆaˆ is independent of aˆ. Substituting (63) back into (61) yields
∀λ, ν, α, aˆ
gλα(∂
νG− ∂νhaˆaˆ) + 2∂
λf να − g
λν(∂αG− ∂αhaˆaˆ) = 0. (64)
For ν = α, this vanishes identically. If ν 6= α, we can have any of three mutually exclusive cases:
(i) α = λ 6= ν; (ii) ν = λ 6= α; (iii) ν, λ, α 6=. Case (i) yields ∀aˆ and ∀ν, αˆ 6=
∂νG− ∂νhaˆaˆ + 2∂
αˆf ναˆ = 0. (65)
Case (ii) yields a similar equation. Finally, case (iii) yields, ∀λ, ν, α 6=
∂λf να = 0. (66)
Eqs. (59), (60), (63), (65) and (66) represent all the conditions on the unknown functions fµκ, hab,
Fµa and G provided by Eq. (47).
We now substitute Eqs. (55)–(57) in Eq. (49). After rearrangement, we find that ∀ν, a
A
µ
l A
κ
mA
α
b {gαµg
ν
κ [CabcCcldhdm + CnbcCclm(2δanG− han)]
+ gνµ(CabcCcml + CamcCcbl)fακ + gακg
ν
µ(CabcCcdl + CadcCcbl)hdm
}
+Aµl A
α
b
{
gνµ [(CabcCcdl +CadcCcbl)Fdα − Calb∂κf
κ
α − Cald∂αhdb]
+ gαµ [CabcCcldF
ν
d − Cald∂
νhdb] + 2g
ν
αCald∂µhdb +Calb(2∂µf
ν
α − ∂
νfµα)}
+Aµl
{
Cald(2∂µF
ν
d − g
ν
µ∂αF
α
d − ∂
νFdµ) + δal(∂λ∂
λf νµ − ∂λ∂
νfλµ) + g
ν
µ∂λ∂
λhal − ∂µ∂
νhal
}
+ ∂λ∂
λF νa − ∂λ∂
νF λa = 0. (67)
The (appropriately symmetrized) coefficients of each power of A must separately vanish. Let us
consider each of them in turn.
It is not difficult to see that, owing to Eq. (60), terms independent of A identically vanish.
Terms linear in A yield, ∀ν, µ, a, l
Cald(2∂µF
ν
d − g
ν
µ∂αF
α
d − ∂
νFdµ) + δal(∂λ∂
λf νµ − ∂λ∂
νfλµ) + g
ν
µ∂λ∂
λhal − ∂µ∂
νhal = 0. (68)
For a 6= l, Eq. (60) implies that this holds identically. For a = l, we have ∀ν, µ, aˆ
∂λ∂
λf νµ − ∂λ∂
νfλµ + g
ν
µ∂λ∂
λhaˆaˆ − ∂µ∂
νhaˆaˆ = 0. (69)
Setting µ = ν and summing immediately yields ∀aˆ
∂λ∂
λhaˆaˆ = 0, (70)
whence ∀ν, µ, aˆ
∂λ∂
λf νµ − ∂λ∂
νfλµ − ∂µ∂
νhaˆaˆ = 0. (71)
We turn to terms quadratic in A in Eq. (67). The coefficient of these terms, symmetrized under
the interchange (µ, l) ↔ (α, b), must vanish. A rather lengthy but straightforward calculation,
which we shall not reproduce here, shows that, owing to (59), (63), (66) and the antisymmetry
of fµα, the resulting equation reduces to an identity. Similarly, the coefficient of terms cubic in
A, symmetrized under the sixfold interchange (µ, l) ↔ (α, b) ↔ (κ,m), vanishes identically. The
upshot is that Eqs. (70) and (71) represent all additional conditions on the unknown functions fµκ,
hab, F
µ
a and G provided by Eq. (49).
We now proceed to solve Eqs. (59), (60), (63), (65), (66), (70) and (71). First, let us write (63),
(65), (70) and (71) in a simpler form. Consider Eq. (65) for the three values of αˆ 6= ν. Summing
the three resulting equations and remembering that f να vanishes if ν = α, we get ∀ν, aˆ
3∂νG− 3∂νhaˆaˆ + 2∂
αf να = 0. (72)
Comparing with (63), we find that ∀ν, aˆ
∂νG+ ∂νhaˆaˆ = 0. (73)
Substituting (73) into (63), (71) and (65) and relabelling yields, ∀µ, ν
∂λf
µλ + 3∂µG = 0, (74)
∂λ∂
λf νµ − ∂λ∂
νfλµ + ∂ν∂µG = 0, (75)
and, ∀µ, λˆ 6=
∂
λˆ
fµλˆ + ∂µG = 0. (76)
Substituting (74) in (75) yields ∀µ, ν
∂λ∂
λf νµ = 2∂ν∂µG. (77)
Since one side is antisymmetric under the interchange ν ↔ µ and the other side is symmetric, both
sides must vanish. So we have, ∀ν, µ
∂ν∂µG = 0. (78)
Owing to (66), Eqs. (73), (76) and (78) are equivalent to (63), (65), (70) and (71).
The most general solution of Eq. (78) is given by
G = d+ cµx
µ, (79)
where d and cµ are arbitrary constants. From (66), we see that f
να is a function of xν and xα only.
From (76) and (79) we obtain ∀µ, λˆ 6=
∂
λˆ
fµλˆ = −∂µG = −cµ. (80)
This implies that the most general solution for fµλ is
fµλ = −cµxλ + cλxµ + bµλ, (81)
where bµλ are six arbitrary constants such that bµλ = −bλµ.
We can now solve for the functionsHµ(xλ). With (79) and (81), Eq. (55) can easily be integrated
to give
Hµ = −
1
2
cµxλxλ + c
λxµxλ + b
µλxλ + dx
µ + aµ, (82)
where aµ are four arbitrary constants.
There remains to solve Eqs. (59), (60) and (73). In Appendix B, we shall show by group
theoretical arguments that the most general solution of Eq. (59) is given by
hab = −Gδab + Cabdχd, (83)
where the χd are arbitrary functions of x
λ. Substituting Eq. (83) in (73), we see that the latter
holds identically. Substituting (83) in (60), we find that ∀λ and ∀a, n 6=
CadnF
λ
d = −∂
λCandχd, (84)
whence, owing to Eq. (5) and the antisymmetry of the structure constants
F λd = ∂
λχd. (85)
Putting together Eqs. (56), (79), (81), (83) and (85), we find that
Φµa = (−c
µxλ + cλx
µ + bµλ)A
λ
a − (d+ cλx
λ)Aµa +CabdχdA
µ
b + ∂
µχa. (86)
Eqs. (82) and (86) are the most general solution of the determining equations. Therefore,
the corresponding vector field (7) generates Lie symmetries of the Yang-Mills equations. One
can see that the constants aµ correspond to space-time translations; that the bλµ correspond to
Lorentz transformations; that the cµ correspond to uniform accelerations; that d corresponds to
dilatations; and that the functions χa(x
λ) correspond to local gauge transformations [8, 9]. We
have thus recovered the well-known Lie symmetries of the Yang-Mills equations. But we have done
much more. Isofar as the Yang-Mills equations are locally solvable, we have shown that there are
no others.
5 Gauge Conditions
In Eqs. (82) and (86), we have obtained the coefficients of symmetry generators of the Yang-Mills
equations. In practice, the equations will be used together with a gauge condition. So it is of
interest to investigate the symmetries of the Yang-Mills equations in a particular gauge. To be
specific, we shall pick the Lorentz gauge.
The Lorentz gauge condition consists in setting ∀a
∂µA
µ
a = 0. (87)
Our task consists in finding the Lie symmetries of Eqs. (6) and (87).
It is not difficult to check that Eqs. (6) and (87) together have maximal rank. But they are not
locally solvable. Differentiating (87) with respect to xλ, we find that
∂λ∂µA
µ
a = 0, (88)
which are additional constraints on partial derivatives.
It is shown in Ref. [1] that a necessary and sufficient condition for v to generate a symmetry of
a system of n-th order equations is that the n-th prolongation of v, acting on the system, vanishes
at all points where the system is locally solvable. In our case, such points are determined by
Eqs. (6), (87), (88), and any other equation expressing constraints on the Aµa and their first and
second-order derivatives. For similar reasons as given in Section 2, however, it is likely that there
are no additional constraints. We shall thus investigate the conditions under which the second
prolongation of v, acting on Eqs. (6) and (87), vanish whenever Eqs. (6), (87) and (88) hold.
Let us apply the second prolongation operator (8) to Eqs. (6) and (87), and set the result to
zero. Applying (8) to Eq. (6), we clearly recover Eq. (20). Applying (8) to (87), we find that
Φµaµ = 0, (89)
or, using (17)
∂µΦ
µ
a − (∂µH
ν)∂νA
µ
a + (∂µA
α
n)
∂
∂Aαn
Φµa − (∂µA
α
n)(∂νA
µ
a)
∂
∂Aαn
Hν = 0. (90)
We now have to substitute Eqs. (6), (87), and (88) into (20) and (90), and equate to zero
the coefficients of the remaining (independent) combinations of derivatives of A. Note that this
complicated and correct procedure is not the same as the simpler one that consists in substituting
Eqs. (82) and (86) into (90), although in specific instances the two procedures may yield the same
results.
Let us then consider in turn the various combinations of derivatives of A. The ∂A∂∂A terms
can be treated basically as in Section 2. We recall that only terms ∂λ∂µA
β
p , with λ, µ and β all
different, had to be considered. Thus, substitution of (88) will not have any effect. Moreover, it
is not difficult to see that Eq. (23) still obtains if we restrict our attention to terms ∂κAαn with
κ 6= α. But the Lorentz gauge condition does not involve such terms. Eqs. (23), therefore, are still
necessary and sufficient conditions for the ∂A∂∂A terms to vanish.
Discussion of ∂∂A terms is not much changed either. Eq. (88) allows to write terms like ∂αˆ∂αˆA
αˆ
a
in terms of other second-order derivatives of A. But the coefficient of ∂αˆ∂αˆA
αˆ
a is given by the left-
hand side of Eq. (29), which was shown to vanish identically. So again, the substitution of the
Lorentz gauge condition and its derivatives will not introduce anything new.
It is easy to see that ∂A∂A∂A terms still vanish identically. Turning to ∂A∂A terms, we can
see that Eq. (43) can be obtained even if we restrict our attention to terms with λ 6= β and κ 6= α.
The ∂A terms yield Eqs. (59), (60), (63), (65) and (66) even if we restrict ourselves to λ 6= α.
Finally, terms with no derivatives of A do not change, since the Lorentz gauge condition involves
derivatives only.
The upshot of the foregoing analysis is that the conditions that make (20) vanish subject to
(6), (87), and (88) are the same as the ones that make (20) vanish subject to (6) only. In the end,
these conditions are precisely embodied in Eqs. (82) and (86). We stress that this is not obvious,
and could be otherwise for other choices of gauge.
There remains to make use of Eq. (90) to put further constraints on the functions Hµ and Φµa .
Substituting (82) and (86) into (90) and rearranging, we find that
2cκA
κ
a + Cabd(∂µχd)A
µ
b + ∂µ∂
µχa = 0. (91)
This must hold identically. Since χa is a function of x
λ only, we get
∂µ∂
µχa = 0, (92)
2cµδab + Cabd∂µχd = 0. (93)
Necessary and sufficient conditions for these two equations to hold are that (∀µ), cµ = 0 and that
(∀µ, d), ∂µχd = 0. The conformal symmetry thus collapses to the Poincare´ group with dilatations,
and local gauge transformations reduce to global ones.
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A
To see whether there are additional constraints on the Aνa and their derivatives, let us apply the
operator ∂ν on Eq. (6). We get
Cabc
{
2Aµb ∂ν∂µA
ν
c + 2(∂νA
µ
b )∂µA
ν
c + (∂ν∂µA
µ
b )A
ν
c + (∂µA
µ
b )∂νA
ν
c − (∂νAbµ)∂
νAµc
−Abµ∂ν∂
νAµc + Ccdl
[
AbµA
ν
l ∂νA
µ
d +AbµA
µ
d∂νA
ν
l +A
µ
dA
ν
l ∂νAbµ
]}
= 0. (94)
The second, fourth, and fifth terms in curly brackets vanish due to antisymmetry of Cabc. The
third term similarly cancels half the first term. Thus we obtain
Cabc
{
A
µ
b ∂ν∂µA
ν
c −Abµ∂ν∂
νAµc + Ccdl
[
AbµA
ν
l ∂νA
µ
d +AbµA
µ
d∂νA
ν
l +A
µ
dA
ν
l ∂νAbµ
]}
= 0. (95)
Substituting Eq. (6) and again making use of the antisymmetry of the structure constants, we get
CabcCcdl
{
AbµA
ν
d∂νA
µ
l −AbµAdν∂
µAνl +A
µ
dA
ν
l ∂νAbµ +ClmnAbµA
ν
mA
µ
nAdν
}
= 0. (96)
Relabeling indices in the second and last terms and regrouping yields
{CabcCcdl + CadcCclb}AbµA
ν
d∂νA
µ
l + CabcCcdlA
µ
dA
ν
l ∂νAbµ
+
1
2
{CabcCcdl + CadcCclb}ClmnAbµA
ν
mA
µ
nAdν = 0. (97)
Making use of the Jacobi identities for the structure constants, we get
−CalcCcbdAbµA
ν
d∂νA
µ
l + CabcCcdlA
µ
dA
ν
l ∂νAbµ −
1
2
CalcCcbdClmnAbµA
ν
mA
µ
nAdν = 0. (98)
The first two terms cancel and, by antisymmetry of the structure constants, the third term vanishes.
BWe want to solve Eq. (59), namely
CabnG+ Cabdhdn − Cdbnhad + Cadnhdb = 0. (99)
The Cabn are structure constants of a compact semisimple Lie group, the function G is given by
Eq. (79) and the had are unknown functions of x
λ.
We fix the value of xλ, so that G and had are fixed too. In (99), we interchange a with n, and
add the result to (99). We obtain
Cabd(hdn + hnd) + Cnbd(hda + had) = 0 (100)
or, in matrix notation [
Cb, h+ h
T
]
= 0, (101)
where Cb has elements Cbad, h has elements had and h
T is the transpose of h. Now the structure
constants are matrices of an irreducible representation of the Lie algebra. By Schur’s lemma,
Eq. (101) implies that h+ hT is a multiple of the identity, that is,
had + hda = 2λδad. (102)
Let us denote by Mad the antisymmetric part of had. Owing to (102), Eq. (99) becomes
CabnG+ Cabd(λδdn +Mdn)− Cdbn(λδad +Mad) + Cadn(λδdb +Mdb) = 0, (103)
which reduces to
Cabn(G+ λ) + CabdMdn + CbndMda +CnadMdb = 0. (104)
We multiply this equation by Cabl, sum over a and b and make use of Eq. (5) to obtain
δln(G+ λ) +Mln + 2CablCbndMda = 0. (105)
The first term is symmetric under the interchange l↔ n, whereas the last two terms are antisym-
metric. This means that
G+ λ = 0, (106)
whence
had = −Gδad +Mad. (107)
Eq. (104) becomes
CabdMdn + CbndMda + CnadMdb = 0. (108)
It is obvious that, for any set of χl, the following is a solution of Eq. (108):
Mdn = Cdnlχl. (109)
We shall now show that there are no other solutions.
Owing to (106), Eq. (105) can be written in matrix form as
M + 2
∑
b
CbMCb = 0. (110)
Let L denote the Lie algebra whose structure constants are the Cbad. Then L is semisimple. In a
suitable basis, each matrix Cb is block diagonal, with nonzero entries in one block only. Each block
corresponds to a simple subalgebra of L. From Eq. (110), it follows that M is also block diagonal.
Eq. (110), therefore, holds separately for each block. Thus it is enough to consider the case where
L is simple.
From (108), we have
[Ca,M ] =
∑
d
MadCd. (111)
Suppose there is a matrix M that satisfies (108) and is not a linear combination of the Cd. From
(111), we see that the Cd and M together form a Lie algebra that includes L. Let N denote the
dimension of L, and let M(L;R) denote the real irreducible representation of L made up of the
structure constants. Let M(L;C) denote the corresponding representation of the complex form of
L. It is known that M(L;C) is maximal in the orthogonal algebra SO(N ;C) [10]. From this it
follows that M(L;R) is maximal in SO(N ;R). For, if there existed a real Lie algebra L′ such that
M(L;R) ⊂ L′ ⊂ SO(N ;R), (112)
corresponding inclusions would also hold for the complex forms. But
dim {SO(N ;R)} − dim {L} =
N(N − 3)
2
. (113)
Since this is never equal to 1, the Cd and M cannot together form a Lie algebra. The upshot is
that Eq. (109) is the most general solution of (108). Eq. (107) thus becomes
had = −Gδad + Cabdχd. (114)
Since this holds at any point xλ, Eq. (83) follows.
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