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Abstract
Object recognition is a complex problem in the field of computer vision and artificial
intelligence with many different solutions including the use of Neural Networks and Deep
Learning. This thesis investigates the use of Deep learning for object recognition and
improvements to the deep learning methodology using methods such as dropout to reduce
overfitting. Improvements to the dropout method are made using selective neuron dropping
instead of random neuron dropping used in traditional uniform dropout to improve results
up to 1.17% on the CHARS74K dataset using neuron output variance to select neurons
for dropping. This thesis also explores the use of Deep Convolutional Neural Networks to
create a rotation invariant neural network by using parallel convolutional layers with tied
weights with filters presented at different rotations, combining results using a winner takes
all pooling method to produce rotation invariance. Results of this method showed great
improvement over benchmarks on rotated test data showing a 52.32% increase in accuracy
on the MNIST dataset and a 36.44% accuracy increase on the CHARS74K dataset. This
work was furthered by attempting to introduce a scaling method into the filter rotation to
reduce data loss and blurring by the rotation method, however it was found that results using
this method worsened the accuracy of the network compared to benchmarks not using the
method, showing a decrease in accuracy of 0.17% on the MNIST dataset and a decrease of
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Introduction
1.1 Introduction to the Thesis
1.1.1 Thesis Statement
This thesis looks at the use of machine learning for object recognition in machine vision,
specifically looking at the use of deep learning to create an invariant neural network which
will reduce error rates when images containing transformations different to the training set
are presented.
Object recognition is a difficult task in computer vision, which gets even more complicated
when you consider all the different variations of an object there are, along with an almost
infinite amount of ways that object can be presented in an image. A machine learning
algorithm attempts to learn patterns in images which are typically presented to it as either a
vector of pixels, or as a set of features that have been extracted from the image. Thinking
about this from the standpoint of a human being would be very difficult. While our brain can
interpret automatically the input of our eyes in a similar way, we would struggle to see the
data presented to us in a numerical format. Neural networks aim to try and replicate what we
understand of the human brain to allow it to learn and recognise objects in a similar way to
humans.
While progress has been made in recognising objects in images, variance in images is
still the biggest problem that causes a network to incorrectly classify an object [71]. Not
only can there be many types of object that are part of the same category (just think of how
many different shaped cups you can think of), but the same object can look very different to
a computer just by changing its pose, position, or lighting in an image. Transformations in
an image can also then further deepen the problem when they are scaled, rotated, translated,
or warped.
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Some methods use approaches like brute force to train a network on as many variations
as possible, but this is not an ideal solution as there is no way to cover all the possibilities,
and requires a extremely large dataset and network to learn.
A method of recognising objects that are rotated in an image is presented for this thesis
using convolutional neural networks, that allows a network to be trained on an upright
non-rotated dataset, but still recognise objects that are presented after training that have
been rotated in the image. New methods for improving the dropout method by selectively
dropping neurons in a dropout neural network rather than randomly are also presented.
1.1.2 Motivations
The use of machine learning to recognise objects in images is a very important field of
research. To be able to accurately identify objects without the need for human interaction
gives a wide range of applications that can help and improve the lives of many, as well as
automating tasks that would be too repetitive or are too large to employ a workforce of
humans to undertake.
Object recognition can be applied to may aspects of life. Such applications include
areas such as security, space exploration, medical diagnosis, and human assistance. It is
also a gateway into creating artificially intelligent robotics that are capable of autonomously
navigating and negotiating the physical world.
The field of deep learning is often considered a step back towards adaptive artificial
intelligence. A machine that can learn and make its own decisions based on data it has
gathered, without the need for human supervision. Depending on your definition of an
intelligent machine, and the application of a Turing Test, I believe that a machine that
can learn and make decisions based on its own experiences is a step back towards a truly
intelligent machine.
The motivations for creating an invariant machine learning method are due to the com-
plexity of recognising images that have been transformed in some way from what a machine
learning method has been taught. This thesis looks at rotational invariance to recognise
objects that may not be upright in an image, or to recognise objects in situations where there
is no up or down, such as in space or with a top down view found with areal photography.
1.1.3 Objectives
The objectives of this thesis are as follows,
• Develop an understanding of the Rotation Invariance problem and its effect on Deep
Learning.
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• Create original methods to help with combating issues associated with rotation invari-
ance.
• Create ways of improving the rotation invariance properties of existing machine
learning methods.
• Improve existing Deep Learning methods that could be used with the Rotation Invari-
ance problem.
1.1.4 Applications
There are many possible applications for deep learning, some of which are already being
explored and others which have not. One application for computer vision and recognition is
security. A computer could go through thousands of images and watch hundreds of security
cameras simultaneously looking for suspicious behaviour or prohibited items. An existing
application on this can be shown by a company that uses a robot security guard [93], which
surveys rooms looking for abnormalities by looking at any differences from previous scans.
Deep learning can also be used with face recognition [103]. This is a good security
feature that could be used for logging into machines, opening doors, or even by security
companies to detect unauthorised entry. It could also be used with robots in the future,
that have a need to identify who they are talking to or allow a user to identify someone.
Expanding on security, a face recognition algorithm could allow suspects and criminals to
be identified automatically on a vast array of security cameras around the world, and notify
human operatives of their location.
Deep learning and object recognition could also be used with heads-up displays, such as
Google glass [56]. Possibilities exist to overlay information onto what the user sees using
augmented reality, such as what the user is looking at, who they are talking to, and providing
information about what they are looking at. There are applications with this for disabled
users, such as the autistic. The HUD could recognise the emotion of who they are talking to,
to allow the user to react accordingly.
Generically looking at just object recognition, Google currently deploy an app called
Google Goggles [57], which allows a users to take a photo of an object, and Google will
attempt to recognise what is in the picture. This is useful if you are looking at something new
or even don’t know the name of an object. A newer version of this developed by Samsung is
called Bixby Vision [121], which helps users identify objects, landmarks, and businesses, so
that the user may learn more about them.
This can lead onto shopping applications, by simply showing the camera the object that
you want to buy, or that you are running out of in the kitchen, you could have it added to an
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online shopping list. This is currently implemented in some applications by using an objects
bar-code, but could be improved with object recognition by even recognising automatically
when you are running out of an item. Amazon are currently working on a store with no
checkouts called Amazon Go [4], which recognises a user and identifies objects they add to
their cart, and automatically bills users electronically when they leave a store.
A very large field that is attempting to use object recognition with some form of learning
is robotics. Creating a self-sustaining robot that does not need human control is very difficult.
The use of machine learning techniques can help the robot to learn routes, recognise objects
and what they do, and to learn about new objects in its environment. Boston dynamics uses
computer vision with bipedal robots and four legged robots to create some truly amazing
robotics that can be used in a multitude of real world applications [16].
Another useful application would be the ability to tag data automatically. From recog-
nising who is in a photo, to tagging images with the content of the photo. This is currently
being used by Facebook when you upload photos, where it will automatically try to recognise
faces, and if possible give recommendations of who is in the picture [44]. This would also be
useful for a company such as Google that has a large image base, and wants to accurately tag
images to allow users to search for them. Google reverse image search is another current
application that uses machine learning to allow users to present Google with an image and
ask it to find all the similar images, while also tagging what it thinks the image is.
1.1.5 Contributions to the Field
A number of contributions to the field are made in this thesis either through new methods
or new applications of existing ideas. Chapters 3, 4, 5, and 5.8 introduce in detail these
contributions and how research was conducted to come to their conclusion.
Four main contributions in this thesis can be identified is follows:
• The application of Deep Dropout Networks to natural images of digits and characters.
Chapter 3.
• New methods of Selective Dropout to improve dropout performance. Chapter 4. This
contribution improves on the already existent dropout method by turning the dropout
process from a random one to a selective one.
• The application and creation of Convolutional Neural Networks with parallel columns
of rotated filters, along with an implementation in the Caffe machine learning frame-
work. Chapter 5. This contribution allows for convolutional neural networks to become
invariant to rotation transformations even when trained on non-rotated training data.
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• An investigation on whether scaling a filter before and after rotation in the above
contribution can improve recognition. Chapter 5.8.
1.2 Ethics
With this project there are ethics to consider. This involves the ethics of the possible uses of
the outputs of this thesis, as well as the ethics of the use of any data obtained for use with
experiments and testing for this thesis.
There has recently been media interest in the use of artificial intelligence in machines,
specifically around what effect the invention of fully intelligent machines would have on
the human race, with well known scientists such as Stephen Hawking weighing in on the
implications of artificial intelligence [20]. There are also implications of automation causing
large work forces to be made redundant and being replaced with machines. Like many
technologies, there are also military applications to artificial intelligence research, and with
computer vision in particular allowing for the identification of targets in missile systems as
well as in anti-missile defence systems.
Despite issues such as these the field continues to research in the artificial intelligence
arena with the knowledge that like most technologies, there are good and bad applications.
Some countries and groups around the world are now starting to research problems that may
come from increased artificial intelligence around the globe and look into ways to combat
the problems those advances may cause. Some such research is that of universal income,
which looks at giving a basic income to the entire population to live on, whether they are
working or not. This looks to solve not only the problem of poverty, but also the increasing
problem of people being made redundant by machines.
1.2.1 Ethical Approval
This project has been granted ethics approval. A copy of the ethics approval can be found





This chapter covers the background knowledge and fundamental methodologies needed
to be able to understand the methods introduced in this document. This chapter contains
information on Invariance and what it is (Section 2.3.4), Machine Vision (Section 2.3,
Boltzmann Machines (Section 2.4.2.1), Neural Networks (Section 2.4), and Related Works
(Section 2.5).
2.2 Invariance
Transformations in images and objects can be considered as one of the main major obstacles
to be overcome for object recognition in real world computer vision. Whether trying to
find and identify objects in images or video it can be a complex task to deal with all the
different permutations or possibilities that the object could be presented in. As humans we
invariantly recognise objects in microseconds without much effort or thought to the process
[37]. As humans we also have extra well known senses (smell, touch, hearing, and taste)
which give us an extra layer of information to help us perceive the world around us, as well
as an internal gyroscope that allows us to tell which way up we are in relation to gravity.
While some of these senses can be implemented into technology to provide extra information
for classification purposes, it can be difficult to get the data into a useful form for use with
machine learning methods.
Transformations in the appearance of an object in an image such as rotation, translation,
scale, noise, clutter, pose, lighting, and partial viewing [58], makes the task of recognising
an image with machine learning a challenging one. Not only can these transformations make
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it difficult to recognise an image, but the introduction of the fact that there are many different
versions of an object, such as a cup with different pictures on the side, or slightly different
shapes, all combine to make a vast number of possible combinations of transformations
in training samples. Taking all these combinations into account can create a vary large
and computationally complex solution to the object recognition problem. In primates half
of the entire cerebral cortex [46] is involved in processing visual information into useful
information, suggesting that there is a large level of computational load necessary for such a
complex task [58].
The transformation problem in object recognition is often referred to in literature as the
“invariance problem” [114][42], and finding a robust and scalable machine learning solution
that works for real world images is still considered a large challenge [37].
Fig. 2.1 An example of image variance on the number three
Invariance can be considered as a property of a function. For example, the function f
takes an image x as an input and gives an output f (x). If the image x is rotated or scaled
with a function g, and g(x) is given as an input to f , then if f (g(x)) = f (x) we say that f is
invariant under g. Due to the complexity of this issue a majority of machine learning methods
are not invariant under common transformations like rotation, scaling, and translation.
Numerous attempts have been made at dealing with invariance in computer vision. Some
of the methods are based on hand-designed features such as SIFT (Scale Invariant Feature
Transformation) and HOG (Histogram of Oriented Gradients) [47]. However, these only
capture low-level edge information, and finding features related to edge intersections or the
different parts that make up an object is more difficult.
Other attempts at dealing with transformations of an object in image recognition have been
made by adding a number of typical transformations to the object recognition training process
[127]. This method can cause the training period for object classification to exponentially
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grow as you add more types of variance to the training process. This is essentially a brute
force method which is described in more detail in Section 2.2.2.1.
This section will outline the types of transformations found in computer vision as well as
investigate some existing methods which can be used to create an invariant object recognition
machine learning tool. Chapter 5 looks at rotation invariance in convolutional neural networks
and attempts to improve on the methods presented in this section.
2.2.1 Types of Transformations
There are various types of transformations that can occur to an image that makes the image
difficult to recognise. Some of these are a common occurrence while others can be rare, such
as image warping due to a camera fault. This section looks at a number of possible transfor-
mations that could effect an image, while the thesis focuses on solving issues associated with
rotation transformations.
2.2.1.1 Illumination
Illumination on an object in an image causes difficulty for machine learning algorithms.
Brighter or darker images can cause a variation in pixel intensities that cause a machine to
think that the represented colour or black/white value is different to the original object to be
identified. Figure 2.2 shows an example of three different lighting intensities on the same
object.
Extra difficulty can be presented when only a portion of an image is affected, creating a
large contrast to an object, which may make it seem like multiple objects. An overload of
light could also make the object start to blend in with the background of an image, making
the process of identifying the object much harder.
In real systems, objects that a learning algorithm is being trained to recognise can be
uniformly inputted with a similar lighting value to make the training data uniform, while the
test data or real data could be far from this. Brute force could be used to cover a wide variety
of possible lighting possibilities, but this would make the training set extremely large as well
as start to distort the image representation.
Fig. 2.2 Differences in Illumination
Some materials have been removed due to 3rd party copyright. The 




Translation can be a regularly occurring transformation to an object in an image. Translation
is where an object appears in an image, whether it is centred or to one side of the image.
This can present multiple problems to image recognition systems, primarily because they
are usually trained to recognise an object in the centre of an image, not off to the side of
an image. Figure 2.3 shows an image that has had a transformation applied to it from the
original, which would appear as a different matrix of pixels to a machine learning algorithm.
Brute force could again be applied to this problem by training with a number of translation
transformations of an object, or by applying multiple translation transformations to an image
to be identified. But like the previous section, this makes the problem very time consuming
and unreliable.
Fig. 2.3 Translation Variance (Image from [83])
2.2.1.3 Rotation
Small rotations can occur in images depending on the angle of the surface an object is on
or the angle of the camera. Camera shake from a user can also cause small rotations of an
object in an image. Large rotations can also occur less regularly, perhaps when a camera
has been rotated to take the image in portrait or landscape orientation. Another case of large
amounts of rotation can occur in situations where there is no natural orientation such as areal
imagery and space imagery.
Similar to translation this means that the pixels in the image related to the object will
appear in a different location of the image matrix. Small rotations are easier to deal with than
large rotations as they are closer to the intended positions, but are still difficult to identify.
Some objects could also look entirely different at a different rotation, and could cause
the object to be identified as something different. This can regularly occur for humans when
trying to read the number 9 or 6 with no direction indication of up or down. Figure 2.4 shows
an example of object rotation.
Some materials have been removed 
due to 3rd party copyright. The 
unabridged version can be viewed in 
Lancester Library - Coventry 
University.
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Fig. 2.4 Rotation Variance (Image from [83])
2.2.1.4 Scaling
A change in scale can occur in an image based on how far a camera was from an object, or if
the object is a different size to the training set but still the same type of object. Like previous
transformations, the scale of an image will make a pixel matrix look entirely different to a
machine learning algorithm.
Figure 2.5 shows an example of scaling in an object. Like previous instances brute
force could be applied to provide a training set with different possible scales, but would
produce a larger and more unreliable training set. Scaled down objects will also provide less
information to a machine learning method as a object will take up less pixels for the same
amount of data, and as such can blur the data and cause data loss.
Fig. 2.5 Scaling transformations (Image from [83])
2.2.1.5 Perspective Projection
Perspective projection is one of the more difficult transformations in object recognition.
There are several instances of perspective projection that can occur to an image of an object,
and both are to do with the cameras perspective of an object.
The first possible occurrence is the cameras perspective of the object. This is from
what location in space is the camera viewing the object from. An object can look different
depending on the perspective it is viewed from in a 3-dimensional space, for example the front
and back of a car can look very different, or an image of a cup with handle can look different
Some materials have been removed 
due to 3rd party copyright. The 
unabridged version can be viewed in 
Lancester Library - Coventry 
University.
Some materials have been removed 
due to 3rd party copyright. The 
unabridged version can be viewed in 
Lancester Library - Coventry 
University.
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if the handle is or is not in view. Figure 2.6 shows an example of changing perspective of an
object.
Fig. 2.6 Perspective Projection (Perspective)
Another possible occurrence of perspective projection is distance from an object in a
3-dimensional space. The distance from an object can alter the size of the object in an image,
and without the distance data two different objects could be identified as similar, providing a
problem similar to that of scaling in Section 2.2.1.4.
An example of this could be an image of a cow in the distance, that looks similar in size
to an image of a toy cow, or another animal that would usually be identified as smaller. The
difference between a toy and the real thing is not too large a problem if you are not worried
about identifying the type of an object, but can cause issues when you do want to be able to
differentiate between types of an object. Figure 2.7 shows an example of a cow and toy cow
that can look similar in size.
Fig. 2.7 Distance Perspective Projection (Image From [104][100])
2.2.1.6 Deformation
Deformation is another one of the harder variances to recognise, as the object can be warped
and distorted from what it normally looks like. There are a number of different types of
deformation that can occur to an object in an image [123], each presenting a unique challenge
in recognition.
Some materials have been removed due to 3rd party 
copyright. The unabridged version can be viewed in 
Lancester Library - Coventry University.
Some materials have been removed due to 3rd party 
copyright. The unabridged version can be viewed in 
Lancester Library - Coventry University.
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Fig. 2.8 Example of Deformation (Image from [83])
Axis Deformation Axis deformation is a deformation of an image by stretching or shrink-
ing that image along one of its axes. This can happen if either an object has been squashed
before a photo, or if the image itself has been stretched or shrunk. This could occur when pre-
processing an image or if obtaining images from a website where they have been incorrectly
re-sized.
Diagonal Deformation Diagonal deformation is similar to axis deformation, however the
image is stretched or shrunk diagonally on the axis. The image starts to warp diagonally and
lines that were straight on the x/y axis start to bend.
Thickness Deformation Thickness deformation is where the pixel thickness of the pixels
in the object are made bigger, much like the difference between text that is or is not bold.
The image has stayed the same size as the training data, but the object has much thicker or
thinner lines.
While thicker lines can help with making an object more recognisable and making it
stand out, without having done the same to the training set it will only provide variance
between the training data and the real world data. Thinner lines make it increasingly difficult
to find the outline of an object in the image, and lines that are too thick can cause details to
be lost.
2.2.1.7 Summary
While this section has introduced a number of different types of transformations that can
be found occurring in images which will cause difficulties for machine learning methods,
this thesis focuses on finding solutions to rotation transformations in images. The method
presented in Chapter 5 creates a rotation invariant convolutional network, which also has
some invariance to translation/shift due to the nature of convolutional neural networks. Future
work with the method also explores the possibility for it to be used to create a scale invariant
method.
Some materials have been removed due to 3rd party copyright. The 




There are a number of methods that can be used to try and reduce variance in images to ready
them for application to a machine learning algorithm. This can come in several forms such
as extracting extra data from the image that is not affected by variance or removing extra data
such as colour. The following sections discuss some such methods.
2.2.2.1 Brute Force
As discussed briefly in Section 2.2.1, brute force is one method that is used to produce an
invariant machine learning algorithm. Brute force works by taking each image in the training
set, and producing another set of images that have been altered to simulate possible possible
transformations to that image [73].
While this can force a machine learning algorithm to learn all the representations of an
object it is very time consuming. A dataset can also quickly grow to an unmanageable size
while trying to simulate all possible inputs and combinations. This will make training very
slow, but also has the possibility to deform the machines representation of the object.
Another problem with brute force would be that a larger network may be needed to
represent the same data but at different transformations, this in turn adds to training time
which can start to grow at an exponential rate. Due to all these issues brute force is seen as a
bad solution to the problem and as such this thesis looks at methods which do not create a
need to brute force the input data into a network.
2.2.2.2 Feature Extraction
The next current method for recognising objects in images with a large amount of variance is
to extract invariant features from the images [97]. Some of these features are invariant to one
or more types of variance. Some of the features may not be invariant at all, but can become
invariant when combined with other features.
Features extracted from images can be passed as an input for a neural network for training
and multiple features are usually combined as typically singular features would have difficulty
to make an accurate prediction on their own. The disadvantage of feature extraction is that
you have to extract features from new images when classifying them, though this is a similar
required step to pre-process images for a network, such as grey-scaling.
2.2.2.3 Histogram of Orientated Gradients
Histogram of Orientated Gradients is a feature descriptor that counts the number of occur-
rences of a particular gradient and orientation of interesting points in an image [31]. These
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points are counted in small patches of the image to localise the features extracted to their
rough location.
To visualise this it could be considered that an image has a grid overlaid on it, each cell
in the grid accumulating a histogram of gradients and orientations for all the pixels in the
cell [132]. Features extracted here can then be used as part of a machine learning method by
comparing the trained histogram against the histogram of an input image.
A Histogram of Orientated Gradients is a commonly used method as a step to create
invariant object recognition [129] and could be considered one of the current state of the
art methods along side SIFT (Section 2.2.2.6). HOG is often used with human and face
detection applications, as can be seen in the literature [142], [130], and [36].
2.2.2.4 Principle Component Analysis
Principle Component Analysis (PCA) is an invariant feature extraction method that reduces
the dimensionality of an image to a set of features [66]. One possible way to extract principle
components from an image is to use the x and y coordinates of each ON pixel and then apply
PCA to get the distribution of pixels on each axis, though a more common use of PCA with
images is to represent each pixel as an axis.
Principle component analysis works by extracting important information from the matrix
and producing new values called principle components [3]. Figure 2.9 shows two graphs that
produce the same set of principle components, showing its invariant properties for rotation
translations.
Fig. 2.9 Example of PCA
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To produce principal components we create a set of Eigenvectors and Eigenvalues [32]
which represent a direction in space and the variance that a point has from that directional
line. Figure 2.9 shows two Eigenvectors and their associated Eigenvalues. The principle
component is decided by the Eigenvector with the largest Eigenvalue.
2.2.2.5 Direction Features
Direction features work by identifying the direction of strokes in an image [140]. By
identifying features as directional strokes you can also reduce the dimensionality of the
image [14].
This would produce a feature that could be invariant to lighting, translation, and scale,
but would struggle with rotations as it would alter the directional data of the strokes. If the
directions were held in a degree of rotation from the previous stroke then it could be possible
to make it invariant to rotation. With neural networks this feature would be difficult as there
could be a different number of strokes and directions for each image, which would change
the number of inputs into the network if each stroke is represented as a separate input. This
could perhaps be solved by choosing a number of directions and counting the number of
strokes for the closest direction.
2.2.2.6 Scale Invariant Feature Transform
Scale Invariant Feature Transform (SIFT) is one method for recognising images invariant to
scale, translation, rotation, and a degree of illumination [90]. SIFT works by identifying a
number of features in an image invariantly and storing the feature as a key or key point along
with the keys orientation [85]. The key points are found using the minima and maxima of an
approximation of the Laplacian of Gaussian applied to the scale space of the image [125]. In
a new image the SIFT features can then be extracted and compared with the current keys on
file to find a possible match, as well as observing the neighbouring keys to matches that may
have been found.
SIFT is a well used method for detecting objects in images. It can invariantly detect
objects on a number of possible variations, although would likely struggle with images taken
from a different view where the features would seem much different. SIFT is invariant to
scale, translations, and rotations [91], and due to this it is considered as one of the current
state of the art methods for invariant object recognition alongside neural networks (Section
2.4).
There are many different variations and improvements to the SIFT method, including
PCA-SIFT, CSIFT, GSIFT, SURF and ASIFT, which are reviewed in [139]. Of these
methods each has a speciality of improving results for variations in scale, rotation, blur,
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and illumination. The original SIFT and CSIFT being the best SIFT methods for scale and
rotation variance in images which this thesis focuses on.
CSIFT is a variation of SIFT that introduces colour into the SIFT algorithm [2]. CSIFT
can improve classification results for applications where colour plays an important role for
classifying similar objects, such as apples and oranges, by building SIFT descriptors in a
colour invariant space.
2.2.2.7 Edge Detection
Edge detection allows for the edges in an image to be extracted [95], allowing for a less
complex image to be used for training the network. Edge detection can help to remove some
of the noise in an image as well as creating an image that can be invariant to a small level of
change in brightness.
To produce invariance in scale, rotation, and translation the edges that are detected could
be stored as a count of the amount of edges in the image. The percentage of the image that
an edge makes up could also produce invariant results in rotation and translation. Figure 2.10
shows a before and after image of edge detection for a car.
Fig. 2.10 Edge Detection
2.2.2.8 Corner Detection
Corner detection is considered a type of Edge detection [96]. Corner detection is produced
by detecting two half edges that are joined to each other, where the two join is considered a
corner of the object.
The corners that are detected in the image can then be used as an invariant feature
by counting the number of corners in the image, as well as the size of the angle of each
corner. These two features would produce results that are invariant to scaling, translation,
and rotation.
Some materials have been removed due to 3rd party copyright. The 




Blob detection is the detection of an area that is lighter/darker or a different colour to that of
its surrounding pixels [33]. Initially blob detection is not invariant except for perhaps lighting,
but it can be made invariant by using features such as the amount of blobs in an image, the
average colour of the blobs, and the proportional scale of the blobs. These methods can
create invariance in scaling, transformation, and rotation.
2.2.2.10 Ridge Detection
Ridge detection is used to locate edges in an image that would be considered a ridge. Ridge
detection is often used with 3D plots[126], but could also be used to detect ridges in 2D
slices. While there may be variations in the shape of the ridges, you can add some invariance
by counting the amount of ridges as well as the average height of those ridges.
Ridge detection may not be very effective with certain images where the amount of ridges
does not correlate to what the object is, but could be effective with other objects such as
straight cut crisps, and ridge cut crisps. Ridge detection could be combined with Principle
Component Analysis (Section 2.2.2.4) to detect the amount of ridges on one component
mapping.
2.2.2.11 Pixel Counting
Pixel Counting is a very simple feature to extract. You count how many pixels there are of
each colour in the image, and then use the result as a feature. This is invariant to rotation and
transformation as the amount of pixels will not change, but can be affected by scaling and
lighting as the amount of pixels would change as well as the colours.
Possible ways to overcome this would be to count the pixels as a percentage value of the
image, allowing for the overall image to be scaled and the percentage of the image should
stay the same, however this will not work with scaling the object inside the image. It would
also be possible to have a feature that represents a range of pixels (For example, 0-125 could
be white and 125-255 could be black), which can account for some variation in colour change
that could alter with different lighting conditions.
2.2.2.12 Chain-Code
Chain-code works by making a chain of pixels that link to the next successive pixel in the
chain, and contain a direction indicator for what direction the stroke or chain is heading [68].
This is initially invariant to changes in lighting but not to rotation or scaling.
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Chain code can be made invariant in a number of ways. To make Chain Code scale
invariant you can list the proportions of each of the chains heading in each direction for each
chain in the image. Chain-code could also be made rotation invariant by storing the length of
a chain instead of the directions, and the amount of direction changes in a chain could also
be invariant to scaling and rotation.
Combined with edge detection you could also list what edges are connected which could




Concavity relates to the space in the cavities of an image [68]. This can be measured by
working out the area of a cavity, and it’s position in the image. Like many of the other
feature extraction methods this is invariant to some lighting change initially but not other
transformations.
Concavities can be made invariant to scale by storing the proportion of the cavity rather
than an fixed area. As an image is made larger or smaller the area will change, but the
proportion of the cavity in relation to the other cavities should stay the same. Concavities can
also be made rotation invariant by also counting the amount of cavities there are. Regardless





Many of these feature extraction methods can be made invariant to image rotation, scaling,
transformations, and lighting. They work well with simple images such as the MNIST data
set of handwritten digits which contain little background noise, but with the introduction of
noise and backgrounds that come with natural images, detecting features of just the object
to be recognised and not the background, becomes inherently difficult and could mean that
some feature extraction methods will not work at all without further image pre-processing.
Feature detection methods should also be combined, as in natural images it may be found that
two different objects could have the same or similar features under one type of extraction.
Feature extraction while useful for non visual datasets struggle with the noise of image
data, and as such creating a network using raw pixel data may be more useful and mean less
of a loss of potential useful data that you get with feature extraction. Due to this the methods
listed in this thesis use raw pixel data as inputs rather than attempting complicated image
processing and feature extraction. Much state of the art research emphasises on the use of
raw pixel data as an input to neural networks, such as work completed by Deep Mind who
create pixel-to-action autonomous learning agents [11].
2.3 Machine Vision
Machine vision is a wide field in the artificial intelligence are of research. Allowing machines
to use images and video for learning applications is becoming more popular in a world with
an exponentially growing amount of data. Large amounts of video footage and still images
are created every day from a variety of sources such as YouTube and Security cameras. In
many cases there is now too much footage generated for human operatives to manually
review, and as such machines that can do the job of a human to at least mark images or clips
as needing further review, can greatly reduce the workload of human operatives.
Some materials have been removed due to 3rd party 
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Machine vision can be conducted with a number of methods as detailed in this section as
well as by using Boltzmann machines as described in Section 2.4.2.1 and Neural Networks
as described in Section 2.4.
2.3.1 Image Pre-Processing
Before Machine learning is even applied to a set of images they can be pre-processed to
make them more uniform for use with machine learning, reducing the difference between
images which can cause lower rates of success. There are a number of techniques that can be
used for this purpose which are detailed in this section. A number of these can be applied
automatically to images but in some cases they must be applied manually which restricts
the methods usefulness for applications to real world problems. This thesis applies some
automated processing on a dataset in Chapter 3, but it can be seen in the chapter that these
methods run in an autonomous fashion are not always accurate and can cause outliers in the
data.
2.3.1.1 Object Centring
Object Centring is a very useful pre-processing tool for object recognition, as many machine
learning methods often learn to recognise objects in the centre area of the image. In real world
natural images it may be likely that the object to be identified is not centred in the image, and
as such, re-aligning the object with the centre will allow for an increase in accuracy of the
networks prediction.
2.3.1.2 Image Clipping
Image clipping can work well for images where the object to be identified is only a small
part of the image, or the object is surrounded by a number of other objects that may interfere
with the prediction process. Image clipping can work much like a humans visual perspective,
focusing on an object of interests and essentially blurring out the rest of the field of view.
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Fig. 2.13 A clipped image
2.3.1.3 Image Re-sizing
Many machine learning methods are dependant on having a uniform input size which should
remain the same for both training and testing. Methods such as Neural Networks assign a
input neuron to represent each piece of input data, and changing the input size would mean
changing the network architecture. In some cases where the image is the correct size, the
object inside the image may be of a different scale to that learnt by the machine learning
method, so the object itself may benefit from re-sizing to match the size of objects in the
training data.
When an image is re-sized it is important to retain the aspect ratio, so that the image
does not become distorted and stretched. To allow for this, an image can be re-sized to the
uniform size on the largest dimension, and then padded out on the other dimension to the
correct size. An attempt is usually made to ensure the padding matches the background of
the image, as to not interfere with the object recognition.
Fig. 2.14 A Re-sized and padded image
Some materials have been removed due to 3rd party copyright. 
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2.3.1.4 Image Rotation
The image can often be rotated 90 degrees due to the angle at which the camera was held
to take the image. For large rotations of this size it can be obvious that the image is in the
incorrect orientation, especially if the image is portrait when all the the data is landscape.
Correcting a simple portrait/landscape orientation can be performed using image tool kits
once identified.
Fig. 2.15 A Rotated image
2.3.1.5 Brightness and Contrast Correction
Images can often be taken in a wide variety of lighting conditions. This can make them seem
a different colour to a Neural Network, which are typically trained on images with a uniform
light setting. Stabilising the brightness and contract to be more uniform to the training data
will help in identification of an object, as there will be less distance between the input and
the learnt representation.
Fig. 2.16 A Corrected image
2.3.1.6 Noise Reduction
Noise in an image can appear in several ways, but one of the common noise sources is static
noise. It gives the image a grainy feeling which can interfere with the recognition process.
Static can be reduced by adding a filter to the image that can smooth pixels based on the
surrounding area, although this can also cause blurring and loss of data.
Some materials have been removed due to 3rd party 
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Fig. 2.17 Image Noise/Static
2.3.1.7 Summary
While these are a few of the simpler pre-processing methods, there are a number of other
ways of processing an image to prepare it for application to a machine learning algorithm.
Even these simple corrections can be difficult, while they are easy to alter, detecting how
much to alter an image correctly can be very difficult.
Other image pre-processing can include segmentation methods as defined in Section
2.3.4, such as the threshold method which can be used to remove a background from a black
and white image. When pre-processing images for machine learning, where possible we
would usually like to choose a method that can be automated without the need for human
processing, as this can be a difficult task on a large dataset, and manually processing the data
would defeat the purpose of machine learning.
2.3.2 Object Recognition
Object recognition is a key task in the machine vision field, especially in applications where
objects and items in images need identifying. There are a number of different methods for
recognising objects in images, including Neural Networks as defined in Section 2.4 which
are used in this thesis, but also other methods such as decision trees and support vector
machines defined in this section. Each method has its own advantages for object recognition
which make them suited to different tasks. Some other methods discussed such as template
matching and nearest neighbour algorithms are useful when applied to features extracted from
images (Such as those discussed for invariant feature extraction in Section 2.2.2.2) which
can also be applied to the other methods discussed in this section. SIFT is also a popular
object recognition method that is invariant to scale and some rotation variance and could be
considered one of the state of the art methods for object recognition (Section 2.2.2.6).
Some materials have been removed due to 3rd party 
copyright. The unabridged version can be viewed in 
Lancester Library - Coventry University.
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2.3.2.1 Decision Trees
Decision trees are applicable to many situations, and while they are commonly used outside
of machine vision, they can sometimes be applied to object recognition. Tasks and decisions
can be carried out using decision trees, which can be considered as a set of nodes and with
branches or children which represent different options of a decision. A simple example of
this could be a decision tree that decides if a user should play outside, where the tree could
ask a question about the weather to check if it is raining before making a decision, and can
be made more complex by adding items such as "is homework completed" in the case of
children. These simple trees can easily be understood by a human interpreter, but we would
find trees for image/object recognition much more complicated and confusing.
Adding image variance to the object recognition problem makes a solution using decision
trees even harder in cases using pixels as inputs. But in cases using invariant features as an
input, a decision tree could be a useful method. For example a car will always have a set
number of tyres, whether the image is rotated or not, so if those features can be extracted
invariantly then decision trees could still make a decision to classify an object.
2.3.2.2 Support Vector Machines
Support Vector Machines (SVM) are useful for classification problems and can be applied
to machine vision problems in a supervised manner [29]. A SVM plots data in a higher
dimensional space than the one it is already represented in. SVM’s then aim to find a
non-linear hyper-plane that separates the different classes of data using a maximum margin
method. Figure 2.18 shows an example plot of classification data on 2 axes and puts a
possible plane between the two data classes. SVM’s can be used as a object recognition
method for images as well as 3D images [110], but as with the previous method, image
invariance can make this method difficult to apply to models using image pixels as an input,
and would be better applied with extracted features.
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Fig. 2.18 A 2 dimensional plot and plane of a SVM represented in native space
2.3.2.3 Template Matching
Template matching is a method similar to applying filters in Convolutional Neural Networks
(Section 2.4.2.3). A template is parsed across an image and a similarity is found in a similar
way to pixel matching [17]. Templates are difficult to apply to images with variance in them,
and as such a template can also be made for extracted invariant features to allow for invariant
image recognition.
2.3.2.4 Nearest Neighbour
With invariant feature extraction a nearest neighbour classification method can be used to
group objects into classifiers. One of the most common methods for this is the K-Nearest
Neighbour method, which uses distances between feature vectors to group objects into a
classifier [106]. Based on this an image can be sorted into a classification group with other
images whose features are close together, and the label with the most images in the group is
designated as the label for that classifier.
2.3.3 Image Localisation
Image localisation describes the need to identify the location of something in an image.
Whether an object or face is detected in an image we will often want to know the location
and size of the object in the image, and this is typically represented by a bounding box.
In machine learning methods where multiple different objects are detected in an image we
can output a list of objects in the image, it is much more useful for both human users and
machines using generated data to know where each labelled object is rather than just its
existence. Image localisation also allows for object tracking over time when a set of images
are presented in series, such as tracking cars in a video for autonomous driving.
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2.3.4 Image segmentation
Image segmentation can contribute to the success of object recognition in computer vision.
Image segmentation refers to the process of splitting (segmenting) an image into multiple
regions based on some splitting criteria. For object recognition this could be splitting an
image of multiple objects into many images with singular objects in them, or segmenting an
object from the image background, to assist with recognising an object with less interference.
This is particularly important in machine learning, where the objects in training images
are all typically the focus and centre of an image. With Convolutional neural networks this is
not as important as smaller filters are applied across parts of the image to find objects and
features located in different locations of an image.
2.3.4.1 Watershed
Watershed segmentation is based on geographical segmentation from rivers and lakes, where
land and plots can be segmented by some form of immediate change (such a water to grass,
or fencing in fields) which indicates different segments in the landscape [116].
This idea can be used in image segmentation to separate parts of the image based on
watershed lines which could indicate the perimeter of an object in an image. This can be
a difficult task to perform if the object itself has many immediate changes as part of its
structure.
2.3.4.2 Threshold
Threshold segmentation is a very simple type of image segmentation, especially with grey-
scale images. Images are segmented by choosing a threshold value in which to separate parts
of the image from the background, this is typically a pixel intensity in grey-scale images
[48].
Threshold segmentation is not always perfect, and issues can be caused where the
background is too similar to the object, or where the object contains colours that are the same
as the background. Figure 2.19 shows some images before and after the threshold method
has been applied, along with some errors that happen with batch applications of the threshold
method, where in this case a characters background was different to the rest of the batch, and
the main character colour was the same as the background of the rest of the batch.
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Fig. 2.19 Threshold applied to images - From [10]
2.3.4.3 K-Nearest Neighbour
K-Nearest Neighbour (KNN) segmentation works differently to many segmentation algo-
rithms by looking locally at parts of the image to segment them, rather than the image
as a whole [89]. Each pixel in an image is categorised separately, and then using KNN,
similar pixels are grouped together to form a larger segmented chunk. KNN is a popular
method for classifying numerical data and can be quite simple to calculate for data with low
dimensionality.
2.3.4.4 Euclidean Distance
Euclidean Distance is similar to the KNN method, where multiple pixels are compared
together to achieve larger groups of pixels that make up an object. The difference in this
method is that the Euclidean Distance is calculated between two pixels, and if this is less
than a certain set threshold, then the pixels are considered similar and are grouped together
to create the segment [112].
2.4 Neural Networks
2.4.1 Introduction
Neural Networks are a way of learning, remembering, and classifying data. In machine
learning an Artificial Neural Network is a highly simplified artificial representation of a
Biological Neural Network which is made up of neurons and synapses. An artificial neural
network typically consists of neurons and connections/weights between those neurons which
directly affect the input/output of the neurons that the connection is between. The sum of all
inputs to a neuron are put through an activation function, which provides the output for the
Some materials have been removed due to 3rd party copyright. 
The unabridged version can be viewed in Lancester Library - 
Coventry University.
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neuron in question. A number of networks have been developed further than basic artificial
neural networks, which closer follow a biological network, such as spiking neural networks.
This chapter will cover the different types of neural networks available which are relevant
to the thesis and its experiments. Other networks will also be briefly discussed with references
for more information, though not explained in detail if they are not of significant importance
to the thesis and its objectives.
Neural networks are one of the current state of the state of the art methods for object
recognition alongside methods such as SIFT (Section 2.2.2.6). In particular Convolutional
Neural Networks is one of the the most promament neural netowrk for object detection [131].
2.4.1.1 History of Neural Networks
Neural networks date back to the 1940’s when Warren McCulloch and Walter Pitts presented
a paper modelling how neurons of the brain work. To model this they created an electrical
circuit, which became the first artificial neural network [115].
It became possible for neural networks to be created on computers in the 1950’s as
technology advanced. The first attempt at creating a neural network was by Nathanial
Rochester who worked at IBM, and while early attempts failed, eventually a network was
created [113].
A major step in the re-energising of the neural network field was the discovery of the
back-propagation algorithm in the 1960’s, which was applied to the neural network field in
the 1970’s by several researchers.
While attempts at creating neural networks died down due to limitations of technology
and the application of the neural networks, a renewed interest started in the 1980’s [119]
when researchers created the modern networks we use today, such as multi-layer networks
and Boltzmann machines.
2.4.1.2 Supervised Learning
Supervised and unsupervised learning are general concepts within machine learning that can
be applied to neural networks. Supervised learning is how a majority of Neural Networks are
trained. Supervised learning consists of a set of data that has been labelled with targets (i.e.
What the data is or the required output). A network will predict the outcome of the data it has
been given and compare it to the targets that it was given. The difference between the two is
considered the error of a network, which is then used to adjust the weights of the network
and essentially learn the connection between the inputs and the required output.
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2.4.1.3 Unsupervised Learning
Unsupervised learning, unlike Supervised learning, does not require labelled data to learn.
Unsupervised learning works by propagating the input through a network and then revers-
ing the process to reconstruct a representation of the input. The difference between the
reconstructed input and the original is considered the error value for the Network, and much
like Supervised learning, it is used to update the weights and learn. Restricted Boltzmann
Machines discussed in Section 2.4.2.1 are considered unsupervised networks.
2.4.1.4 Perceptrons
Perceptrons (Figure 2.20) are a very early form of a Neural Network, and are capable of
recognising linearly separable data [117]. A perceptron is the simplest form of a neural
network where input neurons map either directly to the output neurons or a singular hidden
layer. With one hidden layer perceptrons are able to recognise non-linearly separable data,
which is not possible with a direct input to output mapping.
Each connection in the network contains a weighted value, this is multiplied by the input
attached to it from the input layer. All the connections to a neuron are summed and then put
into a activation function to provide the neurons output.
Fig. 2.20 A Perceptron
y j = f
∑
i
wi j · xi
+b (2.1)
A perception is trained using the perceptron rule. If the output is incorrect the perceptron
rule will update the weights of the network, and will do nothing if the output was correct
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[136] [50]. The Function f in the Equation 2.1 can be one of many possible functions used
for neural networks, such as a sigmoid function, a step function, or a rectilinear function,
which is currently a popular activation function used in neural networks. In this equation
wi j represents the weight between neuron i and j, xi represents the output of neuron i, and b
represents a bias.
2.4.1.5 Gradient Descent
Gradient descent is a way of tuning the weights of a neural network [63]. The idea of gradient
decent is that if you were to look at the error rate of all the possible configurations of a
network on a many dimension graph, you would see that across the plane of possibilities, the
surface goes up and down into troughs and peaks much like a mountain range.
There can be many troughs in training a neural network, and we are looking for the one
that dips the lowest. The lowest trough is called the global minima, and the rest are called
local minima. Peaks would be considered maxima, with the highest being the global maxima
of the network. The difficulty of this is that there is no easy way of telling if you have hit a
global minima, other than if your error is constantly 0 percent. So we often get stuck with a
local minima.
An analogy of this would be to imagine you are on a mountain in heavy fog without
a map, you want to find the lowest valley in the space, but cannot see far around you. So
when you find a valley and enter it you will not know if it is the lowest, you have to make a
decision on whether to leave the valley or continue in your current valley. This is the problem
with gradient decent, you can get stuck in local valleys (local minima) and it is very hard to
get out.
2.4.1.5.1 Back Propagation
Back propagation is used to calculate the gradient of loss in respect to the weights in a
layer and distribute the error back through the network via the chain rule. A simple back
propagation network can be considered as a perceptron with at least one hidden layer. Back
propagation refers to the method which the network trains its weights and is capable of
learning non-linear data sets [19]. A Back propagation network is a supervised network,
meaning that the output is checked against a desired output before learning from any error in
the prediction. Back propagation networks have been successful in many applications such
as digit recognition [80] and learning other non-linear data sets [54]. The simple nature of
back propagation networks also allows for the network to be altered and combined with other
methods and types of networks to provide improved results [21].
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The data in a back propagation network forward propagates through the network much
like a perceptron, with the output value of a neuron being the activation function of the sum
of each input multiplied by the correct weight. A typical activation function used for neural
networks is the sigmoid function. This process continues thought the network until an output
layer is reached. At the output layer, the neurons outputs are compared against the target
values.
The difference between the target and the actual output provides an error value. This
error value is used to calculate a neurons error and then update the weights based on that
error. The error for a neuron is passed back down the network to provide an error value for
the previous layer to allow each layer to update its weights in sequence.






(T j−o j)2 (2.2)
Back propagation starts by calculating the error of the output layer. Equation 2.2 shows
the calculation of the error for an output layer using the squared error function. T j represents
the target value of neuron j while o j represents the actual output value of the neuron j. Using
the chain rule we need to calculate how much a weight wi j (weights between node i and j)
effects the total error. This is calculated using equation 2.3 where x j is the weighted sum of
the inputs to node j. The indexes i, j, and k, refer to a neuron index for the previous layer (i),

















= o j− t j (2.5)
Equation 2.6 represents the derivative of the activation function, which in this case the
activation function f is the sigmoid activation function.
∂o j
∂x j
= f (x j) · (1− f (x j)) (2.6)





Equation 2.7 shows how the output of a node j is calculated where f is the activation
function and b is the bias. Equation 2.8 shows the calculation of x j where index i is a node
on the previous layer. Equation 2.9 shows the weight update equation to calculate the new
weight based on the calculated error. α represents the learning rate of the network.




The back propagation process for the hidden layers in the neural network is similar to the
output layer, however the difference here is that the error value produced by the difference
between the target and output has been replaced with an error value (delta) passed back from
the layer above. Equation 2.10 and 2.11 show an altered calculation for a hidden layer. ok
represents the output of a neuron index k on the next layer. ∂E∂o j and
∂E
∂ok
in these equations are



















This training is performed for every item in the dataset and then repeated multiple times.
Each iteration of the dataset is called an epoch. The training is usually stopped when the
network is no longer improving its error rate, or it has learnt how to exactly represent the
data, or a hard limit in epochs has been reached.
Different forms of neural networks are used to solve the objectives of this thesis in the
experiment chapters. The black box nature of neural networks make them a suitable machine
learning method for solving the problem of creating an invariant machine learning method
that does not need training on the different variations of training data.
2.4.1.5.2 Real Time Learning Networks
Many neural networks are trained on a pre-defined dataset before the trained network is
implemented in a real world application. These networks can be updated by running further
training and passing an updated weight matrix to the application. This can be useful but
means that when a network comes across something new it will not be able to identify it until
it has been classified and re-trained.
This can be solved with networks that learn in real time while they are being used.
Typically reinforcement learning and recurrent neural networks (Section 2.4.2.4) are networks
that can learn well in real time, but also basic neural networks can learn by learning by new
images it comes across to reinforce a strong classification. Because this is unsupervised it can
also cause issues where the machine learning algorithm reinforces an incorrect assumption,
and in some networks it could cause it to forget previously trained functions over time.
A number of robotic applications learn new items in real time [98], such as ASIMO by
Honda [5], which can learn new objects by being shown them, and then classifying the new
object after prompts from human speech, much like how a child learns about new objects
from their parents. Learning in real time will become more important in a quickly changing
world, and become closer to real adaptive artificial intelligence similar to that of human
intelligence. Control systems also need to learn and adapt while also maintaining its normal
functioning, presenting another example of using real time learning [67].
While real time neural networks are not used in this thesis, they are an interesting topic
that could expand the methods introduced to allow them to be used with real time data in
applications such as robotics.
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2.4.2 Types of Neural Network
There are many different types of neural networks that are made up of neurons but connected
in different ways and use different learning algorithms. Each of these networks have their
own advantages and applications which they are suited to, such as still images, or sequences
of data over time such as voice.
2.4.2.1 Boltzmann Machines
Boltzmann Machines are a type of unsupervised network that are similar to back propagation
neural networks (Section 2.4.1.5.1) in structure. Boltzmann machines train their weights
by reconstructing their input and comparing it to the original input allowing the neurons to
calculate an error value which they can then use to update the layers weights. Unsupervised
methods such as Boltzmann Machines are useful for initialising weights for supervised deep
neural networks which would otherwise need to initialise weights with random values, and
are used as such in Chapters 3 and 4.
A Boltzmann machine consists of random variables v,h where the probability of the two
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Fig. 2.22 A Boltzmann Machine
A Restricted Boltzmann Machine (RBM) is a Boltzmann machine with additional con-
straints. A RBM is constrained by limiting connections between neurons so that connections
can only be between neurons in different layers and not between neurons inside the same
layer [22], whereas a normal Boltzmann machine may have connections to other neurons in
the same layer.
A RBM is trained by forward propagating the input through the Boltzmann machine. The
output is then passed back though the Boltzmann machine, essentially forward propagating
in the reverse direction. The returned results represent a reconstruction of what the network
thinks was input into the system. This reconstruction is then fed-forward and compared to
the original output to produce an error value to allow for weight updates.
The error value is then used to update the weights of the Boltzmann machine. In a stack
of Restricted Boltzmann Machines this training is done one layer/RBM at a time. So the
first layer will have all the input data run though it over a number of epochs and before then
moving onto training the next layer/RBM.
Equation 2.15 shows the weight update equation for a Restricted Boltzmann Machine.
wt represents the weight matrix for an RBM with wt−1 representing the weight matrix state
before iteration t. o1 and o2 represent the RBM output on the first pass with the input and the
second pass with the reconstructed data, while x1 represents the the original training input
and x2 represents the reconstructed input. × in this equation represents the cross product of
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Fig. 2.23 A Restricted Boltzmann Machine during training
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the matrices. Figure 2.23 shows a visualisation of a training iteration of an RBM which is
essentially a Markov chain from Gibbs sampling limited to a couple of iterations [120].
wt = wt−1+α((o1× x1)− (o2× x2)) (2.15)
Boltzmann machines have two bias values corresponding to a bias for visible units (c)
and a bias for hidden units (b). The weight update for these bias units are represented by
Equation 2.16 and 2.17.
ct = ct−1+α(x1− x2) (2.16)
bt = bt−1+α(o1−o2) (2.17)
In a stack of Restricted Boltzmann Machines, once all the machines in the stack are
trained, the weights can then be collected and given to a supervised neural network with
the same architecture, to initialise the networks weights for back propagation training. An
RBM is suitable for pre-training a neural network as the architecture of a stack of Restricted
Boltzmann Machines is similar to that of a neural network, with the same neuron and
connection architecture between layers and an energy function where the probability of an
output node being 1 is the same as an activation function for a neuron in a neural network. It
is not necessary to pre-train the output layer of a neural network using an RBM, as the output
layer represents the classifications and not features of the image. Training the output layer
using an RBM can actually cause results of a pre-trained network to become significantly
worse.
An RBM on its own can be used to generate images of what neurons have learnt, by
setting the desired target output on the output layer, you can feed back up the layers until you
are given a representation of the input required to obtain the desired output. This image gives
a visual representation of what the network has learnt to recognise.
Restricted Boltzmann Machines can be used for a number of purposes such as phone
recognition [30] and image recognition. RBM’s can also be used for pre-training deep neural
networks as detailed in Section 2.4.4.1.
Restricted Boltzmann Machines are used in Chapters 3 and 4 as pre-training networks to
initialise the weights for some deep fully connected networks.
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2.4.2.2 Deep Neural Networks
Recent developments in machine learning, known as ’Deep Learning’, have shown how
hierarchies of features and higher-level representations (e.g. object parts) can be learnt in
an unsupervised manner directly from data [63]. Deep learning has shown some promising
results that show that it would be a good method of attempting to solve the invariance problem
[143].
Deep Learning Architectures have attracted a significant research interest in recent years.
These are architectures with a larger number of hidden layers [62]. Hinton introduced an
unsupervised, fast, greedy learning algorithm that finds a fairly good set of parameters quickly
in deep networks with millions of parameters and many hidden layers. The unsupervised
learning in the Deep Architectures enables extracting salient information about the input
distribution captured in the hidden layers [12]. The features extracted in the first hidden
layer are seen as low-level features. These are then fed as the input in the second layer
where the new extracted features are higher-level features [12]. This approach leads to
steadily higher-level abstractions of the training data, and the potential to learn complex
relationships with much fewer neurons than a network with only one hidden layer would be
able to [81]. Deep architectures have seen use in a number of application areas, for example
object recognition [74], speech recognition [61], and musical genre categorisation [141].
Deep Neural Networks are a type of Neural Network containing many hidden layers
between the input and output layers of a neural network, typically more than one or two
layers [12].The layout of a Deep Network is shown in figure 2.24. The figure shows 3 hidden
layers sandwiched between the input and output layer, and each hidden layer may contain a
different number of neurons.
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Fig. 2.24 A sample layout of a Deep Network.
Deep neural networks, unlike shallow neural networks, require the correct initialisation
of weights in order for the network to be able to work efficiently with the large amount of
connections it has. One possible way of initialising the weights is though pre-training a deep
network using Restricted Boltzmann Machines as detailed in Section 2.4.4.1.
Deep learning plays an important part of this thesis as all methods and applications
presented in Chapters 3, 4, 5, and 5.8 make use of deep learning.
2.4.2.2.1 Multi-Column
Multi-column deep networks are a way of combining more than one network together into
one model [27]. Each neural network becomes a column of the multi-column network, with
each network receiving the same input. The results of each network are then combined to
find the average result for each output neuron.
The use of a multi-column network can produce favourable results when compared to the
accuracy of other neural network methods against well known data sets like MINST, NIST
SD 19, CIFAR10 and NORB [27].
Multi-column networks have been used previously for applications such as traffic sign
recognition [24] and Chinese character recognition [25].
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Fig. 2.25 A sample layout of a Multi-Column Network.
Multi-Column networks have helped to inspire the invariant method in Chapter 5, where
the convolutional network splits the convolutional layers into columns to allow each column
to apply filters in a different rotation, however the combining of the results are performed
with pooling rather than combining the output neurons on each column to a separate output
layer.
2.4.2.2.2 Deep Convolutional Neural Networks
Deep Convolutional Neural Networks are an extension of Convolutional Neural Networks
covered in Section 2.4.2.3. Deep Convolutional networks can have many more filter layers
as well as having a deep neural network attached to the output.
The advantages provided by using a deep architecture with convolutional networks allow
for complex data sets such as Image-net to be used which is based on natural images [75], or
other complex visual recognition challenges [40].
2.4.2.3 Convolutional Neural Networks
Convolutional neural networks (CNN) are a very unique type of neural network when com-
pared to other types of networks. Convolutions networks are a powerful tool for recognising
objects in images where patterns may re-occur in multiple positions in an image, which is
typically the case with natural images, especially if they contain multiple of a similar object.
This is done though a number of filters that have learnt to recognise a particular pattern or
feature, which can then be applied many times to the different parts of an image. A CNN
can also help provide some invariance to shift and distortion [82] due to the filter being
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applied across all positions in the image. Neural Networks also struggle with scaling to larger
images, or images with multiple channels, which CNN’s can scale much better [70] as they
are designed to expect images, whereas Neural Nets are designed for a variety of types of
data. An advantage of Convolutional Networks is that they require fewer weights than a fully
connected layer due to weight tying between neurons.
CNN’s have been used to improve results of recognition in applications such as hand-
written digit recognition [26], video quality assessment [79], and face recognition [78]. This
thesis makes use of CNN’s as part of the core contribution chapters for creating a rotation
invariant network in Chapters 5 and 5.8.
Convolutional Neural Networks are typically made up of a number of different layers.
This includes Convolutional layers, pooling layers, and fully connected layers. Pooling layers
are usually applied after convolutional layers to reduce the size of the data before the next
layer, and fully connected layers are usually found on the last steps of a network after all
convolutional layers have been completed to allow for classifications to be learnt. Rectified
Linear Unit layers are applied after a convolutional layer to apply an element wise activation
function [70] to the output of a convolutional layer.
Inside a convolutional layer we find a 4 dimensional structure of weights compared to the
2 dimensional structure of traditional Neural Networks. The first dimension of this structure
relates to the number of filters in the convolutional layer, the second dimension relates to the
depth of the filter, while the third and fourth dimensions are the height and width of the filter.
Each filter in a convolutional layer is applied multiple times to each point in the layer input,
shifting the filter across the input until it has been applied to the entire input, the amount a
filter is shifted each time is often called the stride, which typically starts at 1 (applying the
filter in every possible combination it its across an input) and can be increased to reduce the
size of the layer output.
Typically convolutional layers are thought of as 3 dimensional structures as neurons
inside a Convolutional layer are connected in 3 dimensions (height, width, and depth), while
neurons for different filters are not connected. The 4th dimension mentioned above is used to
differentiate between filters in a weight matrix. Figure 2.26 shows part of a CNN with 3D
input and 3D output and Figure 2.27 shows an example of the application of a filter to part
an input (such as an image). A filters depth will usually match the number of channels on the
input data.
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Fig. 2.26 Part of a Convolutional Network - From [70]
Fig. 2.27 Applying a filter - From [70]
Figure 2.28 shows a more whole convolutional neural network. This network takes an
image as an input and runs multiple pairs of convolutional and pooling layers, before ending
in a fully connected neural network for classification. Pooling layers can take many forms,
from average pooling to max pooling, with max pooling being the typical pooling used. Max
pooling works by combining a set of values into one by representing them with the highest
value of the originals, for example pooling a 2 by 2 grid into one value where the grid has the
values 5, 2, 3, and 7 the output from the pool representing this data would be 7.
Some materials have been removed due to 3rd party copyright. The unabridged 
version can be viewed in Lancester Library - Coventry University.
Some materials have been removed due to 3rd party 
copyright. The unabridged version can be viewed in Lancester 
Library - Coventry University.
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Fig. 2.28 A Convolutional Network - From [28]
At the end of the convolutional networks there are a set of fully connected layers [124],
acting as a typical back propagation network. We can train this network using a back
propagation algorithm in the normal manner, with the error rate for each neuron being passed
up each layer to its connected neurons. Where neurons have been pooled in pooling layers
the error value can either be simply duplicated and passed to each neuron that was combined
in the pool or more commonly the error value is passed only to the neuron that won the pool
with the remaining neurons not learning.
A great example of a CNN for object recognition is its use with the ImageNet dataset [74],
which combined with deep learning achieved an error rate of 15.3% in the ILSVRC-2012
challenge for top-5 test error rate, which is a great achievement given the data is split into
1000 categories.
Convolutional Neural Networks are designed to work well with machine vision problems
and as such are the ideal neural network to use for solving the rotation variance problem.
The filters in Convolutional Neural Networks are an ideal method to manipulate to provide
an invariant machine learning method as discussed in Chapter 5.
2.4.2.3.1 Forward Propagating a Convolutional Layer
To forward propagate a Convolutional layer using matrix multiplication the input first needs
to be converted into columns that make up all the different patches that filters are being
applied to in an input [70]. This is an intensive step in terms of processing and memory due
to the duplication of the input data where the application of filters overlap. As mentioned
in the previous section, increasing the stride reduces the amount of overlap between these
columns but also reduces the amount of shift the convolutional network can deal with in
locating patterns in the input. The converted columns are stored in a two dimensional matrix
with the first dimension the size of the column and the second dimension being the number
of columns.
Some materials have been removed due to 3rd party copyright. The 
unabridged version can be viewed in Lancester Library - Coventry University.
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The weights of a convolutional layer are converted into a 2 dimensional matrix, where
the amount of filters is the first dimension and the second dimension is the product of the
height, width, and depth of the filters[70].
With the two matrices a matrix multiplication can be conducted to give the dot product
between each filter and every input column of data. The output of all filters is then reshaped
into a 3 dimensional output with the first two dimensions corresponding to the number of
shifts of the filter in the x and y dimension, and the third dimension equalling the number of
filters [70].
2.4.2.3.2 Backward Propagating a Convolutional Layer
During back propagation the chain rule is applied to calculate the gradient component for
each weight and calculating the error using the deltas for the layer [52]. This is a similar
process to back propagation where the convolutions are undertaken in reverse using the deltas
calculated for each neuron in a filter.
2.4.2.4 Recurrent Neural Networks
Recurrent Neural Networks are a type of neural network that form a circular architecture.
Outputs from the nodes in the network can be used as inputs to other neurons from previous
layers or the same layer.
Recurrent networks can be used in applications where a network needs to be run in real
time, where it is constantly learning and predicting, while also remembering information
that it has been taught [137]. The networks can also be used for other applications of neural
networks as described in literature [76][105][107] [6].
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Fig. 2.29 A possible Recurrent Network Configuration
2.4.2.5 Fuzzy Networks
Fuzzy Networks combine the use of fuzzy rule based systems and neural networks. A Fuzzy
Network uses the rules of a fuzzy system as a replacement for the activation functions of
neurons. The weights of the network can then be trained to improve accuracy of the rules of
the fuzzy system [18]. This type of hybrid system requires some sample data to compare
inputs and outputs to find any error in the fuzzy network, but reduces the need for a human
operator to fine tune the system which is typically the case with fuzzy systems.
Literature [94] [84] [23] shows several different applications and methods for using fuzzy
systems, such as stock trading [77].
2.4.3 Hyperparameters
Neural Networks have many different hyperparameters that control how large a network is,
the batch size of a network, and the learning rate for a network. Extra methods used with
neural networks such as dropout also have their own set of hyperparameters such as the drop
rate for each layer, or the number of buckets used for data that is being bucketed.
Each of these parameters are difficult to choose as there are no definitive methods to
selecting the correct hyperparameters for the problem at hand [8]. This is usually solved
through trial and error to find an optimum set of hyperparameters that work together, but
there are also some methods that will try and intelligently choose the correct hyperparameter,
such as network growing and pruning for the network architecture (Section 2.4.4.7).
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Selecting the correct hyperparameters is an important task for neural networks. Selecting
bad parameters usually means a large drop in network accuracy compared to networks with
well selected parameters. And fine tuning these parameters can improve a network greatly
before Neural Network improvements such as dropout are even applied.
Some machine learning tool-kits such as Tensorflow [1] have built in functions to search
for optimum hyperparameters through trial and error automatically. The functions take a
range or list for each parameter being tuned and will run a number of experiments using
different variations of those parameters together.
The experiments in this thesis use a mixture of trial and error to find optimum hyperpa-
rameters, as well as using a number of existing and published architectures for the problem
being solved, however a large scale search for the most appropriate hyperparameters would
be difficult due to the run-time of the method being investigated.
2.4.4 Improving Neural Networks
While neural networks preform well at their intended tasks, there are many methods that can
be applied to a network to improve the way it functions. These methods can yield results
from an increase in speed to a reduction in error of the network.
This section will give an overview of some of these methods and an introduction to how
they work and the expected outcomes of introducing the methods to the neural networks that
we will be using. A variation of these methods are used in different experiment chapters in
order to improve results of the different experiments being conducted.
2.4.4.1 Pre-Training
Deep Neural Networks are difficult to train when more than 2 hidden layers are present. A
method of pre-training the weights of a Deep Network allows for the weights to be initialised
close to the weights that will be required for recognition. This is done using a Restricted
Boltzmann Machine [62], which starts with randomly initialised weights and is then trained
using unsupervised learning. To train this RBM an image is passed through the machine to
get an output, this output is then fed back through the RBM to get a reconstruction which
can then be forward propagated again to obtain a second output. These two outputs are used
to calculate the weight update for the RBM as described in Section 2.4.2.1.
This training happens for each RBM in a stack representing an individual layer in the
network, with training iterating over many epochs for each RBM before continuing to train
the next RBM in the stack. The input to RBMs further up the stack are passed through the
previously trained RBM just like data travelling through previous layers in a neural network.
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Once trained, these weights are then introduced into a Back Propagation Neural Network
with the same architecture for supervised training, the result of this network can then be used
for prediction. Figure 2.30 shows a stack of RBM’s that represent each layer in a deep back
propagation network.
Fig. 2.30 Multiple Restricted Boltzmann Machines used for pre-training a Deep Neural
Network
Pre-training using Restricted Boltzmann Machines is performed in Chapter 3 and 4 to
initialise weights for the plain deep neural networks.
2.4.4.2 Regularisation
Regularisation causes networks to favour having smaller weights where possible, allowing
larger weights only when they have a significant positive impact on the network [99],
this applies not only to weights but also to training time and the size of a network. This
regularisation allows for the network to be kept more general rather than overfitting a training
set, allowing it to more accurately predict on data the network has never seen before. There
are several ways to regularise a network with several improvements in the following sections
falling under the umbrella of regularisation, such as early stopping (Section 2.4.4.4) which
could be seen as regularisation over time. Regularisation can also be performed by using
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the correct number of hidden nodes and layers, which can be difficult to determine, with
network pruning and growing helping with this technique (Section 2.4.4.7). Weight decay
as mentioned in back propagation variations (Section 2.4.4.3) is a method of regularising
weights by keeping them small unless they are particularly useful to the network.
Regularisation is important in Chapter 5 due to the growing size of weights combined
from the multiple parallel layers, and is performed through the use of Batch Normalisation
(Section 2.4.4.6).
2.4.4.3 Back Propagation Variations
There are several variations of back propagation that can help improve the methods accuracy
and efficiency. Some modifications include momentum, weight decay, and cross entropy
[13]. Momentum is a method to prevent getting stuck in local minima by providing a value
similar to the learning rate which allows the network to jump out of local minima, where the
momentum value directly effects the size of the minima trench that can be jumped out of.
This value is a portion of the previous update and is added to the current update.
Weight decay decreases a weight by a proportion during the update process of back
propagation. This has the effect of pushing weights which are not learning or updating
towards 0 and causing back propagation to continually reinforce useful weights. Cross
entropy is designed to reduce learning slowdown [99] by introducing a new cost function.
Cross entropy is useful when nodes are saturated as it allows errors to still alter weights in
the network [108].
2.4.4.4 Early Stopping
Early stopping is a method introduced to neural networks to prevent over-fitting. Rather
simply the method involves stopping a network before its Hard-Stop time when it is detected
that the network has not learnt anything new over a set number of iterations.
Early stopping is usually applied with a validation set [111]. The validation set is tested
on the network along side the training set during training, and when this validation set has
not gained an improved accuracy for a number of iterations while the training set is still
learning, is when over-fitting is considered to have happened. At this point we stop training
the network and take the result from the snapshot with the highest result on the validation set.
2.4.4.5 Dropout
Dropout is a relatively new area in the field of Neural networks and has been applied to the
area of deep learning [128]. Dropout helps to prevent the over-fitting of a neural network
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by switching off neurons randomly during a training epoch. Dropout has been successfully
applied to the ImageNet data set [75] to provide an increase in accuracy over the default
neural network.
Dropout prevents over fitting by forcing neurons that may otherwise be underused to
learn new features and representations. This is achieved by turning off random neurons
during training, causing the features learnt by those neurons to no longer be available to the
network temporarily, and as such the other neurons that were previously underused may learn
to replace the lost data caused by other neurons being switched off during training. This can
either reinforce current detected features, or cause the network to pick up new features that
were not recognised before.
Fig. 2.31 A Dropout Network during training
To perform dropout a number of neurons are switched off from each layer, including
the input layer but excluding the output layer. Once these neurons are selected we ignore
them and their associated weights. We can then continue to train our network by forward
propagating and back propagating without these values.
The neurons that get switched off are selected by giving each neuron a probability to
be dropped, which is usually the same for every neuron in a layer, and then comparing that
probability to a random number. A 50% probability for each neuron in the layer will usually
mean 50% of the neurons in that layer are switched off, but there is a small probability
slightly more or less can be switched off.
At the end of a training epoch we can then turn these neurons back on, and if required
select another set of neurons to turn off for the next epoch. A simple way of turning off
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neurons in a network is to set their associated weights between each layer to zero, and then
recall their weights at the end of the epoch.
During forward propagation after training, neurons outputs are reduced in size relative
to the amount of neurons that were turned off during during training with dropout active to
account for the increase of input to a neuron when the previous layer is all switched on. If
x(l) represents the node outputs at layer l, and pl is the proportion of nodes retained during
dropout for layer l, the node output during prediction would be:
x(l) = sigmoid(plW(l)x(l−1)+b) (2.18)
Which accounts for the increased number of input nodes when dropout is switched off
compared to the number of input nodes when dropout is active.
Chapter 4 discusses a method called selective dropout, which allows for neurons to be
dropped by a calculated statistic instead of being randomly dropped as it is with traditional
dropout. With this method it is also still possible to choose a drop probability for a layer so
that all neurons probabilities still average to the selected drop proportion.
2.4.4.6 Batch Normalisation
Batch Normalisation [64] is a relatively new method designed to dramatically improve
overfitting issues as well as accelerating the rate at which a neural network can learn. Neural
networks typically have to use small learn rates due to a layers inputs changing each iteration
as the previous layers learn. Ioffe and Szegedy [64] introduce this phenomenon as ’internal
covariate shift".
Batch normalisation allows for larger learning rates by normalising layer inputs for each
data mini-batch to reduce this covariate shift. This also often regularises data removing the
need for improvements such as dropout for reducing network overfitting. Figure 2.32 shows
how the data in a batch are normalised using the mean and the variance of the input batch.
A linear function is used to scale and shift the data so that variance is equal to γ or β. ϵ in
Figure 2.32 as part of the normalise equation is a very small constant value that prevents
dividing by zero if the variance happens to be zero which rarely happens.
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Fig. 2.32 Batch Normalisation Equations - From paper [64]
During back propagation the loss/delta needs passing back through the batch normali-
sation method in order to pass correctly scaled loss data to the previous layer. This is done
through the chain rule following the batch normalisation steps in reverse [86].
Batch normalisation is used for methods presented in Chapter 5 as Batch Normalisation
has shown to be more effective than dropout while also reducing the number of iterations
needed to converge a neural network.
2.4.4.7 Network Growing and Pruning
One of the biggest issues when running a neural network is initialising the network with the
correct architecture and structure. Too many layers and neurons can cause the network to
become more complex but at the same time over fit the training data, too few neurons and
there is not enough neurons to be able to correctly identify patterns in the data. Two ways
around this are Growing neural networks and pruning neural networks. As the names suggest
they both do the opposite of each other and cause the network to change in size.
The idea of growing neural networks is to add extra neurons to the hidden layers of a
network during training. The network is trained until a threshold has been reached in the
error rate or the network is no longer learning, and then an extra neuron is added to the
hidden layers and the process repeated. Once a neuron is added and there is no noticeable
improvement during the training the optimum size of network has been found [101].
Network pruning is done in a similar fashion to growing networks, except the network
is initialised with a very large architecture and after each training period some neurons are
Some materials have been removed due to 3rd party 
copyright. The unabridged version can be viewed in 
Lancester Library - Coventry University.
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removed. It is possible to do this randomly, but could cause the network to lose useful data
and forget features it has learnt. So where possible we can try and ascertain which weights
are the most and least important and remove the least important ones [101]. A number of
different methods can be used to find a heuristic that can be applied to identify if a neuron is
least important, however as it is a difficult task these methods are not always optimal. One
method for this is to monitor the changes in the weight during training or by how much
the error for each neuron changes during training, similar to a statistic used in the selective
dropout method (Chapter 4).
Selective dropout presented in Chapter 4 achieves a result that may be considered similar
to network pruning due to the switching off of neurons considered to not have learnt useful
information, however only temporarily during training.
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2.5 Related Work
Invariant object detection is a complex field in the artificial intelligence area due to an
almost infinite number of permutations across all the different types of variance that relate to
computer vision.
This section looks at a number of existing research works in the field of invariant object
detection for neural networks as well as machine learning in general. Methods can range
from traditional brute force (Section 2.2.2.1) to feature extraction (Section 2.2.2.2) and other
more intelligent methods such as training extra networks to learn about variance.
2.5.1 Higher Order Neural Networks
Higher Order Neural Networks are similar to feed forward neural networks, however the input
to the network is transformed to include terms which are products of multiple input values
[43]. Higher Order Neural Networks have some problems that cause them to be inefficient
and undesirable as a method due to the explosion of the number of weights required for the
neural network.
To produce a Higher Order Network with invariant outputs, it is possible to ’handcraft’
neurons to become invariant to transformations of input. Methods include averaging the
weight matrix removing outliers that interfere with invariant recognition [53]. Handcrafting
neurons can be time consuming and can take away from the nature of being able to train a
neural network without needing to interfere with the training process, and as such would
be an inappropriate method for creating a rotation invariant neural network with the aim of
minimal dataset and network fine-tuning or manipulation.
2.5.2 Face Recognition
Face recognition is another key task in the machine vision field that is worthy of its own
section. Similar to object recognition, face recognition is not only used to detect faces in
images in a generalised format, but to also identify unique faces for security applications
where face recognition is used. Work from this thesis is just as applicable to face recognition
as it is object detection, and would be helpful in identifying facial features that may be
presented at different orientations.
Many machine learning methods make attempts at facial recognition, including neural
networks (Section 2.4) and Support Vector Machines [59] (Section 2.3.2.2). Many applica-
tions are possible for facial recognition algorithms including those used by large companies
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such as Facebook as discussed in Section 1.1.4. Similar problems that are found in object
recognition are also found in face recognition, such as lighting and pose.
A popular method for identifying faces is a Histogram of Orientated Gradients (Section
2.2.2.3) [122]. HOG extracts basic facial structures as lines and directions removing a great
deal of unnecessary data. This histogram can then be compared to a histogram made from a
combination of histograms for a large number of faces which should show a large similarity
in the location and direction of the facial features.
A large problem with face recognition is pose, as typically faces can be presented at
different rotations in each 3 dimension plane, such as a tilted head, a head looking up or
down, and a head looking left or right. Some solutions to this translation problem are made
by using facial landmarks which do not change with different head poses and identifying
faces from the landmarks using regression trees [122]. Lighting is also a large problem as
many facial recognition applications are now being used with mobile phones as a way to
unlock the device, where users make use of the device at many different times of day in
different lighting conditions.
2.5.2.1 Rotation Invariant Face Detection
Multiple networks can be used to detect a face invariant to rotation as explained in the
literature [118], by having a router network and a set of detector networks. An image is
split up into a set of overlapping smaller images, much like a convolutional neural network,
and then applied first to the router network. The router network has been trained to output
the orientation of the face in the image and will give a meaningless result for other objects.
Using the orientation outputted by the router network the image can then be rotated so that
the possible face is upright, before being applied to a set of detector networks which will
identify if the image contains a face or not. The literature also identifies the importance of
training the detector networks with non face images to allow it to differentiate between faces
and non faces, allowing it to achieve 79.6% accuacy over two large datasets of faces.
The idea of a router network to detect the rotation of an image is an intriguing idea.
Section 2.3.1 discussed the different simple ways of editing an image before we use them,
using a router network like discussed in the literature could provide an efficient way to correct
a image before it is put through a detector network. If a set of parallel networks could be
made to detect the focus of an image, the rotation, scale, and position, then each image could
become uniform enough to increase the chances of a correct detection. Routing networks
follow a similar idea to that of mental rotation as described in Section 2.5.2.2.
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2.5.2.2 Mental Rotation
Mental rotation is the idea that when humans perform object recognition they mentally rotate
the image into an upright position for object recognition [45][133]. This would indicate the
human visual system can detect the orientation of an object and the orientation that the object
should be in to be upright. This would biologically support a routing network as discussed in
Section 2.5.2.1 that could identify whether an object is in the correct orientation and then
correct it before detection.
2.5.3 Bio-Inspired Learning
Neural Networks originate from trying to replicate the process that occurs in humans and
animals in processing data very quickly and accurately. Many successful applications of
technology to real world problems have been formed by studying and replicating solutions
found by nature elsewhere. This gives cause to create learning algorithms that replicate the
way that some Bio-organisms learn and act, as to more accurately learn how to represent
objects. Typically neural networks are a very simplified representation of a human brain and
as such more types of networks have appeared that try to closer replicate the brain process,
such as spiking neural networks.
Spiking neural networks [134] make use of the phenomenon where chemicals build
up in neurons and synapses in the brain before hitting a threshold and spiking to the next
connection. The simplest form of spiking neural networks use threshold firing where the
input builds up and the neuron only activates when a threshold is reached.
A development of Spiking Neural Networks, called spike time-dependant plasticity [102],
allows for unsupervised learning where neurons learn the structure of input patterns, rather
than classification labels.
Another recent development in Bio-inspired networks suggests using both a bio-inspired
architecture and a bio inspired learning rule [72], where typically the architecture is the
only thing replicated in bio-inspired networks. The literature shows the use of spike timing-
dependant plasticity to replicate the visual cortex of a Mamalian, and shows an improvement
in results which was able to outperform the DeepConvNet on the datasets tested, with an
improvement of 10.2% on the 3D objects dataset when using 500 features.
2.5.4 Tactile Sensors for Invariant Object Recognition
Tactile sensors are another new area in object recognition. By using sensors attached to a
robot arm a 3D model is able to be produced to provide more data for a machine learning
algorithm to be able to identify [92]. Using a sensor to build up a 3D model can help with
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invariance by ignoring the clutter of unrelated objects that would have an effect on an image,
also allowing for the object to be viewed by the algorithm on different planes of view.
Tactile sensors would also be useful in 2D images, and could provide more data about
the objects position and scale if combined with visual object recognition. Although for a
majority of object recognition cases we would like to be able to identify images without
having to have some interaction with the object, as physical interactions mean that expensive
hardware needs to be deployed and time consuming data collection also becomes a large
problem if trying to scale this solution.
While this method is interesting, it is best suited for use with machine learning applica-
tions involving robotics. For the purpose of rotation invariance alone it would be an over
engineered solution to the problem at hand.
2.5.5 Rotation Invariant Galaxy Identification
The literature uses a deep learning based feed forward network for recognising categories
of Galaxies [39] along with a convolutional structure. To recognise the galaxy invariant to
rotation the images were cropped, flipped, scaled, rotated, and translated, with the results of
each change being averaged together for the overall result, and obtained an accuracy of over
99%.
The dataset was based on and inspired by the GalaxyZoo project, which allows members
of the public to help categorise the images of galaxies from multiple telescopes, including
the Hubble. Some pictures of galaxies are inherently rotation invariant due to their circular
nature, but due to a lack of a direction such as up or down this becomes an important area for
rotation invariance.
This application in this literature is interesting as it is a perfect application for a rotation
invariant machine learning method due to the lack of orientation in space, though the method
of producing multiple images at different variations could be called a brute force solution to
the problem.
2.5.6 Slow Feature Analysis
Slow feature analysis is a method to take a multidimensional input and find a scalar input to
output function while extracting slowly varying features amongst a quickly varying input
[49][138]. The idea of this method is to pass enough information about an object for it
to be recognised, but to also reduce variations that occur that make images vary from
each other. The architecture related to using this network is different to a standard neural
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network and is similar to a convolutional neural network where the neurons are arranged in a
multidimensional structure for each layer, instead of just one dimension per layer.
This is an interesting method that deals with variance well, however is not well equipt to
deal with multiple objects presented at once in the same image like a convolutional neural
network is able to do.
2.5.7 Neocognitrons
Neocognitron is a network that is self organised and unsupervised [51]. It is capable of
recognising patterns through geometrical similarity and allows for shift invariant recognition
of images. Neocognitron networks are constructed with a cascade of structures with each
structure consisting of a number of layers of different types of cells. These different types
of cells are based on the visual cortex system where there a multiple types of cells which
are high or low hyper-complex cells. This is different to a standard neural network where all
the cells or neurons are of the same type. This is an interesting method that is similar to the
ideas of Bio-inspired learning by attempting to replicate the visual cortex system.
2.5.8 3D Object Recognition with Local Surface Features
3D object recognition brings computer vision and object recognition closer to human vision
and recognition standards by presenting a machine learning algorithm with a 3D image
through 2 images captured at the same time at a uniform distance from each other. 3D object
recognition can also help identify an object among clutter and other background textures that
would normally be difficult to identify, as well as help provide some data on the distance of
the object from the camera.
Local surface features are created by extracting key points or features from an 3D image,
where the area (space) around the key point is then used to create a feature descriptor [60].
Feature descriptors can be generated from a large number of methods.
A 3D model is an ideal input for identifying an object due to retaining data that would be
lost in a 2D image. However the extra data provided by a 3D image could provide a growing
exponential amount of positions that the 3D object could be presented in.
2.5.9 National Data Science Bowl 2015
A challenge presented at the National Data Science Bowl 2015 [15] had participants compete
in creating machine learning methods to study the health of the oceans and identify different
types of plankton. The winning team ‘Team Deep Sea’ presented their results of 82% accuracy
2.5 Related Work 59
on the classification set, using a number of combined methods with a deep convolutional
neural network [38].
The work presented used a varying number of layers up to 16 layers in total. Their results
showed an increase in network performance for each layer introduced to the network. The
team also made use of Cyclic pooling which created a stack of convolutional layers which in
parallel, each view a rotation and/or flip of the original image. They also present the idea
of rolling feature maps, where the outputs of the cyclic pooling stack can be combined as
a stack for the next layer to use as an input. The use of cyclic pooling in this way gives
the network some invariance to rotation and flips of an object in image recognition, and is
very useful in this application due to it being likely the objects (plankton) will be at different
angles and views.
This is similar to the method presented in Chapter 5 which uses parallel layers to apply
filters in multiple rotations, however in this instance each parallel layer is the same but each
receive a different version of the input image that has been rotated for flipped.
2.5.10 Rotation invariant convolutional filters for texture classification
The closest related works to this project is the use of rotational filters for patterns and textures
[55], that was published at the same time as this project was developing the same new method.
The paper introduces the novel method of introducing rotation invariance into a Convolutional
Neural Network through a number of identical filters tied together but at different rotations
within a convolutional layer.
This paper uses this novel method for shallow Convolutional Networks and applies the
method to a dataset of patterns and textures to be able to identify them while being invariant
to rotation. Filters are cropped into circular filters and duplicated with rotation. The different
filter rotations are then pooled into a single output that represents a rotational invariant output
for the original filter. On the textured dataset the method is able to produce results similar to
state of the art methods, and improves greatly on standard convolutional neural networks.
Chapter 5 defines this method in more detail as this thesis creates an extension of this
method for Deep Convolutional Networks to be used with object recognition.
2.5.11 Summary
A number of existing methods in this section have improved on the area of rotation invariance
or other transformation invariance, and while some are effective, others have disadvantages
that make them complicated or difficult to use practice. It is difficult to define whether many
of these methods could be called state of the art, but many of them greatly improve results
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on data with large variations, and are a great improvement on the standard method of brute
force (Section 2.2.2.1).
The method presented in this thesis works to reduce complexity by working directly with
convolutional neural networks without much need to change or alter data being inputted into
the network, providing a solution where brute force of an input image is no longer required.
Chapter 3
Deep Dropout for Digits and Characters
in Natural Images
This application was presented as a paper [10] at the International Conference for Neural
Information Processing (ICONIP) 2015. Information on where to download the paper can
be found attached at Appendix A. This chapter presents an application of dropout on deep
neural networks to improve results in recognising natural characters and numbers in images
from the CHARS74K dataset (detailed in Section 3.1.2).
3.1 Methodology
This section outlines the research questions of this chapter and the design for how the research
will be conducted.
3.1.1 Research Questions
The following research questions have been developed as part of this chapters research
application.
• Does Dropout improve accuracy results for Deep Networks used for natural character
and digit recognition.
• Does an extended training time effect the learning of the dropout algorithm
• Does the network size have a large effect on the Dropout methods effectiveness.
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3.1.2 Dataset
Experiments in this chapter use the CHARS74K dataset [34] which is a dataset of natural
images for characters and numbers, as well as some synthesised fonts. The subset of
characters and numbers from natural images is the only subset from this dataset for use with
experiments.
The Chars74K dataset is a natural image dataset of characters and digits from the real
world. The dataset consists of 74 thousand images in 62 classes (0-9, A-Z, a-z), with images
obtained from three sources (natural images, hand drawn images, and synthesised characters),
unlike MNIST which consists of only handwritten digits.
The natural images subset of this dataset consists of 7705 images, which while small,
is a useful dataset for real world applications that involve automatic text recognition, such
as number plate recognition, house number recognition, and other applications that do not
involve written text.
The hand drawn images would be best used for written document recognition with the
synthesised characters sub set best suited to recognising text in printed documents. Both
of these two subsets are very useful for reading documents, but have their limitations on
applications in natural images.
Fig. 3.1 A sample of images from the data set
Chapter 5 also uses the Chars74K dataset and specifically the natural images subset.
Figure 3.2 shows the distribution of images in the dataset between the 62 classes. It can be
noted that some of the most frequently occurring classes are vowels.
Some materials have been removed due to 3rd party copyright. The unabridged 
version can be viewed in Lancester Library - Coventry University.
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Fig. 3.2 Distribution of Chars74K images
3.1.2.1 Dataset Processing
In the dataset there are a number of images that are of different colours and sizes, which makes
the learning process more complex. To make the learning process simpler, pre-processing
has been applied to the images.
Images are first grey-scaled to remove colour channels from the image. For the purpose
of recognising characters and digits, the extra information provided by colour would give
little improvement for learning. The difficulty with grey-scaling this dataset is that some
characters are colour, some are black, and some are white, which means after grey-scaling
not all the characters and numbers will be of the same colour.
To combat this we can try and work out if the background is white or black using an
average of the pixels bordering the image, and then flip the colours if need be. This worked
in a majority of cases, but in a number of cases where the background and character was the
same colour due to character outlining, the characters remained the wrong colour. This was
minimal and within acceptable levels for the experiment being conducted.
The threshold method was applied to the images to further remove unnecessary data
and improve the distinction between the characters/digits and their backgrounds. For a
majority of images this caused no issue, but with a number of images where the character and
background were too close in colour, the entire image was blacked out. As with the previous
step, this was uncommon and within acceptable levels, and effected images were left in the
dataset so that results would closer identify with data that was automatically processed when
in use in the field.
The final change that needed to be made to this dataset was to make the images all the
same size. A size of 50x50 pixels was selected and the images were scaled down along the
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Fig. 3.3 A sample of CHARS74K images after processing
longest edge (either width or height), and then padded on the smallest edge with black to
match the background colour.
Figure 3.3 shows a sample for the processed dataset. It can be seen that some images have
been blanked out by the process (Row 1, Col 4), and that some images have had characters
and backgrounds that are the same colour due to character/digit outlining (Row 2, Col 6). A
majority of the images have been correctly processed and simplified from the original images
that can be seen in figure 3.1 in Section 3.1.2. Pre-processing the dataset in this way helps to
induce invariance into the network as it removes variations in lighting.
3.2 Methods
Dropout (Section 2.4.4.5) and Deep learning (Section 2.4.2.2) are the main methods in this
application, applied with a Restricted Boltzmann Machine (Section 2.4.2.1) to pre-initialise
the weights of each network. These methods are combined to conduct experiments on the
natural image dataset, with dropout being used on all layers (except output) with the same
drop ratio for each hidden layer of 30% and a drop rate of 20% for the input layer.
The reduced drop rate for the hidden layer can ensure that there is not too much loss
of useful information from the input images going into the network. Previous research has
found a drop rate of up to 50% to be effective in removing overfitting, but for this application
no more than 30% was selected.
3.3 Experiments
A number of experiments will be conducted in this chapter. As previously described a number
of different architectures will be tested so that differences in dropout effectiveness between
Some materials have been removed due to 3rd party copyright. The unabridged 
version can be viewed in Lancester Library - Coventry University.
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architectures can be observed, if any differences are to be found. Different architectures are
also tested due to the difficulty in finding the correct hyperparameters for neural networks
without using trail and error (Section 2.4.3).
The below table outlines the 10 architectures that have been selected for experimentation.
Some architectures have 3 hidden layers while others have up to 5 hidden layers, and a variety
of different layer sizes have been selected between the experiments.












10 Restricted Boltzmann Machines were initialised with the same architectures defined in
the table above to act as pre-loaded weights for each architecture test. Each layer (1 RBM on
the Stack) was given a total of 10,000 iterations to pre-train weights. Both the dropout and
non dropout benchmark for each architecture takes its weights from the same RBM stack.
3.4 Results
Table 3.2 shows the results of the 20 experiments (10 architectures x 2 methods) after 10,000
iterations of training with and without dropout. Out of the 10 experiments conducted it was
found that dropout improved results of 8 out of 10 of the architectures, with 2 of the dropout
architectures performing worse than their benchmark counterpart. Over the 10 experiments
an average improvement was found of 1.52% which increases to 1.9875% when discounting
the architectures that dropout was not effective on.
The best dropout network across all of the experiments achieved an error of 42.9% while
the best non-dropout network error was 44.6% which happened to be the same architecture,
giving an increase of 1.7% between each methods best results. We can see that Architecture
D (500,500,500) and Architecture F (1500,1000,500,1000) were the two networks where
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Table 3.2 Test Results (10,000 iterations) for Dropout Application Experiments
Architecture Error With Dropout Error Without Dropout Dropout Improvement
Architecture A 45.7 46.9 1.2
Architecture B 46.4 47.3 0.9
Architecture C 46.6 49.1 2.5
Architecture D 45.4 45.3 -0.1
Architecture E 43.7 45.8 2.1
Architecture F 46.6 46.0 -0.6
Architecture G 45.7 48.3 2.6
Architecture H 45.4 47.6 2.2
Architecture I 42.9 44.6 1.7
Architecture J 44.1 46.8 2.7
dropout was worse in predicting the test data. It is difficult to identify the reason these
architectures were worse because while Architecture F has the largest number of connections
by far, Architecture D is not the smallest network in terms of connections which would be
Architecture G which achieved an improvement of 2.6%. It is also interesting to note that the
larger improvements were seen on networks with a smaller last hidden layer.
The networks were allowed to continue training until 15,000 iterations as typically
dropout sees an improvement and need to be run for more iterations than a traditional deep
network [75]. Table 3.3 shows the results of the extra 5,000 iterations. We can see that a
number of the networks had either improved or not changed where the network may have
already converged by 10,000 iterations. In one case the error on one dropout network went
up by 0.1% which is negligible and within the network jumping in and out of local minima.
A number of traditional networks error results got worse with the extra iterations suggesting
they started to over fit the solution.
Of the two networks that had previously done worse, dropout either overtook the bench-
mark network during the extra training or closed the gap to 0.1% between itself and the
benchmark, and closed the gap entirely between itself and the benchmark at 10,000 iterations.
This suggests that an increased training time is both necessary and beneficial for dropout
networks. The smallest dropout error dropped to 42.7% on Architecture I and the average
accuracy increase rose to 1.75%. There is little evidence to suggest the size (large or small)
of the network had a major effect on the effectiveness of dropout over the non-dropout
benchmark, suggesting that finding the best architecture in general through usual trial and
error techniques is best.
Figure 3.4 shows the loss of the validation set over 10,000 iterations for one of the
networks. The left hand graph shows the loss for dropout in blue, and the loss of our
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Table 3.3 Test Results (15,000 iterations) for Dropout Application Experiments
Architecture Error With Dropout Error Without Dropout Dropout Improvement
Architecture A 45.7 46.7 1.0
Architecture B 46.4 47.5 1.1
Architecture C 46.4 49.1 2.7
Architecture D 44.4 45.3 0.9
Architecture E 43.8 45.6 2.1
Architecture F 46.0 45.9 -0.1
Architecture G 45.7 48.3 2.6
Architecture H 44.8 48.1 3.3
Architecture I 42.7 44.7 2.0
Architecture J 44.1 46.8 2.7
benchmark in green. The right hand graph shows a zoomed version of the first graph, looking
at the point where early stopping caused the benchmark to stop learning.
The benchmark network converged at around 5,000 iterations and at this point in time
had a better loss than that of the dropout network, however over the remaining time we can
see that the dropout network reaches the same point and starts to overtake the loss of the
benchmark over more iteration, further showing the need for dropout to have longer training
runs.
In the right hand graph we can see that the benchmark network has a very smooth loss
line, suggesting that it is stuck in a local minima, but the dropout loss line is very jagged
and jumps up and down in results, suggesting that dropout is causing it to jump out of local
minima between some iterations to explore another minima.
Fig. 3.4 Validation Error During Training for the [500,500,500,500] hidden layer architecture.
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3.5 Conclusion
It can be concluded that using the dropout method for deep neural networks is an effective
method for improving accuracy of image recognition challenges for characters and digits
in natural images. Over a total of 15,000 iterations it is found that an average improvement
of 1.75% was made by the dropout method, with an accuracy of 57.3% (Error of 42.7%) on
the best architecture tested. These results are in line with [34], which using Multiple Kernel
Learning Experiments achieved an accuracy of 55.26%, though while using the same image
subset the classes were balanced to 15 test and 15 training examples per class, compared to
the random sample selection used in this chapters experiments.
It can also be concluded that dropout networks should be given an extended training
time for the method to learn, as due to a percentage of neurons switched off for training,
this naturally means it will take longer to train, and combined with dropouts ability to
avoid getting stuck in a local minima adding further to this training time. It is possible
that some of the results here could be improved further with further iterations while some
other networks had already converged. There is also the possibility that further fine tuning
of network architecture could yield improvements for both dropout and a traditional deep
network without dropout.
Chapter 4 goes on to further the dropout method and improve results yielded from
networks employing the method.
Chapter 4
Selective Dropout
The methods presented in this Chapter were presented as a paper [9] at the International
Conference for Neural Information Processing (ICONIP) in Japan 2016. Information on
where to download the paper can be found attached at Appendix B. This method was
originally created to be used with invariant methods presented in Chapter 5, however it was
replaced with Batch Normalisation as a newer and more effective method.
Dropout has already been proven to be an effective method for reducing overfitting
of a neural network [128]. This chapter explores the effect of using various selection
criteria to identify which neurons would be the best neurons to switch off for a training
iteration compared to the randomness of traditional dropout in an effort to improve dropouts
effectiveness. The methods explained in this chapter will be tested on the well known MNIST
dataset (detailed in Section 4.1.2), which is a handwritten digits dataset.
Similar work to modify dropout has been made by Ba and Frey [7] where a binary belief
network is used to identify the optimal drop probability for each neuron in a neural network.
This Binary belief network runs separate to the main classification network outputting the
probability for neurons. Other work has been done by Duyckm et al [41] who optimise
dropout using optimisation methods such as simulated annealing, and work by Wan et al
[135] who introduce a method called DropConnect which works on individual weights rather
than a collection of weights (neurons) as a whole.
4.1 Methodology




The following research questions have been developed as part of this chapters research.
• Can Dropout be improved by carefully selecting which neurons to switch off
• Which is the best way to choose which neurons should be switched off
4.1.2 Dataset
MNIST is a subset of the NIST dataset containing handwritten digits from 0 to 9 [83]. These
digits have been normalised to the same size and padded to make a new image size of 28 by
28 pixels, giving 784 pixels in total.
The full MNIST dataset contains 70,000 images, consisting of two defined subsets for
training (60,000) and testing (10,000). The figure below (4.1) shows a small random sample
of the MNIST dataset.
Fig. 4.1 A Sample of Images from the MNIST Data set
MNIST is a particularly popular dataset for image recognition applications due to the
large size of the dataset, and the fact that all images are uniformly sized and centred. The
dataset is an ideal one to use for testing out new methods without interference from the
typical variance found in images. Due to the wide usage of this dataset it is also a great choice
for benchmarking against results presented in other papers, and the size and high accuracy
usually obtained in classifying the dataset allow for easy comparisons and evaluations on
how well a new method might be performing.
MNIST has been selected for this experiment due to its wide use in the field and its
uniform nature which will help to remove other factors from skewing results.
As discussed 10-fold validation will be used for these experiments. The dataset is split
into 10 sections with one section of 6000 used for testing and the remaining 54,000 images
used for training and validation in and 90% and 10% spilt respectively. No extra processing is
performed on the base MNIST dataset which has already been performed by dataset creators.
Some materials have been removed due to 3rd party copyright. The unabridged 




The Traditional or uniform dropout method as described in Section 2.4.4.5 is a method used
to reduce overfitting in neural networks. During training a random selection of neurons are
switched off from dropout layers, and are then switched back on and scaled for use and
testing. In the results table traditional dropout is represented by TD.
4.2.2 Selective Dropout
Selective Dropout however differs from traditional dropout by attempting to intelligently
choose which neurons should be switched off on each iteration rather than randomly selecting
them. This method hypothesises that increasing or decreasing the probability of a neuron
to be dropped in proportion to a given statistic could give an improvement over traditional
methods. Three methods are investigated in this chapter, which can be described as:
• Looking at the average change in weights between training iterations
• Looking at the neurons average weight size
• Looking at the variance of a neurons output during a training iteration.
Each method creates a statistic which can be used to alter neuron drop probabilities. Each
layers total drop probability remains the same as it would be in traditional dropout (selected
by the user), however each individual neurons probability is scaled and changed relative to
one another so that the average probability of all the neurons equals that of the layer drop
probability as a whole.
Equation 4.1 comes from the need for the probability of a neuron to be proportional
to a positive statistic calculated so that the higher a statistic is the higher the probability
that a neuron will be chosen to be dropped. Combined with equation 4.2 the probabilities
calculated are not only proportional to the statistic but also meets the need that the average of
all probabilities matches that of the user given drop percentage for the whole layer.
P =CSα (4.1)
P in Equation 4.1 represents a vector of probability for all the neurons in a particular layer.
S represents the statistical values that are calculated for each neuron that cause the scaling of
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the neurons probabilities. These statistical values are defined in the following sections. C
represents a constant value that allows the probabilities to be calculated proportionate to the
statistics and the given layer drop rate. Equation 4.2 shows how the constant C is calculated.
Without this value then we would not be able to keep the average of all the calculated neurons
equal to that of the layers drop rate (d). In Equation 4.2 N is used to represent the expected
number of neurons to be dropped from a layer, such that N =C
∑
Sα. How N is calculated





α in equation 4.2 is a constant between 0 and 1 chosen at numerical decrements starting
at 1 until Cmax(Sα) ≤ 1 is satisfied. This ensures the calculated probability is always less
or equal to 1 which would otherwise not be a probability. It also allows a wide range of
statistical values to be used no matter their size. An α value of 0 in this instance would also
cause traditional dropout to be run.
N = size(S)×dk (4.3)
Equation 4.1 gives a high drop probability to high statistical values, and could be con-
sidered dropping neurons in a descending order (from high to low). Some experiments also
need the ability to lower the probability of a high statistic neuron from being dropped. This
is accomplished using equation 4.4 where data is essentially flipped. The value 1.1 is used to
ensure all statistical values are above zero so that they still have a slight probability of being
switched off.
Snew = 1.1×max(Sold)−Sold (4.4)
The methods described in the following sections can be applied to neurons on any hidden
layer, however can not be applied to the input layer as the input layer has no incoming weights
or the output of the layer is a set image. In this instance traditional dropout is used on the




The first method to be tested will be Average Weight Change. Average Weight Change looks
at the differences in the weights for a neuron before and after a training iteration and takes an
average of the result. This should allow for a statistic that will show how much a neuron has
learnt during a training iteration and by how much a neuron has learnt.
The equation below (Equation 4.5) shows the method of finding the average weight
change for each neuron where avgk is the nodes input weight change average at node k, and
w(t)jk is the j
th weight for node k at the beginning of iteration t (Before training). n represents









With neurons switched off during a training iteration we come across an issue where
the average change in weights for that neuron would be returned as 0, as it wouldn’t have
had a chance to train during the iteration. This is a problem that can be seen in some of the
other methods that follow this one, meaning we do not have a statistic to be generated for our
probability calculations, and as such, a low statistic could cause neurons to flicker on and off
or stay off entirely. A solution to this problem is to save the average weight change from the
previous iteration for each neuron before they are switched off, and then use this result for
comparison with the updated statistics with neurons that were switched on for the training
iteration.
With the average change in weights calculated by equation 4.5 it is then possible to work
out which neurons have a high or low change in weights between iterations where equation
4.1 can then be used to assign drop probabilities to each of those neurons, and to allow a
larger drop probability to be given to neurons with either a big or small change in weights.
Giving a higher probability to neurons with the smallest average change in weights allows
us to increase their probability of being switched off, and is much like sorting our statistic in
Ascending order and giving high probabilities to the first x neurons in the vector. This could
be considered as neurons that have finished learning as their weights are changing the least.
In the results table the results of average weight change dropout (dropping smallest average
change) are represented by WA.
Giving a higher probability to neurons with a high average change in weights, will allow
us to increase the chances of neurons with a high change in weights being switched off. This
could be considered as increasing the chances of switching off the neurons that are learning,
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in order to force those that are not learning to learn. In the results table the results of average
weight change dropout (dropping highest average change) are represented by WD.
4.2.2.2 Average Weight
The second method to be considered for improving the dropout method is Average Weight.
Average weight looks at an average of all the weights for a particular neuron to be used as a
statistic. The motivation for this is that neurons are initialised as very small values and are
typically very close to zero, meaning that neurons with a high set of weights may have learnt
more than neurons with low average weights.
Equation 4.6 shows the calculation to find the average weights for neurons in any given
layer. In this equation avgk represents the average input weight for node k and w jk
(t) is the







In the previous method we calculated a base statistical representation for each neuron to
allow for a comparison value for neurons switched off. With this method there is no before
and after comparison between weights and the standard weight matrix is used to calculate the
statistic, and as such because weights are automatically replaced for dropped neurons after
training there is no need to keep a representation of switched off neurons statistical values.
By giving the neurons with high average weight values higher drop probabilities we can
increase the chances of switching off neurons with high weights attached to them. The idea
of this method is that weights are initialised close to zero and that weights that are closer
zero will have learnt less and should be kept on to learn while the neurons that have learnt
are switched off. Another motivation for this method is regularisation, typical regularisation
methods penalise large weights in some way, and this method also does so by preventing
neurons with very large weights from increasing. In Section 4.4 the results of average weight
dropout (dropping highest average weight) are represented by AD.
On the other hand giving a high drop probability to neurons with low average weights
allows us to increase the chances of switching off neurons where the average weight is of
a small value. It is expected that this could cause neurons with small initial weights to
be given a high drop probability for a majority of the training, causing them to spend a
majority of training time switched off and rarely being switched back on, in turn leaving
the same neurons learning a majority of the time. This experiment can still be run to give
some comparison of the effect between giving high probabilities to switching of neurons with
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high or low weight magnitudes. In the results table the results of average weight dropout
(dropping lowest average weight) are represented by AA.
4.2.2.3 Output Variance
The final method presented for testing in this section is Output Variance. Output variance
is a measure of the variance in the output of a neuron over the period of an iteration. The
motivation for this is that it may be possible to tell if a neuron has learnt anything useful by
the amount of variation in output between images. A neuron that has a low variance and
always outputs the same value with a changing input may be considered as not having learnt
any useful information to help distinguish between classification classes.
Equation 4.7 shows how the statistic for this method is calculated by using the output
matrix for the previous completed iteration. N_Variancek in the equation represents the
output variance for the neuron k and X(t−1)k is the output vector for node k for iteration t−1
(the previous iteration). This variance is calculated in the dimension that holds neurons
outputs for a given iteration or batch.
N_Variancek = variance(X(t−1)k ) (4.7)
Much like the Average Weight change method, the Output Variance method requires a
baseline for each switched off neuron as switched off neurons would provide a variance of 0.
The previous iterations output variance is saved for each switched off neuron, but in the case
of the first iteration where there is no previous iteration to get data from we run the network
with dropout switched off to first generate a base statistic for each neuron. Once the statistic
has been generated it can then be used with equation 4.1 to give high probabilities to neurons
with either high or low output variance.
Giving a high probability to neurons with high output variance will allow us to increase
the chance of switching off neurons with high variance. High variance could indicate that
the neuron has learnt an interesting feature and no longer needs training and as such can be
switched off to allow neurons with a lower variance to learn. In the results table the results of
neuron output variance (dropping highest variance) are represented by VD.
Giving a high probability to neurons with a small output variance allows us to increase
the chance of switching off neurons with low variance. Low variance may indicate that a
neuron is outputting roughly the same value no matter the input and has learnt no interesting
features. It is expected that switching off these neurons that have not learnt, will cause the
network to learn at a very slow rate and possibly be less efficient than the traditional dropout
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method. In the results table the results of neuron output variance (dropping lowest variance)
are represented by VA.
4.3 Experiments
Experiments will be conducted over approximately 10,000 iterations which should be plenty
for the MNIST dataset. Each method is tested in two ways (High and Low probability for
high statistics) giving us 6 experiments to test the 3 methods, as well as a 7th experiment
to create our benchmark with traditional dropout. Each of these experiments will be tested
on two network architectures creating 14 experiments, and then run in 10-fold validation to
create a total of 140 experiments.
Two stacks of Restricted Boltzmann Machines were created, one for each architecture, in
order to initialise the weights for each experiment. All experiment on an architecture will
use the same initialisation weights from these Restricted Boltzmann Machines.
The two hidden layer architectures chosen are as follows:
• 500,500,500
• 500,500,1000
The above architectures were chosen as they performed well with the similar CHARS74k
dataset in the previous chapter, without being too large, which would cause network run-times
to increase. 2 architectures were selected to allow the impact of number of neurons to be
observed.
All the networks will use the same dropout rate of 20% on the input layer and a dropout
rate of 40% on all the hidden layers in the network. The output layer as previously discussed
has a drop rate of 0% as we do not want to drop neurons from this layer.
4.4 Results
Table 4.1 shows the results of experiments conducted for each method and architecture.
Error rates are the product of averaging the result from each of the 10-fold networks for that
instance.
It can seen from the table that all of the three methods produced results better than
traditional dropout methods by giving higher drop probability to smaller values of the
calculated statistics. Weight change in ascending order (WA) gave a result 0.378% better
on average, average weight in ascending (AA) order gave an improvement of 0.414% on
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Table 4.1 Selective Dropout Experiment results
Method % Error [500,500,500] % Error [500,500,1000]
TD - Traditional Dropout 4.7300 4.5933
WD - Weight Change (Descending) 7.0533 7.5783
WA - Weight Change (Ascending) 4.3167 4.2517
AD - Average Weight (Descending) 5.2983 5.6533
AA - Average Weight (Ascending) 4.3217 4.1733
VD - Output Variance (Descending) 14.4633 13.7833
VA - Output Variance (Ascending) 3.5167 3.4667
average, and output variance in ascending order (VA) gave an improvement of 1.17% on
average above that of traditional dropout. Both tested architectures saw improved results
over the benchmark network.
Several of these results were unexpected and produced results that were the opposite
of what had been predicted in Section 4.2.2. The Average Weight change method was one
method that did yielded results as expected, by giving a high probability of switching off
neurons to neurons with little change in weights between iterations, suggesting that the
neurons were either not learning, or that they had finished learning. Giving neurons with a
high weight change a higher drop probability caused reduced performance and caused it to
be 2.744% worse on average than the benchmark for traditional dropout.
It was expected that with the Average Weights method that giving a higher drop probability
to neurons with a higher average weight would improve the results on the assumption that
high average weights would have learnt more and could be switched off to force learning of
other neurons. However this gave a result that was 0.814% worse than traditional dropout
on average, and instead switching off neurons with a smaller average weight during training
had a much better result than this, suggesting that giving neurons with larger weights smaller
drop probabilities was a much better method. This could be perceived as leaving neurons
that have learnt more or are still learning to remain switched on.
The final method of output variance was also expected to perform well by giving a high
drop probability to neurons with a high output variance, with the idea that neurons with
a high variance had learnt an interesting feature and could be switched of to cause other
neurons to learn. This however gave the worst results of all the experiments conducted, being
an average of 9.462% worse off than using the traditional dropout method. Performing the
opposite and giving a high drop probability to neurons with a small output variance produced
the best performing network with an improvement of 1.17% over traditional dropout on
average.
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Possible explanations for the last two methods that performed as unexpected could be
that what could be considered as the worst neurons were in-fact hindering the networks
performance and that it would be better to switch them off during training. Another explana-
tion could be the possibility that the dropout was causing a temporary form of pruning [69]
or sparsing [88], causing the network to prune or sparse part of itself for a majority of the
training period, which could be consistent with what can be seen in biology.
4.5 Conclusion
It can be concluded that the traditional method of Dropout can be improved by selectively
choosing which neurons to drop during training iterations by probabilistically choosing
neurons with smaller statistical values in the methods described (Equations 4.5, 4.6, and 4.7).
From the three methods tested it was found that the best method for improving dropout
was giving a high probability of being dropped to neurons with a low output variance between
iterations. An average improvement of 1.17% was found using this method. Dropping
neurons with the smallest change in weights between iterations and a smaller weight size
average gave small improvements of 0.378% and 0.414% on average.
It can also be concluded that a bad method of selecting neurons to be dropped can give
results worse than that of traditional random dropout. In the case of giving a higher drop
probability to neurons with a high output variance caused the accuracy results of that network
to be an average of 9.46% worse than the average for traditional random dropout. This
solidifies that selecting the correct neurons for dropout can have a massive difference on
experiment results.
Chapter 5
Rotation Invariant Convolutional Neural
Networks using Parallel Rotated Filters
The main focus of this thesis is Invariance, and while previous chapters have looked at
applications of deep learning and new methods to improve deep learning they have not
specifically focused on invariance.
This Chapter looks at creating a rotation invariant machine learning method using con-
volutional neural networks. As previously discussed in Section 2.5.10 this method was
published in "Learning rotation invariant convolutional filters for texture classification" by
Gonzalez et al [55], at the same time as this thesis was introducing the same method. This
thesis however also takes the described method further with an application to deep convo-
lutional neural networks, and is provided with more complicated image datasets which are
applicable to more real world applications than that of simple pattern or texture recognition.
This thesis also introduces a version of the open source Caffe framework implementing this
method into the existing CNN code architecture.
The method works by taking a traditional convolutional neural network and adapting it
for rotation invariance. This involves combining circular filters in convolution layers as well
as running a number of convolutional layers in parallel, each with filters tied to the other
parallel layers but at a rotation of the original. This is discussed in detail in Section 5.1.
A network with rotational invariance can be a useful feature for real world applications
where a lot of rotation is found in images. These transformations can be caused by camera
angles as well as objects being placed on uneven ground. Images taken by humans also
inherently give a slight rotation due to camera shake, which may not be present in commercial
training sets that have been produced on specialist equipment and using cameras on tripods.
Applications can also follow to face recognition where a human face may not always be
presented in a directly upright fashion, such as a subject laying down, or a subject tilting
80 Rotation Invariant Convolutional Neural Networks using Parallel Rotated Filters
or leaning their heads on another object. Combined with Convolutional Neural networks
this method also becomes invariant to small shifts of the object in an image due to the way
convolutional networks apply filters to images. Other applications may also be found in
environments where there is no up or down orientation in an image, such as space where
there is little or no gravity to give an indication that a particular orientation is dominant. This
is prevalent in work identifying images of galaxies or satellite images looking down on earth
from above. Aerial images also have this same issue as they look down on an subject with no
particular orientation.
5.1 Methods
The base of this method can be split into multiple steps. The first step performed during
initialisation and reinforced during training, is the conversion of a square filter into a circular
filter to allow for easy rotation with little data loss. The second step performed at the
beginning of forward propagation is creating duplicate convolutional layers with tied weights,
each at a different rotation. The third step performed during forward propagation is to then
combine the result of each parallel layer in a winner takes all fashion for each node. In
backwards propagation the deltas are split between the parallel networks according to which
nodes won during forward propagation, and after backward propagation weights updates
are then de-rotated and combined back into the original non-rotated filter layer before the
process is repeated.
The number of parallel layers/filters depends on the rotation increment selected. A smaller
increment value means that more parallel layers will be run which will cause the run-time of
experiments to increase, but theoretically would be able to deal with more rotations in an
image, while a large increment would mean less parallel layers, but theoretically would mean
the network would not be able to deal with as many rotations. If a network took an increment
of 90 degrees then 4 parallel layers would be initialled at 4 different rotation orientations
(0, 90, 180, 270), with 0 degrees and 360 degrees being the same rotation. A 15 degree
increment would mean 24 parallel layers in 24 different orientations (0, 15, 30, 45, ...). 360
should be directly divisible by the selected degrees of increment with no remainder to ensure
equal coverage across 360 degrees without leaving a small or large gap in rotation between 0
degrees and the last parallel layer.
By applying this method to the convolutional layers in the network, the network becomes
co-variant to rotations, and in order to obtain full invariance to rotation the input into the
first fully connected layer of the traditional deep neural network portion of the network will
need to be presented in the same number of rotations as the convolution layers. During
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implementation this can easily be done by creating another convolutional layer with parallel
rotated layers to masquerade as a fully connected layer where the filter size is the same as
the input.
A typical network with 2 convolutional layers and pooling combined with 2 hidden layers
could look like the network presented in figure 5.1, where the convolutional layers and the
first hidden layer are transformed into a number of rotated parallel layers with tied weights.
Fig. 5.1 A Parallel Convolutional Network
5.1.1 Circular Filters
For this method circular filters are used, this is not a new concept as filters can take different
shapes to the standard square [109], but would be considered uncommon. With traditional
square filters the process of rotating filters would cause loss of data in the corners of the
filters due to cropping of the filter, unless the filter is rotated only in 90 degree increments.
Circular filters remove this data loss from rotation and allow the rotated filters to fit in exactly
the same space without any need for cropping.
To produce circular filters a traditional square filter is used and tuned into a circular filter
by changing weights outside the circular structure to zero. To decide if a weight needs to
be set to zero we calculate the weights distance from the midpoint of the filter and check it
against a threshold for the filter. If the weight is over the threshold then it is set to zero.
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To calculate the threshold we take the size of the smallest dimension of the filter (either
width or height) and apply equation 5.1 where T is our calculated threshold and S represents
the size of the smallest dimension. The smallest dimension is used to ensure the circular filter
has a even height and width in the event of the network being initialised with rectangular
filters. -0.7 is used in the equation to allow for more data to be represented where the edge of
a circular filter is close or touching the square filter edge that bounds the circular filter.
T = (S −0.7)/2 (5.1)
The distance of a weight from the mid point is calculated with equation 5.2. X and Y are
the co-ordinates of the weight in the filter weight matrix, we can see 0.5 is added to these in
the equation as to find the mid-point of the location as if each weight represented a square
in a grid. XMid represents the midpoint of the width of the filter, and YMid represents the
midpoint of the height of the filter. D represents the calculated distance for a weight from the
middle of a filter.
D =
√
((X−0.5)−XMid)2+ ((Y −0.5)−YMid)2 (5.2)
Figure 5.2 shows a representation of a filter that was initialised as a square and was then
cropped into a circle ready for the method of this chapter to be implemented. The filter shown
in the figure is presented as the number eight for easier understanding as usually filters are a
lot smaller and less detailed.
Fig. 5.2 Square to Circular filter conversion
As filters are cropped into circles they may benefit from using slightly larger filter sizes
to their square counterparts due to the loss of the number of weights inside the filter. It is
Some materials have been removed due to 3rd party copyright. The 
unabridged version can be viewed in Lancester Library - Coventry 
University.
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also much easier to rotate larger filters when the rotation increment is small in comparison to
rotating a small filter with a small rotation increment which would be hardly noticeable.
5.1.2 Filter Rotation
Before forwards propagation can proceed filters need to be copied from the base convolutional
layer which is the 0 degree master layer, across to all the parallel layers while at the same
time being rotated.
Figure 5.3 shows an example of an un-rotated filter and what the rotations of that filter
would look like when rotated into their respective parallel layers. As with the previous figure,
this filter is presented as the number eight for easier understanding of the process.
Fig. 5.3 Example rotations of a filter
To rotate a weight to a new position in the filter matrix its current position is taken and
applied to equation 5.3 and 5.4 to find the new set of coordinates for each dimension. In this
equation R represents the degree of rotation as radians. X and Y represent the new location
for the weight, while XPrev and YPrev represent the previous location. XMid represents the
midpoint of the X dimension (width) of the filter, and YMid represents the midpoint of the Y
dimension (height) of the filter.
X = cos(R)∗ (XPrev−XMid)− sin(R)∗ (YPrev−YMid)+XMid (5.3)
Y = sin(R)∗ (XPrev−XMid)+ cos(R)∗ (YPrev−YMid)+YMid (5.4)
Some materials have been removed due to 3rd party copyright. The 
unabridged version can be viewed in Lancester Library - Coventry University.
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The new location that is found for a weight may fall between coordinates in the matrix.
To combat this the weight is split into the 4 coordinates around it based on the distance from
each point. If for example the new X coordinate does not sit between two horizontal points,
then the weight value is split between the two Y dimension coordinates based on the new
positions distance from the two vertical points. If the new position was exactly half way then
the weight would be split equally with half of its value going to the two points. If the new
point was closer to a certain point it will receive a greater part of the weight than the point
furthest from it. If the new coordinates happened to be directly in the middle of 4 coordinates,
then each surrounding coordinate would receive a quarter of the weight value.
As many weights are rotated they may clash into similar surrounding coordinates. Because
of this when the weight is split between the 4 surrounding points it is added to a new weight
matrix along with any value that may already be in the position from rotating other weights
in the filter. This is a similar concept to bi-linear interpolation.
Equation 5.5 shows the first part of the method to split the weight between surrounding
coordinates if the new location happens to sit between points. le f t and right represent the x
axis coordinate of surrounding points, while up and down represent the y axis coordinates of
the surrounding points. The equation shows each direction calculates a weighting based on
how far the new coordinates are from the surrounding points. lw represents the weight given
to points to the left of the new coordinate location, and rw, uw, and dw represent the weight
towards the right, up, and down respectively. ynew and xnew represent the new coordinates
calculated in Equations 5.3 and 5.4.
lw = |right− xnew|2/(|right− xnew|2+ |xnew− le f t|2)
rw = |xnew− le f t|2/(|right− xnew|2+ |xnew− le f t|2)
uw = |ynew−down|2/(|up− ynew|2+ |ynew−down|2)
dw = |up− ynew|2/(|up− ynew|2+ |ynew−down|2)
(5.5)
Equation 5.6 shows the second part of this method for splitting a weight between points.
ul, dl, ur, and dr represent the surrounding coordinates in the top left, bottom left, top right,
and bottom right respectively. The weight being split between the coordinates is multiplied
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by the weighting calculated in Equation 5.5 and added to any existing weight currently in the
coordinates position in the new weight matrix.
ulnew = ulcurrent +uw∗ lw∗weight
dlnew = dlcurrent +dw∗ lw∗weight
urnew = urcurrent +uw∗ rw∗weight
drnew = drcurrent +dw∗ rw∗weight
(5.6)
5.1.3 Forward Propagation and Winner takes all
After the filters are rotated and split across all the parallel layers the network then needs to
run forward propagation. There is no change to the actual forward propagation algorithm of
the convolutional layer, however after forward propagation of each parallel layer the results
need to be combined in a winner takes all fashion.
Each layer outputs a matrix where the second dimension (number of channels) is equal
to that of the number of filters from the weight matrix. Each position of these matrices are
compared with their counterparts and the largest absolute value is then placed into a merged
matrix. For each position in the merged output matrix the winning parallel network is saved
to enable back propagation to the correct winning weights.
Fig. 5.4 Example pooling of layer outputs between parallel layers
Figure 5.4 shows an example of the winner takes all on the output matrix of a single
filter across a number of parallel layers. We can see in this example that layer 3 won for that
particular position in the filter output and had its output moved into the merged output matrix,
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as well as having it marked as the winner in a separate matrix keeping track of winners. If
this step is not performed then it would not be possible to update the correct weight in the
correct filter rotation during back propagation. After these steps are performed the merged
output matrix is passed onto the next layer in the network as if it was the output from 1 single
layer rather that a set of parallel layers.
5.1.4 Backwards Propagation
During the backwards propagation of the layer there are a number of steps that need complet-
ing before and after the back propagation algorithm can be executed. Before the backwards
propagation can happen the deltas that have been passed up from the previous layer in the
back propagation process need to be duplicated for each parallel network. This is not as
simple as a direct duplication for each network as only the winning weight from across the
parallel layers should receive the delta passed back for its position in the filter. Layers that
did not win for a particular output position in the output matrix will instead present a zero as
the diff so that it does not contribute to the weight updates.
Fig. 5.5 Example splitting deltas between parallel layers
Figure 5.5 shows an example of a delta matrix returned for the set of parallel layers on a
singular filter. Using the log of which filter weight won the merging process after forward
propagation the matrix is split into separate delta matrix for each parallel layer. We can see
that the winning layer got the delta for that position, and the remaining layers received a
delta of 0 in that particular position.
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After the deltas have been split the back propagation algorithm can be implemented
for each parallel layer. There is no change to the usual backwards propagation algorithm
employed for convolutional neural networks in this step.
After backwards propagation has been completed the deltas that have come out of the
backwards propagation for the next layer are merged through simple addition. The weight
updates that are calculated but not yet applied at this step then need to be merged before the
weights on the master layer (0 degrees layer) can be updated.
To perform this the weight updates calculated are de-rotated for each layer based on each
layers rotation. The same method as discussed in Section 5.1.2 is used to perform this action
using a degree of rotation that is equal to 360 minus the original degree of rotation. Once all
weight update matrices are back in their original orientation they can be merged and updated
in line with normal weight updates.
5.1.5 Batch Normalisation
After a convolutional layer with parallel layers of tied filters has been implemented there is
the need to regularise the data. This is because the outputs from our combined network are
too large to process further through the network and continue learning.
One solution to this is to use batch normalisation after each convolutional layer to both
normalise and regularise the output of the network. Batch normalisation was discussed in
Section 2.4.4.6, and this method removes the need for dropout to be used with our layers.
The method also reduces the number of iterations that are needed to reach a convergence
point which is a large advantage with this method due to the increased run-time for running
extra iterations as discussed in Section 5.5.3.
5.2 Methodology
This section outlines experiment methods and tables for testing this chapters methods. Each
experiment will be provided with an experiment ID as well as each dataset to allow for easy
referencing between tables.
5.2.1 Research Questions
The following research questions have been developed as part of this chapters research.
• Can Deep Convolutional networks be made rotation invariant
• What effect does the rotation interval have on result accuracy
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5.3 Code Implementation
Part of this chapters contribution is the development of code for this method using the
Caffe [65] machine learning framework. This subsection details the implementation of the
method described in Section 5.1 and details use of the method within the Caffe framework.
A copy of the code for this method can be found on GitHub at the following link https:
//github.com/ejbarrow/Caffe-Rotation_filters. The main files edited for this method are
"conv_layer", "base_conv_layer", and rot_max_layer which can be found in the
"/src/caffe/layers" and "/include/caffe/layers" folders.
Two implementation methods were tried before settling on an implementation. Both
methods produce the same results but go about implementing this chapters method in slightly
different ways. The first implementation tested followed an object orientation structure,
editing the Convolutional Layer in Caffe to provide a Master layer which held a set of master
weights and performed all merging and splitting of data matrices as well as weight updating.
This master layer would then spawn convolutional layers inside itself and pass weights to
each parallel layer contained and give each layer a rotation to use for its weights. The master
layer could call forward and backwards propagation on each parallel layer and easily access
the weights and deltas inside each layer. Figure 5.6 outlines how this would have looked
when visualising the classes on the convolution section of a network.
Fig. 5.6 Object Orientated Implementation
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This design was ultimately replaced with another implementation method which uses
slightly more memory (or the same memory as before if memory is not released between
layers in the previous method) as the previous method but yielded a speed increase of up to
10 times faster. This improved method uses just 1 convolutional layer to represent all the
parallel layers in the parallel convolutional structure. Instead of duplicating filters across
many layers which means each layer needs to run its own forward and backwards propagation
as well as flattening of input data, the method duplicates the rotated filters inside its own
weight structure by adding the duplicated rotated filters as extra filters in the network. On
a 15 degree rotation network this meant that 24 versions of a filter were created, so the
total number of filters in a layer would be equal to the number of rotations to be performed
multiplied by the number of parallel layers which is 360 divided by the rotation interval.
Fig. 5.7 Filter Rotation Structure
Figure 5.7 shows a visualisation of how filters are copied across the structure in groups
and rotated, each group representing a rotation of the original group. A similar action is
performed on the bias vector to duplicate the bias for each new filter that has been duplicated
and rotated. This is also duplicated in groups so that, for example, the first bias in the
vector is duplicated to match with the rotated versions for the filter it represents. As such
the position of a copied bias in the vector (with an index starting at 0) is originalindex +
(numbero f f ilters * copyID), where copyID is the counter for the current copy (i.e. 1 to 23
in a 15 degree interval layer which has 24 versions of each filter).
Forward and backwards propagation can be run on the enlarged structure as if it was a
singular layer. A pooling layer is used to manage the winner takes all pooling for the filters
and to manage the splitting of deltas to be passed into the backwards propagation layer. In
the network configuration the number of filters is defined for the convolutional layer in this
method by multiplying the number of filters we want by the number of rotations.
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5.4 Datasets
A number of different datasets were used for this chapters experiments to allow for observa-
tion between a more uniform dataset and some less uniform natural image datasets. The two
datasets selected for this are the MNIST handwritten digits dataset (Section 4.1.2), and the
CHARS74K natural images of characters and digits dataset (Section 3.1.2).
MNIST has no pre-processing performed on it, however CHARS74K will use the same
dataset pre-processing as found in Section 3.1.2 to remove backgrounds and turn the image
into a basic black and white structure. This will make classification easier and simpler than
using colour images or even grey-scale images.
Each of these datasets will be transformed into 2 separate datasets. The first form of a
dataset will be the dataset in its standard form, while the second form of the dataset will have
the same training images, however the testing set will have random rotations throughout all
the images. This is because of the need to train the network on a uniform or standard dataset
but still be able to recognise rotations when not trained on a rotated set.
The datasets can be defined as follows with a dataset ID to be used in experiment tables:
• MN_NR: MNIST Dataset - Standard Training Set - Standard Test Set
• MN_R: MNIST Dataset - Standard Training Set - Rotated Test Set
• CH_NR : CHARS74K Dataset - Standard Training Set - Standard Test Set
• CH_R : CHARS74K Dataset - Standard Training Set - Rotated Test Set
The MNIST datasets are split into a Test set of 10,000 images and a Training set of
60,000 images. The CHARS74K dataset is split into a Test set of 1000 images and a Training
set of 6,705 images. Figure 5.8 shows the distribution of random rotations across the test
set of MN_R which is our MNIST dataset for testing on rotated images. Figure 5.9 shows the
rotation distribution of random rotations on the test set for dataset CH_R made of CHARS74K
images.
Fig. 5.8 MN_R Test Set Rotation Distribution
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Fig. 5.9 CH_R Test Set Rotation Distribution
A standard neural network may be able to deal with a small amount of rotation within a
couple of degrees of 0 due to some natural small rotations in the un-rotated datasets. After
a certain point in the distribution of rotations it would become too difficult for a standard
network to recognise the rotated images as it will not have been trained with them.
5.5 Experiments
5.5.1 Experiment Architectures
Each dataset pair has its own architecture which is unique to the dataset. The MNIST
architecture is built off of the Caffe example for a convolutional neural network and altered
to fit this method. This has been done as the MNIST example had already been fine-tuned
for optimal results. The Chars74K architecture however is an altered version of the MNIST
architecture, and has been enlarged to deal with larger images and more classes.
αt = αb ∗ (1+gamma∗ t)(−power) (5.7)
Architecture 1 (A_MNIST) is defined for MNIST as shown in figure 5.10. MNIST
experiments use a base learning rate of 0.08 with a momentum of 0.9 and a weight decay of
0.0005. Batch normalisation allows for higher learning rates to be used so that a network may
converge in fewer epochs. Learning rate decay is used with a gamma of 0.0001 and power
of 0.75. Equation 5.7 shows how the learning rate is calculated for each iteration. In this
equation t represents the iteration, α represents the learning rate, and αb represents the base
learning rate. Architecture 1 is based on a Caffe MNIST example network which has already
been tuned to optimum values which will provide a great starting point for the network.
Architecture 2 (A_CHARS) is defined for CHARS74K shown in figure 5.11. CHARS74K
experiments use a smaller base learning rate than MNIST of 0.01 due to the larger network
size and input size. These experiments also use a momentum value of 0.9 and a weight decay
of 0.0005. Learning rate decay is also used with a gamma of 0.0001 and power of 0.75.
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The use of decay in these architectures help to reduce overfitting and getting stuck in
local minima. The use of momentum also helps to prevent the networks getting stuck in local
minima. Learning rate decay also allows for the network to make smaller steps towards the
end of training to help it fine tune the minima that it has found without jumping around either






Fig. 5.10 A_MNIST Network Architecture
Fig. 5.11 A_CHARS Network Architecture
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5.5.2 Experiment list
Table 5.1 shows a list of experiments planned to test this sections method across several
datasets and multiple rotation intervals.
Table 5.1 List of Experiments to be conducted
Experiment ID Architecture ID Dataset ID Rotation Interval
M_NR_BENCH A_MNIST MN_NR 0
M_NR_15 A_MNIST MN_NR 15
M_NR_30 A_MNIST MN_NR 30
M_NR_60 A_MNIST MN_NR 60
M_NR_90 A_MNIST MN_NR 90
M_R_BENCH A_MNIST MN_R 0
M_R_15 A_MNIST MN_R 15
M_R_30 A_MNIST MN_R 30
M_R_60 A_MNIST MN_R 60
M_R_90 A_MNIST MN_R 90
C_NR_BENCH1 A_CHARS CH_NR 0
C_NR_15 A_CHARS CH_NR 15
C_NR_30 A_CHARS CH_NR 30
C_NR_60 A_CHARS CH_NR 60
C_NR_90 A_CHARS CH_NR 90
C_R_BENCH A_CHARS CH_R 0
C_R_15 A_CHARS CH_R 15
C_R_30 A_CHARS CH_R 30
C_R_60 A_CHARS CH_R 60
C_R_90 A_CHARS CH_R 90
5.5.3 Experiment Resources
Due to the nature of the method, a large number of resources are required in comparison
to a traditional convolutional layered network. There is an increase in memory used for
experiments due to the duplication of filters, and this can be expected to be proportionate
to the number of parallel layers/filters are running. There is then the increased CPU/GPU
usage to manage duplicating filters, rotating filters, merging outputs, splitting deltas, merging
weight updates, forward propagating a larger filter matrix, and backwards propagating the




Table 5.2 shows the results of the conducted experiments for each version of the experiment
as well as the average result for each experiment. Results are taken from the max test result
achieved during the training process.
Table 5.2 Experiment Results
Experiment ID V1 V2 V3 V4 V5 Average
M_NR_BENCH 0.9868 0.9906 0.9907 0.9902 0.9881 0.9893
M_NR_15 0.9855 0.9867 0.9852 0.9823 0.9838 0.9847
M_NR_30 0.9857 0.9862 0.9831 0.9859 0.9855 0.9853
M_NR_60 0.9851 0.9866 0.9863 0.9878 0.9862 0.9864
M_NR_90 0.9807 0.9831 0.9834 0.9812 0.9818 0.982
M_R_BENCH 0.4413 0.4416 0.4374 0.4367 0.4419 0.4398
M_R_15 0.961 0.9595 0.9678 0.9616 0.9649 0.963
M_R_30 0.9606 0.9497 0.9582 0.961 0.955 0.957
M_R_60 0.8545 0.8567 0.8385 0.8482 0.8783 0.8552
M_R_90 0.8889 0.8823 0.8934 0.8876 0.8824 0.8869
C_NR_BENCH 0.651 0.645 0.648 0.632 0.637 0.6426
C_NR_15 0.53 0.531 0.54 0.534 0.531 0.5332
C_NR_30 0.527 0.522 0.534 0.531 0.53 0.5288
C_NR_60 0.547 0.552 0.557 0.548 0.575 0.5558
C_NR_90 0.563 0.542 0.552 0.553 0.537 0.5494
C_R_BENCH 0.12 0.116 0.123 0.124 0.13 0.1226
C_R_15 0.486 0.49 0.498 0.48 0.481 0.487
C_R_30 0.41 0.427 0.429 0.448 0.434 0.4296
C_R_60 0.282 0.309 0.293 0.279 0.29 0.2906
C_R_90 0.229 0.234 0.246 0.245 0.238 0.2384
Table 5.3 shows the evaluation table which is a simplified and more condensed version
of the results table. The results show the differences between the benchmark experiments
and the rotation interval experiments. From the table it can be seen that for the non-rotated
datasets the interval networks performed slightly worse (<1%) in the MNIST experiments,
but much worse for the CHARS74K experiments. This could possibly be due to data loss
or blurring during the rotation of the filters, but also due to numbers and characters in the
dataset that look exactly the same in different orientations, such as a 9 and 6, or W and M,
with this problem becoming More apparent with the CHARS74K experiments due to the
increase in the number of classification categories. The benchmark network can deal with
these numbers and letters better as it makes the assumption all inputs are upright, however
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the rotation interval networks do not assume an orientation for the input, and as such with
non-rotated data it performs worse.
However, with the two rotated test datasets for MNIST and CHARS74K it can be seen
that the benchmark does spectacularly worse than the rotation interval network experiments.
This is because a large number of input images are now rotated and the benchmark network
has not learnt representations of the classifiers/filters in different orientations, whereas the
rotation interval networks expect rotation and can apply its classifiers/filters in different
orientations, and as such identify rotated input without the need to have trained on data with
rotations.
Table 5.3 Experiment Evaluation Table
Dataset ID Architecture ID Benchmark 15° 30° 60° 90°
MN_NR A_MNIST 0.9893 0.9847 0.9853 0.9864 0.982
MN_R A_MNIST 0.4398 0.963 0.957 0.8552 0.8869
CH_NR A_CHARS 0.6426 0.5332 0.5288 0.5558 0.5494
CH_R A_CHARS 0.1226 0.487 0.4296 0.2906 0.2384
Rotation interval networks performed worse on the rotated dataset than they performed
on the non-rotated dataset, giving a significant drop in accuracy results, with that accuracy
dropping more for experiments with large rotation intervals. This is likely due to the network
being trained on the non-rotated training set, which means the filter orientations directly
apply to the upright orientations of the non-rotated test set. However with the rotated test set,
a number of images may now sit in between rotation intervals, which is why we can see the
experiments improve on the rotated test set when a smaller rotation interval is applied. This
can be seen clearly in Figures 5.13 and 5.15 where results improve with smaller intervals.
In Table 5.3 the results show that for MNIST where the top rotation interval network (90°)
had 0.007% worse accuracy on the non-rotated test set which could be seen as negligible,
however with the rotated test set the best interval network (15°) achieved an improvement of
52.32% in accuracy accuracy compared to the benchmark network applied to the rotated test
set. The CHARS74K results show that with the non-rotated dataset the top rotation interval
network (60°) was 8.68% worse in test accuracy than the benchmark, however when the
rotated test set comes into play the best interval network (15°) is 36.44% better at accurately
predicting on a rotated test set than the benchmark.
Performing T-Tests on the 15°networks in comparison to their relative benchmarks shows
the results are significant due to their small P-Values. Experiment M_NR_15 gives a P-Value
of 0.006550982, M_R_15 gives a P-Value of 9.054E-10, C_NR_15 gives a P-Value of
4.64841E-06, and C_R_15 gives a P-Value of 8.881E-08.
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Fig. 5.12 MN_NR - Average Test Accuracy for MNIST on a non-rotated test set
Figure 5.12 shows the test set accuracy during training for the non-rotated test set (MN_NR)
for the benchmark and the rotation interval networks. From the figure it can be seen that
the rotation interval networks take longer to converge than the benchmark network as well
as typically performing worse than the benchmark network. Figure 5.13 shows the test set
accuracy for the rotated test set (MN_R) where it can be seen that the rotation interval networks
all out performed the benchmark network. The smaller the rotation interval that was set
for an experiment was, it was found that the experiment accuracy increased. However for
the 60 degree interval network it can be seen performing worse than the 90 degree network.
All intervals smaller than 90 degrees that were tested needed to perform some form of
interpolation, however for the 15 degree and 30 degree intervals the amount of rotations that
needed interpolation was reduced as they contained rotations that fall on 90 degree rotations.
The 60 degree interval has no rotations that sit on a 90 degree rotation, and as such all of the
rotations (except 0°) for the 60 degree interval require interpolation. In this case it could be
considered that the improvement from switching between 90 and 60 degree intervals was
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smaller than the the loss of accuracy from having to do extra interpolation on the 60 degree
interval network.
Fig. 5.13 MN_R - Average Test Accuracy for MNIST on a rotated test set
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Fig. 5.14 CH_NR - Average Test Accuracy for CHARS74K on a non-rotated test set
Figure 5.14 shows a graph of test set accuracy during training for the non-rotated test set.
The graph shows that the benchmark network performed much better for the CHARS74K
dataset than the rotation interval networks. The rotation interval networks are very close to
each other and could be considered almost the same degree of accuracy within the realm
of random initialisation. Figure 5.15 shows much better results for the rotation interval
networks where the benchmark has performed badly in comparison. It can clearly be seen in
the figure that the smaller the rotation interval used the better the networks have performed
on the CHARS74K dataset, with a 15 degree interval topping the graph. Compared to the
MNIST experiments the 60 degree network beat the 90 degree network in the CHARS74K
experiments, which is the opposite case to what happened with the MNIST results. This
could be explained by the larger input images, where smaller incremental values become
more important as an image is enlarged.
The graphs of results presented show the rotation interval networks jump around a lot in
comparison to the benchmark network even though they use the same learning rates. This
could be due to the weight updates in a winner takes all method causing larger updates than
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would usually be seen in a normal convolutional network, and as such may suggest that the
method could benefit from a reduced learning rate compared to the normal convolutional
benchmark counterpart.
Fig. 5.15 CH_R - Average Test Accuracy for CHARS74K on a rotated test set
Figure 5.16 shows a representation of filters from the first convolutional layer in both
the benchmark network and a 15 degree interval network for MNIST. The benchmark filters
can be seen as quite complex compared to the filters of CHARS74K (Figure 5.17) due to
the larger size of filter. The filter representations for the 15 degree interval network are
interesting in comparison to the benchmark network filters, as they seem to use less data to
represent features and patterns as well as seeming more simplistic.
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Fig. 5.16 A representation of the filters in Convolutional Layer 1 (MNIST)
Figure 5.17 shows a representation of filters from the first convolutional layer in both
the benchmark network and a 15 degree interval network for the CHARS74K experiments.
There are some minor differences between the two sets of filters. In the benchmark filters it
can be seen that almost all filters are different, however the 15 degree interval network has
repeated a number of filters, indicating that perhaps a rotation invariant network does not
need as many filters as filter representations that are similar do not need to be learnt if they
are the same in different orientations. Another possibility for the repeated filters could be
because in a 3 by 3 circular filter there are only 5 working pixels, giving a very finite number
of possible filters compared to the benchmark.
Fig. 5.17 A representation of the filters in Convolutional Layer 1 (CHARS74K)
Some materials have been removed due to 3rd party copyright. The unabridged 
version can be viewed in Lancester Library - Coventry University.
Some materials have been removed due to 3rd party copyright. The unabridged 
version can be viewed in Lancester Library - Coventry University.
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5.7 Conclusion
It can be concluded from the results that this method works at producing rotation invariant
convolutional neural networks. Results showed a clear improvement over the benchmark
convolutional network when a rotated test set is used, with an improvement of 52.32% in
accuracy for the MNIST dataset and 36.44% accuracy on the CHARS74K dataset when
comparing the 15 degree network and the benchmark network. On a non-rotated test set the
results came out slightly worse than the benchmark result, but with more refined networks
and datasets (such as MNIST) the loss of accuracy was negligible. This could be due to
a number of factors, from classes that look similar when rotated, to data loss and blurring
during the rotation process. With datasets that were more complex with less refined networks
the advantage of applying the rotation interval networks to rotated data was more apparent.
It was also shown that the accuracy of a network used with a rotated test set increased
as the rotation interval of that network was made smaller, with smaller intervals generally
showing better results than their larger interval counterparts. Further work on the method
could look into using smaller rotation intervals as well as routing networks.
5.8 Pre-Rotation Filter Scaling
This section builds on the work from the previous section by exploring the effect of scaling
filters before and after rotation on network accuracy. The motivation for this is that filters in
some networks can be particularly small which can make them hard to rotate without a loss
of data, so exploring whether scaling a filter up in size before being rotated and then scaling
it back down may be a way to combat any loss or blurring of data during rotation. It would
also be possible to use more complex interpolation methods in an attempt to reduce data loss
from rotation of the filters.
5.8.1 Methodology
To test the method in this section a number of experiments will be conducted using the scaling
method. These experiments will mirror experiments conducted in the begginng of Chapter 5,
as to allow the previous experiments to act as benchmark results for comparison. A reduced
amount of experiments will be run as we have already found that 15 and 30 degrees give the
best results for our networks.
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5.8.1.1 Research Questions
The research question for this section is whether a rotation invariant network can be improved
by scaling filters before and after rotation in an attempt to reduce data loss and or blurring.
5.8.2 Methods
The base methods of this alteration are given in Section 5.1. To build on the base method
the rotation method is altered to allow for scaling before and after rotation. For this thesis a
scaling percentage of double the original size will be used to scale filters for rotation in an
attempt to minimise data loss or blurring. For example a 3 by 3 filter will be scaled to 6 by 6
before rotation, and then scaled back to 3 by 3 after rotation.
To upscale a filter a duplication approach is taken. Each weight is duplicated into a block
of four weights and placed in a new position in the enlarged weight matrix. Figure 5.18
shows an example of this up-scaling process with a 2 by 2 grid, with each colour showing
the duplication and new locations of each weight.
Fig. 5.18 Example Scaling of a 2 by 2 filter to 4 by 4
To downscale a filter after rotation an average pooling approach is taken, with groups
of 4 weights being combined into a singular weight in the smaller weight matrix using an
average of the 4 weights. Figure 5.19 shows an example of this down-scaling process with
coloured cells showing the 4 weights being combined and their result in the smaller matrix.
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Fig. 5.19 Example Down-scaling of a 4 by 4 filter to 2 by 2
5.8.3 Code Implementation
This section builds on the code of the previous sections where the code can be found at the
same GitHub link as detailed in Section 5.3. A flag was added to the convolutional layer
parameter set that allows for scaling of the filters to be switched on and off easily. If switched
on the layer will scale a filter up by 100% before rotating the filters and then downscale back
to the original size.
5.8.4 Experiments
The datasets used for this series of experiments and how they are processed are detailed in
the dataset section of the previous methods section (Section 5.4). With the results of the
previous chapter it is shown that 15 degree and 30 degree networks give the best accuracy
results for the two datasets tested. As these are the best networks this method extension will
run a reduced amount of experiments from the original method for just these two rotations.
This not only helps reduce the amount of experiments that need to be run, but also the amount
of time and resources it takes to run those experiments as discussed in Section 5.5.3. The
experiments can also be run for just the rotated test set as this will likely show more clearly
any improvements if any are to be found.
The same architectures defined in Section 5.5.1 will be used for these experiments with
the only difference being that the filter scaling parameter is switched on for these experiments.
5.8 Pre-Rotation Filter Scaling 105
Table 5.4 List of Experiments to be conducted with Scaled Filters
Experiment ID Architecture ID Dataset ID Rotation Interval
M_R_15_Scale A_MNIST MN_R 15
M_R_30_Scale A_MNIST MN_R 30
C_R_15_Scale A_CHARS CH_R 15
C_R_30_Scale A_CHARS CH_R 30
5.8.5 Results
Table 5.5 shows the results of the conducted experiments for each version of the experiment
as well as the average result for each experiment.
Table 5.5 Experiment Results
Experiment ID V1 V2 V3 V4 V5 Average
M_R_15_Scale 0.9652 0.9601 0.9694 0.9613 0.9547 0.9621
M_R_30_Scale 0.954 0.9583 0.9515 0.9541 0.9548 0.9545
C_R_15_Scale 0.443 0.469 0.427 0.447 0.458 0.4488
C_R_30_Scale 0.394 0.382 0.411 0.395 0.389 0.3942
Table 5.6 shows the evaluation table which is a simplified and more condensed version of
the results table. In the table we can see results for the different datasets against the different
rotation intervals and benchmark. The benchmarks are copied from the related experiments
in Section 5.6 for easier side by side comparison.
Table 5.6 Experiment Evaluation Table
Dataset ID Architecture ID 15°Benchmark 15° 30°Benchmark 30°
MN_R A_MNIST 0.963 0.9621 0.957 0.9545
CH_R A_CHARS 0.487 0.4488 0.4296 0.3942
Examining the results of the MNIST experiments it can be seen that the 15 and 30 degree
networks using the scaling method had a very similar but slightly worse average accuracy
than the benchmark network. Figure 5.20 shows a graph of test set result accuracy during
training, where it can be seen that results between the benchmarks and their relative scaling
method networks were very close for the whole training period.
Examining results of the CHARS74K experiments show that for a 15 degree interval the
scaling method produced an average result with 03.82% worse accuracy than the benchmark
15 degree network not using the method. The results also show an average drop of 03.54%
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Fig. 5.20 MNIST Results Graph - Scale experiments
accuracy on the 30 degree interval networks. Figure 5.21 shows the test set accuracy during
training. These results show a clearer distinction between the benchmark and the scale
method networks compared to the MNIST experiments, possibly due to the extra complexity
of the network and problem compared to the uniform and refined MNIST experiments.
Considering the results of both the MNIST and CHARS74K experiments it can be
seen that the scaling method presented in this chapter is not useful in attempts to improve
accuracy and reduce data loss/blurring during the rotation stage of the rotation invariant
convolutional network. A possible cause for the results performing slightly worse than the
benchmarks could show that the method is causing loss or blurring of more data than the
rotation method created standalone. The extra data blurring and loss would likely be caused
by the interpolation method (average pooling) used to scale down a filter.
5.8.6 Conclusion
To conclude, it has been found that the scaling method presented in this chapter produced
worse results than benchmark methods. The method attempted to reduce data loss and
blurring during the interpolation of filters during rotation, however the method produced
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Fig. 5.21 CHARS74K Results Graph - Scale experiments
more data loss and blurring possibly due to the use of average pooling during filter down-
scaling. On average it was found that results had a 0.17% less accuracy when applied to the
MNIST dataset and a 3.68% worse accuracy applied to the CHARS74K dataset. Further work
could be performed to attempt different and more accurate interpolation methods for this
scaling method, however it could also be found that improving the original rotation method





This thesis has discovered and evaluated a number of methods for deep learning which either
improve the performance of deep learning itself or add rotation invariance to a network. In
Chapter 3 dropout was discussed as a way to improve deep network performance and was
further improved through the use of selective dropout as discussed in Chapter 4. Chapter
5 looked at creating a rotation invariant convolutional neural network which Chapter 5.8
attempted to build upon to further increase that performance.
The objectives discussed in Section 1.1.3 have been met by this thesis. This thesis has
looked at how rotation effects the results of deep learning methods and has created a method
for solving rotation invariance by improving upon the convolutional neural network method.
This thesis also improved on the Dropout method with the use of selective dropout which
could be used for improving results of deep neural networks.
Chapter 3 looked at the use of dropout with deep neural networks. Three research
questions were asked in this chapter, all of which were answered though the chapters
experiments. It was shown that dropout increased results for natural character recognition
against a benchmark, that the dropout method can improve results even more with an extended
training time, and that the the network architecture size did not improve or decrease the
effectiveness of the dropout method.
In Chapter 4 It was found that the dropout methodology used to reduce overfitting in
deep neural networks could be improved by selectively choosing neurons to be switched off
during training rather than randomly dropping neurons as is typical with traditional uniform
dropout. It was also found that providing a bad method for selecting neurons for dropping
can dramatically reduce the accuracy of a neural network. The best of the methods tested for
selective dropout was to give high drop probability to neurons with a small output variance
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giving an average improvement of 1.17%. This answered the sections research questions
of whether dropout could be improved by selectively choosing drop neurons, as well as
choosing which method would be best to choose those neurons.
For introducing rotation invariance into a convolutional network it was found in Chapter
5 that rotation interval convolutional layers could be used to allow filters in a convolutional
layer to become co-variant to rotation and the network as a whole to become approximately
invariant when these rotation interval convolutional layers were paired with a rotation interval
fully connected layer. The method dramatically improved results on rotated data, however saw
slightly worse results when purely upright data was presented in comparison to a benchmark
network trained to only recognise upright images. A number of reasons for this reduction in
accuracy could be put down to data loss or blurring in the rotation algorithm, or to classifiers
that are the same when orientations are removed (such as the letters W and M). These results
answered the research question of whether a deep convolutional network could be made
rotation invariant.
The last research question of Chapter 5 looked at whether the rotation interval had an
effect on the accuracy of the network results. It was found that the level of invariance obtained
by a network was related to the rotation interval selected for a network, with a network having
a higher level of invariance, and an higher accuracy on rotated data, when a smaller rotation
interval is set, improving result accuracy with a smaller interval. An attempt to improve on
these results was made using a scaling method before and after filter rotation to reduce data
loss and blurring, however it was found that this caused more data blurring or loss and led to
worse results than not using the scaling method.
The results of this thesis are most useful for not only improving existing models using
the traditional dropout method, but for helping models identifying objects in images that are
often rotated or have no rotation orientation in the image, such as top down photography or
space imagery. The methods presented would reduce the need to train neural network models
on large datasets with artificial rotations permutated into them.
6.2 Future Work
6.2.1 Scale Invariant Convolutional Neural Networks
Using the ideas from Rotational Filters in Convolutional Neural Networks (Chapter 5) it
would theoretically be possible to create a scale invariant network in a similar manner by
scaling copies of filters to allow it to detect features at different sizes. The filters outputs can
then be scaled back and pooled to create a single filter output.
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While an interesting idea it would be slightly more difficult to implement than rotation
due to the varying sizes in filters, and it would be an unwise idea currently to combine this
method with rotation invariance at the same time, as for every filter scale performed there
would need to be a set of rotations. Meaning for N filters we would need NxRxS filters in
the whole layer, where R represents the number of rotations tested, and S representing the
number of scales to be tested. This while not impossible, would take a lot of processing
power and extend the time it takes to train as well as use the network, though as computers
become more powerful could be a possible way of combining invariant networks.
6.2.2 Selective Dropout for Weights
The dropout methodology has been applied to weights for neurons in a layer, whereby a
percentage of weights are dropped from each neuron instead of switching of an entire neuron
[135]. The authors of this method call it Drop Connect. It would theoretically be possible to
implement a form of selective dropout (Chapter 4) with weights.
Not all selective methods applied in this thesis would be suitable for ranking individual
weights, such as output variance as this is a product found from all weights attached to a
node. It should be possible to implement the weight change method with individual weights
as the method for whole neurons uses an average of the statistic for all its connected weights.
It could also be possible to implement the average weight method by giving a higher drop
percentage to weights with a small or large value.
6.2.3 Rotation Interpolation
Results in Chapter 5 showed great improvements in accuracy for rotated data in comparison
to accuracy of networks not using the rotation interval method. However in cases of upright
data the rotation interval networks were out performed by their traditional convolutional
network counterparts. A possible improvement to this method could be to examine different
methods of rotation interpolation beyond the scaling method attempted in Chapter 5.8.
6.2.4 Routing Networks
Results in Chapter 5 showed that on non-rotated data the best network to use was a benchmark
network set up not to recognise rotations in images. However this is not useful for datasets
that contain images in a variety of orientations. A possible research avenue to further this
work could be to look into the use of a router network that identifies if an image is rotated
and pass it to the applicable network based on the orientation found. This could however
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be quite difficult and would require training for each dataset used, as well as being counter
productive if the network can identify a rotation degree as it would be simpler to then correct
the image rotation before passing it to a network.
6.2.5 Galaxy Images
One of the benefits discussed in Chapter 5 was the ability to work with images that contain
no default orientation. As such, an application of the method to galaxy images (such as the
Galaxy zoo dataset [87]) would be a interesting extension of current work due to the nature
of orientation in space.
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The use of Deep Learning in the Invariance problems associated 
with Object Recognition 
 
 
Record of Approval 
Principal Investigator 
 
I request an ethics peer review and confirm that I have answered all relevant 
questions in this checklist honestly. X 
I confirm that I will carry out the project in the ways described in this checklist.  I will 
immediately suspend research and request new ethical approval if the project 
subsequently changes the information I have given in this checklist. 
X 
I confirm that I, and all members of my research team (if any), have read and agreed 
to abide by the Code of Research Ethics issued by the relevant national learned 
society. 
X 
I confirm that I, and all members of my research team (if any), have read and agreed 
to abide by the University’s Research Ethics, Governance and Integrity Framework. X 
 
Name: Erik Barrow ...................................................................................................................... 
Date: 17/08/2017 ........................................................ 
 
 
Student’s Supervisor (if applicable) 
I have read this checklist and confirm that it covers all the ethical issues raised by this project 
fully and frankly.  I also confirm that these issues have been discussed with the student and 
will continue to be reviewed in the course of supervision.  
Name: Mark Eastwood ................................................................................................................ 
Date: 23/08/2017 ........................................................ 
 
 
Reviewer (if applicable) 
Date of approval by anonymous reviewer: 11/09/2017   
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Project Ref P60985 
Full name Erik Barrow 
Faculty Faculty of Engineering, Environment and Computing 
Department Computing & The Digital Environment 
Supervisor Mark Eastwood 
Module Code ECCOM 
EFAAF Number  
Project title The use of Deep Learning in the Invariance problems associated 
with Object Recognition 
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This project will look at current methods of object recognition with neural networks and 
current advancements in dealing with variance in images. The project will then look to build 
on and/or develop new methods to help with combating issues associated with variance in 
images. 
 
Names of Co-Investigators and their 
organisational affiliation (place of 
study/employer) 
 
Is the project self-funded? NO 
Who is funding the project?  
Has the funding been confirmed? NO 
Are you required to use a Professional 
Code of Ethical Practice appropriate to 
your discipline? 
NO 
Have you read the Code? NO 
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Project Details 
 
What is the purpose of the project? The purpose of the project is to develop a 
new method for deep learning as part of 
artificial neural networks. This new 
method should attempt to solve the 
problem of object variance in image 
recognition by creating an invariant 
function.  
What are the planned or desired outcomes? The desired outcome is a method that can 
create invariantly recognise images with 
rotation variance introduced into the 
image. This will improve image 
recognition in applications that expect a 
large amount of rotation variance.  
Explain your research design The research is Quantitative. Experiments 
will be conducted on pre-made data sets 
widely used in the research field of image 
recognition. Results will be compared to a 
benchmark neural network that does not 
use the new method. This is a direct 
comparison between accuracy rates of the 
network.  
Outline the principal methods you will use Research is conducted using machine 
learning methods on readily available 
image datasets provided for research 
purposes. This type of research does not 
involve any questionnaires or human 
participants. Open source software widely 
used by researchers will be used to 
conduct experiments and typical machine 
learning conference papers and journals 
provide a source of background 
information for the project.  
Are you proposing to use an external research instrument, validated scale or follow 
a published research method? 
NO 
If yes, please give details of what you are using  
Will your research involve consulting individuals who support, or literature, 
websites or similar material which advocates, any of the following: terrorism, armed 
struggles, or political, religious or other forms of activism considered illegal under 
UK law? 
NO 
Are you dealing with Secondary Data? (e.g. sourcing info from websites, historical 
documents) 
YES 
Are you dealing with Primary Data involving people? (e.g. interviews, 
questionnaires, observations) 
NO 
Are you dealing with personal or sensitive data? NO 
Is the project solely desk based? (e.g. involving no laboratory, workshop or off-
campus work or other activities which pose significant risks to researchers or 
YES 
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participants) 
Are there any other ethical issues or risks of harm raised by the study that have not 
been covered by previous questions? 
NO 
If yes, please give further details  
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External Ethical Review 
 
Question Yes No 
1 Will this study be submitted for ethical review to an external 
organisation? 
(e.g. Another University, Social Care, National Health Service, Ministry 
of Defence, Police Service and Probation Office) 
 X 
 If YES, name of external organisation  
2 Will this study be reviewed using the IRAS system?  X 
3 Has this study previously been reviewed by an external organisation?  X 
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Risk of harm, potential harm and disclosure of harm 
 
Question Yes No 
1 Is there any significant risk that the study may lead to physical harm to 
participants or researchers? 
 X 
 If YES, please explain how you will take 
steps to reduce or address those risks 
 
2 Is there any significant risk that the study may lead to psychological or 
emotional distress to participants? 
 X 
 If YES, please explain how you will take 
steps to reduce or address those risks 
 
3 Is there any risk that the study may lead to psychological or emotional 
distress to researchers? 
 X 
 If YES, please explain how you will take 
steps to reduce or address those risks 
 
4 Is there any risk that your study may lead or result in harm to the 
reputation of participants, researchers, or their employees, or any 
associated persons or organisations? 
 X 
 If YES, please explain how you will take 
steps to reduce or address those risks 
 
5 Is there a risk that the study will lead to participants to disclose 
evidence of previous criminal offences, or their intention to commit 
criminal offences? 
 X 
 If YES, please explain how you will take 
steps to reduce or address those risks 
 
6 Is there a risk that the study will lead participants to disclose evidence 
that children or vulnerable adults are being harmed, or at risk or 
harm? 
 X 
 If YES, please explain how you will take 
steps to reduce or address those risks 
 
7 Is there a risk that the study will lead participants to disclose evidence 
of serious risk of other types of harm? 
 X 
 If YES, please explain how you will take 
steps to reduce or address those risks 
 
8 Are you aware of the CU Disclosure protocol? X  
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Online and Internet Research 
 
Question Yes No 
1 Will any part of your study involve collecting data by means of 
electronic media (e.g. the Internet, e-mail, Facebook, Twitter, online 
forums, etc)? 
 X 
 If YES, please explain how you will obtain 
permission to collect data by this means 
 
2 Is there a possibility that the study will encourage children under 18 to 
access inappropriate websites, or correspond with people who pose 
risk of harm? 
 X 
 If YES, please explain further  
3 Will the study incur any other risks that arise specifically from the use 
of electronic media? 
 X 
 If YES, please explain further  
4 Will you be using survey collection software (e.g. BoS, Filemaker)?  X 
 If YES, please explain which software  
5 Have you taken necessary precautions for secure data management, 
in accordance with data protection and CU Policy? 
X  
 If NO please explain why not  
 If YES Specify location where data will 
be stored 
Experiments contain no personal data that 
requires data protection and only uses 
readily available public research datasets.  
  Planned disposal date 30/09/2018 
  If the research is funded by an external organisation, are 
there any requirements for storage and disposal? 
 X 
  If YES, please specify details  
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This is a very low risk project which uses only publicly available 
data, and no personal data is involved. 
 
All work is desk/computer-based. 
Mark Eastwood 
23/08/2017 09:10 PM 
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The use of Deep Learning in the Invariance problems associated 
with Object Recognition 
 
 
Record of Approval 
Principal Investigator 
 
I request an ethics peer review and confirm that I have answered all relevant 
questions in this checklist honestly. X 
I confirm that I will carry out the project in the ways described in this checklist.  I will 
immediately suspend research and request new ethical approval if the project 
subsequently changes the information I have given in this checklist. 
X 
I confirm that I, and all members of my research team (if any), have read and agreed 
to abide by the Code of Research Ethics issued by the relevant national learned 
society. 
X 
I confirm that I, and all members of my research team (if any), have read and agreed 
to abide by the University’s Research Ethics, Governance and Integrity Framework. X 
 
Name: Erik Barrow ...................................................................................................................... 
Date: 04/09/2017 ........................................................ 
 
 
Student’s Supervisor (if applicable) 
I have read this checklist and confirm that it covers all the ethical issues raised by this project 
fully and frankly.  I also confirm that these issues have been discussed with the student and 
will continue to be reviewed in the course of supervision.  
Name: Mark Eastwood ................................................................................................................ 
Date: 06/09/2017 ........................................................ 
 
 
Reviewer (if applicable) 
Date of approval by anonymous reviewer: 11/09/2017   
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This project will look at current methods of object recognition with neural networks and 
current advancements in dealing with variance in images. The project will then look to build 
on and/or develop new methods to help with combating issues associated with variance in 
images. 
 
Names of Co-Investigators and their 
organisational affiliation (place of 
study/employer) 
 
Is the project self-funded? NO 
Who is funding the project?  
Has the funding been confirmed? NO 
Are you required to use a Professional 
Code of Ethical Practice appropriate to 
your discipline? 
NO 
Have you read the Code? NO 
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Project Details 
 
What is the purpose of the project? The purpose of the project is to develop a 
new method for deep learning as part of 
artificial neural networks. This new 
method should attempt to solve the 
problem of object variance in image 
recognition by creating an invariant 
function. 
What are the planned or desired outcomes? The desired outcome is a method that can 
create invariantly recognise images with 
rotation variance introduced into the 
image. This will improve image 
recognition in applications that expect a 
large amount of rotation variance. 
Explain your research design The research is Quantitative. Experiments 
will be conducted on pre-made data sets 
widely used in the research field of image 
recognition. Results will be compared to a 
benchmark neural network that does not 
use the new method. This is a direct 
comparison between accuracy rates of the 
network. 
Outline the principal methods you will use Research is conducted using machine 
learning methods on readily available 
image datasets provided for research 
purposes. This type of research does not 
involve any questionnaires or human 
participants. Open source software widely 
used by researchers will be used to 
conduct experiments and typical machine 
learning conference papers and journals 
provide a source of background 
information for the project. 
Are you proposing to use an external research instrument, validated scale or follow 
a published research method? 
NO 
If yes, please give details of what you are using  
Will your research involve consulting individuals who support, or literature, 
websites or similar material which advocates, any of the following: terrorism, armed 
struggles, or political, religious or other forms of activism considered illegal under 
UK law? 
NO 
Are you dealing with Secondary Data? (e.g. sourcing info from websites, historical 
documents) 
YES 
Are you dealing with Primary Data involving people? (e.g. interviews, 
questionnaires, observations) 
NO 
Are you dealing with personal or sensitive data? NO 
Is the project solely desk based? (e.g. involving no laboratory, workshop or off-
campus work or other activities which pose significant risks to researchers or 
YES 
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participants) 
Are there any other ethical issues or risks of harm raised by the study that have not 
been covered by previous questions? 
NO 
If yes, please give further details  
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External Ethical Review 
 
Question Yes No 
1 Will this study be submitted for ethical review to an external 
organisation? 
(e.g. Another University, Social Care, National Health Service, Ministry 
of Defence, Police Service and Probation Office) 
 X 
 If YES, name of external organisation  
2 Will this study be reviewed using the IRAS system?  X 
3 Has this study previously been reviewed by an external organisation?  X 
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Risk of harm, potential harm and disclosure of harm 
 
Question Yes No 
1 Is there any significant risk that the study may lead to physical harm to 
participants or researchers? 
 X 
 If YES, please explain how you will take 
steps to reduce or address those risks 
 
2 Is there any significant risk that the study may lead to psychological or 
emotional distress to participants? 
 X 
 If YES, please explain how you will take 
steps to reduce or address those risks 
 
3 Is there any risk that the study may lead to psychological or emotional 
distress to researchers? 
 X 
 If YES, please explain how you will take 
steps to reduce or address those risks 
 
4 Is there any risk that your study may lead or result in harm to the 
reputation of participants, researchers, or their employees, or any 
associated persons or organisations? 
 X 
 If YES, please explain how you will take 
steps to reduce or address those risks 
 
5 Is there a risk that the study will lead to participants to disclose 
evidence of previous criminal offences, or their intention to commit 
criminal offences? 
 X 
 If YES, please explain how you will take 
steps to reduce or address those risks 
 
6 Is there a risk that the study will lead participants to disclose evidence 
that children or vulnerable adults are being harmed, or at risk or 
harm? 
 X 
 If YES, please explain how you will take 
steps to reduce or address those risks 
 
7 Is there a risk that the study will lead participants to disclose evidence 
of serious risk of other types of harm? 
 X 
 If YES, please explain how you will take 
steps to reduce or address those risks 
 
8 Are you aware of the CU Disclosure protocol? X  
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Online and Internet Research 
 
Question Yes No 
1 Will any part of your study involve collecting data by means of 
electronic media (e.g. the Internet, e-mail, Facebook, Twitter, online 
forums, etc)? 
 X 
 If YES, please explain how you will obtain 
permission to collect data by this means 
 
2 Is there a possibility that the study will encourage children under 18 to 
access inappropriate websites, or correspond with people who pose 
risk of harm? 
 X 
 If YES, please explain further  
3 Will the study incur any other risks that arise specifically from the use 
of electronic media? 
 X 
 If YES, please explain further  
4 Will you be using survey collection software (e.g. BoS, Filemaker)?  X 
 If YES, please explain which software  
5 Have you taken necessary precautions for secure data management, 
in accordance with data protection and CU Policy? 
X  
 If NO please explain why not  
 If YES Specify location where data will 
be stored 
Experiments contain no personal data that 
requires data protection and only uses 
readily available public research datasets. 
  Planned disposal date 30/09/2018 
  If the research is funded by an external organisation, are 
there any requirements for storage and disposal? 
 X 
  If YES, please specify details  
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