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Abstract
Abstract interpretation is a method to automatically find invari-
ants of programs or pieces of code whose semantics is given via
least fixed-points. Up-to techniques have been introduced as en-
hancements of coinduction, an abstract principle to prove proper-
ties expressed via greatest fixed-points.
While abstract interpretation is always sound by definition, the
soundness of up-to techniques needs some ingenuity to be proven.
For completeness, the setting is switched: up-to techniques are al-
ways complete, while abstract domains are not.
In this work we show that, under reasonable assumptions, there
is an evident connection between sound up-to techniques and com-
plete abstract domains.
Keywords abstract interpretation, complete abstract domains, coin-
duction up-to, sound up-to techniques, cross-fertilization
1 Introduction
Abstract interpretation [7] is a general method for approximating
invariants of dynamic systems. The key idea is that the analysis, or
the possibility of proving invariance properties of a system, can be
reduced to compute an approximate semantics of the system under
inspection. Any monotone function b on a monotone latticeC can
be approximated in a sound way by a function b on an smaller
lattice A and an approximate invariant can be always obtained
by computing the least fixed point of b. Instances of abstract in-
terpretation include sound-by-construction methodologies for the
design of static program analyses, type analysis [5], and model
checkers [10]. Examples of successful industrialisation cases of ab-
stract interpretation in the context of program analysis areAstrée
[11], a static program analyser aiming at proving the absence of
run-time errors in industrial-size safety-critical C programs, Julia,
for the analysis of Java and Android code for web applications,
Clousot, developed at Microsoft Research [15] for statically check-
ing Code Contracts in .Net, Infer and Zoncolan, at Facebook Inc.
for scalable information-flow analysis [25].
One of themain limitation of abstract interpretation is complete-
ness: the least fixed point of the approximate b is not always a
faithful representation of the one ofb , hence the latter could satisfy
some properties not satisfied by the former. Computing onA rather
than on C can thus lead to false alarms. Completeness should be
intended as absence of false alarms.
∗Partially supported by AFOSR.
†Partially supported by AFOSR.
This was first observed by Cousot and Cousot [9], where they
also show a strategy to prove completeness of abstract domains:
one can more easily prove a sufficient condition, that we call here
full completeness, but that is known under difference names, like
backward completeness [17] or (stepwise) completeness [18]. In-
terestingly enough, Giacobazzi et al. [18] observed that both com-
pleteness and full completeness can be regarded not as a property
of b, but rather of b and A. A symmetric condition, called forward
completeness, was later introduced in [17] and used for an efficient
simulation equivalence algorithm [34]. The key insight here is that
when b is a left adjoint, then full completeness coincides with for-
ward completeness of its right adjoint.
The rationale behind coinductive up-to techniques is apparently
dual. Suppose we have a characterisation of an object of interest as
a greatest fixed-point of some function. For instance, behavioural
equivalence in CCS [24] is the greatest fixed-point of a monotone
functionb on the lattice of relations, describing the standard bisim-
ulation game. This means that to prove two CCS terms equivalent,
it suffices to exhibit a relation R that relates them, and which is a
b-simulation, i.e., R ⊆ b(R).
Alternatively, one can look for a relationRwhich is ab-simulation
up to some function a, i.e., R ⊆ b(a(R)). However, not every func-
tion a can safely be used: a should be sound for b , meaning that
any b-simulation up to a should be contained in a b-simulation. A
similar phenomemon occurs in abstract interpretation where not
all abstract domains are complete.
Since their introduction [24], coinduction up-to techniqueswere
proved useful, if not essential, in numerous proofs about concur-
rent systems (see [31] for a list of references); it has been used to ob-
tain decidability results [4], andmore recently to improve standard
automata algorithms [3]. It is worth tomake clear at this point that,
while abstract interpretation was originally intended as a fully au-
tomated approach to program analysis, coinduction up-to has al-
ways been seen as a proof principle: this explains the increasing
spread of up to techniques amongst proof assistants (see e.g. [13]).
Since proving soundness of these techniques is rather compli-
cated and error prone – a famous example of an unsound technique
is that of weak bisimulation up to weak bisimilarity – Sangiorgi in-
troduced the sufficient condition of respectfulness [35]. This was
later refined by Pous with the notion of compatibility [28, 31].
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In this paper we relate abstract interpretation with coinduction
up-to. Our key observation (Remark 5.5) is that the notions of for-
ward completeness and compatibility coincide. Using the key in-
sight of Giacobazzi et al. [18] saying that when b is a left adjoint,
full completeness of b coincides with compatibility of its right ad-
joint, we prove that the same abstraction can play the role of a
complete abstract domain for abstract interpretation and a sound
up-to technique for coinduction.
As a noteworthy example of this correspondence, we show in
this paper an abstract-interpretation based analysis of the well-
known Hopcroft and Karp’s algorithm [1, 20] for checking lan-
guage equivalence of deterministic automata. In this case the opti-
misation allowing the reduction of the state space, which is known
from up-to techniques can also be derived by abstract interpreta-
tion.
Finally the connection between complete abstract interpreta-
tions and sound up-to techniques allows some technology transfer.
As a proof of concept, we introduce in abstract interpretation the
notion of companion, already known in coinduction up-to, that
provides a way to simplify the checking of completeness for a
generic abstraction. This also leads to the definition of a new and
weaker notion of completeness for abstract interpretation which is
local but sufficient to prove the absence of false alarms in program
analysis.
2 Preliminaries and notation
We use (L,⊑), (L1, ⊑1), (L2, ⊑2) to range over complete lattices and
x,y,z to range over their elements. We omit the ordering ⊑ when-
ever unnecessary. As usual
⊔
and
d
denote least upper bound and
greatest lower bound, ⊔ and ⊓ denote join and meet, ⊤ and ⊥ top
and bottom.
Hereafter we always consider monotone maps so we will of-
ten omit to specify that they are monotone. Monotone maps form
a complete lattice with their natural point-wise order: whenever
f ,д : L1 → L2 then f ⊑ д iff for any x ∈ L1: f (x) ⊑2 д(x). Obvi-
ously, the identity id : L → L and the composition f ◦ д : L1 → L3
of twomonotone maps д : L1 → L2 and f : L2 → L3 are monotone.
Given a monotone map f : L → L, x ∈ L is said to be a post-
fixed point1 iff x ⊑ f (x) and a pre-fixed point iff f (x) ⊑ x . A fixed
point iff x = f (x). Pre, post and fixed points form complete lattices,
denoted by Pre(f ), Post(f ) and Fix(f ), respectively. We write µ f
and ν f for the least and greatest fixed-point.
For a map f : L → L, we inductively define f 0 = id and f n+1 =
f ◦ f n . We fix f ↑ =
⊔
i ∈N f
i and f ↓ =
d
i ∈N f
i . A monotonemap
f : L → L is an up-closure operator if x ⊑ f (x) and f f (x) ⊑ f (x).
It is a down-closure operator if f (x) ⊑ x and f (x) ⊑ f f (x). For any
f , f ↑ is an up-closure and f ↓ is a down-closure [8].
Given l : L1 → L2 and r : L2 → L1, we say that l is the left
adjoint of r , or equivalently that r is the right adjoint of l , written
(L1, ⊑1) −−−→←−−−
l
r
(L2,⊑2), exactly when we have l(x) ⊑2 y iff x ⊑1
r (y) for all x ∈ L1 and y ∈ L2. Moreover, r ◦ l is an up-closure
operator and l ◦ r a down-closure operator. When l ◦ r = id
we say that l , r form a Galois insertion (GI), hereafter denoted as
(L1, ⊑1) −−−→−←−−−−
l
r
(L2, ⊑2). Closure operators and Galois insertions
are bijective correspondence: given an up-closure operator f : L →
1It is also common to find in literature the reversed definitions of post and pre-fixed
point. Here we adopted the terminology of Davey and Priestley [14].
L, the functions l : L → Pre(f ), defined as l(x) =
d
{y | x ⊑ y ⊒
f (y)} is the left adjoint of r : Pre(f ) → L, defined as r (x) = x .
For a monotone map b : L → L on a complete lattice L, the
Knaster-Tarski fixed-point theorem characterises µb as the least
upper bound of all pre-fixed points ofb and νb as the greatest lower
bound of all its post-fixed points:
µb =
l
{x | b(x) ⊑ x} νb =
⊔
{x | x ⊑ b(x)} .
This immediately leads to the induction and coinduction proof prin-
ciples, illustrated below, on the left and on the right, respectively
[26].
∃x, b(x) ⊑ x ⊑ f
µb ⊑ f
∃x, i ⊑ x ⊑ b(x)
i ⊑ νb
(1)
Another fixed-point theorem, usually attributed to Kleene, plays
an important role in our exposition. It characterises µb and νb as
the least upper bound, respectively the greatest lower bound, of
the chains
⊥ ⊑ b(⊥) ⊑ bb(⊥) ⊑ . . . ⊤ ⊒ b(⊤) ⊒ bb(⊤) ⊒ . . . (2)
In short,
µb =
⊔
i ∈N
bi (⊥) νb =
l
i ∈N
bi (⊤)
The assumptions are stronger than for Knaster-Tarski: for the left-
most statement, it requires the map b to be Scott-continuous (i.e..,
it preserves
⊔
of directed chains) and, for the rightmost Scott-
cocontinuous (similar but for
d
). Observe that every left adjoint
is continuous (it preserves aribtrary
⊔
) and every right adjoint is
cocontinuous.
Coinduction up-to can be thought as an optimisation of the prin-
ciple in (1), right. Abstract interpretation as an optimisation of the
chain in (2), left. In both cases, the optimisation is given by an up-
closure.
3 Coinduction up-to
In order to motivate up-to techniques we illustrate how coinduc-
tion can be exploited to check language equivalence of automata.
3.1 Coinduction for Deterministic Automata
A deterministic automaton on the alphabet A is a triple (X ,o, t),
where X is a set of states, o : X → 2 = {0, 1} is the output function,
determining if a state x is final (o(x) = 1) or not (o(x) = 0) and
t : X → XA is the transition function which returns the next state,
for each letter a ∈ A.
Every automaton (X ,o, t) induces a function J−K : X → 2A∗ de-
fined for all x ∈ X , a ∈ A and w ∈ A∗ as JxK(ε) = o(x) and
JxK(aw) = Jt(x)(a)K(w). Two states x,y ∈ X are said to be lan-
guage equivalent, in symbols x ∼ y, iff JxK = JyK. Alternatively,
language equivalence can be defined coinductively as the greatest
fixed-point of a map b on RelX , the lattice of relations over X . For
all R ⊆ X 2, b : RelX → RelX is defined as
b(R) = {(x,y) | o(x) = o(y) and,
for all a ∈ A, (t(x)(a), t(y)(a)) ∈ R} . (3)
Indeed, one can check that b is monotone and that νb = ∼.
Thanks to this characterisation, one can prove x ∼ y by mean of
the coinduction proof principle illustrated in (1). To this end, one
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Naive (x1,x2)
(1) R := ∅; todo := ∅
(2) insert (x1,x2) into todo
(3) while todo is not empty do
(3.1) extract (x ′1,x
′
2) from todo
(3.2) if (x ′1,x
′
2) ∈ R then goto (3)
(3.3) if o(x ′1) , o(x
′
2) then return f alse
(3.4) for all a ∈ A,
insert (t(x ′1)(a), t(x
′
2)(a)) into todo
(3.5) insert (x ′1,x
′
2) into R
(4) return true
Figure 1.Naive algorithm checking language equivalence of states
x1,x2 ∈ X for a deterministic automaton (X ,o, t).
provides a relation R that is a b-simulation: a post fixed-point of b .
Besides being a b-simulation, R must satisfy {(x,y)} ⊆ R.
For an example, consider the following deterministic automa-
ton, where final states are over lined and the transition function is
represented by labeled arrows. The relation consisting of dashed
and dotted lines is a b-simulation showing that x ∼ u .
x
a,b
//
✤
✤
✤
✤
✤ y
a,b
//
✤
✤
✤
z a,bcc
✤
✤
✤
✉
✉
✉
✉
✉
✉
v
a,b
))
w
a,b
oo
u
a 44❤❤❤❤❤❤❤❤❤ b
77
(4)
Figure 1 illustrates an algorithm, called Naive, that takes in in-
put a deterministic automaton (X ,o, t) and a pair of states (x1, x2).
It attempts to build a bisimulation R containing (x1,x2): if it suc-
ceeds, then x1 ∼ x2 and returns true, otherwise returns false.
The worst case complexity of the algorithm Naive is linear in
the size of the computed bisimulation R. Therefore, it is quadratic
with respect to the number of states in X . An optimised version of
Naive, the well known Hopcroft and Karp algorithm [1, 20], can
be given by means of up-to techniques.
3.2 Up-to techniques
Coinduction allows to prove i ⊑ νb for a given map b : C → C on
a complete lattice C and some i ∈ C . Up-to techniques have been
introduced by Milner [24] as an enhancement for coinduction. In
a nutshell, an up-to technique is a monotone map a : C → C . A
b-simulation up to a is a post-fixed point of ba, that is an x such
that x ⊑ ba(x). An up-to technique a is said to be sound w.r.t. b
(or b-sound, for short) if the following coinduction up to principle
holds.
∃x, i ⊑ x ⊑ ba(x)
i ⊑ νb
(5)
An equivalent formulation can be given as follows.
Lemma 3.1. a is b-sound iff νba ⊑ νb .
Remark 3.2 (Completeness of up-to technique). Observe that, ac-
cording to the above definition an up-to technique a might not be
complete: it may exist an i such that i ⊑ νb for which there is no
x satisfying i ⊑ x ⊑ ba(x). However, if a is an up-closure oper-
ator, then νb ⊑ a(νb) and using monotonicity of b , one obtains
that i ⊑ νb = b(νb) ⊑ b(a(νb)). The question of completeness for
up-to techniques has never been raised because they have always
been considered up-closure operators (e.g., up-to equivalence, up-
to congruence). The main reason for considering arbitrary mono-
tone maps rather than just up-closure operators, comes from the
fact that the former allows for more modular proofs of their sound-
ness. This is discussed in more details in Remark 5.6.
3.3 Hopcroft and Karp’s algorithm from the standpoint of
up-to techniques
For an example of up-to technique, take the function e : RelX →
RelX mapping every relation R ⊆ X
2 to its equivalence closure.
We will see in Section 5.1, that e is sound for the map b defined
in (3). A b-simulation up to e is a relation R such that R ⊆ b(e(R)).
Consider the automaton in (4) and the relation R containing only
the dashed lines: since t(x)(b) = y, t(u)(b) = w and (y,w) < R, then
(x,u) < b(R). This means that R is not a b-simulation; however it
is a b-simulation up to e , since (y,w) belongs to e(R) and (x,u) to
b(e(R)).
This example shows that b-simulations up-to e can be smaller
than plain b-simulations: this idea is implicitly exploited in the
Hopcroft and Karp’s algorithm [1, 20] to check language equiva-
lence of deterministic automata. This algorithm can be thought as
an optimisation of Naive, where line (3.2) is replaced with the
following2.
(3.2) if (x ′1, x
′
2) ∈ e(R) then goto (3)
This optimised algorithm skips any pair which is in the equiva-
lence closure of R: during the while loop (3), it always holds that
R ⊆ b(e(R) ∪ todo). The algorithm returns true only if R ⊆ be(R).
This means that R is a b-simulation up to e containing (x1, x2).
This simple optimisation allows to reduce the worst case com-
plexity of Naive: the size of the returned relation R cannot be
larger than n (the number of states). The case of non-deterministic
automata is even more impressive: another up-to technique, called
up-to congruence, allows for an exponential improvement [3].
Remark3.3. The partition refinement algorithmbyHopcroft [19]
computes language equivalence for deterministic automata by con-
structing the chain defined in the right of (2) for the b in (3), e.g.,
⊤ ⊒ {x,u}{y,v,w, z} ⊒ {x,u}{y,v,w, z} for the automaton in (4).
The crucial observation, for showing that this chain stabilises
after at-most n iterations is that every element of the chain is an
equivalence relation. Somehow, the computation of the chain for
the greatest fixed point is already up-to equivalence. This fact will
find a deeper explanation at the end of Section 7.2.
4 Abstract Interpretation
We introduce abstract interpretation by showing a simple problem
of program analysis.
4.1 A toy program analysis
Consider the following piece of code, where x is an integer value.
x := 5; while x > 0 do { x := x − 1; }
2In Section 6.1, we will se that there is a little, but significant, difference between this
and the original formulation from [1].
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Wewant to prove that after exiting the loop,x has value 0. Our anal-
ysis works on the lattice of predicates over the integers, hereafter
denoted by PredZ , and makes use of the function ⊖1 : PredZ →
PredZ defined as P ⊖1 = {i − 1 | i ∈ P}, for all P ∈ PredZ . We start
by annotating the code so to make explicit its control flow.
x := 5;1 while 2x > 03 do { x := x − 1;4 }5
We thenwrite the following system of equationswhere x j contains
the set of possible values that x can have at the position j.
x1={5}, x2=x1 ∪ x4, x3=x2 ∩ [1,∞), x4=x3 ⊖1, x5=x2 ∩ (−∞, 0]
For x2, we obtain the equation x2 = {5} ∪ ((x2 ∩ [1,∞)) ⊖1) that
has as smallest solution µb where b : PredZ → PredZ is defined as
b(P) = {5} ∪ ((P ∩ [1,∞)) ⊖1) (6)
for all predicates P . Our initial aim is to check whether x5 = x2 ∩
(−∞, 0] = µ(b) ∩ (−∞, 0] ⊆ {0}. That is µb ⊆ [0,∞).
We proceed by computing µb as in the left of (2):
∅ ⊆ {5} ⊆ {5, 4} ⊆ · · · ⊆ {5, 4, 3, 2, 1} ⊆ {5, 4, 3, 2, 1, 0} (7)
Since {5, 4, 3, 2, 1, 0} ⊆ [0,∞), we have proved our conjecture.
4.2 Abstract domains
We consider the standard Galois insertion-based definition of an
abstract domain [7]. Define an abstract domain to be a Galois in-
sertion C −−−→−←−−−−α
γ
A between complete lattices C and A. Sometimes
we call an abstract domain the associated up-closure, hereafter de-
noted by a : C → C [9]. We will always identify A with Pre(a).
The main idea of abstract interpretation is that in order to check
whether µb ⊑ f , for a map b : C → C and f ∈ C , the computation
of µb via the chain in (2) can be carried more efficiently in some
abstract domain A. One wants to define some b : A→ A represent-
ing an approximation of b in A and then check whether µb ⊑ f .
Note that, in the latter inequality, the left hand side stands in A,
while the right one in C . For this reason, it is always assumed that
f ∈ A = Pre(a), that is a(f ) ⊑ f .
An approximationb is said to be sound (w.r.t.b) if αb ⊑ bα .3 The
terminology is justified by the last point of the following lemma by
Cousot and Cousot [9].
Lemma 4.1. Let b,a : C → C be a map and a closure operator with
associated Galois insertionC −−−→−←−−−−α
γ
C . Let f ∈ Pre(a).
1. Let x ∈ C . Then x ⊑C f iff α(x) ⊑A f iff a(x) ⊑C f .
2. In particular, µb ⊑C f iff α(µb) ⊑A f iff a(µb) ⊑C f .
3. If b is b-sound, then α(µb) ⊑A µb .
4. If b is b-sound, then µb ⊑A f entails that µb ⊑C f .
For a monotone map b and an up-closure a, we define b
a
as
α ◦ b ◦ γ . As explained by the following proposition, this approxi-
mation plays a key role.
Proposition 4.2 ([9], Corollary 7.2.0.4). The map b
a
is the best
sound approximation, that is: (1) b
a
is sound and (2) if b is sound,
then b
a
⊑ b .
Therefore, for all abstract domain a, there exists a sound approx-
imation b
a
, that is µb
a
⊑A f implies that µb ⊑C f .
The converse implication is not guaranteed in general. One has
to require completeness of the abstract domain: a is complete w.r.t.
3Soundness is often defined also by the equivalent inequation αbγ ⊑ b .
b (or b-complete, for short) iff α(µb) = µb
a
[9, 18]. Standard com-
pleteness in abstract interpretation is called here b-completeness.
Lemma 4.3. Let b,a : C → C be a map and a closure operator.
If a is b-complete then for all f ∈ Pre(a), µb
a
⊑A f iff µb ⊑C f .
We will often find convenient the following alternative charac-
terization.
Lemma 4.4 ([18], Lemma 3.1). a is b-complete iff a(µb) = µ(ab).
4.3 Abstract Interpretation of a toy program
Consider SignZ , the abstract domain of signs depicted below: each
element is a predicate over Z . The right adjoint γ : SignZ → PredZ
is the obvious inclusion and the left adjoint α : PredZ → SignZ
maps any predicate P into the smallestQ in SignZ , such that P ⊆ Q .
For instance, α({5, 6}) = [1,∞). Take s : PredZ → PredZ as γ ◦ α .
As recalled in Section 2, Pre(s) = SignZ .
Z
(−∞, 0]
✐✐✐✐✐✐✐✐✐✐✐
(−∞,−1] ∪ [1,∞) [0,∞)
❯❯❯❯❯❯❯❯❯❯
(−∞,−1]
✐✐✐✐✐✐✐
{0}
❥❥❥❥❥❥❥❥❥❥
❯❯❯❯❯❯❯❯❯❯
[1,∞)
❚❚❚❚❚❚❚
∅
✐✐✐✐✐✐✐✐✐✐
❯❯❯❯❯❯❯❯❯❯
For b defined as in (6), its best sound approximation is b
s
(P) =
[1,∞) ⊔ ((P ⊓ [1,∞))⊖1
s
) where ⊖1
s
is again defined as α ◦ ⊖1 ◦ γ ,
e.g., ⊖1
s
([1,∞)) = [0,∞). The computation of µb
s
is shorter than
the one of µb in (7): ∅ ⊑ [1,∞) ⊑ [0,∞) ⊑ [0,∞). Since µb
s
⊆
[0,∞) and since b
s
is sound, one can conclude that µb ⊆ [0,∞).
Imagine now that one would like to check whether, after the
while loop in the toy program, x has a negative value. It is neces-
sary to verify that µb ∩ (−∞, 0] ⊆ (−∞,−1], i.e., µb ⊆ (−∞,−1].
After computing µb
s
= [0,∞) @ (−∞,−1], one would like to con-
clude that the property does not hold. This deduction cannot be
done in general, but only when the abstract domain is complete.
In this case, it is pretty easy to see that SignZ is complete: use
Lemma 4.4 and observe that s(µb) = s({5, 4, 3, 2, 1, 0}) = [0,∞) =
µ(sb). However, without knowing the value of µb , proving the com-
pleteness is rather complicated. For this reason, in the next section,
we will illustrate a sufficient condition entailing completeness.
5 Proving soundness and completeness
Sufficient conditions were introduced to prove soundness of up-to
techniques and completeness of abstract domains. Next, we report
on several equivalent formulations of such conditions.
Lemma 5.1. Let b : C → C be a monotone map and a : C → C
an up-closure operator with C −−−→−←−−−−α
γ
A as associated pair of adjoint
maps, i.e., Pre(a) = A. The followings are equivalent:
•1 ba = aba;
•2 ab ⊑ ba (EM law);
•3 there exists a b : A→ A such that γb = bγ (EM lifting).
The followings are equivalent:
◦1 ab = aba;
◦2 ba ⊑ ab (Kl law);
◦3 there exists a b : A→ A such that bα = αb (Kl extension).
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These facts are well known and appear in different places in
literature: the reader can find a proof in Appendix B. We call a
monotone map a : C → C compatible w.r.t. b if it enjoys the prop-
erty •2 in Lemma 5.1; we call it fully complete w.r.t. b , if it enjoys
◦2. Compatibility entails soundness for up-to techniques, while full
completeness entails completeness for abstract domains.
Theorem 5.2 ([31], Theorem 3.6.9). Let b,a : C → C be a map and
an up-closure. If a is compatible w.r.t. b , then a is sound w.r.t. b .
Theorem5.3 ([9], Theorem 7.1.0.4). Letb,a : C → C be amap and
an up-closure. If a is fully complete w.r.t. b , then a is complete w.r.t.
b .
It is important to remark here that both theorems state suffi-
cient conditions that are not, in general, necessary: we have seen
in Section 4.3 that the abstract domain of signs is complete but, as
we will see in Section 5.2, it is not fully complete. Indeed, compat-
ibility and full completeness, as characterised by points •3 and ◦3
of Lemma 5.1, require step wise correspondences between b and b,
visualized below,
A
b //
γ

A
γ

C
b
// C
A
b // A
C
b
//
α
OO
C
α
OO
while soundness and completeness require the correspondences
just of the fixed points (that can happen to hold for different rea-
sons).
The formulations of compatibility and full completeness pro-
vided by points •2 and ◦2 of Lemma 5.1 are more handy to make
modular proofs of compatibility and full-completeness, as shown
in the next proposition. For compatibility, h, (h1, h2) in Proposi-
tion 5.4 will play the role of b , while д, (д1, д2) the role of the up-to
technique a. For abstract domains instead, the situation is reversed:
h, (h1, h2) will play the role of a, while д, (д1 , д2) the role of b .
Proposition 5.4 (modularity). Let д,h,д1,д2,h1,h2 : C → C be
monotone maps on some complete lattice C . Then:
1. id ◦ h ⊑ h ◦ id ;
2. if д1 ◦ h ⊑ h ◦ д1 and д2 ◦ h ⊑ h ◦ д2, then (д1 ◦ д2) ◦ h ⊑ h ◦
(д1 ◦ д2).
Moreover:
3. if д1 ◦ h ⊑ h ◦ д1 and д2 ◦ h ⊑ h ◦ д2, then (д1 ⊔ д2) ◦ h ⊑ h ◦
(д1 ⊔ д2);
4. if д ◦ h ⊑ h ◦ д, then д↑ ◦ h ⊑ h ◦ д↑.
Dually:
5. if д ◦ h1 ⊑ h1 ◦ д and д ◦ h2 ⊑ h2 ◦ д, then д ◦ (h1 ⊓ h2) ⊑
(h1 ⊓ h2) ◦ д;
6. if д ◦ h ⊑ h ◦ д, then д ◦ h↓ ⊑ h↓ ◦ д.
Remark 5.5. The notion of compatibility is also known in ab-
stract interpretation as forward completeness, see [17], which cor-
responds to require that no loss of precision is introduced by ap-
proximate the range of a function in a given abstract domain. This
notion have been used for generalising strong preservation to ab-
stract interpretation-based model checking [33].
5.1 Proving soundness of equivalence closure
Recall the monotone map b : RelX → RelX defined in (3) and the
up-closure e : RelX → RelX introduced in Section 3.3. In order to
prove that the Hopcroft and Karp algorithm is sound one has to
rely on the fact that e is sound w.r.t. b . Thanks to Theorem 5.2, one
can prove soundness by showing that e is compatible w.r.t. b . The
proof of compatibility can be made modular using Proposition 5.4.
Themapb can be decomposed asb = b∗⊓f whereb∗, f : RelX →
RelX are defined for all relations R as
b∗(R) = {(x,y) | for all a ∈ A, (t(x)(a), t(y)(a)) ∈ R} (8)
f (R) = {(x1, x2) | o(x1) = o(x2)} (9)
and the equivalence closure ase = (id⊔r⊔s⊔t)↑where r , s, t : RelX →
RelX are defined as follows.
r (R) = {(x,x) | x ∈ X } s(R) = {(y,x) | (x,y) ∈ R}
t(R) = {(x,z) | ∃y such that (x,y) ∈ R and (y,z) ∈ R}
The proof of compatibility of e w.r.t. b can be decomposed by
compatibility of e w.r.t. b∗ and f and then use Proposition 5.4.5.
Furthermore, to prove that e is compatible w.r.t. b∗, one can prove
that r , s, t are compatible w.r.t. b∗ and then use points 1,3 and 4 of
Proposition 5.4. For f , it is immediate to check that e f ⊑ f e = f ,
that is f (R) is an equivalence relation for all R ∈ RelX .
Remark 5.6. Proving compatibility of each of r , s, t is much sim-
pler than proving compatibility of the whole e at once. Observe
that while e is an up-closure, the maps r , s, t are not. As anticipated
in Remark 3.2, this is the main explanation of why it is convenient
to consider up-to techniques as arbitrary monotone maps, rather
than just up-closures.
Remark 5.7. Some works [16, 18] have studied modularity for
proofs of full-completeness of abstract domains, but always focus-
ing on up-closures rather than on monotone maps. This exam-
ple, together with the results in Section 6, shows that also for ab-
stract domains could be convenient to decompose up-closures into
smaller monotone maps. Indeed, the pointwise least-upper bound
of closure operators is not necessarily a closure, but a mere mono-
tone map. Thanks to Proposition 5.4.4, one can first makes modu-
lar proofs withmonotone maps and then transforms them through
the operator (·)↑ into up-closures.
5.2 Completeness and the domain of signs
Recall the domain of signs in Section 4.3 and b : PredZ → PredZ
defined in (6). One would like to prove that s is complete w.r.t.b by
mean of Theorem 5.3, namely by proving that s is fully complete.
But this approach does not work.
For later use, it is convenient to decompose b as i ⊔ b∗ where
i,b∗ : PredZ → PredZ are defined for all predicates P as follows:
i(P) = {5} b∗(P) = (P ∩ [1,∞)) ⊖1 . (10)
Observe that s is fully completew.r.t. i , more generally any abstract
domain a is fully complete with any constant function c (that is c ⊑
a(c)), but not w.r.t. b∗. To see the latter, take for instance x = {3},
and observe that b∗s(x) = [0,∞) and sb∗(x) = [1,∞), that is
b∗s @ sb∗ . (11)
The same x shows that (i ⊔ b∗)s @ s(i ⊔ b∗).
5
6 Relating Abstract Interpretation and
Coinduction up-to by adjointness
So far, we have seen that coinduction up-to and abstract interpre-
tation exploit a closure operator a to check, respectively, i ⊑ νb
and µb ⊑ f for some b : C → C and i, f ∈ C . To relate them, here-
after we assume, for coinduction up-to, that b = b∗ ⊓ f and, for
abstract interpretation, that b = i ⊔b∗ where b∗ and b∗ are left and
right adjoint. Intuitively, the elements of C represent some predi-
cates, or conditions, i and f initial and final conditions, and b∗ and
b∗ predicate transformers mapping a condition into, respectively,
its strongest postcondition and weakest precondition. (Note that
above and hereafter we implicitly identify i, f ∈ C with the con-
stant maps i, f : C → C).
In this setting, the problems addressed by coinduction up-to and
abstract interpretation, namely i ⊑ ν (b∗ ⊓ f ) and µ(b∗ ⊔ i) ⊑ f ,
coincide as shown by the following well-known fact.
Proposition 6.1. Let C −−−−→←−−−−
b∗
b∗
C and i, f ,x ∈ C .
(b∗ ⊔ i)(x) ⊑ x ⊑ f iff i ⊑ x ⊑ (b∗ ⊓ f )(x)
The result below follows immediately by Knaster-Tarski.
Corollary 6.2. µ(b∗ ⊔ i) ⊑ f iff i ⊑ ν (b∗ ⊓ f ).
Our key observation is that, in this case, the sufficient conditions
ensuring soundness of up-to techniques –compatibility– and com-
pleteness of abstract interpretation –full completeness– are closely
related. Indeed, as already noticed in [18, Lemma 4.2], it is straight-
forward to see that whenever b∗ and b∗ are adjoint and a is an
up-closure:
b∗a ⊑ ab∗ iff ab∗ ⊑ b∗a . (12)
Full completeness of a w.r.t. i ⊔b∗ amounts to (b∗ ⊔ i)a ⊑ a(b∗ ⊔ i)
which, by Proposition 5.4.3, is entailed by
b∗a ⊑ ab∗ and i ⊑ ai . (13)
Compatibility of a w.r.t. b∗ ⊓ f amounts to a(b∗ ⊓ f ) ⊑ (b∗ ⊓ f )a
which, by Proposition 5.4.5, is entailed by
ab∗ ⊑ b∗a and af ⊑ f . (14)
Observe that there is a slight asymmetry in (13) and (14): the con-
dition i ⊑ ai is guaranteed for any i ∈ C , since a is an up-closure.
This is not the case for af ⊑ f . But the latter condition is any-
way necessary to make abstract interpretation meaningful (see e.g.
Lemma 4.1). In this setting, whenever a satisfies one of the two
equivalent formulations of (12), a can be regarded as both a com-
plete abstract domain for (i ⊔ b∗) and a sound up-to technique for
(b∗ ⊓ f ). This discussion is summarised below.
Assumption 6.3. Consider: (i) a complete lattice C , (ii) a pair of
adjoint C −−−−→←−−−−
b∗
b∗
C , (iii) a closure operator a : C → C , (iv) an ele-
ment i ∈ C , and (v) an element f ∈ Pre(a).
Theorem 6.4. Under Assumption 6.3, if a satisfies one of the two
equivalent formulations of (12), then a is both a complete abstract
domain for (i ⊔ b∗) and a sound up-to technique for (b∗ ⊓ f ).
6.1 Hopcroft and Karp from the standpoint of abstract
interpretation
We now show how the Hopcroft and Karp algorithm [1, 20] can be
seen as an instance of complete abstract interpretation, using the
technology developed above.
Recall from Section 5.1 that b : RelX → RelX in (3) can be de-
composed as b = b∗ ⊓ f for b∗ and f as in (8) and in (9). The map
b∗ has a left adjoint b∗ : RelX → RelX defined for all relations R as
b∗(R) = {(x ′1,x
′
2) | ∃(x1, x2) ∈ R, a ∈ A such that
t(x1)(a) = x
′
1 and t(x2)(a) = x
′
2} . (15)
To sum up we have: (RelX , ⊆) −−−−→←−−−−
b∗
b∗
(RelX , ⊆).
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We take i as {(x1,x2)}, i.e., the states to prove to be language
equivalent. By Corollary 6.2, checking {(x1,x2)} ⊑ ∼ = ν (b∗ ⊓ f )
is equivalent to checking µ(i⊔b∗) ⊑ f . This inequality has a rather
intuitive meaning: µ(i ⊔ b∗) is the sets of pairs of states that are
“reachable” from the initial pair i . Clearly, x1 ∼ x2 iff each of these
pairs of states is in f .
In Section 5.1, we have shown that the equivalence closuree : RelX →
RelX is a sound up-to technique, by proving that eb∗ ⊑ b∗e and
e f ⊑ f . By (12), b∗e ⊑ eb∗ and since i ⊑ ei , by Proposition 5.4.3,
one has that (i ⊔ b∗)e ⊑ e(i ⊔ b∗), that is e is fully complete w.r.t.
(i ⊔b∗). Therefore e is a complete abstract domain for (i ⊔ b∗) and
f ∈ Pre(e).
This provides a novel perspective on the Hopcroft and Karp’s al-
gorithm [1]. Its correctness can be established using the least fixed-
point of the function b∗ ⊔ i abstracted to the lattice of equivalence
relations ERelX . We denote this function by b∗ ⊔ i
e
: ERelX →
ERelX and (RelX , ⊆) −−−→−←−−−−α
γ
(ERelX , ⊆) the pair of adjoint asso-
ciated to e . The map α assigns to every relation its equivalence clo-
sure; γ is just the obvious injection. The function b∗ ⊔ i
e
is given
by α ◦ (b∗ ⊔ i) ◦ γ . The algorithm returns true iff µ(b∗ ⊔ i
e
) ⊑ f as
we show later on.
This leads to a slightly different algorithm, illustrated in Fig 2,
than the one discussed in Section 3.3: during the while loop (3),
it is not checked whether o(x ′1) , o(x
′
2) (step (3.3) in Fig 1), but
this is done only at the very end for the computed relation R (step
(4) in Fig 2). Moreover, after every iteration of the while loop in
Fig 2, R is an equivalence relation, while in the other algorithm R
is always a mere relation.
Remark 6.5. The original algorithm by Hopcroft and Karp [1, 20]
is actually the one in Fig 2: indeed, they use the so called union-
find data structure for the equivalence relation R and they check
containment in f only at the end.
To be completely formal, we must say that the algorithm does
not compute exactly the chain for µ(b∗ ⊔ i
e
).
⊥ ⊑ b∗ ⊔ i
e
(⊥) ⊑ b∗ ⊔ i
e
(b∗ ⊔ i
e
(⊥)) ⊑ · · ·
Indeed, at every iteration of the algorithm, only one pair of states
is removed from todo and inserted into R, while in the above chain
many pairs are added at the same time. However, the final result,
i.e., the relation R at step (4), hereafter denoted as R(4) is exactly
µ(b∗ ⊔ i
e
). From this fact and the fact the e is a complete abstract
4This is similar to the post and p˜r e operator given by Cousot [6, Example 3]
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HK (x1,x2)
(1) R := ∅; todo := ∅
(2) insert (x1,x2) into todo
(3) while todo is not empty do
(3.1) extract (x ′1,x
′
2) from todo
(3.2) if (x ′1,x
′
2) ∈ R then goto (3)
(3.3) for all a ∈ A,
insert (t(x ′1)(a), t(x
′
2)(a)) into todo
(3.4) insert (x ′1,x
′
2) into R
(3.5) R := e(R);
(4) return R ⊆ f ;
Figure 2. Hopcroft and Karp’s algorithm [1].
domain for b∗ ⊔ i it follows that the algorithm is sound and com-
plete.
In order to prove that R(4) = µ(b∗ ⊔ i
e
), we first show that R(4)
is a fixed point of b∗ ⊔ i
e
. Observe that at step (3), it always holds
that
b∗ ⊔ i
e
(R) = e(R ⊔ todo) . (16)
This is true after step (2): R = ∅ and todo = i , so b∗ ⊔ i
e
(∅) =
e(b∗(∅) ⊔ i) = e(i) = e(∅ ⊔ todo). At any iteration, a pair (x ′1, x
′
2)
is removed from todo and, if it already belongs to R, the control
comes back to (3): in this case (16) is not modified. If it does not,
(x ′1,x
′
2) is inserted in R and exactlyb
∗({(x ′1,x
′
2)}) is inserted in todo:
in this case we need to check that
b∗ ⊔ i
e
(R ⊔ {(x ′1,x
′
2)}) = e(R ⊔ todo ⊔ b
∗({(x ′1,x
′
2)})) (17)
It is easy to see that (16) entails (17):
b∗ ⊔ i
e
(R ⊔ {(x ′1, x
′
2)})
=e(b∗ ⊔ i(R ⊔ {(x ′1,x
′
2)})) by definition of b
∗ ⊔ i
e
=e(b∗ ⊔ i(R) ⊔ b∗({(x ′1, x
′
2)})) b
∗ is a left adjoint
=e(e(R ⊔ todo) ⊔ b∗({(x ′1, x
′
2)})) by (16)
=e(R ⊔ todo ⊔ b∗({(x ′1,x
′
2)})) e is a closure
Now, at step (4), todo is empty and, thus by (16), we have that
b∗ ⊔ i
e
(R(4)) = e(R(4)) = R(4). This proves that R(4) is a fixed
point of b∗ ⊔ i
e
.
To prove that R(4) = µb∗ ⊔ i
e
, is now enough to show that
R(4) ⊑ µb∗ ⊔ i
e
. Let Rj and todoj be the relations at step (3)
at the j-th iteration. Then, a simple inductive argument confirms
that todoj ⊑ (b∗ ⊔ i
e
)j+1(⊥) and Rj ⊑ (b∗ ⊔ i
e
)j (⊥) . Therefore
R(4) =
⊔
Rj ⊑
⊔
(b∗ ⊔ i
e
)j (⊥) = µ(b∗ ⊔ i
e
).
6.2 The domain of signs as an up-to technique
Recall the toy program fromSection 4.1. One needs to checkwhether
µ(i⊔b∗) ⊑ f where i and b∗ are as in (10) and f = [0,∞). The right
adjoint of b∗ is b∗ : PredZ → PredZ defined for all predicates P as
b∗(P) =
⋃
{Q | b∗(Q) ⊆ P} = ((−∞, 0] ∪ P) ⊕1 (18)
where ⊕1 : PredZ → PredZ is defined as P ⊕1 = {i + 1 | i ∈ P}.
Thanks to Corollary 6.2, rather than checking µ(i ⊔ b∗) ⊑ f ,
one can check i ⊑ ν (b∗ ⊓ f ). The latter can be proved by means
of coinduction: one has to find a predicate P such that {5} ⊆ P ⊆
b∗(P)∩[0,∞). For instance, by taking P = {5, 4, 3}, one has b∗(P) =
(−∞, 1] ∪ {6, 5, 4} and b∗(P) ∩ [0,∞) = {6, 5, 4, 1, 0}. Therefore
the inclusion does not hold. In order to find a (b∗ ⊓ f )-simulation
P , one can take the least fixed point computed in (7), that is P =
{5, 4, 3, 2, 1, 0}.
One can also reason, more effectively, up-to the abstract domain
of signs s (Section 4.3). In this case, {5} itself is a (b∗⊓ f )-simulation
up to s . Indeed, s({5}) = [1,∞) and b∗[1,∞) ∩ f = (((−∞, 0] ∪
[1,∞)) ⊕1) ∩ [0,∞) = [0,∞). Obviously {5} ⊆ [0,∞).
To make this a valid proof, one should show first that s is a
sound up-to technique. Unfortunately (11) and (12) inform us that
sb∗ @ b∗s , namely s is not b∗-compatible. Note that this does not
entail that s is not (b∗⊓ f )-compatible, but by taking x = {−3} one
can easily verify that this is the case, i.e.,
s(b∗ ⊓ f ) @ (b∗ ⊓ f )s .
Nevertheless, s is sound w.r.t. (b∗ ⊓ f ): we will show this in Sec-
tion 8.
7 Intermezzo
Before continuing with the next achievements, we make two small
detours to settle down the concepts seen so far.
7.1 A counterexample to the correspondence of
soundness and completeness
In Section 6, we have shown that the conditions in (12) entails both
soundness of up-to techniques and completeness of abstract do-
mains. The reader may wonder whether, more generally, it is the
case that an up-to technique is sound iff it is a complete abstract
domain.
More formally, given Assumption 6.3 is it the case that a is (b∗⊓
f )-sound (as an up-to technique) iff it is (i ⊔ b∗)-complete (as an
abstract domain)?
The answer is no. Consider the following lattice, withb∗ defined
by the dashed lines on the left and b∗ defined by the dotted lines
on the right. It is easy to check that they are adjoint. Take i = 1
and f = 4.
⊤99
❣✤
❲ ee
4::
❣✤
❲ dd
3::
❣✤
❲ dd
2
00
❩❘
✤ ❧
❞
pp1
..
❞❧✤
❘ ❩
dd
⊥99
❣✤
❲
nn
Let a be the up-closure such that Pre(a) = {⊤, 4, 3, 2}. Then
µ(i ⊔ b∗) = 1 and a(µ(i ⊔ b∗)) = 2. Instead µa(i ⊔ b∗) = 3. Indeed,
⊥ ⊑ a(i ⊔ b∗)(⊥) = 2 ⊑ a(i ⊔ b∗)(2) = 3 ⊑ a(i ⊔ b∗)(3) = 3 .
Therefore, by Lemma 4.4, a is not complete w.r.t. i ⊔ b∗. However,
a is (b∗ ⊓ f )-sound. Indeed ν (b∗ ⊓ f ) is computed as
⊤ ⊒ 4 ⊒ 4 (19)
and, similarly, ν (b∗ ⊓ f )a = 4.
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7.2 Duality
The reader may have got the feeling that coinduction up-to and
abstract interpretation are somehow the dual of each other. This is
not the case: first, coinduction up-to is a proof technique, exploit-
ing the Knaster-Tarski fixed point theorem, while abstract inter-
pretation is a computational method relying on Kleene’s theorem;
second both abstract interpretation and coinduction up-to use as
enhancement an up-closure a : C → C , while their duals should
use down-closures. The latter is explained in some details, below.
The dual of the coinduction up-to looks like
∃y, ba(y) ⊑ y ⊑ x
µb ⊑ x
(20)
When a is an up-closure, this principle does not provide any en-
hancement w.r.t. standard induction (see (1), left): indeed, ifba(y) ⊑
y, then also b(y) ⊑ y. Instead, when a is an down-closure, the prin-
ciple might be meaningful.
The dual of abstract interpretation consists in checking νb ⊑ f
by optimising somehow the computation of the chain of νb in the
right of (2). Interestingly enough, all the elements of this chains al-
ready belongs to the domain Pre(a), whenever a is a fully-complete
up-closure.
Proposition 7.1. Let C −−−−→←−−−−
b∗
b∗
C and i, f ∈ C . Let a : C → C be an
up-closure fully complete w.r.t. b∗. Assume moreover that a(f ) ⊑ f .
For all k ,
a(b∗ ⊓ f )
k (⊤) ⊑ (b∗ ⊓ f )
k (⊤) .
This provides an explanation for what we anticipated in Re-
mark 3.3. Indeed, we have seen in Section 5.1 that the equivalence
closure e : RelX → RelX is fully complete w.r.t. b∗ in (8); the above
proposition states that all the elements of the chain (2) for comput-
ing ν (b∗ ⊓ f ) are in Pre(e), i.e., they are equivalence relations.
It is worth to conclude this detour on duality, by remarking
that while abstract interpretation and coinduction up-to naturally
emerges in logics, computer science and related fields, their duals,
exploiting a down-closure operator, are far less common.
8 The companion
In Section 6.2, we have seen that the domain of signs s is not
compatible w.r.t. (b∗ ⊓ f ). Nevertheless, we will see at the end
of this section that s is sound. The strategy that we are going to
use to prove this fact exploits recent developments in up-to tech-
niques [21, 27, 29] that, in the next section we will transfer to ab-
stract interpretation. The proof strategy is based on the following
observations:
1. The class of sound up-to techniques is downward closed: if
a1 ⊑ a2 and a2 is b-sound, then also a1 is b-sound.
2. Fixed a b , there exists a greatest b-compatible up-to tech-
nique ωb , which Pous [29] calls the companion.
Therefore, rather than proving that a certain up-to technique a is
compatible, to show the soundness of a is enough to prove that
a ⊑ ωb . This is extremely useful because there are many tech-
niques which are not compatible, but still they are below the com-
panion (and thus sound), like for instance the domain of signs from
Section 6.2 or many of the so called respectful techniques [35]
which are common in process calculi and GSOS specifications.
Interestingly enough, ωb is an up-closure also when one con-
siders as up-to techniques arbitrary monotone maps, rather than
just up-closure operators (see Lemma 3.2 [29]). This fact allows us
to give an alternative characterisation of ωb as an abstract domain
Ωb which we found suggestive and useful (at least in our exam-
ples), but that can be easily derived from the results of Pous [29].
We first need the following well-known lemma from [38].
Lemma 8.1. Let a1, a2 : C → C be two up-closures. a1 ⊑ a2 iff
Pre(a2) ⊆ Pre(a1).
Theorem 8.2. Let b : C → C be a Scott cocontinuous map5 and let
ωb : C → C be the closure operator associated to the sublattice Ωb ,
defined as follows.
⊤ ⊒ b(⊤) ⊒ bb(⊤) ⊒ · · · ⊒ νb
Thenωb is the greatest b-compatible map, that is (1) ω is compatible
and (2) if a is compatible, then a ⊑ ωb . Moreover, (3) for any up-
closure a, a ⊑ ωb iff Ωb ⊆ Pre(a).
The theorem helps in understanding the difference between be-
ing compatible and being below the companion. By point •3 of
Lemma 5.1, a is compatible iff (A =)Pre(a) is closed by b , that
is for all x ∈ Pre(a), b(x) ∈ Pre(a). Being below the companion
means instead that just Ωb should be included into Pre(a). This
latter condition is obviously much weaker, but still is enough to
entail soundness.
Corollary 8.3. If bi (⊤) ∈ Pre(a) for all i ∈ N, then a is b-sound.
This corollary is not particularly useful to prove soundness, since
the premise is often hard to check. However, this is enough for the
purposes of our paper. The condition of being below the compan-
ion could be better checked by defining the companion itself as
the greatest fixed point of a certain “second order” operator and
then use again coinduction. We stop here, as this goes beyond the
scope of this paper, and we refer the interested reader to the work
of Pous [29]. It is however important to remark here that, in Sec-
tion 9.1, we will give a coinductive characterization for an analo-
gous of the companion in the context of abstract interpretation.
Example 8.4. We conclude this section, by showing that the do-
main of signs s is a sound up-to technique for (b∗⊓ f ). In this case,
it is easy to compute Ωb :
Z ⊒ [0,∞)
Since this is included into Pre(s), which is the domain in Section 4.3,
then by Corollary 8.3, s is sound. Note instead that the domain of
signs Pre(s) is not closed under b∗ ⊓ f : this means exactly that s is
not b∗ ⊓ f -compatible.
Remark 8.5. The existence of the smallest abstract domain (or
equivalently by virtue of Lemma 8.1 the greatest up-closure) that
is fully complete w.r.t. i ⊔ b∗ is irrelevant for abstract interpreta-
tion because it is always the abstract domain containing only ⊤
that, obviously, does not contain the property f which needs to be
checked. However, it makes sense to look for, amongst all the ab-
stract domains containing f , the smallest fully complete one. The
f -companion thatwewill introduce in the next section is the small-
est abstract domain (or equivalently the largest up-closure) con-
taining f that is fully complete w.r.t. b∗ (by Proposition 5.4.3 this
is also fully complete w.r.t. i ⊔ b∗).
5The assumption of Scott co-continuity can be removed to the price of a more elabo-
rated characterization of Ωb .
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9 Local Completeness
Inspired by up-to techniques, we give a novel definition of com-
pleteness, called local completeness. This notion is strictly weaker
than completeness, but still is sufficient to solve the original prob-
lem of program analysis, namely to check whether µb ⊑ f for a
given property f and predicate transformer b .
Definition 9.1. Let C be a complete lattice, b : C → C be a mono-
tone map and f ∈ C . We say that an up-closure a : C → C is
local complete, or (b, f )-complete, iff (1) a(f ) ⊑ f and (2) µ(ab) ⊑
f iff µb ⊑ f .
Our interest in (b, f )-completeness is justified by the following
result, stating that, rather than checking µb ⊑C f , one can safely
liftb to the abstract domainA = Pre(a) and check whether µb
a
⊑A
f .
Proposition 9.2. If a is (b, f )-complete, then µb
a
⊑A f iff µb ⊑C
f .
We named (b, f )-completeness also local completeness since, as
illustrated by the following result, it is similar to completeness but
localised at f .
Proposition 9.3. Let C be a complete lattice, b,a : C → C be a
monotone map and a an up-closure. Then:
a is b-complete
iff
for all f ∈ Pre(a), a is (b, f )-complete.
Example 9.4. Consider a, b∗, i and the lattice in Section 7.1 and
recall that a is not (i ⊔ b∗)-complete. Now for f ∈ {⊤, 4, 3}, it is
immediate to see that a is (i ⊔ b∗, f )-complete. Instead, for f = 2,
it is not: ν (i ⊔ b∗) = 1, while νa(i ⊔ b∗) = 3.
In Section 8, we have seen that the class of sound up-to tech-
niques is downward closed. This is not the case with the standard
definition of completeness for abstract domains (Example 9.5) but
it holds for local completeness (Proposition 9.6).
Example 9.5. Recall fromExample 9.4 thata is not (i⊔b∗)-complete.
Now take a′ to be the up-closure such that Pre(a′) = {⊤, 4, 3}. In
this case, one has that a′(µ(i ⊔ b∗)) = 3 = µa′(i ⊔ b∗), i.e., a′ is
(i ⊔ b∗)-complete. In this case a ⊑ a′.
Proposition 9.6. Let C be a complete lattice and b,a1,a2 : C → C
be amonotone map and two up-closures such that a1 ⊑ a2. Let f ∈ C .
If a2 is (b, f )-complete, then a1 is (b, f )-complete.
This property makes the proof of local completeness much eas-
ier than those of completeness. Indeed, for the latter it is enough to
prove full completeness, while for the former it is enough to prove
to be below some fully complete domain (Theorem 9.10). This is
similar to what happens with the companion for up-to techniques.
However, the small asymmetry of i and f discussed in Section 6
forces us to consider a little variation of the notion of companion.
Definition 9.7. Let C be a complete lattice, b : C → C be a mono-
tonemap and f ∈ C . Amonotonemapa : C → C is (b, f )-compatible,
iff (1) a(f ) ⊑ f and (2) ab ⊑ ba. The f -companion of b is
ωb, f =
⊔
{a | a is (b, f )-compatible} .
In the above definition the least upper bound is taken in the
lattice of monotone functions. However ωb, f is guaranteed to be
an up-closure which, additionally, is (b, f )-compatible.
Proposition 9.8. The following holds:
1. ωb, f b ⊑ bωb, f ,
2. ωb, f (f ) ⊑ f ,
3. x ⊑ ωb, f (x) for all x ∈ C ,
4. ωb, f (ωb, f (x)) ⊑ ωb, f (x) for all x ∈ C .
Observe that (b, f )-compatibility entails (b ⊓ f )-compatibility
by Proposition 5.4.5, but the converse does not hold in general.
We need this stronger notion of compatibility because, under As-
sumption 6.3, (b∗ ⊓ f )-compatibility alone does not allow to de-
duce (i ⊔ b∗)-completeness. Instead, for (b∗, f )-compatibility, this
follows immediately from Theorem 6.4.
Corollary 9.9. LetC −−−−→←−−−−
b∗
b∗
C be a pair of adjoint, a : C → C be an
up-closure and i, f ∈ C . If a is (b∗, f )-compatible, then a is (i ⊔ b
∗)-
complete, hence also (i ⊔ b∗, f )-complete.
The second part of the statement follows from Proposition 9.3.
Next, we combine Proposition 9.6, Proposition 9.8 and Corollary 9.9
to obtain the main result of this section.
Theorem 9.10. LetC −−−−→←−−−−
b∗
b∗
C be a pair of adjoint, a : C → C be an
up-closure and i, f ∈ C . If a ⊑ ωb∗, f , then a is (i ⊔ b
∗
, f )-complete.
It is worth to visualise the difference between ωb∗⊓f and ωb∗, f
in terms of the associated abstract domains. Under the assumptions
of Theorem 8.2, Ωb∗⊓f is the sublattice ofC (consisting of a chain)
given by
⊤ ⊒ (b∗ ⊓ f )(⊤) ⊒ (b∗ ⊓ f )(b∗ ⊓ f )(⊤) ⊒ · · · ⊒ ν (b∗ ⊓ f )
that, since b∗(⊤) = ⊤ and b∗(x ⊓ y) = b∗x ⊓ b∗y, coincides with
⊤ ⊒ f ⊒ b∗(f ) ⊓ f ⊒ b∗b∗(f ) ⊓ b∗(f ) ⊓ f ⊒ · · · ⊒ ν (b∗ ⊓ f ).
Instead Ωb∗, f is the smallest meet-complete sublattice of C con-
taining
⊤ f b∗(f ) b∗b∗(f ) b∗b∗b∗(f ) . . . (21)
Corollary 9.11. If b
j
∗(f ) ∈ Pre(a) for all j ∈ N, then a is (i⊔b
∗
, f )-
complete.
Example 9.12. Recall the abstract domain of signs SignZ , b∗ de-
fined in (18) and f = [0,∞).We know that s is not (b∗, f )-compatible
because of (11). However, since b∗(f ) = Z , Ωb∗, f is just the com-
plete lattice Z ⊒ [0,∞). Therefore s is below the f -companion.
9.1 A coinductive characterization of the f -companion
As mentioned in Section 8, the companion enjoys a coinductive
characterization that is useful to prove by “second order coinduc-
tion” soundness of up-to techniques. We conclude this section by
briefly showing that a similar characterization can be given for the
f -companion in order to prove local completeness of abstract do-
mains. Our argument is a tiny variation of Section 6 in [29].
Definition 9.13. Let [C → C] be the complete lattice ofmonotone
maps onC . The function B : [C → C] → [C → C] is defined for all
a : C → C as
B(a) =
⊔
{c | cb ⊑ ba,c(f ) ⊑ f } .
Lemma 9.14. B is monotone and for all functions a,a′ : C → C ,
a′ ⊑ B(a) iff a′b ⊑ ba and a′(f ) ⊑ f .
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This means that a is (b, f )-compatible iff a ⊑ B(a), that is a is
a post-fixed point of B. By the Knaster-Tarski fixed point theorem,
one has immediately the following result.
Theorem 9.15. ωb, f = νB
10 Conclusion
In this paper we studied the relationship existing in between sound
up-to techniques and complete abstract domains. In general, the
two concepts do not coincide (Section 7.1) but, under reasonable as-
sumptions (Assumption 6.3), the sufficient conditions that are com-
monly used to prove soundness of up-to techniques –compatibility–
and completeness of abstract domains –full completeness– are equiv-
alent (Theorem 6.4). This allows to look at fully complete abstract
domains as sound up-to techniques and, vice versa, to look at com-
patible up-to techniques as complete abstract domains. As an ex-
ample of the latter, we have shown that the Hopcroft and Karp’s
algorithm [1, 20], which was recently observed to rely on up-to
techniques [3], can also be studied from the viewpoint of complete
abstract interpretation.
We hope that our observation can lead to a fruitful cross-fertilisa-
tion amongst two areas that, so far, have developed their own tech-
nologies independently. As a proof of concept for this technology
transfer, we have shown that recent developments in up-to tech-
niques [29] lead to a weaker notion of completeness, called local
completeness, that is enough to ensure that if a certain property
is not satisfied in the abstract domain, then it does not hold in
the concrete one. Interestingly enough, local completeness can be
proved by means of coinduction. As a short term application, we
mention that, to prove completeness of an abstract domains for a
certified abstract interpreter (see e.g. [2, 23, 37]) one could, thanks
to our work, reuse one of the many available libraries for up-to
techniques that have been developed in different proof assistants
(see e.g., [13, 30]).
We leave as a future work the connection with domain com-
pletion techniques [12, 18, 32] which, intuitively, define strategies
to enrich an abstract domain with new values as long as it is not
precise enough to prove a given property. The correspondence
between completeness in abstract interpretation and soundness
in up-to techniques can also motivate the extension of methods
for proving the absence of false alarms in abstract interpretations,
such as the proof system in [16], to prove soundness of correspond-
ing up-to techniques.
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A A categorical perspective
Most of the concepts discussed in this paper can be extended from
lattices to categories: a lattice can be seen as a category, a mono-
tone map as a functor, an up-closure operator as a monad and a
down-closure operator as a comonad. Pre and post-fixed point as
algebras and coalgebras, the least and the greatest fixed point as
the initial algebra and the final coalgebra.
This perspectivemotivates the terminology EM (EilenbergMoore)
law and Kleisli law for the conditions •2 and ◦2 in Lemma 5.1. In-
deed, one can think to the problem of completeness of abstract
interpretation and soundness of up-to techniques as the problem
of extending and lifting the functor b : C → C to some functor b
either on the Kleisli category Kl(a) or to the Eilenberg-Moore cate-
gory EM(a) of algebras for the monad a : C → C . In this case, since
C is a lattice, one has that Kl(a) = EM(a) = Pre(a). In this perspec-
tive, completeness of full abstraction means that there is a functor
α : Alд(b) → Alд(b) preserving initial algebra (this is entailed by
requiring α to be a left adjoint). Similarly, soundness of up-to tech-
niques means that there is a functor γ : Coalд(b) → Coalд(b) that
preserves the final coalgebra (this is entailed by requiring γ to be
a right adjoint). The latter is rather well-studied problem, which
arise for instance with bialgebras (see e.g., [22, 36]). The former
instead is far less understood.
B Proofs
B.1 Proofs of Section 3
Proof of Lemma 3.1. Suppose that (5) holds and take in its premises
i = x = νba = ba(νba). The conclusions of (5) means νba ⊑ νb .
Vice versa, suppose that (†) νba ⊑ νb . Assume the premises in (5).
By coinduction, one has that i ⊑ νba and thus by (†), one has that
i ⊑ νb . 
B.2 Proofs of Section 4
Proof of Lemma 4.1. 1. If µb ⊑C f then α(µb) ⊑A α(f ) = f
and then a(µb) = γ ◦ α(µb) ⊑C γ (f ) = f . The latter entails
that µb ⊑C a(µb) ⊑C f .
2. By 1. with x = µb .
3. First observe that bγ (µb) ⊑ γbαγ (µb) = γb(µb) = γ (µb).
That is γ (µb) is a pre-fixed point of b: thus µb ⊑ γ (µb). By
adjointness α(µb) ⊑A µb .
4. If µb ⊑A f then, by 3., α(µb) ⊑A f . By 2. µb ⊑C f .

Proof of Proposition 4.2. (1) trivial: αb ⊑ αbγα . (2) Suppose that
αb ⊑ bα . In particular, for all x ∈ Pre(a), αbγ (x) ⊑ bαγ (x) =
b(x). 
Therefore, for all abstract domain a, there exists a sound approx-
imation b
a
, that is µb
a
⊑A f implies that µb ⊑C f . The converse
implication guaranteed in general. One has to require complete-
ness of the abstract domain: a is complete w.r.t. b (or b-complete,
for short) iff α(µb) = µb
a
.
Proof of Lemma 4.3. Assumeα(µb) = µb
a
. By Lemma 4.1.2, µb
a
⊑A
f iff α(µb) ⊑A f iff µb ⊑C f . 
Proof of Lemma 4.4. This is Lemma 3.1 [18]. For reader convenience,
we report its proof below.
We first prove the left-to-right implication. The inclusiona(µb) ⊑
µ(ab) always holds. Indeed: b ⊑ ab , thus µb ⊑ µ(ab) and, by mono-
tonicity of a, a(µb) ⊑ a(µ(ab)). Moreover a(µ(ab)) = aab(µ(ab)) =
ab(µ(ab)) = µ(ab).
The other inclusion holds if a is b-complete. Indeed, in this case
α(µb) = µ(αbγ ), which entails that αbγα(µb) = α(µb). By mono-
tonicity of γ , γαbγα(µb) = γα(µb), i.e., γα(µb) = a(µb) is a fixed
point of ab . Therefore µ(ab) ⊑ a(µb).
We can now prove the right-to-left implication. It always hold
that α(µb) ⊑ µ(αbγ ). For the other inclusion, observe that by as-
sumption we have a(µb) = µ(ab) which entails that γαbγα(µb) =
γα(µb). Since γ is injective, αbγα(µb) = α(µb), that is α(µb) is a
fixed point of αbγ . Thus µ(αbγ ) ⊑ α(µb). 
B.3 Proofs of Section 5
Proof of Lemma 5.1. First part.
(1 ⇒ 2) ab = aba ⊒ ba since a is an up-closure. (2 ⇒ 3) It
always holds (αbγ )α ⊒ αb . For the other inclusion, observe that if
ba ⊑ ab , then bγα ⊑ γαb and αbγα ⊑ αγαb ⊑ αb . (3 ⇒ 1) Since
(αbγ )α = αb , then γ (αbγ )α = γαb , that is aba = ab .
Second part.
(1 ⇒ 2) Since b ◦ a = a ◦ b ◦ a then b ◦ a = a ◦ b ◦ a ⊒ a ◦ b .
(2 ⇒ 1) Since a ◦ b ⊑ b ◦ a, then a ◦ b ◦ a ⊑ b ◦ a ◦ a ⊑ b ◦ a. The
other inclusion, b ◦ a ⊆ a ◦ b ◦ a, holds since a is an up-closure.
(2 ⇒ 3) Observe that A = Pre(a) by construction. For every pre
fixed-point a(x) ⊑ x , it holds that ab(x) ⊑ ba(x) ⊑ b(x), namely
b(x) is a pre fixed-point. One can therefore define b(x) = b(x). The
fact thatγb = bγ follows immediately by construction ofγ . (3 ⇒ 2)
By construction of γ , for every pre fixed point x , b(x) is forced to
be a pre fixed-point of a: ab(x) ⊑ b(x). Therefore ab(x) ⊑ b(x) ⊑
ba(x). 
Proof of Theorem 5.2. For eachy ⊑ ba(y),a(y) ⊑ aba(y) ⊑ baa(y) ⊑
ba(y). Therefore a(y) ⊑ νb . If x ⊑ y, then x ⊑ a(y) ⊑ νb . 
Proof of Theorem 5.3. The assumption of Scott-continuity is neces-
sary to characterise
α(µb) = α(
⊔
n
bn(⊥C )) and µ(αbγ ) =
⊔
n
(αbγ )n (⊥A) .
Since α is a left adjoint we have that the leftmost is equivalent to
(
⊔
n αb
n(⊥C ).
By induction on n, we prove that αbn(⊥C ) = (αbγ )
n (⊥A).
• For n = 0, α(⊥C ) = ⊥A;
• For n + 1, we have that αbγ (αbγ )n (⊥A) = αbγαb
n (⊥C ) by
induction hypothesis. Using the property of Kl-lifting, the
latter is equivalent to αbbn(⊥C ) = αb
n+1(⊥C ).

Proof of Proposition 5.4. For the first four point see [28] or Proposi-
tion 6.3.11 [31]. Points 5 and point 6 follow by duality from points
3 and 4. 
B.4 Proofs of Section 6
Proof of Proposition 6.1. If (b∗ ⊔ i)(x) ⊑ x , then i ⊑ x and b∗x ⊑ x .
From the latter, it follows that x ⊑ b∗x . Since x ⊑ f , then x ⊑
b∗x ⊓ f , that is x ⊑ (b∗ ⊓ f )(x).
Conversely, x ⊑ (b∗⊓ f )(x) entails that x ⊑ f and x ⊑ b∗x . From
the latter, it follows that b∗x ⊑ x . Since i ⊑ x , then i ⊔ b∗x ⊑ x ,
that is (i ⊔ b∗)(x) ⊑ x . 
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Kleisli law ba ⊑ ab EM-law ab ⊑ ba
Kleisli Extension b : Kl(a) → Kl(a) EM lifting b : EM(a) → EM(a)
α : Alд(b) → Alд(b) is a left adjoint γ : Coalд(b) → Coalд(b) is a right adjoint
Figure 3. The category theory behind complete abstract domains and sound up-to techniques
B.5 Proofs of Section 7
Proof of Proposition 7.1. By induction on k . For k = 0, the above
inequality amounts to ⊤ ⊑ ⊤, which trivially holds. For k + 1,
a(b∗⊓f )
k+1(⊤) = a(b∗⊓f )(b∗⊓f )
k (⊤) = a(b∗(b∗⊓f ))
k (⊤)⊓a(f ) ⊑
b∗(a(b∗ ⊓ f ))
k (⊤) ⊓ f = (b∗ ⊓ f )(a(b∗ ⊓ f ))
k (⊤). By induction
hypothesis, the latter is equal to (b∗ ⊓ f )(b∗ ⊓ f )k (⊤) = (b∗ ⊓
f )k+1(⊤). 
B.6 Proofs of Section 8
Proof of Lemma 8.1. Ifa1 ⊑ a2, thena2(x) ⊑C x entails thata1(x) ⊑
x . Vice versa, assume that Pre(a2) ⊆ Pre(a1). Since a2(x) ∈ Pre(a2),
it also holds that a2(x) ∈ Pre(a1), i.e., a1(a2(x)) ⊑ a2(x). We con-
clude by using the property thata2 is a closure:a1(x) ⊑ a1(a2(x)) ⊑
a2(x). 
Proof of Theorem 8.2. First of all observe that by definition Ωb =
Pre(ωb ) and that Ωb is closed w.r.t. b , that is b restricts and core-
stricts to Ωb . By point •3 of Lemma 5.1, ωb is b-compatible. As-
sume now thata is compatible. Then, again by point •3 of Lemma 5.1,
Pre(a) should be closed by b . Obviously, ⊤ is a pre-fixed point of
a. Therefore the chain
⊤ ⊒ b(⊤) ⊒ bb(⊤) ⊒ . . .
should belong to Pre(a). Since Pre(a) is a complete lattice, then also
νb =
d
i ∈N b
i (⊤) belongs to Pre(a). This means that Ωb ⊆ Pre(a)
and, by Lemma 8.1, a ⊑ ωb . Since, by definition Ωb = Pre(ωb ), the
last part of the statement follows immediately by Lemma 8.1. 
B.7 Proofs of Section 9
Lemma B.1. Let b,a : C → C be a map and a closure operator with
associated Galois insertion (C,⊑C ) −−−→−←−−−−α
β
(A,⊑A).
1. µ(ab) = µ(aba).
2. γ (µb
a
) = a(µ(ab)).
3. For all f ∈ Pre(a), µb
a
⊑A f iff µ(ab) ⊑C f .
Proof. 1. This is Lemma 3.3 [18]. For reader’s convenience, we
report its proof. The inclusion µ(ab) ⊑ µ(aba) is obvious.
For the other inclusion, observe thataba(µab) = abaab(µab) =
abab(µab) = µ(ab), i.e., µ(ab) is a fixed point of aba. Thus
µ(aba) ⊑ µ(ab).
2. Observe that γ (µb
a
) = γ ◦ α ◦ b ◦ γ (µb
a
) = ab(γ (µb
a
)), so
µab ⊑C γ (µb
a
). Therefore α(µ(ab)) ⊑ µb
a
. For the other di-
rection,α(µaba) = αaba(µaba) = αγαbγα(µaba) = αbγα(µaba),
that is α(µaba) is a fixed point of αbγ . Therefore µb
a
⊑
α(µaba) = α(µ(ab)). We thus have α(µ(ab)) = µb
a
and then,
by monotonicity of γ , γ (µb
a
) = a(µ(ab)).
3. By point 2 and Lemma 4.1.1.

Proof of Proposition 9.2. It follows immediately by definition of lo-
cal completeness and Lemma B.1.3. 
Proof of Proposition 9.3. For the top-down implication, assume that
a isb-complete. By Lemma 4.4, µ(ab) ⊑ f iffa(µb) ⊑ f . By Lemma 4.1.2,
a(µb) ⊑ f iff µb ⊑ f , for all f ∈ Pre(a).
For bottom up, one can take f = a(µb) since aa(µb) = a(µb).
It holds µb ⊑ a(µb) and thus µ(ab) ⊑ a(µb). The other inclusion
a(µb) ⊑ µ(ab) always holds. 
Proof of Proposition 9.6. If a2 is (b, f )-complete, then (1) a2(f ) ⊑ f
and (2) µ(a2b) ⊑ f iff µb ⊑ f . By (1), we have that a1(f ) ⊑ a2(f ) ⊑
f . Now, as usual, if µ(a1b) ⊑ f , then µb ⊑ µ(a1b) ⊑ f . If µb ⊑ f
then, by (2), µ(a2b) ⊑ f and thus µ(a1b) ⊑ µ(a2b) ⊑ f . 
Proof of Proposition 9.8.
1. Follows from the fact that the least upper bound of a family
of b-compatible functions is compatible (see [28] or Propo-
sition 6.3.11 [31]).
2. ωb, f (f ) =
⊔
{a(f )|a is (b, f )-compatible}. Since a(f ) ⊑ f
for all a (b, f )-compatible, then ωb, f (f ) ⊑ f .
3. It is enough to observe that id is (b, f )-compatible: id(f ) ⊑
f and id ◦ b ⊑ b ◦ id (Proposition 5.4.1).
4. By 1 and 2, ωb, f is (b, f )-compatible. It is enough to prove
that the composition a1 ◦ a2 of two (b, f )-compatible maps
a1,a2 is (b, f )-compatible. First, a1(a2(f )) ⊑ a1(f ) ⊑ f . The
other property follows from (Proposition 5.4.2).

Proof of Theorem 9.10. By Proposition 9.8,ωb∗, f is (b∗, f )-compatible
and thus, by Corollary 9.9, (i ⊔b∗, f )-complete. Since a ⊑ ωb, f , by
Proposition 9.6, a is (i ⊔ b∗, f )-complete. 
Proof of Corollary 9.11. Since b∗ is a right adjoint, it is cocontinu-
ous, i.e., b∗
d
=
d
b∗. Therefore the smallest complete lattice con-
taining f and closed w.r.t. to b∗, is the complete lattice generated
by (21). If all these generators belong to Pre(a), since Pre(a) is a
complete lattice, it holds that Ωb∗, f ⊑ Pre(a). Then a ⊑ ωb∗, f and,
by Theorem 9.10, a is (i ⊔ b∗, f )-complete. 
Proof of Lemma 9.14. For monotonicity, take a1 ⊑ a2. Take c : C →
C such that cb ⊑ ba1 and c(f ) ⊑ f . Then it clearly holds that
cb ⊑ ba2. Thus B(a1) ⊑ B(a2).
Let us prove now the second property. The right-to-left impli-
cation is trivial. For the left-to-right, we have as hypothesis that
a′(x) ⊑ B(a)(x) for all x ∈ C . This holds in particular for b(x) and
f . Therefore a′(b(x)) ⊑ B(a)(b(x)) =
⊔
{cb(x) | cb ⊑ ba,c(f ) ⊑
f } ⊑ ba(x). Moreover a′(f ) ⊑ B(a)(f ) =
⊔
{c f | cb ⊑ ba,c(f ) ⊑
f } ⊑ f . 
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