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Soft-computingAbstract This paper presents application of five soft-computing techniques, artificial neural net-
works, support vector regression, gene expression programming, grouping method of data handling
(GMDH) neural network and adaptive-network-based fuzzy inference system, to predict maximum
scour hole depth downstream of a sluice gate. The input parameters affecting the scour depth are
the sediment size and its gradation, apron length, sluice gate opening, jet Froude number and the
tail water depth. Six non-dimensional parameters were achieved to define a functional relationship
between the input and output variables. Published data were used from the experimental researches.
The results of soft-computing techniques were compared with empirical and regression based equa-
tions. The results obtained from the soft-computing techniques are superior to those of empirical
and regression based equations. Comparison of soft-computing techniques showed that accuracy
of the ANN model is higher than other models (RMSE= 0.869). A new GEP based equation
was proposed.
 2016 Faculty of Engineering, Ain Shams University. Production and hosting by Elsevier B.V. This is an
open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).1. Introduction
Scour is a regular phenomenon of bringing down the riverbed
level because of the evacuation of sediment by the erosive
activity of a flowing stream. Local scour is produced close to
the structures because of adjustment of the stream field as anobstacle to the stream by the structures. Turbulent horizontal
jets appear when flow is discharged through underflow gates
and rectangular culverts [1].
The scour phenomenon downstream of a sluice gate is com-
plex in nature due to rapid change of the flow characteristics
on the sediment bed [2]. Local scour downstream of hydraulic
structures by a jet issuing from a sluice gate has gotten impres-
sive consideration in light of the fact that scour can jeopardize
the foundation of the structure.
Laboratory study of scour downstream of sluice gates has
been conducted by several researchers [2–16].
Dey and Sarkar [2] performed an experimental study on
scour hole characteristics over a wide range of sediment size,
tailwater depth, sluice opening and apron length and con-
cluded the following results: The equilibrium scour depth,s Eng J
Notation
b gate opening
d50 median sediment size
ei prediction error
e mean prediction error
Frj jet Froud number
g acceleration due to gravity
ht tailwater depth
La apron length
n number of data
Oi observed value
Qi mean value of observations
Pi predicted value
Pi mean value of predictions
R jet hydraulic radius
Se standard deviation of the prediction errors
U velocity of jet
w sediment fall velocity
q mass density of water
qs mass density of sediments
lAiðxÞ fuzzy membership function
m kinematic viscosity of water
rg sediment gradation
Figure 1 Definition sketch for local scour due to 2D horizontal
jets.
2 M. Karbasi, H. Md. Azamathulladecreases with increase in sediment size and sluice opening.
The equilibrium scour depth increases with rise in densimetric
Froude number, and for a higher densimetric Froude number,
the equilibrium scour depth is free of the densimetric Froude
number. No uniformity of sediments decreases the scour depth
downstream of the launching apron. Placing a launching
apron decreases the scour depth.
Hamidifar et al. [9] examined the scour behaviors of the
non-cohesive sediments downstream of smooth and rough
aprons. The results showed that the principle attributes of
the scour holes, such as the maximum scour depth and its dis-
tance from the end of the apron, the maximum extension of the
hole, the dune height and its distance from the end of the
apron, were much lower for rough than smooth aprons.
In spite of the reported experimental data sets, it is hard to
thoroughly catch the impacts of the different parameters on
the scour created in view of restrictions in the laboratory facil-
ities and scope of tests that can be led. Thus, traditional
methodologies utilizing regression-based techniques to predict
the scour depth are regular. The empirical equations proposed
by these procedures are fundamentally confined to the range of
the database utilized in their derivation [17].
Recently, different artificial intelligence techniques such as
artificial neural network (ANN) [18–29], adaptive neuron-
fuzzy inference system (ANFIS) [20,30–38], support vector
machine (SVM) [29,36,39–41], decision trees [22,41–44],
genetic programming (GP) [45–47], linear genetic program-
ming (LGP) [48,49], gene expression programming (GEP)
[27,28,50], group method of data handling (GMDH), data
mining [17,51–59], and machine learning method were utilized
for modeling of problems in scour prediction.
Najafzadeh and Lim [17] developed structure of a neuro-
fuzzy GMDH network as a self-organized method to estimate
the scour depth downstream of a sluice gate with an apron. An
evolutionary algorithm of PSO is developed with the NF-
GMDH network for the training stage. The results indicated
that the NF-GMDH–PSO network produced lower error in
scour prediction than all other models.
This paper presents the modeling of local scour depth
downstream of a sluice gate utilizing soft computing tech-
niques: ANNs, SVR, GMDH, ANFIS and GEP. Results of
soft computing techniques were compared with empirical and
multiple regression based equations and finally a new GEP
based equation was proposed.Please cite this article in press as: Karbasi M, Azamathulla HM, Prediction of scour
(2016), http://dx.doi.org/10.1016/j.asej.2016.04.0012. Methods
2.1. Theoretical background
A definition sketch for local scour due to 2D horizontal jets is
indicated in Fig. 1, which represents a typical condition of a
local scour hole downstream from a sluice gate.
Local scour due to horizontal jets is influenced by the
power of the jet, the size and uniformity of the bed material,
the presence of an apron between the jet inlet and the erodible
bed, and the tailwater depth. Most existing scour equations use
gate opening as the major length scale for equilibrium local
scour depth [1]. Maximum equilibrium scour depth down-
stream of a sluice gate, can be given in functional form as [2]:
Ds ¼ u U; q; qs; g; m; b; La; ht; d50; rg
  ð1Þ
where U= issuing velocity of jet; m= kinematic viscosity of
water; q= density of water; qs = density of sediments;
b= gate opening; g = gravitational acceleration; La = apron
length; ht = tailwater depth; d50 = median sediment size,
rg = sediment gradation.
Applying the Buckingham p theorem, one gets
Ds
b
¼ w Uﬃﬃﬃﬃﬃ
gb
p ; U  b
m
;
qs
q
;
La
b
;
d50
b
;
ht
b
; rg
 
ð2Þ
The kinematic viscosity may not affect the scour depth in
turbulent flow [60] and the ratio of qsq is constant and can be
neglected. As a result the final equation is derived as follows:
Ds
b
¼ w Uﬃﬃﬃﬃﬃ
gb
p ; La
b
;
d50
b
;
ht
b
; rg
 
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Table 1 Laboratory data for scour depth caused by 2D horizontal jets issuing from sluice gates.
Researcher Number of data Ds=b Frj ht=b d50=b La=b rg
Dey and Sarkar [2] 213 1.5–8.2 2.4–4.9 9.1–12.8 0.02–0.50 27–55 1.1–3.9
Aderibigbe and Rajaratnam [4] 32 1.3–32.7 1.2–21.5 6.9–60.0 0.05–1.35 0 1.3–3.1
Chatterjee et al. [7] 28 0.9–4.1 1.0–5.5 5.8–15.5 0.02–0.14 13–33 1.2–1.4
Table 2 Descriptive statics of train and test data.
Variable Data range Mean Standard deviation
Train Test Train Test Train Test
Ds=b 0.6–24.4 0.5–21.7 12.5 11.10 3.20 3.87
Frj 1.23–21.54 1.02–17.43 11.38 9.22 2.36 2.71
ht=b 3.66–65.73 5.7–65.73 34.7 35.72 11.17 13.54
d50=b 0.017–1.35 0.015–1.35 0.684 0.683 0.198 0.204
La=b 0–60 0–60 30 30 12.75 14.00
rg 1–3.89 1–3.92 2.445 2.460 0.645 0.678
Prediction of scour caused by 2D horizontal jets 32.2. Available experimental data
A large number of experimental data for 2D horizontal jets
have been published. The 273 laboratory data in Table 1 are
utilized in the analysis presented in this paper. Statistical
parameters of the train and test data are shown in Table 2.
The training data were used for learning process and test data
were used to evaluate the performance of the different models.
2.3. Experimental based empirical equations
Melville and Lim [1] analyzed 309 laboratory data for local
scour depth and developed a new prediction equation.
Ds
b
¼ 3FrjKDKhtKrKL ð4Þ
where Frj is jet Froude number U=
ﬃﬃﬃﬃﬃ
gb
p 
; KD is sediment size
effect:
KD ¼ 1 for d50
b
< 0:6 and KD ¼ 0:6 d50
b
 1
for
d50
b
P 0:6
KL is apron length effect:
KL ¼ 1 tanh 0:013La
b
 
Kyt is tailwater depth effect:Table 3 Selection of prediction equations for scour depth downstre
Researcher Equation
Dey and Sarkar [2] Ds
b ¼ 2:59ðFrdjÞ0:94 htb
 0:16 La
b
 0:37 d
Lim and Yu [11] Ds
b ¼ 1:04ðFrdjÞ1:47 d50b
 0:33
r0:69g KL
Chatterjee et al. [7] Ds
b ¼ 0:775Frj
Ali and Lim [5] Ds
R ¼ 2:3ðFrdjÞ0:75 Ujw
 0:5
d50
R
 0:375 
Altinbilek and Basmaci [6] Ds
b ¼ bd50 tan/
 0:5
ðFrdjÞ1:5
Please cite this article in press as: Karbasi M, Azamathulla HM, Prediction of scour
(2016), http://dx.doi.org/10.1016/j.asej.2016.04.001Kht ¼ 1 for ht
b
> 6 and KD ¼ 0:01 ht
b
 2:6
for
ht
b
6 6
Kr is sediment gradation effect:
Kr ¼ 1 for rg 6 2:2 and Kr ¼ 1:2r0:34g for rg > 2:2
Selection of prediction equations for scour caused by 2D
horizontal jets has been presented in Table 3.
2.4. Regression analysis
One of the traditional issues in statistical analysis is to discover
a suitable relationship between a feedback variable and a set of
input variables. Regression analysis is normally used to por-
tray quantitative connections between a feedback variable
and one or more informative variables. In MLR, the function
is a linear mathematical statement, i.e. straight-line, in the
form:
Y ¼ a0 þ a1X1 þ a2X2 þ    þ anXn ð5Þ
where Y is the response variable, a0–an are the equation
parameters for the linear equation, and, X1–Xn are the inde-
pendent variables [61].
Multiple nonlinear regression (MNLR) is a manifestation
of regression analysis in which observational information is
modeled by a function, which is a nonlinear combination of
the model parameters and relies on one or more independentam of sluice gate.
50
b
0:25
Frdj ¼ Uj½ðSG1Þgd50 0:5
KL ¼ exp 0:004ðFrdjÞ0:35r0:5g d50b
 0:5ðLab Þ1:4h i
1:19 where R= jet hydraulic radius; and w= sediment fall velocity
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to estimating linear models, MNLR can estimate models with
nonlinear relationships between input and response variables.
The general presentation of the nonlinear relation is assumed
to be the following:
Y ¼ b0Xb11  Xb22 . . .Xbnn ð6Þ
where b0–bn are the equation parameters.
2.5. Artificial neural network
Artificial neural networks as the most well-known artificial
intelligence models are an accumulation of neurons with par-
ticular structure formed based on the relationship between
neurons in different layers [63]. Neuron is a mathematical unit,
and an artificial neural network that comprises of neurons is a
complex and nonlinear framework. A static ANN known as a
multilayer perceptron (MLP) is the most applied ANN in dis-
tinctive fields of engineering. Application of the artificial neu-
ral networks in the field of water resources and hydraulic
engineering has grown quickly in the recent decade [63]. An
ANN typically comprises of three layers: the input layer, where
the data are introduced to the network; the hidden layer or lay-
ers, where data are processed; and the output layer, where the
results of given input are produced [64]. A multi-layer feed-
forward back-propagation neural network with one hidden
(median) layer has been used in the present study [65]. In a
feed-forward back-propagation neural network, the weighted
connections feed activations only in the forward direction from
an input layer to the output layer. These interconnections are
adjusted utilizing an error convergence technique so that the
network’s response best matches the desired response. The
major superiority of the ANN technique over conventional
methods is that it does not require information about the com-
plex nature of the process [64].
In this study one hidden layer including 5 neurons was used
for the neural networks model. Too few neurons give a poor fit
on unseen data, while too many neurons result in over-training
of the net on the training set. Back-propagation algorithm was
used as a training algorithm in this study.
2.6. Support vector regression
Classification of data is a routine task in data-driven modeling.
Utilizing support vector machines, we can apart classes of data
by a hyper plane. A support vector machine (SVM) is a con-
cept for a set of related supervised learning methods that ana-
lyze data and recognize patterns, used for classification and
regression analysis [63]. Support vector machine was devel-
oped by Vapnik in 1995 [66]. The basic difference between
the application of SVM for regression (SVR) and the applica-
tion of SVM for classification is that in SVR output is consid-
ered as a real number instead of a binary number [63]. The
detail computation procedure can be found in [66].
2.7. Adaptive Neuro-Fuzzy Inference System
Adaptive Neuro-Fuzzy Inference Systems were developed by
Jung in 1993. Neuro-fuzzy model combines artificial neural
network (ANN) and fuzzy inference system (FIS) to facilitate
the process of learning and adaption. In neuro-fuzzy models, aPlease cite this article in press as: Karbasi M, Azamathulla HM, Prediction of scour
(2016), http://dx.doi.org/10.1016/j.asej.2016.04.001multilayer feed forward neural network is used to identify the
parameters of an adaptive network fuzzy inference system.
Importantly, fuzzy logic allows the communication between
the input space and output space with a list of If-then sen-
tences, called law. Having a method that uses the data to con-
struct these rules is considered as an efficient tool. On the other
hand, capabilities of artificial neural networks for training,
using different educational models can establish the relation-
ship between input and output variables. Therefore, the com-
bination of fuzzy inference system and artificial neural
network as a powerful tool that can predict the results of
numerical data is available, as adaptive neuro-fuzzy inference
system is introduced. This system of neural networks and fuzzy
logic algorithms is used to design nonlinear mapping between
input and output spaces.
ANFIS consists of five layers (Fig. 2):
Layer 1: input nodes. Each node of this layer creates mem-
bership grades based on the proper fuzzy set they belong to
using membership functions. The node output O1,i is defined
by the following:
O1;i ¼ lAiðxÞ for i ¼ 1; 2
O1;i ¼ lBi2ðxÞ for i ¼ 3; 4
where x (or y) is the input to the node, and Ai, (or Bi_2) is a
fuzzy set associated with this node, characterized by the shape
of the membership functions in this node and can be any suit-
able functions that are continuous and piecewise differentiable
such as Gaussian, generalized bell shaped, trapezoidal shaped
and triangular shaped functions [64]. In this research, the gen-
erated bell-shaped membership function with below-men-
tioned equation was utilized:
lAi ¼
1
1þ xci
ai
			 			2bi lBi2 ¼
1
1þ xci
ai
			 			2bi ð7Þ
where ai, bi and ci are the parameters of the membership func-
tions in the premise part of fuzz If-Then rules that alter the
shapes of the membership function with the maximum equal
to 1 and the minimum equal to 0, and (ai, bi, ci) are called pre-
mise parameters [64].
Layer 2: rule nodes. Each node in this layer multiplied by
the input signal and output is result of all the input signals:
O2;i ¼ wi ¼ lAiðxÞ  lBi2ðxÞ; i ¼ 1; 2 ð8Þ
Layer 3: Average nodes. Each node of this layer which was
named N, calculates the ratio of normalized rules:
O3;i ¼ w ¼ wi
w1 þ w2 ; i ¼ 1; 2 ð9Þ
Layer 4: Consequent nodes. Node i in this layer calculates
the contribution of the ith rule toward the model output, with
the following function:
O4;i ¼ wif ¼ wiðpi þ qi þ riÞ; i ¼ 1; 2 ð10Þ
where w is the output of the layer 3 and (pi, qi, ri) is the conse-
quent parameter set.
Layer 5: Output nodes. The single node in this layer calcu-
lates the overall output of the ANFIS which is non-fuzzy as
follows:
O5;i ¼
X4
i¼1
wif ¼
P4
i¼1wifP4
i¼1wi
ð11Þcaused by 2D horizontal jets using soft computing techniques, Ain Shams Eng J
Figure 2 Structure of ANFIS [64].
Prediction of scour caused by 2D horizontal jets 5In this research, the hybrid learning algorithm, which com-
bines the least-squares method and the back-propagation, is
utilized to train and adapt the FIS.
More detailed information about ANFIS can be found in
Jang [67].
2.8. Gene Expression Programming
Gene Expression Programming (GEP) is a new evolutionary
Artificial Intelligence method developed by Ferreira [68]. This
Method is an extension of GP, developed by Koza [69]. All
three algorithms (GA, GP and GEP) are part of the wider class
of genetic algorithms as all of them use populations of individ-
uals, select the individuals according to fitness, and introduce
genetic variation using one or more genetic operators [70].
The main difference between the three algorithms resides in
the nature of the individuals: in GAs the individuals are sym-
bolic strings of constant length (chromosomes); in GP the indi-
viduals are nonlinear entities of different dimensions and
shapes (parse trees); and in GEP the individuals are also non-
linear entities of different dimensions and shapes (expression
trees), but these complicated entities are encoded as simple
strings of constant length [70]. GEP is a full-fledged geno-
type/phenotype system, with the genotype totally detached
from the phenotype, while in GP, genotype and phenotype
are one embroiled mess or more formally, a simple replicator
system. As a result, the full-fledged genotype/phenotype sys-
tem of GEP surpasses the elderly GP system by a factor of
100–60,000 [71].
2.9. GMDH Neural Networks
GMDH Neural Network is a self-organizing approach by
which more complicated models are gradually generated based
on the evaluation of their performance on a set of multi-input,
single-output data pairs [72]. This approach was proposed by
Ivakhnenko in the 1960s. It has a series of operations, such
as seeding, rearing, crossbreeding, and selection and rejection
of seeds corresponding to the determination of the input vari-
ables, the structure and parameters of the model, and the selec-
tion of the model by the principle of termination [72].
The typical GMDH algorithm can be represented as a set of
neurons in which different pairs of them in each layer are con-
nected through a quadratic polynomial and thus produce new
neurons in the next layer [73]. General connection betweenPlease cite this article in press as: Karbasi M, Azamathulla HM, Prediction of scour
(2016), http://dx.doi.org/10.1016/j.asej.2016.04.001inputs and output variables can be expressed by a complicated
discrete form of the Volterra functional series in the form
of [74]:
y ¼ a0 þ
Xm
i¼1
aixi þ
Xm
i¼1
Xm
j¼1
aijxixj þ
Xm
i¼1
Xm
j¼1
Xm
k¼1
aijkxixjxk þ   
ð12Þ
which is known as the Kolmogorov–Gabor polynomial,
where X ¼ ðx1; x2;    ; xmÞ is the input vector, and y is the out-
put variable. GMDH works by building successive layers with
complex links that are the individual terms of a polynomial.
The initial layer is simply the input layer. The first layer cre-
ated is made by computing regressions of the input variables
and then choosing the best ones. The second layer is created
by computing regressions of the values in the first layer along
with the input variables. This means that the algorithm essen-
tially builds polynomials of polynomials [75]. More detail on
mathematical background of GMDH Neural Network can
be found in the literature [17,36,51–59].
2.10. Performance evaluation criteria
To estimate the accuracy of the proposed models the following
expressions were used:
RMSE ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃPN
i¼1ðOi  PiÞ2
N
s
ð13Þ
MBE ¼ 1
N
XN
i¼1
ðOi  PiÞ ð14Þ
MAE ¼ 1
N
XN
i¼1
jOi  Pij ð15Þ
MAPE ¼ 1
N
XN
i¼1
Oi  Pi
Oi
				
				 ð16Þ
R2 ¼
PN
i¼1ðOi OiÞðPi  PiÞ
 2
PN
i¼1ðOi OiÞ
2PN
i¼1ðPi  PiÞ
2
ð17Þ
where Oi is the observed value, Pi is the predicted value, Qi is
the mean value of observations, Pi is the mean value of predic-
tions, i is the subscript which indicates the ID of data, and N is
the total number of data. The RMSE describes the average dif-
ference between predicted value and measured value. Mean
average error (MAE) shows how developed models overesti-caused by 2D horizontal jets using soft computing techniques, Ain Shams Eng J
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centage error (MAPE) describes the accuracy of the models by
error percentage. The coefficient of determination R2 describes
the degree of association between the predicted and the mea-
sured values.
3. Results and discussion
At the present study, in order to predict the scour depth down-
stream of a sluice gate, ANN, SVR, ANFIS and GEP methods
were used. The results of the models were compared with the
regression models and empirical equations.
3.1. Multiple Linear Regression
A multiple linear regression analysis of the experimental data
(Table 1) yields the following equation of non-dimensional
equilibrium scour depth downstream of an apron due to sub-
merged jets issuing from a sluice opening:
Ds
b
¼ 1:151þ 1:253Frj  3:371 d50
b
 0:497rg þ 0:057 ht
b
 0:032 la
b
ð18Þ3.2. Multiple nonlinear regression
A multiple nonlinear regression analysis of the experimental
data yields the following equation of non-dimensional equilib-
rium scour depth downstream of a sluice gate:
Ds
b
¼ 0:626Fr1:05j
d50
b
0:273ht
b
0:0165
r0:668g ð19ÞFigure 3 Plot of observed and predicted scour depth with
original data set using ANN model (a) training and (b) test.3.3. Artificial neural network
In this research, a multi-layer perceptron neural network with
one hidden layer and back-propagation training algorithm was
used. The parameters of BP algorithm were adopted as fol-
lows: the learning rate = 0.05, initial maximum number of
epochs = 10,000, momentum constant = 0.95 and minimum
performance gradient = 1e  15. To determine number of
neurons at hidden layer trial and error method was applied.
To do this 2–20 neurons were tested at hidden layer. Results
showed that minimum RMSE occurs at 4 neurons at hidden
layer. The R2 of this model is higher than those of other
MLP models. As a result, the MLP model having 4 hidden
neurons in hidden layer was selected as the best fit model for
scour depth prediction. Fig. 3 shows the results with the per-
formance indices between predicted and observed data for
the training and testing data sets, respectively. Fig. 3 shows
that the MLP model performance is accurate and reliable.
As can be seen from Fig. 3b, the MLP model underestimates
the maximum scour depth for test data.
3.4. ANFIS model
In the ANFIS model, fuzzy subtractive clustering algorithm
was used to design an initial rule base. The objective of the
fuzzy subtractive clustering was to prevent increasing numbersPlease cite this article in press as: Karbasi M, Azamathulla HM, Prediction of scour
(2016), http://dx.doi.org/10.1016/j.asej.2016.04.001of parameters which may be altered according to the number
of rules. The genfis2 function generates a model from data
using clustering and requires a specified cluster radius. Specify-
ing a small cluster radius usually yields many small clusters in
the data hence resulting in many rules. Specifying a large clus-
ter radius usually yields a few large clusters in the data which
results in fewer rules. Cluster size 0.5 was chosen for the test as
it shows a satisfaction of training and testing result. A combi-
nation of least-squares method and back-propagation algo-
rithm (hybrid model) is used to optimize the function
parameters.
To evaluate the performance of the ANFIS model,
observed dimensionless scour depth values are plotted againstcaused by 2D horizontal jets using soft computing techniques, Ain Shams Eng J
Figure 4 Plot of observed and predicted scour depth with
original data set using ANFIS model (a) training and (b) test.
Figure 5 Plot of observed and predicted scour depth with
original data set using SVR model (a) training and (b) test.
Prediction of scour caused by 2D horizontal jets 7the predicted ones. Fig. 4 shows the results with the perfor-
mance indices between predicted and observed data for the
training and testing data sets, respectively. As can be seen from
Fig. 4 ANFIS has performed well in predicting the dimension-
less scour depth.
3.5. SVR model
Fig. 5 provides the graph plotted between observed and pre-
dicted value of dimensionless scour depth obtained by using
RBF kernel based SVR with the train and test data. As can
be seen from Fig 5b, the SVR model overestimates the maxi-
mum scour depth for test data.Please cite this article in press as: Karbasi M, Azamathulla HM, Prediction of scour
(2016), http://dx.doi.org/10.1016/j.asej.2016.04.0013.6. GEP model
The chromosomal architecture including number of chromo-
somes (30-50-100), head size (2-4-7) and number of genes (2-
3-5) were selected and different combination of the mentioned
parameters was tested. The model was run for number of gen-
erations and was stopped when there was no significant change
in the fitness function value and coefficient of correlation.
After some trials, it was found that after 40,000 generations,
there was no appreciable change. Parameters of the optimized
GEP model are shown in Table 4.
The explicit formulations of GEP for non-dimensional
scour depth prediction as a function of Uﬃﬃﬃ
gb
p ; La
b
; d50
b
; ht
b
; rg were
obtained as follows:caused by 2D horizontal jets using soft computing techniques, Ain Shams Eng J
Figure 6 Plot of observed and predicted scour depth with
original data set using GEP model (a) training and (b) test.
Table 4 Parameters of the optimized GEP model.
Parameters Definition Value
P1 Function set +, , , , xn, powðx; yÞ, sinh, tanh, Ln, Inv
P2 Mutation rate 0.044
P3 Inversion rate 0.1
P4 One-point recombination rate 30%
P5 Two-point recombination rate 30%
P6 Gene recombination rate 0.1
P7 Gene transposition rate 0.1
P8 Linking function Addition
P9 Fitness function RMSE
8 M. Karbasi, H. Md. AzamathullaDs
b
¼ a1 þ a2 þ a3 ð20Þ
a1 ¼ tanh 2:75Frj  d50
b
 1=5 !
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Fig. 6 provides the graph plotted between observed and
predicted value of dimensionless scour depth obtained by using
GEP model with the train and test data set. Fig. 7 shows the
expression trees of the aforesaid formulation.
3.7. GMDH Neural Network
A two-variable quadratic polynomial function was used in this
study. Back propagation algorithm used to train the network.
Fig. 8 provides the graph plotted between observed and pre-
dicted value of dimensionless scour depth obtained by using
GMDH Neural Network with the train and test data set.
3.8. Comparison soft-computing methods and empirical
equations
To assess the performance of different soft-computing meth-
ods, results of the soft-computing methods are compared with
empirical models. Table 5 indicates the statistical parameters
for different models for test and train data set. According to
Table 5, almost all of the soft-computing techniques perform
better than regression and empirical based models for test
data. ANN model is the best model for prediction of dimen-
sionless scour depth (RMSE ¼ 0:839, R2 ¼ 0:955 for train
data and RMSE ¼ 0:869, R2 ¼ 0:937 for test data. The second
best model is GEP model (RMSE ¼ 0:761, R2 ¼ 0:962 for
train data and RMSE ¼ 0:957, R2 ¼ 0:961 for test data. After
GEP model, GMDH, ANFIS and SVM models estimate the
maximum scour depth by RMSE= 0.964, 0.971 and 1.175
respectively. ANFIS, GMDH and SVM models overestimate
the maximum scour depth for test data (MBE= 0.052,
0.01 and 0.231 respectively), while ANN and GEP models
underestimate it (MBE= 0.076 and 0.015 respectively). The
main advantage of the GEP model is an algebraic equationPlease cite this article in press as: Karbasi M, Azamathulla HM, Prediction of scour caused by 2D horizontal jets using soft computing techniques, Ain Shams Eng J
(2016), http://dx.doi.org/10.1016/j.asej.2016.04.001
Figure 7 GEP expression tree.
Figure 8 Plot of observed and predicted scour depth with
original data set using GMDH model (a) training and (b) test.
Prediction of scour caused by 2D horizontal jets 9that can be used easily for practical applications. The GMDH
model predicts the values of dimensionless scour depth by
RMSE ¼ 0:799, R2 ¼ 0:958 for train data and
RMSE ¼ 0:964, R2 ¼ 0:966 for test data.
As can be seen from Table 5, the equation suggested by Dey
and Sarkar [2] (RMSE= 1.048, R2 = 0.937) provides better
estimation than other empirical equations. Linear and nonlin-
ear regression equations (Eqs. (18) and (19)) proposed in the
present study could not increase the accuracy of Dey andPlease cite this article in press as: Karbasi M, Azamathulla HM, Prediction of scour
(2016), http://dx.doi.org/10.1016/j.asej.2016.04.001Sarkar [2] equation (RMSE= 1.266 for linear regression and
RMSE= 2.324 for nonlinear regression). Empirical equations
suggested by Melville and Lim [1], Lim and Yu [11] and Chat-
terjee et al. [7] had lower accuracy (RMSE= 3.419,
RMSE= 2.136 and RMSE= 2.278 respectively). Dey and
Sarkar [2], Lim and Yu [11] and Melville and Lim [1] equations
overestimate the maximum scour depth (MBE= 0.417,
0.851 and 2.525 respectively), while Chatterjee et al. [7]
underestimate the maximum scour depth (MBE= 1.457).
Melville and Lim [1] equation had the worst accuracy and
mean averaged percentage error (MAPE) was about 80%.
Thus, in comparison with other models and equations, appli-
cation of this equation is not recommended.caused by 2D horizontal jets using soft computing techniques, Ain Shams Eng J
Table 6 Sensitivity analysis for input parameters with ANN
model.
Function R2
(train)
RMSE
(train)
R2
(test)
RMSE
(test)
Ds
b ¼ w Uﬃﬃﬃﬃgbp ; Lab ; d50b ; htb
 
0.892 0.924 0.908 1.549
Ds
b ¼ w Lab ; d50b ; htb ;rg
 
0.527 2.029 0.731 1.793
Ds
b ¼ w Uﬃﬃﬃﬃgbp ; d50b ; htb ;rg
 
0.919 0.806 0.885 1.444
Ds
b ¼ w Uﬃﬃﬃﬃgbp ; Lab ; d50b ;rg
 
0.865 1.521 0.843 1.621
Ds
b ¼ w Uﬃﬃﬃﬃgbp ; Lab ; htb ;rg
 
0.844 1.124 0.857 1.333
Bold values are best results.
Table 5 Performance of different models for train and test
data sets.
Model RMSE MBE MAPE
%
MAE R2
ANN (test) 0.869 0.076 18.842 0.615 0.968
SVM (test) 1.175 0.231 15.78 0.601 0.968
ANFIS (test) 0.971 0.052 19.42 0.626 0.971
GEP (test) 0.957 0.015 20.04 0.602 0.961
GMDH (test) 0.964 0.010 17.94 0.621 0.966
ANN (train) 0.839 0.085 20.67 0.599 0.955
SVM (train) 0.661 0 17.52 0.469 0.972
ANFIS (train) 0.711 0 19.25 0.509 0.967
GEP (train) 0.761 0.011 20.14 0.538 0.962
GMDH (train) 0.799 0 21.51 0.594 0.958
Nonlinear multiple
regression
2.324 0.768 43.73 1.307 0.832
Linear multiple
regression
1.266 0.449 29.386 0.955 0.938
Melville and Lim [1] 3.419 2.525 80.471 2.541 0.925
Dey and Sarkar [2] 1.048 0.417 36.919 0.727 0.937
Lim and Yu [11] 2.136 0.851 37.607 1.172 0.915
Chatterjee et al. [7] 2.278 1.457 34.313 1.594 0.896
Bold values are best results.
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To evaluate the significance of input variables on maximum
scour depth, sensitivity analysis was performed on the ANN
model due to minimum error of it. In the analysis, one
parameter of Eq. (3) was eliminated each time to assess its
affection to the output. In this way, the RMSE values are char-
acterized as common statistical errors. Results of sensitivity
analysis are presented in Table 6. Accordingly, the jet Froude
number (Frdj) was found to be the most effective parameter
(R2 = 0731, RMSE= 1.793) on the prediction of maximum
scour depth, While the apron length ratio (La=b) was found
to be the least effective parameter on the prediction of
maximum scour depth. Aderibigbe and Rajaratnam [4] also
showed that the scour depth is primarily a function of the jet
densimetric Froude number.Please cite this article in press as: Karbasi M, Azamathulla HM, Prediction of scour
(2016), http://dx.doi.org/10.1016/j.asej.2016.04.0014. Conclusion
In this paper an attempt was made to determine the best
method for estimating maximum scour depth issuing from a
sluice gate. The results of the ANN, ANFIS, SVR and GEP
methods had good agreements with the measured experimental
data. Also the results of these models were compared with the
existing empirical [1,2,7,11] and regression based equations.
Data sets for performing the training and testing stages were
gathered from literatures [2,4,7]. It was shown that the
ANN, SVR, ANFIS, GMDH and GEP models had less com-
putational errors than the empirical equations. Moreover
results showed that soft computing models are superior to
regression models (linear and nonlinear). The rank of soft
computing models according to root mean square error was
ANN, GEP, GMDH, ANFIS and SVM (RMSE= 0.869,
0.957, 0.964, 0.971 and 1.175 respectively). Comparing GEP
and ANN methods, derived equation from GEP is more appli-
cable than the black box approach of ANN; however, the
accuracy of ANN model was slightly higher than GEP model.
Between the traditional equations, Dey and Sarkar [2] equa-
tion had relatively low errors (RMSE= 1.048 and
MAPE= 36.9%) in comparison with other equations. Mel-
ville and Lim [1] equation did not yield satisfactory results
for data set of the present study (RMSE= 3.419 and
MAPE= 80.4%). Additionally, sensitivity analysis is per-
formed and it is found that Jet Froude number is the most
effective parameter on maximum scour depth downstream of
a sluice gate. On the other hand, apron length ratio is the least
effective parameter on maximum scour depth. For the future
researchers it is proposed that meta-heuristic optimization
techniques such as particle swarm optimization (PSO) and arti-
ficial bee colony (ABC) are applied for training process of soft
computing techniques.
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