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Abstract 
In this paper, a triple layer perceptron model harmonized one time session key guided metamorphosed based encryption 
technique using PSO generated key stream (TLPPSO) has been proposed. In this proposed TLPPSO technique indistinguishable 
triple layer perceptron model is used in both sender and receiver side. Metamorphosed based approach is exploits to encrypt the 
plain text for producing level 1 i.e. metamorphosed encrypted plain text.  Now, level 1 cipher text is selected to accomplish            
level 2 encryption i.e. PSO key stream based encryption. Finally, Triple Layer Perceptron (TLP) generated session key based 
encryption get performed to produce final cipher text. This final cipher text gets transmitted to the receiver by the sender. 
Receiver side has same TLP synchronized session key because of mutual synchronization operation. This session key is making 
use of performing deciphering technique by XOR with encrypted text. Outcome of this operation is level 2 encrypted cipher text. 
PSO based key stream is used to produce level 1 encoded text by decrypting the level 2 encoded text  Finally, metamorphosed 
based decryption is performed to further decode the text and generate plain text from the level 1 encrypted cipher text. Parametric 
tests are done and results are compared in terms of Chi-Square test, response time in transmission with some existing classical 
techniques, which shows comparable results for the proposed system.  
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1. Introduction 
These days a variety of techniques are available to secure data and information from eavesdroppers [1, 7, 9, 10, 12, 
13, 14]. Every algorithm has its own advantages and disadvantages. Security of the encrypted text entirely depends 
on the key used for encryption. In cryptography the main security threats is man-in-the-middle attack at the time of 
exchange the secret key over public channel. In this paper, a one time secret session key generation mechanism has 
been proposed using triple layer perceptron (TLP) i.e. key generation using weight synchronization of sender & 
receiver’s neuro synaptic system. 
The organization of this paper is as follows. Section 2 of the paper deals with necessity of the proposed 
TLPPSO. Proposed Triple Layer Perceptron (TLP) synchronization algorithm has been discussed in section 3. 
Section 4 deals with the proposed PSO based key stream generation technique. Metamorphosed encryption & 
decryption technique also been discussed in section 5 & 6. Section 7 is deals with the complexity measurement of 
proposed TLPPSO. Experiments results of this technique are given in section 8. Analysis regarding various aspects 
of the technique & results along with security threats and security assurance mechanisms has been presented in 
section 9.  Conclusions & future scopes are drawn in section 10 and that of references at end.  
2. Problem Domain and Methodology 
2.1 Problem of Man –In-The-Middle attack 
Intruders can live in middle of sender & receiver and tries to capture all the information transmitting from both 
parties. Diffie-Hellman key exchange technique [1] suffers from this. Intruders can act as sender and receiver 
simultaneously and try to steal secret session key at the time of exchanging key via public channel. 
2.2 Solution of the problem 
This famous problem is being addressed in TLPPSO where secret session key is not exchanged over public insecure 
channel. At end of double perceptron based synchronization strategy, both parties’ generates identical weight vector 
that becomes the session key.  
3. TLP based Session Key Generation Technique 
In proposed TLPPSO based session key generation technique Section 3.1 deals with TLP synchronization model and 
that of section 3.2 and 3.3 describes the key generation algorithm and TLP learning rules. 3.4 deals with effect of 
learning rules.  Section 3.5 describes weight distribution of TLP. 
3.1 Triple Layer Perceptron Synchronization Model 
A session key generation technique using Triple Layer Perceptron (TLP) has been proposed for transmitting the 
final cipher text in each session using different session key. In this scheme both sender and receiver uses an identical 
Triple Layer Perceptrons. In each session sender and receiver both perceptrons are start synchronization by 
exchanging some control frames. After synchronization procedure synchronized identical weight vector forms the 
session key for a particular session. In Triple Layer Perceptron synchronization scheme secret session key is not 
physically get exchanged over public insecure channel. At end of weight synchronization strategy of both parties’ 
generates identical weight vectors. This identical weight vector for both parties can be use as one time secret session 
key for secured data exchange. Figure1 shows the architecture of TLP. Sender and receivers TLP select the weight 
vectors between the input layer and first hidden layer for synchronization purpose. Synchronized identical weight 
vector of sender and receivers’ becomes session key. The key generation technique and analysis of the technique 
using random number of nodes (neurons) and the corresponding algorithm is discussed in the following subsections 
in details.The architecture of triple layer perceptron consist of one input layer, one output layer and three hidden 
layers. Addition of three hidden layers improves security of the TLPPSO technique by making the attacker life 
difficult. Here, the parameter K is being divided into K1, K2 and K3 value. K3 represents number of hidden neurons 
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adjacent to the output layer. For each K3 neuron there are K2 number hidden neurons, i.e. the middle -hidden layer 2 
between the hidden layer 1 and 3.Total number of hidden neurons in hidden layer 2 are K2×K3. Each of K2×K3 
hidden neurons has K1 number of hidden neurons in hiden layer 1 i.e. hidden layer adjacent to the input layer. So, 
hidden layer 1 has total K1×K2×K3 neurons. Now, for each K1×K2×K3 neurons there are N inputs possible. So, 
finally it can be stated that, the input layer has K1×K2×K3×N input neurons and this number represents the size of 
the triple layer peceptron . Each hidden neuron in Hidden layer number 1 (i.e. with K1×K2×K3 neurons) produces 
σ1i values. Similarly, each hidden neuron in hidden layer number 2 (i.e. with K2×K3 neurons) produces σ2i value. 
Each hidden neuron in hidden layer number 3 (i.e. with K3 neurons) produces σ3i value. These can be represented as 
– 
                                                               σ1i = sgn ൫∑  ே௝ୀଵ ௜ܹ,௝ ௜ܺ,௝൯                                                                              (1) 
                                                               σ2i = sgn ൫∑  ே௝ୀଵ σ௜ଵ൯                                                                                       (2) 
                                                               σ3i = sgn ൫∑  ே௝ୀଵ σ௜ଶ൯                                                                                       (3)        
Sgn is a function, which returns -1, 0 or 1: 
                                                           sgn = ቐ  
−1  ݂݅ ݔ < 0
0    ݂݅ ݔ =  0
1   ݂݅  ݔ > 0
                                                                         (4)        
The output of neural network is then computed as the multiplication of all values produced by hidden elements:  
                                                                       τ = ∏ σ௜ଷ௄ଶ௜ୀଵ                                                                               (5)        
The, basic difference between these double layer perceptron and triple layer perceptron  is, double layer TPMs are  
calculating the σij  where i ={1,2,3} and j ={1,2…,K1×K2×K3×N } value for two times. So, this TLP ends up with 1 
set of weight vector and 3 sets of σ values.  
 
Fig. 1. A Triple Layer Perceptron with 3 Hidden Layers 
 
The figure 1 shows a perceptron with 3 hidden neuron layers. Here the K3 =2, K2=2 and K1=2 as well. So, the first 
hidden neuron from the top has K1×K2×K3 = 2×2×2 = 8 hidden neurons. The second hidden layer contains 2 
neurons. The number of inputs = N×K, where N is the number of inputs per hidden layer 1 neuron and         
K= K1×K2×K3. The output is τ, which is either -1 or 1.  
The learning mechanism proceeds as follows:  
1. If the output bits are different, ߬ܣ ≠ ߬ܤ, nothing is changed.  
2. If ߬ܣ = ߬ܤ = ߬, only the weights of the hidden units with BABAk
//    will be updated. 
3. The weight vector of this hidden unit is adjusted using one of the following learning rules: 
                                                           Anti-Hebbian: ))(( //// BABAkk
BABA
k
BA
k xWW                                              (6)
                                                                    Hebbian:  ))(( //// BABAkk
BABA
k
BA
k xWW                                               (7) 
                                                         Random Walk: ))((
/// BABA
kk
BA
k
BA
k xWW                                            (8)         
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Hebbian learning 
anti-Hebbian learning  
Random walk learning 
3.2 TLP Synchronization Algorithm  
Step 1. Initialization of random weight values of TLP  where,  LLLwij  ,...,1,                                           (9) 
Step 2.   Repeat step 3 to 6 until the full synchronization is achieved, using Anti-Hebbian-learning rules. 
                       ))(( //// BABAkk
BABA
k
BA
k xWW                                                                                                (10) 
Step 3. Generate random input vector X. Inputs are generated by a third party or one of the communicating 
parties.   
Step 4. Compute the values of the hidden neurons using (eq. 11)  
ji
N
j
jiiii xwN
xw
N
h ,
1
,
11 

                       (11) 
Step 5. Compute the value of the output neuron using       


K
i
i
1
                                                               (12) 
Compare the output values of both TLP by exchanging the system outputs.  
if Output (A) ≠ Output (B), Go to step 3   
else if Output (A) = Output (B) then one of the suitable learning rule is applied only the hidden units are trained 
which have an output bit identical to the common output. 
Update the weights only if the final output values of the both TLP’s are equivalent. When synchronization is finally 
occurred, the synaptic weights are same for both the system.  
TLP Learning rule 
At the beginning of the synchronization process A's and B's DLP start with uncorrelated weight vectors BAiw
/ . 
For each time step K, public input vectors are generated randomly and the corresponding output bits  A/Bare 
calculated. Afterwards A and B communicate their output bits to each other. If they disagree,  A ≠  B, the weights 
are not changed. Otherwise learning rules suitable for synchronization is applied. In the case of the Hebbian learning 
rule [2, 3, 4] both neural networks learn from each other:       BAijiji xwgw ji   ,,,                              (13) 
Effect of Learning Rule 
The learning rules used for synchronizing DLP share a common structure. That is why they can be described by a 
single (eq. 14)   jiBAiji xfwgw ji ,, ,,,                                                                                                    (14) 
with a function  BAif  ,, , which can take the values -1, 0, or +1. In the case of bidirectional interaction it is 
given by 
                                                    
     




1
,, 

 BAABAif  
(15) 
The common part    BAA    of  BAif  ,,  controls, when the weight vector of a hidden unit is adjusted. 
Because it is responsible for the occurrence of attractive and repulsive steps [2, 3, 4]. 
Weight Distribution of DLP 
In the case of the Hebbian rule (eq. 8), A's and B's DLP learn their own output. Therefore the direction in which the 
weight jiw ,   moves is determined by the product jii x , [2, 3, 4]. 
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                                                



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






 2,
,
, 12
11
jii
ji
jii
wNQ
w
erfxP                                                            (16)   
 According to this equation, )sgn( ,, jijii wx   occurs more often than the opposite, )sgn( ,, jijii wx  . 
Consequently, the Hebbian learning rule (eq. 8) pushes the 
weights towards the boundaries at -L and +L. In order to quantify this effect the stationary probability distribution of 
the weights for t is calculated for the transition probabilities. This leads to [2,3,4] 
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Here the normalization constant 0 is given by 
4. PSO based key stream Generation 
A PSO based approach is use to construct key stream. A collection of alphanumeric characters is called a key stream 
and each character in the key stream is known as key. The key stream measurement lengthwise constantly be less 
than or equal to the plaintext to be encrypt and production of key stream is based on sharing of characters in the 
plaintext for encryption principle. The key stream generation procedure using PSO technique is illustrated using the 
following steps: 
Step 1. In PSO based approach a particle is used to designate a key stream (set of alphanumeric characters). Each 
particle can have numerous dimensions. Each dimension signifies an individual key inside that key stream. 
The dimensions in the key stream can be packed or unpacked. For example if the ceiling of dimension of 
each particle is equal to 256 then it is characterized by  
Particlei or Key streami  = (Key1, Key2, … , Key256). 
Which actually indicate a key stream comprises of 256 keys i.e. 256 alphanumeric characters.  Key stream 
length can be attained by counting number of dimensions are packed in the key stream. Usually key stream 
length is less than or equal to the plain text.  With 256 alphanumeric characters various key stream can be 
generated of preset rigid length by variation of these prearranged set length characters ordering all viable 
ways devoid of any recurrence. So, for example if total number of alphanumeric characters = 256. If key 
stream length = 192 then among 256  alphanumeric characters 192 alphanumeric characters are nominated 
such a way so that by ordering all achievable ways with no replication these 192 characters forms multiple 
key stream having monotonous length i.e. 192. For an example if 4 characters  A, S, M, K are taken to 
structure key stream of length 4 among 256 alphanumeric characters. Then there are 24 doable ways of 
obtaining key stream.         
ASMK, ASKM, AMSK, AMKS, AKMS, AKSM, 
SAMK, SAKM, SMAK, SMKA, SKMA, SKAM, 
MASK, MAKS, MSAK, MSKA, MKSA, MKAS, 
KASM, KAMS, KSAM, KSMA, KMSA, KMAS. 
Using 256 characters total number of generated potential key stream is given in following equation. 
718.2!*256)(!256)!256/(!256
256
1


ec
c
 
Step 2. According to PSO technique each particle should have an allied velocity. The PSO technique also offers 
velocity for each and every particle or key stream. This velocity vector also has multiple dimensions. The 
number of velocity dimension is calculated using following logic 
If (lengthof(Plaintext)) <= key stream dimension then 
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    Set   velocity dimension = (lengthof(Plaintext)) - key stream dimension 
Else if (lengthof(Plaintext)) > key stream dimension then 
    Set velocity dimension = maximum key stream dimension - key stream dimension 
The dimensions in the velocity vector can be filled or unfilled. Total number of engaged dimension in the 
velocity vector denotes the length of the velocity vector. Velocity vector of each particle is denoted as  
Velocityi = (Velocity_char1, Velocity_char2,…, Velocity_charn) 
Group of velocity characters form a velocity vector. Each particle place gets evaluated by counting number 
of characters in the key stream belonging to a plaintext.  Using following function particle position is 
evaluated.   
Particle_Position(Particlei) = count (keyj   plain text), where j = 1, 2, …, lengthof(Particlei). 
Step 3. Likelihood of characters in the key stream appearing in the plaintext is calculated using following equation.  
Prob(Particlei) = Particle_Position(Particlei)/lengthof (Particlei) 
Step 4. If (Prob(Particlei) >= min probability value) then 
        return (Particlei with Prob(Particlei) = max probability value) 
Step 5. If (Prob(Particlei) < min probability value) then  
        repeat apply a velocity              Velocityk = (Velocity_char1, Velocity_char2, …, Velocity_charm), 
Where Velocityk     (Particlei,, Velocityi) and m = n - lengthof(Velocityi). 
Each particle can be moved to a new location by applying velocity on it. The Velocity applied to a particle 
is a number of characters in the velocity vector occurring in the plain text and characters are chosen such a 
way so that these group of characters not occurring in the key stream and velocity vector. Once applying 
velocity on a particle the velocity characters occupy the dimension which is vacant in the velocity vector. 
Step 5. 1. The current position of a particle is found by toting up the previous position with the applied 
velocity. Then compute  Current_position(Particlei) = previous_position(Particlei) + Velocityk 
Step 5. 2. The latest likelihood value can be computed by dividing the particle   current position with the 
summation of particle length and velocity vector length.  
Prob(Particlei)=Current_position(Particlei)/(lengthof(Particlei) + lengthof (Velocityi)) 
Step 5. 3. Compute Velocityi = Velocityi + Velocityk 
Step 5. 4. return (Particlei and Velocityi with Prob(Particlei)= max probability value) 
   until (Prob(Particlei) >= max probability value) 
5. Encryption Algorithm 
Step 1. Plain texts are initially encoded using the help of metamorphosed code table to generate a level 1 encoded 
text for enhancing the security.  For plain text “tree” figure 2 shows corresponding tree representation of 
probability of occurrence of each character in the plain text. Characters‘t’ and ‘r’ occur once and character 
‘e’ occurs twice. Each character code can be generated by travelling the tree using preorder traversal. 
Character values are extracted from the decimal representation of character code. Left branch is coded as 
‘0’ and that of right branch ‘1’. Table 1 shows the code and value of a particular character in the plain text.   
 
            
      
  
 
 
                                                      Fig. 2. Character Code Tree 
 
From the original tree metamorphosed tree is derived using metamorphosed operation. Figure 3, 4 and 5 are the 
metamorphosed trees. After mutation new code values as obtained are tabulated in table 2. Tree having (n-1) 
1 
a 
d c 
1st child 
3rd child 4
th child 
2nd child 
b 
4 
2 2 
1 1 
0 
0 
1 
e  
t r 
Table 1 
Character Code Table 
Plain text 
Code 
Value  
t 10 2 
r 11 3 
e 0 0 
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intermediate nodes can generate 2n-1 mutated trees. In order to obtain unique value, the code length is added to the 
character if the value is identical in the table. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
                                                                                                             Table 2 
Metamorphosed code table 
Character 
Code 
Value 
Code 
Value 
Code 
Value 
t 01 1 11 3 00 0 
r 00 0 10 2 01 1 
e 1 2 0 0 1 2 
 
Step 2. If the length of the level 1 encoded plain text is more than length of the key stream then the values of the 
key stream are added to a preset value to produce the keys for the characters in the level 2encoded plain 
text which is at a position grater than the length of the key stream. Predetermined value is calculated using 
the following equation. Predetermined_value= lengthof(plaintext)/2 
Step 3. For the very first level 1 encoded plain text block keys are form by the values of the characters in the key 
stream.  
Step 4. For the consecutive level 1 encoded plain text blocks keys are generated by adding preset value with the 
keys of the previous block for sinking the key storage load that in turn reduces the space complexity. 
Keyforblock(i)= Keyforblock(i-1) + Predetermined_value, where i>=2 
Step 5. Now, those characters in the key stream are appearing in the pain text represent them using their 
corresponding metamorphosed code value and those characters are not appearing in the plain text represent 
them using their corresponding ASCII value. Then perform XOR operation between level 1 encoded plain 
text and key stream to generate the level 2 encrypted cipher text. 
Step 6. Perform XOR operation between level 2 encoded cipher text and session key to finally produce level 3 
based final cipher text and transmitted to the receiver. 
Step 7. Using metamorphosed code table encode the keys in the key stream occurring on the plain text. This 
process generates level 1 encoded key stream. This technique ensures that if intruders intercept the key of 
the key stream then also values of the key not be known to the intruders because of the metamorphosed 
code table encoding. 
Step 8. Finally, perform XOR between level 1 encoded key stream and session key to produce level 2 encoded key 
stream. 
               Fig. 3. Swap the edges between a and b and between c and d.   
 
Fig. 5.   Swap the edges between a and b. Edges c and d get 
unaltered. 
c d 
b a 
4 
2 2 
1 1 
1 
1 
0 
0 
e 
t r 
2nd child 1st child 
3rd child 4
th child 
c d 
a b 
1st child 
4 
2 2 
1 1 
1 
1 
0 
0 e 
t r 
3rd child 4th child 
2nd child 
d c 
b a 
4 
2 2 
1 1 
1 
1 0 
0 
e 
t r 
1st child 
3rd child 4
th child 
2nd child 
Fig. 4. Swap the edges between c and d. Edges a and b get 
unaltered. 
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6. Decryption Algorithm 
Step 1. Receive the cipher text and level 2 encoded key stream from the sender.  
Step 2.   Generate level 1 encoded key stream by performing XOR operation between session key and level 2 
encoded key stream. 
Step 3. Load the metamorphosed code table from memory. 
Step 4. Decode the level 1 based encoded key stream by code table value and those keys of the key stream are 
missing in the code table are replaced by their corresponding ASCII.  
Step 5. Compute the predetermined value based on cipher text length. 
Step 6. Using predetermined value and keys in the key stream receiver generates the keys for the portion of the text 
exceeding the length of the key stream. 
Step 7. Generate level 2 encoded cipher text after performing deciphering operation i.e. perform XOR operation 
between session key and received cipher text from sender. 
Step 8. Generate level 1 based encoded plain text by performing XOR operation between level 2 encoded cipher 
text and key stream generated from step 6. 
Step 9. Generate plain text by performing metamorphosed based decryption on level 1 encoded plain text. 
7. Complexity of The Technique 
O(N) computational steps are desired to create a key of length N. The average synchronization time up to N=1000 
asymptotically one expects an increase like O (log N). 
8. Results 
In this section the results of implementation of the proposed technique has been presented in terms of encryption 
decryption time, Chi-Square test, degree of freedom. The results are also compared with existing RSA & TDES [1] 
technique. Figure 6 shows memory heap of TLP at run time and Figure 6 shows memory Gantt chart during 
execution of TLP. 
   
                  Fig. 6.  Memory Heap of TLP                                                         Fig. 7.  Shows Memory Gantt Chart during execution. 
 
Figure 8 shows the graph of TLP Synchronization Vs TLP size graph. X axis represents the size of the network and 
Y-axis represents time in Microseconds. All three learning rules were applied while examining the TLP. From the 
above graph its evident that Anti-Hebbain rule takes more time to mutually synchronize both TLP. Random walk 
takes less time among other two learning rules. While Hebbian learning rule takes more time than random walk but 
less than Anti-Hebbian rule. 
   \
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Fig. 8. Shows Synchronization time Vs. Network size of TLP 
 
Table 3 
Shows  encryption decryption time, chi-square value and degree of freedom comapred to tdes and res 
 
Source 
File 
Source 
Size 
(In Bytes) 
Encryption 
Time 
(In Seconds) 
Decryption 
Time 
(In Seconds) 
Chi Square 
Value 
(TLPPSO) 
Degree of 
Freedom 
(TLPPSO) 
Chi Square 
Value 
(TDES) 
Chi Square 
Value 
(RSA) 
POSTFIX.CPP 32150 13.5729 13.2845 113856 88 82946 149273 
PFPICK.DLL 58368 25.1168 24.8206 14926 255 10348 18437 
MAKER.EXE 59398 25.9104 25.7314 23126 255 15910 29087 
MODE.COM 29271 14.1703 13.9104 4017 255 2056 5186 
HIMEM.SYS 33191 15.3896 15.1652 9372 255 6182 11047 
9. Analysis of Results  
In this paper, TLPPSO technique has shown Chi-Square value of proposed technique is higher than TDES and also 
quite comparable with RSA. So, its confirmed degree of freedom & the characters are well distributed in the range 
of 0 to 255 parameter value. From experimental results it is clear that the proposed technique may achieve optimal 
performances. In this case, synchronized weight value can be used as a one time session key and no need to transmit 
the session key over public channel. For a brute force attack using K hidden neurons, K*N input neurons and 
boundary of weights L, gives (2L+1)KN possibilities. For example, the configuration K = 3, L = 3 and N = 100 
gives us 3*10253 key possibilities, making the attack unfeasible with today’s computer power. E could start from all 
of the (2L+1)3N initial weight vectors and calculate the ones which are consistent with the input/output [5, 6, 8,   11, 
15, 16, 17, 18].  
10. Future Scope & Conclusion  
This paper presents a novel approach for generation of secret key proposed algorithm using TLP synchronization.  
Security of the technique can be improved by increasing the synaptic depth (L) of TLP. In TLPPSO technique 
likelihood of attack is minimum because key is not get exchanged over a public channel.  
Future scope of this technique is that this TLP model can be deploy in wireless communication for key distribution 
& authentication purpose. And also this technique can be used in password authentication system in E-commerce. 
Some evolutionary algorithm can be incorporated with this TLP model to get well distributed weight vector.  
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