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Abstract
Let M be an arbitrary submonoid of the free monoid A∗, and let X ⊆ M be a variable length code (for short a code). X is
weakly M-complete iff any word in M is a factor of some word in X∗ [J. Ne´raud, C. Selmi, Free monoid theory: Maximality and
completeness in arbitrary submonoids, Internat. J. Algebra Comput. 13 (5) (2003) 507–516]. Given a regular submonoid M , and
given an arbitrary code X ⊆ M , we are interested in the existence of a weakly M-complete code Xˆ that contains X . Actually, in
[J. Ne´raud, Completing a code in a regular submonoid, in: Acts of MCU’2004, Lect. Notes Comput. Sci. 3354 (2005) 281–291; J.
Ne´raud, Completing a code in a submonoid of finite rank, Fund. Inform. 74 (2006) 549–562], by presenting a general formula, we
have established that, in any case, such a code Xˆ exists. In the present paper, we prove that any regular circular code X ⊆ M may be
embedded into a weakly M-complete one iff the minimal automaton with behavior M has a synchronizing word. As a consequence
of our result an extension of the famous theorem of Schu¨tzenberger is stated for regular circular codes in the framework of regular
submonoids. We study also the behaviour of the subclass of uniformly synchronous codes in connection with these questions.
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1. Introduction
Completeness is one of the main concepts in free monoid theory: a subset X of the free monoid A∗ is complete
if any word is a factor of some word in X∗, the submonoid generated by X . In the case where any element of X∗
may be factorized in a unique way as the product of elements of X , we say that X is a uniquely deciphering set, or
a variable length code, or in short, a code. In this area, one of the most important results is due to Schu¨tzenberger.
It states that for the so-called thin codes [4, pp. 38, 65], being maximal is equivalent to being complete. From this
point of view, many studies has been done for examining the interconnexions between maximality and completeness
for special families of codes [8,4,23,10,20]. In particular, a lot of constructive methods for embedding a code into a
complete one – and consequently, characterizations of the existence of complete codes – have been published [9,24,
6,26,5,11,12,17,18].
Of related interest in the theory of information, it is not surprising that different notions of local completeness have
been introduced (cf. [4,3] or [15,16,22,7,19]).
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In this paper, we are interested in the notion of weak completeness in submonoids, as introduced in [20]: given an
arbitrary submonoid M of A∗, and given a set X ⊆ M , X is weakly M-complete iff any word in M is a factor of some
word in X∗. Actually, this notion is more general that the classical concept of completeness in monoids as introduced
in [4]. It appears to be connected with the notion of completeness which was introduced in [22], where the part of
those of the submonoids that are maximal in a given sofic system is emphasized. In such a context, X is strongly
M-thin (s.M-thin for short) iff a word in M which is not a factor of any word in X exists: the family of regular codes
that are included in M constitutes a large example of s.M-thin codes.
From the point of view of weak completeness, a general extension of Schu¨tzenberger’s theorem is established in
[20]. Actually, we notice that the proof that we presented make not use of any method for embedding a code into an
M-complete one. The present paper is the third of a series where we study such embedding procedures:
– In [17], we presented a general formula which allows us to solve the problem in the framework of the so-called
submonoids with a finite rank. We define the rank of M as the rank of the minimal automaton with behaviour M , i.e.
the smallest positive integer r(M) such that a word w which satisfies |Q.w| = r(M) exists, where Q stands for the set
of states (the action of the word w may be not defined on some state in Q). Actually, regular submonoids are the most
typical example of such submonoids. Our formula guarantees the existence of a regular M-complete code in a regular
submonoid: this property brings additional information about a result from [3], which testifies to the existence, in any
case, of a non thin M-complete code.
– In the topic of the transmission of information, most of the efficient coding algorithms were based on the
properties of special classes of codes such as prefix codes, circular codes, or uniformly synchronous codes. In [14,
21], it is commented that the existence of a finite or regular prefix code in a regular submonoid M is far from certain:
actually, such a property is decidable. This fact is surprising, compared with the general method which was presented
in [17] and, clearly, with the well-known properties of prefix codes complete in A∗. From this point of view, algorithms
for embedding a regular prefix code into a regular M-complete one are presented in [18].
– In the present paper, we consider the family of circular codes, and its subfamily of uniformly synchronous codes
(cd e.g. [4]). We prove the following result:
Theorem. Given a regular submonoid M of A∗, the following conditions are equivalent:
(i) We have r(M) = 1 (i.e. a synchronizing word exists with respect to the minimal automaton with behaviour M).
(ii) Any regular circular (uniformly synchronous) code which is included in M may be embedded into a weakly M-
complete regular circular (uniformly synchronous) code.
As a corollary, given a submonoid M with finite rank, and given a s. M-thin circular (uniformly synchronous)
code X ⊆ M , X is maximal in the family of circular (uniformly synchronous) codes included in M iff it is weakly
M-complete.
We now discuss about our constructions as regard to the classical embedding procedures that have been published
in the case where M = A∗.
The most famous method is due to Ehrenfeucht and Rozenberg [9]. It is based on the construction of a special
“uncompletable” word. Actually this word plays the part of a “marker” and allows to factorize in a unique way all the
words of A∗ upon the words of the completed code Xˆ . In [1], it is shown that this general method may be also applied
for embedding any circular code into a complete circular one.
As a matter of fact, the formula of Ehrenfeucht and Rozenberg cannot be directly generalized for obtaining
a method for embedding a code into a weakly M-complete one. The difficulty is that, compared to its arbitrary
submonoids, A∗ has very strong properties: In particular, it is free, unitary and very pure; moreover, its minimal
automaton has only one state....
The method that we have presented in [17] is based on the construction of a more technical marker, namelyw0 ∈ M ,
which is in fact the concatenation of a so-called M × A∗-overlapping free uncompletable word [20], with a suitable
word of minimal rank in the minimal automaton with behavior M . In the case where M = A∗, our code Xˆ is quite
similar to the resulting set from the computation of Ehrenfeucht and Rozenberg. In the present paper, the preceding
word w0 ∈ M remains one of the main feature for embedding a code into a weakly M-complete circular one, when it
exists.
Since any uniformly synchronous code is circular [4, p. 333], only the submonoids with rank 1 are concerned by
the existence of an embedding method into a weakly complete uniformly synchronous code. A surprising fact is that,
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in this case, the procedure that we obtain is based on a simple extension of a formula from [2], where the author
studies the completion of uniformly synchronous code in the case where M = A∗.
Let us now briefly describe the contents of our paper.
Section 2 contains the preliminaries: the terminology of the free monoid is settled. Given a submonoid M , we
introduce the notion of weak M-completeness, and we recall some of the most important results concerning the
completion of codes in the so-called submonoids with a finite rank [17].
Taking account of these results, the method for embedding a circular code into an M-complete one is presented in
Section 3. The behavior of uniformly synchronous codes with respect to these questions is examined in Section 4.
2. Preliminaries
We adopt the standard notations of free monoid theory: given a word w in A∗ (the free monoid generated by A),
we denote by |w| its length, the empty word being the word of length zero.
Given two words u, w ∈ A∗, we say that u is a factor (internal factor, prefix, suffix) of w if, and only if, we have
w ∈ A∗uA∗ (w ∈ A+uA+, w ∈ uA∗, w ∈ A∗u). Given a subset X of A∗, we denote by F(X) (P(X), S(X)), the set
of the words that are factors (prefixes, suffixes) of some word in X .
A non-empty word w is primitive iff w = un implies n = 1. The following property will frequently be used in our
proof:
w is primitive iff it is not an internal factor of w2. (1)
Given w ∈ A∗, we denote by Rw its reverse word, namely Rw = wn · · ·w1, with w = w1 · · ·wn , and wi ∈ A
(1 ≤ i ≤ n).
2.1. Weak completeness in submonoids
We assume the reader to be familiar with the theory of variable length codes, and we suggest, if necessary, that he
(she) refer to [4].
Definition 2.1. Let M be an arbitrary submonoid of A∗, and let Y ⊆ M .
(1) Y is weakly M-complete if any word in M is a factor of some word in Y ∗.
(2) Y is strongly M-thin (s.M-thin for short) if M \ F(Y ) 6= ∅ (i.e. a word which is not a factor of Y exists in M).
Notice that this notion of completeness is more general that the classical notion of M-completeness in monoids [4],
where the condition MwM ∩ Y ∗ 6= ∅must be satisfied by any word w ∈ M . In [20], the specificity of strong thinness
is emphasized by comparisons with other classes of sets such as thin, or very thin sets. Given an arbitrary submonoid
M ⊆ A∗, regular codes X ⊆ M constitute a large class of s.M-thin sets.
The following result [20, Theorem 4] states one of the most remarkable properties of s.M-thin codes:
Theorem 2.2. Let X ⊆ M be a s.M-thin code. Then the three following conditions are equivalent:
(i) X is weakly M-complete (i.e. A∗wA∗ ∩ X∗ 6= ∅, for any word w ∈ M).
(ii) X is M-complete (i.e. MwM ∩ X∗ 6= ∅, for any word w ∈ M).
(iii) X is maximal in the family of the codes included in M.
2.2. Completion in a regular submonoid of A∗
In this section, we are interested in the question of embedding a code into a M-complete one. We recall the main
steps of the method of completion that have been presented in [17], in the framework of the so-called submonoids
of finite rank. Actually, such a construction is the basic feature of our methods for completing circular codes and
uniformly synchronous codes, as explained in the Sections 3 and 4.
We assume the reader is familiar with the main notions from the theory of automata (cf. e.g. [25]). We consider the
minimal trim automaton with behaviour M , that we denote byM. Let Q be the set of states, i being the initial state,
and T standing for the terminal states.
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Fig. 1. The minimal trim automaton with behaviour {a, ab, ba}∗ — abba is a synchronizing word, with Q0 = T0 = {i}.
Given a word w ∈ A∗, we define its rank with respect toM by the positive integer rM(w) = |Q.w|, and we
set rM(M) = min{rM(w)|w ∈ A∗, rM(w) ≥ 1} (if there is no ambiguity, then we set r = rM). Classically, if
r(w) = 1, then w is a synchronizing word with respect toM. It is important to note that, with this definition, states
q ∈ Q may exist for which the transition q.w is undefined (cf. Fig. 1). We assume that r(M) = r(M) < ∞: in
particular, this condition is satisfied by the large class of regular submonoids. We consider a word w0 with a minimal
rank, and we set Q0 = Q.w0, T0 = T ∩ Q0. The three following statements are established in [17]. They will play an
important part in the sequel of our paper:
Lemma 2.3. With the preceding notation, the three following conditions hold:
(i) A unique state t0 ∈ Q exists such that T ∩ Q.w0 = {t0}.
(ii) For any word α ∈ A∗, if we have t0.αw0 = t0, then w0αw0 belongs to M.
(iii) For any word α ∈ A∗, fαw0 : q −→ q.αw0 is a one-to-one total mapping onto Q0 = Q.w0.
Lemma 2.4. Let M be a submonoid with a finite rank, and let X ⊆ M be a code. If X is not weakly M-complete, then
a word w0 ∈ M exists such that the following conditions hold:
(i) r(w0) = r(M).
(ii) w0 is a primitive word.
(iii) w0 ∈ M \ F(X∗).
Starting from Lemma 2.4, we introduce the following notation:
Notation 1. We set:
y = w30
∀v ∈ A∗ : µ(v) = max{i : (w0)i ∈ S(v)}
V = {v ∈ A∗|µ(v) = 0 modulo 3}
N = yA∗ ∩ A∗y ∩ V ∩ M
Y = N \ (N ∪ X)(N ∪ X)+.
By construction, we have N ⊆ (X ∪ Y )∗. Moreover, the following result holds:
Theorem 2.5 ([17]). With the preceding notation, if X is a code, then X ∪ Y is a weakly M-complete code.
In other words, given a submonoid with finite rank, any code X ⊆ M may be embedded into a weakly M-complete
one. For short, we say that X has a M-completion.
3. The M-completion of a circular code
Let us start with some definitions: Given a code X ⊆ A∗, a pair of words x, y ∈ X∗ is synchronizingwith respect to
X if for any pair of words u, v ∈ A∗, uxyv ∈ X∗ implies ux, yv ∈ X∗: we say that the code X itself is synchronous.
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A subset X of A∗ is a circular code iff, for all n,m ≥ 1, p ∈ A∗, s ∈ A+, t1, . . . tn ∈ X and z1, . . . zm ∈ X the
condition:
t1 · · · tn = sz2 · · · zm p (2)
z1 = ps
implies n = m, p = ε, and ti = zi (1 ≤ i ≤ n). Classically, any circular code is a code. Moreover, the elements of a
circular code are necessarily primitive words.
In this section, we consider a regular submonoid M of A∗. We are interested in the M-completion of a circular
code, namely X . Clearly, this problem is connected to the question of the existence itself of a weakly M-complete
circular code. Taking account of the equivalence between the conditions (i) and (ii) in the statement of Theorem 2.2,
the following result states a necessary condition in terms of the rank of M :
Proposition 3.1. Let M be a regular submonoid of A∗ with finite rank. Assume that a regular M-complete circular
code exists. Then we have r(M) = 1.
Proof of Proposition 3.1. Let X ⊆ M be a regular M-complete circular code. According to [4, p. 224], X is very
thin, that is, a word exists in X∗ \ F(X). According to [4, pp. 239, 325], X is synchronous, i.e. a synchronizing pair
of words (x, y) ∈ X∗ exists.
We consider a word with minimal rank, namely w0 ∈ M . Since we have w0xy ∈ M , and since X∗ is
M-complete, a pair of words u, v exists such that uw0xyv ∈ X∗. From the fact that (x, y) is synchronous it
follows that uw0x, yv ∈ X∗. But since w0 is a word with minimal rank with respect to automaton M, we have
r(uw0x .yv) = r(w0), therefore, writing uw0x for x and yv for y if necessary, without loss of generality, we may
assume that r(xy) = r(w0) = r(M).
According to [4, p. 239], since X is M-complete, and since (xy, xy) is a synchronizing pair of words
xyA∗ ∩ A∗xy ∩ F(M) ⊆ X∗ ⊆ M. (3)
With respect to the notation in Section 2.2, we set Q0 = Q ∩ Q.xy, and T0 = T ∩ Q0. It follows from Lemma 2.3(i),
that |T0| = 1. Set T0 = {t0}: in fact we shall prove that Q0 ⊆ {t0}.
Let q ∈ Q0, and let u ∈ A∗ such that i.u = q . From xy ∈ M , we obtain t0.xy ∈ T , thus t0.xy = t0, therefore,
according to Lemma 2.3(iii), we have q.xy 6= ∅. As a consequence, a word α exists such that q.xyα = i.uxyα ∈ T .
This implies q.xyαxy ∈ T , thus q.xyαxy = t0. Once more according to property (iii) of Lemma 2.3, fxyαxy is a
one-to-one total mapping onto Q0: Since both the states q, t0 belong to Q0 we have t0xyαxy 6= ∅, thus t0xyαxy = t0,
which finally implies q = t0. This completes the proof. 
Some words about the peculiar structure of circular codes:
By making use of reversal words, this structure leads us to formulate properties in a symmetrical way. More
precisely, if M is a regular submonoid of A∗, then so is RM . Moreover, if X is a regular circular code in M then RX
itself is a regular circular code in RM .
Denote byM′ the minimal automaton with behaviour RM , with set of states Q′, terminal states T ′, and initial state
i ′. As a first consequence of Proposition 3.1, we have r(RM) = 1.
With respect to the notation in Lemma 2.3, we consider a pair of primitive words w0 ∈ M \ F(X∗), w′0 ∈
(RM) \ F(RX)∗ such that rM(w0) = 1 and rM′(w′0) = 1. In a classical way (eg. [13, Theorem 9.2.4]) if w0 6=R w′0
then a pair of integers k, k′ ≥ 2 exists such that (Rw′0)k
′
wk0 is a primitive word: with such a condition, we shall
substitute (Rw′0)k
′
wk0 for w0. In any case, we have rM(w0) = rM′(Rw0) = 1: we set i.w0 = t0 and i ′.Rw0 = t ′0.
Clearly the word w0 thus obtained satisfies the properties of Lemmas 2.3 and 2.4. Finally, according to Notation 1,
we introduce y = w30 (we have R y = (Rw0)3) and the corresponding sets N , Y . By construction:
rM(y) = rM′(R y) = 1. (4)
Moreover, as a corollary of Proposition 3.1:
Lemma 3.2. With respect to Notation 1, we have yA∗ ∩ A∗y ∩ F(M) ⊆ M.
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Proof of Lemma 3.2. Let w ∈ yA∗ ∩ A∗y ∩ F(M). With the preceding notation, w is the label of a path in the trim
automatonM. More precisely, according to (4), a state q ∈ Q exists such that q.w = t0. This implies w ∈ S(M),
thus Rw ∈ P(RM). In automatonM′, we obtain i ′.Rw 6= ∅ thus, according to (4), i ′.Rw = t ′0. As a consequence, we
have Rw ∈R M , thus w ∈ M . This completes the proof. 
Let us introduce the following notation:
Notation 2. We set:
Xˆ = Y ∗X.
We are now ready to establish the key to the main results of Section 3:
Proposition 3.3. Let M ⊆ A∗ be a regular submonoid with rank 1, and let X ⊆ M be a (regular) circular code. With
respect to Notation 2, Xˆ is a (regular) M-complete circular code.
Proof of Proposition 3.3. According to Theorem 2.5, X ∪ Y is a M-complete code. Moreover, any word in Xˆ∗ =
(Y ∗X)∗ has a unique factorization as product of words in X ∪ Y . Consequently, Xˆ itself is a M-complete code. By
construction, if X is regular, then so is Xˆ .
For proving that Xˆ is circular, we assume that p ∈ A∗, s ∈ A+, t1, . . . tn ∈ Xˆ and z1, . . . zm ∈ Xˆ exist such that
Condition (2) holds. Since X is a circular code, we may also assume that at least one word in Y+X appears in at least
one of the sides of the preceding equation. More precisely, since we have y 6∈ F(X∗), at least one occurrence of a
word in Y+X will appear in each of the two sides in (2). This leads us to introduce four positive integers, namely
k, k′, h, h′, as indicated in the following:
We denote by k (k′) the shortest (greatest) positive integer such that tk ∈ Y+X (tk′ ∈ Y+X ), and set tk′ = yx0, with
y ∈ Y+ and x0 ∈ X . By construction, we have k ≤ k′, moreover a pair of words x ∈ X∗, x ′ ∈ X+ exists such that:
t1 · · · tn = x(tk · · · tn) = (t1 · · · tk′−1)yx ′.
Notice that the condition x ′ 6= ε comes from x0 6= ε.
In a similar way, we denote by h (h′) the shortest (greatest) positive integer such that zh ∈ Y+X (zh′ ∈ Y+X ), and
we set zh′ = y′x ′0, with y′ ∈ Y+ and x ′0 ∈ X . Finally, we set
s0 = s(z2 · · · zh−1), p0 = x ′0(zh′+1 · · · zm)p.
By construction, we have
sz2 · · · zm = s0(zh · · · zm)p = s(z2 · · · zh′−1)y′ p0.
Notice that the word p0s0 belongs to (X ∪ Y )∗z1(X ∪ Y )∗. Moreover, the four following properties hold:
tk · · · tn ∈ yA∗, zh · · · zm ∈ yA∗ (5)
t1 · · · tk′−1y ∈ A∗y, z2 · · · zh′−1y′ ∈ A∗y (6)
µ(tk · · · tn p−10 ) = 0 mod. 3 (7)
µ(s−10 t1 · · · tk′−1y) = 0 mod. 3. (8)
By construction, both the words x y, and s0y are prefixes of t1 · · · tn . Since w0 is a primitive word in A∗ \ F(X∗),
according to (1), and according to (5), we have |x | ≤ |s0| (cf. Fig. 2). Since |x | + |tk · · · tn| = |s0| + |zh · · · zm p|, we
obtain: |tk · · · tn| ≥ |zh · · · zm p| = |zh · · · zh′−1y′ p0|, therefore zh · · · zh′−1y′ is a suffix of tk · · · tn p−10 , thus we have
tk · · · tn p−10 ∈ A∗y . We set: w = tk · · · tn p−10 . By construction, we have w ∈ yA∗ ∩ A∗y ∩ F(M). According to
Lemma 3.2, this implies w ∈ M , thus, taking account of (7): w ∈ N .
As a consequence, the word wp0 = tk · · · tn belongs to Np0 ∩ Xˆ∗:
Np0 ∩ (X ∪ Y )∗ 6= ∅. (9)
In a similar way, once more according to (5), we have |x ′| ≤ |p0|. It follows from |x ′| + |t1 · · · tk′−1y| =
|p0| + |s0zh · · · zh′−1y′| that |t1 · · · tk′−1y| ≥ |s0zh · · · zh′−1y′|, therefore zh · · · zh′−1y′ is a prefix of s−10 t1 · · · tk′−1y:
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Fig. 2. Proof of Theorem 3.3 — w = tk · · · tn p−10 .
Fig. 3. Proof of Theorem 3.3 — w′ = zh · · · zm px ′−1.
we set w′ = s−10 t1 · · · tk′−1y. Once more according to Lemma 3.2, and according to (8), we have w′ ∈ M , with
µ(w′) = 0 mod. 3, thus w′ ∈ N . Moreover, since s0w′ = t1 · · · tk′−1y, we obtain (cf. Fig. 3):
s0N ∩ (X ∪ Y )∗ 6= ∅. (10)
It comes from (9) and (10), that Np0s0N ∩ (X ∪ Y )∗ 6= ∅, thus:
[(X ∪ Y )∗z1(X ∪ Y )∗] ∩ (X ∪ Y )∗ 6= ∅.
Since X ∪ Y is a code, and since z1 ∈ Xˆ ⊆ (X ∪ Y )∗, this implies n = m, p = ε, and ti = zi (1 ≤ i ≤ n).
Consequently, Xˆ is a circular code. This completes the proof of Proposition 3.3. 
As a corollary:
Theorem 3.4. Let M be a regular submonoid of A∗. Assume that a regular circular code exists in M. Then the three
following conditions are equivalent:
(i) We have r(M) = 1.
(ii) Any regular circular code that is included in M may be embedded into a M-complete one.
(iii) A M-complete regular circular code exists.
Proof of Theorem 3.4. The fact that Condition (i) implies Condition (ii) is expressed by Proposition 3.3. Trivially, if
a regular circular code exists in M , then Condition (ii) implies Condition (iii). Finally, according to Proposition 3.1,
Condition (iii) implies Condition (i). 
Let us discuss the existence of a regular circular code in M . In the case where the minimal generating set of M , namely
(M \ {ε}) \ (M \ {ε})2, has at least two elements, each of the equivalent conditions in Theorem 3.4 guarantees the
existence of a M-complete circular code. Indeed, at least two words w,w′ with different primitive roots exist in M .
As we indicated above, a primitive word in w∗w′∗ exists, thus a circular one-element code exists in M .
In the case where M = w∗, trivially, if w is a primitive word, then only the code {w} may be circular (moreover, it
is M-complete), otherwise, no circular code may exist in M .
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As another consequence of Proposition 3.3, we obtain the following result, which constitutes another extension in
the framework of the submonoids of A∗ of the famous theorem of Schu¨tzenberger:
Theorem 3.5. Let M be a regular submonoid of A∗, and let X ⊆ M be a regular circular code. Then the following
conditions are equivalent:
(i) X is M-complete.
(ii) X is maximal in the family of the codes that are included in M.
(iii) X is maximal in the family of circular codes included in M.
Proof of Theorem 3.5. Recall that any regular code is very thin, hence it is s.M-thin. (We have X∗ \ F(X)
⊆ M \ F(X)).
According to Theorem 2.2, the conditions (i) and (ii) are equivalent, moreover, trivially, Condition (ii) implies
Condition (iii).
With Condition (iii) assume that X is not maximal in the family of the codes included in M . Once more according to
Theorem 2.2, X is not M-complete, therefore, according to Theorem 3.4, it may be strictly embedded in a M-complete
circular one: this contradicts Condition (iii). 
4. The case of a uniformly synchronous code
Given a code X ⊆ A∗, X is uniformly synchronous if a nonnegative integer σ exists such that any pair of words in
Xσ is synchronizing with respect to X (cf. Section 3).
Any uniformly synchronous code is circular [4, p. 333]. As a consequence, given a regular submonoid M ⊆ A∗,
according to Proposition 3.1, the existence of a M-complete uniformly synchronous code implies r(M) = 1.
Let X be a uniformly synchrounous code in M . We now introduce the following formula, which generalizes a
construction that was introduced in [2]:
R = [(X2σ A∗ ∩ A∗X2σ ) ∪ X∗] ∩ M (11)
X˜ = (R \ ε) \ (R \ ε)2.
Proposition 4.1. X˜ is a weakly M-complete uniformly synchronous code.
Proof of Proposition 4.1. By construction, X is a subset of X˜ . For proving that X˜ is a code, we consider three words,
namely u, v, w that satisfy the following condition:
|u| + |v| + |w| is minimal (12)
u, v, wv, uw ∈ N .
Actually, according to [2, Lemma 4.1]:
w ∈ (X2σ A∗ ∩ A∗X2σ ) ∪ X∗. (13)
In view of proving that we have w ∈ R, it remains to prove that we have in fact w ∈ M . Once more, we consider the
minimal automatonM.
From w ∈ P(wv) ⊆ P(M), we obtain i.w 6= ∅. According to (13) a suffix of w belonging to X2σ , namely s1,
exists. According to Proposition 3.1, we have r(s1) = 1, thus i.w = i.s1 ∈ T : we obtain w ∈ M . As a consequence,
we have w ∈ R, therefore R is a free submonoid, thus X˜ is a code. Now, the fact that X˜ is uniformly synchronous was
proved in [2]). Moreover, we have X˜M X˜ ⊆ R = X˜∗, therefore X˜ is weakly M-complete. 
As direct consequences of Proposition 4.1, we obtain the following statement:
Theorem 4.2. Let M be a submonoid of A∗. Assume that a uniformly synchronous code exists in M. Then the three
following conditions are equivalent:
(i) We have r(M) = 1.
(ii) Any regular uniformly synchronous code that is included in M may be embedded into a M-complete one.
(iii) A regular uniformly synchronous M-complete code exists.
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Given a finite code, being circular is equivalent to being uniformly synchronous [4, p. 333]. As a consequence, the
existence of a (finite) uniformly synchronous code is established in the case where the minimal generating set of M
has at least two elements, the case where M = w∗ being examined as in Section 3.
As another consequence, the following result may be stated:
Theorem 4.3. Let M be a regular submonoid of A∗ with finite rank, and let X ⊆ M be a regular uniformly
synchronous code. Then the four following conditions are equivalent:
(i) X is M-complete.
(ii) A nonnegative integer d exists such that XdM ⊆ P(X∗).
(iii) X is maximal in the family of the codes included in M.
(iv) X is maximal in the family of uniformly synchronous codes included in M.
Proof of Theorem 4.3. The fact that Conditions (i), and (ii) are equivalent comes from the fact that any uniformly
synchronous code has a bounded deciphering delay [4, p. 128]. Actually, it is shown in [20] that such a code is weakly
M-complete iff Condition (ii) holds, where the integer d stands for the so-called deciphering delay of X .
The rest of the proof is completed in a way similar to the proof of Theorem 3.5 . 
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