In this paper is a self-contained appendix designed to illustrate techniques for inverting the kinetic operator appearing in the Hamiltonian constraint for quantum gravity in Ashtekar variables. The main idea is to apply momentum space methods to contour integration within the functional space of fields, and then to extract the functional propagators of the theory in solving the Hamiltonian constraint. These methods are applicable to minisuperspace and to the full theory.
An introduction to the inversion of complexvalued differential operators
The inversion of differential operators occurs abundantly in quantum field theories when one wants to compute the propagator of the theory. As an example, the propagator K for the massive Klein-Gordon scalar field in four-dimensional Minkowski spacetime arises from solution of the differential equation
One may transform (1) into momentum space in order to algebraically invert the kinetic operator. The position space propagator or Green's function then is given by
The momentum space variables of integration in (2) are real, however they typically must be continued into the complex plane via an iǫ prescription with corresponding contours such as to ensure convergence of the Green's functions. Each choice of integration contour corresponds to a specification of certain boundary conditions, hence the Green's function for (1) is linked to the boundary conditions and is in general not unique. In usual field theories, the configuration space variables as in (1) are real and the integrand is symmetric in all variables p 0 , p 1 , p 2 and p 3 , which may lead one to naively conclude that the Green's function must as well be symmetric in t, x, y and z. However, by integrating first over p 0 , one finds that time can be separated from the spatial variables with an appropriate time-ordering prescription. The Green's functions we will encounter in the following series of papers are similar in certain respects yet different in others. We will be inverting the kinetic operator which occurs due to the Hamiltonian constraint in quantum gravity in the Ashtekar variables. The configuration variables will consist of the space of self-dual Ashtekar connections A a i ∈ Γ. So one difference is that the configuration space variables, unlike spacetime points x in usual field theory, are in general complex. Apart from that, the method for finding, in effect third quantized functional Green's functions, will be via momentum space methods. 1 The kinetic operators which we will be interested in inverting will include differential operators of the form 
where ξ 1 , ξ 2 and ξ 3 are complex variables ξ a = u = ℜe(ξ a ) + iℑm(ξ a ) for each index a. The functions of interest of these variables will be holomorphic in the variables so that calculus can be performed.
Inversion of ∇ by method of characteristics
To invert the first-order differential operator we will first illustrate the method of characteristics, demonstrating its action on an appropriately chosen set of basis functions. Let us take ∇ 22 without loss of generality. We wish to solve the first-order partial differential equation
where η k = e −k(ξ 1 +ξ 2 +ξ 3 ) and ǫ 2 = ǫ 2 (ξ 1 , ξ 2 , ξ 3 ) is a holomorphic function to be determined. Let the characteristic curve be parametrized by u which also is complex. Then
Making the identifications
where v is a complex constant of integration with respect to u, then (5) becomes ∇ 2 ǫ 2 = d du + 6 ǫ 2 (u) = e −k(ξ 1 +ξ 2 +ξ 3 ) = e −k(2u+v+ξ 2 ) .
By choosing u and v as coordinates one can then transform the foliation of anisotropic connection minisuperspace into directions more suitable to finding the solution to (5). Hence one has (ξ 1 , ξ 2 , ξ 3 ) → (u, ξ 2 , v). We now invert the differential operator ∇ 2 , performing the integration with respect to the characteristic direction u, holding the other variables constant. Hence
= e −k(v+ξ 2 ) e −6u θ(6 − 2k)
where θ(t) is the Heaviside step function given by θ(t) = 1 if t > 0, and θ(t) = 0 for t < 0. The purpose is to implement the appropriate boundary conditions for the variables ξ a such that the integral converges, and converges to the correct inverse of the differential operator ∇ 22 . This yields ǫ 2 = e −k(v+ξ 2 ) e −6u 6 − 2k θ(6 − 2k)e (6−2k)u − θ(2k − 6)e (2k−6)u .
The question arises, due to u being a complex variable, as to the appropriate contour of integration required. Since the imaginary part of u contributes just a phase, it suffices to require ℜe(u) → ±∞ at the upper limit of integration as necessary to cause the exponential in (9) to vanish at the upper limit. Hence one obtains a convergent result by deforming the integration contour parallel to the real axis. To illustrate let us take the case 6 > 2k.
So one can see from the eigenvalue that, taking the boundary conditions and the integration contour into account, the integral acts precisely as the inverse of the differential operator ∇ 22 . This is verified via
We have found a basis that diagonalizes ∇ 22 and ∇
−1
22 . Since the basis is homogeneous in the variables (ξ 1 , ξ 2 , ξ 3 ), then the same basis also diagonalizes ∇ 11 , ∇ 33 and ∇ 
.
We have of course made use of the analyticity of the basis function, exploiting the existence of an antiderivative. The condition on the contour can then be weakened, requiring that the the upper (lower) limit of the antiderivative vanish and that the lower (upper) limit produce the desired basis functions. The physical interpretation then is that one may extend the limits of integration to cover the full range −∞ to ∞, provided that the Green's function K(u − u ′ , v − v ′ ) vanish for u < u ′ or u > u ′ as appropriate. This has the effect of a functional path ordering of the variables u ′ , or a propagation only of configurations which respect this ordering. 2 
Inversion of ∇ by method of Green's functions
An alternative method to invert ∇ is to apply Green's function techniques directly to (5). First define the Green's function K such that
and its momentum space version κ such that
Presumably r and s in (14) are real variables with limits of integration extending from −∞ to ∞. 3 Substitution of (14) into (13) leads to the following algebraic condition κ(r, s) = (2πi)
To obtain the Green's function we then substitute (15) into (14)
We then analytically continue the variables r and s into their respective complex planes, exploiting techniques from the theory of complex variables in order to explicitly evaluate the Green's function. It appears naively that the integral (16), symmetric in the arguments, should be independent of the sequence of integration. It is already necessary that the contour of integration must be deformed as necessary to obtain a finite result. Additionally, we will find that the result depends upon the sequence of integration over the variables. To illustrate let us integrate first over s.
The innermost integrand, chosen along the real axis, vanishes on the infinite semicircle in the complex plane and therefore is treatable by the Cauchy integral formula with respect to a pole at s = −r + 6i. 4 We apply the residue theorem such that the integration contour for s encirles this pole for each value of r. So in a certain sense, carrying out the integration first for s restricts the range of values for the second integral over r to be inside this infinite semicircle. Proceeding along,
We see from the right hand side of (18) that r must be on the threshold of being restricted in order to avoid the possibility for a Green's function that blows up. It is clear that the integration over r is 'less convergent' than the integration over s. If we take the range of r to be unrestricted then we obtain a delta function for the Green's function
Note that the result (13) is formally not symmetric in its arguments. Had the sequence of integration been reversed, the roles of ξ 1 − ξ ′ 1 and ξ 3 − ξ ′ 3 would as well have been reversed. To ascertain the effect of this on the implementation of the Green's function, let us examine the propagation of the basis function η k
Let us perform the integration first over ξ ′ 3 to implement the delta function, followed by the integration over ξ ′ 1 4 In an abuse of notation, in Part I and Part II we will often use the symbol R instead of H , taking the contour of integration to be implied.
−ie
The question marks corresponding to the limits of integration on the right hand side of (21) are designed to highlight the types of restrictions on the basic variables that must occur in order to define the Green's functions which will occur in the generalized Kodama states. Whereas ξ ′ 3 , the variable integrated first, was unrestricted in its range as was its momentum space counterpart s, it is clear that the range of ξ ′ 1 , the second variable in the sequence of integration along with its momentum space counterpart r, definitely cannot be unrestricted if one is to obtain a finite and well-defined action of the propagator. Of the infinite range of possibilities to choose for the limits of integration X and Y , phenomenological input from physics must be invoked to select the most sensible option. If one requires that the Green's function provide an unambiguous representation of the inverse of its corresponding differential operator on an appropriately chosen set of basis functions η k , then this uniquely fixes limits to
There are a few things to note regarding this: (i) This implies that whereas the Green's function K is unrestricted in its propagation of functional dependence on the variable ξ 3 comprising its first argument, it propagates dependence upon its second argument ξ 1 only in the forward direction, where forward must suitably be defined for complex variables. (ii) This path-ordering signifies a breaking of the symmetry between the two variables which implies a significance to the term, anisotropic minisuperspace, in the literal sense. (iii) The upper limit of integration X can be extended to ∞ provided that a suitable functional ordering prescription be implemented by hand. Hence the Green's function corresponding to an integration first over s can be written in the form
whereupon (13) can be written in the form
where the notation K θ signifies that the appropriate ordering prescription has been implemented. 5 Hence a restriction of r in momentum space to within the infinite semicircle of s corresponds to an ordering of the corresponding configuration variable ξ 1 , whereas s and ξ 3 are unrestricted. (iv) It comes to mind the nonuniqueness of Green's functions in quantum field theory as the implementation of some effect with a physical interpretation on the propagation of particles and antiparticles living on spacetime. In our case we are investigating analogous considerations, except with respect to the propagation of CDJ matrix elements in the configuration space of quantum gravitational and matter variables.
Inversion of ∆ by method of Green's functions
We now wish to invert the functional Laplacian operator. We will demonstrate, using the method of Green's functions, that the basis η k as well is diagonal in the Laplacian operators ∆ a and their inverses. Without loss of generality let us examine ∆ 33
First we find the Green's function for the Laplacian operator, with respect to the variables of differentiation ξ 1 and ξ 2 , factoring out any dependence upon ξ 3 . Define the Green's function G such that
Now using the definition of the double-Fourier transform into (r, s) space we defines the Fourier-transformed version 6 of G by g such that
This turns (25) into an algebraic condition on g that
.
(27)
So the Green's function becomes
We will now perform (28) in stages, integrating first over the variable s and then secondly over r. Making the identification ξ 1 − ξ ′ 1 = x, ξ 2 − ξ ′ 2 = y, we will perform a nested sequence of integrations using complex variables theory. The starting integral is
The innermost integral of (29) has a pole at s = i(1 + 2(ir + 1) −1 ) for each value of r. The ds integration occurs along the real axis, but the integrand vanishes on the infinite semicircle for each r. By taking the ds integral over the appropriate infinite semicircle, one can encircle this pole and apply the residue theorem. For instance, the pole can be written in the form
whereupon it is clear that since the imaginary part of the pole is always positive, that the integration over s must occur over the infinite semicircle in the upper half complex plane such as to encircle this pole. Application of the residue theorem leads to
So the Green's function collapses into
There is a pole at r = i of infinite order. We now expand the second exponential in (32) in a Laurent series to obtain
In (33) we have interchanged the order of summation and integration. 7 Noting that the integrand vanishes on the infinite circle ∀n ≥ 0 one encircles the pole at r = i by integrating over the infinite semicircle in the upper half plane. Application of the residue theorm leads to
whereupon the Green's function corresponding to these contours is
There are a few things to note concerning (35): (i) We have obtained a finite result, as for ∇, by choosing an appropriate countour of integration in the complex plane.
(ii) The result is symmetric in the variables x and y. This implies that the sequence of integration over r and s, unlike in the case for the inversion of ∇, is immaterial. The reason is that due to the quadratic dependence of the denominator in (28) and resulting linear dependence of the denominator of (32), the integrals are convergent with unrestricted range over r. We interpret the necessity to carry out the dominant contribution to the integral along the real axis as the imposition of some sort of reality conditions on the variables r and s, which can be though of loosely as a kind of momentum space version of ξ 1 and ξ 2 . 8
Diagonal action of ∆ −1
We will find that there are different means of implementing Green's functions, depending upon the mechanism to extract finite results. As was the case with ∇ we will find that with ∆ the limits of integration should go from −∞ to a finite value ξ in order for the Green's function to produce the correct inverse of its corresponding differential operator. Using the result of (35), we have that the Green's function for ∆ 33 is given by
The solution to the original differential equation (24) then is given, incorporating the appropriate boundary conditions, by
We will need to analytically continue the definition of the incomplete Gamma function
into the complex planes of ξ ′ a . One can see, by integration by parts along the real axis, that (38) still holds for complex variables since the integrand vanishes where ℜe[ξ] → −∞. Again, one must restrict the contour of integration to obtain a convergent result. Application of (36) and (37) to the basis functions η k leads to
Noting that the progagation occurs with respect to ξ 1 and ξ 2 , therefore we factor out the ξ 3 dependence in (39) yielding
Making use of (38) one finds
The result of evaluating the inverse of ∆ 3 is to produce the basis function with an eigenvalue given by an infinite geometric series which is convergent for k > 3. Summation of the geometric series yields
A cursory doublecheck of the relation
shows that judicious implementation of the Green's function with respect to the contour and appropriate limits of integration yields the required result, namely that the inverse of the eigenvalue of the Laplacian operator in a diagonal representation is the eigenvalue of the inverse. As in the case involving ∇, the correct prescription for implementing the inverse of the functional Laplacian operator can be implemented by extending the upper limits of integration of the variables to infinity as in
where we have made the identification, as in the functional ordering of both variables, for G θ (u, v) = θ(u)θ(v)G(u, v) to be the inverse. We will find, in the case of the generalized Kodama states, that the Green's functions can be implemented without any restrictions on the configuration variables.
Inversion of operator-valued matrices
By our method for constructing generalized Kodama states it will become necessary to invert matrices whose elements consist of noncommuting operators. To invert such operators, extreme care must be exercised with due regard for operator ordering. Consider the matrix equation
for operatorsÂ,B,Ĉ,D, assumed to be individually invertible. To proceed, we left-multiply this equation by another matrix of operators whose elements we will ultimately determine, as in âb cd ÂB CD x y = âÂ +bĈâB +bD cÂ +dĈĉB +dD
The requirement that the off-diagonal elements of the operator matrix product vanish eliminates two degrees of freedom in the choice of the 'inverse' matrix, given byb
The elementsb andĉ exist since their individual factors are invertible by assumption. The matrix equation can then be written in the form â 0 0d
Upon cancellation of the leftmost operator matrix, which has two arbitrary degrees of freedom, one obtains the unique inverse of the original matrix preserving the correct sequence of operators with corresponding solution
Kinetic operator for the dynamical subspace of the constraints
We would like to apply momentum space techniques to solve the linearized part of the quantized Hamiltonian constraint, which is of the form
given in shorthand notation by O ae η e = J a . The matrix form of (46) is
Here we have defined ∇ a ≡ ∇ aa and ∆ a ≡ ∆ aa for each a from (3) and (4). To proceed, we first find a matrix of operators M ab whose action on O ab creates a diagonal matrix of operators D ab = δ abDb . The matrix D ab is proportional to the unit matrix only when M ,Ô] = 0, but this in general needn't be the case. Since the operators we are considering thus far are differential operators with constant coefficients, then [∇ a , ∆ e ] = 0 for all a, e due to commutativity of partial derivatives with respect to coordinates. The matrix M ae can be found using the identity
where the operatorP is given bŷ
We will now compute the elements of the matrix M as well as the operator P . We will compute a few simple cases to illustrate, with the remaining cases to be determined by cyclic permutation of indices.
and for the functional Laplacian operators we have
We now compute one term in the sum (47) for illustrative purposes. The remaining terms can be found by cyclic permutation of indices.
It will be convenient to exploit the commutativity of the differential operators by considering their 'momentum' space versions. As we have seen thus far, the momentum space variables p a acts as a kind of conjugate momentum for ξ a . The contour integrals in momentum space when finding Green's functions can then be thought of loosely as implementing some kind of reality conditions on p a in that the nontrivial part of the integration must occur parallel to the real axis. Using the identification ∂/∂ξ a ∼ ip a , the differential operators (3) and (4) can be written in the form
Then the operatorP in (47) can be written in the form
which is a third-order differential operator given, in the 'coordinate' representation, byP
The matrix
with the entries given, modulo factors of (1/2πi) 3 , by
More on complex-valued functional Green's functions
We now construct a solution of the system
First, we find a matrix M such that the following steps occur
where U f a = (O −1 ) f a is the actual matrix inverse.
To find the right hand side of the last line of (56) is is convenient to find the Green's function for the operatorP . This determines propagation of the functional dependence of the CDJ deviation vector ǫ a with respect to its complex arguments ξ a . The procedure is similar to that delineated in the previous sections and goes as follows. First solve the equation for a delta-function source.
Using the definition of the triple Fourier transform extended to complex variables,
where κ(p 1 , p 2 , p 3 ) is the momentum space representation of the functional Green's function. Equation (57) transforms into momentum space as
and the functional Green's function then is given by
Equation (60) is symmetric in p 1 , p 2 and p 3 , however we will find that the sequence of the integrations matters. Since one must choose a variable to start with let us integrate first over p 3 . Leaving off the integration limits to avoid cluttering up the notation and making the identifications
K(x, y, z) = (1/2πi) 3 dp 1 dp 2 e i(p 1 x+p 2 y) p 1 − p 2 dp 3 e ip 3 z (p 3 − p 2 )(p 3 − p 1 )
The rightmost integral in (61) vanishes on the infinite semicircle in the upper-half complex plane and has two poles at p 3 = p 1 and p 3 = p 2 . Application of the residue theorem causes cancelation of one of the factors of 2πi in front, yielding K(x, y, z) = (1/2πi) 2 dp 1 dp 2 e i(p 1 x+p 2 y)
. (62) whereupon p 3 encircles p 2 to produce the first term and encircles p 1 to produce the second term of (31). Let us now see the effect of interchanging the sequence of integrations in the second term of (31), leaving the first term as is. 9 Evaluation of the remaining integrals leads to K(x, y, z) = (1/2πi) 2 dp 2 e ip 2 y dp 1 e ip 1 (x+z) (p 1 − p 2 ) 2 − dp 1 e ip 1 x dp 2 e ip 2 (y+z) (p 2 − p 1 ) 2 = (1/2πi) dp 2 e ip 2 y d dp 2 e ip 2 (x+z) − dp 1 e ip 1 x d dp 1 e ip 1 (y+z) .(63)
Relabeling dummy indices p 1 → p 2 on the first term on the right hand side of (63) after evaluating the derivatives due to the second-order pole leads to
Equation (64) illustrates the danger of arbitrariness in the orders of integration in that the answer bears no obvious physically intuitive content. Let us now perform the integrations, maintaining consistency in the integration sequence. We chose the sequence p 3 → p 2 → p 1 , maintaining the sequence for all terms. Starting from (62), we have K(x, y, z) = (1/2πi) 2 dp 1 dp 2 e i(p 1 x+p 2 y)
2 dp 1 e ip 1 x dp 2 e ip 2 (y+z) (p 2 − p 1 ) 2 + (1/2πi) 2 dp 1 e ip 1 (x+z) dp 2 e ip 2 y (p 2 − p 1 ) 2 = −(1/2πi)i(y + z) dp 1 e ip 1 (x+y+z) + (1/2πi)iy dp 1 e ip 1 (x+y+z) = −izδ(x + y + z).(65)
So while the final result of (65) is not symmetric in x, y, z, it does have a sensible physical intepretation in that the coefficient z of the symmetric delta function corresponds to integration in momentum space first over its conjugate momentum p 3 . The remaining integrations, maintaining ordering consistency, are symmetric in the remaining variables x and y. This interpretation is more sensible than the result (64), which is arbitrary. Still, it is desirable to maintain symmetry in all variables to the maximum extent practicable in computing Green's functions. The asymmetry in (65) can in some sense be attributed to the high degree of singularity of the cubic poles in the denominator. This can mitigated by cancellation of some of the factors in the denominator by terms in the matrix M ae prior to carrying out the integrations, a sort of L'Hopital's rule for singularities in momentum space. Then the operator inverses should be more intuitively appealing.
Full inversion and interpretation of the propagator
One way to resolve the apparent ambiguity inP −1 is to realize that each element of the matrix µ ab contains factors that cause a cancellation of one of the singular factors of the former, which enables a direct calculation of U af which is the inverse of O af . The momentum space representation of U is given, using (54), by u af with
whereupon the prefactors of i have cancelled the i inP . The full inversion then results from evaluating integrals of the form, for example taking the denominator of u 21 and re-inserting the factor of (1/2πi) 3 due to the definition of the delta function, u(x, y, z) = −(1/2πi) 3 dp 1 dp 2 dp 3
One sees in (67) that the variable p 2 is special and that p 1 and p 3 can be deemed symmetric. Hence there are two possibilities: One can either integrate first over p 2 , or integrate last over p 2 . Let us first consider integration first over p 2 .
The integrand (67) has a pole at p 2 = p 1 and p 2 = p 3 . Application of the residue theorem leads to u(x, y, z) = −(1/2πi) 2 dp 1 dp 3 e i(p 1 (x+y)+p 3 z)
We must now perform the remaining integrations in (68) for a chosen ordering, maintaining the ordering for both terms for consistency. Let us integrate, without loss of generality, first over p 1 and then over p 3 . Then we have u(x, y, z) = −(1/2πi) 2 dp 3 e ip 3 z dp 1 e ip 1 (x+y)
2 dp 3 e ip 3 (y+z) dp 1 e ip 1 x (p 1 − p 3 ) = −(1/2πi) dp 3 e ip 3 (x+y+z) + (1/2πi) dp 3 e ip 3 (x+y+z) = 0 (69)
It follows by cyclic permutation of indices, that all matrix elements u ae would produce zero for the implementation of the Green's functions for an integration prescription in which the asymmetric term (p 2 in this case) is integrated out first. The result is that for this prescription ǫ a = 0, which is by definition symmetric in all variables x, y and z. To obtain an integration prescription which produces a nontrivial ǫ a one must, for example in the case of u 12 , integrate first over p 1 and p 3 , saving the integration over p 2 for last. Proceeding from (67) in this manner, we obtain u(x, y, z) = −(1/2πi) 3 dp 2 e ip 2 y dp 1 e ip 1 x (p 1 − p 2 ) dp 3 e ip 3 z (p 3 − p 2 ) = −(1/2πi) dp 2 e ip 2 (x+y+z) = −δ(x + y + z) (70)
The result of (70) also makes sense since it is symmetric in all variables, which can be seen by cyclic permutation. Therefore we will carry out the full inversion in momentum space of operators of the form p −2 as opposed to p −3 in order to find the matrix elements. In terms of the ξ a variables this is given by
The elements of U ab can then be found in 'position' space by differentiations which are known to commute. Proceeding with the computation, one can now determine the matrix elements of U af = (O −1 ) af , which is the coordinate space representation of u af = u af (p). These are given by
Noting that the differential operators act on the unprimed variables, the solution to (55) is then given by
where we have defined ξ = ξ 1 +ξ 2 +ξ 3 . One thing is clear from the final form of the propagator stemming from (71). This is that the Green's function propagates only configurations preserving the quantity X = ξ 1 + ξ 2 + ξ 3 . To see this more clearly let us perform a change of variables (ξ 1 , ξ 2 , ξ 3 ) → (X, Y, Z). Then (72) becomes
where J is the Jacobian of the transformation, given by
Equation (73) then becomes
for differential operatorst. The remaining integral in (75) is over directions linearly independent of those propagated by the functional Green's function. Notice that the method to extract finite results from this Green's function differs from that of ∇ and ∆ in that in this case it was necessary to extend the range of integration from −∞ to ∞ in order to extract the inverse while restricting the non-propagated modes to a separate range. Therefore it is reasonable to surmize that the Green's functions found via these two methods are not equivalent. Nevertheless, the range of integration over these nonpropagated directions must be chosen such as to obtain sensible Green's functions.
Invariance of topological sectors
For an interesting physical interpretation, transform (71) back into the connection variables ξ = lna to obtain
An examination of the pure Kodama state in anisotropic minisuperspace reveals the meaning of (76),(71).
where l is some characteristic length scale of the universe. The interpretation of (71) then is that the propagator for the Hamiltonian constraint in anisotropic minisuperpsace propagates configurations of the connection a a which preserve the value of the pure Kodama state Ψ Kod (a) = Ψ Kod (a ′ ). If one adopts the interpretation of the Chern-Simons functional as corresponding to the instanton number for a topological gauge sector via the identity
then one would conclude that the propagator for the Hamiltonian constraint propagates only field configurations that preserve the instanton number.
Let us now choose a convenient set of basis functions for the source J a . Define the function
for some positive integer k. Then the most general matrix element M af will be of the form
wheret is a differential operator of zeroth, first or second order. Transformation into (X, Y, Z) coordinates as in (73) leads to
where v is a numerical constant representing the volume of the two-dimensional space of configurations (Y ′ , Z ′ ) orthogonal to the directions which preserve the instanton number. If the range of all variables a a is unrestricted, then v will be formally infinite. We now compute the matrix representation on the basis states in terms of c-numbers. Application of the matrix form of U ae leads tô
So the solution to the equation
Note that solving the constraint the linearized level does not take the vector ǫ a out of the vector space spanned by (η l , η m , η n ). The interpretation is that the indices l,m,n label the topological sectors in this vector space.
We now invert the linearized part of the matrix operator in stages. We will for simplicity omit the part of (83) containing Λ and convert the remainder of the equations directly into momentum space. The kinetic operator is given by K = K( p, q) of the kinetic operator O,
with entries given by
K 32 = (ip 3 + 1)(ip 1 + 1) + 2 = −q 3 q 1 + 2;
As a reminder of dimensional consistency note that q 1 , q 2 and q 3 are dimensionless, serving as momentum space counterparts to the dimensionless variables ξ 1 , ξ 2 and ξ 3 . On the other hand q is of mass dimension [q] = −1 since it acts as the momentum space counterpart of the field φ, which is of mass dimension [φ] = 1. Note that q 2 balances the mass dimension of
The task now becomes that of finding a momentum space matrix µ ab such that µ ab K be = Dδ ae which is diagonal. By performing the analogous steps as before, one obtains the following for the matrices 10 µ ae =   µ 11 µ 12 µ 13 µ 21 µ 22 µ 23 µ 31 µ 32 µ 33   with the entries given by
µ 12 = q 1 (q 2 − q 3 );
;
The version of the matrix elements µ ae differ from their counterparts µ ae by terms proportional to q 2 . The diagonal matrix operator D is given by
As a doublecheck on consistency, one sees that (86) and (87) reduce in the matter-free limit (q 2 → 0) to the correct form as determined in the previous section. The property of the previous case which enabled unambiguous computation of the propagator was the cancellation of the terms leading in singularity between the operator D and the matrix elements µ ae , an effect that occurs here as well. The momentum space matrix elements of the inverse operator are then given by
The configuration space propagator matrix elements of the matter-coupled theory are then given by U ae = δ(φ − φ ′ )U ae + αZ ae , with the identification
with the elements Z ae given, modulo factors of 1/2 or 1/4, by
with similar matrix entries for the remaining elements obtained by cyclic permutation of indices.
Bare Green's functions for the matter-coupled theory via the method of residues
We must now first compute the Green's function for the linearized part of the constraints. It will suffice to evaluate U 11 to get the general idea. Recall that the configuration space Green's function in general depends upon the sequence of integration over the variables. We will show that there exists a natural integration sequence for which the contribution proportional to q 2 vanishes. We will focus first on this sequence. The contributions to the matrix element U 11 are given by
Let us now attempt to find the first approximation to the propagator. As we have seen from the gravity-free case, it makes a difference to the final form of the configuration space Green's function as to the sequence of the integrations in momentum space. From (91) it is clear that q 1 is special and that the integrand is symmetric with respect to q 2 and q 3 . So it will make a difference to the result as to whether the integration is performed first over q 1 or last over q 1 , but not the sequence of integration over q 2 and q 3 for a given sequence with respect to q 1 . Let start by performing the integration first over q 1 and then last over q 2 and q 3 . Starting with the pure gravitational contribution U 11 , we have
In (91) there is a pole at q 1 = q 2 and another pole at q 1 = q 3 . We must apply the residue theorem, maintaining the chosen order of integration.
The final result, though symmetric in the variables, does imply a trivial contribution due to gravity. Moving on the the computation of Z 11 for the chosen sequence of q 1 begin integrated first, we have
The innermost integrands of (94) each have a pole at q 3 = 0 and at q 3 = q 2 . Applying the residue theorem,
So while the final result due to integration first over the 'odd-variable-out' q 1 is not symmetric in the variables, it does have a sensible physical interpretation that the imprint of this choice manifests itself in the corresponding configuration space variable x with the remaining variables y and z absent. Still, we would like to have our Green's functions completely symmetric in their arguments. 11 This is asthetically pleasing for several reasons, including the availability of vector space methods to compute the CDJ matrix elements for Ψ GKod . Let us now evaluate the Green's function for the case where the oddvariable-out q 1 is integrated last, with the remaining variables q 2 and q 3 integrated first. Note that the result in this case should not depend upon whether we integrate dq 2 dq 3 or dq 3 dq 2 . This can be seen by relabeling these variables, treated as dummy indices.
Let us first compute U 11 for this case. This is given by
The result of (96) is symmetric in the variables, which thus far is physically appealing. We must now compute Z 11 for this chosen integration sequence. This is given by
The innermost integrals in (97) each have a pole at q 3 = 0 and at q 3 = q 1 . Application of the residue theorem yields
This is a very encouraging result, namely that for this integration ordering the matter contribution to the Green's function at this level of approximation is not only symmetric in the variables, it is zero. The remaining integration sequences are not physically interesting, but let us nonetheless show the results of all possible orderings. We divide the orderings into two groups, group I and group II. Group I is given by (Z 11 ) I with orderings
and group II is given by (Z 11 ) II with orderings
By all possible cyclic permutations of the indices 3 → 2 → 1 and 2 → 3 → 1 one can obtain the analogous results for the remaining matrix elements for (Z ae ) I and (Z ae ) II . Hence at the level of the first-order approximation to O −1 , the matter-free and the matter-coupled inverse kinetic operators produce the same result for the chosen ordering. This simplifies the computation of O considerably. There is a physically appealing reason for this grouping. We will find that group II sequences in symmetric Green's functions, which simplify and enable a computation of the generalized Kodama states Ψ Kod to any accuracy desired. Group I sequences, on the other hand, result in nonsymmetric Green's functions. These are not physically appealing, since there is no compelling reason for why one direction in field space should be prefered over another. We will find that this case is automatically eliminated as a result of the computation of the generalized Kodama state Ψ GKod , which in turn reduces directed to the pure Kodama state Ψ Kod .
Invariance of topological sectors revisited: The method of characteristics
We now derive the invariance of topological sectors in greater detail to build on the results of Part I. First, we will perform a change of variables on the configuration space kinetic operator
By redefining the vector fields
one finds that the third operator in D is not linearly independent of the first two operators. Hence
Before attempting to evaluate the effect of propagation with respect to these directions, let us determine the variables that U and V correlate to, given that ξ 1 , ξ 2 and ξ 3 are themselves linearly independent. Using the identities from which the most general form is given by
for arbitrary functions f ′ , g ′ and h ′ , where T is a third direction linearly independent of U and V . But also, the following identity holds 
Equation (108) in conjection with (106) imply that
for arbitrary functions f , g, h, of the third coordinate independent of U and V . Equations (105), (106) and (109) imply that
From (110) one finds that ξ = ξ 1 + ξ 2 + ξ 3 = f (T ) + g(T ) + h(T ) which is an arbitrary function of T . One simply redefines ξ = T , then it is clear that the third independent direction is T = ln(a 1 a 2 a 3 ) which is the topological instanton number identified in Part I. So the conservation of instanton number is simply a manifestation of the fact that the propagator acts only on the U and the V dependence of the source term Q a in the constraints. Since the only dependence upon gravitational variables appears in the combination η k = e −kξ = e −kT , it follows that the effect of solving the constraints does not alter this term. The effect can be more clearly seen in the U , V variables. Denote p the momentum space counterpart to U , with q the corresponding counterpart to V , not to confuse this with the use of p and q in the previous sections. One will have to compute propagators of the form
or some permutation thereof. We have omitted the contribution due to propagation in the variable T since this contribution is trivial due to conservation of topological instanton number. Taking the first order of integration, we note a pole at q = 0 and at q = −p, applying the residue theorem to yield
(1/2πi) 2 dpe ipU dq e iqV q(q + p) = (1/2πi) dpe ipU 1 p − e −ipV p = (1/2πi) dp p e ipU − (1/2πi) dp p e ip(U −V ) = 1 − 1 = 0. (112) This ordering corresponds to the asymmetric ordering in the ξ a variables. Applying the alternate ordering, we have (1/2πi) 2 dqe iqV dp e ipU q(q + p) = (1/2πi) 2 de iqV dp e ipU p + q = (1/2πi) de iqV (e −iqU ) = (1/2πi) de iq(V −U ) = 1 (113) which corresponds to the configurations preserving instanton number. One then wonders the manner in which the Green's functions get implemented at the linearized level in terms of these variables. It is clear that for the first ordering, the effect of the propagator is to annihilate any matter charges. However, for the second operator the effect is to propagate any dependence on U and V , of which there is none. The result is the occurence of the factor ν, given by
Equation (114) represents the volume of configuration space orthogonal to the T direction. This is a numerical constant whose value should be fixed by experiment. If these variables are unrestricted then the answer will be infinite, making the propagator not well-defined. 12 Nevertheless, it becomes apparent that the gravitational variables of interest defining the generalized Kodama states Ψ GKod must appear in the combination T = ξ = ln(a 1 a 2 a 3 ) or √ detB, which as an invariant of the connection A a i , invariant under SO(3) rotations both of the internal a and the spatial i indices.
