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ABSTRACT 
Quantum Mechanical Study of Weak Molecular Interactions 
by 
Upendra Adhikari, Doctor of Philosophy 
Utah State University, 2014 
Major Professor: Dr. Steve Scheiner 
Co-Advisor: Dr. Tapas Kar 
Department: Chemistry and Biochemistry 
Noncovalent interactions have a long history and have received huge attention 
since their discovery almost a century ago. The prevalence of noncovalent interactions 
can be seen in the formation of simple dimers to structural and functional modification of 
large biomolecules. Even though plenty of experimental and theoretical studies are 
performed to understand various noncovalent interactions, the nature and variety of those 
interactions are still subject of study. And still they are receiving tremendous attention 
due to their significant role in the stability and conformation of biomolecules, catalysis of 
organic and inorganic reactions, crystal packing and material design. This dissertation 
explores various new sorts of noncovalent interactions, compares them with existing 
ones, and extensively studies the relevance of noncovalent interactions to various 
biological systems of interest by applying quantum mechanical tools. A new sort of 
noncovalent interaction has been identified where two electronegative atoms interact 
directly with each other with no intervening hydrogen or halogen atoms. These 
iv 
 
 
  
interactions are found to be surprisingly strong, even stronger than regular OH···O and 
NH···O hydrogen bonds in some cases, and are stabilized by the charge transfer from 
electron donor to electron acceptor. The major portion of this dissertation deals with the 
rigorous investigation of new sorts of interactions like P···N, S···N, Cl···N and several 
other charge transfer types of interactions with side by side comparison with hydrogen 
and halogen bonds. Similarly, a new carbonyl-carbonyl stacking geometry in peptide-
peptide interactions is explored. These stacking geometries are energetically close to 
stronger NH···O hydrogen bonds, and get some assistance from CH···O hydrogen bonds. 
Carbon is considered one of the potent H-bond donors, albeit weaker, due to its 
ubiquitous presence in biomolecules. So, another portion of this dissertation is focused on 
the study of neutral and charged CH hydrogen bonds simulating various interpeptide 
interactions and enzyme catalysis. And the last part of this dissertation deals with the 
putative H-bonds that might be present in tip functionalized carbon nanotubes. 
(414 pages) 
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PUBLIC ABSTRACT 
Quantum Mechanical Study of Weak Molecular Interactions 
Upendra Adhikari, Doctor of Philosophy 
Molecular interactions play key role in the existence of biomolecules like proteins 
and nucleic acids, and various materials. Molecular interactions are weak forces that hold 
different molecules or different fragments of the same molecule together, and are often 
referred to as noncovalent interactions. Due to the complexity in biomolecules, these 
interactions are still poorly understood. This dissertation presents results from quantum 
mechanical simulations of various types of noncovalent interactions, which are extremely 
important for the structure and functions of biomolecules and materials. 
A new sort of noncovalent interaction is identified. This new sort of interaction 
originates from a direct interaction between two electronegative atoms. This interaction is 
represented as BA···D, where A and D are electronegative atoms, and B is some 
substituent. In most cases, this new sort of interaction is found to be more stable than 
regular hydrogen bonds. These new interactions are found to have some potential to 
allow the development of materials with unusual physical properties.  
This dissertation also explores the role of supposedly weaker CH hydrogen bonds 
on the configuration of peptide-peptide interactions, secondary structure of proteins, and 
mechanism of methyl transfer reaction in enzymes. Similarly, putative hydrogen bonding 
at the tips of functionalized carbon nanotubes is studied, which reveals the absence of OH 
and COOH groups together at the tips of carbon nanotubes. 
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CHAPTER 1 
INTRODUCTION 
Noncovalent interactions are weak interactions formed between two different 
species or between different fragments of the same species. Although noncovalent 
interactions are much weaker than covalent bonds formed by mutual sharing of electrons, 
they play extremely important role in the existence of biomolecules and various 
materials.
1-8
 Covalent bonds result in the formation of molecules whereas noncovalent 
interactions result in the formation of molecular clusters.  
After the formulation of definition of covalent bond by Lewis
9
 nearly a century 
ago, a clear theoretical and experimental process of covalent bond forming and breaking 
is established. But, due to the existence of a plethora of ways noncovalent interactions 
might be formed, a unified theory of noncovalent interactions still does not exist and 
several classifications are being used. A noncovalent interaction ranges from weak van 
der Waals forces, which arise due to London dispersions, to strong hydrogen bonds. Due 
to this reason, researches are being focused on exploring and unifying the wide variety of 
noncovalent interactions that has direct implications on both biological and material 
science. Noncovalent interactions are involved in a wide range of chemical processes, 
and are crucial in supramolecular chemistry, organization of various biomolecules, 
crystal engineering, drug design, and catalysis.
3,10-14
 
Of the several types of noncovalent interactions, hydrogen bond (H-bond) is the 
most important and rigorously studied noncovalent interactions over the years.
15-22
 These 
H-bonds are responsible for the unique geometries adopted by biomolecules such as 
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proteins and nucleic acids.
23-28
 H-bond was originally believed to be formed between an 
H atom attached to electronegative atoms (N, O or F), and another electronegative atom 
(N, O or F). These H-bonds are represented as AH···D, where A is the proton donor and 
D is the proton acceptor, and were initially considered to be one of the N, O or F atoms. 
But after the decades of theoretical and experimental investigations, following the 
formulation of definition of H-bond by Linus Pauling
29
 in 1930, the concept of hydrogen 
bond has been broadened.
30-47
 Less electronegative atoms like Cl, S, P and C atoms are 
found to act as good proton donors.
48-55
 Various π systems and metal ions are also 
involved in hydrogen bonding as proton acceptors.
56-58
 Even a partially negatively 
charged hydrogen atom is able to form H-bond with another H atom, usually called a 
dihydrogen bond.
59-61
 These findings eventually led to the redefinition of H-bonds.
62
 
Hydrogen bonds are usually electrostatic in nature in addition to the charge 
transfer and dispersion interactions. The charge transfer occurs from the proton acceptor 
to A-H σ* antibond orbital of the proton donor. The consequence of the charge transfer 
can be seen in the stretching of A-H bond length and red shifting of A-H stretching 
frequency. Not all H-bonds result in the stretching and red shifting of A-H bond, but 
opposite scenario is found in some H-bonds. One of the most interesting and surprising 
results are found for H-bonds with CH proton donors. C contains no lone pairs and so 
does not act as proton acceptor. But it acts as a weak proton donor due to the presence of 
partial positive charge in H atom attached to it. The CH H-bond strength lies somewhere 
around 1-3 kcal/mol.
63-66
 But the presence of some electron withdrawing groups on the C 
atom makes it stronger proton donor. Also, the sp and sp2 hybridized C acts as slightly 
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better proton donor. In some CH H-bonds, blue shifting of C-H stretching frequency 
occurs along with the contraction in its bond length.
67-71
  
Another noncovalent interaction, which is younger than H-bond, is the halogen 
bond, and is formed by a simple replacement of bridging H of H-bond by halogen 
atom.
30,32,47,72-73
 Despite having an overall negative charge, halogen atom contains a small 
region of positive potential commonly known as σ-hole, and is responsible for the 
electrostatic attraction with another electronegative atom. In addition, it also contains 
induction and dispersion components just like in H-bonds. Direct π-π stacking 
interactions are also observed especially in aromatic amino acids in proteins.
74
  
Recent work in this laboratory has identified a fundamentally new sort of 
noncovalent interaction between two electronegative atoms with no intervening hydrogen 
or halogen atoms.
75-76 
For instance, a global minimum search in the potential energy 
surface of PH3 and NH3 yields a direct P···N interaction.  This direct P···N interaction is 
more stable than other possible H-bonds namely PH···N and NH···P hydrogen bonds. 
This interaction is found to be stabilized mostly by the charge transfer from N lone pair to 
P-H σ* antibond which lies along the P···N axis. This sort of A···D interaction (where A 
is electron acceptor and D is electron donor) also exists within the PH3 dimer with the 
formation of direct P···P interaction.
77
  
Progressive works demonstrated that other atoms like S and Cl are also capable of 
formation of A···D interactions. Substitution of one of the H atoms of PH3 by F, Cl or 
NO2 enhances the P···N bond energy, which surpasses the H-bond energy of model water 
dimer.
78
 Similarly, replacement of one of the H atoms of NH3 by F atom enables a direct 
N···N interaction with another NH3 molecule, which was never observed before.
79
 These 
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interactions are named after the electron acceptor atoms A, viz. pnicogen bond (P···N), 
chalcogen bond (S···N) and halogen bond (Cl···N). Experimental examination of crystal 
structures has shown similar sorts of interactions, emphasizing their importance in the 
crystal packing as well as in the biological systems.
80-81
  
So the literature contains some glimpses of involvement of second and third row 
atoms in direct A···D interaction. Although A···D sorts of interactions are energetically 
competitive with H-bonds, very little information is available in the literature, and this 
big void in the literature immediately needs to be filled for the deeper understanding of 
their importance. Some of those gaps include the measurement of effect of various 
substituents in second row pnicogen, chalcogen and halogen bond interactions. Similarly, 
changing the electron donors can have profound effect on these interactions. π-systems 
are engaged in H-bonding, and it also signals for the formation of A···π interactions with 
first and second row atoms. H-bond is found to be very sensitive towards angular 
distortion and exists in molecular aggregates, so it is natural to wonder if these properties 
are also valid for pnicogen, chalcogen, and halogen bonds.  
CH···O H-bond is one the most important H-bonds formed via C proton donor. 
This is due to the prevalence of CH groups alongside the strong proton acceptor O=C of 
the peptide groups in biomolecules like nucleic acids and proteins. The CH···O H-bonds 
in many systems are secondary forces, only to NH···O H-bonding.
33,36,52
 Even though 
several fundamental aspects of these H-bonds are well documented, their prominently 
applicable roles in binding various amino acid side chains, mechanism and magnitude of 
presence of charge in the surrounding, and mechanism of enzyme catalysis are still to be 
discovered. For instance, charge assisted CH···O H-bonding is believed to be involved in 
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the methyl transfer reaction in some particular enzymatic systems.
82-83
 But the strength, 
availability, capability and mechanism of such charge enforced CH···O H-bonds are not 
yet investigated, and requires a thorough computational and experimental examinations 
for their proper understanding and practical applicability. 
Similarly, the formation of α-helices and β-sheets in proteins are governed by the 
extensive NH···O and CH···O hydrogen bonds.
84-88
 The CH···O H-bonds are not only 
the supplementary interaction but contains almost half of the total interaction energy in 
parallel β-sheets. So, from both experimental and theoretical point of view, it is already 
affirmed that CH···O H-bonds are competitive with NH···O H-bonds and are considered 
as the determinant of conformation of biomolecules.
89
 But some lingering questions still 
remain about the role of CH···O H-bonds in the structure and functions of peptides. For 
example, even though CH···O H-bonds are involved in peptide-peptide interactions, are 
they really involved in the initial stages of formation of α-helix and β-sheet? And, are 
these interactions just important within the major peptide units or are they also crucial in 
the interaction involving side chains with various heteroatoms? These questions need to 
be answered to fully understand their role in the biological systems. 
Noncovalent interactions, mainly H-bonding influences the properties and 
functions of several materials. Most importantly, the presence of several oxygen 
containing functional groups in oxidized carbon nanotubes and graphene allow the 
formation of H-bonds. The presence of H-bonds alters the energetic and spectroscopic 
properties, allowing the identification and separation of various nanomaterials. So it is 
very necessary to study the presence of any sorts of H-bonding and their consequences in 
these nanomaterials.  
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This dissertation focuses on exploring and analyzing a wide range of noncovalent 
interactions; from new sorts of A···D interactions with various A and D atoms, to 
NH···O and CH···O hydrogen bonds, carbonyl-carbonyl stacking, peptide interactions, 
and influence of H-bonds in functionalized carbon nanotubes. A brief description of each 
chapter is provided in the following paragraphs. 
Previous research has revealed the absence of a direct S···N interaction on the 
potential energy surface of H2S and NH3 pair.
90 
A putative S···N interaction with an 
angle frozen was indeed an attractive force, but SH···N hydrogen bond was found to be 
the stronger force involved. This gives a strong indication of presence of some stronger 
true S···N interaction in presence of different electronic environment on the electron 
acceptor. Chapter 2 of this dissertation deals with the comparison of a new sort of S···N 
interaction with hydrogen and halogen bonds formed by the complexation of halogen 
substituted H2S and NH3 molecules. One of the H-atoms of H2S is replaced by series of 
halogen atoms X = F, Cl and Br, and all possible minima on their potential energy 
surface are searched. This replacement indeed allows the formation of S···N interaction 
which is competitive with hydrogen and halogen bonds.  
Most of the direct A···D interactions studied before relied on the variation of 
electron acceptor A taking NH3 as only electron donor.
75-78
 The replacement of electron 
acceptor atom P by S, Cl or As did not alter the results dramatically but one might expect 
a substantial change on replacing the electron donor atom N. Chapter 3 thus tries to 
explore the ability of various electron donors (D) to form direct P···D interactions by 
considering PH2F as an electron acceptor which has served as a good electron acceptor in 
the past.
78
 The electron donors considered are the single bonded models H2O, H2S and 
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CH3OH, double bonded models H2C=O and H2C=S, and various π-systems like HC≡CH, 
H2C=CH2, H2C=CH-CH=CH2 and C6H6. Each of these systems was allowed to interact 
with FH2P molecule, and various starting points for the geometry optimization of each 
pair were taken so as to find all possible minima. It is found that O and S atom, and 
carbon π-systems participate in the P···D type of interaction. These interactions are 
stabilized by the charge transfer from D lone pair to P-F σ* antibond. The P···D 
interactions are comparable to and sometimes stronger than H-bonds formed by H2O 
molecule. Natural Bond Orbital (NBO), Symmetry Adapted Perturbation Theory (SAPT), 
electrostatic potential map and electron density shift analyses reveals some unique 
features of these sorts of interactions. 
The earlier investigations of BA···D (B=substituents) interactions were mainly 
focused on the dimers containing various A and D atoms. Since the molecular aggregates 
have different environment and properties, it seems absolutely necessary to figure out if 
these forces are also present in various molecular aggregates. In fact, these interactions 
are proved to be present in molecular aggregates. This is explained in chapter 4, where 
various possible minimum structures of homo trimer and tetramer of PH3, and hetero 
trimers with one PH3 replaced by NH3 and FH2P, are thoroughly searched. Global 
minimum of all the trimers and tetramer are held by the direct A···D interactions, and 
form cyclic structures. Similar to other A···D interactions, these interactions are also 
stabilized by the charge transfer from the D lone pair to A-B σ* antibond which lies 180° 
away from the A···D axis. In addition to A···D interactions, other weaker noncovalent 
interactions like PH···P, NH···P and NH···F hydrogen bonds, and “reverse hydrogen 
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bond,” where electron density is transferred from smaller lobe at the tail of the lone pair, 
are also observed.  
One of the important features of hydrogen bond is its directional propensity. H-
bonds tend to be linear and any deviation from linearity results in the loss of some of its 
strength. This directional feature of H-bonds is well studied. But this property is not well 
documented for newly found A···D sorts of noncovalent interactions. Chapter 5 of this 
dissertation provides the extent and cause of the directionality of those new sorts of 
bonds. Ab initio calculations are performed for various electron acceptors P, S and Cl 
with various substituents (B) interacting with N of NH3 for varying BA···D angles. It is 
found that P···N, S···N and Cl···N noncovalent interactions are anisotropic and more 
directional in nature than hydrogen bonds. SAPT decomposition of energy reveals that 
exchange energy is mainly responsible for this directional nature. 
Since the BA···D interactions are stabilized mainly by the charge transfer from D 
lone pair (or π-bond) to B-A σ* antibond, one might wonder how the presence of various 
substituents B on the electron acceptor might affect the binding. Chapter 6 tries to answer 
this question by thoroughly analyzing the effect of various substituents (electron 
releasing groups to electron withdrawing groups) on Cl···N, S···N and P···N noncovalent 
interactions. The binding energy increases in the order of B = CH3 < NH2 <CF3 < OH < 
Cl < NO2 < F and becomes as strong as 10 kcal/mol for Cl electron acceptor. A···D type 
geometries are found to be the most stable structures in many cases, stronger than 
NH···F, CH···N and SH···N H-bonds. Electrostatics and induction equally contribute to 
the total energy in weaker complexes but former becomes dominant in stronger 
complexes. 
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It can be anticipated that pnicogen atoms are bonded with carbon chains in real 
systems. So it is essential to explore the strength and nature of pnicogen bonds for 
various carbon chain substituents. In chapter 7, the effect of various carbon chains in 
electron acceptor P in P···N interaction is studied. Both saturated and unsaturated alkyl 
groups with various length, conjugated system and aromatic systems are considered as 
carbon chain substituents. Saturated alkyl groups tend to weaken the P···N interaction 
whereas unsaturated system strengthens it. The placement of F atoms in the carbon chain 
increases the binding energy but the effect decreases with the increase of distance of F 
from the center of bonding.  
In proteins, the presence of peptide units -CONH- offers a variety of noncovalent 
interactions with peptides and polar side chains. An extensive study has been done to 
understand their nature, strength and effect on structure and functions. But the study of 
noncovalent interactions formed by the side chains containing heteroatoms like S is scant. 
So the main goal of the chapter 8 is to explore the possible noncovalent interactions 
between peptide unit and sulfur containing amino acid side chains. For this purpose, N-
methylacetamide (NMA) is taken as a model peptide unit and is allowed to interact with 
CH3SH representing cysteine side chain, CH3SCH3 as a prototype methionine and 
CH3SSCH3 as a disulfide bond which connects Cys side chain. All possible interactions 
on the potential surface of each pair were searched. A complete analysis reveals that there 
is no single force dominating the conformations. Instead, most of the structures are 
stabilized by the combinations of various forces. These forces include SH···O, NH···S, 
CH···O, SH···π, CH···π H-bonds, and charge transfer into σ* and π* antibond types of 
interactions. 
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 Secondary structures of proteins, α-helices and β-sheets, are stabilized by the 
NH···O=C H-bond formation between two peptide units. In the literature, it is usually 
found that NH···O=C is the sole interaction that occurs in peptides, either in parallel, 
antiparallel or in perpendicular fashion. But some other possible interactions may exist in 
addition to NH···O H-bonds. Chapter 9 of this dissertation deals with finding all possible 
peptide-peptide interactions via high level ab initio calculations. Indeed, a new sort of 
interaction is investigated where carbonyl groups of two peptide units are stacked upon 
each other. Studied by taking dimer of N-methylacetamide (in its trans form), as a model 
peptide-peptide interaction, both parallel and antiparallel stacking geometries with 
equivalent stability are found. These stacked geometries are just slightly less stable than 
NH···O H-bonded geometries and are stabilized by the mutual charge transfer form CO π 
bond to CO π* antibond, and CH···O hydrogen bonds. 
 Continuation of the interpeptide interaction study in a different basis is the content 
of chapter 10. Although several works have been done to understand the formation of β-
sheets in proteins, there are still some lingering questions about the forces and the 
mechanism that initiates their formation. It is also unknown whether two peptide 
fragments coming together form β-sheet instantly or they prefer helical structures. So, a 
rigorous study is carried out to answer these questions by examining a full potential 
energy surface of a molecule containing a dipeptide and a single peptide connected via a 
spacer group. It is found that the most stable structure contains a regular NH···O H-bond 
and couple of CH···O H-bonds. It is also figured out that a β-sheet formation requires 
more peptide units and is not evident in the smaller model. 
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 The presence of charge on one of the proton acceptor or donor group magnifies 
the hydrogen bond energy of regular H-bonds by some orders.
91-92
 So it is obvious to 
wonder if there is such a magnification for weak interactions like CH···O H-bonds. In 
fact there are some experimental as well as theoretical evidences for such 
enhancement.
93-94
 But a detailed investigation is missing and several queries are to be 
answered. In chapter 11 of this dissertation, a robust examination of the charged CH···O 
H-bonds is performed for biologically significant systems. N-methylacetamide (NMA) is 
paired with XRn
+
 where X = S and N, and R is an alkyl group with various chain lengths. 
Various queries like strength of 
+
CH···O H-bonds, effect of heteroatom X, distance from 
the center of positive charge, sensitivity towards linearity, effect of solvents and 
competition with regular hydrogen bonds are systematically studied. 
Hydrogen bonds play very important role in recognition of materials. One of the 
examples can be seen in oxidized single walled carbon nanotubes.
95-96
 Oxidative 
purification of carbon nanotubes introduces some oxygen containing functional groups, 
and are very important due to their unique properties and various applications like 
biosensors and biomedical applications.
97
 But the presence of various groups makes 
experimental characterization very complicated due to the coupling of vibrational modes 
and hydrogen bonding between various groups. Recent quantum calculations revealed 
that two different sorts of COOH group lie at the tip of zigzag carbon nanotubes, one of 
which show C=O stretching frequency around 1650 cm
-1
, well below the normal CO 
stretching of other COOH groups at the tip of carbon nanotubes.
98
 One might wonder if 
the presence of OH group alongside COOH group will bring some changes to the 
stretching frequency of C=O and OH groups as they are susceptible to the H-bond 
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formation. And, for the OH···O type of H-bonds, red shifting of C=O and O-H stretching 
frequency is observed. So, in chapter 12, the possibility and consequences of presence of 
OH and COOH groups together at the tip of oxidized single walled carbon nanotubes are 
thoroughly studied. 
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CHAPTER 2 
THE S∙∙∙N NONCOVALENT INTERACTION: COMPARISON WITH HYDROGEN 
AND HALOGEN BONDS
1
 
Abstract 
When one of the H atoms of SH2 is replaced by a halogen X, the S engages in a 
strong S∙∙∙N interaction with the N of NH3, wherein X lies directly opposite the N. The 
binding energy varies from 8 kcal/mol for X=F down to 5 kcal/mol for Br. This FS∙∙∙N 
geometry represents the global minimum on the HSF/NH3 potential energy surface, more 
stable than minima containing either a SH∙∙∙N or NH∙∙∙F H-bond. It is equally stable with 
a SH∙∙∙N structure for X=Cl, and slightly less stable than SH∙∙∙N for X=Br. In all cases, 
the S∙∙∙N minimum is more stable than geometries containing a halogen bond. 
2-1. Introduction 
The study of noncovalent forces has a long history [1-3], which has led to their 
compartmentalization into various categories. The definition of the hydrogen bond [4-8] 
has undergone a broadening in recent years to include C, Cl, π bonds, σ bonds, metal 
atoms, or even direct interaction between a pair of H atoms [9-16]. The replacement of 
the bridging H by a halogen atom leads to another strong sort of interaction but at the 
same time alters its fundamental nature [17-23].   
Recent work in this laboratory [24-27] has identified a fundamentally different 
sort of noncovalent interaction between a P atom and the N atom on another molecule, 
                                                 
1
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with no intervening H or halogen atom. This attraction is due in large measure to charge 
transfer from the N lone pair into the σ* antibond of the P-H bond. But unlike the PH∙∙∙N 
H-bond where this same charge transfer takes place, the pertinent H atom lies directly 
opposite the N lone pair. In addition to this charge transfer effect, there is also a sizable 
electrostatic attraction, as well as a dispersion component. This sort of interaction is not 
unique to P, but is also characteristic [28] of other second-row atoms S and Cl, as well as 
the third-row congener As, all of which can engage in a direct interaction with an 
electron-donating N atom. A pair of N atoms will also engage in this sort of attractive 
interaction, but only [29] if the H atom that lies opposite to the N of the partner molecule 
is replaced by an electron-withdrawing atom such as F. 
In the examination of the putative S∙∙∙N interaction [28] it was noted that while 
the force between the S and N atoms of SH2 and NH3 is indeed attractive, the electrostatic 
potential surrounding the SH2 molecule permitted a displacement of the NH3 electron 
donor toward one of the SH2 protons, so as to engage in a SH∙∙∙N H-bond, a somewhat 
stronger interaction. Given the observation that replacement of one of the H atoms of the 
electron acceptor by a halogen strengthens the direct P∙∙∙N or N∙∙∙N interaction [27], the 
question arises as to whether a similar substitution on SH2 might stabilize the direct S∙∙∙N 
interaction so as to yield a true minimum on the potential energy surface of SH2/NH3, and 
whether this interaction might be competitive in strength with the SH∙∙∙N H-bond. 
The present communication considers this question by replacing one H atom of 
SH2 by each of a series of halogens, X=F, Cl, and Br. Each SXH molecule is paired with 
NH3 as electron donor and all minima on the potential energy surface identified. As this 
heterodimer offers the options of hydrogen and halogen bonds which might compete with 
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direct S∙∙∙N bonding, it is possible to assess the strengths of each sort of interaction in 
comparison with the others. The results demonstrate that a S∙∙∙N interaction is not only 
feasible if one of the partners has been halogenated, but its strength exceeds that of a 
SH∙∙∙N H-bond in the case of X=F and equal to a H-bond when X=Cl. The S∙∙∙N 
interaction is also stronger than the NH∙∙∙X H-bond, or a SX∙∙∙N halogen bond. 
2-2. Computational Methods 
Calculations were carried out via the Gaussian 03 package [30]. Geometries were 
optimized at the ab initio MP2/aug-cc-pVDZ level, an approach which has been shown to 
be of high accuracy, especially for weak intermolecular interactions of the type of interest 
here where the data are in close accord with CCSD(T) values [27,31], and in nearly 
perfect coincidence with experimental energetics [32]. All minima were identified on the 
potential energy surface of each pair of molecules, by using a variety of different starting 
points for geometry optimizations. Minima were verified as having all real vibrational 
frequencies. Interaction energies were corrected for basis set superposition error by the 
counterpoise procedure [33]. Natural bond orbital (NBO) analysis [34,35] was performed 
via the procedures contained within Gaussian 03. 
2-3. Results 
The potential energy surface of each HSX/NH3 pair contains several minima. The 
first category, and the one which represents the global minimum for both X=F and Cl, is 
illustrated in Figure 2-1. Each structure is characterized by the location of the halogen 
atom almost diametrically opposite the N atom, with θ(XS∙∙∙N) angles of about 170°. The 
counterpoise-corrected interaction energies of each complex are included in Figure 2-1 
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from which it may be seen that the FS∙∙∙N structure is bound by 7.9 kcal/mol, and small 
reductions occur as one proceeds from X=F to Cl and then to Br. 
Other facets of these structures are reported in Table 2-1, which illustrates that the 
progressive weakening of the bonding in the order FClBr also results in a 
lengthening of the R(S∙∙∙N) intermolecular distance. The next row of Table 2-1 displays 
the stretch of the X-S covalent bond that occurs when the XSH monomer engages in the 
complex. This elongation is greatest for X=F at 40 mÅ, and is reduced slightly to 36 mÅ 
for X=Br. The main source of this bond stretch is the shift of electron density from the N 
lone pair into the S-X antibonding orbital. The energetic measure of this shift is the NBO 
value of E(2), which is as much as 28 kcal/mol for FSH and is cut in half by the 
replacement of F by Br. The amount of charge shifted from the N lone pair to the σ* 
orbital is reported in the last row of Table 2-1, and likewise undergoes a reduction in the 
F, Cl, Br sequence. 
The second type of complex observed is related to that in Figure 2-1, except that 
the H and X atoms exchange places, with the H atom now lying opposite to the N. As 
may be noted in Figure 2-2, the H atom lies between 162° and 169° from the N. The 
R(S∙∙∙N) distances are considerably longer than those in Figure 2-1, which is consistent 
with the much weaker nature of these HS∙∙∙N complexes. Taking X=F as an example, the 
HS∙∙∙N structure pictured in Figure 2-2a is weaker than the FS∙∙∙N interaction in Figure 2-
1a by a factor of ¼. The remainder of the salient features of these structures are reported 
in Table 2-2 which underscore the weaker binding, less than 2 kcal/mol in all cases. 
Consequently, the intermolecular distances are longer, the degree of R(S-H) bond 
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stretching is smaller, less than 7 mÅ, and the NBO charge transfer quantities are much 
smaller as well. There is only slight dependence upon the nature of the halogen atom, 
consistent with the idea that this atom is not directly involved in the bonding.  
The geometries in Figure 2-2 are such that one might suspect a weak H-bond 
between the halogen and the H atoms of NH3. However, there is no such bond.  In the 
first place, the X∙∙∙H interatomic distances are rather long. Secondly, the θ(NH∙∙∙X) angles 
are far from linearity. And finally, NBO analysis reveals no significant charge transfer 
between the halogen lone pairs and the pertinent N-H bonds. One may conclude that the 
binding here is purely of the HS∙∙∙N type. 
The third category of complex is one which involves a SH∙∙∙N H-bond. As 
illustrated in Figure 2-3, there is also present a weak attractive interaction between the 
halogen and a NH bond which is partly responsible for a small distortion of each SH∙∙∙N 
H-bond from linearity. In the H-bonded cases, the X=F complex is the most weakly 
bound of the three, with the Cl and Br complexes bearing an equally strong total 
interaction. Comparison of the interaction energies displayed in Figure 2-3 with those in 
Figure 2-1 leads to the following conclusion about global minima. The FS∙∙∙N structure 2-
1a is clearly more stable than SH∙∙∙N 2-3a, whereas the opposite is true for X = Br, where 
SH∙∙∙N 2-3c is 0.7 kcal/mol more stable than BrS∙∙∙N 2-3a. The situation for X=Cl is 
intermediate in that 2-1b and 2-3b are effectively equal in energy. 
Each XSH/NH3 pair contains a fourth minimum on its surface, which are 
displayed in Figure 2-4. In the X = F case, this minimum 2-4a contains a NH∙∙∙F H-bond, 
which is in fact second only to the FS∙∙∙N complex 2-1a in terms of stability, surpassing 
that of the SH∙∙∙N H-bond in 2-3a. The NH3 molecule rotates around for X = Cl and Br, 
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so as to form a SX∙∙∙N halogen bond instead of a NH∙∙∙X H-bond. As is normally the case, 
this bond is very nearly linear, and Br engages in a stronger halogen bond than does Cl. 
The strength of this bond yields a shorter R(X∙∙∙N) for Br, despite the larger atomic radius 
of Br.  Also consistent with this trend is the greater S-X bond elongation for X = Br, 19 
me vs 8 me for X = Cl. The NBO perturbation energy E(2) for charge transfer into the S-
X antibonding orbital is also nearly 3 times greater for Br than for Cl. The failure of F to 
participate in a halogen bond is not surprising, as this atom is generally reluctant to do so, 
usually preferring to act as H-bond proton acceptor as in 2-4a. And likewise, the absence 
of a minimum containing a NH∙∙∙Cl or NH∙∙∙Br H-bond is consistent with the lesser 
electronegativities of Cl and Br relative to F. 
Examination of the electrostatic potential that surrounds each monomer can 
provide some insights into the source of the optimal geometries. These potentials are 
exhibited in Figure 2-5. Each monomer is arranged as it occurs in the global minima of 
Figure 2-1. It is immediately obvious that the blue positive potential to the right of the S 
atom in every case overlaps nicely with the negative (red) region to the left of NH3. There 
is also an extended positive region along the S-H direction of each XSH molecule that 
helps explain the stability of the SH∙∙∙N H-bonded complexes in Figure 2-3. There is a 
much smaller blue region above each S atom in Figure 2-5, directly opposite the S-H 
bond, which comes into play in the HS∙∙∙N minima of Figure 2-2. These geometries will 
also be abetted by an overlap between the negative regions near each halogen atom, 
perpendicular to the S-X bond. This area can overlap with the blue regions around the H 
atoms of NH3. Finally, one may note a blue positive region directly to the left of the 
halogen atoms when X = Cl or Br, but not F. This attribute helps explain why a SX∙∙∙N 
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halogen bond will form for only the two former atoms. It is the absence of this positive 
region around F, coupled with the particularly prominent negative region to its left, that 
permits this atom to engage in a NH∙∙∙F H-bond, an interaction that eludes both Cl and 
Br. 
There is one last class of minima on these surfaces. These are very weakly bound, 
with interaction energies of 1 kcal/mol or less. After zero-point vibrational energies are 
added, their binding energies are even smaller, roughly 0.2 kcal/mol and some even less. 
These structures are “shadow minima” of a sort, in that each one resembles a deeper 
minimum in Figures 2-1 - 2-4. Where they differ is that the NH3 molecule is rotated 
about 180º so that its lone pair is turned away from the partner molecule, not toward it. 
These structures may perhaps best be understood by bearing in mind that the main lobe of 
the N lone pair has a smaller tail in the opposite direction, much like a hybrid orbital.  
Indeed, the NH3 lone pair is categorized as a sp
3
 orbital by NBO analysis. This tail can 
overlap with the requisite antibonds of the partner molecule, and transfer charge into 
them, in much the same way as the main lobe, albeit to a lesser extent. Any interaction is 
further weakened by electrostatic effects, since this minor lobe is present on the side of 
the NH3 molecule that has a positive electrostatic potential, which would tend to repel 
certain atoms, like the bridging hydrogen of an approaching proton-donor molecule. 
2-4. Conclusions 
In summary, the replacement of one of the H atoms of H2S by a halogen does 
indeed result in a highly attractive force between the S and a N atom of NH3. Whether X 
= F, Cl, or Br, the XS∙∙∙N structure represents a true minimum on the potential energy 
      26 
 
  
surface of the XSH/NH3 heterodimer, with binding energies between 7.9 kcal/mol for X 
= F, down to 4.7 kcal/mol for Br. In the case of X = F, the FS∙∙∙N structure represents the 
global minimum. Second in stability is the structure which contains a classic NH∙∙∙F H-
bond; and slightly less stable is the complex comprising a SH∙∙∙N H-bond. 
When F is replaced by other halogens, the stability of the XS∙∙∙N complex 
diminishes a bit, but remains fairly strong. Cl or Br substitution has the opposite effect of 
strengthening the SH∙∙∙N H-bond energy. As a result the latter is the global minimum for 
BrSH/NH3, stronger than the BrS∙∙∙N bond by some 0.7 kcal/mol. The situation for X=Cl 
is intermediate, in that the ClS∙∙∙N and SH∙∙∙N geometries are nearly equal in energy. 
Related to the XS∙∙∙N structure is one in which the H atom of HSX replaces the 
halogen as the atom which lies diametrically opposite the N atom. While representing a 
true minimum for all X = F, Cl, Br, the binding energy is only about 2 kcal/mol. And 
finally, when the halogen atom is either Cl or Br, but not F, one obtains a fourth 
minimum on the surface, this time involving a SX∙∙∙N halogen bond. While rather weakly 
bound for X = Cl, this bond is stronger for HSBr, amounting to 3.5 kcal/mol. 
The literature contains some confirmation of the stability of complexes of the 
XS∙∙∙N type. Surveys of crystal structures prior to 1980 [36], for example, noted a 
propensity for nucleophiles to approach a divalent S atom approximately along an 
extension of a S-X bond, a tendency confirmed [37] later. Some specifics emerge from an 
N-acetylglycine ethyl dithioester [38] where a S∙∙∙N pair lay less than 3 Å from one 
another, with a θ(CS∙∙∙N) angle of 161°, close to the angles predicted here by quantum 
calculations. And although the authors did not carry out a search for the presence of other 
minima, a calculation [39] of the dimer pairing NH3 with SF2 identified a minimum in 
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which the N atom lies 175° from a S-F bond axis. When S is placed in the context of a 5-
membered ring, there is a tendency of a water molecule to position itself between 157° 
and 166° from a S-C bond [40]. 
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Table 2-1. Energetic (kcal/mol), geometric and electronic aspects of XS∙∙∙N complexes in 
Figure 2-1 
 
 1a 1b 1c 
-ΔE 9.71 6.89 6.20 
-ΔECP,a 7.91 5.44 4.72 
-ΔECP+ZPE,b 5.77 3.88 3.32 
R(S-N), Å 2.467 2.658 2.701 
Δr(X-S), mÅ 40.4 38.8 36.3 
E(2)
c
   27.88 15.84 13.84 
Δqc, me 57.2 35.8 33.0 
 
a
CP=counterpoise correction 
b
ZPE= zero-point vibrational correction 
c
Nlp→σ*(SX) 
 
 
 
Table 2-2. Energetic (kcal/mol), geometric and electronic aspects of HS∙∙∙N complexes in 
Figure 2-2 
 
 2a 2b 2c 
-ΔE 2.90 2.96 3.17 
-ΔECP 1.99 1.90 1.78 
-ΔECP+ZPE 0.74 0.73 0.60 
R(S-N), Å 3.111 3.161 3.183 
Δr(H-S), mÅ 6.5 5.5 4.1 
E(2)
a
 1.45 1.55 1.55 
Δqa, me 2.5 2.7 2.7 
 
a
Nlp→σ*(SH) 
 
 
 
 
 
Figure 2-1. Optimized structures of XS∙∙∙N complexes for X= a) F, b) Cl, and c) Br.  
Counterpoise-corrected interaction energies in kcal/mol, distances in Å, and angles in 
degs. 
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Figure 2-2. Optimized geometries of HS∙∙∙N complexes.  Counterpoise-corrected 
interaction energies in kcal/mol, distances in Å, and angles in degs. 
 
 
 
 
 
Figure 2-3. Optimized geometries of SH∙∙∙N complexes. Counterpoise-corrected 
interaction energies in kcal/mol, distances in Å, and angles in degs. 
 
 
 
 
 
Figure 2-4. Optimized geometries of a) NH∙∙∙F, b) SCl∙∙∙N, and c) SBr∙∙∙N complexes. 
Counterpoise-corrected interaction energies in kcal/mol, distances in Å, and angles in 
degs. 
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Figure 2-5. Electrostatic potentials of the isolated monomers of XSH and NH3.  Contour 
shown corresponds to ±0.01 au, with blue/red indicating positive/negative sign of the 
potential. 
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CHAPTER 3 
ABILITIES OF DIFFERENT ELECTRON DONORS (D) TO ENGAGE IN A P∙∙∙D 
NONCOVALENT INTERACTION
1
 
Abstract 
Previous work has documented the ability of the P atom to form a direct attractive 
noncovalent interaction with a N atom, based in large measure on the charge transfer 
from the N lone pair into the σ* antibonding orbital of the P-H that is turned away from 
the N atom. The present work considers whether other atoms, viz O and S, can also 
participate as electron donors, and in which bonding environments. Also considered are 
the π-systems of multiply-bonded C atoms. Unlike earlier observation that the interaction 
is unaffected by the nature of the electron-acceptor atom, there is strong sensitivity to the 
donor. The P∙∙∙D binding energy diminishes in the order D = NH3 > H2CO > H2CS > H2O 
> H2S, different from the patterns observed in both H and halogen bonds. The P∙∙∙D 
interactions are comparable to, and in some cases stronger than the analogous H-bonds 
formed by HOH as proton donor. The carbon π systems form surprisingly strong P∙∙∙D 
complexes, augmented by the back donation from the P lone pair to the C-C π* antibond, 
which surpass the strengths of H-bonds, even some with HF as proton donor. 
3-1. Introduction 
The importance of noncovalent forces to chemistry and biology cannot be 
overstated.
1-5
 As a prominent and important example, hydrogen bonds have motivated a 
                                                 
1
Coauthored by Steve Scheiner and Upendra Adhikari. Reproduced with permission from J. Phys. Chem. A 
2011, 115, 11101-11110. Copyright 2011, American Chemical Society. 
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long history of study,
6-12
 which has documented that they derive their strength from a 
combination of electrostatic with covalent forces.
13-23
 While the earliest codification of 
the H-bond was restricted to electronegative atoms like N and O, the more modern 
view
20,24-35
 has broadened to include C or Cl as proton donor atom, and the accepting unit 
can contribute electron density via π bonds, σ bonds, metal atoms, or even another H 
atom. 
Another sort of primary noncovalent interaction, with a shorter history than H-
bonds, is the halogen bond wherein the bridging H is replaced by a halogen atom.
36-47
 
The Coulombic part of the attraction has been attributed to the shape of the electrostatic 
potential around the halogen atom, which despite an overall negative charge, contains a 
small positive region that can attract an electronegative partner atom. Yet like the H-
bond, there are important contributions of induction and dispersion forces to halogen 
bonds as well. The literature also contains instances of other attractive forces between 
non-halogen electronegative atoms such as S and O,
48-59
 understanding of which 
continues to grow. 
Recent work in this laboratory has identified a fundamentally different sort of 
noncovalent interaction between a P atom and the N atom on another molecule, with no 
intervening H or halogen atom.
60
 In an illustrative case, the global minimum on the 
surface of the PH3/NH3 heterodimer
61
 eschews any sort of NH∙∙P or PH∙∙N H-bonding, 
containing instead a direct interaction between the electronegative P and N atoms. A 
primary source of the stability of this complex is a certain amount of charge transfer from 
the N lone pair into the σ* antibond of the P-H bond. But unlike a PH∙∙∙N H-bond where 
this same charge transfer might take place, the pertinent H atom is rotated directly away 
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from the N lone pair, so that the charge is transferred into the other lobe of the σ* orbital, 
on the P end of the P-H bond. In addition to this charge transfer effect, there is also a 
sizable electrostatic attraction, as well as a dispersion component. Subsequent work
62
 has 
demonstrated that this sort of interaction is not unique to P, but is also characteristic of 
other second-row atoms S and Cl, as well as the third-row congener As. 
With particular regard to P∙∙∙N, it has very recently been shown63 that while this 
interaction between simple hydride PH3 and NH3 molecules is rather weak, less than 2 
kcal/mol, it is enhanced if the H atom of the phosphine is replaced by a more 
electronegative group. For example, even a single Cl, F, or NO2 substituent multiplies the 
interaction energy as much as fivefold, to the point where the P∙∙∙N interaction surpasses 
the strength of the paradigmatic H-bond in the water dimer. The ability of a substituent to 
strengthen the attraction has been recently shown
64
 to permit even two N atoms to attract 
one another, as in the case of FH2N∙∙∙NH3, which is bound by 4 kcal/mol, comparable to 
that of the H-bonded water dimer, even though the unsubstituted NH3 dimer will not 
engage in this sort of N∙∙∙N interaction. Interestingly, double or triple substitution does 
not further amplify this interaction,
65
 a dramatic difference with H-bonding whose 
strength continues to grow as more electron-withdrawing substituents are added to the 
proton donor molecule. Experimental confirmation of these sorts of interactions has 
arisen from examination
63-65
 of a number of crystal structures in the literature. It would 
thus appear that this particular interaction is an important one, in the same class as H and 
halogen bonds, that warrants a great deal more study and characterization. 
All of the previous investigation of this noncovalent force has been concerned 
with how it is affected by variation of the electron acceptor molecule. The present work 
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shifts attention to the electron donor, which has been modeled only by NH3 to this point. 
While it might be anticipated that replacement of the N atom with others that are able to 
donate electrons will affect the interaction, the reader is reminded that, contrary to 
expectations, earlier study
62
 showed no substantial perturbation caused by replacement of 
the electron acceptor atom P by S, Cl, or As. In order to examine this question in detail, 
the N of the electron donor is replaced by O and S. In addition to their single-bonded 
models HOH, HSH, and CH3OH, they are also considered in the context of double-
bonded valency in H2C=O and H2C=S. Another sort of system that is known to donate 
electrons in H-bonded situations is the π-electron cloud of hydrocarbons. Also considered 
in this light then are HC≡CH, H2C=CH2, the conjugated system H2C=CH-CH=CH2, and 
the fully aromatic C6H6. 
Each of these molecules is paired with FH2P as a model electron acceptor 
molecule. For each pair of molecules, the potential energy is thoroughly searched for all 
minima, not just that which contains the direct P∙∙∙D (D = O, S, C) interaction. In this 
way, any such P∙∙∙D interaction can be compared directly with other sorts of molecular 
interactions that might be present, such as H or halogen bonds or simple dipole-dipole 
attractions. The results show that O is not quite as strong an electron donor as is N, and S 
is still weaker, but that both O and S are strengthened by involvement in a double C=D 
bond. The carbon π systems are quite proficient electron donors to P, even more so than 
when participating in OH∙∙∙π H-bonds. The uniqueness of the P∙∙∙D interaction is 
underscored by the observation that the effects of different electron donors on the binding 
strength are quite different than the patterns observed in H and halogen bonds. Perhaps 
      38 
 
  
most surprisingly, the direct P∙∙∙D interaction is shown to be stronger than a large number 
of widely occurring H-bonds, even many with OH as proton donor. 
3-2. Computational Methods 
The Gaussian 09 package
66
 was applied to all systems. Geometries were 
optimized at the ab initio MP2/aug-cc-pVDZ level, an approach which has been shown to 
be of high accuracy, especially for weak intermolecular interactions of the type of interest 
here
45,67-73
 where the data are in close accord with CCSD(T) values with larger basis 
sets
63,74
 and in nearly perfect coincidence with experimental energetics.
75
 The potential 
energy surface of each pair was examined to identify all minima, by using a variety of 
different starting points for geometry optimizations. Minima were verified as having all 
real vibrational frequencies. Interaction energies were computed as the difference in 
energy between the dimer, and the sum of the optimized energies of the isolated 
monomers, corrected for basis set superposition error by the counterpoise procedure,
76
 
and by zero-point vibrational energies. Natural bond orbital (NBO) analysis
77,78
 was 
carried out via the procedures contained within Gaussian. The interaction energy was 
decomposed by the symmetry-adapted perturbation theory (SAPT) procedure,
79,80
 
implemented via the MOLPRO set of codes,
81
 a technique which is subject to less artifact 
than Kitaura-Morokuma.
82
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3-3. Results 
3-3.1. Donors Containing Electronegative Atoms 
The global minima of the dimers pairing FH2P with HOH, HSH, H2CO, H2CS, 
and CH3OH are illustrated in Figure 3-1. In all cases, the structure can be described as 
containing a FP∙∙∙D interaction, in which the P and D atoms approach one another 
directly, and the F atom stands nearly directly opposite D; these θ(FP∙∙∙D) angles are all 
in the narrow range between 167º and 172º. The intermolecular distances for the P∙∙∙O 
interactions are also fairly consistent from one complex to another, varying between 2.65 
Å for CH3OH to 2.76 Å for HOH.  The R(P∙∙∙S) distances are a bit longer, consistent with 
the larger atomic radius of S. 
Also displayed in Figure 3-1 are the interaction energies, corrected for basis set 
superposition error by the counterpoise procedure. These quantities are also reported in 
the first line of Table 3-1 where it may be seen that the change of the single bonds in 
HOH to the double bond in H2CO yields an increase in the interaction energy by some 
20%; a slightly larger increment occurs upon replacing one of the H atoms of OH2 by a 
methyl group. These energy changes are mirrored by the contractions of the 
intermolecular distances reported in the next line of Table 3-1. Comparison of the 
aforementioned values with those reported in the next two columns of Table 3-1 reveals 
that replacement of O by S reduces the interaction energies. The difference between HOH 
and HSH of 1 kcal/mol is much larger than the very small difference between H2CO and 
H2CS. As a point of comparison, data are reported in the last column for the reference 
NH3 molecule, which may be seen to form a stronger interaction. 
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As has been described previously,
83
 the stability of each of these complexes relies 
to some extent upon the transfer of electron density from the lone pair of the electron 
donor to the σ* antibonding orbital of the electron acceptor, in this case FH2P.  Some 
measures of this process are recorded in the next few rows of Table 3-1. First of these is 
the amount of density assigned to this particular transfer by the NBO procedure, Δq, 
followed by E(2) which refers to the second-order perturbation energy of the same 
process. Since both O and S contain two lone pairs, the quantities listed in Table 3-1 
represent the sum of the two. The final row contains the stretch of the F-P bond that 
occurs upon formation of the complex, which is attributed to the extra density that is 
transferred into its antibonding orbital. 
Examination of the data indicates that all of these measures of electron density 
increase upon going from HOH to H2CO and then to CH3OH, mirroring the rise in the 
interaction energy. The switching from O to S as electron donor atom results in a sizable 
increase in Δq and E(2), even though the interaction itself is weakened slightly. The F-P 
bond stretch, on the other hand, correlates a bit more closely with ΔE, suffering a decline 
on going from HOH to HSH. The computed data for reference electron donor NH3 
presented in the last column of the table are consistent with the stronger nature of the 
FH2P∙∙∙NH3 binding. 
To obtain a deeper understanding of the source of the bonding, the total 
interaction energy of each complex was decomposed into its various constituent parts. 
The various SAPT components are displayed in Table 3-2, which shows some strong 
parallels with the total interaction energies in Table 3-1. Within the O series, the ES 
component increases in the order HOH << H2CO < CH3OH, as does EX, IND, and DISP. 
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These components are considerably larger for  H2CS than for HSH. With regard to their 
relative magnitudes, the terms follow the order ES > IND > DISP for the O-molecules, 
but the induction energy is larger than ES for the S systems, particularly so for H2CS. The 
last column pertains to the N electron donor, for which all of the components are larger 
than those for the O and S systems. The only exception is the large dispersion energy for 
H2CS which slightly exceeds that of NH3. A final point concerns the induction energies. 
These quantities in Table 3-2 are fairly similar to the E(2) values in Table 3-1, which 
reinforces the notion that it is the Dlp*(PF) transfer which accounts for a large portion 
of the full induction energy. Of course these quantities are not exactly the same, notably 
for HOH and H2CS, which reminds us that the full induction energy does contain a 
number of other terms. 
The NBO data reported in Table 3-1 refer explicitly to the transfer of density 
between certain pairs of orbitals, specifically from the lone pair of the electron donor 
atom to the F-P * antibond. There are of course a wide array of other shifts that are 
taking place, including those internal to each molecule. The combined effect of all of 
these shifts are visualized in Figure 3-2 which represents increases in density by blue 
contours and decreases by red. Along with the systems considered here, the FH2P···NH3 
prototype system is included in Figure 3-2f for purposes of comparison. Inspection 
reveals a commonality of patterns in all cases. Focus is drawn to the P···D axis, where 
density is lost immediately to the right of the P atom, and gained to the left of the D atom, 
whether O, S, or N. There is some gain observed also on both sides of the F atom, as well 
as around the circumference of P, perpendicular to the P···D axis. Density is drained 
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from the area to the immediate right of D, balancing the gain to its left. This pattern of 
electron redistribution may be taken as a fingerprint of sorts of this type of P···D 
interaction. 
As noted before,
83
 it is not entirely surprising that the full density shifts in Figure 
3-2 do not affirm the NBO data, as the latter refer to a specific pair of orbitals, and the 
former to the entire basis set. The charge shifts occurring from one molecule to the other, 
emphasized by the NBO treatment, are combined with polarizations internal to each 
molecule in Figure 3-2. It is for this same reason that total electron density 
rearrangements monitored in H-bonds
11,84-89
 are at odds with the n→σ* transfer that is a 
well-known characteristic of H-bonds. This idea has been confirmed recently
90
 by 
calculations that divided the electron redistributions that occur upon formation of a H-
bonded dimer into two separate contributions. The shifts that are attributed to the transfer 
of total density from one monomer to the other clearly show the loss of density from the 
lone pair of the proton acceptor atom, and the gain in the σ* region of the covalent O-H 
bond of the proton donor, verifying the predictions of a score of NBO analyses of 
numerous H-bonds. On the other hand, the pattern that results directly from polarization 
effects is just the opposite, but larger in magnitude. In other words, the loss of density in 
the proton acceptor lone pair due to a very real n→σ* charge transfer is masked by a 
larger density increase in this same region associated with intramolecular density 
rearrangements. The combination of these two effects into a single map of charge density 
shift thus shows the familiar increase of density in the lone pair area. 
The SAPT analysis had indicated a large fraction of the interaction energy is 
associated with the electrostatic interaction. In order to achieve a better understanding of 
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this component, the electrostatic potential of each monomer was computed, and these 
potentials superimposed upon each other as occurs in the equilibrium geometry of each 
dimer. These potentials are exhibited in Figure 3-3 where it may be seen that the positive 
(blue) region to the right of P of FH2P approaches a negative (red) region of each electron 
donor molecule. Clearly, then, the electrostatic interaction is a favorable one.  On the 
other hand, this potential is not sufficient to explain the equilibrium orientations of the 
various complexes. Specifically, in the cases of the three O-donors on the left side of 
Figure 3-3, a clockwise rotation of the right-hand molecule would better align its red 
region with the blue potential on the left. In other words, electrostatic considerations 
alone would lead to a larger (P···OX) angle (X = C, H) than is observed. It is likely that 
the need to align one of the O lone pairs with the P-F * antibond accounts for the more 
acute angle. In the S cases, the electrostatic potentials of the HSH and H2CS monomers 
more closely resemble the directions of the two S lone pairs, so the electrostatic and 
n* transfers have the same requirements, so no such conflict arises. 
3-3.2. Carbon-Containing Electron Donors 
The π systems of the various unsaturated hydrocarbon molecules can also serve as 
electron donors. The global minimum of the potential energy surface of FH2P with 
HC≡CH, H2C=CH2, 1,3-butadiene, and benzene are all illustrated in Figure 3-4 where it 
may be seen that once again, the P-F bond is swung around away from the source of 
electrons. The binding energies of these complexes are all within the 3-4 kcal/mol 
regime. The triply bonded HC≡CH is the most weakly bound, followed by H2C=CH2, 
and then by the two conjugated systems. The full aromaticity of benzene does not appear 
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to add significantly to the energetics of the conjugated C4H6. These binding energies are 
comparable to, albeit a bit smaller than, those reported in Table 3-1 for the 
electronegative electron donors. The P atom is located above the midpoint of the C-C 
bond, but is skewed slightly toward one C atom over the other. (The blue X in each 
diagram indicates this bond center.) As in the systems described earlier, the 
intermolecular distance diminishes as the interaction energy climbs, with the exception of 
the fully aromatic C6H6 complex. 
The other important properties of these complexes are displayed in Table 3-3.  
Switching out the molecules of Figure 3-1 by the C-containing partner molecules 
eliminates the lone pair as electron donor. Instead, the electron density is acquired from 
the π system. The NBO parameters of the charge transfer from the C-C π bond to the F-P 
σ* antibond are reported in Table 3-3 as ΔqFP and E(2)FP. Like the binding energies, the 
values of E(2) are slightly smaller than those in Table 3-1. The magnitudes of the charge 
transferred, ΔqFP, however, are in the same range as those for the electronegative atoms. 
The carbon π systems add a new factor to the binding of these complexes. The 
presence of a low-lying C-C π* orbital permits electron transfer into it from the P lone 
pair. As may be seen by the relevant measures of this shift, ΔqCC and E(2)CC, this 
phenomenon is quite significant, amounting to 35-45% of the dominant Dlp→σ*(PF) 
quantities. 
As in the earlier cases, the accumulation of electron density in the antibonding P-
F region elongates this bond, by between 6 and 11me, again slightly smaller than the 
stretches reported in Table 3-1. The second, and new, factor in the C systems, whereby 
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density is added to the C-C π* system, stretches this bond as well, by amounts listed in 
the last row of Table 3-3. 
There are several interesting observations about the data reported above. In the 
first place, the single C=C π bond in ethylene makes for a slightly stronger interaction 
with FH2P, than does the pair of such π bonds in HC≡CH. One may interpret this 
distinction as a tentative rule that sp
2
 hybridization is superior to sp in such interactions. 
The addition of a second C=C bond in butadiene which can conjugate with the first adds 
to the interaction although nothing further arises from the full aromaticity of benzene. In 
fact, the two molecules lie a bit further apart in the latter case. It might be noted also that 
the P atom prefers a position directly above one C=C bond, as opposed to a central 
location above the middle of the C6H6 molecule.   
The SAPT components of the interactions reported in Table 3-4 show that each of 
the elements climb in magnitude from HCCH to H2C=CH2, and then to butadiene, pretty 
much parallel to the rise in the total interaction energy. The benzene terms, in contrast, 
are surprisingly small, contrasting with the stronger total interaction of this electron 
donor. It is likely that these smaller terms are due at least in part to the longer 
intermolecular separation in the FH2P···C6H6 complex. Note, however, that the 
dispersion energy in this complex is rather large, which might be attributed to the high 
polarizability of the aromatic  system of benzene. 
It is interesting to compare the individual energy components in Table 3-4 with 
those of the more electronegative donors of Table 3-2. Taking butadiene as a system 
which has the largest such quantities as one end of the spectrum, its ES, EX, and IND 
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components are all comparable to those in Table 3-2. The dispersion energy is 
particularly large for butadiene, greater than the same quantity for any donor of Table 3-
2, even those molecules with much stronger total binding strength. Indeed, one 
distinguishing feature of all the C-containing systems is a disproportionately large 
contribution from DISP. The latter component is in fact the single largest contributor to 
the FH2P···C6H6 dimer. 
The shifts in total electron density accompanying the formation of the complexes 
of FH2P with the C systems are illustrated in Figure 3-5. Comparison with those in Figure 
3-2 indicates strong similarities. Once again, the strongest loss is observed to the 
immediate right of the P atom, and a gain further to its right. In this case, the increment 
occurs in the region between the two C atoms, to the left of the C-C bond, rather than to 
the left of a single (O, S, or N) atom. Also in common, accumulations of density occur 
along the F-P axis. Just as the C-containing systems are somewhat more weakly bound 
than those in Figure 3-2, the patterns in Figure 3-5 are also slightly attenuated. And again 
there is the tendency of more strongly bound complexes within this C subset to manifest 
larger density shifts. These charge shift patterns, then, suggest strong similarities whether 
the electron-donating entity is a C-C  bond or an electronegative atom like O, S, or N. 
A final remaining question concerns whether electrostatic considerations in the C-
systems represent a strong influence in the orientation adopted by the two subunits in the 
global minimum. The electrostatic potentials of the relevant systems are placed in 
juxtaposition in Figure 3-6. It is immediately obvious that there is a strong overlap 
between the positive region to the right of the P atom and a negative area that lies directly 
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above the midpoint of the C-C multiple bonds. Note that the aforementioned negative 
potential is most prominent above the double bonds of butadiene in Figure 3-6c, so that 
electrostatic considerations reinforce the charge transfer effect arising from optimal 
overlap of the appropriate π orbital with the P-F σ* antibond. The case of benzene is a bit 
different in that the maximum of its negative density lies directly above the center of the 
molecule. Nonetheless, the approaching FH2P molecule forgoes this position for one 
closer to an individual C-C bond. This latter preference is likely due the fact that whereas 
the ES potential is most negative above the molecular center, the electron density is 
larger above the individual C-C bonds. This off-center geometry thus permits a better 
overlap between the relevant orbitals of the two molecules that engage in (CC)*(PF) 
and Plp*(CC) charge transfers. 
3-3.3. Secondary Minima 
As indicated above, all of the structures presented to this point represent the 
global minimum in the potential energy surface of each heterodimer. Examination of 
secondary minima provides useful insights into the comparative strengths of the FP···D 
interactions with H-bonds or other noncovalent forces. The FH2P/OH2 heterodimer 
contains only one secondary minimum, characterized as a cyclic structure containing a 
pair of H-bonds. The primary interaction is a OH···F H-bond, with R(H···F) = 2.02 Å, 
complemented by a much longer PH···O interaction (R = 2.71 Å). Despite the presence 
of these two H-bonds, this complex is less strongly bound than the primary minimum by 
1 kcal/mol. There are two secondary minima when H2O is replaced by H2S. Again, both 
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of these contain a pair of H-bonds (SH···F and SH···P), and again they are both less 
stable than the FP···S structure by 1 kcal/mol. 
The double-bonded H2CX (X = O, S) molecules present a few more secondary 
minima. The most stable of these contains both a CH···F and PH···X H-bond. Whether O 
or S, the CH···F bond is the shorter of the two, at 2.4 Å. Another minimum, very similar 
in energy, also contains this same pair of H-bonds, except that the PH approaches the O/S 
atom from above the plane of the H2CX molecule, rather than from within its plane as in 
the former case. The third and least stable of the H2CO minima is stabilized by a 
bifurcated pair of CH···F H-bonds. This same structure is present also for X = S, but is 
complemented by two other minima, even less stable. One of them also sports a 
bifurcated CH···F pair, and the least stable of all contains what appears to be a bifurcated 
PH···S pair, although the two R(H···S) distances are rather long at 3.3 Å. 
The relative complexity of the CH3OH molecule leads to 11 minima in addition to 
the global structure. The most stable quartet of this set all have in common a OH···F H-
bond, with R(H···F) in the 2.0-2.2 Å range, complemented by a much longer (2.7-3.0 Å) 
PH···O interaction. These four have similar energies, all 2 kcal/mol less stable than the 
global minimum. Another geometry is stabilized by a OH···F H-bond without benefit of 
PH···N interactions so is somewhat higher in energy. Two other complexes contain a 
bifurcated pair of CH···F H-bonds, one with and one without an auxiliary OH···P 
interaction. A PH···O interaction occurs along with a CH···F in another structure. The 
next two minima both contain a single stabilizing interaction, OH···P in one and CH···F 
in the other. The least stable of the minima on this surface, only 0.4 kcal/mol more stable 
than the isolated monomers, is most interesting in some sense. While there are no H-
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bonds of any sort, the FP···C alignment is reminiscent of the global minimum, with the O 
replaced by the methyl C atom. And indeed, NBO analysis reveals a charge transfer from 
a methyl C-H bond to the P-F * antibond, with E(2) = 0.89 kcal/mol. This transfer is 
complemented by another (E(2) = 0.50 kcal/mol) from the P lone pair to the C-O * 
antibond, enabled by the proper alignment of the C-O bond.  
In summary, the FP···D interaction is clearly the dominant one in these dimers.  
Its binding energy surpasses those of a wide range of different sorts of H-bonds that 
occur in the secondary minima, including OH···F, PH···O, CH···F, and OH···P.  This 
greater binding strength is notable first in that the F substituent on the P atom is expected 
to strengthen the proton-donating power of the phosphine. Secondly, the single FP···D 
interaction must compete with other structures which contain not one but two or more H-
bonds. 
Turning next to the C-containing species, alternate minima contain weak H-
bonds. The fairly high acidity of the sp-hybridized CH group of HCCH results in a 
CH···F H-bond which amounts to 1.9 kcal/mol, weaker than the FP··· interaction of the 
global minimum by 1.1 kcal/mol. Still weaker is a CH···P H-bond.  The sp
2
 hybridization 
of C2H4 yields a weaker CH proton donor. The two secondary minima on the surface both 
contain a pair of CH···F H-bonds to the single F atom. In the more stable of the two, the 
participating H atoms are on different C atoms while they are bound to the same C in the 
highest energy structure. Like CH3OH, the butadiene molecule also is associated with a 
number of different secondary minima, nine in this case. Two of these are much like the 
global minimum of Figure 3-3, containing a FP··· interaction, except that the FH2P 
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molecule is rotated a bit. The next group of three minima rotates FH2P so that one of its 
two H atoms is oriented away from the C-C  bond, instead of the F. These structures are 
about 1.5 kcal/mol less stable than the FP··· structure. The remaining minima each 
contain a pair of CH···F H-bonds, usually fairly long in the range between 2.6 and 2.8 Å. 
One of the two alternate minima of the complexes with benzene is nearly identical to the 
global minimum, containing the same FP∙∙∙π interaction, with only slight differences in 
orientation, but essentially identical in energy. The other minimum is 1 kcal/mol higher 
and has the FH2P molecule oriented in such a way that a P-H bond is turned toward the 
benzene π system, in what is primarily a PH∙∙∙π interaction. It is clear then that the FP··· 
interaction is favored in all cases, being more stable than HP···, PH∙∙∙π, or CH···F H-
bonds, even when there are two of the latter. 
3-4. Discussion and Conclusions 
Some of these FP···D interactions might be considered surprisingly strong. For 
example, the water molecule forms an interaction with FH2P that is very nearly as strong 
as that with another water. That is, the 4.03 kcal/mol binding energy of FH2P···OH2 is 
within only 0.4 kcal/mol of the strength of the prototypical H-bond in the water dimer, 
computed at the same level of theory. In order to further explore this comparison between 
FP···D and H-bonding the various electron donors in Figures 3-1 and 3-4 were paired 
with HF and HOH. These two molecules represent powerful proton donors in the H-
bonds in which they participate, in particular HF which forms some of the strongest H-
bonds known. 
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The binding energies of all complexes are collected in Table 3-5 which illustrates 
some interesting points. In terms of the electron donors in the first six rows that contain 
electronegative atoms, formation of a H-bond with FH is substantially preferred over a 
FP···D interaction. This margin of difference is smallest for S donors but is present 
nonetheless. There is also a preference for the CC  bonds of acetylene and ethylene to 
interact with HF over FH2P. However, this order reverses for the more extended  
systems of 1,3-butadiene and benzene, where there is a slight preference for the FP··· 
bond over FH···. HOH is a somewhat weaker proton donor than is HF, so the binding 
energies in the last column of Table 3-5 are uniformly smaller than those in the preceding 
column. Indeed, the OH∙∙∙D H-bonds formed by water are similar to, and usually smaller 
than, the FP∙∙∙D binding energies in the first column.   
Visualization of these data in Figure 3-7 exhibits some important patterns. There 
is some generality in that NH3 forms the strongest complexes, followed by the O-
containing electron donors, and then the S analogues. There are discrepancies as well. For 
example, H2CO forms a weaker complex with HF than does OH2, but the reverse is true 
for HOH and FH2P; H2CS engages more strongly with all three electron acceptors than 
does SH2. Whereas HF is a uniformly stronger electron acceptor, FH2P and OH2 are fairly 
similar to one another, although FH2P emerges as superior for S-donors. Within the 
subset of C-donors, the binding energy climbs in the sequence HC≡CH < H2C=CH2 < 
butadiene < benzene. Perhaps most interesting is the strength of the complexes of FH2P 
with the C-donors. The P∙∙∙π interaction is substantially stronger than OH∙∙∙π for all four 
carbon donors, and is even competitive with FH∙∙∙π. In fact, a recent calculation91 
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enhanced the proton donating power of HOH by replacing one H atom by a halogen (X = 
F, Cl, Br, or I). Even with this boost, the XOH···C6H6 H-bonding energy remained lower 
than the value computed here for FH2P···C6H6 for all halogen atoms save I. 
One may conclude that the FP∙∙∙D interaction is competitive with even some of 
the strongest H-bonds. FH2P is superior to HOH as an electron acceptor from π bonds, 
and can even surpass HF for conjugated systems. The FP∙∙∙D interaction is as strong as 
OH∙∙∙D for electronegative donors, and is in fact better for S-containing systems. Only the 
very powerful HF proton donor surpasses FH2P as electron acceptor, but even that 
distinction evaporates for C-donors. Comparison of the geometries of the global 
minimum in each case with secondary minima also demonstrates the superiority of the 
FP∙∙∙D interaction over various other sorts of H-bonds such as OH···F, PH···O, CH···F, 
CH···P, OH···P, or PH∙∙∙π. Electron donors are not limited to only very electronegative 
atoms. In addition to the C atoms examined here, even P can act in this capacity
61
 so as to 
form a P···P interaction. Indeed, the binding energy of such a P···P complex can exceed 
4 kcal/mol with certain substituents.
92
 
A major component of the P∙∙∙D binding arises from the charge transfer from the 
lone pair(s) of the donor atom into the σ* antibond of the P-F bond that lies opposite the 
donor atom. This transfer is disproportionately larger for second-row S than for O and N, 
presumably due to the greater polarizability of S-compounds. The latter property is also 
responsible for the large contribution of induction energy for S, greater than ES or DISP, 
whereas ES represents the greatest contributor for O and N. When the electron donation 
occurs from a C π system, there is a tendency of the P atom to hover immediately above 
the midpoint of one particular C=C bond, rather than locating itself above the center of 
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the entire molecule. In addition to the π→σ* transfer, there is a back transfer from the P 
lone pair into a C-C π* antibond. This second factor may account for the unexpected 
strength of the P∙∙∙π binding energies. The largest contribution to the interaction is made 
in three of these four cases by the induction energy, followed by ES and DISP. The 
exception occurs for the benzene donor in which the dispersion energy is largest, and the 
electrostatic term the smallest. Consideration of the three-dimensional disposition of the 
electrostatic potentials of each monomer is consistent with the equilibrium geometries but 
not fully predictive, as the alignment of the donor lone pair, or C=C density maximum, 
with the acceptor σ* orbital is another important issue  
The concept of a stabilizing charge transfer from a lone pair of one molecule to a 
* antibond of another has strong precedent and is a foundation of some other 
noncovalent interactions. It has been invoked, for example, to help explain H and halogen 
bonding
93-96
 and has been applied also to chalcogen atoms such as O and S.
48,50,51,53,59,97-
101
 Its participation in the P···D interactions here should thus not be entirely surprising. 
Adding to this primary Dlp*(PF) effect is the back transfer that occurs when the P 
atom interacts with the carbon  systems. It is likely that this auxiliary Plp*(CC) 
charge transfer is at least partially responsible for the large interaction energies in these 
complexes, as compared to the analogous H-bonded complexes in Figure 3-7. This idea 
of transfer to * antibonds is not without precedent either. A similar sort of phenomenon 
has been invoked
55,56,102
 to explain certain close contacts between carbonyl groups in 
proteins, which has been attributed to a purported transfer of charge from an O lone pair 
of one subunit to the C=O * antibonding orbital of the other. 
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Summarizing the potency of the various electron donors for participation in a 
P∙∙∙D bond, N is stronger than O which is in turn a better donor than is S. The double-
bonded O and S atoms in H2C=D are superior to the single bonded HDH analogues; 
replacement of a H atom by a methyl group enhances the electron-donating ability. The π 
systems of multiply bonded C atoms form surprisingly strong P∙∙∙π bonds, notably 
superior to OH∙∙∙π interactions and even comparable to FH∙∙∙π. These P∙∙∙π interactions 
are better for CC double than for triple bonds, particularly if the double bond is part of a 
conjugated π system. Indeed the P∙∙∙benzene binding is essentially equivalent to the 
standard OH∙∙∙O H-bond in the water dimer. 
It is reiterated finally that the P···D interaction studied here is fundamentally 
distinct from both halogen and H-bonds in a number of important ways. Some of the 
differences have been discussed previously,
61-63,65,83
 and include the patterns of charge 
density shift, energy component magnitudes, internal geometry perturbations, sensitivity 
to angular distortion, dependence upon identity of electron-accepting atom, and the effect 
of multiple halogenation. Another distinction arises from the work presented here, 
concerning the way in which the binding energy varies with the particular electron donor 
molecule. These differences with H-bonds are exhibited in Figure 3-7. While these 
differences are not overly dramatic, comparison with halogen bonds leads to more 
striking contrasts. It was found previously
103
 that halogen bonds weaken as the donor is 
changed in the order: H2CS > H2CO > NH3 > H2S > H2O. This pattern is quite different 
for P···D interactions which, as illustrated in Table 3-5, is: NH3 > H2CO > H2CS > H2O 
> H2S. There is some similarity as well.  Halogen bonds to the -clouds of C-containing 
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systems, like the P··· interactions considered here, are also stronger for doubly bonded 
H2C=CH2, as compared to the triple bond in HCCH.
73
 
One might expect that the much greater electronegativity of F as compared to P 
would lead to a P-F * antibonding orbital that is biased heavily toward the P. However, 
NBO evaluation of this orbital indicates a surprising lack of such bias; the shape of this 
orbital is very little affected by the electronegativity of the group bonded to P, whether F, 
H, OH, or CF3.
63
 
There are a number of chemical situations where such interactions may be 
important. Phosphines are a common ligand in inorganic systems,
104-106
 which typically 
interacts with nearby groups in the solid state. As one example, a synthetic catalyst has 
recently been developed which can produce molecular H2 at an unprecedented rate.
107
 
The efficiency of this catalyst relies upon a pair of pendant seven-membered cyclic 
diphosphine amine ligands. Interactions of these two ligands with each other, or those 
between separate catalyst molecules might take advantage of the sort of P···N 
interactions under consideration here. In the context of biological situations, the electron 
donor groups considered here are all representative of functional groups within proteins.  
HSH, for example, is a model of the Cys residue, CH3OH of hydroxyl groups in Ser or 
Thr, and benzene approximates the functional group of Phe. The P atom of the phosphate 
group is bonded to four very electronegative O atoms, so would be unlikely to interact in 
the fashion indicated. However, trivalent phosphines are a common structural and 
enzymatic element and their interaction with other molecular units might be controlled by 
the forces that are the subject of this work. 
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Table 3-1. Energetic, geometric, and electronic aspects of FP∙∙∙D complexes, all with 
FH2P as electron acceptor. 
 
 HOH H2CO CH3OH HSH H2CS NH3 
-ΔE, kcal/mol 4.03 4.78 5.00 3.07 4.68 6.19 
R(P∙∙∙D), Å 2.759 2.670 2.651 3.239 3.061 2.624 
Δqa, me 11.6 17.3 19.0 17.3 33.8 33.3 
E(2)
b
 kcal/mol 7.69 9.70 10.91 8.44 14.85 18.18 
Δr(F-P), mÅ 11.3 11.5 14.1 8.9 13.2 26.5 
 
a
Dlp→σ*(F-P) charge transfer, summed over both lone pairs of O or S 
b
NBO perturbation energy corresponding to Dlp→σ*(F-P), summed over both 
lone pairs of O or S 
 
 
 
Table 3-2. SAPT decompositions (kcal/mol) of the complexation energies of the FP∙∙∙D 
complexes, all with FH2P as partner molecule. 
 
 HOH H2CO CH3OH HSH H2CS NH3 
ES -8.38 -11.16 -11.54 -6.72 -12.43 -18.21 
EX 8.16 12.08 13.51 8.98 16.74 22.07 
IND -4.87 -8.61 -9.16 -8.41 -18.11 -19.91 
IND+EXIND -1.32 -1.91 -2.03 -1.19 -2.42 -4.08 
DISP -3.25 -4.80 -5.43 -3.97 -6.50 -6.39 
DISP+EXDIS
P 
-2.69 -3.92 -4.46 -3.25 -5.14 -4.90 
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Table 3-3. Energetic, geometric, and electronic aspects of FP∙∙∙D complexes, for carbon-
containing donors, all with FH2P as partner molecule. 
 
 HCCH H2CCH2 CH2CHCHCH2 C6H6 
-ΔE, kcal/mol 3.04 3.47 4.11 4.16 
R(P∙∙∙C), Å 3.075 2.974 2.922 3.186 
ΔqFP
a
, me 10.9 18.9 18.8 31.3 
E(2)FP
a
, kcal/mol 5.06 8.01 8.02 7.68 
ΔqCC
b
, me 3.8 7.1 7.6 c 
E(2)CC
b
, kcal/mol 2.07 3.52 3.58 c 
Δr(F-P), mÅ 6.2 9.2 11.0 8.1 
Δr(C-C), mÅ 1.8 3.8 5.2 2.0 
 
aπ(C-C)→σ*(F-P)  
b
Plp→π*(CC) charge transfer 
c
NBO treatment suffers partial breakdown with C6H6 
 
 
 
Table 3-4.  SAPT decompositions (kcal/mol) of the complexation energies of the FP∙∙∙D 
complexes, all with FH2P as partner molecule. 
 
 HCCH H2CCH2 CH2CHCHCH2 C6H6 
ES -6.94 -9.62 -10.61 -6.75 
EX 9.71 15.03 17.75 11.73 
IND -7.77 -14.43 -16.65 -7.46 
IND+EXIND -1.13 -1.78 -2.12 -1.17 
DISP -4.68 -6.54 -8.17 -7.60 
DISP+EXDISP -3.83 -5.23 -6.61 -6.36 
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Table 3-5.  FP•••D binding energies (kcal/mol) with FH2P compared with H-bonds 
formed with FH and HOH. 
 
 FH2P FH HOH 
NH3 6.19 11.64 5.81 
HOH 4.03 7.86 4.43 
H2CO 4.78 7.43 4.73 
CH3OH 5.00 8.93 5.05 
HSH 3.07 4.54 2.55 
H2CS 4.68 5.52 3.84 
HCCH 3.04 3.72 2.05 
H2CCH2 3.47 4.08 2.27 
C4H6 4.11 4.06 2.68 
C6H6 4.16 3.92 2.88 
 
 
 
 
 
Figure 3-1.  Optimized geometries of complexes pairing FH2P with various electron 
donor molecules.  Distances in Å, and angles in degs.  Counterpoise-corrected binding 
energy reported as blue number. 
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Figure 3-2.  Density shifts occurring in the indicated FH2P∙∙∙D complexes upon 
formation of each complex.  Blue regions indicate density increase, red a decrease.  
Contours are shown at the 0.001 au level. 
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Figure 3-3.  Electrostatic potentials of isolated monomers, oriented as they are within the 
optimized complexes with FH2P.  Blue and red regions indicate positive and negative 
potentials, respectively; contours at the ±0.02 au level. 
 
 
 
 
Figure 3-4.  Optimized geometries of complexes pairing FH2P with each of several 
unsaturated C-containing molecules.  Distances in Å, and angles in degs.  Blue X 
represents center of indicated C-C bond.   Counterpoise-corrected binding energy 
reported as blue number. 
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Figure 3-5.  Density shifts occurring in the indicated FH2P∙∙∙D structures upon formation 
of each complex.  Blue regions indicate density increase, red a decrease.  Contours are 
shown at the 0.001 au level. 
 
 
 
 
 
Figure 3-6.  Electrostatic potentials of isolated monomers, oriented as they are within the 
optimized complexes with FH2P.  Blue and red regions indicate positive and negative 
potentials, respectively; contours at the ±0.02 au level. 
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Figure 3-7.  Interaction energies of each of the complexes formed by HF, H2O, and FH2P 
with various electron donors.  Broken lines refer to H-bonds and solid to P∙∙∙D. 
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CHAPTER 4 
COMPARISON OF P∙∙∙D (D=P,N) WITH OTHER NONCOVALENT BONDS IN 
MOLECULAR AGGREGATES
1
 
Abstract 
All the minima on the potential energy surfaces of homotrimers and tetramers of 
PH3 are identified and analysed as to the source of their stability. The same is done with 
mixed trimers in which one PH3 molecule is replaced by either NH3 or PFH2. The 
primary noncovalent attraction in all global minima is the BP···D (D=N,P) bond which is 
characterized by the transfer of charge from a lone pair of the donor D to a σ* B-P 
antibond of the partner molecule which is turned away from D, the same force earlier 
identified in the pertinent dimers. Examination of secondary minima reveals the presence 
of other weaker forces, some of which do not occur within the dimers. Examples of the 
latter include PH···P, NH···P and PH···F H-bonds, and “reverse” H-bonds in which the 
source of the electron density is the smaller tail lobe of the donor lone pair. The global 
minima are cyclic structures in all cases, and exhibit some cooperativity, albeit to a small 
degree. The energy spacing of the oligomers is much smaller than that in the 
corresponding strongly H-bonded complexes such as the water trimer. 
4-1. Introduction 
Noncovalent forces have been recognized as a dominant phenomenon in 
chemistry and biology for many years.
1-4
 There is a long history of examination of the 
                                                 
1
Coauthored by Upendra Adhikari and Steve Scheiner. Reproduced with permission from J. Chem. Phys. 
2011, 135, 184306. Copyright 2011, AIP Publishing LLC. 
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hydrogen bond
5-10
 which has undergone an evolution from the early ideas of involvement 
of only O, N and F, to a more modern view
11-19
 that has added C or Cl as potential proton 
donor atom, and π bonds, σ bonds, metal atoms, or another H atom as a source of electron 
density. Halogen bonds have certain similarities to H-bonds and can be competitive in 
strength. The Coulombic part of the attraction has been attributed
20-29
 to the shape of the 
electrostatic potential around the halogen atom, which despite an overall negative charge, 
contains a small positive region that can attract an electronegative partner atom. The 
literature also contains instances of other attractive forces between non-halogen 
electronegative atoms such as S and O,
30-37
 understanding of which continues to grow. 
Recent work in this laboratory has identified a fundamentally different sort of 
noncovalent interaction between an assortment of atoms, with no intervening H or 
halogen atom between them.
38,39
 In an illustrative case, there is neither a NH∙∙P nor PH∙∙N 
H-bond in the global minimum of the PH3/NH3 heterodimer.
40
 This complex is bound 
instead by a direct interaction between the electronegative P and N atoms. A large part of 
the attraction arises when a certain amount of charge from the occupied lone pair of the N 
atom is transferred into the vacant σ* antibonding orbital of a P-H bond that is turned 
away from the N nucleus. (This sort of interaction is denoted below as BA∙∙∙D where A 
and D refer respectively to the electron acceptor and donor atoms, and B represents a 
group bound to A.) 
Subsequent work
41,42
 has demonstrated that this sort of BA∙∙∙D interaction is not 
unique to A = P, but is also characteristic of other second-row atoms S and Cl, as well as 
the third-row congener As. Given a single substitution, even two highly electronegative 
first-row N atoms can be made to approach one another in an attractive fashion.
43
 These 
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forces can be quite strong. Calculations have shown
44
 that even a single B = Cl, F, or 
NO2 substituent on the electron acceptor molecule multiplies the interaction energy as 
much as fivefold, to the point where the P∙∙∙N interaction surpasses the strength of the 
paradigmatic H-bond in the water dimer. In addition, there are a range of different atoms, 
other than N, that can serve as the source of electron density, including carbon-containing 
 systems.45 Experimental confirmation of these sorts of interactions has arisen from 
examination
43,44,46
 of a number of crystal structures in the literature. It would thus appear 
that this particular interaction is an important one, in the same class as H and halogen 
bonds. 
The question then arises as to whether this type of interaction will also play a 
major role in the structure and energetics of larger aggregates of these molecules. This 
issue has obvious importance for condensed phases where static dimer equilibrium 
geometries are not necessarily indicative of the fluctuating molecular orientations. There 
may well be alternate types of interactions, that do not represent minima within the 
context of dimers, but that might become more important within larger aggregates. For 
instance, while one of the two minima of the PH3/NH3 heterodimer system is 
characterized by a PH∙∙∙N H-bond, there is no such minimum corresponding to the 
reverse NH∙∙∙P interaction. Likewise for the PH3 homodimer, where there is no PH∙∙∙P 
minimum. So in the context of dimers, neither NH∙∙∙P nor PH∙∙∙P H-bonds would be said 
to exist. However, might either of these H-bonds become a contributing factor in a trimer 
or larger aggregate? As another example, both the P∙∙∙N and PH∙∙∙N minima of the 
heterodimer attribute their stability in part to charge transfer originating in the N lone 
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pair. Could other orbitals also act as electron donors? Some obvious candidates might 
include an occupied PH or NH bonding orbital. 
 Another issue concerns the shape of the aggregates. It is known that small H-
bonded trimers usually adopt either a triangular cyclic structure, with all three molecules 
essentially equivalent, or an open-chain where a central molecule is connected to two end 
molecules.
47-50
 The relative stabilities of these two types of structures change as the size 
of the aggregate grows beyond the trimer level. One must thus wonder whether the same 
is true for BA···D bonds. Do these sorts of shapes pertain there as well, and what factors 
might favor open chain versus closed cycles? 
A very important phenomenon that arises in complexes containing more than two 
molecules is cooperativity. It is understood that the total binding energy of a H-bonded 
chain of molecules exceeds the sum of the H-bond energies that are associated with each 
dimer of which it is comprised.
9,51-53
 It is partly for this reason that the liquid state of 
water is so stable. On the other hand, this cooperativity can become negative, exerting a 
weakening effect, if the central molecule acts as double electron donor or acceptor. 
However, there has been no examination of this issue in the case of BA···D interactions. 
Does this interaction exhibit cooperativity, and if so how strongly? 
The work presented here attempts to answer these questions. The numbers of 
molecules are built up beyond the dimer level to trimers and tetramers. In each case, all 
minima on the potential energy surface are identified, and analyzed as to the source of 
stability of each, with an eye toward other sorts of interactions that might compete with 
the BA···D bond, such as H-bonds, dipole-dipole or dispersion-dominated interactions, 
and other attractive forces that might appear only in the larger aggregates. The energy 
      76 
 
  
differences between the minima also provide information as to the rapidity with which 
the structure of the aggregate will oscillate over time. 
The systems considered include first the homotrimer and tetramer of PH3. The 
work then replaces one PH3 molecule by NH3. The latter molecule was shown earlier to 
engage in a HP···N interaction with PH3, but its secondary minimum was different than 
that in the PH3 homodimer, in that it contained a PH···N H-bond. The consideration of 
these larger aggregates will provide some insight into how these sorts of interactions 
compete with one another on the larger scale. And finally, a PH3 molecule is replaced by 
FPH2. This fluorosubstitution was demonstrated earlier
44,46
 to ramp up the strength of the 
FP···D interaction, while also acting to make PH a more potent proton donor in a H-
bond. The competition between these two sorts of forces could thus become very 
interesting as the number of molecules rises. 
The direct P∙∙∙P and P∙∙∙N interactions which are the principal forces within the 
dimers are shown to dominate these larger oligomers as well. But by considering 
secondary minima, a range of other attractive forces are observed, many of which are not 
present in the dimers. These secondary interactions include weak H-bonds where P and F 
act as proton acceptors. Also making an appearance are “reverse” H-bonds in which the 
electron donation originates in the smaller tail lobe of the lone pair, or from a σ-bonding 
P-H orbital. 
4-2. Computational Methods 
The GAUSSIAN 09 package
54
 was applied to all systems. Geometries were 
optimized at the ab initio MP2/aug-cc-pVDZ level, an approach which has been shown to 
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be of high accuracy, especially for weak intermolecular interactions of the type of interest 
here
27,55-60
 where the data are in close accord with CCSD(T) values with larger basis 
sets
44
 and in nearly perfect coincidence with experimental energetics.
61
 The potential 
energy surface of each aggregate was examined to identify all minima, by using a wide 
range of different starting points for geometry optimizations. Minima were verified as 
having all real vibrational frequencies. Interaction energies were computed as the 
difference in energy between the complex, and the sum of the optimized energies of the 
isolated monomers, corrected for basis set superposition error by the counterpoise 
procedure,
62
 and by zero-point vibrational energies. Natural bond orbital (NBO) 
analysis
63,64
 was carried out via the procedures contained within Gaussian.  
4-3. Results 
There are two minima on the surface of the PH3 dimer.
40
 The more stable of the 
two, with a counterpoise-corrected binding energy of 1.14 kcal/mol, has the two P atoms 
facing one another directly, and one H atom of each molecule is turned nearly 180º away 
from the other P. The primary binding here is derived from a pair of HP···P interactions, 
with a NBO value of E(2) of 1.04 kcal/mol for each of the two Plp*(PH) transfers. 
The other minimum is dominated by dispersion, and there is no appreciable 
intermolecular charge transfer. The total binding energy is only 0.74 kcal/mol. The 
orientations can be characterized by the directions of the two P lone pairs: One points 
directly away from the other molecule, and the other perpendicular to the P···P axis.  For 
shorthand purposes, the latter sort of interaction will be denoted below as a “dispersion 
bond”, but it should be understood that electrostatics and induction make contributions to 
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binding in this dimer, albeit small ones. For reference purposes, the R(P∙∙∙P) distances in 
the HP∙∙∙P and dispersion-dominated dimers were optimized40 to 3.654 and 4.099 Å, 
respectively. 
4-3.1. (PH3)3 
The eight minima located on the surface of the PH3 trimer are displayed in Fig. 4-
1.  Along with each is illustrated its counterpoise-corrected binding energy, followed by 
this same quantity after zero point vibrations have been added. This binding energy is 
defined as the energy required to separate the trimer into three isolated, fully optimized 
monomers. The most stable such trimer in Fig. 4-1(a) may be seen to be nearly an 
equilateral triangle, with all three R(P···P) distances equal to 3.84 Å. The binding can be 
characterized as three HP···P charge transfers. That is, one H atom of each molecule is 
disposed 158º away from a P···P axis, and the NBO value of E(2) for each such 
interaction is equal to 1.15 kcal/mol, as indicated by the red numbers near each of these H 
atoms. These observations confirm the importance of the HP···P bond to the trimer, as 
was true in the dimer. 
The total binding energy of this trimer is 2.91 kcal/mol. This value is slightly less 
than the 3.42 kcal/mol that is equal to 3 times the binding energy in a fully optimized 
dimer, also stabilized by a HP···P bond. The optimized R(P∙∙∙P) distances of 3.84 Å in 4-
1(a) are somewhat longer than the corresponding separation of 3.65 Å in the dimer. In 
addition, the θ(HP∙∙∙P) angles, critical to the charge transfer stabilization, are 158º in 4-
1(a), as compared to the more nearly linear 178º in the dimer. On the other hand, the 
three values of E(2) in the trimer, 1.16 kcal/mol, are slightly larger than the two values of 
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1.04 kcal/mol in the optimized dimer. Evidently, the geometric distortions associated 
with forming the trimer, and any 3-body effects, yield a slight negative cooperativity in 
this trimer. Another factor to consider is that the optimized dimer contains a pair of 
equivalent Plp→σ*(PH) transfers, one going in each direction. This contrasts with the 
single transfer between each pair of molecules in 4-1(a), and may also contribute to the 
0.2 Å longer R(P∙∙∙P) in the trimer. 
This behavior can be contrasted with the water trimer, which also adopts an 
equilateral triangle as its equilibrium structure. In order to maximize its cooperativity, 
each molecule in this structure acts simultaneously as both electron donor and acceptor, 
just as each molecule in 4-1(a) is both donor and acceptor. At this same level of theory, 
the total binding energy of this trimer is equal to 13.9 kcal/mol, which is slightly larger, 
by 0.6 kcal/mol, than three times the binding energy of the dimer. Like the PH3 trimer, 
the water trimer also exhibits angular strain, in that each (OH···O) angle is 151º, much 
further from linearity than the angle of 175º in the dimer. Unlike the increased 
intermolecular distance in the PH3 trimer, however, R(O···O) contracts from dimer to 
trimer, by 0.23 Å. So despite its angular distortions the water trimer exhibits positive 
cooperativity in both R and E, while the reverse is true for the PH3 trimer. 
The next most stable trimer in Fig. 4-1(b) loses its equilateral character as one of 
the R(P···P) distances is 4.443 Å, considerably longer than the other two. This distance, 
as well as all others, is listed in Table 4-1 along with the important E(2) values for the 
various trimer configurations in summary form. And in fact, there is no appreciable 
amount of charge transfer between these two molecules, 1 and 3. Indeed, this separation 
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is even larger than the 4.1 Å distance when a pair of PH3 molecules are held together by 
dispersion alone. This lack of a source of attraction is indicated by the absence of a 
connecting line between molecules 1 and 3 in Fig. 4-1(b). Instead, one H atom of each of 
molecules 1 and 3 is turned away from P2, by some 170º. There are two H atoms of 
molecule 2 that are turned away from another P, one away from P1 (by 165º) and one 
from P3 (by 177º). Altogether then, there are four E(2) contributions, by amounts varying 
from 0.82 to 1.25 kcal/mol.  It might also be noted that two of the R(P···P) distances in 4-
1(b) are shorter than the 3.84 Å in 4-1(a), which is consistent with the presence of two 
HP∙∙∙P bonds between each such pair, as compared to only one in 4-1(a). Geometry 4-
1(b) thus resembles a pair of dimers, 1-2 and 2-3,  in that each pair contains two HP∙∙∙P 
charge transfers. The two corresponding R(P∙∙∙P) separations of 3.66 and 3.67 Å are also 
rather close to the distance of 3.65 Å in the optimized dimer. Structure 4-1(c) is very 
similar to 4-1(b), with comparable geometrical parameters, and is also bound by the same 
four HP···P charge transfers. Thus the HP···P bond appears to be the dominant form of 
interaction in the three most stable minima. 
Structure 4-1(d) adds a new feature to these complexes. It contains two separate 
HP···P interactions, one from 2 to 3 and the other from 1 to 2. What is new here is the 
type of interaction between molecules 1 and 3, which adopt the relative orientation of the 
second and less stable of the two optimized PH3 dimers, dominated by dispersion 
attraction. This orientation is designated by the blue hatched line between these two 
molecules and the parenthetical d in Table 4-1. Note that the R(P···P) distance is 4.18 Å, 
only 0.08 Å longer than the optimized interphosphorous distance in the corresponding 
optimized dimer. These distances represent a pattern that is repeated for dimers and 
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higher order oligomers of PH3. The R(P∙∙∙P) separations for HP∙∙∙P bonds lie in the 3.6-
3.8 Å range, and dispersion bonds are roughly 4.1-4.2 Å; longer distances indicate little 
appreciable attraction. Apparently, the exchange of a HP···P for a dispersion bond 
requires some 0.4 kcal/mol, the difference in energy between structures 4-1(a) and 4-1(d).  
It is likely no coincidence that this is also the energy difference between the two dimers, 
one bound by HP···P and the other by dispersion. 
It was noted earlier that no minimum on the PH3 dimer surface contains a PH···P 
H-bond.  Nonetheless, such an interaction appears for the first time in trimer 4-1(e) 
between molecules 2 and 3. The R(H···P) distance is rather long at 3.23 Å, but there is a 
sizable amount of charge transfer involved, with E(2) = 0.74 kcal/mol. The other two 
stabilizing interactions in 4-1(e) occur between molecules 1 and 2, both of which are of 
the stronger HP···P variety. As was the case for 4-1(b) and 4-1(c), the presence of two 
such bonds between this pair of molecules results in a short R(P∙∙∙P) contact, close to that 
in the dimer. In comparison to global minimum 4-1(a), the exchange of one HP···P for a 
dispersion bond, and another for a PH···P H-bond in 4-1(e) destabilizes the system by 0.6 
kcal/mol.  Structure 4-1(f) has the distinction of being held together only by the 
dispersion bonds of the less stable PH3 dimer; one between molecules 1 and 2, and the 
other between 1 and 3.  This pair of bonds places complex 4-1(f) above 4-1(a) in energy 
by 0.9 kcal/mol. 
It is not until structure 4-1(g), held together by 1.93 kcal/mol, that the triangular 
structure distorts into an open chain geometry. Molecules 2 and 3 interact via a pair of 
HP···P interactions, with the standard short R(P∙∙∙P), and 1 is held to 2 via a dispersion 
bond. Thus the transition from cyclic (4-1(a)) to open chain trimer costs 1.0 kcal/mol. 
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The least stable of the minima, 4-1(h), contains a dispersion attraction between molecules 
1 and 2. Molecules 1 and 3 are held together by an unusual sort of H-bond.  The H atom 
lies very nearly along the P···P axis as usual. However, the electron-donating molecule 1 
is turned so that the main lobe of its lone pair points away from the bridging proton, not 
toward it. Nevertheless, the charge transfer accounts for a NBO E(2) value of a non-
negligible 0.60 kcal/mol. This sort of reverse H-bond, involving a lone pair minor lobe, 
or tail, has been noted recently
42
 in related systems. 
4-3.2. PH3 tetramer  
Searches for minima on the surface of the PH3 tetramer yielded a total of 23 such 
structures, with binding energies varying between a maximum of 4.8 to a minimum of 2.1 
kcal/mol. Inclusion of zero-point vibrations lowers this range to 0.4-2.5 kcal/mol. The 
most stable nine of these, those with binding energies greater than 4 kcal/mol, are 
displayed in Fig. 4-2 where it may first be observed that there are only small energy 
differences that separate them. For example, these nine minima span an energy range of 
only 0.8 kcal/mol, an average gap of some 0.1 kcal/mol. This separation is even smaller 
than was observed in the trimer above. It is clear then that the cluster will freely oscillate 
between these minima, unless the temperature is very low indeed. 
These geometries exhibit many of the same binding patterns that arose in the 
trimers. Global minimum 4-2(a), for example, is a close analogue of trimer 4-1(a). Like 
the latter, it is bound by four, instead of three, equivalent Plp→σ*(PH) bonds, with E(2) 
values of 1.2 kcal/mol, and with R(P···P) separations of 3.84 Å, displayed also in Table 
4-2. The total binding energy of 4.83 kcal/mol can be compared with four times the 
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interaction energy of 1.14 kcal/mol within the optimized PH3 homodimer, a slight 
cooperative enhancement of 0.27 kcal/mol. But perhaps this cooperativity can be 
considered somewhat larger in that each pair of molecules in 4-2(a) is bound by a single 
Plp→σ*(PH) transfer, rather than the two holding together the dimer. 
There are also four such transfers in 4-2(b), three of which involve molecule 1.  
This triple interaction would be expected to have a weakening influence on each one, and 
another interaction, a dispersion bond between molecules 3 and 4, makes up for much of 
this difference. As a result 4-2(b) is only 0.1 kcal/mol higher in energy than 4-2(a). 
Structure 4-2(c) is much like 4-2(b), except that one of the Plp→σ*(PH) transfers is lost, 
raising the energy another 0.2 kcal/mol. Geometry 4-2(d) resembles 4-2(c) except that the 
interaction between molecules 1 and 2 is associated with two transfers, as is the case in 4-
2(f). This double transfer causes the ensuing interphosphorous distance to shrink down a 
bit, below 3.7 Å. In fact, it might be worth stressing at this point that the various R(P···P) 
distances in the tetramer fit the patterns noted in the trimers. The shortest intermolecular 
distances of 3.6-3.7 Å are associated with double transfers, single transfer slightly longer 
at about 3.8 Å, and dispersion bonds are roughly 4.1 Å long. 
Complex 4-2(e) contains a binding across the diagonal of the square, between 
molecules 1 and 3, a pattern first observed in 4-2(b). This structure might best be 
described as a trimer involving molecules 1, 3, and 4, plus an interaction of molecule 2 
with one of the molecules of the triangle. The absence of any substantial attraction 
between molecules 2 and 3 is confirmed by the interphosphorous distance of 4.622 Å, 
considerably longer than even those molecules held together primarily by dispersion. 
This same sort of pattern, wherein not all of the vertex molecules are bound together, 
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becomes the rule rather than the exception as the total stabilization energies continue to 
diminish. Molecules 3 and 4 in structure 4-2(g) are separated by 4.384 Å, even further 
apart than the 1,2 pair which are held together only by dispersion. Molecules 1 and 4 are 
even further separated, by 4.517 Å, in 4-4(h) which contains two dispersion bonds. The 
stability of this complex is due at least in part to the presence of a PH∙∙∙P H-bond between 
molecules 1 and 3. Complex 4-2(i) is interesting in that it contains a multitude of 
different sorts of attractive forces.  The 1,4 and 2,3 pairs are connected by dispersion 
bonds with the usual intermolecular separations.  There are also three HP∙∙∙P bonds, one 
of which cuts across a diagonal of the square, and all three of which contain the expected 
R(P∙∙∙P) distances.  
As higher-energy tetramers are considered, there is a continuation of the tendency 
to replace HP···P bonds by weaker dispersion or PH···P H-bonds. For example, the next 
complex, bound by 3.92 kcal/mol, contains three dispersion bonds and a PH···P H-bond, 
in addition to a single HP···P. Slightly higher in energy is another minimum which 
contains only two HP···P and one dispersion bond. 
 4-3.3. NH3-PH3-PH3 
The PH3/NH3 heterodimer potential energy surface contains two minima.
40
  The 
more stable of the two, bound by 1.43 kcal/mol, has each of the two molecules turned so 
that one of its H atoms is pointing away from the other molecule. The less stable dimer 
contains a PH∙∙∙N H-bond, and is bound by 0.83 kcal/mol. Again, for reference purposes, 
the optimized R(P∙∙∙N) distance in the more stable dimer is 3.302 Å while the R(H∙∙∙N) 
separation within the H-bonded dimer is 2.629 Å. 
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Both of these themes can be seen in a number of the twelve minima identified on 
the NH3(PH3)2 trimer surface illustrated in Fig. 4-3. The most stable of these 
configurations in Fig. 4-3(a) is characterized by three interactions. The lone pair of NH3 
donates charge to a H atom bound to P3, with E(2)=1.60 kcal/mol. This quantity, 
reported also in Table 4-3, is larger than that which occurs in the fully optimized dimer 
where E(2) for Nlp→σ*(PH) is equal to 1.18 kcal/mol. The R(P∙∙∙N) distance of 3.324 Å, 
on the other hand, is slightly longer than the 3.302 Å in the dimer, probably a result of the 
angular strain within the trimer. The lone pair of this same PH3 molecule donates charge 
to a σ*(PH) antibond of P2, characterized by E(2)=1.29 kcal/mol, again larger than the 
1.04 kcal/mol within the PH3 homodimer, and again R(P∙∙∙P) is longer within the trimer 
than the dimer. And finally there is transfer from P2 to the NH3 molecule via a NH∙∙∙P H-
bond. It is worth noting that such a NH∙∙∙P H-bond does not occur in either of the minima 
on the surface of the NH3/PH3 heterodimer, so is a feature that first occurs within the 
context of the trimer. The evidence for the presence of this H-bond is strong. The 
θ(NH∙∙∙P) bond is reasonably close to linearity, the R(H∙∙∙P) distance is less than 3 Å, and 
the E(2) for this transfer is rather large, at 2.15 kcal/mol. Each of the three molecules in 
trimer 4-3(a) acts simultaneously as both electron donor and acceptor, which would 
suggest some positive cooperativity. However, it is difficult to assess the energetic impact 
as there is no minimum present in the PH3/NH3 heterodimer surface with a NH∙∙∙P H-
bond, so no definite value can be assigned to the third of the attractive interactions.   
The nature of trimer 4-3(c) is much like that of 4-3(a), in that each of the three 
molecules is both donor and acceptor. The geometries differ in that the P3-H antibond 
which is accepting the density from NH3 does so in the form of a PH∙∙∙N H-bond in 4-
      86 
 
  
3(c), as compared to a Nlp→σ*(PH) transfer in 4-3(a). This distinction destabilizes the 
system by some 0.6 kcal/mol, identical to the energy difference between the two relevant 
dimers. 
Minimum 4-3(b) lies 0.5 kcal/mol higher in energy than the global minimum and 
contains only two clear interactions. In both of these, the N lone pair is transferring 
charge to a P-H σ* bond, one on each of the two PH3 molecules.  Even though the NH3 is 
acting as double electron donor, the interaction energy of 3.15 kcal/mol in this trimer is 
fairly high, more than double the value of a Nlp→σ*(PH) interaction energy in the 
pertinent optimized dimer. It is likely that there is some attractive contribution arising 
between the two PH3 molecules, although there is no appreciable charge transfer between 
them, and R(P∙∙∙P) = 4.617 Å. Minimum 4-3(d) brings into the picture the dispersion-
dominated interaction that occurs as one of the minima in the PH3 dimer. The two P 
atoms are separated by 4.19 Å in this interaction which is indicated by the hashed blue 
line. Complex 4-3(d) also contains both a NH∙∙∙P H-bond and a Nlp→σ*(PH) interaction, 
both of which have fairly large values of E(2). Structure 4-3(e) is similar, but the NH∙∙∙P 
H-bond of 4-3(d) has been turned into a PH∙∙∙N H-bond, destabilizing the system by 0.1 
kcal/mol.  4-3(g) is similar as well, but contains a pair of PH∙∙∙N H-bonds which make the 
N atom a double proton acceptor. The resulting negative cooperativity raises the energy 
of 4-3(g) by 0.6 kcal/mol, relative to 4-3(e). Like 4-3(g), structure 4-3(h) also contains a 
P∙∙∙P dispersion bond, and a PH∙∙∙N H-bond. However, the PH∙∙∙N H-bond of 4-3(g) has 
altered to a NH∙∙∙P H-bond, but with the PH3 molecule rotated so that its lone pair faces 
away from the approaching NH.  Earlier work
42
 has shown that this orientation allows the 
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tail of the lone pair orbital to interact with the approaching proton to engage in a weak H-
bond. This sort of weaker arrangement costs the trimer 0.1 kcal/mol, relative to 4-3(g). 
The remaining five complexes represent open chains with the terminal molecules 
distant from one another. NH3 occupies the central position in 4-3(f), where it serves as 
both electron donor and acceptor. The same is true in 4-3(i), except that the righthand 
PH3 molecule has turned its major lone pair lobe away from the NH bond. The resulting 
NH···P H-bond is 0.2 Å longer than that in 4-3(f), and the value of E(2) has diminished 
three-fold. The other three open-chain configurations place the NH3 on a terminus of the 
chain, where it acts as electron donor to the central PH3 unit, either as a PH∙∙∙N H-bond as 
in 4-3(j) and 4-3(l) or in the Nlp→σ*(PH) bond of 4-3(k). The latter structure is 
interesting in the “face-off” between the two H atoms along the PH∙∙∙HP axis, a geometry 
reminiscent of dihydrogen bonds. 
4-3.4. FPH2-PH3-PH3 
As was demonstrated earlier,
44
 the substitution of one of the H atoms of PH3 by an 
electron-withdrawing group strengthens its P∙∙∙N bond severalfold. For example, the 1.4 
kcal/mol binding energy of H3P∙∙∙NH3 rises to 6.2 in FH2P∙∙∙NH3. Other calculations have 
indicated a like enhancement when the electron donor is another P atom.
65,66
 At the level 
of theory applied here, the counterpoise-corrected binding energy of the FH2P∙∙∙PH3 
complex is 3.23 kcal/mol, as compared to 1.14 kcal/mol in H3P∙∙∙PH3.  
One would therefore anticipate that the overall binding energy of the (PH3)3 
trimer will increase when one of the PH3 molecules is replaced by FPH2. And indeed, 
whereas the global minimum of the homotrimer is bound by 2.9 kcal/mol, this 
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replacement of a single molecule nearly doubles the total interaction energy. This global 
minimum is illustrated in Fig. 4-4(a) where four different charge transfers are observed. 
By far the largest of these is the value of 11.8 kcal/mol for E(2) that arises from the 
transfer from the P2 lone pair into the P1-F * antibond, reported along with the 
interphosphorous distances in Table 4-4. Note that this strong interaction leads to a short 
R(P···P) distance of only 3.168 Å, much shorter than any of the other interphosphorous 
distances noted to this point. This distance is only very slightly shorter than the R(P∙∙∙P) 
separation of 3.172 Å in the FH2P∙∙∙PH3 dimer.  Also very close to the dimer value is the 
(FP···P) angle of 168º, altered by only 3º. There are three other transfers from P lone 
pairs to *(PH) antibonds, all with values of E(2) around 1 kcal/mol.  
This same major P2lp*(PF) interaction arises also in 4-4(b), complemented 
again by a pair of Plp*(PH) transfers to the lower right PH3 molecule. It is worth 
noting that E(2) is larger for the transfer from the P1 lone pair than from P3, even though 
the (P1··P2H) angle is much further from linearity. This difference may be due to the 
shorter R(P···P) distance in the former case. Structure 4-4(d) is very much like 4-4(a) and 
4-4(b), except that the lower left PH3 molecule is rotated around so that its interaction 
with the lower right PH3 is of the dispersion-dominated sort. It is consequently of higher 
energy, nearly 1 kcal/mol less stable than 4-3(a). 
Geometries 4-4(c), 4-4(e), and 4-4(f) are all of the open-chain variety. All have in 
common the stabilizing Plp*(PF) transfer, with E(2) between 11 and 12 kcal/mol. A 
new sort of interaction is encountered for the first time in 4-4(c), wherein it is the F, 
rather than the P lone pair, that donates charge to a neighboring PH σ* antibond. 
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Structure 4-4(e) contains a dispersion bond between molecules 2 and 3, while a PH···F 
H-bond makes its maiden appearance in 4-4(f). The next three minima all have binding 
energies of roughly 3 kcal/mol, and all are triangular. Notably, 4-4(f) is the last of the 
minima which has a large energetic contribution due to charge transfer into the PF * 
antibond, which probably accounts for the 0.8 kcal/mol jump in energy to 4-4(g). In 4-
4(g) and 4-4(h), the F atom again replaces P as the source of charge for transfer from its 
lone pairs to PH * antibonds. While there may be a superficial resemblance, this 
arrangement does not fit the usual pattern of a halogen bond in a number of respects. First 
in terms of geometry, halogen bonds would be expected to have a θ(PF∙∙∙P) angle very 
close to linearity which is far from the case in 4-4(g) and 4-4(h), which exhibit angles 
between 93º and 105º. Secondly, in a halogen bond the transfer would move density into 
the P-F σ* antibond; the opposite occurs in 4-4(g) and 4-4(h) where the F atom is the 
source of the charge transfer into the partner molecule. 
Structure 4-4(i) is stabilized in part by a Plp*(PF) transfer, but with the new 
wrinkle that the charge comes from the smaller, minor lobe of the P lone pair on 
molecule 2. It is for this reason that E(2) is only 0.50 kcal/mol for this interaction, and 
that the R(P···P) distance of 3.85 Å is so much longer than the 3.14-3.19 Å range in 4-
4(a) - 4-4(f), where the charge arises from the larger lobe of the P lone pair. It is in 4-4(i) 
that one sees a different sort of charge transfer for the first time. Another transfer occurs 
from molecule 2 to 1, with E(2) = 0.58, but this time the source of the charge is a P-H σ 
bond.  The F atom of molecule 1 lies 167º from the H···P axis, and E(2) is 0.58 kcal/mol, 
exceeding the value of 0.50 kcal/mol for the transfer from the P lone pair tail. Structure 4-
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4(j) resembles 4-4(h) geometrically but there are some important distinctions. Molecule 1 
is turned a bit so that F is somewhat removed from the other two molecules, and this 
entity has no appreciable charge transfer interactions with the others. Molecule 1 is thus 
tied to the other two by dispersion bonds, rather than HP···F. What remains from 4-4(h) 
is only the transfer from the P lone pair of molecule 2 into the * PH antibond of 
molecule 3. 
Structure 4-4(k) looks quite a bit like 4-4(i), and is within 0.2 kcal/mol of it. What 
is missing in 4-4(k) is the charge transfer from molecule 1 to 3, which is corroborated by 
the much longer intermolecular distance in 4-4(k), 4.62 Å vs 3.84 Å in 4-4(i). Also like 4-
4(i), 4-4(k) is stabilized by a second transfer between 1 and 2, again from a PH bonding 
orbital. Geometry 4-4(l) resembles 4-4(f) in that the PH2F molecule lies at the center of 
an open chain trimer. But its resemblance is superseded by differences in terms of the 
specific interactions. In the first place the transfer into the PF * orbital comes from the 
minor, rather than the major, lobe of the P lone pair of molecule 2, making it an order of 
magnitude smaller. Additional transfer into this same antibond originates in a PH 
bonding orbital of molecule 2. As in 4-4(i), there is transfer into a PH antibond of 
molecule 3 from 1, but this charge arises from a F lone pair, not P. 
There were six more minima located on the FH2P(PH3)2 surface, with stabilization 
energies ranging from 2.71 down to 1.51 kcal/mol. The four most stable of this group are 
triangular. The charge transfer interactions are largely repeats of those enunciated above. 
The minima with binding energies 2.71 and 2.49 both include a transfer from an F lone 
pair to a PH σ* orbital, while those lying at 2.57 and 2.05 kcal/mol are stabilized 
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primarily by the Plp→σ*(PF) which involves the minor lobe of the P lone pair. The less 
stable of these two contains also a transfer from a PH σ bonding orbital to the PF σ* 
antibond. The last and least stable of the minima are open chain. The structure bound by 
1.77 kcal places the PH2F in the center. Charge is transferred into its PF σ* orbital from 
two sources; both a PH σ bond and the minor lobe of the P lone pair. PH σ bonds are also 
the recipients of charge, from both a F and P lone pair. The highest energy structure 
contains only a single transfer, from a F lone pair into a PH σ* antibond. 
4-4. Discussion 
The primary noncovalent attraction which prevails in the dimers is a BP···D 
interaction, which is characterized by the transfer of charge from a lone pair of the donor 
D to the σ* antibond of the B-P bond. This same bond remains the dominating attractive 
force within the context of the trimers and tetramers. The dimers each contain a 
secondary minimum whose energy is not far above that of the global minimum. 
Specifically, a PH···N H-bond occurs in the secondary minimum of the NH3/PH3 mixed 
dimer, whereas the PH3 homodimer secondary minimum is characterized by a dispersion-
dominated attraction. Both of these dimer-derived interactions are observed in the various 
minima of the oligomers. 
In addition, this study of the larger aggregates has highlighted a number of other 
sorts of attractive interactions, forces that do not occur in any of the minima of the 
dimers, and which are consequently unexplored to this point. There is a variant of the 
BP∙∙∙D interaction in which a halogen atom F replaces the usual P or N atom as the 
electron donor. Another set of interactions that arise only in the higher oligomers are the 
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PH···P, NH···P and PH···F H-bonds. There are also “reverse” H-bonds present in which 
the larger, primary lobe of the electron donor lone pair is turned away from the bridging 
proton, so that the overlap occurs with the smaller lone pair lobe. As one would 
anticipate, these reverse H-bonds are considerably longer and weaker than normal H-
bonds. This lone pair tail can also act as electron donor into a HP∙∙∙P bond, again leading 
to a much weakened interaction. Two other sources of electron density make their 
presence known in some of the higher energy minima, again leading to weak attractions. 
One of these is the occupied σ lobe of a P-H bond, and the other is a F lone pair. 
Some of the properties of aggregates of PH3 and related molecules are related to 
the energy spectrum of the various minima. In that regard, it should be noted that the 
energy gap between the lowest and next lowest energy PH3 homotrimers is 0.3 kcal/mol. 
This same gap is equal to 0.1 kcal/mol for the tetramer.  Replacement of one of the PH3 
molecules of the trimer by NH3 or FH2P raises this increment to 0.5 and 0.4 kcal/mol, 
respectively. Eight minima of the homotrimer all lie within 1.3 kcal/mol of one another, 
which yields an average energy gap of 0.2 kcal/mol. The dozen minima obtained when 
one of the PH3 molecules of the trimer is replaced by NH3 are separated by a total of 3.6 
kcal/mol, for an average energy gap of 0.2 kcal/mol; a similar gap occurs in the 
FH2P(PH3)2 mixed trimer. In the case of the homotetramer, there are more such minima, 
and the average energy difference drops to 0.1 kcal/mol. It would seem then that these 
aggregates can easily transition from one structure to another on a fairly rapid time scale.   
This behavior stands in marked contrast to aggregates of molecules that are more 
tightly bound. Taking the water trimer as a counterexample, the global minimum is 
cyclic, and is bound by 13.9 kcal/mol. There is another very similar structure, 0.7 
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kcal/mol higher in energy, which differs from the global minimum only in an alternate 
position of one of the non H-bonding protons. The other two minima are of open-chain 
type, one with a double proton acceptor molecule and the other with a double donor, both 
bound by 7.9 kcal/mol. The energy gap between the lowest and next lowest energy 
structures is thus more than 6 kcal/mol, an order of magnitude larger than in any of the 
PH3-containing oligomers considered here. 
With respect to the shape of the minima, all of the trimers and tetramers examined 
here opt for a cyclic global minimum, in preference to an open chain geometry. Indeed, 
the open structure is of rather high energy: It represents the seventh of eight minima of 
the PH3 homotrimer, and 22
nd
 out of 23 in the case of the tetramer. After zero-point 
vibrational energies are included, their binding energies are less than one kcal/mol. The 
advantage of this sort of cyclic structure is the presence of one additional attractive 
interaction, between what would be the terminal molecules of the open chain. This extra 
stabilizing interaction comes with the energetic cost of deforming the individual 
interactions so that the ring can be closed. As indicated above, the extra H-bond in the 
cyclic water trimer outweighs any deformation energy, making it 6 kcal/mol more stable 
than the open chain. The balance is a bit finer in the cases of the various molecular 
attractions involved in the oligomers examined here, with much smaller energy gaps 
separating cyclic from open-chain structures. 
In terms of the well known cooperativity of H-bonds, the BA∙∙∙D forces that are 
the primary vehicles of oligomerization would appear to exhibit this property too. Of 
course, any such cooperativity that would arise in a cyclic structure is tamped down by 
the aforementioned intermolecular stretching and angular distortions within the rings. 
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These two competing effects are illustrated by the water trimer as a prototype H-bonded 
complex. The total binding energy of the global minimum cyclic geometry is greater, but 
only slightly so (0.6 kcal/mol), than the sum of three H-bonds, each computed within the 
context of an optimized dimer. The two trends are in rough balance in the global minima 
of the PH3 homotrimers and tetramers as well, where the total binding energy is 
approximately equal to the sum of n HP∙∙∙P bonds associated with the undistorted dimer.   
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Table 4-1. Intermolecular R(P∙∙P) distances, Å, and NBO E(2), kcal/mol, for trimers 
illustrated in Fig 1.
a 
 
-ΔE, kcal/mol    
a) 2.91 3.836/ 1.15 3.837/ 1.15 3.837/ 1.16 
b) 2.60 3.671/ 1.25, 0.82 3.660/ 0.89, 1.05 4.443 
c) 2.56 3.713/ 0.91, 0.74 3.649/0.96, 1.19 4.355 
d) 2.51 3.797/ 0.87 3.801/ 1.06 4.180 (d) 
e) 2.31 3.663/ 0.86, 1.16 4.607 (PH-P)/ 0.74 4.123 (d) 
f) 2.00 4.089 (d) 4.131 (d) 4.384 
g) 1.93 3.643/ 1.02, 1.03 4.077 (d)  
h) 1.60 3.994 (d) 4.708 (PH-P)/ 0.60  
 
a
values after / refer to E(2); d indicates dispersion-dominated interaction 
 
 
 
Table 4-2. Intermolecular R(P∙∙P) distances, Å, and NBO E(2), kcal/mol, for tetramers 
illustrated in Fig 2.
a 
 
-ΔE, 
kcal/mol 
     
a) 4.83 3.838/ 1.17 3.840/ 1.18 3.841/ 1.18 3.840/ 1.16  
b) 4.73 3.786/ 1.25 3.789/ 1.44 3.784/ 0.89 3.843/ 0.84 4.147 (d) 
c) 4.50 3.766/ 0.93 3.784/ 1.18 3.885/ 1.16 4.123 (d)  
d) 4.42 3.696/ 1.14, 0.68 3.713/1.19 3.802/ 0.93 4.146 (d)  
e) 4.41 3.640/0.96, 1.29 3.784/1.25 3.801/ 1.15 3.823/1.15  
f) 4.30 3.657/ 1.17, 0.79 3.775/ 1.31 3.797/1.09 4.064 (d)  
g) 4.25 3.752/ 0.96 3.822/1.11 3.891/0.72 4.103 (d)  
h) 4.07 3.654/1.40, 0.75 4.088 (d) 4.093 (d) 4.586 (PH-
P)/ 0.83 
 
i) 4.05 3.788/1.19 3.819/1.01 3.883/0.70 4.130 (d) 4.160 (d) 
 
a
values after / refer to E(2); d indicates dispersion-dominated interaction 
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Table 4-3. Intermolecular R(P∙∙N) and R(P∙∙∙P) distances, Å, and NBO E(2), kcal/mol for 
trimers illustrated in Fig 3.
a 
 
-ΔE, kcal/mol P∙∙∙N P∙∙∙N P∙∙∙P 
a) 3.63 3.801 (NH-P)/2.15 3.324/ 1.60 3.834/ 1.29 
b) 3.15 3.309/ 1.15 3.326/ 0.97 4.617 
c) 3.02 3.877 (NH-P)/1.99 3.919 (PH-N)/2.00 3.831/ 0.91 
d) 2.90 3.792 (NH-P)/1.35 3.346/1.46 4.190 (d) 
e) 2.77 4.038 (PH-N)/2.71 3.374/0.57 4.140 (d) 
f) 2.60 3.822 (NH-P)/1.79 3.286/1.58  
g) 2.13 4.078 (PH-N)/2.34 4.080 (PH-N)/1.21 4.083 (d) 
h) 2.02 4.054 (NH-P)/0.66 3.990 (PH-N)/2.01 3.939 (d) 
i) 1.97 4.047 (NH-P)/0.68 3.294/1.37  
j) 1.94 4.052 (PH-N)/2.57  3.679/1.08,0.75 
k) 1.69 3.293/ 1.31  5.139 
l) 1.52 4.066 (PH-N)/2.52  4.321 (PH-P)/0.70 
 
a
values after / refer to E(2); d indicates dispersion-dominated interaction 
 
 
 
Table 4-4. Intermolecular R(P∙∙∙P) and R(F•••P) distances, Å, and NBO E(2), kcal/mol 
for trimers illustrated in Fig 4.
a 
 
-ΔE, kcal/mol    
a) 5.32 3.168/11.8, 1.01 3.746/1.45, 1.15 3.750 
b) 4.94 3.138/12.2, 2.00 3.732/1.54 4.364 (d) 
c) 4.73 3.147/12.0, 1.92 3.194(P-F)/0.52  
d) 4.41 3.190/10.9, 0.65 4.017 (d) 4.318 
e) 3.99 3.169/11.0, 1.86 4.068 (d)  
f) 3.92 3.156/11.5, 1.92 3.880 (PH-F)/0.78  
g) 3.11 3.189(P-F)/0.68 3.198(P-F)/0.53 4.541 (d) 
h) 3.01 3.232(P-F)/0.54 3.785/0.66  4.511 
i) 2.95 3.776/0.81 3.837/0.77 3.848/0.58, 0.50 
j) 2.94 3.801/0.73 4.039 (d) 4.228 (d) 
k) 2.76 3.714/1.06 3.810/0.85, 0.62 4.617 
l) 2.75 3.696/0.61, 0.64 3.804/0.70, 0.85  
 
a
values after / refer to E(2); d indicates dispersion-dominated interaction 
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FIG. 4-1. Optimized geometries of the eight minima on the surface of the PH3 trimer.  
Binding energies are reported as the large blue numbers, followed by the same quantity 
including zero point vibrations.  Broken lines indicate HP∙∙∙P bonds, dispersion- 
dominated interactions are denoted by blue hatched lines.  Small red numbers indicate the 
NBO value of E(2), in kcal/mol, for each charge transfer; values displayed when in 
excess of 0.5.  Distances in Å, angles in degs. 
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FIG. 4-2. Optimized geometries of nine minima on the surface of the PH3 tetramer with 
binding energies in excess of 4 kcal/mol.  Binding energies are indicated by the large blue 
numbers, followed by the same quantity including zero point vibrations. Broken lines 
indicate HP∙∙∙P bonds, dispersion-dominated interactions are denoted by blue hatched 
lines.  Small red numbers indicate the NBO value of E(2), in kcal/mol, for each charge 
transfer; values displayed when in excess of 0.5.  Distances in Å, angles in degs. 
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FIG. 4-3. Optimized geometries of the twelve minima on the surface of the NH3-PH3-
PH3  mixed heterotrimer.  Binding energies are denoted by the large blue numbers, 
followed by the same quantity including zero point vibrations.  Broken lines indicate 
HA∙∙∙D bonds where A,D=P,N and dispersion bonds are denoted by blue hatched lines.  
Small red numbers indicate the NBO value of E(2), in kcal/mol, for each charge transfer; 
values displayed when in excess of 0.5.  Distances in Å, angles in degs. 
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FIG. 4-4. Optimized geometries of twelve minima on the surface of the FH2P-PH3-PH3  
mixed heterotrimer.  Binding energies are denoted by large blue numbers, followed by 
the same quantity including zero point vibrations.  Small red numbers indicate the NBO 
value of E(2), in kcal/mol, for each charge transfer; values displayed when in excess of 
0.5.  Distances in Å, angles in degs. 
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CHAPTER 5 
SENSITIVITY OF PNICOGEN, CHALCOGEN, HALOGEN AND H-BONDS TO 
ANGULAR DISTORTIONS
1
 
Abstract 
Pnicogen, chalcogen, and halogen atoms have been shown previously to have 
some elements in common with H-bonds, including charge transfer into a * antibonding 
orbital. While H-bonds are known to have a strong propensity toward linearity, there is 
little known about the angular sensitivity of the former interactions. Ab initio calculations 
are performed that show that the noncovalent bonds formed between P, S, and Cl atoms 
with a N electron donor are strongly anisotropic, more sensitive to angular distortion than 
are H-bonds. Energy decomposition implicates exchange repulsion as the force that is 
chiefly responsible for this pattern. 
5-1. Introduction 
There are a wide range of intermolecular forces that fall under the rubric of 
noncovalent interactions. The hydrogen bond [1-4] is perhaps best known and 
understood, as a result of decades of study. This interactions may be considered one of a 
larger and more general group of three-center, four-electron (3c-4e) hypervalent bonds 
[5,6]. The replacement of the bridging hydrogen by a halogen atom leads to another sort 
of interaction that has come to be called a halogen bond (X-bond) [7-12]. The attraction 
between this halogen atom and an electronegative electron-donating atom is due at least 
                                                 
1
 Coauthored by Upendra Adhikari and Steve Scheiner. Reproduced with permission from Chem. Phys. 
Lett. 2012, 532, 31-35. Copyright 2012, Elsevier. 
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in part to the presence of a “sigma-hole” of positive electrostatic potential that lies 
directly along the extension of the C-X bond. 
Recent work has shown that it is not only H and halogen atoms that can interact 
with an electron-donor in this way but also pnicogens and chalcogens, e.g. P, N, O, S [13-
18]. For example, our own group has shown that the PH3/NH3 heterodimer [19] contains 
a direct interaction between the electronegative P and N atoms. A primary source of the 
stability arises from a certain amount of charge transfer from the N lone pair into the σ* 
antibond of the P-H bond that is turned away from the N. It was later shown [20] that 
while this interaction between simple hydride PH3 and NH3 molecules is rather weak, less 
than 2 kcal/mol, it is magnified if the pertinent H atom of the phosphine is replaced by a 
more electronegative group. For example, even a single Cl, F, or NO2 substituent 
multiplies the interaction energy as much as fivefold. The ability of a substituent to 
strengthen the attraction permitted even two electronegative N atoms to attract one 
another, as in the case of FH2N∙∙∙NH3 which is bound by 4 kcal/mol [21]. Surprisingly, in 
striking contrast with H-bonding, double or triple halogenation does not further amplify 
this interaction [22]. Continuing work extended this noncovalent interaction to electron 
donor atoms other than N.  O and S can also participate, and electron density may also be 
extracted from the C-C  bonds of alkenes, alkynes and conjugated systems such as 
benzene. The strength of the interaction is fairly insensitive to the nature of the electron-
acceptor atom [23], whether P, S, Cl, or As. These particular 3c-4e interactions are not 
confined only to dimers in certain well defined geometries but persist even in larger 
aggregates [24] such as trimers and tetramers. Experimental confirmation of these sorts 
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of interactions has arisen from examination of a number of crystal structures [25-32] in 
the literature. It is clear then that this particular interaction is an important one, in the 
same class as the better known H and halogen bonds, that certainly warrants a 
comparable level of understanding. 
One of the more important and well-cited properties of the H-bond is its 
propensity toward linearity. That is, the (BH···D) angle tends toward 180º, and there is 
a high energetic cost to variations therefrom, which has been attributed to both 
electrostatic and charge transfer arguments. There is far less understanding of other 3c-4e 
interactions. Previous study of halogen, pnicogen, and chalcogen bonding has largely 
been restricted to optimal geometries, minima upon the potential energy surface, with 
little data available concerning the cost of angular distortion. The present work is aimed 
toward rectification of this omission. A series of 3c-4e interactions are considered, of 
varying strength and involving differing atoms. The change in energy that arises with 
bending from the optimal angle is computed, which permits a comparison of the linearity 
constraints of pnicogen, chalcogen, and halogen bonding with each other and with the 
like properties of H-bonds. The surprising result obtained is that the latter sorts of 
interactions are more rigidly held in an optimal intermolecular orientation than are H-
bonds. Partitioning of the total interaction energy facilitates an analysis as to the 
underlying cause of this sharper anisotropy. 
5-2. Computational Methods 
Calculations were carried out via the Gaussian 09 package [33]. Geometries were 
optimized at the ab initio MP2/aug-cc-pVDZ level which has been shown to be of high 
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accuracy, especially for weak intermolecular interactions of the type of interest here 
[12,34-37] where the data are in close accord with CCSD(T) values with larger basis sets 
[20,38,39] and in excellent agreement with experimental energetics [40]. Interaction 
energies were computed as the difference in energy between the dimer, and the sum of 
the optimized energies of the isolated monomers, corrected for basis set superposition 
error by the counterpoise procedure [41]. The interaction energy was decomposed by the 
symmetry-adapted perturbation theory (SAPT) procedure [42,43] implemented via the 
MOLPRO set of codes [44], a technique which is subject to less artifact than Kitaura-
Morokuma [45]. 
NH3 was taken as the universal electron donor.  Electron accepting atoms (A) 
considered were second-row atoms P, S, and Cl. Substituents (B) on these atoms spanned 
the range from F which is associated with very strong BA···N bonds, to the weaker Cl, 
and the CF3 group which is weaker still. So as to establish a basis for comparison with H-
bonds, HOH, FOH, FH, and ClH were all evaluated as proton donors to NH3. The 
equilibrium geometries of several of these dimers are displayed in Figure 5-1, which also 
shows the definitions of important geometrical parameters. 
In order to measure sensitivity to angular distortion, each complex was distorted 
from its fully optimized geometry in 1-10º increments. Holding this angle frozen, as well 
as the intermolecular distance, the remainder of the geometry was fully optimized. The 
data were found to adhere fairly well to a parabolic shape, characteristic of harmonic 
motion. The force constant k for this angular distortion was taken as that value which best 
fit the expression 
 E = ½ k()2 (1) 
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where  refers to the deviation of the angle from its optimized value. 
5-3. Results 
The rise in energy that accompanies angular distortions from the optimal 
geometry are pictured in Figure 5-2 for several of the dimers examined here. The 
parabolas which are best-fit to the calculated data points are depicted by the curves, and 
may be seen to represent the data very well. The broken curves correspond to the H-
bonding proton donors HF and HOH, while the halogen (FCl), chalcogen (FSH) and 
pnicogen (FPH2) electron acceptors are represented by the solid parabolas. It is evident 
that the latter three curves are considerably steeper than those of the former H-bonds. 
This sharper rise with energy is true whether the fully optimized interaction energy (the 
bottom of each curve) is as weak as HOH or nearly as strong as HF. 
The salient aspects of the energetic data for all systems are summarized in Table 
5-1 where the first column shows that the F substituent is associated with the sharpest rise 
in energy with angular distortion, with bending force constant k = 61-70 kcal mol
-1
 rad
-2 
for electron acceptor atoms P, S and Cl. This quantity undergoes a drop when the F 
substituent is changed to Cl, and then another especially sharp decrease for CF3.  k is 
characteristically smaller for the four H-bonded systems, falling in the range between 10 
and 23 kcal mol
-1
 rad
-2
. The optimum binding energies of each system, prior to any 
angular distortion, are displayed in the next column of Table 5-1. The trends are generally 
similar to those for k, again obeying the pattern F > Cl > CF3. The H-bonds vary in 
strength from 5.8 kcal/mol for HOH up to 11.6 kcal/mol for FH. 
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It is generally considered that a stronger interaction will likewise exhibit a larger 
bending force constant. For that reason, it is perhaps most interesting to consider the ratio 
between k and E, reported in the final column of Table 5-1. The H-bonding systems all 
have roughly equivalent k/E ratios between 1.6 and 2.8 rad-2. The comparable quantities 
for the various BA···N systems are considerably larger. For example, the ratio is equal to 
12 rad
-2
 for the ClPH2 electron acceptor. In fact, the P acceptor has generally larger 
angular sensitivity than S, which is in turn greater than that for Cl. There is a tendency for 
smaller values for the B = CF3 substituent, but F and Cl have rather similar effects to one 
another. But the most important conclusion is that, regardless of the A atom, the BA···N 
interaction is considerably more sensitive to angular distortions than are any of the H-
bonded systems examined here, including even the very strong proton donor HF. This 
conclusion is based not only on k itself, but also when the ratio between k and the 
optimized binding energy is considered. 
Another measure of the resistance of each complex to angular distortion arises 
from the harmonic vibrational frequencies that are associated with such motion. These 
quantities are imperfect first because they are not pure angular distortion modes but are 
mixed with other intermolecular and intramolecular motions such as torsions and bond 
stretches. Secondly, these frequencies are highly sensitive to the effective mass of each 
motion. And third, these low-frequency modes are subject to fairly large anharmonicity 
effects. Nonetheless, the frequencies reported in Table 5-2 do obey trends that are not 
dissimilar from those of the pure deformation force constant k in Table 1. One again sees 
the diminishing trend for each A atom as the substituent B is changed from F to Cl to 
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CF3. On the other hand, the frequencies of the H-bonded systems are somewhat inflated 
due in large part to the very small mass of the bridging H atom that is undergoing the 
motion in these systems. 
In order to check for sensitivity of the results to basis set, another set of d-
functions was added to the basis set of the second row atoms, in line with the 
recommendation of Dunning et al. [46] that a tight d-function can improve results. This 
aug-ccpV(D + d)Z basis set was applied to the complexes pairing FPH2, FSH, and FCl 
with NH3 and yielded results little different than those described above for the non-
supplemented aug-cc-pVDZ basis set. The depths of the minima, DE, remained stable 
within 2%, becoming slightly more attractive. More importantly, the force constants 
reported in Table 5-1 were increased by less than 5% in all cases, and uniformly such that 
the relative results were unchanged. 
Having found that pnicogen, chalcogen, and halogen bonds are all more sensitive 
to angular distortion than are H-bonds, it would be interesting to identify the underlying 
reason for this difference. In an effort to achieve this goal, the interaction energy of each 
complex was partitioned into its constituent electrostatic, induction, dispersion, and 
exchange terms via the commonly applied symmetry-adapted perturbation theory 
(SAPT). The behavior of each component was monitored as angular distortions are 
introduced into each dimer. The electrostatic component is fairly insensitive to the 
distortions, and in fact does not necessarily become less attractive as the distortion 
progresses. For example, ES favors such distortions in the dimers containing FCl, ClSH, 
and CF3SH, as well as the H-bonded systems containing HF and HCl. The induction 
energy is similarly inconsistent, mirroring ES to a certain degree. Nor is dispersion the 
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deciding factor, as the distortions lead to a more stabilizing DISP component, opposite 
the rise in the total energy. 
It is the exchange repulsion whose sensitivity to angular distortion most closely 
mimics that of the total energy. The variation in this quantity that accompanies the 
bending is illustrated in Figure 5-3 for the same systems presented in Figure 5-2. It may 
be noted first that the two H-bonded systems contain a smaller amount of exchange 
repulsion, than do the three others. Even though HF forms the strongest complex with 
NH3, its exchange repulsion is smaller than that of the latter three electron acceptor 
molecules. More germane to the topic at hand, the exchange energy of these H-bonded 
systems rises more gradually than that of the dimers containing FCl, FSH or FPH2.   
This relationship can be placed on a more quantitative footing through Table 5-3 
which displays the change in each component which occurs when the angle is distorted 
by 30º. The inconsistency of the signs of the ES, IND, and DISP components from one 
system to the next are evident, which contrasts with the rise in total energy which 
characterizes each and every dimer. It is the exchange repulsion which consistently 
destabilizes the system as the geometry is deformed. In fact, the increase in the exchange 
energy is comparable to that of the total energy, reported in the final column of Table 5-3, 
for many of the systems. Probably the biggest exception to this similarity occurs in the 
CF3SH···NH3  and ClSH···NH3 dimers where the ES, IND, and DISP terms all favor the 
30º distortion, opposed only by EX.  One may conclude then that the rise in energy 
caused by angular distortion may be attributed largely to the exchange repulsion energy. 
This component tends to be smaller in magnitude for the H-bonded systems, but more 
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importantly undergoes a more gradual increase as the H-bond is deformed, as compared 
to the pnicogen, chalcogen, and halogen bonds. 
The forgoing conclusion concerning the importance of exchange repulsion leads 
to the immediate question as to why that should be. As this component of the interaction 
energy arises in part from the steric repulsion between electron clouds on the two 
monomers, some clue can be gained by considering the total electron density of the 
various electron acceptor molecules. Figure 5-4 illustrates this density for the five 
molecules included in Figure 5-1, all at the same contour of 10
-4
 au. One might note a 
difference in shape between the P, S, and Cl molecules in the upper half of this figure, as 
compared to the two H-bonding molecules in the lower half. In the former three cases, 
the density does not change much as one rotates away from the blue dashed line, and one 
might even suggest a small increase in density. In contrast, the density in Figure 5-4d and 
e has a sort of oblong egg shape, with the narrow end along the direction of the H-bond to 
the right. Consequently, as a partner molecule is rotated away from the blue dotted line 
the density diminishes significantly, which would mitigate any rise in the steric repulsion. 
So the lesser sensitivity of H-bonds to angular distortion, in comparison to BA···N 
interactions, may be attributed at least in part to the narrower shape of the electron 
density of the proton donor along the H-bond axis direction.  
Some confirmation of some of these results may be drawn from a very recently 
published set of ab initio calculations by Tsuzuki et al. [47] who concluded that halogen 
bonds are more sensitive to angular distortions than are H-bonds. Unfortunately, their 
comparison cannot be taken as fully conclusive, as the halogen bonds involved a pair of 
aromatic systems containing a halogen drawn from the fourth row of the periodic table 
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(C6H5I or C6F5I with pyridine), whereas the H-bonds involved small molecules 
containing oxygen (HOH + OH2 and OCH2). 
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Table 5-1. Measures of sensitivity of interaction energy to angular distortion for 
complexes pairing various electron acceptors with NH3. 
 
EA k
a
 
kcal mol
-1
 rad
-2
 
-ΔE 
kcal mol
-1
 
k/-ΔE 
rad
-2
 
BA···N bonds    
FPH2 68.9 6.18 11.2 
ClPH2 64.3 5.35 12.0 
CF3PH2 25.6 3.40 7.5 
    
FSH 61.1 7.92 7.7 
ClSH 51.2 5.44 9.4 
CF3SH 9.2 3.38 2.7 
    
FCl 70.3 10.36 6.8 
ClCl 33.5 4.98 6.7 
CF3Cl 9.8 2.38 4.1 
H-bonds    
HOH 10.5 5.81 1.8 
FOH 15.8 9.98 1.6 
FH 22.3 11.63 1.9 
ClH 23.0 8.27 2.8 
 
a
force constant: E=1/2 k()2 
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Table 5-2. Harmonic vibrational frequencies (cm
-1
) associated with intermolecular 
nonlinear distortions. 
 
EA ν1 ν2 
BA···N bonds   
FPH2 155.6 170.0 
ClPH2 114.1 133.7 
CF3PH2 56.2 59.4 
FSH 172.4 188.2 
ClSH 109.0 118.5 
CF3SH 31.4 43.8 
FCl 195.5 195.8 
ClCl 107.8 108.4 
CF3Cl 44.3 44.5 
H-bonds   
HOH 169.4 180.1 
FOH 81.6 250.8 
FH 269.9 270.1 
ClH 238.9 239.3 
 
 
 
Table 5-3. Changes incurred by various SAPT components of the total interaction energy 
(kcal/mol)  as a result of 30º  angular distortion for complexes pairing various electron 
acceptors with NH3. 
 
  ES IND DISP EX EXIND EXDISP Ea 
FPH2 1.4 -2.1 -0.7 7.4 2.3 0.5 10.0 
FSH 1.2 1.0 -0.3 5.6 -0.4 0.2 7.9 
FCl -1.4 -1.2 -0.8 9.7 1.8 0.5 9.7 
ClPH2 1.6 -1.3 -0.5 5.5 1.5 0.4 5.4 
ClSH -3.2 -2.3 -1.3 9.1 2.0 0.5 7.0 
ClCl 0.4 0.8 -0.4 3.2 -0.2 0.2 4.6 
CF3PH2 1.4 0.3 -0.3 2.5 0.7 0.2 3.1 
CF3SH -4.8 -2.5 -1.7 8.6 1.5 0.4 0.7 
CF3Cl 0.7 -0.1 -0.1 0.8 0.1 0.1 1.5 
HF -0.7 -1.4 -0.4 3.0 1.5 0.2 2.5 
HCl -0.9 -2.0 -0.5 3.6 1.9 0.2 2.7 
HOH 0.0 -0.7 -0.3 1.6 0.8 0.1 1.1 
FOH -0.1 -0.4 -0.1 1.5 0.5 0.1 1.9 
 
a
change in full interaction energy 
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Figure 5-1. Optimized geometries of various complexes, all involving NH3 as electron 
donor. 
 
 
 
 
 
Figure 5-2. Rise in energy that accompanies angular distortion in the complex of each 
indicated electron acceptor with NH3. Curves represent parabola that are fit to the data 
points shown.  H-bonding systems denoted by broken curves. 
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Figure 5-3. Rise in the SAPT exchange repulsion energy that accompanies angular 
distortion in the dimer of each indicated electron acceptor with NH3. H-bonding systems 
denoted by broken curves. 
 
 
 
 
 
Figure 5-4. Electron densities of (a) FPH2, (b) FSH, (c) FCl, (d) FH, (e) HOH, all at the 
0.0001 au contour. Blue dashed lines represent alignment adopted by NH3 electron donor 
in optimized dimer geometry. 
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CHAPTER 6 
SUBSTITUENT EFFECTS ON CL···N, S···N, AND P···N NONCOVALENT BONDS
1
 
Abstract 
Cl, S, and P atoms have previously been shown capable of engaging in a 
noncovalent bond with the N atom on another molecule. The effects of substituents B on 
the former atoms upon the strength of this bond are examined, and it is found that the 
binding energy climbs in the order B= CH3 < NH2 < CF3 < OH < Cl < NO2 < F. 
However, there is some variability in this pattern, particularly for the NO2 group.  The 
A∙∙∙N bonds (A= Cl, S, P) can be quite strong, amounting to as much as 10 kcal/mol. The 
binding energy arises from approximately equal contributions from its induction and 
electrostatic components, although the former becomes more dominant for the stronger 
bonds. The induction energy is due in large measure to the transfer of charge from the N 
lone pair to a B-A σ* antibonding orbital of the electron acceptor molecule containing Cl, 
S, or P. These A∙∙∙N bonds typically represent the lowest-energy structure on each 
potential energy surface, stronger than H-bonds such as NH∙∙∙F, CH∙∙∙N, or SH∙∙∙N. 
6-1. Introduction 
Within the context of noncovalent interactions, the hydrogen bond
1-11
 has 
undergone the most exhaustive examination over the years. Its original formulation as 
involving only electronegative atoms like O, N and F has broadened considerably as a 
result of work over the last couple of decades.
12-19
 While its history is perhaps somewhat 
                                                 
1
 Coauthored by Upendra Adhikari and Steve Scheiner. Reproduced with permission from J. Phys. Chem. A 
2012, 116, 3487-3497. Copyright 2012, American Chemical Society. 
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less venerable than that of H-bonds, the halogen bond has been the subject of thorough 
study as well.
20-28
 The fundamental origins of both sorts of interactions are now well 
understood for the most part. 
Unlike these interactions wherein either a H or halogen (X) atom occupies a 
bridging position between two other atoms, recent work in this laboratory
29,30
 has 
identified a fundamentally different sort of noncovalent interaction, one which was 
originally conceived between P and N atoms on different molecules, with no such 
intervening H or X atom. For example, the PH3/NH3 heterodimer
31
 contains a direct 
interaction between the electronegative P and N atoms. A primary source of the stability 
of this complex arises from a certain amount of charge transfer from the N lone pair into 
the σ* antibond of the P-H bond. But unlike a PH∙∙∙N H-bond where this same charge 
transfer might take place, the pertinent H atom is rotated roughly 180º away from the N 
lone pair, so that the charge is transferred into the other lobe of the σ* orbital, on the P 
end of the P-H bond. It was later shown
32
 that while this interaction between simple 
hydride PH3 and NH3 molecules is rather weak, less than 2 kcal/mol, it is magnified if the 
pertinent H atom of the phosphine is replaced by a more electronegative group. For 
example, even a single Cl, F, or NO2 substituent multiplies the binding energy as much as 
fivefold. The ability of a substituent to strengthen the attraction permitted even two 
electronegative N atoms to attract one another, as in the case of FH2N∙∙∙NH3 which is 
bound by 4 kcal/mol.
33
 Interestingly, double or triple halogenation does not further 
amplify this interaction,
34
 a dramatic difference with H-bonding whose strength continues 
to grow as more electron-withdrawing substituents are added to the proton donor 
molecule.   
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Continuing work demonstrated that this noncovalent interaction is not limited to 
N as electron donor atom. Indeed, recent calculations
35
 have shown that viable electron 
donors (D) extend beyond the traditional lone pairs of N and O atoms, and that S can also 
participate. More interesting perhaps, electron density may also be extracted from the C-
C  bonds of alkenes, alkynes and conjugated systems such as benzene. The latter P·· 
interaction is augmented by a secondary electron back transfer, from the P lone pair to the 
* antibonds of the C systems. Together, these two charge transfer effects make such 
P··· bonds quite strong, competitive with the H-bonds associated with even a very 
strong proton donor such as HF. 
P···D interactions are not confined only to dimers in certain well defined 
geometries. Very recent work
36
 has shown that they persist in larger aggregates, 
accounting for the structure of the global minimum, as well as making their presence felt 
in a number of low-lying secondary minima on the potential energy surfaces. 
Experimental confirmation of these sorts of interactions has arisen from examination of a 
number of crystal structures
37-45
 in the literature. It would thus appear that this particular 
interaction is an important one, in the same class as H and halogen bonds, that warrants 
detailed scrutiny. 
Adding to its generality, the P atom of these P···D interactions can be replaced by 
other electron acceptors (A). In particular, P’s neighbors in the second row of the periodic 
table, S and Cl are also viable acceptors, as is third-row As.
46
  In fact, the strength of 
these A···N interactions were barely altered by these replacements. On the other hand, 
these alternate electron-acceptor units studied to this point were limited to the simple 
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hydrides, e.g. SH2 and HCl, which work shows to be particularly weak acceptors. While 
the dependence of the P···N interaction upon the nature of substituents on the P atom has 
been systematically studied,
32
 there is no information available as to how substituents 
might affect the strength or nature of the interaction with other electron-acceptor atoms. 
Although it might be tempting to anticipate that the sensitivity of other atoms should 
mirror that of P, this type of interaction has exhibited some surprises in the past, such as 
the absence of any significant dependence upon the number of substituents.
34
 
The principal thrust of the present work is an elucidation of how the A···N 
interaction is affected by various substituents upon the A atom, with A = S, Cl. So as to 
span a wide range of properties, substituents (B) examined include CH3, CF3, NH2, Cl, 
OH, F, and NO2. NH3 is taken as the common electron donor, so as to permit comparison 
with past study of the P···N bond. For each pair of molecules, the potential energy is 
thoroughly searched for all minima, not just that which contains the direct BA∙∙∙N 
interaction, permitting direct comparison with other sorts of molecular interactions that 
might be present, such as H or halogen bonds. The results show that there is a certain 
degree of commonality between S, Cl, and P as electron acceptor atoms for different 
substituents, just as in the case of unsubstituted hydrides. Regardless of the atom type, the 
interactions are composed largely of electrostatic and induction energy in roughly equal 
measure, with a smaller contribution from dispersion. On the other hand, the three atoms 
differ considerably in the case of F and NO2 substituents, even to the point of reversing 
trends observed for the other substituents. The BA∙∙∙N interaction can be quite strong, 
more than 10 kcal/mol in the case of FCl∙∙∙NH3, which can exceed even strong H-bonds 
as in ClOH∙∙∙NH3. 
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6-2. Computational Methods 
Calculations were carried out via the Gaussian 09 package.
47
  Geometries were 
optimized at the ab initio MP2/aug-cc-pVDZ level which has been shown to be of high 
accuracy, especially for weak intermolecular interactions of the type of interest here
26,48-55
 
where the data are in close accord with CCSD(T) values with larger basis sets
32,56
 and in 
excellent agreement with experimental energetics.
57
 The potential energy surface of each 
dimer was examined to identify all minima, by using a variety of different starting points 
for geometry optimizations. Minima were verified as having all real vibrational 
frequencies. As in the earlier work, E was computed as the difference in energy between 
the dimer, and the sum of the optimized energies of the isolated monomers, corrected for 
basis set superposition error by the counterpoise procedure,
58
 and by zero-point 
vibrational energies. (While many authors refer to E as the interaction energy,59-64 it has 
alternately been denoted as dissociation,
65,66
 stabilization,
67,68
 binding,
69,70
 complexation
71
 
and intermolecular energy.
72
) 
Natural bond orbital (NBO) analysis
73,74
 was carried out via the procedures 
contained within Gaussian.  The interaction energy was decomposed by the symmetry-
adapted perturbation theory (SAPT) procedure,
75,76
 implemented via the MOLPRO set of 
codes,
77
 a technique which is subject to less artifact than Kitaura-Morokuma.
78
  For 
purposes of comparison, some of the dimers were re-optimized within the framework of 
density functional theory, using a number of different variants, as detailed below. 
NH3 was taken as the universal electron donor, paired first with various 
substituted BSH monomers where B = CH3, NH2, CF3, HO, Cl, NO2, and F. The same set 
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of seven substituents were added to the BCl monomer so that S and Cl can be directly 
compared as electron acceptor atoms. When coupled with the earlier results involving 
BPH2, the entire data set allows a systematic comparison across the second row of the 
periodic table.   
6-3. Results 
The potential energy surface of each pair of molecules contained one or more 
minima. Those in which the substituent B was pointed away from the N atom of the 
electron donor are of particular interest, and are illustrated in Figure 6-1 for the S 
acceptor. Although each of these represents a true minimum (with one exception), they 
are not always the global minimum on the surface. (The other minima obtained for each 
dimer are discussed in a later section.) In the single case of CH3SH, the structure 
illustrated in Figure 6-1a is not a true minimum. Like the earlier case of SH2∙∙∙NH3,
46
 the 
structure was optimized by enforcing a single restriction that the θ(CS∙∙∙N) angle be held 
to 180º. Indeed, this particular angle is not far from those that were optimized in the other 
structures in Figure 6-1, with θ(BS∙∙∙N) angles that vary between 171º and 159º. Also 
reported in Figure 6-1 is the counterpoise-corrected binding energy of each structure, 
which varies from a minimum of 1.52 kcal/mol for CH3HS∙∙∙NH3 up to 7.92 kcal/mol for 
FHS∙∙∙NH3. 
The analogous geometries of the BCl∙∙∙NH3 systems are displayed in Figure 6-2 
where there are some strong similarities. Intermolecular distances are comparable to the S 
analogues in Figure 6-1, although the Cl-systems have a stronger tendency toward 
linearity, with θ(BCl∙∙∙N) angles closer to 180º. The primary exception is the weakly 
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bound CH3Cl∙∙∙NH3 with a deviation of 31º from linearity. This structure is also unique in 
that the C3 axis of the NH3 molecule, coincident with its lone electron pair, is turned 
away from the Cl atom, much as in the analogous CH3HS∙∙∙NH3 case in Figure 6-1a. 
The energetics of these complexes are displayed in Tables 6-1 and 6-2 which also 
report the binding energy following incorporation of zero-point vibrational energy 
corrections in the second row. The next row of each table lists the intermolecular 
distance. The range is somewhat wider for the Cl complexes, varying from a maximum of 
3.391 Å for CH3Cl∙∙∙NH3 down to 2.271 Å for FCl∙∙∙NH3. Following the measures of 
linearity, the next three rows involve the charge transfer from the N lone pair to the BS or 
BCl σ* antibonding orbital. The NBO second-order perturbation energy, E(2), for this 
transfer is quite sensitive to the identity of the B substituent, varying from less than 1 
kcal/mol for the methyl substituent, all the way up to 51 kcal/mol for FCl∙∙∙NH3. The 
NBO charge transfer, directly related to E(2) and the orbital energy difference, is reported 
in the next row as Δq and is similarly sensitive to B, achieving a maximum of 120 me for 
the same complex. The succeeding row displays the change in the population of the σ* 
orbital that is the purported recipient of the charge originating from the N lone pair.  
Comparison of this quantity, Δocc, with Δq in the preceding row shows a fairly close 
correspondence in most cases, supporting the notion that the N lone pair is indeed the 
primary source of the increase in the population of this σ* orbital. (There are some 
important exceptions, e.g. the NO2 substituent, which is discussed in more detail below.) 
The last row of Tables 6-1 and 6-2 contains the change in the length of the covalent bond 
which is the recipient of the charge transfer into its σ* antibond. In most cases, this bond 
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elongates, as much as 40-70 mÅ in some cases, but there are exceptions, also discussed in 
more detail below. 
The dependence of the energetics of binding upon the identity of the substituent is 
illustrated graphically in Figure 6-3. In order to make the comparison more thorough the 
data for the S and Cl electron acceptors in Tables 6-1 and 6-2 are supplemented by data 
computed earlier for the P acceptors, with the same substituents.
32
 For the three most 
weakly bound complexes, those binding through Cl are significantly weaker than those 
for S and P which are quite similar to one another. In the middle of the spectrum, for 
substituents OH and Cl, there is little difference between any of the three. The largest 
differences are observed for the NO2 and F substituents. In the former case, the P serves 
as strongest electron acceptor and Cl the weakest, but the situation reverses for F, where 
the Cl atom forms the tightest interaction with NH3. Indeed, the FCl···NH3 complex is 
the most strongly bound of all those examined here, and by a sizable margin. In other 
words, for the NO2 substituent, the binding strength of the various electron acceptor 
atoms with NH3 follows the trend Cl < S < P, but this pattern reverses for the F 
substituent. 
The energetics reported in Tables 6-1 and 6-2 included counterpoise correction of 
the energy of each complex. The geometry optimizations did not itself include 
counterpoise at each step. As a test as to whether including counterpoise correction into 
the optimization algorithm might affect the results, several complexes were taken as test 
cases. The results found almost identical results, with complexation energies differing by 
only 0.1 kcal/mol or less for the two prescriptions. 
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6-3.1. Analysis of Binding Energetics 
Decomposition of the total binding energy into its various components permits a 
helpful analysis of the contributing factors. The elements arising from a SAPT 
decomposition are contained in Tables 6-3 and 6-4. The first point that is apparent is the 
rise in each quantity from left to right. In other words, all components, whether attractive 
or repulsive, grow as the total binding energy climbs. In more detail, both the induction 
and electrostatic contributions follow precisely the same trend as in Figure 6-3. These 
patterns are more obvious when these quantities are plotted.  Figures 6-4 and 6-5 
illustrate the behavior of the electrostatic and induction energies, respectively.  
Comparison with Figure 6-3 verifies the very close coincidence of the patterns. Both ES 
and IND duplicate the binding energy observation that for the NO2 substituents, the 
quantities rise in the order Cl < S < P, whereas the order is reversed for the F substituent. 
And with regard to the induction energy, the NBO value of E(2) that corresponds to the 
transfer of charge from the N lone pair to the B-A * antibonding orbital, the prime 
contributor to the induction energy, obeys the same pattern as well. One might thus 
conclude that the trends exhibited in Figure 6-3 arise from a combination of factors, 
particularly electrostatic and induction energies. 
A scan of the SAPT data reveals that the largest contributing factors in the 
binding of these complexes are ES and IND in roughly equal measure. There is a general 
trend for ES to exceed IND for the more weakly bound complexes, but the latter becomes 
more dominant for the complexes with the stronger substituents on the right side of the 
tables. This dominance by IND is particularly notable in the FCl···NH3 complex where 
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IND is nearly twice the magnitude of ES. Although DISP is comparable in magnitude to 
ES and IND for the weakly bound complexes, it rises considerably more slowly than the 
latter two components as the complexes are strengthened. Consequently, DISP is a more 
minor contributor for these strongly bound complexes, whether P, S, or Cl. 
There are discrepancies between the counterpoise-corrected MP2 binding energies 
in Tables 6-1 and 6-2, and the totals of the SAPT components displayed in the last row of 
Tables 6-3 and 6-4. These differences are due in part to the different methodologies of the 
supermolecule approach for MP2 values and the perturbation theory strategy which 
computes each component directly. There are also distinctions as to how the two methods 
evaluate each segment of the correlation energy. Further, the SAPT total requires the 
geometries of the separate monomers to match their structures in the complex, whereas 
the MP2 binding energy ∆E allows for relaxation of the monomer geometries. 
Earlier work
32
 had indicated that there is a characteristic density shift pattern for 
complexes such as these. More specifically, an increase of density is observed on the N 
lone pair when the complex is formed, in tandem with a larger area of charge loss 
immediately to the right of the electron acceptor atom. Buildup is observed also within 
the B-A bond, as well as on the far side of most of the substituents. The far right, on the 
remote side of the N atom, suffers a substantial loss of charge. While the patterns are very 
much the same for all substituents, there is a general enlargement of the magnitudes as 
one progresses from the weaker to the stronger substituents. This same pattern is noted 
for the S∙∙∙N and Cl∙∙∙N complexes as well. Figure 6-6 illustrates these shifts for a weakly 
(B=NH2) and strongly (B=F) bound complex of both electron acceptor S and Cl type. All 
four contain the same common elements as those described earlier, and the more strongly 
      132 
 
  
bound complexes magnify these effects. The most intense charge shifts arise in the 
FCl···NH3 complex, the most strongly bound of any considered here. These changes are 
large enough that the sectors of charge loss on the two sides of the NH3 molecule, most 
plainly visible in FHS···NH3 in Figure 6-6b, coalesce into one extended red region in 
FCl···NH3. Note that the charge loss on the right side of the NH3 electron donor is too 
weak to be visible at the 0.0005 au contour for the two complexes in which B = NH2. 
It was noted in Figure 6-3 that the binding energy climbs as the substituent B is 
changed incrementally from CH3 to F, with minor exceptions. For the Cl electron 
acceptor, the NO2 substituent causes a substantial drop, with an interaction smaller than 
might otherwise be expected. Figure 6-4 shows that this anomaly occurs in the 
electrostatic component as well, and in fact ES drops for the S acceptor atom as well as 
Cl. The electrostatic potential that surrounds each of the electron-accepting molecules, 
displayed in Figure 6-7, provides some useful cues as to the origin of these trends. The 
three molecules on the left side of Figure 6-7 all include the B = NH2 substituent that 
leads to a fairly weak interaction with the P, S, and Cl electron acceptor atoms in a, b, and 
c, respectively. The three on the far right represent the strong B = F substituent, and the 
NO2 substituent is displayed in the center. Also reported in Figure 6-7 is the SAPT 
electrostatic component of the interaction of each molecule with NH3. 
The most important section of the potential is to the immediate right of each 
molecule, where the lone pair of the NH3 molecule, with its negative potential, is 
approaching. This region is blue, i.e. positive, in all three cases where B = NH2, 
consistent with an attractive electrostatic term. However, this attraction is compromised 
to some extent by the negative red regions that are nearby, so the ES components are not 
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overly negative. There are no such red regions to the right of the other six molecules in 
Figure 6-7. When combined with the larger, more extensive blue contours, this 
observation accounts for the more negative ES quantities. The lack of such red regions 
immediately surrounding the Cl, S, and P atoms in some cases might be at first surprising 
given their electronegativity. On the other hand, these atoms are bound to very electron-
withdrawing groups in some cases, which act to pull density away from them, and thus 
impart to them a positive partial charge which can be very substantial. 
It is tempting to try to take a further step in this analysis by comparing the various 
values in each column of Figure 6-7. However, the correlation is not immediately 
obvious. Taking the B = F substituent as an example, ES grows quickly, approximately 
doubling, as one progresses from P to S to Cl. However, comparison of the contours to 
the right of Figures 6-7g-i do not show any striking dissimilarities, not enough to account 
for such a large change in ES. Nor is it clear from Figures 6-7f and i why the ES term for 
FCl is more than thrice the value for NO2Cl. Of course, ES is very sensitive to the 
intermolecular separation as well.  The much shorter distance of 2.271 vs 2.791 Å for the 
complexes of FCl and NO2Cl with NH3 most certainly contribute to the larger ES in the 
former complex. But in summary, the differences in the monomer electrostatic potentials 
do not in and of themselves fully explain the trends in the various systems. 
And indeed, Figure 6-5 shows that the induction energy makes quite an important 
contribution, larger in some cases than ES, especially for the more strongly bound 
complexes. As mentioned above, the primary contributor to the induction energy is the 
transfer of charge from the N lone pair to the B-A σ* antibonding orbital of the electron 
acceptor molecule. Just as the ES term is considerably larger for FCl∙∙∙NH3 than for 
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NO2Cl∙∙∙NH3, by a factor of 3.5, this magnification is even greater for the IND term, a 
factor of 6. There is a similar amplification factor in the NBO E(2) terms, which are 9.1 
and 51.5 kcal/mol, respectively. Again, some of this enlargement is due to the much 
shorter intermolecular separation, but one is still left wondering as to the ultimate cause 
of this much stronger interaction. This stronger charge transfer for FCl cannot be 
attributed to a better energetic alignment with the N lone pair.  The NBO energy of the σ* 
orbital rises on going from NO2Cl to FCl, which would have the opposite effect of 
reducing the Nlp/σ*(BA) interaction. 
Another distinction between the P, S, and Cl atoms as partners in complexes with 
NH3 has to do with pendant H atoms. In principle, such atoms could form a H-bond with 
the N atom, supplementing the strength of the interaction. However, such H-bonds are 
ruled out by NBO analysis which indicates none of the Nlp→σ*(AH) charge transfer that 
is characteristic of such a bond. And the absence of such a H-bond is also supported by 
geometrical principles. Whereas a AH··N H-bond is expected to be approximately linear, 
the nonlinearity for the structures in Figure 6-1 is quite large, varying between 71° and 
89°. The r(H···N) distances are also longer than anticipated for H-bonds, in the 2.54 - 
3.34 Å range.  
6-3.2. Source of Behavior of NO2 Substituent 
Comparison of the Δq and Δocc rows of Tables 6-1 and 6-2 aids in understanding 
the source of this discrepancy. Whereas these two values are reasonably close in value to 
one another for most complexes, this is not the case for the NO2 substituents. Δocc is 
only half the value of Δq for NO2HS∙∙∙NH3; these two quantities actually have different 
      135 
 
  
sign for NO2Cl∙∙∙NH3. More detailed inspection of the orbital occupations reveals a 
possible source of this discrepancy. While the NBO perturbation treatment reveals that 
some charge does indeed transfer into the Cl-N σ* orbital, it does not remain there. A 
good deal of charge moves on to the O lone pairs of the NO2 group. A lone pair on each 
of these two oxygens shows a charge increase of 36 me, for a total of 72 me, which 
exceeds the 26 me originally deposited into the Cl-N σ* orbital. As a result the latter 
antibond actually suffers a loss of population, with occ dropping by 50 me. It is this 
diminished occupation of this antibond which is the origin of the shortening of the Cl-N 
bond when the NO2Cl∙∙∙NH3 complex is formed, contrary to the usual observation of a 
stretch of the B-Cl bond, as seen in the other complexes. There is a similar pattern in the 
NO2SH analogue, albeit to a smaller extent. In this case, only 26 me winds up on the NO2 
O lone pairs. Progressing along the periodic table row, there is no such noticeable effect 
for the NO2PH2 complex, as Δq and Δocc are nearly identical. 
As another indication of this phenomenon, the formation of the NO2Cl∙∙∙NH3 
complex raises the natural negative charges of the O atoms by 44 me, but only half that 
amount in the S and P analogues. This diminishing effect from Cl to S to P may be 
associated with the eigenvalues of the σ*(A-NO2) antibonding orbital. As one progresses 
from Cl to S to P, this energy rises from -0.01 to +0.16 to +0.20 au. This rise takes this 
orbital further away from the energies of the relevant O lone pairs, which lie at -0.5 au. 
The deteriorating energy match would be expected to reduce the ability of the orbitals to 
interact, thereby decreasing the ability of charge to transfer away from the σ*(A-NO2) 
antibonding orbital. And finally, a simplistic Lewis-type view of the NO2 substituent is 
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based on a pair of resonance diagrams in each of which the O atom with the negative 
charge is connected to the N by a single bond, and the other by a double bond. This 
picture is consistent with the lengthened N-O bonds in the NO2Cl∙∙∙NH3 complex since 
the O atoms acquire more negative charge, and more single (longer) bond character. 
One last consideration has to do with the use of the singlet state for the NO2 
derivatives. A number of other research groups
59,79-81
 have also treated the singlet state in 
the same molecules considered here: ClNO2 and SHNO2 and PH2NO2, and the closely 
related FNO2, CH3SNO2, BrNO2, SeHNO2, and AsH2NO2, including their complexes 
with electron donors, all to good effect, and with no hints that a triplet might be more 
appropriate or would seriously contaminate the results. Our own calculations confirm the 
findings of the earlier groups, as the singlet is more stable than the triplet by more than 90 
kcal/mol. The HOMO-LUMO separation is 13 eV, also arguing against substantial 
contamination. 
6-3.3. Alternate Minima 
As mentioned earlier, the structures illustrated in Figures 1 and 2 are not 
necessarily the global minimum for each complex. Examination of the alternate minima 
in the potential energy surfaces enable a comparison of the BA···N type of interaction 
with others which these molecules are capable of engaging in. Taking the ClOH molecule 
as an example, the hydroxyl group represents a potent proton donor. It hence comes as no 
surprise that a structure containing a OH···NH3 H-bond is more than twice as strongly 
bound as the OCl···N complex in Figure 6-2d, with a binding energy of 10.0 kcal/mol. 
While not quite as strong a proton donor, the amino group too engages in H-bonds, so the 
      137 
 
  
ClNH···NH3 H-bonded structure represents the global minimum on the NH2Cl···NH3 
surface, bound by 5.5 kcal/mol. Hence, while the OCl···N and NCl···N bonds are 
reasonably strong, with binding energies of 4.1 and 1.5 kcal/mol, respectively, they are 
both overshadowed by conventional H-bonds. 
It should be mentioned at this point that the surfaces also contain what have been 
termed “reverse” H-bonds36,82 in which the NH3 molecule is rotated 180º from its normal 
orientation. More specifically, this reorientation replaces the large lobe of the N lone pair 
by its smaller partner lobe, also oriented along the C3 axis, but pointing toward the three 
H atoms, rather than away from them. Such reverse H-bonds are understandably much 
weaker than their more standard cousins. For example, the reverse OH∙∙∙N H-bond 
amounts to 1.6 kcal/mol, only 15% that of the regular OH∙∙∙N complex. There is also a 
minimum on the ClOH/NH3 surface which corresponds to a reverse OCl∙∙∙N bond, bound 
by 1.0 kcal/mol, compared to 4.1 kcal/mol for the stronger OCl∙∙∙N interaction. Like the 
OH substituent, the NH2 group too is involved in such reverse bonds. Both the NCl∙∙∙N 
complex in Figure 6-2 and the more strongly bound NH∙∙∙N structure mentioned above 
have reverse analogues, both of which are bound by 1 kcal/mol or less. 
The CF3 group presents some additional options as well. The F atom is a 
reasonably strong proton acceptor, so can engage in NH···F H-bonds with NH3. There 
are indeed several minima on the surface of CF3Cl···NH3, but even two or more NH···F 
H-bonds cannot compete with the CCl···N interaction in Figure 6-2c, all bound by less 
than 1 kcal/mol. One might expect the O atoms of the nitro group could form fairly 
strong NH···O H-bonds with NH3. However, no minima of this sort appear on the 
NO2Cl···NH3 surface, leading to the conclusion that the NCl···N interaction will 
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predominate over any competing structures that might contain NH···Cl H-bonds. As in 
the earlier discussions, the NO2 group behaves somewhat uniquely. There is an extensive 
region of positive electrostatic potential above the plane of the ClNO2 molecule, 
particularly above the N atom. This region attracts the lone pair of the NH3 molecule to 
form a complex about 1 kcal/mol more strongly bound than that illustrated in Figure 6-2f. 
The most stable structure in this dimer can thus be characterized as dominated by 
electrostatics, since there are no other specific interactions present in this complex. 
The situation is simpler for the Cl-Cl and Cl-F dihalides where there is less 
variety in terms of possible interacting groups. The structures in Figure 6-2 are thus 
global minima, and by a sizable margin. 
A glance at the structure in Figure 6-2a suggests that the NH3 lone pair is not 
pointing toward the Cl atom, but is turned upward, leading to a null value of the 
corresponding E(2). This misalignment can be attributed primarily to electrostatics.  In 
contrast to the other BCl monomers, the CH3 group is insufficiently electronegative to 
create a region of positive potential near the Cl atom, a so-called -hole.  The ensuing 
negative potential there repels the N lone pair, causing it to rotate in the direction 
illustrated in Figure 6-2a. In fact, the global minimum for the CH3Cl∙∙∙∙NH3 complex, 
bound by 2.8 kcal/mol, is one which contains a pair of weak H-bonds, NH∙∙∙F and 
CH∙∙∙N. A secondary minimum, also more strongly bound than that in Figure 6-2a, has 
the NH3 lone pair approaching the end of the CH3Cl molecule directly opposite Cl, 
forming what might be described as a trifurcated set of CH∙∙∙N H-bonds. This structure is 
quite consistent with the electrostatic potential of CH3Cl, positive on the methyl end, so 
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could alternately be described as the simple interaction between the dipole moments of 
the two monomers. 
Rather similar arguments pertain to the CH3SH analogue. As indicated above, the 
weakly bound complex between CH3SH and NH3 in Figure 6-1a is not a true minimum, 
but is obtained only after the θ(CS∙∙∙N) angle is held fixed at 180º. Just as in Figure 6-2a, 
the NH3 lone pair is not pointing toward the S atom, but is turned upward toward the SH 
proton, and again this is due to the failure of the methyl group to induce a positive -hole 
near the S atom. The SH group differs in an important and fundamental way from Cl in 
that the former is a potential proton donor, which leads to additional possibilities. And 
indeed, the global minimum of the CH3SH/NH3 dimer, bound by 2.8 kcal/mol, is 
stabilized primarily by a SH∙∙∙N H-bond. Another minimum, slightly less stable, would 
appear to be largely electrostatic in nature, with positive regions of one molecule 
overlapping negative areas of its partner. Finally, as in the CH3Cl analogue, the NH3 lone 
pair approaches the CH3 group directly in another minimum which can be described as a 
trifurcated set of CH···N H-bonds. 
Even in the case of the simple halogen substituents, the proton on the SH group 
adds more options. In addition to the global minima pictured in Figures 6-1e and 6-1g, 
there are alternate minima for FSH/NH3 and ClSH/NH3 where the primary SH···N H-
bond is supplemented by another that occurs between the halogen and a NH of the NH3 
molecule. In the case of ClSH∙∙∙NH3, this structure is within only 0.1 kcal/mol of the 
global minimum in Figure 6-1e. Both heterodimers also contain minima that are similar 
to the primary XS∙∙∙N bond, except that the halogen atom is exchanged with a H to form a 
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weaker HS∙∙∙N complex. Unlike Cl, the strongly electronegative F atom can engage in a 
linear NH∙∙∙F H-bond, a structure which is second in stability only to the FS∙∙∙N complex 
in Figure 6-1g. 
This SH group also adds further minima to the cases of the OH and NH2 
substituents, structures which contain a pair of bent H-bonds. In the case of OHSH/NH3, 
for example, SH∙∙∙N and NH∙∙∙O H-bonds are present, and the complex is bound by a total 
of 3.9 kcal/mol, but still less stable than the structure of interest in Figure 6-1d. The SH 
donor group plays a more important role in the case of CF3SH. Several weak NH···F H-
bonds are combined with a stronger SH···N interaction to yield a structure that is more 
stable than that in Figure 6-1c by 2.6 kcal/mol.   
It was mentioned above that there is a minimum in the NO2Cl/NH3 surface in 
which the N lone pair approaches above the plane of the NO2Cl molecule. There is a 
similar minimum in the case of the HSNO2 analogue, but less stable since the positive 
region above the plane of this molecule is much less extensive. Instead, the global 
minimum for HSNO2/NH3, more stable than that in Figure 6-1f, is one which contains 
both a NH∙∙∙O and a SH∙∙∙N H-bond. 
In summary, then, OH and NH2 are potent proton donors, and will generally form 
OH∙∙∙N and NH∙∙∙N H-bonds that are stronger than the OCl∙∙∙N and NCl∙∙∙N interactions. 
The halogens are weak proton acceptors so that any possible NH∙∙∙X H-bonds, whether in 
XCl or in F3CCl cannot compete effectively with the XCl∙∙∙N interaction. The NO2 
substituent prefers to interact with NH3 via an almost purely electrostatic interaction, 
taking advantage of the large positive region above the molecular plane of ClNO2. These 
same trends are true as well when the Cl electron acceptor is replaced by the SH group. 
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However, the latter group is capable of forming SH∙∙N H-bonds which, although weaker 
than most of the BS∙∙∙N bonds, nonetheless contribute to the stability of certain secondary 
minima. The primary distinction occurs in the case of the NO2 substituent which 
strengthens SH as proton donor to the point where the global minimum contains a SH∙∙∙N 
H-bond, supplemented by an weaker NH∙∙∙O interaction. There are a number of reverse 
minima, all of which are rather weakly bound.         
6-3.4. Test of Various DFT Functionals 
As indicated above, MP2/aug-cc-pVDZ calculations of the sort applied here have 
an excellent record of handling a variety of noncovalent interactions. The computed data 
can hence be used as a benchmark by which to assess the accuracy of an assortment of 
DFT approaches, all of which are anticipated to be much more parsimonious of computer 
resources, and might be used to perform calculations on much larger systems. In order to 
test the reliability of potential DFT approaches, two separate systems were considered. 
The dimer containing HSF and NH3 was taken as representative of those which contain a 
very strong FS∙∙∙N interaction. On the other end of the continuum, calculations were also 
performed for a much more weakly bound complex, that between NH2SH and NH3. So as 
to provide a balanced approach, it is important that any method accurately portray not 
only the BS···N configuration which is the focus of this work, but also any other minima 
that lie upon each potential energy surface, some of which may contain H or halogen 
bonds. Beginning with all the minima previously optimized at the MP2/aug-cc-pVDZ 
level, each structure was subjected to a full geometry optimization with a variety of DFT 
functionals. The particular methods chosen for examination included B3LYP,
83,84
 BP86,
85
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PBEPBE,
86
 and M06
87
 and M05-2X.
88,89
 The binding energies were all corrected for basis 
set superposition error by the counterpoise technique. 
Table 6-5 reports the binding energies computed by each such method for the 
FSH/NH3 heterodimer, all corrected by the counterpoise procedure. The first column 
numbers each such structure in order of diminishing stability at the MP2/aug-cc-pVDZ 
level, and the next column reports the dominant attractive interaction(s) in the structure.  
There are several points on which all methods agree. The FS∙∙∙N bond displayed in Figure 
6-1g represents the most stable of all minima. All the DFT methods overestimate its 
binding energy, particularly PBEPBE. The latter method, as well as B3LYP, does not 
predict a minimum corresponding to structure 2, stabilized by a NH∙∙∙F H-bond, although 
it is second only to FS···N in stability. The other DFT procedures are little better in this 
regard, all computing binding energies less than 1 kcal/mol, compared to 5.5 kcal/mol for 
MP2. The next two minima are better handled by the DFT procedures, despite a small 
degree of overestimation for structure 3. Note that these two minima, like geometry 2, all 
contain a NH···F H-bond, so this inability to handle the latter structure seems 
inconsistent. 
The last three minima in Table 6-5 contain “reverse” bonds in which the NH3 
molecule is turned 180º from its normal orientation, so that the smaller lobe of the N lone 
pair takes the place of the major lobe which is the usual electron donor in H-bonds. In the 
case of minimum 5, the smaller N lobe donates charge to the SF σ* orbital, and is hence 
designated as reverse FS∙∙∙N; replacement of the F by H leads to minimum 7 with its 
reverse HS∙∙∙N. As one might expect, such reverse bonds are considerably weaker than 
their more common cousins, here producing a binding energy on the order of 1 kcal/mol 
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at the MP2 level, even when augmented by a secondary H-bond. Most of the DFT 
methods, with the exception of B3LYP, exaggerate the strength of the reverse FS∙∙∙N of 
minimum 5. On the other hand B3LYP finds no minimum for structure 7, true also of 
M05-2X and BP86 (although the latter identifies a minimum with energy equal to that of 
the isolated monomers). In general, then, the concept of reverse noncovalent bonds is 
supported by the DFT calculations, with some exceptions. In summary, all the DFT 
methods have difficulties with minimum 2 which is dominated by a NH∙∙∙F H-bond. With 
that understood, the B3LYP method probably offers the best overall balance in terms of 
reproducing the MP2 data. 
Turning next to the NH2SH/NH3 heterodimer, the NS∙∙∙N complex of primary 
interest is not the global minimum, and is in fact the least stable of the four minima on 
the potential energy surface. The data in the last row of Table 6-6 indicate that B3LYP 
and BP86 underestimate the stability of this structure, which is most accurately portrayed 
by PBEPBE. The M06 stability is slightly overestimated, but perhaps most surprising, the 
M05-2X procedure finds no minimum with this sort of bonding. All the DFT procedures 
agree with MP2 that the global minimum is a cyclic structure containing both a NH∙∙∙N 
and NH∙∙∙S H-bond, and there is reasonably close coincidence concerning its binding 
energy. The same is generally true for the other two minima on the surface, although 
BP86 mistakenly finds structures 2 and 3 to be of equal energy. One might note the 
presence of another reverse H-bond, this one of the SH∙∙∙N type, in minimum 3. As in the 
earlier dimer, the various DFT methods perform credibly with this type of interaction. In 
summary, the various DFT methods are reasonably reliable, and place the four minima in 
the correct order. There is an exception for M05-2X which cannot be used to examine the 
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NS∙∙∙N geometry; the B3LYP and BP86 functionals correctly identify this structure, but 
underestimate its strength. 
6-4. Summary 
As was shown earlier in the case of simple hydrides, the Cl, S, and P atoms can all 
participate in a direct noncovalent bond with an electron donor N atom.  Substitution of 
the H atoms by progressively stronger electron withdrawing substituents enhances the 
strength of the interaction.  The order of strengthening follows the general pattern CH3 < 
NH2 < CF3 < OH < Cl < NO2 < F, but this pattern is not uniform for all three atoms. The 
bond strengths are nearly identical among S and P for the first three substituents, with a 
weaker Cl···N interaction; the bond strengths for B = OH and Cl are similar for all three 
atoms. The greatest divergence occurs for NO2 and F. Whereas the Cl···N bond is 
anomalously weak for B=NO2, the situation reverses entirely for B = F where the 
FCl···NH3 complex is strongest of all, bound by more than 10 kcal/mol. In contrast, the 
P···N bond is stronger than the other two for NO2 but weakest for B = F. 
The BA···N bond has similar origins for all three A atoms. Electrostatic and 
induction energies are roughly equal contributors, although the latter becomes 
progressively more important as the strength of the bond increases. Dispersion plays a 
smaller role, particularly for the most strongly bound complexes. All three of these 
components follow trends similar to that of the total binding energy. The dominant 
contributor to the induction energy arises from the charge transfer from the N lone pair 
into the vacant BA * antibonding orbital. The increased occupation of this orbital is 
responsible for the observed stretch of the corresponding covalent bond. 
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Three-dimensional maps of the shifts of total electron density that accompany 
formation of each complex are very similar regardless of the identity of the electron-
accepting A atom. Consideration of the electrostatic potentials surrounding each subunit 
provide useful insights into the geometries adopted by each complex as well as the 
binding energy. 
The behavior of the NO2 substituent is different than that of the other substituents 
in a number of ways. For example, the Cl-N bond of ClNO2 is shortened, rather than 
lengthened by its interaction with NH3. These differences appear to arise from the fact 
that this group contains multiple non-hydrogen atoms. The electronic structure of the 
entire substituent, not just the B atom, adjusts to the incoming density from the NH3 
electron donor. In the case of NO2, a good deal of this new density bypasses the Cl and N 
atoms and winds up on the lone pairs of the two O atoms. Further study will be required 
to determine whether this distinctive behavior is characteristic only of the NO2 group, 
with its internal resonance, or is common to other larger substituents. 
Comparison of the stabilities of the various minima on each surface enable 
detailed scrutiny of the different sorts of noncovalent bonds that can be present. For 
example, the rather strong OH···N H-bond that might occur in the case of the OH 
substituent is preferred over the alternative OHA···N interaction; similar considerations 
apply to the amino group, although the preference for the weaker NH···N H-bond is 
correspondingly weaker. The weaker proton-accepting ability of the F atom makes any 
potential NH···F H-bonds too weak to compete with the BA···N bonds, also true of the 
CH···N H-bonds that could arise with the methyl substituent. Contrary to what one might 
expect, the O atoms of the NO2 group serve as surprisingly weak proton acceptors. 
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Instead, this group interacts with a NH3 molecule via its positive electrostatic potential 
region, located above the molecular plane. Although not the strongest of proton donors, 
the SH group can engage in SH···N H-bonds. These H-bonds can compete with BS···N 
interactions, but only when combined with a secondary H-bond as well. Exhaustive 
examination of the potential energy surfaces also reveals the presence of minima which 
contain “reverse” H-bonds, in which the NH3 molecule is oriented so that the major N 
lone pair lobe is replaced in the interaction by its smaller counterpart lobe. These 
interactions are weak and in no case represent a global minimum. 
Given the similarities of the properties of the complexes in which A=P, S with 
A=Cl, it is tempting to consider halogen bonds as a subset of the BA∙∙∙N noncovalent 
bonds under discussion here. Of course, such a designation may be premature, as the only 
halogen atom subjected to this particular detailed analysis to this point is Cl. 
Furthermore, the various electron-acceptor molecules have been paired only with a very 
small and simple N-containing NH3. There may be important differences that will be 
revealed for larger and more complex subunits.  For example, an earlier work
31
 noted 
some fundamental distinctions between H3P∙∙∙NH3 and CH3Br∙∙∙OCH2. A more 
systematic and thorough comparison might be in order, one in which the same electron 
acceptor molecule is used for both complexes, and the A atoms in the two complexes 
come from the same row of the periodic table. 
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Table 6-1. Energetic (kcal/mol), geometric, and electronic aspects of BHS∙∙∙NH3 
complexes. 
 
 
a
zero-point vibrational energy correction 
b
evaluated at 25 C 
c
NBO perturbation energy corresponding to Nlp→σ*(BS) charge transfer, computed at 
SCF level 
d
Nlp→σ*(BS) charge transfer, computed as 2*(Fij/Δεij)
2
   
e
change in occupation of B-S σ* NBO orbital  
 
 
 
Table 6-2. Energetic (kcal/mol), geometric, and electronic aspects of BCl∙∙∙NH3 
complexes. 
 
 CH3 NH2 CF3 OH Cl NO2 F 
ΔE -0.78 -1.48 -2.38 -4.08 -4.98 -2.63 -10.36 
ΔE+ZPE -0.33 -0.74 -1.63 -2.80 -3.66 -1.56 -8.22 
R(Cl···N) Å 3.391 2.980 3.040 2.662 2.553 2.791 2.271 
θ(BCl···N)  149 174 180 178 179 180 180 
∆H (298 K) -0.75 -0.28 -1.13 -2.73 -3.89 -1.32 -8.94 
∆Sb, cal mol-1 K-1 -25.59 -17.39 -12.37 -21.71 -25.79 -21.76 -31.00 
∆G (298 K) 6.88 4.92 2.56 3.74 3.80 5.17 0.30 
E(2), kcal/mol 0 3.25 2.11 11.53 17.64 9.10 51.48 
Δq, me 0.0 6.7 4.2 25.2 42.7 26.3 120.0 
Δocc, me 0.2 8.8 -0.9 32.1 53.9 -49.9 127.4 
Δr(B-Cl), mÅ -0.7 6.1 6.0 23.7 46.9 -60.6 73.4 
        
 CH3 NH2 CF3 OH Cl NO2 F 
ΔE -1.52 -2.30 -3.38 -4.05 -5.44 -5.62 -7.92 
ΔE+ZPEa -0.69 -1.35 -2.46 -2.67 -3.90 -4.15 -5.77 
R(S···N) Å 3.247 3.059 3.102 2.802 2.658 2.758 2.466 
θ(BS···N)  180 165 159 170 170 168 171 
∆H (298 K) -1.80 -1.01 -2.06 -2.61 -3.91 -4.06 -6.17 
∆Sb, cal mol-1 K-1 -19.06 -21.98 -21.13 -25.30 -26.75 -24.57 -30.52 
∆G (298 K) 3.88 5.54 4.24 4.93 4.06 3.26 2.93 
E(2)
c
, kcal/mol 0.35 2.85 2.31 8.98 15.84 12.15 27.96 
Δqd, me 0.7 5.4 4.3 17.6 35.8 26.8 57.3 
Δocce,  me 1.6 8.1 2.8 24.7 45.3 13.7 71.5 
Δr(B-S), mÅ -1.0 3.9 -2.9 15.4 38.6 -2.9 41.0 
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Table 6-3. SAPT components, kcal/mol, of interaction energies for BHS∙∙∙NH3 
complexes. 
 
 CH3 NH2 CF3 OH Cl NO2 F 
ES -2.37 -4.65 -6.28 -10.00 -15.16 -13.85 -24.35 
EX 2.80 5.37 5.34 11.70 18.91 13.65 30.97 
IND  -1.13 -3.72 -3.97 -10.35 -17.85 -13.31 -33.86 
IND + EXIND -0.22 -0.65 -0.82 -1.70 -3.15 -2.57 -6.08 
DISP -2.02 -2.76 -2.56 -4.19 -5.53 -4.45 -7.34 
DISP+EXDISP -1.75 -3.61 -2.10 -3.29 -4.24 -3.50 -5.52 
TOTAL -1.54 -3.54 -3.86 -3.29 -3.64 -6.27 -4.98 
 
 
 
Table 6-4. SAPT components, kcal/mol, of interaction energies for BCl∙∙∙NH3 
complexes. 
 
 CH3 NH2 CF3 OH Cl NO2 F 
ES -0.98 -3.73 -5.10 -11.53 -16.33 -9.97 -35.93 
EX 1.55 5.92 5.07 15.70 23.27 10.91 51.43 
IND  -0.49 -5.15 -4.58 -16.38 -24.77 -11.32 -67.20 
IND + EXIND -0.09 -0.73 -0.70 -2.11 -3.43 -1.77 -11.14 
DISP -1.34 -2.55 -2.19 -4.44 -5.61 -3.65 -8.98 
DISP + EXDISP -1.19 -2.05 -1.78 -3.42 -4.23 -2.87 -6.59 
TOTAL -0.71 -0.59 -2.51 -1.36 -0.72 -3.7 -2.23 
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Table 6-5. Counterpoise corrected interaction energies (E, kcal/mol) computed by MP2 
and various DFT methods, for FSH/NH3 heterodimer, all with aug-cc-pVDZ basis set. 
Second column indicates primary molecular interactions present in each structure. 
 
  MP2 B3LYP BP86 PBEPBE M05-2X M06 
1 FS∙∙∙N -7.92 -8.36 -10.58 -11.66 -9.00 -9.75 
2 NH∙∙∙F -5.48 - -0.13 - -0.98 -0.61 
3 SH∙∙∙N 
NH∙∙∙F 
-4.77 -4.68 -5.29 -6.19 -5.24 -5.35 
4 HS∙∙∙N 
NH∙∙∙F 
-1.99 -1.15 -0.98 -2.01 -2.55 -2.57 
5 reverse 
FS∙∙∙N 
-1.26 -1.20 -2.70 -3.68 -2.39 -2.78 
6 NH∙∙∙F 
reverse 
SH∙∙∙N 
-0.98 -0.46 -0.23 -1.25 -1.40 -1.12 
7 NH∙∙∙F 
reverse 
HS∙∙∙N 
-0.91 - +0.01 -0.96 - -1.10 
 
 
 
Table 6-6. Counterpoise corrected interaction energies (E, kcal/mol) computed by MP2 
and various DFT methods, for NH2SH/NH3 heterodimer, all with aug-cc-pVDZ basis set. 
Second column indicates primary molecular interactions present in each structure. 
 
  MP2 B3LYP BP86 PBEPBE M05-2X M06 
1 NH∙∙∙N 
NH∙∙∙S 
-4.80 -4.04 -4.10 -5.12 -5.12 -5.25 
2 NH∙∙∙N 
SH∙∙∙N 
-4.05 -2.85 -3.09 -4.18 -4.32 -4.28 
3 NH∙∙∙N 
reverse 
SH∙∙∙N 
-2.36 -1.73 -3.09 -2.44 -2.66 -2.55 
4 NS∙∙∙N -2.30 -1.31 -1.27 -2.17 - -2.62 
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Figure 6-1. Optimized geometries of the BHS∙∙∙NH3 complexes for B = a) CH3, b) NH2, 
c) CF3, d) OH, e) Cl, f) NO2, and g) F.  Distances in Å and angles in degrees.  
Counterpoise-corrected binding energies E (kcal/mol) in blue. 
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Figure 6-2. Optimized geometries of the BCl∙∙∙NH3 complexes for B = a) CH3, b) NH2, 
c) CF3, d) OH, e) Cl, f) NO2, and g) F.  Distances in Å and angles in degrees.  
Counterpoise-corrected binding energies E (kcal/mol) in blue. 
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Figure 6-3. Binding energies of the BA∙∙∙NH3 complexes for various B substituents.  
Electron acceptor atoms are as indicated Cl, S, and P. 
 
 
 
 
 
Figure 6-4. Electrostatic components of the BA∙∙∙NH3 complexes for various B 
substituents.  Electron acceptor atoms are as indicated Cl, S, and P. 
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Figure 6-5. Induction energies of the BA∙∙∙NH3 complexes for various B substituents.  
Electron acceptor atoms are as indicated Cl, S, and P. 
 
 
 
 
 
Figure 6-6. Density shifts occurring in the indicated BA∙∙∙NH3 complexes upon 
formation of each complex.  Blue regions indicate density increase, red a decrease.  
Contours are shown at the 0.0005 au level. 
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Figure 6-7. Electrostatic potentials around several of the electron acceptor molecules.  
Blue regions indicate positive potential, negative by red.  Contours are shown at the 0.02 
au level.  Numbers refer to SAPT ES components (kcal/mol) of the interaction of each 
monomer with NH3. 
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CHAPTER 7 
EFFECTS OF CARBON CHAIN SUBSTITUENTS ON THE P···N NONCOVALENT 
BOND
1
 
Abstract  
The effects of carbon chains placed on the electron-accepting P atom of a P···N 
bond are examined via ab initio calculations. Saturated alkyl groups have a mild 
weakening effect, regardless of chain length. In contrast, incorporation of double bonds 
into the chain strengthens the interaction, C≡C triple bonds even more so. These effects 
are only slightly enhanced by additional conjugated double bonds or an aromatic ring. 
Placing F atoms onto the carbon chains strengthens the P···N bond, but only by a small 
amount, which wanes as the F atom is displaced further from the P along the chain. 
7-1. Introduction 
The H-bond is one of the most venerated and well studied sorts of molecular 
interaction  [1-3]. The attractive nature of this bond is due in large part to a transfer of 
charge from the lone pair of the proton-acceptor molecule to the A-H σ* antibond of the 
proton donor. Later observations have shown that such a transfer can also take place to a 
C-X antibond in which X represents atoms Cl, Br, or I, known more commonly as a 
halogen bond [4-12]. Other work [13-17] suggested that chalcogens (e.g. S and Se) might 
be able to replace halogens, which has been confirmed more recently [18-20] (although 
there remains some lingering question about S···S bonds [21]). 
                                                 
1
 Coauthored by Upendra Adhikari and Steve Scheiner. Reproduced with permission from Chem. Phys. 
Lett. 2012, 536, 30-33. Copyright 2012, Elsevier. 
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Following up on some earlier indications [22-26], our own group considered the 
possibility that pnicogens such as P and N might also participate in noncovalent 
interactions of a similar type. It was found, for example, that the PH3/NH3 heterodimer 
[27] contains a direct interaction between the electronegative P and N atoms, relying 
upon charge transfer from the N lone pair into the σ* antibond of the P-H bond that is 
turned away from the N. It was later shown [28] that interaction is magnified if the 
pertinent H atom of the phosphine is replaced by a more electronegative group. The 
ability of a substituent to strengthen the attraction permitted even two electronegative N 
atoms to attract one another, as in the case of FH2N∙∙∙NH3 which is bound by 4 kcal/mol 
[29]. The pnicogen bond is persistent enough to represent the dominant form of 
interaction in clusters of relevant molecules [30]. Surprisingly, and in striking contrast 
with H-bonding, double or triple halogenation does not further amplify this interaction 
[31]. This noncovalent interaction is not limited to electron donor N, as O and S can also 
participate, and electron density may also be extracted from the C-C  bonds of alkenes, 
alkynes and conjugated systems such as benzene. The strength of the interaction is fairly 
insensitive to the nature of the electron-acceptor atom [32], whether P, S, Cl, or As. 
Computations since that time have verified many of the above conclusions.  The 
attractive  nature of the P···P pnicogen bond was confirmed [33] at high levels of theory, 
as was the ability of electron-withdrawing substituents to strengthen the bond. The 
potency of FH2P to serve as electron acceptor, and the importance of induction energy, 
was verified by Del Bene et al [34,35] as was the correlation between the binding energy 
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and the intermolecular distance.  Buhl et al. [36] have extended the concept of a pnicogen 
P···P bond to an intramolecular context. 
Most of the substituents that have been added to the electron-accepting pnicogen 
atom to this point have been fairly electronegative, e.g. F, NO2, and Cl. From a practical 
standpoint, it is anticipated that the pnicogen will commonly be bonded to carbon-
containing chains. However, the only such groups that have been considered to this point 
are the methyl groups. There thus remain a number of unanswered questions. How might 
the pnicogen bond be affected if the alkyl chain is lengthened, e.g. ethyl, propyl, etc? 
What would be the effects of unsaturated chains which contain double or triple bonds? 
How might addition of halogen atoms to the carbon chain alter the pnicogen bond? 
The present work is an attempt to answer the above questions. The base system 
considered contains the pnicogen bond formed between RPH2 and an electron donor 
(NH3). As the R group, methyl, ethyl, and propyl allow us to monitor the pnicogen bond 
in terms of the length of the chain. Double and triple bonds are considered via -CH=CH2 
and -C≡CH, with elongations considered by adding methyl groups to the growing chain. 
The possibility of conjugation is taken into account via the butadienyl -CH=CH-CH=CH2 
group, and aromaticity via a phenyl group. In each case, F atoms were added at various 
locations on the chain so as to provide information about how the proximity of these 
atoms affects the system. 
7-2. Computational Methods 
The Gaussian 09 package [37] was used to perform all calculations. Geometries 
were optimized at the ab initio MP2/aug-cc-pVDZ level which has been shown to be of 
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high accuracy, especially for weak intermolecular interactions of the type of interest here 
[11,38-41] where the data are in close accord with CCSD(T) values with larger basis sets 
[28,42,43] and in excellent agreement with experimental energetics [44]. Interaction 
energies were computed as the difference in energy between the dimer, and the sum of 
the optimized energies of the isolated monomers, corrected for basis set superposition 
error by the counterpoise procedure [45]. Natural bond orbital (NBO) analysis [46,47] 
was carried out via the procedures contained within Gaussian. 
7-3. Results 
RH2P was taken as the electron acceptor in complexes with NH3 as the common 
electron donor. The R designation refers to a number of different sorts of carbon chains 
of varying length. Saturated alkyl groups considered were methyl, ethyl, and propyl. A 
double bond was introduced into the chain via vinyl and -CH=CHCH3. Similarly, triple 
bonds were considered via -C≡CH and -C≡CCH3. Conjugated systems of π bonds were 
studied via -CH=CH-CH=CH2 and full aromaticity by a phenyl ring. The optimized 
structures of representative samples of each complex are illustrated in Figure 7-1 which 
indicate the near linearity of the C-P···N bond. As shown in previous studies, this sort of 
arrangement permits optimal charge transfer from the N lone pair to the C-P σ* 
antibonding orbital, an important ingredient of the attractive force. 
The third row of Table 7-1 indicates this θ(C-P···N) angle varies within the fairly 
narrow range of 165° to 173° for the various systems, with the smallest angles occurring 
for the alkynyl groups. The preceding row indicates a similarly narrow range of 
intermolecular R(P···N) distances, between 3.1 and 3.3 Å. The shortest distances, like the 
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smaller angles, are associated with the alkynyl groups. The first row of Table 7-1 
indicates the various interaction energies are smallest for the alkyl groups, about 1.3 
kcal/mol, and grow as multiple bonds are introduced. The most strongly bound complex 
in this set is that containing the simple C≡CH group, about twice the binding energy as 
the alkanes. A double bond produces an intermediate effect, but it might be noted that the 
introduction of additional double bonds, as in the conjugated C4H5 and C5H6 groups, has 
very little cumulative effect. With regard to chain lengthening, the addition of methyl 
groups tends to weaken the interaction, albeit by only a small amount. 
Previous work has documented the importance of the Nlp→σ*(C-P) charge 
transfer to the P···N bond. Several relevant parameters are reported in the next three rows 
of Table 7-1. The NBO perturbation energy associated with this charge transfer, E(2), 
very nearly parallels the total interaction energies. This quantity grows as one progresses 
from single to double and then to triple bonds. Like ∆E, E(2) also diminishes as the chain 
grows longer. The conjugated systems on the right side of Table 7-1 manifest values 
similar to the unconjugated double bonds, perhaps slightly larger. The NBO measure of 
the charge transferred, ∆q follows an identical pattern. The last row of Table 7-1 reports 
the change in the C-P bond length is caused by the formation of the complex with NH3.  
Due to the transfer of charge into the corresponding antibond, this bond is expected to 
lengthen, and approximately in parallel with E(2) and ∆q. In fact, this expectation is 
confirmed. There is a small bond contraction noted for two of the alkyl groups, but this 
shortening is less than 0.0001 Å. 
Earlier work had shown that the introduction of electron-withdrawing substituents 
like F onto the P atom result in a marked strengthening of the P···N bond. In order to 
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examine how these effects might be attenuated if the F atoms are placed on the R chain, 
rather than directly on the P atom, one or more F atoms were placed in various locations 
on the chains. 
Table 7-2 displays the results when the F atom is placed first on the C of propyl 
adjacent to P, then the next C, and finally on the methyl group that is most remote. The 
placing of the F on the first C increases the binding energy from -1.28 to -1.70 kcal/mol. 
This quantity diminishes as the F is moved further from the P, but only slowly, remaining 
at -1.52 kcal/mol even when the F is three C atoms down. In fact, there is little change 
upon moving F from the second to the third C, either in ∆E or any of the other data 
reported in Table 7-2.  
Similar patterns are noted in the F-substitution on the conjugated butadienyl 
system in Table 7-3. The interaction energy of -1.62 kcal/mol climbs to -2.38 kcal/mol 
when the F is placed on the adjacent carbon, and then diminishes slowly as the F is 
moved further away. There is an interesting “bump” for -CH2=CH-CF=CH2 where the 
displacement of the F from C2 to C3 yields small increases in the various parameters 
E(2), ∆q, and ∆r. One might expect a similar attenuation as the F atom is moved further 
from the P in the monofluorosubstituted phenyl group. In fact, Table 7-4 shows that this 
anticipation is confirmed as the F moves from the ortho to meta to para position. A full 
perfluorosubstitution of the ring produces a larger effect, raising the binding energy from 
1.57 to 2.87 kcal/mol, as indicated in the last column of Table 7-3. 
To place these data in a deeper context, it was shown earlier [28] that elimination 
of all substituents led to a E of -1.43 kcal/mol, greater by 0.10 than the result with a 
      168 
 
  
methyl group. So one can say that all the saturated alkyl groups weaken the interaction to 
a small degree. In another context, placement of F directly on the P atom raised the 
binding energy to 6.2 kcal/mol [28]. So displacement to even the first C atom severely 
damps the effects of the F. Adding three F atoms on the first adjacent C led to a binding 
energy of 3.4 kcal/mol in CF3PH2···NH3, considerably larger than the single F-
substitution considered here. On the other hand, even pentafluorosubstitution of the 
phenyl ring yields a fairly small effect, raising the binding energy from 1.57 to 2.87 
kcal/mol, smaller than the effect of perfluorosubstitution of a methyl group, even though 
the latter reflects only 3 F atoms instead of 5. This surprisingly small effect of 
pentafluorosubstitution of the phenyl ring is consistent with a recent examination [9] of 
halogen bonds. 
In summary, saturated alkyl groups have only a very modest weakening effect 
upon the P···N pnicogen bond, which is virtually insensitive to chain length.  
Incorporation of C=C double bonds into the chain, on the other hand, has the opposite 
effect of strengthening the interaction. The addition of several conjugated double bonds 
yields only a marginal further change, as does an aromatic phenyl ring. Triple C≡C bonds 
have the largest effect, producing a pnicogen bond that is roughly twice the strength of 
the unsubstituted P···N system. Lengthening any of these chains tends to weaken the 
P···N bond. Fluorosubstitution of the carbon chain strengthens the interaction, although 
much less than if the F is placed directly on the P atom. Even adding multiple F atoms to 
the carbon chain is less effective than a single F situated on the P. 
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Table 7-1. Energetic, geometric, and electronic aspects of RPH2•••NH3 complexes. 
 
 alkyl alkenyl alkynyl Conjugated 
 CH3 C2H5 C3H7 CH=
CH2 
CH=C
HCH3 
C≡C-
H 
C≡C-
CH3 
C4H5 C6H5 
ΔEa, 
kcal/mol 
-1.33 -1.29 -1.28 -1.56 -1.45 -2.54 -2.13 -1.62 -1.57 
R(P···N), 
Å 
3.353 3.323 3.330 3.249 3.269 3.112 3.142 3.238 3.232 
θ(CP···N)
, degs 
173 173 173 170 171 165 167 170 170 
E(2)
b
, 
kcal/mol 
0.76 0.90 0.85 1.70 1.37 4.24 3.51 1.83 1.87 
Δqc, me 1.4 1.6 1.5 2.8 2.2 6.9 5.6 3.1 3.3 
Δr(C-P), 
mÅ 
0.2 -0.8 -0.9 1.2 0.9 9.9 8.5 
1.4 0.6 
 
a
Corrected by counterpoise procedure 
b
NBO perturbation energy corresponding to Nlp→σ*(C-P) charge transfer 
c
Nlp→σ*(C-P) charge transfer, computed as 2*(Fij/Δεij)
2
   
 
 
 
Table 7-2. Energetic, geometric, and electronic aspects of FC3H6-PH2•••NH3 complexes. 
 
 -CHFCH2CH3 -CH2CHFCH3 -CH2CH2CH2F 
ΔE, kcal/mol -1.70 -1.54 -1.52 
R(P···N) Å 3.231 3.276 3.262 
θ(CP···N), degs  169 171 170 
E(2), kcal/mol 1.84 1.26 1.52 
Δq, me 3.31 2.27 2.57 
Δr(C-P), mÅ -1.01 0.07 1.23 
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Table 7-3. Energetic, geometric, and electronic aspects of C4H5(F)-PH2•••NH3 
complexes. 
 
 
 
Table 7-4. Energetic, geometric, and electronic aspects of fluorophenyl complexes. 
 
 o-FC6H4 m-FC6H4 p-FC6H4 C6F5 
ΔE, kcal/mol -1.96 -1.81 -1.72 -2.87 
R(P···N) Å 3.170 3.188 3.219 3.068 
θ(XP···N) , degs 167 168 169 162 
E(2), kcal/mol 2.79 2.55 2.08 5.02 
Δq, me 4.79 4.38 3.62 8.99 
Δr(C-P), mÅ 3.2 1.54 2.13 11.43 
 
o-, m-, and p- refer respectively to ortho, meta and para position of F with respect 
to -PH2 group. 
  
    -CFH=CH-
CH=CH2 
-CH2=CF-
CH=CH2 
-CH2=CH-
CF=CH2 
-CH2=CH-
CH=CFH 
ΔE, kcal/mol -2.38 -1.85 -1.84 -1.70 
R(P···N) Å 3.262 3.193 3.141 3.212 
θ(XP···N) , degs 170 168 165 168 
E(2), kcal/mol 3.42 2.31 2.45 1.96 
Δq, me 5.76 3.83 4.01 3.30 
Δr(C-P), mÅ 3.63 1.99 3.05 1.63 
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Figure 7-1. Optimized RH2P•••NH3 complexes with various carbon chains taken as R 
group. 
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CHAPTER 8 
CONTRIBUTIONS OF VARIOUS NONCOVALENT BONDS TO THE 
INTERACTION BETWEEN AN AMIDE AND S-CONTAINING  
MOLECULES
1
 
Abstract 
N-methylacetamide, a model of the peptide unit in proteins, is allowed to interact 
with CH3SH, CH3SCH3, and CH3SSCH3 as models of S-containing amino acid residues. 
All of the minima are located on the ab initio potential energy surface of each 
heterodimer. Analysis of the forces holding each complex together identifies a variety of 
different attractive forces, including SH···O, NH···S, CH···O, CH···S, SH···, and 
CH··· H-bonds. Other contributing noncovalent bonds involve charge transfer into σ* 
and * antibonds. Whereas some of the H-bonds are strong enough that they represent 
the sole attractive force in several dimers, albeit not usually in the global minimum, 
charge-transfer type noncovalent bonds play only a supporting role. The majority of 
dimers are bound by a collection of several of these attractive interactions. The SH···O 
and NH···S H-bonds are of comparable strength, followed by CH···O and CH···S. 
8-1. Introduction 
Because of its prevalence in proteins, the peptide linkage has been studied 
extensively, and there is a great deal of information available about its proclivity toward 
planarity, its flexibility, and its electronic structure. The peptide group involves itself in a 
                                                 
1
 Coauthored by Upendra Adhikari and Steve Scheiner. Reproduced with permission from ChemPhysChem 
2012, 13, 3535-3541. Copyright 2012, Wiley-VCH Verlag & Co. KGaA. 
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multitude of H-bonds within proteins, which are largely responsible for a great deal of 
secondary structure, as in α-helices and β-sheets. For this reason, a large amount of effort 
has been expended in elucidating details about the ability of both the NH and C=O 
groups of the peptide to engage in H-bonds, not only with other peptide groups, but also 
with some of the more widely occurring amino acid side chains. 
Whereas many of the polar side chains, e.g. Ser, Lys, His, would of course form 
H-bonds with the proton-donating and accepting sites of the -CONH- peptide group, the 
situation is less clear for those containing S. The SH group of Cys certainly offers the 
possibility of a SH··O or SH··N H-bond, but SH is not known as a strong proton donor.
[1-
3]
 In the case of Met, with no SH the only H-bonding opportunity would utilize S as 
proton-acceptor, in the capacity of which this atom is again not very potent. Another 
option might utilize a CH as a proton donor, which previous work has suggested can 
provide a fairly strong H-bond under certain circumstances
[4-12]
 including protein 
models.
[13-15]
 This CH might arise from the C
α
H element of the protein skeleton
[16-18]
 or 
from the alkyl chains which are part of the S-containing residues. 
There are options for attractive contacts other than H-bonding. As an example, 
there have been numerous observations of pairs of carbonyl groups
[19]
 wherein the two 
groups are oriented either perpendicular or parallel to one another, a pattern that was 
originally attributed to dipolar interactions.
[20-22]
 This idea was further elaborated, 
invoking the concept of anisotropy of the electrostatic field around the O atom.
[23,24]
 
Other work
[25-27]
 suggested that the transfer of charge from an O lone pair to a CO π* 
antibonding orbital was a major contributor as well.  
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Molecules containing sulfur are also capable of interactions other than H-bonds. 
Early analyses of crystal structures
[28]
 revealed a tendency of nucleophiles to approach S 
along an extension of one of its covalent bonds, a pattern that won some initial support 
from calculations.
[29]
 Subsequent crystal database analyses
[30,31]
 confirmed this geometric 
preference within the context of both proteins and smaller molecules. Other groups
[32-35]
 
attributed the attraction, at least in part, to charge transfer from the nucleophilic atom’s 
lone pair to the antibonding orbital of the C-S bond, although induction and dispersion 
can be important as well.
[36]
 Very recent research in this laboratory
[37-41]
 has amplified 
and generalized the concept of charge transfer from the lone pair of an atom on one 
molecule to a σ* antibonding orbital on its partner, to a range of atoms that include P and 
Cl. The S atom too has been shown to be a prime candidate for accepting this charge into 
a S-X antibond to form surprisingly strong noncovalent bonds.
[42-45]
 The range of 
possibilities for interactions with an amide group could thus be expanded to include a 
noncovalent bond between S and the O or N atoms of the amide. 
The principal purpose of the present communication is an exploration of the full 
variety of different sorts of interactions that may occur between the peptide linkage of a 
protein and S-containing amino acid residues, and to sort out which noncovalent bonds 
might predominate. The N-methylacetamide (NMA) molecule in its trans geometry, 
which brackets an amide by a pair of C atoms as would occur along the protein backbone, 
is taken as a model of the peptide unit. CH3SH is used to represent the Cys side chain, 
and CH3SCH3 is a prototype of Met. The disulfide bond that frequently connects Cys side 
chains is modeled by CH3SSCH3. For each pair of molecules, the potential energy surface 
is thoroughly searched for all minima. Comparisons of the energetics of the various 
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structures provide information about the relative strength of each sort of interaction 
contained therein. The analysis also brings to light some new noncovalent bonds that 
have not been previously reported. 
8-2. Computational Methods 
Ab initio calculations were carried out via the Gaussian 09 package.
[46]
 
Geometries were optimized at the ab initio MP2/aug-cc-pVDZ level which has been 
shown to be of high accuracy, especially for weak intermolecular interactions of the type 
of interest here
[35,47-52]
 where the data are in close accord with CCSD(T) values with 
larger basis sets
[38,53,54]
 and in excellent agreement with experimental energetics.
[55]
 
Binding energies were computed as the difference in energy between the dimer, and the 
sum of the optimized energies of the isolated monomers, corrected for basis set 
superposition error by the counterpoise procedure.
[56]
 For purposes of identifying all 
stabilizing interactions within each dimer, and estimating the strength of each, natural 
bond orbital (NBO) analysis
[57,58]
 was carried out via the procedures contained within 
Gaussian. 
8-3. Results 
Each of the three S-containing molecules was paired with NMA, and the potential 
energy surface was thoroughly searched so as to identify all minima. 
8-3.1. CH3SH  
Perhaps emblematic of this entire problem, the global minimum of the complex 
between NMA and CH3SH is a product of a number of contributing noncovalent bonds, 
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none of which are dominant by any means. This structure, illustrated in Figure 8-1a, has a 
total binding energy of 4.60 kcal/mol. Based upon the NBO E(2) values reported in Table 
8-1, a CH···O H-bond makes the strongest contribution, which arises in part from an 
interaction with the O lone pairs (CH···O) in Table 8-1 of 1.53 kcal/mol, combined with 
1.11 kcal/mol from electron donation by the CO -bonding orbital. This fairly strong 
interaction is consistent with the close R(H···O) contact of 2.31 Å, shorter than a typical 
CH···O H-bond, particularly one involving a methyl group. Also contributing to the 
binding energy is a CH···S H-bond, with a value of E(2) of 1.06 kcal/mol, even though 
the H and S atoms are separated by 3.02 Å. The last component with an E(2) above the 
0.5 kcal/mol threshold is one involving electron donation from the S lone pairs to the CO 
* antibonding orbital, with S separated from the pertinent O atom by 3.39 Å, and an 
even closer R(S···C) contact of 3.30 Å. This latter interaction is rather unusual, one that 
is not commonly observed. Its absence from the literature is understandable as it occurs 
only in tandem with other, stronger, noncovalent bonds, which would normally mask its 
presence. 
An SH···O H-bond makes an appearance in the second most stable minimum, 8-
1b, which is bound by 4.27 kcal/mol. This H-bond arises from two elements. Electron 
donation to the σ*(SH) orbital from the O lone pairs amounts to 2.77 kcal/mol, which 
accounts for the normal SH··O H-bond. This H-bond is fairly long, with R(H···O)=2.23 
Å, and is further weakened by its 39º deviation from linearity. This attraction is 
complemented by a value of E(2) of 1.84 kcal/mol for the density extracted from the CO 
 orbital, surprisingly strong for what amounts to a SH··· H-bond. This complex also 
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contains a secondary CH···S H-bond, allowing the S atom to serve as both proton donor 
and acceptor. A SH···O H-bond dominates the next minimum on the surface, slightly less 
stable than its predecessor. In fact, there are no discernible secondary interactions in 8-1c, 
and E(2) for this H-bond is 10.2 kcal/mol, facilitated in part by a very nearly linear 
(SH··O) of 177º.  Comparison of 8-1b and 8-1c indicates that the benefit of forming 
CH···S and SH··· H-bonds, even weak ones, is worth the stretching and bending of the 
SH···O in 8-1b. 
The next minimum on the surface, bound by 4.06 kcal/mol, is reminiscent of the 
global minimum in terms of its constituent stabilizing forces. It too contains CH···O and 
CH···S H-bonds, and a repeat of a charge transfer from the S lone pairs to the * CO 
orbital. It also contains a very weak SH··· H-bond.   
Structure 8-1e is unique from the others.  Bound by 4.03 kcal/mol, its strongest 
component arises from a CH H-bond to the amide O atom, with both the O lone pairs and 
the CO  orbital donating charge. But 8-1e also contains a contribution whereby charge is 
transferred from the N lone pair into the σ* antibonding orbital of the SH bond. This 
transfer is facilitated by the overlap of the N lone pair with the lobe of the σ* orbital 
proximate to the S atom, not the usual H as in a H-bond. This overlap is facilitated by the 
rotation of the S-H bond some 168º away from the N atom. Nonetheless, the latter 
HS···N noncovalent bond contributes only 0.55 kcal/mol, much smaller than the 
combined E(2) of 2.82 kcal/mol for the CH···O H-bond, so is not dominating by any 
means. 
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There were six other minima identified on the surface of the NMA/CH3SH 
heterodimer, with binding energies varying from 3.99 down to 3.38 kcal/mol.The 
contributing interactions are largely repeats of those incorporated into the more stable 
minima, albeit weaker versions. The only new interaction is the NH···S H-bond in 8-1h 
which is the only contributor to the dimer in which it occurs. Another weakly bound 
minimum is of interest as it contains a CH···O H-bond as its sole contributor. 
Comparison of these two complexes with 8-1c leads to an estimation of the SH···O, 
NH···S, and CH···O H-bond energies of 4.12, 3.95, and 3.52 kcal/mol, respectively.  
8-3.2. CH3SCH3 
Replacement of the SH of CH3SH by a second methyl group eliminates the 
possibility of a SH··O H-bond which is probably the strongest single noncovalent bond, 
present in several of the lower-energy minima of its complex with NMA. As illustrated in 
Figure 8-2, the global minimum of the NMA/CH3SCH3 heterodimer is stabilized by a 
single interaction, a NH···S H-bond, with E(2)=12.34 kcal/mol. This NH···S H-bond is 
stronger than the same interaction in CH3SH, 4.93 vs 3.95 kcal/mol, and R(H···S) equal 
to 2.455 Å as compared to 2.534 Å. This enhanced H-bond is likely due to the effect of 
the second methyl group bound to S. 
Only slightly higher in energy is structure 8-2b which contains a number of 
different interactions, listed in Table 8-2. One of them involves charge transfer from S 
lone pairs to the π* CO antibonding orbital. The O atom serves as proton acceptor for two 
methyl CH groups, both less than 2.5 Å in length. These same H-bonds are both 
supplemented by charge transfer from the CO π orbital, so can be termed CH···. 
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A charge transfer from the N lone pair of NMA to a SC σ* antibonding orbital is 
observed in the third minimum 8-2c, higher in energy than 8-2a by 0.7 kcal/mol. The 
R(N···S) distance is 3.28 Å, and θ(CS··N) within 4° of linearity, both of which assist the 
formation of this bond. However, a CH···O H-bond may be more important, with an E(2) 
of 1.81 kcal/mol, as compared to 0.75 kcal/mol for the CS···N bond. A bond of similar 
CS···N type is contained within the next minimum 2e as well. However, its smaller E(2) 
of 0.57 kcal/mol is overshadowed by both NH···S and CH···S H-bonds. Somewhat 
higher in energy is configuration 8-2f with only one primary source of stability, a CH···O 
H-bond, but a short and strong one, with R(H···O) = 2.28 Å and E(2)=4.41 kcal/mol. The 
binding energy of this pure CH···O H-bond of 3.46 kcal/mol is understandably quite 
similar to the value of 3.52 kcal/mol for this same interaction with CH3SH. 
The next two minima are also stabilized by CH···O H-bonds, followed by a 
weaker complex, with a stabilization energy of 1.91 kcal/mol, that contains a number of 
different noncovalent interactions, but E(2) of all of which are only around 0.52 kcal/mol. 
The comparison of the complexes of NMA with CH3SH and CH3SCH3 indicates 
that the loss of the possibility of a SH···O H-bond in the latter case does not necessarily 
result in a weaker complex. On the contrary, the NH···S H-bond that occurs in 8-2a 
makes for a stronger interaction than any involving CH3SH. The structure which contains 
a NH···S H-bond for NMA/CH3SH is somewhat weaker, and represents only the eighth 
most stable complex on its potential energy surface. It would appear that the second 
methyl group makes S a stronger proton acceptor, such that the NH···S H-bond is the 
predominant factor in the global minimum of NMA/CH3SCH3. 
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8-3.3. CH3SSCH3 
Like CH3SCH3, CH3SSCH3 too cannot form a SH···O H-bond. However, unlike 
CH3SCH3, a NH···S H-bond is not involved in the global minimum of NMA/CH3SSCH3. 
The presence of a second S atom adjacent to the first weakens S as proton acceptor, such 
that a NH···S H-bond appears for the first time only in the eighth minimum in its surface. 
In the only geometry in which NH···S acts as the sole binding agent, its H-bond energy is 
4.40 kcal/mol, intermediate between the CH3SH and CH3SCH3 cases. 
The global minimum in the CH3SSCH3/NMA heterodimer is characterized by the 
multiple stabilizing interactions indicated in Table 8-3. As illustrated in Figure 8-3a, 
there is a CH···O/ H-bond, in which electrons are donated not only by the O lone pairs 
(1.22 kcal/mol) but even more so by the CO  bond (2.75 kcal/mol). A methyl group on 
the NMA engages in a CH··O H-bond with S, and there is another contribution involving 
charge transfer from the S lone pairs to the CO * antibonding orbital. Altogether, these 
interactions add up to a total stabilization energy of more than 5 kcal/mol, the largest of 
any of the complexes considered here. There is another minimum, 8-3b, almost a mirror 
image of the first, that contains very similar interactions, and a binding energy only 0.1 
kcal/mol smaller. 
The next minimum 8-3c also contains CH··O and CH··S H-bonds, as well as 
*CO··S. What is new here, however, are a pair of interactions that involve charge 
transfer into the SS σ* antibonding orbital. Some density is extracted from the CO  
bond, but some also from the CO * antibond. As is true for most NBO virtual orbitals, 
the * CO is partially occupied. Nonetheless, its willingness to part with a portion of its 
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small occupation to the benefit of the SS σ* orbital is unexpected. Indeed, both the  and 
* orbitals contribute a like amount of 0.79 kcal/mol to the overall stability of this 
complex. It is these two charge transfer interactions that compensate for the weaker 
CH··O and CH··S H-bonds, imparting a stabilization energy of 4.90 kcal/mol to this 
structure. Indeed, CH··O and CH··S H-bonds occur in pretty much all of the minima of 
this pair of molecules, whether charge is extracted from just the proton acceptor lone 
pairs or from the CO  bond as well.   
A NH··S H-bond makes its first appearance in the complex 8-3h with a binding 
energy of 4.48 kcal/mol, 0.6 kcal/mol less than that of the global minimum. It is 
supplemented by a CH··S H-bond in that structure, but is fully responsible for the 
binding of 4.40 kcal/mol of the next minimum 8-3i. The next minimum 8-3j repeats some 
of the prior interactions, including the donation from both the  and * CO orbitals into 
σ*(SS). 
A new interaction arises in structure 8-3l, one in which charge is transferred from 
the N lone pair into a σ*(CS) antibonding orbital. But despite the (N··SC) angle of 170º, 
E(2) is only 0.65 kcal/mol for this bond, far less than the 7.37 kcal/mol arising from the 
NH···S H-bond. Rather than the CS antibond, the SS σ* orbital is the recipient of charge 
in the next minimum 8-3m, this time extracted from both the N lone pair and the CO * 
orbital. A Nlpσ*(CS) transfer occurs in the next minimum as well, this time 
supplemented by a much stronger NH···S H-bond. The remaining minima in the potential 
energy surface of this heterodimer all contain some combination of NH··S, CH··N, 
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CH··O, and CH··S H-bonds. The binding energies of these last few minima vary from 
4.1 down to 2.1 kcal/mol. 
With particular respect to CH···O H-bonds, the geometry with this as its sole 
contributor leads to an estimate of CH···O H-bond energy of 3.74 kcal/mol, slightly 
greater than those for CH3SH and CH3SCH3. The S-S linkage may thus be considered to 
slightly strengthen the proton-donating ability of a neighboring methyl group. But in no 
case is a CH···O H-bond strong enough to dominate the global minimum of any of these 
dimers. 
8-4. Discussion 
The CH3SH/NMA heterodimer has available to it a number of specific 
interactions in which it might engage. In terms of H-bonds, the SH group can serve as a 
potent proton donor, and S can offer a proton-accepting site. The methyl hydrogens of 
CH3SH are activated to some extent by the neighboring electronegative S atom. The same 
can be said of the methyl groups of NMA which are both adjacent to the electron-
withdrawing amide group. And of course the NH group of NMA represents a likely 
proton source. The carbonyl O is a prime proton acceptor, as is the N.  One usually thinks 
of the lone pairs of O as the source of charge transfer, but the C-O π bond offers an 
alternative, given its concentration of density. The structures of the various minima, and 
their relative energies, allow a detailed comparison of the competitive strengths of each 
type of interaction, and an identification of any that might dominate. 
The stability of the global minimum of the CH3SH/NMA heterodimer rests not on 
one, but on several of these elements. The strongest component is a H-bond involving a 
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methyl CH of CH3SH. The O lone pairs act as proton acceptor from the methyl group, as 
does the CO π bond. This CH···O interaction is supplemented by a CH···S H-bond, in 
this case involving a methyl group on the NMA. The fourth, and apparently weakest, 
interaction is not a H-bond at all. It involves a charge transfer from the S lone pairs, not 
to a CH group, but rather to the π* antibonding orbital of the C-O bond. The next 
minimum also incorporates a CH···S H-bond, but substitutes the various other 
interactions of the global minimum for a SH···O H-bond, sacrificing 0.3 kcal/mol in the 
exchange. By losing the CH···S interaction, the third minimum is able to build a shorter 
and more linear SH··O H-bond, forgoing any other noncovalent bonds, but in so doing 
rises in energy by 0.15 kcal/mol. One may conclude therefore that a SH···O H-bond is 
not sufficiently strong, even if fully linear, that it can override those structures containing 
a number of different noncovalent bonds, even if each of the latter is individually weaker 
than a linear SH···O bond. 
The fourth minimum combines a large number of the various possible 
interactions. In addition to both CH··O and CH··S H-bonds, there are also CH··π and 
SH···π H-bonds wherein both protons extract density from the CO π bond, all combined 
with a Slp→π*(CO) charge transfer. It is not until the fifth minimum, 0.6 kcal/mol less 
stable than the global structure, that one sees for the first time the charge transfer from a 
N lone pair to a σ*(SH) antibonding orbital. And even here in this case, the strength of 
this interaction is overshadowed by a CH··O/CH··π H-bond, so cannot be considered the 
primary stabilizing force. 
It is only for the higher-energy minima that complexes characterized by a single 
stabilizing noncovalent bond become more prevalent. These isolated elements include a 
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SH··O, NH··S. and CH··O H-bond. In summary, structures characterized by a 
combination of stabilizing forces are generally more stable than those containing a single 
element, even when the latter is able to attain its most stable geometry. If one were to 
consider only those structures with a single stabilizing force, then an order of diminishing 
strength can be obtained:   
   SH···O > NH···S > CH···O. 
The pattern changes when the SH group is replaced by a second methyl in 
CH3SCH3. The enhancement of the S atom’s proton-accepting ability strengthens the 
NH···S H-bond to the point where it is the sole contributor to the global minimum in the 
CH3SCH3/NMA heterodimer, with a binding energy of nearly 5 kcal/mol. The structures 
of higher energy rely on multiple noncovalent bonds which again include combinations 
of CH···O, CH···π, CH···S, and Slp→π*(CO). A charge transfer from the N lone pair to a 
CS σ* antibonding orbital contributes to several of these lower-lying minima, albeit not 
as much as do the forgoing H-bonds which occur in combination with it. Other than the 
NH···S H-bond occurring in the global minimum, the CH···O H-bond is the only other 
that occurs on its own in any of the structures, allowing an assessment of this H-bond 
energy of some 3.3-3.5 kcal/mol in this system. 
When a second S atom is added to the monomer, as in CH3SSCH3, most of the 
minima, and certainly those of lowest energy, rely on multiple stabilizing interactions. 
The global minimum contains CH··π, CH··O, CH··S, as well as a Slp→π*(CO) 
interaction, as do many of the other structures. Another minimum, 0.2 kcal/mol higher 
than the first, adds another pair of charge transfers, both into the SS σ* antibonding 
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orbital. Some of the charge is extracted from the CO π bond, but a roughly equal amount 
comes from the CO π* orbital which is not completely vacant in the NMA monomer.   
It is only for higher-energy structures that single interactions arise. The NH···S 
H-bond in structure 8-3i amounts to 4.40 kcal/mol, just slightly less than the same 
interaction where CH3SCH3 acts as proton acceptor. Minima containing only a CH···O 
H-bond lead to an estimate of its binding energy of 3.6-3.7 kcal/mol, slightly higher than 
in the CH3SCH3/NMA heterodimer. Transfer into the CS σ* antibond from the N lone 
pair does not occur until structure 8-3l, and is overshadowed by the much stronger 
NH···S H-bond.  
Numerical values of the H-bond energies are displayed in Table 8-4 for each of 
the S-containing molecules, derived from those structures in which that H-bond is the 
only stabilizing force. While SH···O is the strongest H-bond in which CH3SH engages 
with NMA, it is only slightly stronger than NH···S. Indeed, the latter H-bond is 
strengthened in CH3SCH3 and CH3SSCH3, invalidating any general statement about the 
relative strengths of SH···O and NH···S.  On the other hand, it would be fair to claim that 
the CH···O H-bond is weaker than either of the other two. Note however, that even here, 
one cannot ignore a H-bond energy of nearly 4 kcal/mol, only slightly weaker than that in 
the water dimer.  In contrast to CH···O, there are no values reported in Table 4 for the 
energies of CH···S H-bonds. This absence is due to the fact that although the latter sort of 
interaction does occur in a number of minimum energy structures, it is not strong enough 
to represent the sole binding force in any. Likewise for the interactions involving charge 
transfers into the S-H or S-C antibonds. 
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With regard to some of the non-H-bonding sorts of noncovalent bonds, the 
binding energy for a CS···N bond was calculated earlier
[44]
 to be 0.7 kcal/mol when 
CH3SH was combined with NH3;  the corresponding HS···N bond is slightly weaker, 0.5 
kcal/mol.
[42]
 Given the lesser ability of the amide N lone pair to donate electrons, one 
would expect the noncovalent CS···N and HS···N bonds in the complexes pairing NMA 
with CH3SH and CH3SCH3 to be even weaker. It is for this reason that these noncovalent 
interactions are not primary factors in any of the complexes in which they occur. The 
insertion of a second S atom into CH3SCH3 might be expected to strengthen the potential 
SS···N interaction by a small amount. But nonetheless, this bond remains weaker than 
other possible interactions, not making an appearance until structure 8-3m, and even then 
it is eclipsed by a stronger CH··CO H-bond. In fact, it would appear that the CO  bond 
serves as a superior source of electrons to the amide N lone pair, as the former yields 
higher values of E(2) and SS··(CO) bonds occur in more stable minima than does 
SS··N. 
There has been one previous computational study of complexes of NMA with S-
containing systems of these sorts. Iwaoka et al
[30,31]
 first paired NMA with CH3SCH3, and 
identified only two minima, in contrast to our own finding of 10 distinct minima. Their 
global minimum C is stabilized by 2.9 kcal/mol, while our most stable minimum has a 
binding energy of nearly twice that value. Their structure C appeared to be similar to our 
dimer 8-2c in that it contained both a CH···O and CS···N pair of stabilizing interactions. 
Their secondary minimum D is similar to our own global minimum 8-2a, containing a 
NH···S H-bond.   
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The same research group also considered
[30,31]
 the NMA/CH3SSCH3 heterodimer, 
again identifying only two minima on a surface that our calculations indicate contains 21 
such minima. Their global minimum appears to correspond most closely to our own 
geometry 8-3c, the third most stable structure. Our binding energy for 8-3c is 4.9 
kcal/mol, higher by 1.7 kcal/mol than their global minimum. The only other minimum 
identified by Iwaoka et al is rather similar to their global minimum, also seeming to 
contain a CH···O and SS···O pair of interactions. It would appear then that their 
superficial examination of the surface led them to ignore structures that are considerably 
more stable, bound by other interactions including CH···, CH···S, *(CO)··S, SS··, 
and NH···S noncovalent bonds. 
Some of the discrepancies may be due to their use
[30,31]
 of a 6-31G* basis set, 
much smaller and less flexible than the aug-cc-pVDZ set used here. There was apparently 
no attempt made to thoroughly search the potential energy surface for all minima, leaving 
the researchers with a suboptimal set. Also of note, their determination of the 
contributing factors in the stability of each structure was based primarily on geometric 
criteria, without a systematic evaluation of charge transfer energies. 
A statistical analysis of protein crystal structures
[30,31]
  had suggested a propensity 
of the S atom to lie above the amide plane when interacting with the amide O atom. This 
trend is confirmed by our calculations. For example in the complexes with CH3SCH3, the 
(NCO··S) dihedral angle in 8-2b is 91º, and 76º in 8-2i. Structures involving CH3SSCH3 
had a similar tendency: the dihedral angle ranges from 68º in 8-3a to 95º in 8-3b. This 
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placement of the S atom is consistent with the concept of transfer from the  CO bond 
which is a common feature of these O··S interactions. 
It is worthwhile to consider how the results presented here might be altered if the 
model systems were enlarged to more accurately represent the actual protein segments. 
The CH3SH and CH3SCH3 models of Cys and Met, respectively, would probably not 
change much if their methyl groups were replaced by longer alkyl chains. Nor would one 
expect any changes in the CH3SSCH3 model of a disulfide linkage to affect the results by 
a significant amount. The replacement of NMA by a longer protein skeleton would 
probably have little influence upon the -CO-NH- amide segment. On the other hand, the 
CH groups of the NMA would be surrounded on both sides by peptide groups, which 
would likely make them somewhat stronger proton donors. One might therefore 
anticipate some small strengthening of the CH···S H-bonds which occur in structures 8-
1b, 8-2b, and 8-3a, to name just a few.   
8-5. Conclusions 
There is no single type of noncovalent bond that dominates the interactions of a 
peptide group with S-containing protein residues. Most of the minima are characterized 
by the presence of multiple stabilizing interactions, all contributing to the total binding. 
In addition to H-bonds of the SH···O, NH···S, CH···O, and CH···S-types there are also 
SH··· π and CH··· π interactions where π bonds act as electron donors. Smaller 
contributions arise from noncovalent bonds in which charge is transferred from a nitrogen 
lone pair or CO π bond into a CS or SS σ* antibonding orbital. 
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Table 8-1. Total interaction energy E and NBO second-order perturbation energy E(2) 
of its primary component interactions in complexes of NMA with CH3SH. Energies in 
kcal/mol. 
 
 -E interaction E(2) interaction E(2) 
a 4.60 CH··O 1.53 CH··S 1.06 
  CH··CO 1.11 *CO··S 0.70 
b 4.27 SH··O 2.77 CH··S 1.42 
  SH··CO 1.84   
c 4.12 SH··O 10.19   
d 4.06 CH··O 1.04 CH··CO 0.56 
  *CO··S 0.99 SH··CO 0.50 
  CH··S 0.76   
e 4.03 CH··πCO 2.11 HS··N 0.55 
  CH··O 0.71   
h 3.95 NH··S 10.05   
 
 
 
Table 8-2. Total interaction energy E and NBO second-order perturbation energy E(2) 
of its primary component interactions in complexes of NMA with CH3SCH3. Energies in 
kcal/mol. 
 
 -E interaction E(2) interaction E(2) 
a 4.93 NH··S 12.34   
b 4.88 *CO··S 1.40 CHa··CO 0.81 
  CH
a
··O 1.24 CH
b
··CO 0.61 
  CH
b
··O 0.90   
c 4.22 CH··πCO 1.81 CS··N 0.75 
e 4.10 NH··S 2.53 CS··N 0.57 
  CH··S 0.81   
f 3.46 CH··O 4.41   
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Table 8-3. Total interaction energy E and NBO second-order perturbation energy E(2) 
of its primary component interactions in complexes of NMA with CH3SSCH3.  Energies 
in kcal/mol. 
 
  -E interaction E(2) interaction E(2) 
a 5.07 CH··CO 2.75 CH··O 1.22 
  CH··S 2.35 π*CO··S 0.76 
c 4.90 CH··O 1.49 SS··CO 0.79 
  *CO··S 1.00 SS··π*CO 0.79 
  CH··S 0.98 CH··CO 0.67 
d 4.73 CH··S 2.82 CH
a
··CO 0.86 
  CH
a
··O 2.19 CH
b
··O 0.62 
  CH
b
··CO 1.67   
e 4.57 CH··S 1.86 CH
b
··O 0.96 
  CH
b
··CO 1.27 CHa··CO 0.80 
  CH
a
··O 1.87 *CO··S 0.55 
f 4.52 CH··S 3.59 CH··CO 2.26 
  CH··O 3.44   
g 4.50 CH
a
··O 3.80 CH
b
··CO 2.56 
  CH··S 3.59 CH
b
··O 0.60 
h 4.48 NH··S 3.98 CH··S 0.73 
i 4.40 NH··S 8.73   
j 4.39 *CO··S 1.05 SS··*CO 0.77 
  CH··O 1.05 SS··CO 0.62 
  CH··S 0.91 CH··CO 0.61 
l 4.34 NH··S 7.37 CS··N 0.65 
m 4.21 CH··CO 2.17 CH··O 0.70 
  SS··N 1.08 SS··*CO 0.61 
n 4.13 NH··S 6.49 CS··N 0.55 
  CO*··S 0.57   
 
 
 
Table 8-4. H-Bond energies (kcal/mol) of S-containing molecules coupled with NMA. 
 
 SH···O NH···S CH···O 
CH3SH 4.12 3.95 3.52 
CH3SCH3 - 4.93 3.46 
CH3SSCH3 - 4.40 3.74 
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Figure 8-1. Optimized geometries of various minima on the potential energy surface of 
the CH3SH/NMA heterodimer.  Large blue numbers represent binding energies, in 
kcal/mol.  Distances in Å and angles in degrees. 
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Figure 8-2. Optimized geometries of various minima on the potential energy surface of 
the CH3SCH3/NMA heterodimer.  Large blue numbers represent binding energies, in 
kcal/mol.  Distances in Å and angles in degrees. 
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Figure 8-3. Optimized geometries of various minima on the potential energy surface of 
the CH3SSCH3/NMA heterodimer.  Large blue numbers represent binding energies, in 
kcal/mol.  Distances in Å and angles in degrees. 
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CHAPTER 9 
PREFERRED CONFIGURATIONS OF PEPTIDE-PEPTIDE INTERACTIONS
1
 
Abstract 
The natural and fundamental proclivities of interaction between a pair of peptide 
units is examined using high-level ab initio calculations. The NH···O H-bonded structure 
is found to be the most stable configuration of the N-methylacetamide (NMA) model 
dimer, but only slightly more so than a stacked arrangement. The H-bonded geometry is 
destabilized by only a small amount if the NH group is lifted out of the plane of the 
proton-accepting amide. This out-of-plane motion is facilitated by a stabilizing charge 
transfer from the CO π bond to the NH σ* antibonding orbital. The parallel and anti-
parallel stacked dimers are nearly equal in energy, both only slightly less stable than the 
NH···O H-bonded structure. Both are stabilized by a combination of CH···O H-bonding 
and a π→π* transfer between the two CO bonds. There are no minima on the surface that 
are associated with Olp→π*(CO) transfers, due in large part to strong electrostatic 
repulsion between the two O atoms which resists an approach of a carbonyl O from 
above the C=O bond of the other amide. 
9-1. Introduction 
Amidst a broad range of phenomena in which H-bonding plays a prominent role, 
perhaps none are so important as the H-bonds occurring in proteins. These noncovalent 
bonds are one of the prime ingredients in protein structure and function. They are widely 
                                                 
1
 Coauthored by Upendra Adhikari and Steve Scheiner. Reproduced with permission from J. Phys. Chem. A 
2013, 117, 489-496. Copyright 2013, American Chemical Society. 
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accepted to be largely responsible for such prevalent secondary structures as α-helices 
and β-sheets, wherein pairs of peptide units engage in stabilizing NH···O=C H-bonds. 
Their influence is exerted also in other less common structural units within proteins, 
some particular to a given molecule. 
While there is widespread agreement concerning the value of these interpeptide 
H-bonds, there remain some lingering but important questions as to the relative 
geometries that a pair of peptide units would prefer to approach one another. It is 
commonly thought, for example, that the θ(NH···O) angle tends toward linearity as is the 
case with other H-bonds. But even that being the case, does the NH favor an approach 
along the C=O axis, or would it be preferable for the NH to lie along one of the two 
carbonyl “rabbit ear” lone pairs? The latter idea implies that the NH ought to lie in the 
plane of the proton-accepting peptide unit. However, there are a host of crystal structure 
surveys that suggest that placement of the NH out of this plane is quite a common 
occurrence, more frequent than would be explained simply by other forces of the protein 
pulling the NH out of the plane against its wishes. 
In addition to the presumed NH··O H-bonds, there have been several other 
mechanisms of attraction that have found support in the literature. The notion of 
attractive interactions between simple carbonyl groups derives from crystal structure 
analyses
1,2
 which point toward parallel, antiparallel, and perpendicular arrangements, and 
were attributed to simple dipolar interactions.
3
  Calculations
4
 of pairs of esters pointed 
toward charge transfer from the lone pair of one O to the * antibond of the other. A 
perpendicular arrangement of carbonyl groups was tested via model systems
5
 where it 
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was found to be stabilizing albeit only weakly, comparable to a CH·· H-bond. However, 
the calculations assumed a particular orientation, and did not test to determine whether or 
not this was a true minimum in the surface.   
Recent work by the Raines group
6-9
 has made a case that n→π* electron transfer 
from a carbonyl O lone pair to the π*(CO) antibonding orbital of the partner peptide can 
exert a strong influence, particularly in helical structures and β-sheets,10 and one that is 
stronger in true peptide-peptide interactions than in many peptidomimics.
11
 It is proposed 
that this force enables a surprisingly close approach of the O atoms of the two peptide 
groups, and bypasses the idea of a NH···O H-bond. Another work
12
 found orthogonal 
C=O···C=O interactions to be “a substantial intermolecular association force capable of 
inducing self-assembly in apolar, non-competing solvents.” 
A second, and more recent, concept that underlies interpeptide attraction arises 
from studies of small oligopeptides in the gas phase.
13-16
   In some of the conformations 
observed, pairs of peptide units arrange themselves parallel to one another, in a stacked 
geometry. In addition to an electrostatic attraction that might arise from the antiparallel 
arrangement, a charge transfer to a CO π* antibonding orbital is suggested here. But 
unlike the aforementioned carbonyl-carbonyl attraction, in this case the source of the 
density is the N lone pair.  Zwier et al suggest
14
 that this stacking motif might not be 
limited to small di and tripeptides but may well contribute to the folding of the much 
larger proteins. There was some precedent for this parallel arrangement derived from 
studies of pairs of carboxyl groups
17
 where again a parallel arrangement was observed. 
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The authors explained the attraction by a combination of dipole-dipole and of n* 
charge transfer. 
These ideas lead to the obvious question as to what exactly are the preferred 
arrangements of peptide groups. Is a coplanar pair with a linear NH··O H-bond truly 
energetically superior to the approach of the NH from above the plane of the partner 
peptide? Is a H-bonded structure indeed preferred, as is commonly supposed, to the 
approach of the two carbonyl groups toward one another? And how does a stacked 
arrangement fit into the broader picture; are there occasions in which such a geometry 
might actually be superior? These are issues which can be addressed in a straightforward 
manner by quantum chemical calculations. 
And as one might expect, the importance of the peptide-peptide interaction has 
motivated a good deal of prior theoretical scrutiny.
18-24
 Due to the delicacy involved in 
comparisons of different sorts of geometries, with differing origins of stability, it would 
be injudicious to base any decisions of relative stability on any but high-level correlated 
calculations, of which there have been several performed in recent years. Concerning 
studies of peptide analogues such as formamide and N-methylacetamide, the majority 
were limited primarily to standard H-bonded geometries,
25-29
 especially those wherein the 
two molecules occupied the same plane.
30-34
  There have been a handful of works that 
went beyond this simple paradigm and noted dimer geometries that had significant 
elements of nonplanarity,
35-39
 but did not pursue this issue in any detail. Others 
considered only specific orientations that occur in protein secondary structures such as α-
helix and β-sheet40 without determining whether or not they correspond to minima on the 
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potential energy surface, nor making comparisons to such minima. Although receiving 
only scant attention, stacked arrangements have not been entirely ignored.  Vargas et al.
41
 
for example, considered stacked pairs of dimethylformamide, but their analysis of the 
origin of the stability of this structure was superficial. The authors did not consider 
electrostatic or charge transfer effects explicitly, rationalizing the geometry purely on the 
basis of purported CH··O H-bonds, despite their highly distorted nature, leaving in 
question their categorization as H-bonds. 
The present work comprises a comprehensive examination of the various 
attractive interactions that may occur between a pair of peptide groups. The N-
methylacetamide (NMA) molecule, CH3NHCOCH3, is taken as a model of the peptide 
unit, as the amide group is surrounded on both sides by the C atom that occurs within the 
context of a protein. The trans geometry of NMA was considered, again due to its 
similarity to the protein backbone. The potential energy surface of the NMA dimer is 
thoroughly probed so as to identify all minima, with no preconceived notions as to what 
these ought to be. The source of stability of each minimum is analyzed by various means 
including identification of any significant charge transfers, decomposition of the 
interaction energy into its various components, and interaction between electrostatic 
potentials of the two subunits. Most importantly, the application of high-level ab initio 
calculations facilitates a quantitative comparison of the relative energies of all minima on 
the surface in order to establish the fundamental preferences of peptide-peptide 
interactions. 
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9-2. Computational Methods 
Calculations were carried out via the Gaussian 09 package.
42
 All geometries were 
optimized at the ab initio MP2/aug-cc-pVDZ level of theory which has been shown to be 
of high accuracy especially for those systems with intermolecular interactions of the type 
of interest here
43-49
 where the data are in close agreement with CCSD(T) with larger basis 
sets.
50-52
 Optimizations were carried out both with and without inclusion of 
counterpoise
53
 in the algorithm. The potential energy surface of the NMA dimer was 
examined thoroughly to identify all possible minima by optimizing from a range of 
possible starting points. Minima were verified as having all positive vibrational 
frequencies. Binding energies were evaluated as the difference between the energy of the 
dimer and twice that of the fully optimized NMA monomer, with counterpoise correction 
of basis set superposition error.  Natural bond orbital (NBO)
54,55
 analyses were carried 
out via the procedure contained in Gaussian. The binding energy was decomposed by 
symmetry adapted perturbation theory
56
 (SAPT) using the Molpro
57
 set of codes. 
9-3. Results 
All minima obtained when counterpoise is included directly in the optimization 
algorithm are displayed in Figure 9-1. Structures a1 and a2 may be categorized as 
containing standard NH···O H-bonds. They are very similar to one another, differing 
primarily in a rotation of the righthand NMA molecule around its C=O axis. 
Consequently, the binding energies, both nearly 8 kcal/mol, are almost identical to one 
another, as indicated by the large blue numbers in Figure 9-1. The θ(NH··O) angle is 
within 9° of linearity in both, reported in Table 9-1, as expected for a H-bond, and the 
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R(H···O) H-bond lengths are less than 2 Å. The θ(CO··H) angles differ a bit, 120° for 
structure a1 and 142° for a2. This deviation from linearity is consistent with the idea of a 
pair of roughly equivalent “rabbit ear” lone pairs on the carbonyl O. Also consistent with 
this notion, the bridging proton lies very close to the amide plane of the proton-acceptor 
molecule, with φ(H··OCN) dihedral angles within 6-9° of a fully planar arrangement.  
The amide planes of the two molecules are close to perpendicular, with φ(CN··OC) 
dihedral angles of nearly 80°. The last row of Table 9-1 shows a strong NBO second-
order perturbation energy that corresponds to charge transfer from the O lone pairs to the 
NH σ* antibonding orbital, a well understood aspect of a standard H-bond of this sort. 
Structures b and c in Figure 9-1 are roughly similar to one another, in that both 
have the two amide planes stacked above one another. They differ primarily in their 
relative orientations: b can be described as antiparallel in that the NH of one amide lies 
above the C=O of the other. c represents a parallel structure with the two NH groups 
stacked above one another as are the pair of C=O groups. Note however that the two NH 
groups point in opposite directions, as do the two C=O groups. As another important 
point, the stacking is not perfect in the sense that the two amide planes are not fully 
parallel to one another in either b or c. The tilt allows a methyl group of the upper amide 
to engage in a CH··O H-bond with the lower carbonyl in b; there are two such CH···O 
H-bonds in c.  
NBO analysis of these structures provides a mechanism to understand the 
individual elements of the binding. Both b and c include transfer from the  bond of one 
carbonyl to the * antibond of the partner C=O, and vice versa. This transfer is confirmed 
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by examination of the populations of the relevant NBOs. Formation of stacked complex 
b, for example, reduces the CO -orbital population by 2-3 me relative to the monomer, 
whereas the * MOs gain between 2 and 7 me. The E(2) * energetic contribution is 
twice as large in b as in c, 1.36 vs 0.68 kcal/mol, as reported in Table 9-2. Both structures 
also include CH··O H-bonding, but there is more of it in c. More precisely, the two 
CH··O H-bonds in c add up to Olp→σ*(CH) E(2) of 2.26 kcal/mol, vs only 0.78 for the 
single CH··O H-bond of b. And all three of these H-bonds are supplemented by a very 
significant element of charge transfer to the σ*(CH) from the CO  bonding orbital, 1.56 
and 0.39 kcal/mol for c and b, respectively. The NBO data suggest then, that both stacked 
structures contain elements of both * transfer and CH··O H-bonding. The former is 
more important in antiparallel structure b and the latter plays a larger role in c, partly 
because there are two such CH··O H-bonds here. The interatomic distances support this 
distinction. The C···C distance in b is some 0.05 Å shorter in b than in c, and the H-
bonds in c shorter by 0.12 Å. 
The decomposition of the total interaction energy into its constituent parts can aid 
in the analysis of the underlying differences between the minima. The components of 
SAPT deconstruction
56
 are reported in Table 3 for the four structures of Figure 9-1. There 
are certain similarities amongst all four. For example, in all cases, the electrostatic term is 
the largest attractive component, followed by dispersion, and then by induction. But a 
closer examination reveals some substantive differences. In the first place, the 
electrostatic energy is considerably larger in the structures containing standard NH···O 
H-bonds as compared to the stacked dimers. This pattern reverses in the case of 
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dispersion which is larger in the two latter geometries. In terms of patterns, the induction 
energy is almost as negative as dispersion in these NH··O structures, whereas the latter is 
two or three times larger than the former for the stacked geometries. In fact, the 
dispersion energy is very nearly as large as the electrostatic attraction in the stacked 
structures. In summary, the comparison of stacked to NH··O structures indicates a 
reduced electrostatic term and increased dispersion energy. 
One may glean some insight into the origin of the electrostatic attraction by 
examination of the electrostatic potentials of each pair of monomers. These potentials are 
superimposed on the positions of the monomers within the context of each optimized 
dimer in Figure 9-2 where the blue contours represent positive regions, and negative is 
signified by red. The potential around the NMA monomer is largely positive in most 
areas, but contains a very prominent negative region that surrounds the carbonyl O atom. 
In all three cases, whether the NH··O H-bonded dimer a1, or the stacked geometries, the 
negative red region of one molecule approaches a blue positive area of the partner 
molecule. In both b and c, the O atoms of both molecules participate in this electrostatic 
attraction. The more attractive electrostatic component for the H-bonded structure a1 can 
be rationalized on the basis of the very direct interaction between positive and negative 
regions, as compared to the parallel arrangement in b and c. This comparison bears a 
certain resemblance to that between σ and  bonds. 
Another window into the nature of the interaction can be opened via examination 
of electron density shifts that accompany dimerization. Figure 9-3 illustrates the 
difference in the density of each complex, with respect to the sum of the densities of the 
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two monomers, in the same internal geometries and positions which they adopt in the 
complex. Increases in density, indicated by purple regions, correspond to shifts of density 
into that area upon complexation; yellow areas denote decreases. The most substantial 
shift in complex a1 occurs right along the NH··O H-bond, indicated by the broken red 
line. The pattern of charge shift away from the bridging proton, and into the purple 
regions on either side of it are characteristic of a H-bond. This same pattern is noted in 
the CH···O H-bonds of b and c, further bolstering the contention that these dimers are 
held together in part by such H-bonds. 
As indicated above, the two stacked dimers are attracted to one another in part by 
transfer from the CO  orbital of one molecule to CO * of the partner, with a symmetric 
transfer occurring in the opposite direction. It is thus no surprise to note large shifts above 
and below each monomer, with very little taking place within each molecular plane of b 
and c. In other words, one can speak of large π shifts and very small σ shifts. There is a 
shift of density toward the O atoms, both above and below the molecular plane. But this 
increase is notably larger in the region between the two molecules. Likewise, there is a 
loss of density above and below the C atoms, albeit slightly smaller in magnitude than 
those associated with O; little change is observed near the N atoms. This pattern is what 
one might anticipate if the two monomers engage in π(CO)→π*(CO) charge transfers, as 
suggested by Table 9-2. Note also that the shifts above and below the carbonyl planes are 
more substantial in b than in c, again consistent with the more prominent role played by 
* transfers in b. 
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9-3.1. Sensitivity to Basis Set Superposition Error 
In most cases in the literature, counterpoise corrections are added to a structure 
that has been optimized on an uncorrected surface.
58,59
 An alternate procedure, albeit a 
somewhat more time consuming one, performs the geometry optimization on a fully 
corrected potential energy surface. As such, it is normally found that the intermolecular 
distance is somewhat longer in the latter case, as the artificial attraction associated with 
basis set superposition error does not pull the two subunits too close together. But other 
than this small change in intermolecular separation, the minima optimized on the 
corrected and uncorrected surfaces are typically quite similar. 
The NMA dimer represents a departure from this general observation. Significant 
differences in optimized geometry were noted first in the NH··O H-bonded complexes. 
The φ(H··OCN) angles listed in Table 9-1 for a1 and a2 are -171° and -6°, respectively, 
both rather close to the placement of the bridging proton in the plane of the proton-
accepting NMA molecule. In contrast, when the optimizations were performed without 
including counterpoise corrections at each step, the NH proton was positioned quite a bit 
out of this plane. Details of these structures are provided in Table 9-4, where it may be 
seen from the φ(H··OCN) dihedral angles that the proton in question hovers between 50° 
and 65° above the plane of the partner amide. Because of this departure from the plane, 
the proton is further removed from the acceptor carbonyl O than in the planar cases of 
Table 9-1, despite the artificial attraction that arises from the basis set superposition error.  
And one might also note the greater disparity from H-bond linearity in these nonplanar 
structures, with θ(NH··O) between 137° and 155°, compared to 171°-175° for the planar 
complexes. The four structures described in Table 9-4 are quite similar to one another, 
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differing primarily in the disposition of one molecule relative to another. Their 
geometries are displayed graphically in Figure 9-4 along with all other minima obtained 
on the uncorrected potential energy surface. 
One consequence of the displacement of the NH from the carbonyl plane is a 
perturbation in the NBO E(2) quantity that reflects the transfer from the O lone pairs to 
the NH σ* antibond.  Compared to values between 12.6 and 13.8 kcal/mol in the planar 
geometries, this quantity drops down to between 4 and 8 kcal/mol when the H is situated 
above the plane of these O lone pairs. In partial compensation, a new charge transfer 
appears, one in which the density is removed from the CO π bonding orbital. E(2) for this 
π(CO)→σ*NH transfer amounts to between 2.6 and 4.2 kcal/mol, as reported in the last 
column of Table 9-4. 
One may conclude from the distinctions between the H-bonded structures 
obtained on the corrected and uncorrected potential energy surfaces that a displacement 
of the NH out of the amide plane of the partner molecule is not energetically costly. 
Indeed, it requires scrupulous correction of superposition error to place these proton 
donors very close to the carbonyl plane. While disturbing the charge transfer from the O 
lone pairs to the NH σ* antibond, nonplanarity permits transfer from the CO π bond to 
take its place to a certain degree. 
Failure to include counterpoise corrections in the potential energy surface also has 
certain consequences for the stacked structures b and c. The largest perturbation arises in 
the antiparallel dimer b, designated b’ in Figure 9-4. Instead of the tilt between the two 
molecules in b that leads to a CH··O H-bond, the two molecules lie precisely parallel to 
one another, with both R(N··C) distances equal to 3.710 Å. Without this tilt, the shortest 
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intermolecular CH···O contact is 2.78 Å, beyond the range of a substantive H-bond. And 
indeed, there is no significant E(2) that would correspond to any such CH··O H-bond.  
NBO analysis confirms the absence of this sort of H-bond with no significant 
O→σ*(CH) transfer. On the other hand, the fully stacked arrangement of b’, as well as 
the closer approach of the two molecules, enhances the * charge transfer, with a 
combined E(2) of 2.48 kcal/mol, compared to the 1.36 kcal/mol in structure b where the 
molecules were tilted relative to one another. Structure c’ is less distinct from c: The two 
molecules adopt essentially the same relative orientation in both. And in both cases, the 
R(C··C) distance is shorter than R(N··N) by about 0.5 Å, a tilt which facilitates formation 
of the two CH··O H-bonds. The latter are both 2.372 Å in length in c’, slightly shorter 
than the 2.430 Å in c, an expected result of failure to correct the surface for basis set 
superposition error. 
As a consequence of including the counterpoise corrections into the optimization 
procedure, the final structures in Figure 9-1 are significantly more stable than those in 
Figure 9-4. For example, dimer a1 is more stable by 0.63 kcal/mol than the most stable 
configuration in Figure 9-4 where counterpoise is corrected after the fact. b and c are 
both more stable than b’ and c’ by 0.35 kcal/mol. In these cases, then, including 
counterpoise correction into the optimization affects not only the geometrical 
dispositions, but also the energies to a significant degree. 
9-3.2. Influence of C=O Dipole-Dipole Attractions 
The literature contains a number of instances in which a pair of carbonyl C=O 
groups approach one another in what might appear to be an attractive interaction.
3
  Their 
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mutual orientation can be either parallel or perpendicular.
1,2,17
 Any such attraction has 
been attributed by some to simple dipole-dipole forces
1,3,5,12
 whereby the negatively 
charged O approaches the C of the other carbonyl which is of opposite charge. Another 
scenario considers n→π* charge transfer from the O lone pairs to the carbonyl 
antibonding orbital of the other subunit.
4,6,10,11,17
 With specific regard to amide units, 
recent studies of di- and tripeptides in the gas phase have found occasions where a pair of 
peptide units are stacked above one another,
13-15
 as opposed to forming the normally 
expected NH···O H-bonds. 
There are two minima, b and c, found by our calculations that can be described as 
stacked in some sense. They can be categorized as antiparallel and parallel, with binding 
energies of just over 6 kcal/mol, within about 2 kcal/mol of the preferred NH··O H-
bonded structure. Although stacked, it cannot be said that the binding of either is 
attributable purely to * charge transfer, as both contain an essential element of 
CH···O H-bonding, more so for c than for b. At the same time, a fully parallel 
arrangement b’, with no significant H-bonding (see Figure 9-4), represents a stable 
minimum on the potential energy surface, albeit the surface without counterpoise 
corrections. And the binding energy of this dimer is only slightly less than that in b and c. 
So one might conclude that there is a strong theoretical basis for stacked arrangements of 
peptide units, whether fully parallel or tilted. Yet these structures do not show any 
evidence of the n* charge transfers that have been hypothesized. 
As there are no true minima in the NMA dimer surface that rely on the proposed 
n→π* transfer as the basis of their stability, partial geometry optimizations were carried 
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out with some restriction to search for such a structure. The O atom of one NMA 
molecule was placed directly above the C of the other, and the θ(O··CO) angle held fixed 
at 90°. Such a prescription would allow the upper carbonyl to orient itself either 
perpendicular to the C=O below, or parallel to it. The optimization under this 
perpendicular sort of restriction led instead to an intermediate position, with 
θ(C···OC)=135°, and R(C···O)=2.805 Å. This orientation facilitates an interaction 
between a “rabbit ear” lone pair of the upper O and the C atom of the lower amide. And 
in fact, a NBO perturbation energy E(2) of 1.64 kcal/mol was evaluated for this 
Olp*(CO) charge transfer. This finding is consistent with the idea that such 
orientations can be stabilizing in peptide-peptide interactions, even if the geometry does 
not correspond to a true minimum on the NMA dimer surface. More quantitatively, the 
binding energy of this structure is only 1.71 kcal/mol, much smaller than those of the true 
minima, stabilized by NH··O or CH··O H-bonds and/or * charge transfer. 
9-4. Conclusions and Discussion 
The calculations have highlighted the minima on the potential energy surface of a 
pair of peptide units, each modeled by the NMA molecule. Two principal types of 
structure were found. The first class is stabilized by a classic NH···O H-bond, of the sort 
that is commonly considered to form between peptide units in such secondary structures 
as α-helices and β-sheets. The NH···O arrangement if very close to linear and the NH lies 
some 120-140° from the C=O axis, consonant with the idea of a pair of rabbit ear lone 
pairs on the O atom. The planes of the two amide groups are roughly perpendicular to 
one another. 
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There is a second type of dimer structure which is slightly less stable, with a 
binding energy only 23% smaller. The two amide units lie one above the other, in what 
may be termed a stacked configuration. The antiparallel structure places the CO of one 
molecule over the NH of the other, while the two CO groups lie directly above one 
another in the parallel arrangement, as do the two NH groups. There is only a very small 
energy difference between these two dimers. Part of the binding of these complexes 
arises from charge transfer from the CO π bonding orbital of one subunit to the 
antibonding π*(CO) orbital of the other, and vice versa. A second stabilizing factor is one 
or more CH···O H-bonds. The former π→π* transfer plays the dominant role in the 
antiparallel structure, while the CH··O H-bonds are more important in the parallel dimer.  
In contrast to an earlier work,
13
 there was no evidence found here of a significant transfer 
to the CO * antibonding orbital from a N lone pair, even in the antiparallel stacked 
structure. 
For all stable dimers, there is a strong electrostatic component to the attraction, as 
the negative potential surrounding the carbonyl O is situated in proximity to the positive 
potential of the partner molecule. This electrostatic attraction is somewhat larger for the 
NH··O H-bonded dimers. Induction and dispersion forces are substantial as well, albeit 
smaller than Coulombic attraction. Dispersion is a bit larger than induction, especially in 
the stacked dimers where dispersion is nearly as large as the electrostatic component. 
One of the more interesting issues that arose in this study is the surprising degree 
of sensitivity of the equilibrium geometries to basis set superposition error. Failure to 
include counterpoise corrections within the optimization algorithm distorted the NH···O 
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H-bonded configurations, lifting the bridging proton and NH group well out of the plane 
of the proton-accepting amide unit. The reason that this distortion did not strongly affect 
the binding energy is that the loss of some of the Olp→σ*(NH) charge transfer is 
compensated by a new transfer into the NH σ* antibonding orbital originating in the CO 
π bond. For example, the total Olp→σ*(NH) E(2) in dimer a1 is equal to 13.8 kcal/mol. 
This term is reduced to 8.0 kcal/mol in the distorted dimer where the NH is pulled out of 
the amide plane, but E(2) for the π(CO)→ σ*(NH) transfer of 3.0 kcal/mol makes up for 
some of this loss. One can thus conclude that the NH of one amide need not necessarily 
reside in the carbonyl plane, that even large displacements out of this plane incur only a 
small energetic cost. This idea is reinforced by IR/UV double resonance data of a capped 
tripeptide chain in the gas phase
60
 wherein the NH was located above the peptide plane of 
the CO proton acceptor. 
A second perturbation in structure that is associated with basis set superposition 
error is the tilt angle between the two amide units in the stacked structures. While the 
parallel dimer is not affected much, the antiparallel conformation loses its tilt when this 
error is uncorrected, and the two molecules become perfectly stacked. Again, this change 
is facilitated by compensation. The loss of the CH···O H-bond in the tilted true minimum 
is offset by an increase in the π→π* transfer between the CO bonding and antibonding 
orbitals. In quantitative terms of E(2), the total in the true antiparallel, tilted minimum, 
arises from 1.4 kcal/mol for the π→π* transfer plus 1.2 kcal from the CH··O H-bond. 
Although the latter is lost when the two molecules are fully stacked, the π→π* E(2) rises 
to 2.5 kcal/mol. This perturbation can be taken as an indication that the notion of stacked 
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dimers need not be taken too literally: some tilting is enabled by formation of CH···O H-
bonds. 
There is less evidence for the notion in the literature that there is a strong 
attraction between the carbonyl O of one group and the C atom of the other, in particular 
via a Olp*(CO) charge transfer. There is no minimum on the surface that corresponds 
to such an interaction. When the two groups are placed accordingly, the structures 
quickly shift to one of the true minima in the surface. When the O atom is forced to lie 
directly above the carbonyl group, which would maximize an interaction of this type, 
there is some attraction noted, but it is rather weak, with only 22% of the binding strength 
of the NH···O structure which represents the global minimum on the surface. One may 
conclude then that there is some validity to the idea of Olp*(CO) stabilization, but this 
attraction is secondary to NH···O H-bonding structures, as well as the stacked 
arrangements that are stabilized by some combination of * and CH···O H-bonds. 
NMA is of course only a model of the peptide unit in a full protein backbone. 
Nonetheless, it contains the essential elements of the peptide, which surrounds the amide 
group on both sides by a C atom, that corresponds to the C

 of a protein. And it is the 
C

H of the protein backbone which could participate in the CH···O H-bonds that 
represent a significant component in the stability of some of the stacked conformations. 
Yet it should be reiterated in this regard that such CH···O H-bonds are not crucial to 
these stacked configurations, as the loss of the latter H-bond can be compensated to a 
large degree by a more parallel arrangement of the amides which adds to the * 
stabilization. And finally, there is little energetic distinction between the parallel and 
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antiparallel arrangements of the two amide units. Both are beneficiaries of the Coulombic 
attraction between the negative potential surrounding the carbonyl O of one amide and 
the positive regions of the other portions of the second amide unit. 
It is tempting to speculate how these results might be altered if the NMA 
molecules were enlarged to di-, tri- or even larger oligopeptides. The first complicating 
issue would be the likely formation of internal H-bonds within each monomer. It is well 
known, for example, that dipeptides tend to form C5 and C7 conformations that contain 
as an essential element NH···O H-bonds between adjacent peptide units.
61-63
 The 
presence of any such internal H-bond could compete with NH···O H-bonds between 
amide units involving a separate partner molecule. On the other hand, the formation of an 
internal H-bond that occupies a NH group on one amide may not interfere with the ability 
of the C=O on the same peptide unit to act as proton acceptor to the NH of a neighboring 
molecule. And indeed, such an arrangement might be anticipated to strengthen the latter 
intermolecular H-bond, according to the principles of H-bond cooperativity, wherein 
proton donation from one part of a molecule tends to strengthen proton acceptance on a 
neighboring segment.
28,64,65
  In fact, such positive cooperativity is a likely contributor to 
the stability of  -sheets containing three or more strands23 or -helices.66,67 Not only 
conventional NH···O but also weaker CH··O are subject to comparable cooperativity 
effects
68-70
 that might affect the stacked dimers in which they play some role. On the 
other hand, there is much less known about the positive or negative cooperativity that 
might arise in the stacking of multiple conjugated  systems, or concerning how the 
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involvement in a H-bond might affect * charge transfers. For these reasons, an 
exploration of larger systems represents a ripe area for future research. 
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 Table 9-1. Geometric and energetic (kcal/mol) aspects of NH••O H-bonded dimers. 
∆E a1  7.91 a2  7.88 
R(H···O), Å 1.971 1.977 
θ(NH···O), degs 171 175 
θ(CO···H), degs 120 142 
φ(H··OCN), degs -171 -6 
φ(CN··OC), degs -76 -77 
E(2) Olp→σ*NH 13.82 12.56 
 
 
 
Table 9-2. Geometric and energetic (kcal/mol) aspects of stacked dimers. 
 
∆E b  6.13 c  6.06 
R(C···C), Å 3.370 3.425 
E(2) π(CO)→π*(CO) 1.36 0.68 
R(H···O), Å 2.552 2.430 
E(2) Olp→σ*(CH) 0.78 2.26 
R(H···C), Å 3.298 3.122 
E(2) π(CO)→σ*(CH) 0.39 1.56 
 
 
 
Table 9-3. SAPT contributions (kcal/mol) to total interaction energies of NMA dimers. 
 
 NH···O stacked 
 a1 a2 b c 
ES -11.25 -10.46 -8.02 -7.41 
EX 9.39 8.51 7.20 7.32 
IND -4.23 -3.69 -3.44 -2.87 
IND+EXIND -2.10 -1.97 -1.38 -1.34 
DISP -5.33 -5.38 -7.01 -6.82 
DISP+EXDISP -4.54 -4.66 -6.13 -6.00 
total -8.50 -8.58 -8.33 -7.44 
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Table 9-4. Geometric and energetic aspects of NH••O dimers obtained without inclusion 
of counterpoise corrections in optimization algorithm. 
 
∆Ea r(H··O) θ(NH··O) φ(H··OCN) Olp→σ*NH r(H··C) π(CO)→σ*NH 
Kcal 
/mol 
Å degs degs E(2), 
kcal/mol 
Å E(2), 
kcal/mol 
7.28 1.985 155 -56 7.95 2.759 3.01 
7.01 2.030 149 130 6.84 2.667 2.57 
6.90 1.999 148 65 5.85 2.606 4.24 
6.47 2.088 137 116 4.02 2.671 2.80 
 
a
including counterpoise correction after optimization 
 
 
 
 
 
Figure 9-1. Geometrical dispositions of two NMA molecules in fully optimized dimers, 
with counterpoise corrections included in the optimization algorithm.  Binding energies 
reported as large blue numbers; distances in Å and angles in degs.  Two views are 
presented of dimer c so as to view both CH··O H-bonds. 
 
      229 
 
  
 
 
Figure 9-2. Electrostatic potentials of two NMA subunits in each of three different 
dimers.  Blue regions correspond to positive potential, negative to red.  Contour 
illustrated is 0.08 au. 
 
 
 
 
 
Figure 9-3. Shifts of electron density occurring in three NMA dimers.  Purple regions 
denote added density, losses are shown in yellow.  Contour illustrated is 0.0008 au.  H-
bonds are indicated by broken red line. 
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Figure 9-4. Geometrical dispositions of two NMA molecules in fully optimized dimers, 
with counterpoise corrections not included in the optimization algorithm. Binding 
energies, corrected for basis set superposition error, reported as large blue numbers; 
distances in Å and angles in degs. 
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CHAPTER 10 
FIRST STEPS IN GROWTH OF A POLYPEPTIDE TOWARD β-SHEET 
STRUCTURE
1
 
Abstract 
The full conformational energy surface is examined for a molecule in which a 
dipeptide is attached to the same spacer group as another peptide chain, so as to model 
the seminal steps of β-sheet formation. This surface is compared with the geometrical 
preferences of the isolated dipeptide so as to extract the perturbations induced by 
interactions with the second peptide strand. These inter-peptide interactions remove any 
tendency of the dipeptide to form a C5 ring structure, one of its two normally stable 
geometries. A C7 structure, the preferred conformation of the isolated dipeptide, remains 
as the global minimum in the full molecule. However, the stability of this structure is 
highly dependent upon inter-peptide H-bonds with the second chain. The latter forces 
include not only the usual NH∙∙O interaction, but also a pair of CH∙∙O H-bonds. The 
secondary minimum is also of C7 type, and likewise depends in part upon CH∙∙O H-
bonds for its stability. The latter interactions also play a part in the tertiary minimum. A 
two-strand β-sheet structure is not yet in evidence for this small model system, requiring 
additional peptide units to be added to each chain. 
                                                 
1
 Coauthored by Upendra Adhikari and Steve Scheiner. Reproduced with permission from J. Phys. Chem. B 
2013, 117, 11575-11583. Copyright 2013, American Chemical Society. 
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10-1. Introduction 
The three-dimensional structure adopted by proteins rests on a variety of different 
structural and energetic factors. In the first place, each residue has a different dependence 
upon internal rotations φ and ψ around the Cα atom, represented by its characteristic 
Ramachandran plot. There are also important interactions between non-adjacent residues 
that help the protein fold up into its native conformation. Probably the most well-known 
of the latter class are the inter-residue H-bonds. These H-bonds include not only peptide-
peptide NH∙∙∙O H-bonds, but also those that involve the polar sidechains of certain 
residues. A range of newer, and usually weaker, interactions have gained some attention 
in recent years, such as those involving the π systems of aromatic systems,1-8 which also 
contribute to protein structure. Within the context of H-bonds, the ability of CH to act as 
proton donor has been clearly established,
9-19
 but there is lingering discussion concerning 
the ability of CH∙∙O H-bonds to influence the structure of proteins. 
Horowitz and Trievel have recently
20
 summarized some of the strongest evidence 
to date concerning the ability of CH∙∙O H-bonds to influence the structure and function of 
biological systems, which updates some of the earliest such compilations in this 
direction.
21-29
 The combined work has catalogued such H-bonds that involve for example 
the C
α
H of the backbone within the context of β-sheets.30-36 Certain residue sidechains37-
40
 are clearly involved as well, e.g. His.
41,42
  Much of the earlier work has since been 
verified by very high-resolution crystal structures, and NMR data, to the point where 
CH∙∙O H-bonds can be considered “highly prevalent in protein structure.”20  These 
interactions serve more than a simple structural role, at times participating in enzyme 
catalysis.
41,43,44
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Given the complexity of proteins, and the multitude of forces that participate in 
their final three-dimensional structure, it is far from simple to elucidate the contribution 
of one specific interaction, and how the structure might differ in its absence. This 
problem has led to the synthesis and analysis of a number of organic systems that contain 
both apparent CH··O bonds and some of the elements of a full protein, but which are 
more conducive to detailed study of individual interactions by virtue of their smaller 
size
13,15,17,18,45-49
 The Smith group in particular has constructed molecules
50-53
 that contain 
species by which the ability of a CH··O H-bond to contribute to the beginnings of β-sheet 
structure in a protein may be tested. 
A recent work in particular
54
 applied a hybrid combination of computations, along 
with a variety of experimental measurements, to demonstrate that CH··O H-bonds are 
potent enough to override the normal trans-planar conformational preferences of α-
fluoroamide substituents, within the context of molecules that contain the seeds of 
interpeptide interactions within a protein β-sheet. First by direct calculation, and also by 
comparison with analogous molecules without such CH··O H-bonds, the calculations 
estimated the strength of the interaction to lie in the neighborhood of 3-4 kcal/mol. 
Perhaps more to the point, both the computations and diffraction structures found 
geometries that would not occur were there no attractive CH∙∙O H-bond. This finding is 
quite consistent with prior direct calculations
55
 of the β-sheet which found comparable 
energetics of interstrand NH··O and CH··O H-bonds, results which were confirmed by 
ensuing computations.
56-59
 
 At this point, then, there appears to be compelling evidence that CH··O H-bonds 
can influence the preferred geometry of certain systems, in particular those that bear a 
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resemblance to β-sheet structure in proteins. There are also computational assessments of 
the energy of such bonds, in comparison to NH∙∙O. The question remains, however, as to 
just how these H-bonds might influence the structure during the process during which a 
β-sheet is being formed. In order to address this issue, the skeleton of a two-strand β-
sheet is built by tethering both strands to a spacing unit that allows appropriate flexibility. 
This spacing unit is chosen not only to provide the proper positioning of the two strands, 
but also to maximize its similarity to molecules that have been examined experimentally, 
which will facilitate the checking of the results once the molecule is synthesized and 
exposed to diffraction and spectrometric analysis. 
More specifically, the molecule to be examined here is illustrated in Figure 10-1 
where it may be noted that it is composed of two strands. The upper chain contains a pair 
of peptide units bracketing a CH2 group, as would occur for the Gly residue within a 
protein. The lower chain places a peptide unit between two C atoms, again simulating a 
very short protein chain. The two segments are connected via a phenyl ring and an ether 
linkage leading down to the lower chain, similar to molecules that have been previously 
synthesized and studied.
50-53
 This system can be considered as the very first stage of 
“zipping up” a β-sheet from one end to the other. Does this pair of peptide strands begin 
to form a β-sheet even at this very early stage, or are more peptide units required? How 
does the presence of the lower peptide chain influence the structure of the upper 
dipeptide? Analysis can also determine whether the interstrand interactions are dominated 
by conventional NH··O H-bonds, or if there is some influence by potential CH··O H-
bonds or perhaps some other attractive forces. 
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10-2. Computational Methods 
Calculations were carried out via the Gaussian 09 package
60
 using the M06-2X 
variant of density functional theory
61
 with a 6-31+G** basis set. This approach was 
devised in part so as to better characterize intermolecular interactions of the sort being 
considered here, and has enjoyed good success in the past.
14,62-71
 The DFT calculations 
utilized the finegrid option, which is a pruned (75,302) one, specifically 75 radial shells 
and 302 angular points per shell, which amounts to about 7000 points for each atom. 
Natural bond orbital (NBO) calculations
72,73
 to assess intermolecular interactions were 
carried out using the analysis routines within the Gaussian program. 
10-3. Results 
The most important dihedral angles of the subject molecule I are illustrated in 
Figure 10-1a, where φ and ψ have their usual meanings in the context of proteins, dealing 
with rotations about the CH2 group that lies between a pair of amide units.  The 
orientation of the peptide unit in the lower chain is primarily controlled by the CCNC 
dihedral angle denoted χ1 in Figure 10-1a.  A rotation around this C-N bond can reorient 
the lower chain from a position where its O atom can form a NH···O H-bond with the 
first upper peptide (1a, with χ1 in the vicinity of -90°) to one in which the NH group of 
the lower peptide interacts with the C=O of the second upper peptide, as in Figure 10-1b, 
where χ1 is in the +75° range. 
The rotational profile of molecule I is presented as a function of dihedral angle ψ 
by the solid curve in Figure 10-2. This curve was generated by choosing a regular set of 
ψ angles, with 30° increments, between 0° and 360°. For each value of ψ, the remainder 
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of the molecular geometry was optimized. Since the various bond rotations can generate a 
number of local minima, optimizations were run for a variety of different starting values 
of φ and χ1, as well as certain other dihedral angles. The lowest-energy minimum was 
taken as the global minimum for a given ψ angle, and it is that energy which is plotted as 
the solid curve in Figure 10-2. 
To be more specific, it was considered important to sample the full 
conformational space of the molecule, so as to be sure that all minima, local as well as 
global, were identified. Multiple minima are most likely associated with rotations around 
single bonds so this issue was of paramount concern. It was thus necessary to begin 
optimizations from a variety of starting points. First of all, peptide units were assumed to 
adopt their trans conformations, so geometry optimizations began with φ(OCNH) 
dihedral angles equal to 180°, although this angle was subject to change as a result of 
geometry optimization. As stated above, separate potential energy surfaces were 
generated for the CO-up and NH-up configurations of the lower peptide, which 
corresponded to geometry optimizations starting with χ1 = -90°, and χ1 = +75°, although 
this angle was of course allowed to freely change during the optimization. Multiple 
orientations of the terminal methyl groups were also adopted so as to ensure obtaining the 
lowest possible energy, as were multiple values of the φ(OCCN) and φ(COCC) dihedral 
angles in the lower chain. Four different starting points for the φ angle in Figure 10-1 
were considered for each possible structure, again to be sure no minimum on the surface 
was overlooked. Altogether, geometry optimizations were carried out for nearly 200 
different starting points, in each case holding fixed only the single parameter, ψ. The 
solid rotational profile for the model molecule I may be compared with the dashed line in 
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Figure 10-2, which represents the profile of the upper chain of I, the dipeptide 
NH2COCH2NHCOCH3. The most stable structure of this simple dipeptide, illustrated in 
Fig 3a, occurs at ψ=300° (and its symmetrical equivalent at ψ=60°) where its dominant 
feature is a C7 ring, encompassing a NH···O H-bond between HN1 and O2. A secondary 
minimum, about 1 kcal/mol higher in energy, is present at ψ=180°, which is dominated 
by a C5 H-bond between HN2 and O1, as shown in Figure 10-3b. The energy barrier 
which the C5→C7 pathway must traverse is roughly 1.3 kcal/mol, while a barrier of 
nearly 3 kcal/mol at ψ=0° impedes the interconversion between the two symmetric C7 
structures at ψ=60° and 300°. 
Comparison of the solid and dashed curves highlights some important 
perturbations caused by the presence of the lower peptide unit in full molecule I. The C7 
minimum at ψ=300° remains intact, and retains its status as the global minimum. There is 
a secondary minimum at ψ=60°, corresponding to the second C7 structure, but the 
absence of symmetry in I raises the energy of this configuration by nearly 1 kcal/mol 
relative to the global minimum. A more profound perturbation occurs at ψ=180° where 
the C5 minimum in the fragment is raised in energy, to the point where it becomes the 
highest-energy structure in the entire range. (In fact, as detailed below, the 180° geometry 
does not contain a C5 NH···O H-bond at all.) The other secondary minimum, only 
slightly higher than that at 60°, occurs at ψ=150°. This displacement from ψ=180° in the 
fragment to 150° in the full I represents more than a slight rearrangement of the C5 
fragment, encompassing an entirely new structure as described in greater detail below. 
Another strong perturbation is associated with ψ=0°. The transition state for C7→C7’ 
interconversion in the smaller fragment, represents a barrier no longer in the larger 
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molecule. This barrier is shifted over to ψ=30°, and is significantly lowered, along with 
substantial changes in geometry. 
The reader may have noticed that the solid curve in Figure 10-2 is blue for the 30° 
< ψ < 270° range, and is red elsewhere. The two colors indicate the orientation of the 
lower peptide of Figure 10-1. Red is used to indicate values of ψ for which the lowest 
energy geometry points the carbonyl O atom up toward the upper segment, as in Figure 
10-1a, whereas conformations that orient the NH group toward the upper chain (10-1b) 
are indicated in blue. In other words, the participation in a H-bond by the lower peptide 
as proton acceptor is indicated by red, and as a donor by blue. It is fair to wonder why the 
molecule should reverse its preference partway through the ψ rotational profile. Why 
should it prefer CO up for some values of ψ and NH up for others? 
10-3.1. Individual Rotational Profiles 
In order to answer this question, rotational profiles were generated separately for 
structures 10-1a (CO up) and 10-1b (NH up). The solid red curve in Figure 10-4b 
presents the energy as a function of ψ for the entire molecule I, wherein the lower 
segment maintains its carbonyl O pointed up, even when that is not the lower energy 
structure. Again for reference, the rotational profile of the upper dipeptide segment by 
itself is illustrated by the broken curve in Figure 10-4a. Certain issues are particularly 
noticeable.  For one thing, the C7 minimum at ψ=300º is intact in Figure 10-4b, but the 
other C7 minimum at ψ=60º is very shallow, almost entirely vanished.  Indeed, the 
geometry of this structure does not have a C7 H-bond at all (see below). The C5 
minimum at ψ=180º has in fact disappeared, shifted over by 30º to 210º. But both the 
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latter, and the ψ=60º minimum are much less stable than the ψ=300º conformation, by 
nearly 3 kcal/mol. The maximum at ψ=240º of the dipeptide remains, and is in fact 
doubled in height, as is the barrier at ψ=120º which is shifted over toward ψ=90º.  
There are a number of factors that must be considered in order to understand these 
perturbations. First and foremost is the interaction between the upper dipeptide chain and 
the lower peptide unit. This interaction is dominated, but not completely so, by the 
NH··O H-bond indicated in Figure 10-1a. The interaction energy between this pair of 
components was estimated by taking each geometry of the full molecule in Figure 10-4b, 
and removing the intervening groups. That is, the phenyl group was deleted, as was the 
connecting OCH2CH2, leaving only the upper NH2COCH2NHCOCH3 and the lower 
CH3NHCOCH3, in precisely the same geometries as they adopt in the full molecule I. 
The interaction energy between these two separate molecules was then computed as Eint. 
A second factor relates to the internal geometries of the upper and lower 
segments.  Taking the upper peptide segment as an illustration, the φ angle in the full 
molecule I is not necessarily equal to, or even close to, its value when the isolated upper 
segment is fully optimized. For example, when ψ=180°, the lowest energy structure of 
the upper segment H2COCH2NHCOCH3 has φ=-179°, which enables the formation of the 
C5 NH··O H-bond. But in the full molecule I, when ψ=180°, any advantage of a C5 
intrapeptide H-bond is outweighed by the stability offered by interpeptide H-bonds with 
the lower segment, leading to an optimized φ of 78°. In order to adopt the latter 
conformation, the upper segment must overcome an internal “distortion energy,” 
representing the energy difference of φ=78°, versus its natural minimum at φ=-179° 
which would include the C5 minimum. This big difference in φ does not occur over the 
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entire range of ψ, but only at a few select angles, notably 150° < ψ < 210°, as well as at 
ψ=±30°, so it is only here that this distortion energy must be accounted for. (There is also 
distortion energy within the lower segment of I, with a similar origin.) 
The broken red curve of Figure 10-4c represents the total of the two 
aforementioned factors, the intersegment interaction energy plus the distortion energy, as 
a function of dihedral angle ψ. These two factors are most stabilizing (most negative 
values) in the vicinity of ψ=0, where there is a particularly strong interpeptide NH··O H-
bond, with R(H··O)=2.08 Å. Another value of ψ for which the interpeptide interactions 
are highly stabilizing occurs at 210°, containing a short 2.07 Å NH··O H-bond, 
augmented by a pair of fairly strong CH··O H-bonds, with R(H··O)~2.3 Å. The 
interpeptide attractions that occur at the third minimum in Figure 10-4c, ψ=300°, 
represent a combination of NH··O and CH··O H-bonds, none of which are shorter than 
2.3 Å.  
When these two factors are added to the rotational profile of the upper peptide 
fragment in Figure 10-4a, one obtains the profile illustrated in Figure 10-4d. It is readily 
apparent that the overall shape of this curve is quite similar to that of the (red) actual 
calculated energy of the full molecule I in Figure 10-4b. Both curves show a global 
minimum at ψ=300°, and a secondary minimum at ψ=210°, separated by a maximum at 
ψ=240°. In summary, then, one can account for some of the initially surprising aspects of 
the rotational profile of molecule I by simply adding the interpeptide interaction energy 
and the internal distortion energies to the intrinsic profile of the upper segment dipeptide 
molecule. 
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The same procedure was followed for the case where the NH group of the lower 
segment points up toward the upper dipeptide, and the comparable results displayed in 
Figure 10-5. The interaction energies (plus distortion energies) in Figure 10-5c are 
especially strong in the 120° < ψ < 180° region, which is attributed to a particularly short 
interpeptide NH··O H-bond of 1.93-2.01 Å. The interpeptide interaction is quite weak in 
the vicinity of ψ=330°. Although the sum of dipeptide molecule, interpeptide and 
distortion energies (Figure 10-5d) does not superimpose quite as readily on the actual 
profile of the full molecule I (Figure 10-5b), there are strong similarities nonetheless. The 
region around ψ=150° is of low energy in either case, and minima are present for ψ=60° 
and 300° (C7 regions). The peak in the energy at ψ=330° can be understood on the basis 
of the weak interpeptide interactions in this conformation (cf. Figure 10-5c). 
10-3.2 Explanation 
We are now in a position to understand the basis of the full rotational profile of I 
illustrated in Figure 10-2. The lowest energy structure is plotted for the full molecule I, 
regardless of whether the lower segment has the CO or NH group up. The red color in 
Figure 10-2 indicates that it is the CO-up structure that is the more stable of the two at a 
given value of ψ, while the lower energy of NH-up is designated by the blue color. In 
summary, the CO-up conformation is more stable for 270° < ψ < 360°, while NH-up is 
preferred over the remainder of the ψ range. 
Some of the more important structures are illustrated in Figure 10-6. The global 
minimum in Figure 10-6a contains first of all an internal C7 NH··O H-bond of length 
2.06 Å. One may obtain a rough estimate of the interaction energy of a H-bond such as 
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this via the NBO E(2) perturbation energy. This quantity is equal to 6.83 kcal/mol for the 
Olp→σ*(NH) charge transfer, and is supplemented by a π(CO)→σ*(NH) contribution of 
3.19 kcal/mol. Importantly, there is a very substantial interpeptide interaction energy for 
this structure of 10.47 kcal/mol. A chief contributor to this force is a pair of CH··O H-
bonds, of lengths 2.42 and 2.48 Å, with respective NBO measures of attraction of E(2) 
1.95 and 1.87 kcal/mol. The interpeptide NH··O H-bond would appear to be somewhat 
weaker. Even though R(H··O) is fairly short at 2.33 Å, the H-bond is far from linear, with 
θ(NH··O)=113°, and with E(2) of only 1.57 kcal/mol. It is worth comparing this global 
minimum with the other structure with ψ=300° and a C7 internal H-bond, that with NH 
up instead of CO. Even though this conformation contains a strong interpeptide NH··O 
H-bond, with R(H··O) 2.01 Å, and E(2)=12.52 kcal/mol, it lies 1.0 kcal/mol higher in 
energy than the global minimum in Figure 10-6a. One might thus attribute the greater 
stability of the CO-up structure to its CH··O H-bonds. 
Another revealing point of comparison arises from the structure in Figure 10-6b 
with ψ=60°, also containing an intrapeptide C7 H-bond, and representing a second 
minimum in the full rotational profile. This conformation includes a single interpeptide 
NH··O H-bond, and a rather strong one at that, with R(H··O)=1.97 Å and E(2)=13.74 
kcal/mol. But again, this single NH··O H-bond results in a structure that is higher in 
energy that that in Figure 10-6a which contains two CH··O H-bonds, again by 1 
kcal/mol. One may conclude that the pair of strong CH··O H-bonds in this molecule can 
compete effectively even with a strong NH··O H-bond. 
The other minimum in the rotational profile of I occurs at ψ=150°. Like the 180° 
minimum in the small dipeptide profile, this structure in Figure 10-6c contains what 
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might appear at first sight to be an intrapeptide C5 NH··O H-bond. However, with 
R(H··O) fairly long at 2.93 Å, such a bond would be quite weak, which is confirmed by 
an E(2) of less than 0.5 kcal/mol. It might thus be misleading to characterize this 
minimum as a mere perturbation of the original C5 minimum in the dipeptide. Its stability 
is based instead on purely interpeptide interactions, primarily a NH··O H-bond of length 
2.00 Å and with E(2)=13.62 kcal/mol. The next most important interaction would appear 
to be a H-bond connecting the NH donor of the upper dipeptide with the N atom of the 
lower. With R(NH··N)=2.55 Å and E(2)=2.13 kcal/mol, this bond represents a significant 
contribution. Finally, there is a CH··O H-bond, with R(H··O)=2.49 Å and E(2)=0.92 
kcal/mol. It should be noted as well that, in order to adopt a configuration amenable to 
this interpeptide attraction, the φ angle of the upper dipeptide in 10-6c must change from 
the -170° in the small dipeptide molecule to -65° in the full molecule I, which 
encompasses an internal distortion energy of 0.8 kcal/mol. The strain energy in the lower 
segment is even larger, 1.4 kcal/mol. In other words, the interpeptide attraction is strong 
enough to force a total distortion energy of 2.2 kcal/mol, and yet remain a minimum in 
the rotational profile. 
It might be noted that whereas ψ=180° represents a minimum in the profile of the 
small dipeptide segment, that same dihedral angle corresponds to the highest energy 
structure in the entire rotational profile of the full molecule I. It is immediately clear that 
this conformation in Figure 10-6d does not include anything resembling a C5 NH··O H-
bond. Instead, the most significant contribution to its stability resides in an interpeptide 
NH··O H-bond, with length 2.01 Å and E(2)=12.94 kcal/mol. Part of the instability of 
this structure arises from the distortion energy imposed on its upper dipeptide segment of 
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2.3 kcal/mol in order to achieve a conformation amenable to this NH··O H-bond. In other 
words, in the small dipeptide molecule φ would be 180° when ψ=180°. But φ readjusts to 
68° in the full molecule, costing the system 2.3 kcal/mol. From a broader perspective, the 
C5 H-bond is the prime contributor to the minimum in the simple dipeptide. But this 
intrapeptide H-bond cannot be sustained in larger molecules where it is supplanted by 
interpeptide attractions, and the cost of breaking the intrapeptide H-bond raises the 
energy of the entire system. 
10-4. Discussion 
It is now possible to both summarize the overall effects of the presence of the 
lower peptide group upon the conformational profile of the upper dipeptide, and also 
account for these effects via fundamental principles. The preference of the dipeptide for a 
geometry that encompasses a C7 NH··O H-bond is left unaltered, with a global minimum 
occurring at ψ=300° in either case (and with φ=83° in both systems). However, in order 
to retain this privileged status as structure of lowest energy, under competition from other 
geometries with a very substantial interpeptide NH··O H-bond, the global minimum 
relies upon a pair of CH··O H-bonds to supplement the weaker, highly angularly 
distorted NH··O interpeptide interaction. This geometry has a ψ angle quite close to that 
of the standard α-helix in the Ramachandran plot, that occurs at (-58°,-50°). However, its 
φ angle of 83° is significantly distant from that of the α-helix at roughly -58°. So one 
might conclude that the presence of the lower peptide in I is insufficient to stimulate the 
adoption of an α-helical conformation in the dipeptide. This failure is not surprising since 
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the α-helical structure is stabilized by H-bonds between residues further separated along 
its chain than are possible in a dipeptide. 
The second most stable minimum of the full molecule I is also of C7 type. In 
addition to the intrapeptide C7 H-bond, it contains a strong interpeptide NH··O H-bond, 
with R(H··O)=1.97 Å, and with θ(NH··O) nearly linear at 163°. Nonetheless, the stability 
conferred by this latter interaction appears to be weaker than the ψ=300° minimum, 
relying upon CH··O H-bonds to supplement a NH··O H-bond of only moderate strength. 
As mentioned above, the presence of the lower peptide eliminates the C5 
minimum of the simple dipeptide which occurs at (φ,ψ)=(180°,180°). Instead, the tertiary 
minimum of the full molecule I shifts ψ down to 150°, and changes φ to -65°. While the 
ψ angle is beginning to approach its value of 112°/135° in the parallel/anti-parallel β-
sheets, respectively, the φ angle of -65° is far removed from the corresponding values of  
-120° and -140° in the β-sheet. Molecule I is therefore too small a model to force the 
appearance of an incipient β-sheet, although the ψ=150° minimum does include the 
interpeptide NH··O and CH··O H-bonds that are a trademark of the β-sheet. 
In summary, then, the presence of the lower peptide group leaves largely intact 
the preference of a dipeptide to adopt a C7-type geometry, even though its stability 
depends in large measure on interactions between the upper and lower peptide chains.  
The C5 structure of the dipeptide, on the other hand, is a fragile one, in that it vanishes 
upon placement of the lower peptide group in the vicinity of the upper dipeptide. The 
presence of the lower peptide group induces the formation of a tertiary minimum in the 
upper dipeptide, at ψ=150°, whose stability rests upon both weak CH··O and NH··N H-
bonds to supplement a much stronger NH···O interaction. 
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Of course, a full β-sheet contains many more peptide units than does the model 
system considered here, which includes a pair of peptides on the upper strand and only a 
single peptide on the lower. And the structure of the connecting unit, with its phenyl ring 
and ether linkage, does not provide the full range of flexibility that would accrue to a 
protein molecule’s longer, multistrand β-sheet. These factors might limit the ability of the 
model molecule to engage in a structure that is a truly accurate reproduction of a β-sheet. 
Despite the small size, however, one can see abundantly clear evidence that the 
peptide units in the two strands do indeed have a strong influence upon the 
conformational preferences of one another. These effects are obvious first in the very 
different character of the rotational profiles of the fragment and full molecule, displayed 
by the broken and solid curves, respectively, in Figure 10-2. For example, it is this 
interstrand interaction that eliminates the C5 minimum present in the structure of a single 
strand, turning this sort of structure from a minimum to a maximum in the potential 
energy surface. And this mutual effect is unambiguously traced to the H-bonds that occur 
between the two strands, a necessary ingredient in the ultimate β-sheet formation in a 
protein. The evidence for this H-bond participation arises not only from NBO orbital 
interaction energies, but also from direct calculation of the interaction energies between 
the two segments. At this early stage of protein structure nucleation, the results further 
indicate that CH··O H-bonds play a very important role, secondary only to the stronger 
NH··O bonds that are normally considered to be completely dominant. 
Lastly with respect to the accuracy that might be expected for the theoretical 
method applied here, the M06-2X approach was chosen in part for its design and superior 
performance in dealing with noncovalent interactions. Nonetheless, the data are not 
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perfect. A recent study
74
 found that the M06 family of functionals handle H-bonded 
systems rather well, reproducing much of the dispersive attractions needed for long range 
interactions, but there is a lingering error in the range of perhaps 0.5-1.0 kcal in 
applications to H-bonded systems. DFT methods such as M06-2X also apply integration 
grid quadrature methods which can be subject to certain errors as well. However, a recent 
test
75
 found the error to be expected from the grid applied here ought to be well under 0.1 
kcal/mol. 
In order to insure the validity of the M06-2X data, two other functionals were 
used to compare the energies of some of the most important structures. The geometries 
illustrated in Figure 10-6 for ψ=300, 60, and 150 all correspond to minima in the 
rotational profiles (see Figure 10-2). The energies of these structures were computed 
using two other functionals B97D
76
 and ωB97XD,77 both of which were designed in part 
to describe long-range dispersion effects. And indeed there is evidence
78
 that the latter 
approach, as well as M06-2X, provide superior reproduction of the so-called gold 
standard for noncovalent forces, CCSD(T). Although there were of course some changes 
in the quantitative energy differences, both methods confirmed the energetic ordering 
obtained by M06-2X. As a further check on the M06-2X method, ab initio MP2 
calculations were carried out on the same three important configurations, and again there 
was no change in their energetic ordering. This similarity is not surprising as MP2 and 
the M0n-2X series have been found
79
 to correlate quite well with one another in 
complexes containing comparable sorts of interactions  
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Figure 10-1. Structures of molecule I, with lower peptide group turned so as to present 
its CO group toward the upper in a, and its NH group turned in this direction in b.  
Important atoms are labeled, as are the dihedral angles discussed in the text. 
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Figure 10-2. Energy as a function of dihedral angle ψ for the simple dipeptide (broken 
curve) and full molecule I (solid curve).  Red and blue colors indicate respectively 
whether the lower peptide is oriented with CO or NH group pointing up toward the upper 
dipeptide.  Zero of energy is taken as the lowest value in the profile of each. 
 
 
 
 
 
Figure 10-3. Structures of minima on the potential energy surface of the dipeptide 
segment NH2COCH2NHCOCH3, indicating internal H-bond. 
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Figure 10-4. Energy as a function of dihedral angle ψ for a) simple dipeptide and b) full 
molecule I with lower peptide held with CO group up facing the dipeptide.  The 
interaction energy computed for the upper and lower units, in the absence of intervening 
phenyl and other groups, is shown in c.  The sum of the latter interaction energy in c and 
the intrinsic energy of the dipeptide in a is depicted in d.  For a, b, and d, the value of 
zero is assigned to the lowest energy; quantities shown in c represent absolute values. 
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Figure 10-5. Energy as a function of dihedral angle ψ for a) simple dipeptide and b) full 
molecule I with lower peptide held with NH group up facing the dipeptide.  c shows the 
interaction energy between the upper and lower units, in the absence of intervening 
phenyl and other groups, and d represents the sum of c and a. 
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Figure 10-6. Structures of selected geometries of molecule I.  Selected interatomic 
distances are in Å. 
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CHAPTER 11 
MAGNITUDE AND MECHANISM OF CHARGE ENHANCEMENT OF CH··O 
HYDROGEN BONDS
1
 
Abstract 
Quantum calculations find that neutral methylamines and thioethers form 
complexes, with N-methylacetamide (NMA) as proton acceptor, with binding energies of 
2-5 kcal/mol. This interaction is magnified by a factor of 4-9, bringing the binding energy 
up to as much as 20 kcal/mol, when a CH3
+
 group is added to the proton donor. 
Complexes prefer trifurcated arrangements wherein three separate methyl groups donate 
a proton to the O acceptor. Binding energies lessen when the systems are immersed in 
solvents of increasing polarity, but the ionic complexes retain their favored status even in 
water. The binding energy is reduced when the methyl groups are replaced by longer 
alkyl chains. The proton acceptor prefers to associate with those CH groups which are as 
close as possible to the S/N center of formal positive charge. A single linear CH··O H-
bond is less favorable than is trifurcation with three separate methyl groups. A trifurcated 
arrangement with three H atoms of the same methyl group is even less favorable. Various 
means of analysis, including NBO, SAPT, NMR, and electron density shifts, all identify 
the 
+
CH··O interaction as a true H-bond. 
                                                 
1
 Coauthored by Upendra Adhikari and Steve Scheiner. Reproduced with permission from J. Phys. Chem. A 
2013, 117, 10551-10562. Copyright 2013, American Chemical Society. 
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11-1. Introduction 
Of all the noncovalent forces that occur between separate molecules, or between 
various segments of the same molecule, H-bonding has arguably been the most 
intensively studied over the years. Decades of research have provided a wealth of 
information
1-4
 about the underlying nature of the attraction, and of some of the 
accompanying phenomena. For example, the formation of a A-H∙∙∙D H-bond typically 
results in a small elongation of the A-H covalent bond, with an associated red shift of its 
stretching frequency. 
Recent years have witnessed a broadening of the concept of H-bonding in a 
number of directions.
5,6
  For example, the electron donor D can be a H atom with a partial 
negative charge in what is usually called a dihydrogen bond.
7-11
 Or the electrons can 
come not from a D lone pair, but rather from a π bond.7, 12-15 Another extension of the H-
bond concept arises from the notion that the proton donor A atom can be less 
electronegative than the usual O, N, or F atoms. In addition to S or Cl,
16-18
 C has also 
been shown
19-28
 to participate in H-bonds as the proton donor. In an interesting twist, 
certain CH∙∙O H-bonds violate the usual rule of a red shifted C-H stretching frequency, 
with this mode shifting instead to higher frequencies.
29-36
 
Most of the extensions mentioned above are weaker than standard H-bonds, 
sometimes pushing the boundaries of the lower limit of strength. On the other end of the 
spectrum are very strong H-bonds, in which one of the two subunits carries an electric 
charge.
37-40
 The neutral water dimer, for example, is bound by some 5 kcal/mol, but if 
one of the two water molecules is replaced by either OH
-
 or H3O
+
, the interaction energy 
climbs
41-47
 by a factor of 5-8. It is natural to wonder then whether such a charge-enhanced 
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interaction energy can transform a weak H-bond such as CH∙∙O into a much stronger one. 
And indeed, there is some evidence in the literature that this might be the case.  Placing a 
negative charge on the proton acceptor
48-56
 seems to cause a substantial strengthening of 
the attractive force within the dimer. 
Likewise, adding a positive charge to the proton donor appears to have a 
comparable strengthening effect upon the H-bond. This phenomenon finds especial 
importance in the realm of biomolecular structure and function. As one example, the CH 
of a protonated Lys has been observed to attract a Trp sidechain.
57
  Upon acquiring some 
charge from a nearby metal cation, the imidazole sidechain of a His residue forms CH··O 
H-bonds with heightened frequency of occurrence, as judged by analysis of the protein 
data bank.
58
 The large number of CH∙∙O H-bonds around the Cu coordination site of 
amicyanin
59
 suggested that charge imparted by metal-coordination applies more generally 
to other CH donors as well. 
One interesting case study arises in the activity of a particular class of enzymes. 
The Trievel group’s delving into the mechanism of lysine methyltransferases and 
demethylases
60-64
 has revealed strong evidence that one or more CH··O H-bonds 
involving a cationic proton donor play an important role in their functioning. These 
donors involve either S (as in S-adenosyl-L-methionine, i.e. AdoMet) or N (lysine) as the 
center of positive charge (which partially motivates the model systems discussed below). 
However, the experimental data have not been capable of providing certain information 
that would aid in our understanding of how the enzymes function. For example, it is 
unclear whether one or more H atoms of each methyl group engage in H-bonding with a 
single acceptor atom. Nor has it been possible to extract the energetics of any individual 
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CH··O interaction, an important consideration in terms of whether such bonds can hold 
the appropriate residues in position for enzymatic function and how they might compete 
with other potential H-bonds.   
Quantum chemical methods offer the potential to address these issues with some 
clarity. One of the earliest related studies, limited to a very small basis set,
65
 observed 
that the methyl group of a cationic system could form H-bonds as strong as 15 kcal/mol 
with a neutral proton acceptor. Kim et al.
66
 later showed that protonated NH donors form 
H-bonds as strong as 20 kcal/mol with water, but that 
+
CH donors are not far behind with 
a binding energy of 10 kcal/mol; H-bonds of these same donors with the π system of 
benzene were slightly weaker. The superiority of NH over CH, even in a charged 
situation, was verified by Cannizzaro and Houk
67
 using esters as O proton acceptors. 
Nonetheless, a complex containing only 
+CH∙∙O type bonds still provided a very strong 
interaction of some 13 kcal/mol. When amplified by a positive charge, the C
α
H of a 
lysine model was found
68
 to engage in a CH∙∙O H-bond of some 4.9 kcal/mol, even 
though the center of positive charge was well removed from the bridging proton by 
several intervening methylene groups. With respect to aryl protons, benzene cation 
engages in a 
+CH∙∙O H-bond with water, with binding energy of 11.4 kcal/mol.69 A single 
aryl CH of methylpyridinium forms a CH∙∙O bond with an ester70 of 7.5 kcal/mol, raised 
to 10.0 kcal/mol when this bond is complemented by a second CH∙∙O involving a methyl 
H. The magnifying effect of charge was evident also
71
 in the CH∙∙O H-bond energies of 
imidazole with water, which jumped from 2.4 kcal/mol when imidazole was neutral up to 
11.3 kcal/mol when protonated. This result was later confirmed by Schmiedekamp and 
Nanda
58
 who extended the concept of positive charge to the proximate positioning of a 
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cationic metal. Along a similar vein, the effects of charge were manifest when the 
cationic imidazole donor 
+CH∙∙O H-bond supplanted a neutral NH∙∙O bond as it led to 
triple helical structure
72
 of 1-acetamido-3-(2-pyrazinyl)-imidazolium. 
While certainly providing some tantalizing glimpses into the magnification of 
CH∙∙O H-bond strength, the body of past calculations of charge-activated CH∙∙O H-bonds 
is not as thorough nor as robust as it might be. In particular, it leaves a number of 
questions only partially answered. Consider the general case where one or more alkyl 
groups R, each containing a number of potential CH donors, are bound to a central atom 
X, and the entire XRn
+
 system bears an overall positive charge. By just how much does 
the formal positive charge amplify the strength of the CH∙∙O H-bonding to a proton 
acceptor, and how is the H-bond strength affected by the identity of the central atom X? 
Is the interaction weakened as the CH donor moves further along the alkyl group from 
the center of positive charge, and if so by how much? How sensitive is the H-bond to the 
linearity of the CH∙∙O arrangement; are multiple bent CH∙∙O bonds superior to a single 
linear bond? What is the effect of immersion of the system into a solvent of varying 
polarity? And as a particularly important question, can charge-magnified CH∙∙O 
interactions compete effectively with neutral H-bonds of the conventional OH∙∙O or 
NH∙∙O sort? 
The present work represents an attempt to answer these questions in a systematic 
manner. Quantum calculations are applied to systems that pair cationic XRn
+
  with the O 
atom of N-methylacetamide (NMA) as the common proton acceptor. The latter was 
chosen in part for its similarity to the peptide unit that is so pervasive in proteins. The 
central X atom was taken as first S and then N, so as to explore both chalcogen and 
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pnicogen types. And as noted above, both of these atoms are of particular relevance with 
regard to possible 
+
CH··O H-bonds within the transferase class of enzymes. Alkyl groups 
R were varied in length from methyl up to n-butyl which permit an exploration of the 
way in which distance from the central atom might affect the proton-donating potency of 
CH. The entire set of cationic systems are compared with their neutral analogues, to 
obtain direct estimates of the effects of charge. Finally, the systems are immersed in a 
variety of solvents, to assess how the results might be affected by the polarity of the 
surrounding medium. The results of this work will not only be of fundamental value in 
understanding ionic CH∙∙O H-bonds in general, but of immediate use in better unraveling 
the mechanism of the methyl transferase enzymes as the model systems chosen bear a 
close resemblance to the actual enzymatic complexes. 
11-2. Computational Methods 
All calculations were performed via the Gaussian 09 package.
73
  The MP2/aug-cc-
pVDZ level of theory was chosen for its ability to handle H-bonding interactions at a 
high level of accuracy.
55,74-79
 The M06-2X density functional
80
 was used for some of the 
larger systems. Not only was this method developed in order to handle intermolecular 
interactions, but it has shown good reliability in the past
81-84
 when dealing specifically 
with CH H-bonds. In addition, as discussed below, the H-bond properties computed by 
M06-2X/6-31+G** were directly compared with MP2/aug-cc-pVDZ for the particular 
systems of interest here, and shown to be in close coincidence. 
Binding energies were defined as the difference between the energy of the 
complex and the sum of energies of optimized monomers and were corrected for basis set 
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superposition error by the counterpoise procedure.
85
 (Of all the possible conformers of 
each trialkylated monomer, the minimum chosen was that which most closely matched its 
structure in the complex, so as to avoid comparing unlike conformers.) All minima were 
verified as having no imaginary frequencies. Natural Bond Orbital (NBO) analyses
86,87
 
were performed via the procedures contained within Gaussian. The binding energies of 
complexes were decomposed by symmetry adapted perturbation theory
88
 (SAPT) via the 
Molpro
89
 set of codes. The effects of solvation were estimated using the conductor 
polarized continuum model (CPCM).
90
 NMR chemical shifts were calculated using the 
GIAO
91,92
 method, as coded in the Gaussian-09 program. 
11-3. Results 
N-methyl acetamide (NMA) as common proton acceptor was paired with the 
neutral S(Me)2 and N(Me)3 molecules, and then with the corresponding S(Me)3
+
 and 
N(Me)4
+
 cations. Full geometry optimizations were carried out at the MP2/aug-cc-pVDZ 
level of theory, and led to the structures illustrated in Figure 11-1. It may be noted first 
that these global minima all share one important characteristic: the NMA O atom 
interacts with as many methyl groups as possible. In other words, there are three CH··O 
bonds, each to a different methyl group for all complexes, with the exception of S(CH3)2 
where there are only two such methyl groups present. The θ(CH··O) angles of these H-
bonds all show a good deal of deviation from its ideal of 180°, with angles in the 137-
150° range. Such nonlinearities are necessary in order to form multiple CH··O bonds 
with a single O atom. It might be emphasized that the three concurrent H-bonds formed 
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by the O atom in most of these complexes contradicts the notion that the presence of only 
two O lone pairs might similarly limit the number of potential H-bonds. 
The counterpoise-corrected binding energies are displayed as the large blue 
numbers in Figure 11-1, and illustrate the magnification that is associated with the formal 
positive charge. The two neutral complexes are bound by 2-5 kcal/mol, with S(CH3)2 
forming a stronger complex than does N(CH3)3. Along with its stronger binding, the 
CH∙∙O H-bonds are shorter in the former case. The N(CH3)3 complex is not symmetric, as 
one of the CH∙∙O bonds is some 0.3 Å longer than the other two. Note, however, the 
much shorter H-bonds in the two charged complexes in Figures 11-1b and 11-1d, with 
distances of about 2.2 Å. Along with this bond contraction comes a magnification of the 
binding energy to about 20 kcal/mol, with the S-containing complex again somewhat 
more strongly bound than its N analogue. The addition of the positive charge to the 
proton donor molecule enhances the binding energies by some 16 kcal/mol, representing 
a fourfold increase for S and ninefold for N. 
11-3.1. Solvent Effects 
It is generally thought that a polar solvent ought to weaken H-bonds, particularly 
those of ionic type. The effects of solvent were considered by applying the CPCM 
method which surrounds each system by a polarizable continuum of dielectric constant ε. 
The systems in Figure 11-1 were each subjected to a full geometry optimization in each 
solvent chosen, and again the identity as a minimum was verified by all positive 
vibrational frequencies. The binding energies of each complex are plotted against the 
Onsager function Fo = (ε – 1)/(ε + 2)
93
 in Figure 11-2 where yellow and blue lines 
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indicate S and N complexes, respectively, with solid and broken curves designating 
cationic and neutral complexes. For purposes of comparison with a paradigmatic H-bond, 
the binding energy of the water dimer is included as the solid red curve. Fo  = 0 for the 
gas phase, where ε = 1, and this quantity rises asymptotically as the polarity increases, 
reaching its maximum of 0.963 for water where ε = 78. 
Examination of Figure 11-2 confirms that the interaction energy diminishes as the 
solvent becomes more polar. This relationship is largely a linear one, particularly for the 
neutral systems. It is evident that the charged complexes are more sensitive to solvent 
polarity, diminishing more quickly with Fo. Taking the cationic sulfonium S complex as 
an example, its binding energy decreases from 20.6 kcal/mol in the gas phase down to 
12.8 kcal/mol when ε = 2.0 and then further to a minimum of 4.6 kcal/mol in aqueous 
solvent.The decrease in the neutral complex of thioether S(Me)2 is more gradual, 
dropping from 4.9 kcal/mol at ε = 1 to 2.3 kcal/mol at ε = 78. Due to the higher 
sensitivity of the charged complexes to solvent polarity, as ε rises the energetic advantage 
of these ionic systems vs. the neutral complexes diminishes. Yet even for highly polar 
solvents, the cations form stronger H-bonds than do the neutral proton donors. In fact, 
even for aqueous solvation, the binding energies of the two charged complexes are twice 
that of their neutral parallels. 
As the CH∙∙O H bond weakens in more polar solvents, the two monomer units are 
drawn slightly further apart, in both neutral and charged complexes. The H-bond distance 
increases by ~0.1 Å for S complexes and ~0.2 Å for N complexes as ε climbs from 1 to 
78. Surprisingly the change in H bond distance is approximately the same for neutral and 
cationic complexes, despite the higher sensitivity to ε of the binding energy of cationic 
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complexes compared to their neutral analogs. Along with this intermolecular stretching, 
the θ(CH∙∙O) bonds become slightly more linear, increasing by 2-8°. It is perhaps worthy 
of note that the interoxygen distance of the water dimer behaves in an opposite fashion, 
shortening by ~0.1 Å on going from gaseous to aqueous phase, despite its binding energy 
decrease. These trends are not entirely surprising as similar results were observed 
previously
93
 for related systems.  
One might expect that the solvation energy of each charged monomer should be 
greater than that of its complex with NMA, as the positive charge ought to be more 
dissipated in the larger system. And indeed, that is precisely what is found. The solvation 
energies reported for each system show that the computed solvation energy of sulfonium 
S(Me)3
+ 
is some 5-9 kcal greater than that of S(Me)3
+∙∙NMA complex, while the 
difference between N(Me)4
+∙∙NMA and N(Me)4
+
 is roughly the same. The opposite trend 
is observed in the neutral systems where the solvation energy of the complex exceeds that 
of the isolated S or N-containing monomer. And of course, the solvation energies of all 
charged systems are many times greater than their neutral cousins. 
11-3.2. Distance from Center of Charge 
As noted above, adding a full positive charge to the proton donor molecule greatly 
enhances the strength of its CH∙∙O H-bonds. It is logical to suppose that this change is at 
least partly the result of a more positive bridging proton which can better interact with the 
O on the proton acceptor. What then might be the effect of elongating the methyl group 
to ethyl, propyl, etc, and thereby moving the bridging proton further from the 
heteroatomic center of positive charge? 
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M06-2X/6-31+G** calculations were performed in order to address this question. 
The validity of this procedure for these calculations can first be tested by comparison of 
the binding energies of the methyl complexes. A comparison with MP2 values is 
displayed in Table 11-1 where it may be noted that the DFT values are fairly close to 
MP2/aug-cc-pVDZ quantities. There is a bit of an overestimate by the former, but this 
overestimate is fairly uniform, roughly 1 kcal/mol. 
The geometries of the ethyl and propyl parallels of the ionic methyl complexes of 
Figure 11-1 are displayed in Figure 11-3, along with their counterpoise-corrected binding 
energies, all in the gas phase. These energies are plotted against the alkyl chain length in 
Figure 11-4, where yellow and blue curves again indicate S and N-containing complexes, 
respectively. The solid curves represent the structures in Figure 11-3 where the NMA 
proton acceptor binds to the terminal methyl groups in each case. Both S and N-type 
systems behave similarly, with the binding energy diminishing as the methyl group 
moves progressively further from the center of formal charge. Taking the cationic S 
complexes as an example, the binding energy of 22 kcal/mol for S(CH3)3
+∙∙NMA is cut in 
half for the propyl analogue. 
Along with a weakening of the interaction, there is a concomitant stretch of the 
distance between the two subunits. These distances are displayed in Table 11-2 for each 
of the three methyl groups involved in a given complex. The H-bond stretching that 
accompanies the lengthening of the alkyl groups is clear in this table. For example, the 
shortest such H-bond elongates from 2.162 to 2.254 and then to 2.420 Å as the alkyl is 
enlarged from methyl to ethyl to propyl in the charged S complexes; similar trends are 
observed in the N-containing structures. 
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It is not only the terminal methyl group which can engage in a CH∙∙O H-bond, but 
the same is true for the methylene groups which lie closer to the heteroatom. The broken 
curves in Figure 11-4 show that when it is these CH2 groups, those lying immediately 
adjacent to S or N, that form CH∙∙O H-bonds with NMA, the drop in binding energy is 
much less precipitous. Put another way, if the alkyl groups are lengthened, but the O of 
NMA remains bonded to the CH nearest the heteroatom, there is only a small drop in 
binding energy. This decrease can be readily explained by the fact that the longer alkyl 
groups permit a greater dissipation of the overall positive charge of the cation, thereby 
reducing the charge on the bridging proton. Overall, then, the patterns in Figure 11-4 are 
consistent with a picture of positive charge on each cation that extends over the entire 
molecule, but becomes progressively smaller as one moves away from the heteroatom. 
These ideas are confirmed by examination of the electrostatic potentials that 
surround each monomer. This potential is of course positive everywhere as the ion carries 
a positive charge.  But there are gradations in this potential. The blue contours of Figure 
11-5 indicate the  most positive areas, and red the least positive, covering a range 
between 0.20 and 0.25 au. In both the S and N cases (upper and lower sections of Figure 
11-5, respectively) as one progresses from methyl to ethyl to propyl, the terminal methyl 
groups become less positive, i.e. redder. Likewise, albeit more subtle, one can see a 
lessening of the positive potential around the H atoms that lie close to the N/S as each 
alkyl group grows. (The neutral molecules have a much weaker positive potential around 
the H atoms, peaking at around 0.08 au for S(CH3)2 and at 0.06 for N(CH3)3.) Not only 
the electrostatic potentials, but also the atomic charges, reflect these same patterns. The 
natural charges of the terminal methyl H atoms undergo a decrease as the alkyl chain 
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elongates. For example, the average natural charge of these three H atoms is 0.28 for 
N(Me)4
+
 and drops to 0.26 in N(Pr)4
+
. The H atoms that lie close to the N/S also undergo 
a drop in positive charge, but a lesser one. 
11-3.3. Nature of Interaction 
A question that arises concerns the nature of the interaction in these charged 
complexes. Is it primarily a simple electrostatic interaction between the two species or is 
there some degree of true H-bonding, as occurs in more classically H-bonded systems 
such as the water dimer? There are several vehicles to assess the nature of the interaction.  
For one thing, H-bonds typically involve a certain amount of charge transfer between the 
proton acceptor atom and the σ* antibonding orbital of the donor, as measured by NBO 
parameters. Table 11-3 reports the second-order perturbation energy E(2) for the putative 
CH··O H-bonds. Olp→σ*(C-H) quantities are supplemented by transfers from the CO π 
bond (in parentheses). Olp→σ*(C-H) E(2) amounts to between 0.5 and 1.7 kcal/mol for 
the neutral complexes, supplemented by 0.4-0.8 kcal/mol from the π(CO) bond. These 
quantities lie in the range of what is expected for a H-bond. They are considerably 
enhanced when the proton donor is charged, rising to as much as 6.7 and 1.8 kcal/mol, 
respectively, for the methylated systems. The former quantities refer to each individual 
CH∙∙O H-bond; when summed over all three such bonds, they amount to 14-18 kcal/mol 
(last column of Table 3), consistent with a strong charged H-bonded complex. Note that 
these E(2) quantities drop as the CH donor is further removed from the heteroatom, fully 
consistent with the total binding energies reported above. 
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Decomposition of the binding energies also offers valuable clues about the nature 
of the interaction.  Such a decomposition was carried out using the SAPT procedure, and 
the results are presented in Table 11-4. The electrostatic is the largest component for the 
ionic complexes in the last two columns, followed by induction and dispersion which 
make comparable contributions to one another. This pattern is consistent with what one 
would expect for H-bonds. The neutral complexes have a much reduced electrostatic 
component, although the dispersion energy is comparable to that of the ionic systems.  
The larger DISP as compared to ES is not a feature typically seen in H-bonds, although it 
does occur on occasion. 
Yet another tool used to distinguish H-bonds concerns the electron density. More 
specifically, there is a characteristic pattern that occurs within the shifts of electron 
density when a H-bond is formed. These shifts are illustrated in Figure 11-6 where gains 
of density are indicated by blue contours and losses by red. In all complexes, there is a 
red region of density loss surrounding each bridging proton, as well as a blue region of 
gain in the vicinity of the proton-accepting O atom of NMA. This pattern reproduces a 
typical fingerprint of H-bond formation so supports its characterization as such. Further 
confirmation arises from the observation that these same patterns become more intense as 
the binding energy rises, as in the progression S(Me)2 < S(Pr)3
+
 < S(Et)3
+
 < S(Me)3
+
. 
Whereas the formation of conventional H-bonds, e.g. OH∙∙O, induces a stretching of the 
O-H bond in the proton donor molecule, the situation with CH∙∙O analogues has been 
found to be less predictable. While there is a trend for sp-hybridized CH bonds, as in 
HCCH, to stretch just like their OH counterparts, those that are engaged in sp
3
 
hybridization tend 
32
 to contract, although this is not a hard and fast rule. The geometric 
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changes occurring within the proton donor molecules here obey an interesting pattern. 
The bridging CH bond of the terminal methyl groups of the sulfonium SR3
+
 cation 
stretches when R=Me or Et, but undergoes a contraction for R=Pr; the same is true for the 
N-containing molecules. On the other hand, when the bridging proton is associated with a 
methylene group that is immediately adjacent to the S/N heteroatom, the CH bond 
undergoes a small contraction, less than 3 mÅ. 
A useful experimental tool for identifying H-bonds resides in NMR spectroscopy, 
as the bridging proton typically shifts downfield
94,95
 by several ppm. Prior work has 
shown that CH∙∙O H-bonds conform to this trend,96-98 albeit generally exhibiting a 
smaller shift which comports with the weaker nature of this H-bond. In order therefore to 
add to our pallet of H-bond identification tools, the NMR chemical shieldings were 
computed for the various protons in each of the systems described above. The changes in 
the shielding, as compared to the isolated monomers, are reported in the first two 
columns of data in Table 11-5 where negative values correspond to a deshielding and 
downfield shift. As the geometries reflect a trifurcated arrangement, with very similar 
CH∙∙O H-bond energies, it is not surprising to see very similar shifts for the three 
corresponding protons. Consequently, the values listed in Table 11-5 refer to the average 
changes of all three bridging protons. (Nonbridging protons exhibit much smaller 
changes, and in the upfield direction.) 
Inspection of Table 11-5 quickly reveals that the downfield shifts are roughly 
proportional to the H-bond energies. Taking the S series as an example, the shift for 
neutral thioether S(Me)2 is less than 1 ppm, but this quantity enlarges to 2.23 ppm for the 
cationic S(Me)3
+
. Following down the first column of Table 11-5, it is clear that as the 
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terminal methyl group moves further from the S atom, the shift lowers eventually down 
to 1.15 ppm for the tripropyl species. The next column of Table 11-5 refers to those 
complexes wherein the NMA acceptor binds not to the terminal methyl group, but rather 
to the methylene group adjacent to S.  Just as in the case of the binding energy, the 
downfield shift is lowered much more slowly as the alkyl chain grows, remaining above 
2 ppm. Very similar trends are observed for the N series. It may be concluded that the 
NMR chemical shifts fully support the characterization of these interactions as full 
bodied H-bonds. 
Rapid rotations of methyl groups frequently make it difficult to experimentally 
separate the NMR signals of the bridging proton of a given methyl group from the H 
atoms that are not so involved. What is frequently observed instead is an average of all 
three of these signals. Therefore as a guide to experimentalists, the third column of Table 
11-5 reports the average change in the chemical shielding of all protons of the terminal 
H-bonded methyl groups, both H-bonded and non-H-bonded. Due to the upfield shift of 
the latter, these averages are much smaller in magnitude than those in the first column, 
but are downfield nonetheless. As a rule of thumb, the downfield shift is less than -0.1 
ppm for the neutral complexes, but lies in the range between -0.3 and -0.5 for the ionic H-
bonds. 
With specific respect to methyl rotations, each methyl group is staggered with 
respect to its neighbors in its optimal orientation. Rotation of a single methyl must cross a 
barrier which involves an eclipsed structure. These barriers are calculated in the methyl 
derivatives to vary from 2.2-2.6 kcal/mol for the thioethers and 4.8-5.0 kcal/mol for the 
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amines. When complexed with NMA, the barriers increase a small amount, between 0.1 
and 0.9 kcal/mol, presumably due to the disruption of one of the CH··O H-bonds.  
11-3.4. Other Geometries of H-bonds 
As indicated above, the most stable configuration of each dimer involves a 
trifurcated H-bond, in the sense that the NMA O atom engages in a H-bond 
simultaneously with three CH bonds, each on a different alkyl chain. The question that 
comes to mind is how much the energy might suffer if the trifurcation involves the three 
H atoms on a single methyl group. In order to answer this question, a set of restricted 
geometry optimizations were carried out wherein the (XC∙∙O) angle (X = S, N, or C) 
was held equal to 180°. Counterpoise-corrected binding energies are plotted against the 
length of the  alkyl chain in Figure 11-7 as broken curves where yellow and blue lines 
again represent S
+
 and N
+
 complexes, respectively. It is first clear that these binding 
energies diminish as the chain elongates and the terminal methyl group is drawn further 
from the heteroatomic center of positive charge, just as was noted earlier. The very near 
coincidence of the yellow and blue curves in Figure 11-7 indicates there is little 
difference imparted by the nature of this heteroatom. But perhaps most importantly, the 
binding energies in Figure 11-7 are considerably lower than those in Figure 11-4 so that 
one may conclude that trifurcation with three separate alkyl chains is preferable to 
trifurcation with a single methyl group. For example, the trifurcated complexes for the 
N(CH3)4
+
 and S(CH3)3
+
 cations in Figure 11-4 are bound by 20.3 and 22.2 kcal/mol 
respectively, considerably larger than the 14.5 kcal/mol when the O is allowed to interact 
with a single methyl group of either cation. 
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Part of the explanation of this weaker interaction is likely due to greater strain of 
the H-bonds. The (CH∙∙O) angles lie in the 84-91° range for the single methyl group, but 
this range extends to 125-151° when three separate methyl groups interact with the 
proton acceptor.  NBO analysis confirms that this angular factor is important. The small  
(CH∙∙O) angles hinder the transfer of charge from the O lone pair to a CH σ* antibond.  
Instead, what charge transfer there is goes from the O lone pair to the σ* antibonding 
orbital of the X-C bond (X=S,N,C). And it should be emphasized the E(2) is rather small 
in any case, between 0.7 and 3.1 kcal/mol. Other evidence for the weakness of these H-
bonds arises from the calculated NMR spectrum. As reported in the penultimate column 
of Table 11-5, the three bridging protons shift downfield by only 0.4 - 0.8 ppm, 
considerably less than the values listed in the preceding columns of Table 11-5 when 
three separate methyl groups are involved in the trifurcated arrangement. Finally, this 
trifurcated interaction with a single methyl group results in small contractions of the three 
C-H bonds, but only by about 1 mÅ, and this bond shortening is attenuated as the alkyl 
chain is elongated from methyl to butyl. 
Another possibility which is worthy of examination involves a single, linear 
CH∙∙O H-bond. Since there is no minimum on the surface that corresponds to such a 
structure, a restriction of (CH∙∙O) = 180° was introduced into the geometry 
optimization, after placing the NMA O atom proximate to a terminal methyl group. The 
counterpoise-corrected binding energies of these complexes are displayed as the solid 
curves in Figure 11-7, where again one sees a diminishing trend as the alkyl chain 
elongates. Note that these solid curves are slightly higher than the broken curves, 
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suggesting that a single linear CH∙∙O H-bond is energetically superior to a trifurcated 
arrangement with one methyl group. In other words, a proton acceptor prefers to 
approach a methyl group along a C-H axis as compared to the tetrahedron face. But even 
these linear CH∙∙O H-bonds are inferior to the trifurcated arrangements of Figure 11-4 
which involve three different alkyl chains. As a secondary issue, the formation of the 
linear CH∙∙O H-bonds results in a C-H stretch. In the case of the S cations, this elongation 
varies from a minimum of 0.4 mÅ for the terminal methyl of a butyl chain to 4.5 mÅ for 
a methyl group. The stretch is consonant with charge transfer into the CH σ* antibond, 
which is largest for the methyl group where E(2) = 13.7 kcal/mol, and decreases 
monotonically as the alkyl chain elongates, to a minimum of 4.3 kcal/mol for the butyl 
chain. The strength of this single H-bond is further underscored by the NMR signal of the 
bridging proton, which the last column of Table 11-5 shows to shift downfield by 2.5 - 
3.5 ppm, a somewhat greater amount than in the case of the three separate, bent H-bonds 
of the preceding columns of Table 11-5. As in the earlier bonding situations, the shift is 
roughly proportional to the binding energy, diminishing as the alkyl chain is elongated 
and the bridging proton is removed further from the S/N center of charge. 
There were additional minima located in the potential energy surfaces that offer 
further refinements in terms of geometric preferences. For example, as one might expect 
two H-bonds are inferior to three, when all proton donors are terminal methyl groups. 
Similarly, a complex containing two H-bonds to methylene protons is of course more 
weakly bound than one which makes use of three such methylenes. On the other hand, 
these same two H-bonds that involve groups close to the S/N center of positive charge are 
superior to three CH∙∙O bonds to terminal methyl groups, further from this center. 
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11-4. Summary and Discussion 
The alkylated thioethers and amines engage in CH∙∙O H-bonding to the NMA 
proton acceptor, with binding energies of 2-5 kcal/mol. The addition of a positive charge 
to the proton donor molecule magnifies the interaction by a factor of 4-9, such that 
sulfonium S(Me)3
+
 is bound to NMA by more than 20 kcal/mol. In all cases, the proton 
acceptor atom prefers interacting with as many CH groups as possible, i.e. multiple bent 
CH∙∙O H-bonds are more favorable than a single linear one. There is also an energetic 
preference for the O to interact with H atoms on separate alkyl groups, as compared to 
several H atoms on the same R. H atoms that lie closer to the central atom with its formal 
charge make the strongest H-bonds. The binding energy drops much more precipitously 
with alkyl chain length if the O is able to interact only with the terminal methyl H atoms, 
furthest from the central atom. This phenomenon may be explained on the basis of an 
attenuating positive electrostatic potential as one moves further from the S or N center of 
positive charge. The H-bonds formed by CH donors in species with a central S atom are 
slightly stronger than in the case of the amines. With regard to environment, the strengths 
of the CH∙∙O H-bonds are reduced as the solvent in which the systems are immersed 
becomes more polarizable. Nonetheless, the ionic 
+CH∙∙O H-bonds remain stronger than 
neutral OH∙∙O analogues, even in aqueous solution. 
The CH∙∙O interactions have all the hallmarks of true H-bonds. The shifts of 
electron density that accompany the formation of the dimers fit the usual fingerprint 
pattern of H-bonds. NBO analysis reveals a transfer of charge into the CH σ* antibonding 
orbital, and the magnitude of the corresponding second order energies are proportional to 
the overall binding energies. NMR chemical shifts of the bridging protons reflect the 
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deshielding that is another marker of H-bonds, and this shift is roughly proportional to 
binding energy. SAPT decomposition of the total interaction energy shows the dominant 
term to be electrostatic, but very substantial contributions are made by induction and 
dispersion as well. The change in the C-H bond length caused by H-bond formation is not 
uniform. Whereas this bond undergoes a stretch for the more strongly bound complexes, 
this trend reverses as the H-bond weakens. This pattern is not unlike what has been seen 
over the years for other CH∙∙O H-bonds, some of which lengthen while others contract. 
The results described here agree well with earlier work in the recent literature on 
related systems. Our binding energy of N(CH3)4
+
 compares nicely with an earlier 
computation where this cation was paired with water for a binding energy of 9.7 kcal/mol 
at the MP2/6-311+G** level.
66
  When other authors
67
 interacted HN(CH3)3
+
 with an ester 
O, their optimized structure contained a trifurcated H-bond with three separate methyl 
groups like the ones found here, and with a binding energy of 12.9 kcal/mol with a 6-
311++G** basis set. When this system was immersed in a dielectric medium, the binding 
energy suffered diminution, and became repulsive for ε  >  8. Other +CH∙∙O H-bonds 
were also found to drop in binding energy as dielectric constant was raised,
70
 in this case 
with methylpyridinium as proton donor. And a very recent work
99
 agreed that a single 
linear 
+
CH···O H-bond is energetically superior to a bifurcated arrangement when both H 
atoms are bonded to the same C. 
There has been some question as to whether the interaction between an amine and 
proton acceptor such as NMA is strengthened by the charge or by the number of methyl 
groups bound to the central N atom. That is, what is the difference between adding a 
charge via a fourth methyl group to form N(CH3)4
+
 as was done here, as compared to 
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forming the cation via addition of a proton, as in HN(CH3)3
+
 as might occur in low-pH 
solution? A full geometry optimization via the MP2/aug-cc-pVDZ of the complex 
between NMA and HN(CH3)3
+
 was therefore performed. The counterpoise-corrected 
binding energy was computed to be 19.5 kcal/mol, 0.7 kcal/mol stronger than that of the 
tetramethylammonium complex of Figure 11-1d. The details of the two geometries are 
nearly identical, with R(CH∙∙O)=2.2 Å in either case, and with θ(CH∙∙O) angles within 1° 
of one another. The very small energetic advantage of the HN(CH3)3
+
 complex may be 
attributed to a slightly greater concentration of positive charge on the three remaining 
methyl groups. 
It would appear then that 
+CH∙∙O H-bonds can be quite strong, with binding 
energies as high as 20 kcal/mol. These bonds exceed the strength of the typical NH∙∙O=C 
H-bonds that provide the organizing force for such common protein structures as α-helix 
or β-sheet. While attenuated somewhat within the context of a polarizable medium, they 
nonetheless retain their greater strength when compared to neutral H-bonds. As such, 
these H-bonds can exert a strong influence on enzyme activity or in binding of substrates. 
The calculations reveal a greater depth about the specifics of the mode of binding. When 
a substrate of the type SR3
+
 is placed within a protein interior, there will be a strong 
tendency for its CH groups to engage in CH∙∙O H-bonds with neighboring residues. If 
only a single proton acceptor is nearby, the overall preference will bring that acceptor as 
close as possible to the central S atom, and for three separate R chains to all participate in 
the trifurcated H-bonding. The interaction will weaken if the acceptor is forced by steric 
constraints to interact with CH groups that lie further from S, e.g. the terminal methyl 
groups. If other constraints permit H-bonding of the acceptor to only one methyl, a single 
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CH∙∙O is favored over three bent H-bonds to that same methyl group. But the latter issues 
notwithstanding, it is emphasized that even with some of these weakening factors in play, 
+CH∙∙O H-bonds are strong ones, surpassing neutral H-bonds, even those involving the 
electronegative O and N atoms as proton donors. 
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Table 11-1. Binding energies (kcal/mol) of complexes with NMA computed at two levels 
of theory. 
 
proton donor MP2/aug-cc-pVDZ M06-2X/6-31+G** 
S(Me)2 4.88 6.26 
S(Me)3
+
 20.55 22.17 
N(Me)3 2.05 2.83 
N(Me)4
+
 18.79 20.29 
 
 
 
Table 11-2. R(H••O) distances (Å) in complexes of NMA with terminal methyl groups, 
at M06-2X/6-31+G** level. 
 
proton donor binding E, kcal/mol R(H···O), Å 
  Me-1 Me-2 Me-3 
S(Me)2 6.26 2.385 2.457  
S(Me)3
+
 22.17 2.162 2.188 2.192 
S(Et)3
+
 15.00 2.254 2.258 2.279 
S(Pr)3
+
 10.71 2.420 2.442 2.473 
      
N(Me)3 2.83 2.605 2.633 2.941 
N(Me)4
+
 20.29 2.205 2.214 2.23 
N(Et)4
+
 14.10 2.265 2.268 2.273 
N(Pr)4
+
 10.47 2.385 2.385 2.402 
 
 
 
Table 11-3. NBO values of E(2) (kcal/mol) for complexes involving terminal methyl 
groups, at M06-2X/6-31+G** level. 
 
proton 
donor 
Olp→ σ*(C-H) (πCO→ σ*(C-H)) 
 
Total  
 Me-1 Me-2 Me-3  
S(Me)2 1.29(0.59) 1.72(0.84)  4.44 
S(Me)3
+
 4.82(1.03) 3.72(1.81) 6.65(0.18) 18.21 
S(Et)3
+
 3.25(1.00) 3.59(0.52) 4.54(0.06) 12.96 
S(Pr)3
+
 1.51 1.20(0.26) 1.09(0.10) 4.16 
      
N(Me)3 0.54(0.56) 0.86(0.41)  2.50 
N(Me)4
+
 3.81(0.92) 3.11(1.18) 5.27(0.06) 14.35 
N(Et)4
+
 4.30(0.06) 3.00(1.04) 3.75(0.39) 12.54 
N(Pr)4
+
 2.21 1.60(0.34) 1.77(0.20) 6.12 
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Table 11-4. SAPT decomposition of total binding energies (kcal/mol) of S and N 
complexes with NMA as H-bond acceptor. 
 
 S(Me)2 N(Me)3 S(Me)3
+
 N(Me)4
+
 
ES -7.39 -3.32 -25.23 -22.60 
EX 10.47 7.25 14.50 12.44 
IND -4.57 -3.26 -8.38 -7.01 
IND+EXIND -1.26 -0.66 -5.50 -4.73 
DISP -8.56 -6.53 -7.29 -6.48 
DISP+EXDISP -7.31 -5.60 -6.20 -5.55 
 
 
 
Table 11-5. Changes in NMR chemical shielding (σ, ppm) of protons caused by 
complexation with NMA at M06-2X/6-31+G** level. 
 
 terminal CH3
a
 CH adjacent 
to S/N
b
 
average of 
all H
c
 
single 
CH3··O
d
 
single 
CH··O
e
 
S(Me)2 -0.74 -0.74 -0.09 -0.46 -1.91 
S(Me)3
+
 -2.23 -2.23 -0.44 -0.79 -3.50 
S(Et)3
+
 -1.73 -2.12 -0.41 -0.52 -2.98 
S(Pr)3
+
 -1.15 -2.11 -0.33 -0.51 -2.49 
       
N(Me)3 -0.82 -0.82 -0.07 -0.46 -1.36 
N(Me)4
+
 -2.01 -2.01 -0.45 -0.70 -3.22 
N(Et)4
+
 -1.76 -1.78 -0.46 -0.52 -2.99 
N(Pr)4
+
 -1.46 -1.92 -0.44 -0.56 -2.50 
 
a
average of only bridging H atoms, with NMA H-bonded to multiple terminal methyl 
groups 
b
average of only bridging H atoms, with NMA H-bonded to methylene groups adjacent to 
central atom 
c
average change of all H atoms, bridging and non-bridging, of terminal methyl groups H-
bonded to NMA  
d
average of bridging H atoms, with NMA H-bonded to 3 H atoms of a single methyl 
group 
e
NMA H-bonded to a single H atom in a linear CH··O arrangement 
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Figure 11-1. Optimized geometries (MP2/aug-cc-pVDZ) of  a) S(Me)2, b) S(Me)3
+
, c) 
N(Me)3, and d) N(Me)4
+
 complexes with NMA as H bond acceptor.  Blue numbers 
represent counterpoise-corrected binding energies in kcal/mol. Distances in Å and angles 
in degrees. 
 
 
 
 
 
Figure 11-2. Binding energies plotted against Onsager function (Fo) for S(Me)2, 
S(Me)3
+
, N(Me)3 and N(Me)4
+
 complexes with NMA as proton acceptor, as MP2/aug-cc-
pVDZ level. Yellow and blue colors indicate S and N donors, respectively, solid curves 
for cationic and dotted for neutral complexes. Red line represents neutral water dimer. 
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Figure 11-3. Optimized geometries (M06-2X/6-31+G**) for S
+
 and N
+
 complexes with 
elongated alkyl groups; NMA as proton acceptor. Blue numbers indicate counterpoise-
corrected binding energies in kcal/mol. Distances in Å and angles in degrees. 
 
 
 
 
 
Figure 11-4. Variation of binding energy with increase in alkyl chain length of R3S
+
 
(yellow) and R4N
+
 (blue) complexes with NMA. Solid lines represent trifurcated CH•••O 
H bonding with one CH of each of three terminal CH3 groups; dotted lines indicate O 
interacting with the three CH2 groups closest to central S or N atom.  
      303 
 
  
                             
       
a) S(Me)3
+ b) S(Et)3
+
c) S(Pr)3
+
d) (Me)N(Me)3
+
e) (Et)N(Et)3
+ f) (Me)N(Pr)3
+
 
 
Figure 11-5. Electrostatic potential maps for alkyl-substituted S
+
 and N
+
 monomers. 
Contours range from 0.20 - 0.25 au.  Blue and red colors indicate most and least positive 
regions, respectively, on the van der Waals atomic surface. 
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a) S(Me)2 b) S(Me)3
+
c) S(Et)3
+ d) S(Pr)3
+
e) N(Me)3 f) (Me)N(Me)3
+
g) (Et)N(Et)3
+
h) (Me)N(Pr)3
+
 
 
Figure 11-6. Electron density shifts arising from formation of each complex: proton 
donor is listed, and  NMA is proton acceptor in all cases. Blue regions indicate density 
increase, and red a density loss. Contours are shown at the 0.0005 au level. 
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Figure 11-7. Variation of binding energy for cationic complexes with increase in alkyl 
chain length.   Broken curves were generated when all three CH donors arise from the 
same terminal methyl group; a single CH••O H-bond is characterized by solid curves.  N 
donors are indicated by blue, and S by yellow. 
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CHAPTER 12 
DO PHENOLIC AND CARBOXYLIC GROUPS COEXIST AT THE TIPS OF 
OXIDIZED SINGLE-WALL CARBON NANOTUBES (O-SWNTs)?
1
 
Abstract 
 Vibrational frequency analyses using density functional theory (DFT) resolves 
some structural features of purified oxidized single-wall carbon nanotubes (o-SWNTs). 
Both –COOH and phenolic –OH (OHph) groups, predicted in several experimental studies 
to be present in o-SWNTs, were considered at the tips of armchair and zigzag tubes with 
varying diameters. Hydrogen bonding, where carbonyl oxygen acts as proton acceptor 
while phenolic OH donates the proton, leads to the most stable isomers, with a H-bond 
energy of 9-12 kcal/mol, almost double that of simpler systems. Vibrational frequencies 
of participating bonds are significantly red-shifted, which is not reflected in experimental 
spectra, and which leads to the conclusion that phenolic OH is likely not present at the 
tips of o-SWNTs.  
12-1. Introduction 
Raw single-wall carbon nanotube (SWNTs) samples are typically purified [1-5] 
by mild to strong acid treatments, followed by repeated wash and dry techniques to 
remove metal catalysts and carbonaceous particles. Such oxidation processes introduce 
several oxygen-containing functional groups preferentially at the tips of SWNTs as well 
as at the surface or wall [6-9]. IR spectroscopy has served as a workhorse to determine 
                                                 
1
 Coauthored by Upendra Adhikari, Steve Scheiner, Ajit K. Roy and Tapas Kar. Reproduced with 
permission from  Carbon 2014, 73, 194-205. Copyright 2014, Elsevier. 
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the presence of functional groups on the oxidized-SWNT (o-SWNTs) structures.  The 
presence of these functional groups, especially COOH, elevated the importance of o-
SWNTs since further functionalization [8, 10-17] can create a wide range of application-
driven nanomaterials. Thus, understanding the structure of o-SWNTs, the number and 
location of these functional groups, and how they interact with one another is crucial in 
making advances in this arena. Although significant progress has been made on oxidized 
and functionalized single-wall carbon nanotubes (f-SWNTs), their structures have not 
been fully understood due to several problems, such as inhomogeneity in raw as well as 
in oxidized SWNTs samples, oxidation processes, and conditions. 
Unambiguous assignment of different functional groups has been complicated by 
several intermingling factors, such as hydrogen bonding among groups, and coupling and 
conjugation with other vibrational modes. Moreover, complexity arises in analyzing 
spectral data, as several C=O vibrational bands appear in the same region. Assignment of 
different peaks of complicated IR spectra of o-SWNTs to particular functional groups is 
based on the standard IR data of simple organic molecules.  For example, a strong IR 
band around 1720 – 1760 cm-1 (characteristic of a C=O mode), in addition to a broad 
peak in the 3000-3600 cm
-1 
range (O-H mode) [18] is taken as indicative of the presence 
of a COOH group. 
However, some of the reference frequencies of standalone functional groups may 
change when part of o-SWNT for several reasons. The most common factor is the 
formation of OH--O hydrogen bonding, where the participating C=O or O-H mode 
undergoes a red-shift [19]. Another key factor, that either up-shifts or down-shifts the 
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relevant frequencies, is the conjugation or coupling of close energy bands, as well as the 
concentration of functional groups.  
Recent theoretical studies [20, 21] revealed a new structural factor that has 
significant influence on vibrational spectra of carboxylated SWNTs, one which was not 
envisioned earlier from fundamental concepts. Some of the carboxylic acid groups 
located at the tips of zigzag tubes exhibit a low-frequency peak around 1650 cm
-1
 with 
significantly higher intensity than the standard C=O stretching frequency of this acid 
group. (It is worth mentioning that absorption in this region is in fact observed in several 
experimental spectra of o-SWNTs [3, 22-28]. Due to its similarity with standard quinone 
C=O frequency [29] this peak was assigned as a quinone C=O mode.) This lower 
frequency C=O band, that distinguishes between zigzag and armchair tubes, is not a 
result of H-bonding among acid groups, nor can it be reproduced by small models such as 
benzoic acid. Its origin was attributed instead to the curvature of zigzag tubes in addition 
to their structural arrangement, where the C=O distance is longer, by about 0.01 Å, than 
standard C=O bonds. In fact, carboxylated graphene also exhibits such a low-frequency 
mode when a COOH group is located at the zigzag edge which distinguishes them from 
corner or armchair sites [30].  
It seems clear then that well-established reference IR data may not be used blindly 
in characterizing functional groups located at SWNTs. Moreover, the character of the 
hydrogen bond linking different O-containing groups may differ from what is observed in 
simple organic molecules. The magnitude of red or blue shift may vary significantly 
depending on the interaction strengths and structural factors. Since acid groups at the tips 
of zigzag (m,0) tubes differ in character from those of armchair (n,n) tubes, the behavior 
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of these groups when participating in H-bonds with other groups is subject to question.  
For example, do their strengths differ, and if so, by how much? What are the magnitudes 
of red -shift of participating modes when located on either (m,0) or (n,n) tubes?  
Resolving these issues would not only improve our understanding of the structure of o-
SWNTs, but may reveal some new principles, as noted in our previous studies [20, 21], 
that are unusual and that might not fit into the current concept scheme of organic 
chemistry or H-bonding.    
According to experimental studies, carboxylic –COOH and phenolic –OH groups, 
among several other oxygen containing functional groups (such as quinone, ester, 
carbonyl, etc.) are most commonly observed. (It may be noted that zigzag tubes may not 
contain quinone C=O as their presence would disrupt the conjugation, like meta-
benzoquinone, of the entire system). We considered both -COOH and OH groups at the 
tips of armchair and zigzag tubes in the present computational study. Different possible 
structural arrangements, H-bonded as well as non-bonded, were considered, and results 
were compared with SWNT-COOH and SWNT-OH to assess the effects of H-bonding. 
Emphasis is placed on calculating vibrational spectra of all possible structures and 
theoretical vibrational data are used to disentangle experimental spectra. There have been 
prior theoretical studies of SWNT-COOH [31, 32], SWNT-OH [32-34] and SWNT-
COOH-OH [35] but these were focused on structures and energetics of a limited variety 
of SWNTs with varying number of functional groups. 
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12-2. Models and Method of Calculations 
Investigations on large systems like nanotubes, including calculation of 
vibrational frequencies, are computationally highly demanding and so require a protocol 
that is both accurate and feasible. Kar and coworkers have [36-39] shown the advantages 
of using the same level different basis (SLDB) prescription over other procedures, such as 
the widely used ONIOM [40, 41] method for studying SWNTs and their chemical 
modifications. In fact, several other studies also indicated ONIOM is not a reliable 
method for studying functionalized nanotubes due to disruption of the π-network [42-45]. 
In the SLDB approach, atoms in defined active sites are provided with large sets of basis 
functions, while smaller sets are applied to the remaining atoms. Previous studies [37, 38] 
demonstrated that the use of a larger basis set for a small number of atoms at active sites 
is sufficient to reproduce structure, energetics, and vibrational spectra for sidewall and 
end-functionalized nanotubes.  
This DFT-SLDB technique was used throughout in the present study.  In this 
protocol, 4n (2m) carbons at the functionalized site of armchair (zigzag) tubes and 
functional groups were treated with 6-31G*(O+) basis (where C and H atoms are treated 
with double-zeta quality 6-31G* basis functions and diffuse functions are included for 
better description of electronegative oxygen atoms) and 3-21G basis was used for the 
remaining carbons. A larger basis set was used for terminal hydrogens at the 
functionalized end and 3-21G for hydrogens at the other end of SWNTs.  Thus, 6-
31G*(O+) is used for 16 carbons of (4,4) or (8,0), 20 carbons of (5,5) or (10,0), 18 
carbons for (9,0) and 24 carbons of (6,6). Use of such a combined basis set reduces 
computational time by more than 50% for SCF steps and by more than 60% for 
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vibrational steps, while reproducing properties quite accurately [20].  The B3LYP variant 
of density functional theory (DFT) [46, 47] was employed in order to include correlation 
effects.  The accuracy of normal mode calculations using the B3LYP functional is 
sufficiently high and includes an optimal cost-to-benefit ratio [48-51].   
Relative energies (Erel) and enthalpies (Hrel) were obtained by considering energy 
and enthalpy of the most stable structure, respectively, as reference. Since trends in Hrel 
are similar to Erel, the latter quantity is primarily used in discussing the stability of 
different structures. Introduction of functional groups, by replacing hydrogens of the 
pristine tube, causes slight deformation of the tube structure, mainly in the vicinity of 
functionalized sites. Such deformation costs some energy, and this energy term was 
estimated as the difference between the energy of the non-functionalized tube with the 
functionalized tube geometry from the energy of the fully optimized pristine tube. 
Because computed harmonic vibrational frequencies are typically slightly 
overestimated (even for more accurate methods, such as MP2, CCSD(T) etc, as well as 
for larger basis sets) a scale factor is commonly used to improve agreement with 
experimental spectra.  For example, a value of 0.960 is recommended for B3LYP/6-31G* 
method [52]. Since we are primarily interested in the spectra of attached functional 
groups, application of a scale factor of 0.96 was deemed a reasonable choice.  
All calculations were performed using the Gaussian-09 [53] code. Theoretical 
vibrational modes were analyzed using Molden [54] and Chemcraft [55].  Pristine 
nanotube models were obtained using TubeVBS software [56], and in the o-SWNTs 
models COOH and OH groups and terminal hydrogen atoms were positioned using 
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Chemcraft [55], which was also used to generate o-SWNTs figures for geometry 
analyses.  
12-3. Results and Discussion 
The specific models of o-SWNTs considered in the present study are armchair 
(n,n), n=4, 5 and 6, and zigzag (m,0), m=8, 9 and 10. Each armchair (n,n) tube contains 
4n carbon atoms compared to 2m for zigzag (m,0) in each layer.  Our SWNT models are 
composed of four layers of carbons for both kinds of tube. The smallest (4,4) and (8,0) 
tubes thus contain 64 C atoms whereas there are 96 and 80 atoms in the largest (6,6) and 
(10,0) tubes, respectively. Thus the length of the tube in all models is just less than 1.0 
nm.  As the present study is focused on the intrinsic properties of COOH and OH groups 
present at the tips of SWNTs, their vibrational modes are not likely to be sensitive to 
small differences in tube length.  In fact, in the case of the single acid group of SWNT-
COOH, the length of the nanotube had practically no effect on C=O vibrational modes 
[38]. 
12-3.1. SWNT-COOH 
Single and multiple COOH groups at the tips of a wide range of SWNTs were 
reported in our previous studies [20, 21, 37, 38, 57] and results relevant to the context of 
present study are briefly summarized here. Fully optimized geometries of (4,4)-COOH 
and (8,0)-COOH, representing (n,n)-COOH  and (m,0)-COOH respectively, are depicted 
in Figure 12-1. Relevant geometric parameters and vibrational frequencies along with 
their intensities are summarized in the first section of Table 12-1. Side views of SWNT-
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COOH (Figure 12-1) clearly indicate the tube surface is not distorted by the introduction 
of a single acid group at the tip, except right in the vicinity of the functionalized site. 
The second column of Table 12-1 indicates a difference between C=O stretching 
modes in armchair (n,n) and zigzag (m,0) tubes. The former category of SWNT exhibits 
ν(C=O) frequencies greater than 1700 cm-1 which is typical of most carboxylic groups 
[18]. The C=O modes of zigzag-COOH, irrespective of their diameter, exhibit a much 
lower frequency (below 1650 cm
-1
), which is very unusual and uncommon for carboxylic 
acids in organic molecules.  
 Successive increase in the diameter of the armchair (n,n) tube by about 0.13 nm 
causes the C=O mode to red-shift by 1 cm
-1
 and intensity decreases by about 20 km/mol. 
In contrast, as the diameter of the semiconducting (m,0, m = 8 and 10) tube increases 
from 0.63 to 0.78 nm a 2 cm
-1
 blue-shift was found with almost the same intensity.  
However, the metallic zigzag (9,0)-COOH tube exhibits lower C=O frequency with 
slightly higher intensity compared to the smaller or larger semiconducting (m,0) tubes. 
These vibrational data clearly suggest the C=O mode is a good candidate to distinguish 
SWNTs based on chirality, but seems to have less potential to determine the diameter of 
tubes.   
 No definite trends, based on diameter of tubes, are observed in the O-H stretching 
vibrational modes of the COOH group. However, ν(O-H) values for zigzag-COOH are 
slightly higher (by about 16 cm
-1
) than those of armchair-COOH tubes. In addition, the 
intensities of O-H bands are slightly higher in the former tubes. Such differences in the 
O-H band of COOH, combined with C=O modes, may be a signature in identifying tubes 
based on their chirality.  
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 Key geometric parameters, summarized in Table 12-1, are insensitive to the 
diameter of (n,n)-COOH tubes.  For example, the C=O, C-O and O-H bond length of 
COOH in all three tubes are 1.220 Å, 1.360 Å and 0.976 Å, respectively. The C=O bonds 
of (m,0)-COOH tubes are slightly longer (by about 12 mÅ) than that of armchair tubes, 
which is reflected also in their lower vibrational frequencies discussed above. The C-O 
bond lengths of zigzag-COOH also follow the same trend, but the difference is slightly 
higher than in the C=O bonds. In comparison with semiconducting (8,0)-COOH and 
(10,0)-COOH, the metallic (9,0)-COOH tube exhibits a slightly longer C-O bond. The C-
COOH bonds of all zigzag tubes are shorter by about 40 mÅ than their counterparts for 
armchair tubes. The O-H bonds of COOH shrink by only 1 mÅ as the chirality of the tube 
changes from (n,n) to (m,0). In summary, the major and most noticeable difference in 
structural parameters of both kinds of tubes resides in the C=O bond length, as well as its 
stretching frequency.  
12-3.2. SWNT-OH 
 A single –OH (phenolic OH) group at the tip of various SWNTs was considered 
and the results are reported in the lower section of Table 12-1, with optimized structure of 
(4,4)-OH and (8,0)-OH depicted in Figure 12-2. Similar to –COOH, a single –OH has 
practically no effect on the surface of the tubes and the orientation of the –OH is 
apparently the same for all tubes, irrespective of their diameter and chirality. The O-H 
bonds of both kinds of tube, displayed in the last column of Table 12-1, are insensitive to 
tube diameter. Differences in this bond length between armchair and zigzag tubes are 
only 1 mÅ, the former being longer. In comparison to OH bond lengths of COOH groups, 
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phenolic OH bonds are slightly (by about 5 mÅ) shorter.  Similar to C-COOH linking 
bonds of SWNT-COOH, C-OH bonds of SWNTs-OH are also insensitive to diameter. 
However, this bond is slightly longer in zigzag tubes (by about 10 mÅ) than armchair 
tubes.  
 The O-H frequencies of (n,n)-OH tubes are slightly lower than those of (m,0)-OH, 
with close to half the intensity. With the increase in diameter of (n,n) tube, ν(O-H) 
increases by 4 cm
-1
 without any change in intensity. In the case of semiconducting (m,0)-
OH, this frequency increases by only 1 cm
-1, and ν(OH) of metallic (9,0)-OH is lowest 
among (m,0)-OH tubes considered herein. These small changes in O-H frequency do not 
serve as a useful signature for distinguishing among tubes.  
12-3.3. SWNT-COOH-OH 
Different possible arrangements of carboxylic acid and phenolic –OH have been 
considered for both (n,n) and (m,0) tubes. Since both groups can be involved in O--HO 
H-bonding, emphases were given to all such possible structures. (It may be worth 
mentioning that multiple COOH groups do not [20, 21, 57] H-bond among themselves in 
carboxylated SWNTs, even at very high content of –COOH groups.)  Fully optimized 
structures and key geometric parameters of (4,4)-COOH-OH and (8,0)-COOH-OH are 
displayed in Figures 12-3 and 12-4, and relative energies along with vibrational 
frequencies of characteristic bands are summarized in Tables 12-2 and 12-3, respectively.  
12-3.3.1. (n,n)-COOH-OH 
The most stable structure of (4,4)-COOH-OH is one where both groups are 
located on the same arm of the (4,4) tube and carbonyl (C=O) oxygen is H-bonded to 
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phenolic–OH group (3A in Figure 12-3). Rotation of COOH group of 12-3A by ~180° 
also yielded O--HO H-bonded structure (12-3B) where oxygen of acidic O-H is the 
proton acceptor.  Since the carbonyl oxygen is a stronger proton acceptor than oxygen of 
C-O, the former structure is more stable by 4.7 kcal/mol.  All relevant structural 
parameters are in accord with the characteristics of O--HO H-bonding [19]. For example, 
a stronger H-bond is associated with shorter O--H distance and elongation of the proton 
donor and acceptor bonds compared with isolated species.  In the present cases, the O--H 
distance of 3A is 0.07 Å shorter than the weaker H-bond in 12-3B.  H-bonding causes 
elongation of the C=O distance of 3A by 23 mÅ from (4,4)-COOH and the phenolic O-H 
of 3A stretches by 27 mÅ compared to (4,4)-OH.  The magnitude of elongation of the 
proton donor O-H bond of 12-3B is 1/3 that of 12-3A, an indication of a weaker H-bond 
in the former. 
 Next two structures (12-3C and 12-3D), where COOH and OH are attached to 
carbons of adjacent arms of (4,4), also form O--HO H-bonds, similar to 12-3A and 12-
3B, respectively. Such structures are less stable by 8-10 kcal/mol indicating weakening of 
H-bond strength.  H-bond lengths in 12-3C and 12-3D are longer by the same amount 
(0.072 Å) than those of 12-3A and 12-3B, respectively. In addition, the C=O bond of 12-
3C is less stretched by 13 mÅ than the C=O bond of 12-3A and changes in the proton 
donor –OH bond length follows the same trend but with about half the magnitude.  The 
longest O--HO distance (1.833 Å) among the hydrogen bonded (4,4)-COOH-OH is found 
in 12-3D, which is 9.6 kcal/mol less stable than 12-3A.  
 In structure 12-3E, functional groups are placed far from each other so as to avoid 
any possible H-bond interaction. Comparison of energies of this non-hydrogen bonded 
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structure with bonded structures provides a reasonable hint of H-bond strength in SWNT-
COOH-OH. The energy difference between most stable 12-3A and 12-3E is 10.4 
kcal/mol.  Functionalization caused slight deformation of the tube at the active sites and 
such deformation energies are close to each other: i.e., 1.1 kcal/mol in 12-3A and 1.0 
kcal/mol in 12-3E. Since deformation energies are the same for both structures, 10.4 
kcal/mol may be considered as mainly due to O--HO interaction in the most stable 12-
3A, assuming other effects are negligible. This value indicates a strong H-bond in 12-3A, 
compared to H-bond strength of simple organic molecules. For example, hydrogen bonds 
in salicylic acid (Figure 12-8), representing (n,n)-COOH-OH, are much weaker (by about 
5.0 kcal/mol) than extended (4,4)-COOH-OH (3A). Similarly, structure 12-3B exhibits 
about 4.0 kcal/mol higher bond energy than 12-8B. The O--HO distances of 12-8A and 
12-8B are longer than that of 12-3A and 12-3B, respectively. This result indicates 
stronger H-bonds in the latter structures and also that the tubular network of carbons in 
oxidized-SWNT has significant influence on O--HO H-bond strength. Hydrogen-bond 
energies of (n,n)-COOH-OH at M06-2X level [58] which is believe to accurately 
describe such weaker interactions, are 9.9, 9.1 and 9.2 kcal/mol for n = 4, 5 and 6, 
respectively. At the same level, the H-bond energy of salicylic acid is 5.2 kcal/mol. These 
values clearly validate B3LYP results.  
 Similar structural arrangements were also considered for larger (n,n) tubes where 
n = 5 and 6, i.e, an increase in diameter from 0.54 (4,4) to 0.68 (5,5) to 0.81 nm (6,6). 
Optimized structures are shown in Figures 12-9 and 12-10, and relative energies are 
summarized in Table 12-2. The stability order of different isomers of larger armchair 
tubes is close to that of the (4,4)-COOH-OH, indicating diameter has negligible effect on 
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the stability. H-bond energy decreases from 10.4 to 9.1 kcal/mol as the diameter increases 
from 0.54 to 0.81 nm. Interestingly, the O--H distance behaves differently than the 
standard criteria of H-bonding; a decrease in this distance from 1.688 to 1.662 Å is found. 
Other key parameters (C=O, O-H distances and O--H-O angle) involved in hydrogen 
bonding are insensitive to the diameter of the (n,n) tubes.  
12-3.3.2. (m,0)-COOH-OH  
 Three different zigzag tubes with COOH and OH groups at one end of the tubes 
were considered and results are reported in Figure 12-4 and Table 12-3. Similar to their 
armchair counterparts, the most stable structures of (m,0)-COOH-OH are the ones where 
carbonyl oxygen acts as proton acceptor (iso1) in O--HO hydrogen bond, followed by 
structures (iso2) where oxygen of acidic-OH is the proton acceptor.  Relative energy 
differences of about 5.0 kcal/mol between these two structures are close to those of 
oxidized armchair tubes. This energy difference is slightly higher for metallic (9,0) tubes 
than for semiconducting (8,0) and (10,0) tubes.  Comparison of energies between 
structures having separated groups (as in iso3) and H-bonded structure (iso1) show the 
strongest interaction (about 12.0 kcal/mol) in the most stable (9,0)-COOH-OH (iso1) 
tube. Corresponding energies for (8,0) and (10,0) tube are 10.6 and 9.2 kcal/mol, 
respectively. M06-2X values are about 1.0 kcal/mol higher than the B3LYP quantities.  
The H-bond distance of 1.472 Å is the shortest among all SWNTs studied herein, and as a 
consequence C=O and phenolic-OH distances are longest.  Another noticeable difference 
between oxidized zigzag and armchair tubes is the θ(O--H-O) angle: this angle which is 
about 20° higher (166° vs. 146°) in the zigzag tubes.  
      319 
 
  
12-3.4. Charge distribution: 
 Hydrogen bonding causes some charge redistribution [19] where the bridging 
hydrogen loses some electron density, that is, becomes more positively charged. Besides 
this change, there is also transfer of electron density from the proton acceptor (PA) to the 
proton donor (PD) upon H-bond formation. To verify such characteristic of H-bonding, 
we have calculated natural charges (NPA) [59, 60] for H-bonded and non-bonded 
isomers. Indeed, bridging protons lose about 34 me in (n,n) tubes and the corresponding 
value is about 24 me for (m,0) tubes. Changes in the proton charge in SWNTs-COOH-
OH are more than that of salicylic acid, where the proton loses 15 me at the same level of 
theory.  
 Group NPA charge analyses indicate transfer of electron density from SWNTs to 
functional groups and the magnitude of electron density shift depends on the location of 
the acid and phenolic-OH groups. When groups are not forming H-bond, about 0.23e and 
0.30e are transferred from (n,n) and (m,0) tubes, respectively, to functional groups. 
Hydrogen bond formation, as in iso1 structures, makes tubes more positively charged, 
that is, losing more electron density in oxidized forms.  The NPA charges of (n,n) tubes 
in most stable iso1 structures are independent of the diameter of tubes and close to +0.24, 
whereas corresponding charge of (m,0) tube, also independent on the diameter, is +0.37.  
Thus charge exchange is more prominent in oxidized-zigzag tubes than oxidized-
armchair tubes. 
 Exact determination of electron transfer from PA to PD, another characteristic of 
H-bonding, is only possible when two isolated molecules are forming H-bond. Since in 
the present scenario, both groups are linked to a conjugated system which is also 
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exchanging electron density with attached functional groups, makes complication in 
assigning charge exchange only between PA and PD. Also, exchange of electron density 
among three zones (-COOH, -OH and SWNT), may apparently cause reversal of charge 
transfer between PA and PD. The NPA group charges of three sections of (4,4)-COOH-
OH in iso1 (H-bonded) are -0.074 (-COOH), -0.163 (-OH) and +0.237 (SWNT); and 
corresponding values in iso5 are -0.011, -0.196 and +0.207.  Comparison among these 
values indicates a gain of electron density at –COOH (PA) by 0.063e, and loss of density 
at –OH (PD) by 0.033e and at SWNT by 0.030e. Corresponding values in (8,0)-COOH-
OH iso1 are 0.073e (gain), 0.012e (loss) and 0.061e (loss) in comparison to structure 
where groups are not H-bonded (iso3). Other (n,n) and (m,0) tubes exhibit similar charge 
redistribution. Thus it may happen that electron transfer from –COOH to -OH (due to 
characteristics of H-bonding) and concurrently from -OH to SWNT (due to resonance 
effect between -OH and conjugated system) and from SWNT to –COOH (due to 
inductive effect of acid group), where latter charge transfer outweighs the first transfer 
process, resulting an overall gain at –COOH.  
12-4. COOH and OH at the surface 
 Since hydrogen bonding among acid and –OH groups at the tips showed some 
unusual properties compared to standard O--H-O bonds, a preliminary investigation has 
been carried out by placing those groups at the surface of (4,4) and (8,0) SWNTs to check 
if those properties are really unique at the former location. Fully optimized geometries of 
(8,0)-COOH-OH and (4,4)-COOH-OH, where groups are located at the adjacent carbons 
of a hexagonal ring at the surface, are given in Figure 12-5. Most relevant geometric 
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parameters obtained at M06-2X and B3LYP (not shown) are close to each other. The O--
H bonds in the range of 2.3 to 2.5 Å are bit longer for such H-bonds (standard distance 
would be less than 2.0 Å [19]) and the O--H-O angles of 104 to 116 degrees are also not 
supportive of considering such interaction as H-bonding. It can be seen from Figure 12-5 
that bridging hydrogen, in both cases, point away from the proton acceptor oxygen of 
carbonyl group.  
 To estimate such interaction energies both groups need to be placed far from each 
other and compare energies between such structures with the one where they are close, as 
used in tip functionalized cases. Unlike tip-functionalized cases, attaching one group on 
top of a carbon atom of any hexagon at the surface will change hybridization from sp
2
 to 
sp
3
 on that center. As a consequence, a dangling bond is created at the adjacent carbon 
centers. Unless such dangling bond is saturated, an odd electron on the adjacent center is 
created (a doublet state) and an open-shell treatment is required to properly describe such 
structure. That odd-electron may be localized to one of the adjacent carbons or may be 
delocalized to three adjacent carbons of the attached site. Thus, placing acid and –OH 
groups far from each other will create two odd-electrons. An open-shell treatment or 
saturating such dangling bond might be appropriate to properly describe such systems, 
which is beyond the scope of the present study.  More detailed investigation are in 
progress and results will be published elsewhere.  
12-5. Vibrational spectra of SWNT-COOH-OH 
Frequencies of the most characteristic stretching vibrational mode C=O along 
with those of O-H of COOH and phenolic-OH, are summarized in Tables 12-2 and 12-3, 
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and variations of frequencies and intensities with diameter are depicted in Figures 12-6 
and 12-7, respectively.  It may be noted first that both O-H groups exhibit a broad peak 
close to one another and that the O-H bond in an alcohol absorbs at a slightly higher 
wavenumber than it does in an acid.  In general, both –OH modes are pure for all cases 
and hydrogen bonded C=O modes of most stable structures (iso1) are coupled with both 
C-OH bending modes.  However, for second-most stable isomers (iso2), where the other 
oxygen of COOH is H-bonded to phenolic-OH, the C=O mode is coupled only with C-
OH bend of acid group. Similar mixing of modes was found for iso3 and iso4 of all (n,n)-
COOH-OH and iso2 of (m,0)-COOH-OH.  
A well-characterized feature of H-bonds in organic and biological systems is the 
red-shift [19] in relevant stretching modes with increased intensity of participating bonds; 
nanotubes do not behave otherwise. For example, the C=O mode is red shifted by about 
70 cm
-1
 for most stable isomers of (n,n)-COOH-OH (iso1) tubes with slight enhancement 
in intensity. Although the most stable isomers of zigzag-COOH-OH (iso1) exhibit red-
shifted C=O modes, close in magnitude to those observed in armchair tubes, the intensity 
follows a reverse trend, especially for metallic (9,0)-COOH-OH. The most striking 
difference is the H-bonded C=O band of the most stable structure of armchair tubes 
which appears around 1630 cm
-1
, whereas the same band of  zigzag tubes shows a peak 
around 1565 cm
-1 
(see Figure 12-6).  Such differences in C=O bands originate from the 
difference between (n,n)-COOH (~1704 cm
-1
) and (m,0)-COOH (~1640 cm
-1
); H-
bonding down-shifts both modes by almost the same amount. Since the (C=O) of 
zigzag-COOH-OH coincides with (C=C) of tubes in the same region, and a peak around 
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1630 cm
-1
 may be due to a quinone group of armchair tubes, characterization of H-
bonded acid group, solely based on C=O modes, is fraught with complications. It may be 
noted that (C=C) values in the present o-SWNTs fall in the 1509-1536 cm-1 range with 
low intensity.  
 Changes in vibrational modes of phenolic-OH might provide additional features 
that could help identifying both groups whether H-bonded or not.  In comparison to 
SWNT-OH, (O-H)ph of most stable isomers of (n,n)-COOH-OH is lowered by about 
500 cm
-1
 with an approximate five-fold increase in intensity. Thus, phenolic O-H of 
armchair tubes, involved in H-bonding with COOH, exhibits a peak around 3100 cm
-1
, 
which is also the region where C-H stretching vibration appears.  This red-shift of 
phenolic-OH is almost double (about 1000 cm
-1
) for semiconducting (8,0) and (10,0), and 
close to 2.5 times in metallic (9,0) tube. This band’s intensity increases slightly in the 
former tubes, but an enhancement of about seven times is found in the (9,0) tube (Figure 
12-7).  This down-shifting places the (O-H)ph band close to 2680 cm
-1
 in 
semiconducting (m,0) tubes and 2322 cm
-1
 in (9,0) tube. Red-shift of the same band in 
salicylic acid (representing armchair tubes) is about 300 cm
-1
 with an intensity 
enhancement of about six-fold. (It may be noted that present theoretical frequency values 
of salicylic acid are in excellent agreement with experimental frequencies [61]: 1662 cm
1
  
(νC=O) and 3238 cm
-1
 (νO-H)). Similarly, the red shift in the phenolic-OH mode of 8-
hydroxy-1-naphthoic acid (representing zigzag structure) is about 350 cm
-1
. Thus, the 
magnitude of red-shift in phenolic O-H is quite large, especially for zigzag tubes, in 
comparison to simple organic molecular models. 
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Non-participating O-H bands of COOH are also red-shifted by about 45 cm
-1
 in 
armchair tubes with 2.3 times more intensity. However, this O-H mode is blue-shifted by 
about 8 cm
-1
 in all zigzag tubes.  Interestingly, when the oxygen of that O-H participates 
in H-bonding, as in iso2 in Figures 12-2 – 12-6, changes in O-H vibrational mode follow 
the same trend, but by a lesser magnitude.   
 In summary, if both COOH and –OH groups are present in oxidized SWNT 
samples, H-bonding among those groups causes significant changes in the IR spectra. In 
the most stable arrangements, where carbonyl oxygen is proton acceptor and phenolic–
OH is the donor, key vibrational modes are: ~1630 cm
-1
 (C=O), ~3100 cm
-1 
(phenolic –
OH),  ~3540 cm
-1
 (acidic –OH) in (n,n)-COOH-OH; the corresponding frequencies for 
(m,0)-COOH-OH tubes are ~1565,  ~2680,  ~3560 cm
-1
, respectively.  Although, C=O 
and acidic OH modes are similar in semiconducting and metallic zigzag tubes, the 
phenolic –OH band differs significantly, 2684 cm-1 in (8,0) or 2688 cm-1 in (10,0) vs., 
2322 cm
-1 
in (9,0).  Thus, all three bands should be taken into account for identification of 
any O--HO hydrogen-bonded structures between COOH and –OH groups of o-SWNTs.  
On the other hand, these characteristic vibrational modes will differ significantly 
when acid and phenolic–OH groups are not participating in H-bonding, when those 
groups are located far from each other (as shown in iso5 for (n,n) and iso3 for (m,0) in 
Figures 12-3 – 12-6) at the end of tubes. In those arrangements, the ν(C=O), ν(O-H)acid
 
 
and ν(O-H)ph are ~1710,  ~3540 and ~3600 cm
-1
 in o-armchair tubes, respectively. These 
modes in o-zigzag tubes are close to that of o-(n,n), except the C=O mode that appears 
around 1640 cm
-1
.  
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12-5.1. Interpretation of Experimental IR spectra 
 Most experimental studies [3, 4, 8, 24-26, 62-68] reported IR spectra of oxidized 
samples and a few [3, 4, 24] critically analyzed spectral data to assign different modes.  
Those spectra were obtained for different oxidized tube samples synthesized by CVD, 
arc-discharge, and laser ablation methods, and also used different oxidation processes, 
conditions and starting materials. These synthetic procedures generate a wide range of 
tubes with varying diameters [69] from 0.7 – 1.4 nm. Although our theoretical models 
represent smaller diameter (0.54 – 0.81 nm) tubes, results may change slightly for larger 
tubes but not to the extent that would alter the conclusions obtained for smaller tubes. In 
fact, our previous study [21] on IR spectra of a wide range of carboxylated armchair and 
zigzag tubes (diameters of 0.54 – 1.36 nm) clearly showed insignificant changes in 
spectra due to increasing diameter, and there is no H-bonding among acid groups even at 
higher concentration, that has been envisioned in several experimental studies due to 
small red-shift in C=O modes. 
 In general, reported experimental IR spectra of the oxidized SWNTs exhibit a 
strong peak in the 1700-1760 cm
1
 range, and a broad peak around 3000 – 3600 cm
-1
, 
which is an indication of COOH groups. Had those acid groups been involved in any H-
bonding, their C=O or O-H modes would have been significantly red-shifted, which is 
not reflected in those experimental IR spectra. Since stretching frequency of phenolic-OH 
and OH of acid group occur in the same region of IR absorption spectra and exhibit a 
broad band, it is difficult to distinguish [3] those two modes, unless a C=O mode appears 
in the spectrum. A peak at 3000-3600 cm
-1
 without a peak in 1700-1760 cm
-1
 is, in 
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general, indicative of the presence of solely phenolic-OH, which is not the case in any 
experimental studies.  
 However, some studies show peaks below 1700 cm
-1
: 1651 and 1685 cm
-1
 [70], 
1630 and 1680 cm
-1
 [28] and 1689 cm
-1
 [71]. The former two studies used raw samples 
from the same source (Carbolex, Inc.) and the latter study used samples from Sino-Nano 
Co. Kim et al. [3] reported peaks around 1623 and 1650 cm
-1
 in addition to ~1720 cm
-1
 
using a sample from the former source. Those peaks were assigned as H-bonded –COOH 
(higher frequencies) and ~1650 cm
-1
 peak as quinone C=O.  Present theoretical results 
indicate a C=O mode around 1630 cm
-1
 may be due to H-bonded (n,n)-COOH-OH or 
non-hydrogen bonded (m,0)-COOH-OH, or even from (m,0)-COOH. Had there been a 
H-bonded structure, the OH mode of phenolic-OH should have significantly red-shifted 
but not OH of acid. That was not reflected in those experimental IR spectra. 
 From energetic point of view, if both COOH and OH are present at the tips of o-
SWNT samples then they ought to be H-bonded as their interaction energy is sufficient 
(about 9-12 kcal/mol) to stabilize the structure. However, vibrational data do not indicate 
formation of such bonds. This leads one to presume either phenolic –OH are not present, 
or such groups are located at sites other than the tips. During oxidation processes, 
oxidized samples are normally washed and dried at different temperature, and more 
volatile alcohol groups, in addition to some COOH, may have been removed in purified 
samples, leaving few carboxylic groups at the tips. This presumption is strengthened by 
the fact that extensive second functionalizations of o-SWNTs have been reported in the 
literature where COOH groups were the only target and not the phenolic-OH. 
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12-6. Conclusions 
 Intrinsic properties of o-SWNTs, where both –COOH and phenolic –OH groups 
are present at the tips of tubes, were studied using DFT-SLDB approach, which has been 
proven to be reliable and computationally highly efficient for studying any extended 
carbon network base systems, such as nanotubes and graphene.  Hydrogen bonding 
among these groups leads to significant effects on the structure and IR spectra. 
Characteristics of standard H-bonds appear in o-SWNTs, however, the magnitudes are 
significantly enhanced in the extended carbon tubular networks. For example, the 
estimated O--HO hydrogen bond energy of 9-12 kcal/mol is almost double that found in 
simpler systems. Also, red-shifts of C=O modes and especially phenolic –OH stretching 
modes are amplified in nanotubes.  
 If these two functional groups are present at the tips of o-SWNTs, they ought to 
form such H-bonds by placing them in adjacent sites. In the most stable structures, the O-
atom of the carbonyl unit of COOH acts as proton acceptor while phenolic –OH donates 
the proton. Accordingly, red-shift occurs in both C=O and O-H modes, and all three 
bands are equally important to identify such bonding.  Key vibrational modes in H-
bonded structures are:  ~1630 cm
-1
 (C=O), ~3100 cm
-1 
(phenolic –OH),  ~3540 cm-1 
(acidic –OH) in (n,n)-COOH-OH, and corresponding frequency values for (m,0)-COOH-
OH tubes are ~1565,  ~2680,  ~3560 cm
-1
.  These data may be helpful in assigning 
vibrational modes of complicated experimental spectra. 
 Since experimental spectra reported so far do not show peaks in those regions, 
one may raise question about such hydrogen bonding between acid and phenolic –OH 
groups at the tips of o-SWNTs. The latter group may be present at different sites, such as 
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at the wall but not at the tips. Other conclusions from analyses of theoretical and 
experimental spectra may be drawn that during processing of acid-treating samples by 
wash and dry technique, alcohol groups may have evaporated out leaving some acid 
groups for second functionalization. 
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Table 12-1. Vibrational frequencies (ν, in cm-1), intensity (I, in km/mol, in parenthesis), 
bond distances (R, in Å) of SWNT-COOH
a
 and SWNT-OH
b
. 
 
 SWNT-COOH 
(diameter of 
pristine SWNT 
in nm) 
νC=O 
(I) 
νO-H (I) R(C=O) R(C-O)
c 
R(C-
COOH) 
R(O-H) 
(4,4)-COOH 
(0.54) 
1704 
(627) 
 3541 
(145) 
1.220 1.361 1.481  0.976 
(5,5)-COOH 
(0.68) 
1703 
(605) 
 3541 
(150) 
1.220 1.360 1.483  0.976 
(6,6)-COOH 
(0.81) 
1702 
(585) 
 3538 
(154) 
1.220 1.360 1.484  0.976 
(8,0)-COOH 
(0.63) 
1639 
(1378) 
 3554 
(212) 
1.232 1.376 1.447  0.975 
(9,0)-COOH 
(0.70) 
1627 
(1448) 
 3556 
(194) 
1.235 1.382 1.438  0.974 
(10,0)-COOH 
(0.78) 
1641 
(1341) 
 3552 
(222) 
1.231 1.376 1.452  0.975 
       
 SWNT-OH  νO-H (I)   R(C-OH) R(O-H) 
(4,4)-OH   3585 
(76) 
   1.370 0.971 
(5,5)-OH   3589 
(80) 
   1.371 0.971 
(6,6)-OH   3593 
(82) 
   1.372 0.971 
(8,0)-OH   3612 
(153) 
   1.362 0.970 
(9,0)-OH   3609 
(156) 
   1.360 0.970 
(10,0)-OH   3613 
(141) 
   1.362 0.969 
 
a 
See Figure 12-1 for structures of SWNT-COOH. 
b
 See Figure 12-2 for structures of 
SWNT-OH.  
c
For SWNT-COOH, R(C-O) refers to C-O(H) distances of COOH group 
and for SWNT-OH distance between carbon of SWNT and OH group. 
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Table 12-2. Relative energies (Erel, in kcal/mol), relative enthalpy (Hrel, in kcal/mol), 
vibrational frequencies (ν, in cm-1), intensity (I, in km/mol; in parenthesis) of (n,n)-
COOH-OH
a
. 
 
(n,n)-COOH-OH Erel Hrel ν(C=O ) ν(O-H)  ν(O-H) 
(COOH) 
 
     
(4,4)-COOH-OH-iso1   3A 0.00 0.00 1632(733) 3100(453) 3543(175) 
(4,4)-COOH-OH-iso2   3B 4.71 4.65 1708(548) 3423(425) 3554(155) 
(4,4)-COOH-OH-iso3   3C 7.81 7.49 1662(570) 3366(383) 3552(191) 
(4,4)-COOH-OH-iso4   3D 9.56 9.29 1720(732) 3486(404) 3536(130) 
(4,4)-COOH-OH-iso5   3E 10.37 10.02 1706(628) 3604(93) 3541(146) 
      
(5,5)-COOH-OH-iso1   4A 0.00 0.00 1629(752) 3089(490) 3543(186) 
(5,5)-COOH-OH-iso2   4B 4.61 4.62 1708(567) 3421(463) 3552(159) 
(5,5)-COOH-OH-iso3   4C 7.60 7.48 1656(610) 3345(436) 3552(205) 
(5,5)-COOH-OH-iso4   4D 9.71 9.51 1719(748) 3476(477) 3535(135) 
(5,5)-COOH-OH-iso5   4E 9.70 9.54 1703(609) 3604(94) 3539(151) 
      
(6,6)-COOH-OH-iso1   5A 0.00 0.00 1628(773) 3086(511) 3542(196) 
(6,6)-COOH-OH-iso2   5B 5.45 5.21 1709(585) 3419(495) 3549(162) 
(6,6)-COOH-OH-iso3   5C 8.70 8.22 1654(642) 3337(477) 3552(217) 
(6,6)-COOH-OH-iso4   5D 10.97 10.40 1719(764) 3472(540) 3534(138) 
(6,6)-COOH-OH-iso5   5E 9.07 8.56 1703(589) 3592(85) 3538(154) 
 
a
 See Figures 12-3, 12-9, and 12-10  for different isomers of (n,n)-COOH-OH. Key 
geometric parameters are shown in figures. 
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Table 12-3. Relative energies (E
rel
, in kcal/mol), relative enthalpy (H
rel
, in kcal/mol), 
vibrational frequencies (ν, in cm-1), intensity (I, in km/mol, in parenthesis) of (m,0)-
COOH-OH
a
. 
 
(m,0)-COOH-OH Erel Hrel ν(C=O ) ν(O-H)  ν(O-H) 
COOH 
      
(8,0)-COOH-OH-iso1 0.00 0.00 1563(1364) 2684(267) 3561(296) 
(8,0)-COOH-OH-iso2 5.02 4.93 1641(2220) 3244(397) 3558(254) 
(8,0)-COOH-OH-iso3 10.62 9.91 1639(1393) 3609(147) 3554(210) 
      
(9,0)-COOH-OH-iso1 0.00 0.00 1563(683) 2322(1323) 3564(229) 
(9,0)-COOH-OH-iso2 5.65 6.19 1643(1802) 3159(995) 3560(195) 
(9,0)-COOH-OH-iso3 11.95 12.29 1628(1515) 3600(175) 3556(192) 
      
(10,0)-COOH-OH-
iso1 
0.00 
0.00 
1567(1141) 2688(208) 3560(322) 
(10,0)-COOH-OH-
iso2 
4.59 
5.04 
1641(2234) 3261(425) 3556(272) 
(10,0)-COOH-OH-
iso3 
9.22 
9.54 
1641(1418) 3613(137) 3552(229) 
 
a
 See Figure 12-4 for different isomers of (m,0)-COOH-OH. Key geometric parameters 
are shown in figures. 
 
 
 
  
     
Figure 12-1. Optimized structures (top and side-view) of (n,n)-COOH and (m,0)-COOH. 
Distances in Å and angles in degree. 
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Figure 12-2. Optimized structures of (n,n)-COOH and (m,0)-OH. Distances in Å and 
angles in degree. 
 
 
 
 
  
Figure 12-3. Optimized structures of (4,4)-COOH-OH. Distances in Å and angles in 
degree. 
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Figure 12-4. Optimized structures of (m,0)-COOH-OH, m = 8, 9, 10. Distances in Å and 
angles in degree. 
 
 
 
 
 
Figure 12-5. M06-2X optimized structures of (8,0)-COOH-OH and (4,4)-COOH-OH 
where both functional groups are at the surface. Distances in Å and angles in degree. 6-
31G* basis functions are used for all C and H atoms, and 6-31+G* is used for all oxygen 
atoms. 
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Figure 12-6. Variation of C=O (left) and ph-OH (right) frequencies of SWNTs-COOH-
OH with diameter of SWNTs. 
 
 
 
 
 
Figure 12-7. Variation of intensity of C=O mode (left) and Ph-OH (right) of SWNTs-
COOH-OH with diameter of tubes. 
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Figure 12-8. Structure of salicylic acid and different isomers obtained from B3LYP/6-
31G*(O+). Bond distances are in Å, and angles are in degree. 
 
 
 
 
 
Figure 12-9. Optimized structures of (5,5)-COOH-OH. Distances in Å and angles in 
degree. 
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Figure 12-10. Optimized structures of (6,6)-COOH-OH. Distances in Å and angles in 
degree. 
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CHAPTER 13 
SUMMARY 
The importance of noncovalent interactions cannot be overestimated. From weak 
van der Waal’s forces to stronger charge containing H-bonds, all of them have some 
potential to bring different molecules or molecular fragments together. Albeit much 
weaker than covalent bonds, the collective strength of noncovalent interactions is capable 
of holding various biomolecules like base pairs of nucleic acids and different peptide 
units together, and are the basic building blocks of all the biological systems.  
This dissertation has demonstrated the strength and consequences of various 
noncovalent interactions. First and foremost, a new sort of noncovalent interaction 
BA···D is explored, and its competition with other noncovalent interactions is thoroughly 
studied. Similarly, different approach of peptide-peptide and peptide-amino acid side 
chain interactions is investigated. The strength and role of neutral and cationic CH···O 
interactions are studied. The possibility of hydrogen bonding at the tips of oxidized 
carbon nanotubes is also studied. 
 A fundamentally new sort of interaction (BA···D) is identified where two 
electronegative atoms A and D interact directly with each other with no bridging 
hydrogen or halogen atoms.
1-4 
These interactions are stabilized by charge transfer from 
electron donor D to A-B σ* antibond, in addition to electrostatics and dispersion. When 
one of the H atoms of H2S is substituted by a halogen atom (X) and is allowed to interact 
with N atom of NH3, a strong S···N interaction is resulted. All S···N interacted 
complexes are true minimum on their potential energy surface regardless of nature of X.
5
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The S···N interaction energy ranges from 7.9 kcal/mol for X = F to 4.7 kcal/mol for X = 
Br. The F and Cl substituted S···N interacted complexes represent the global minima and 
are much stronger than NH···F and SH···N H-bonds. For X = Br, S···N interaction is 
energetically comparable to other H-bonds. These quantum mechanical calculations are 
supported by the close contacts between S and donor (D) atoms in several crystal 
structures as found in the literatures.
6-7
  
Similar to P and S atoms, Cl is also capable of formation of direct Cl···N 
interaction.
1,8
 The strength of the interactions depends on nature of substituent B present 
on the electron acceptor. The climbing of interaction energy for P···N, S···N and Cl···N 
interactions is in the order of B = CH3 < NH2 < CF3 < OH < Cl < NO2 < F with some 
variability by the NO2 group.
9
 The interaction energy is as strong as 10 kcal/mol for 
FCl···N interaction. In most of the cases, there is stretching of B-A bond length due to 
the increased occupancy of the B-A σ* antibonding orbital. However, NO2 shows an 
unusual shortening of B-A bond length. This shortening of B-A bond length is due to the 
fact that the charge transferred form the electron donor does not remains in the B-A σ* 
antibond, instead it is transferred to two O atoms as shown by the increase in occupancy 
of lone pairs of O atoms of NO2. Induction component of these interactions is slightly 
dominant over electrostatics and dispersion for stronger complexes whereas opposite is 
true for weaker complexes. A characteristic electron density shift pattern is observed for 
the BA···D interactions and is independent of the nature of the substituent B. There is an 
increase in density at the D lone pair whereas a substantial loss is observed at the 
opposite side of D lone pair. There is some charge loss on the electron acceptor A around 
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the A···D axis, but increase in density is observed in the B-A bond and on the far side of 
the substituents.  
Various carbon chain substituents show different effects on the P···N noncovalent 
interactions.
10
 Saturated carbon chains show mild weakening of P···N interaction 
whereas unsaturated carbon chains tend to strengthen the interaction. Conjugated double 
bond shows slightly bigger strengthening effect than aromatic phenyl system, and triple 
bond shows the largest effect. Making any carbon chains longer weakens the interaction. 
Adding F atoms in the carbon chains slightly enhances the P···N interaction but the effect 
vanishes as F atom is gradually shifted away from the P···N center.  
A direct P···N and P···P interactions, as observed previously
3
 in the dimers, also 
exist in the molecular aggregates.
11
 In fact, the global minimum obtained for the PH3 
trimer and tetramer consists of cyclic structure stabilized by P···P interactions. Similarly, 
hetero PH3 trimers with one of the PH3 substituted by FPH2 and NH3 also show the 
presence of P···N and P···P interactions as the dominant force. Several minima are 
obtained on the potential energy surface but the most stable minimum contains one or 
more P···N or P···P interaction. Other weak interactions like PH···P, NH···P, and PH···F 
H-bonds are also present in the secondary minima.  
The BA···D angles in such interactions are almost linear.
3-5,12-14
 Other 
noncovalent interactions like hydrogen bonds have shown some sensitivity towards 
linearity, and any deviation from linearity is energetically costly. Similar scenario is 
found for P···N, S···N and Cl···N interactions.
15
 A study constituting various 
substituents B at different BA···D angles show the propensity of these interactions 
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towards BA···D angular distortion. Ab initio calculations show that these interactions are 
strongly anisotropic and are more sensitive toward angular distortion than H- bonds.  
 O and S atoms, and even π-systems participate in BA···D interaction as electron 
donors.
16
 FPH2 forms a direct P···D interaction with single bonded OH2, CH3OH and 
SH2, double bonded O=CH2 and S=CH2, and various π-systems like -C=C-, -C≡C-,           
-C=C-C=C- and C6H6. The P···D binding energy varies in the order of NH3 > H2CO > 
H2CS > H2O > H2S. Although the binding energy ranges only within 4-5 kcal/mol, this 
energetic ordering is different than hydrogen and halogen bonds. And, these FP···D 
interactions are almost as strong as OH···O H-bond between two water dimer. Within the 
context of π-donors, the binding energy diminishes in the order of benzene > butadiene > 
H2C=CH2 > HC≡CH. These P···π interactions are stronger than corresponding OH···π 
interactions for all π-systems and are even comparable with FH···π interactions. In fact it 
is found that P···π binding energies are augmented by the reverse charge transfer from P 
lone pair to π* antibond in addition to usual π→P-F σ* charge transfer. Electron density 
shift shows similar characteristic pattern as that of other BA···D interactions.  
 The BA···D interactions are significantly different in many ways as described 
earlier including energy components, electron density shifts, sensitivity towards electron 
acceptors and donors, and sensitivity towards angular distortions. These interactions are 
quite strong and are competitive with regular hydrogen and halogen bonds, and might 
play very important role in biological systems. Indeed, another set of calculations 
revealed that these sorts of interaction are part of the stabilizing factor in the peptide 
interaction with S containing amino acid side chain molecules. Allowing N-
methylacetamide as a peptide unit to interact with CH3SH, CH3SCH3 and CH3SSCH3 
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separately as a representation of Lys side chain, model Met and disulfide bond 
connecting Cys side chains respectively, shows that several sorts of noncovalent 
interactions are responsible for holding them together.
17
 A full potential energy surface 
analysis shows charge transfer interactions like CO···S, CS···N, SS···N and SS···O=C 
are prevalent forces, in addition to SH···O, CH···O, NH···S, CH···S, SH···π, and CH···π 
H-bonds.  
 Within the context of proteins, peptides are found to be linked by interpeptide 
NH···O H-bonds.
18-21
 Recent studies have also shown the involvement of CH···O H-
bonds in the interpeptide bond formation.
22-24
 Another type of interaction between the 
two peptide units is found in which two C=O groups are stacked upon each other.
25
 Just 
like NH···O H-bonds between two peptide units, carbonyl stacking geometry occurs in 
both parallel and antiparallel fashion. These interactions are stabilized by charge transfer 
from one CO π-bond to another CO π* antibond, and a CH···O H-bond. These carbonyl 
stacking geometries are slightly less stable than NH···O H-bonds. So, these carbonyl 
stacking interactions are more than just a dipole-dipole interaction and constitute a 
significant π→π* charge transfer as shown by the NBO analysis.   
 The role of CH···O H-bond is observed at the beginning stages of interpeptide 
interaction. A full conformational analysis of a molecule with a dipeptide and a peptide 
groups connected to a common spacer group, shows the initial stages of a β-sheet 
formation.
26 
Out of two common orientation of a dipeptide C5 and C7, C7 geometry 
exists in the most stable geometry of the full molecule and consists of a usual NH···O H-
bond and a couple of CH···O H-bonds. β-sheet formation needs the peptide conformation 
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favorable to C5, which suggests that this phenomenon requires few more peptide units 
and is not visible at this early stages of peptide interactions. 
 The charge assisted CH···O H-bond plays very important role in the methyl 
transfer reactions in certain biochemical processes.
27  
Quantum mechanical calculations 
proved this fact as methylated sulfonium and ammonium ion forms trifurcated 
+
CH···O 
hydrogen bonds with N-methylacetamide, a prototype peptide unit, with 4-9 times 
enhancement in binding energy.
28
 
+
CH···O H-bonds in those cases become as strong as 
20 kcal/mol. Multiple 
+
CH···O H-bonds with multiple CH3 groups are favorable over 
single H-bond which in turn is more favorable than multiple H-bonds formedwith single 
methyl group. Substitution of methyl groups of sulfonium and ammonium cations by 
alkyl groups of increasing chain length diminishes the binding energy of terminal 
+
CH···O H-bonds. This decrease of H-bond energy with increasing distance from 
heteroatom is due to the decreasing positive potential of the terminal CH3 groups in 
longer alkyl chains. The 
+
CH···O H-bonds have all the characteristics of true H-bonds, 
proved by the presence of characteristic density shift pattern, deshielding of H-bonded 
proton, NBO charge transfer and presence of all the components of binding energy like 
electrostatic, induction,  exchange and dispersion in a similar proportion as that of true H-
bonds. The presence of solvent attenuates the binding energy in all the systems but is 
particularly visible in charge assisted H-bonding. Even in the solvent of high polarity 
+
CH···O hydrogen bonds are much stronger than their neutral analogs and other regular 
OH···O and NH···O H-bonds.  
 Hydrogen bonds also play very important role in the characterization of various 
materials. Quantum calculations show that OH and COOH groups when present at the tip 
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of single walled carbon nanotubes (o-SWNTs) together, form strong OH···O H-bonds.
29
 
The strongly H-bonded structures are the global minimum structures regardless of the 
diameter and length of the tubes. These H-bonds are twice as strong as regular OH···O 
H-bonds. The presence of H-bonding causes the C=O and OH stretching IR frequency to 
be red shifted by more than 50 cm
-1
 and a few hundred cm
-1
, respectively. But the 
experimental IR spectra does not show so much red shifted stretching frequencies, ruling 
out the possibility of OH and COOH groups staying together at the tip of o-SWNTs.  
 In conclusion, this dissertation presents a rigorous theoretical analysis of various 
noncovalent interactions, starting from the exploration of a new sort of BA···D type 
interaction for various electron acceptors and donors, to expansion of the applications of 
already existing NH···O and CH···O hydrogen bonding. These various noncovalent 
interactions, although of different nature, have a common function which is binding the 
various molecules or different fragments together. These interactions not only hold the 
essential biomolecules like nucleic acids and proteins together, but also play catalytic 
roles in several enzymatic and biomolecular reactions, organic and inorganic reactions, 
crystal packing, protein folding and formation of different materials. The strength and 
stability of various noncovalent interactions show that they can be wisely applied in 
various chemical and biological phenomena, and design of various materials. 
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INCLUDING, WITHOUT LIMITATION, ANY IMPLIED WARRANTY OF 
MERCHANTABILITY, ACCURACY, SATISFACTORY QUALITY, FITNESS FOR A 
PARTICULAR PURPOSE, USABILITY, INTEGRATION OR NON-INFRINGEMENT 
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OTHER PARTY OR ANY OTHER PERSON OR ENTITY FOR ANY SPECIAL, 
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THE DOWNLOADING, PROVISIONING, VIEWING OR USE OF THE MATERIALS 
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CONTRACT, BREACH OF WARRANTY, TORT, NEGLIGENCE, INFRINGEMENT 
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THE POSSIBILITY OF SUCH DAMAGES. THIS LIMITATION SHALL APPLY 
NOTWITHSTANDING ANY FAILURE OF ESSENTIAL PURPOSE OF ANY LIMITED 
REMEDY PROVIDED HEREIN.  
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illegal, invalid, or unenforceable, that provision shall be deemed amended to achieve as 
nearly as possible the same economic effect as the original provision, and the legality, 
validity and enforceability of the remaining provisions of this Agreement shall not be 
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and submits to the personal jurisdiction of such court, waives any objection to venue in such 
court and consents to service of process by registered or certified mail, return receipt 
requested, at the last known address of such party.  
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[http://www.wileyopenaccess.com/view/index.html] and as Online Open articles in its 
subscription journals. The majority of Wiley Open Access Journals have adopted the 
Creative Commons Attribution License (CC BY) which permits the unrestricted use, 
distribution, reproduction, adaptation and commercial exploitation of the article in any 
medium. No permission is required to use the article in this way provided that the article is 
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journals have retained the Creative Commons Attribution Non Commercial License (CC 
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CC BY, the CC BY-NC and the Attribution-NoDerivatives (CC BY-NC-ND). The CC BY-
NC-ND is more restrictive than the CC BY-NC as it does not permit adaptations or 
modifications without rights holder consent. 
Wiley Open Access articles are protected by copyright and are posted to repositories and 
websites in accordance with the terms of the applicable Creative Commons license 
referenced on the article. At the time of deposit, Wiley Open Access articles include all 
changes made during peer review, copyediting, and publishing. Repositories and websites 
that host the article are responsible for incorporating any publisher-supplied amendments or 
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Wiley Open Access articles are also available without charge on Wiley's publishing 
platform, Wiley Online Library or any successor sites. 
Conditions applicable to all Wiley Open Access articles: 
 The authors' moral rights must not be compromised. These rights include the right of 
"paternity" (also known as "attribution" - the right for the author to be identified as 
such) and "integrity" (the right for the author not to have the work altered in such a 
way that the author's reputation or integrity may be damaged).  
 Where content in the article is identified as belonging to a third party, it is the 
obligation of the user to ensure that any reuse complies with the copyright policies 
of the owner of that content.  
 If article content is copied, downloaded or otherwise reused for research and other 
purposes as permitted, a link to the appropriate bibliographic citation (authors, 
journal, article title, volume, issue, page numbers, DOI and the link to the definitive 
published version on Wiley Online Library) should be maintained. Copyright 
notices and disclaimers must not be deleted. 
o Creative Commons licenses are copyright licenses and do not confer any 
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other rights, including but not limited to trademark or patent rights. 
 
 Any translations, for which a prior translation agreement with Wiley has not been 
agreed, must prominently display the statement: "This is an unofficial translation of 
an article that appeared in a Wiley publication. The publisher has not endorsed this 
translation."  
Conditions applicable to non-commercial licenses (CC BY-NC and CC BY-NC-
ND) 
For non-commercial and non-promotional purposes individual non-commercial 
users may access, download, copy, display and redistribute to colleagues Wiley 
Open Access articles. In addition, articles adopting the CC BY-NC may be adapted, 
translated, and text- and data-mined subject to the conditions above. 
Use by commercial "for-profit" organizations  
Use of non-commercial Wiley Open Access articles for commercial, promotional, or 
marketing purposes requires further explicit permission from Wiley and will be 
subject to a fee. Commercial purposes include:  
o Copying or downloading of articles, or linking to such articles for further 
redistribution, sale or licensing;  
o Copying, downloading or posting by a site or service that incorporates 
advertising with such content;  
o The inclusion or incorporation of article content in other works or services 
(other than normal quotations with an appropriate citation) that is then 
available for sale or licensing, for a fee (for example, a compilation produced 
for marketing purposes, inclusion in a sales pack)  
o Use of article content (other than normal quotations with appropriate 
citation) by for-profit organizations for promotional purposes  
o Linking to article content in e-mails redistributed for promotional, marketing 
or educational purposes;  
o Use for the purposes of monetary reward by means of sale, resale, license, 
loan, transfer or other form of commercial exploitation such as marketing 
products  
o Print reprints of Wiley Open Access articles can be purchased from: 
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The modification or adaptation for any purpose of an article referencing the 
CC BY-NC-ND License requires consent which can be requested from 
RightsLink@wiley.com .  
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Make Payment To: 
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