We initiate the study of a new measure of approximation. This measure compares the performance of an approximation algorithm to the random assignment algorithm. Since the random assignment algorithm is known to give essentially the best possible polynomial time approximation algorithm for many optimization problems, this is a useful measure.
INTRODUCTION
Given any optimization problem, one can ask if there is an efficient algorithm that gives the optimal solution. An efficient algorithm for any problem runs in time that is polynomial in the size of the input in the worst case. The theory of NP-completeness allows us to prove that many explicit problems are not in P, assuming P =NP. It has been known for a long time that many natural optimization problems are NP-hard. If we assume that P =NP, none of these problems have a worst case polynomial time algorithm.
Given the evidence that it is probably hard to develop efficient algorithms that give the optimal solution to these problems, it is natural to ask if it is possible to design efficient algorithms for these problems that give reasonably good solutions for all instances. Usually, an algorithm is said to be a c-approximation algorithm for a maximization problem if it, for each instance, produces a solution whose objective value is at least OPT/c where OPT is the global optimum. A similar definition can be given for minimization problems. The theory of approximability of NP-hard problems has been an active area of research in the past decade. Many new approximation algorithms have been designed for a variety of optimization problems. Many inapproximability results have also been proved based on plausible complexity theory assumptions.
Consider any algorithm that is designed to solve a maximization problem. A general criterion to evaluate its performance is:
OP T − X ALG − X
where OPT is the optimum, ALG is the objective value of the solution output by the algorithm and X is a parameter to be chosen. In the usual definition, X is chosen to be zero since in most optimization problems, all feasible solutions have non-negative values. However, there are interesting variants that have been studied. For example, there are optimization problems like quadratic programming where the value of the optimum solution could be negative. In such cases, choosing X to be the minimum possible value of a feasible solution is an appropriate choice. Such a definition was used by Bellare and Rogoway [6] in their inapproximability result for quadratic programming.
Another possible variant is to fix a polynomial time algorithm A and let X be the value of the solution obtained by A. If A is randomized, we can let X be the expected value of the solution obtained by A. Such a definition compares the performance of any algorithm with a fixed and known polynomial time algorithm A. This definition can particularly lead to useful information for many optimization problems if A represents a broad class of algorithms that are known to give the best approximation algorithm for a wide range of optimization problems.
In this paper, we focus on a class of optimization problems called constraint satisfaction problems. A constraint satisfaction problem has an underlying Boolean predicate P. An instance of this problem is given by a collection of constraints C and the goal is to find an assignment to the variables that maximizes the number of satisfied constraints in C under the predicate P . Håstad [12] has shown that for many constraint satisfaction problems like Max-Lin-p, in which we are required to maximize the number of satisfied equations in a system of linear equations modulo a prime p, and Max-E3-Sat, in which we are required to maximize the number of satisfied clauses in a 3CNF formula, the random assignment algorithm essentially yields the best possible approximation ratio. This makes the study of a new measure of approximation that compares the performance of an algorithm for a constraint satisfaction problem with the random assignment algorithm interesting. We study this measure specifically for Max-Lin-2. We also get similar results for other problems and point out some connections to the question of learning parity with noise.
Our Results
In this paper, we focus on the following optimization problem: we are given a system of m linear equations modulo 2 in n variables, together with positive weights wi,
To avoid degenerate cases, we state our results for the case that m ≥ n. The goal is to output an assignment to the variables that maximizes the total weight of the satisfied equations. We use {+1, −1}-notation for Boolean values with −1 corresponding to true. In this notation, exclusive-or is simply multiplication and we write equation i as
where each αi is a subset of [n] and bi ∈ {+1, −1}.
We consider two cases: Max-k-Lin-2, in which each αi is of size at most k for some small k and Max-Lin-2, the general case without any restrictions. If W is the total weight of all equations, that is,
where L is an instance, SAT[OPT(L)] denotes the total weight of equations satisfied by the optimal solution and SAT[ALG(L)] denotes the total weight of equations satisfied by the solution output by the algorithm ALG. We note that (1) compares the performance of an approximation algorithm for Max-Lin-2 with the random assignment algorithm. Such a definition can be given for any constraint satisfaction problem. Throughout the discussion, we assume that each equation in our system is nontrivial. In other words, we do not allow equations with α = ∅.
We also assume that αi = α i for i = i . If this is not the case, it can be achieved as follows. If the left hand side of two equations are equal, they can be merged to one equation with the appropriate weight. If the right hand sides are the same, the new weight is the sum of the original weights and if they are different, then the new weight is the difference of the original weights and the right hand side is that of the equation with higher weight.
Note. From now on, throughout this paper, unless explicitly stated otherwise, the measure of approximation we use is that given by (1) . We say that an assignment gives approximation ratio C if the ratio as defined in (1) is at most C. By "objective value", we mean the denominator of (1) .
As a starting point, can we show a simple upper bound on the new measure? Let us first indicate how we can obtain a nonnegative objective value. We assign values to the variables sequentially and do the simplifications of the system as we go along. When we are about to give a value to xj we consider all equations reduced to the form xj = b for a constant b. We choose a value for xj satisfying at least half (in the weighted sense) of these equations. It is easy to see that the total weight of the satisfied equations is at least the total weight of the falsified equations. By being careful, an m-approximation algorithm can be obtained as follows.
Pick the equation with largest weight. We construct a solution that satisfies this equation and at least half (in the weight sense) of the rest of the equations. This is sufficient to ensure that we have an m-approximation algorithm.
Let us assume, without loss of generality, that it is the first equation and that α1 contains the variable x1. For any αi with i > 1 that contains x1, replace
where ∆ denotes the symmetric difference. The resulting m − 1 equations now do not contain the variable x1. Now obtain, as described above, an assignment to the variables x2, . . . , xn such that at least half (by weight) of the remaining m − 1 equations are satisfied. This gives a mapproximation algorithm.
Is it possible to improve the algorithm by picking another equation and repeating the variable elimination step described above? The problem is that the first variable elimination step could create pairs of equations with the same left hand side but with different values on the right hand side. These equations would then cancel each other as discussed above, possibly leaving an empty system of equations. If, however, all chosen equations are satisfied by the optimal assignment the situation is easy to control. This is the basis for one of our approximation algorithms. Do the previous inapproximability results give any lower bound for our measure? Using Håstad's results [12] , it can be shown, for k ≥ 3, that it is hard to approximate Max-kLin-2 (and hence Max-Lin-2) within c for every c > 1 unless NP=P and within (log m) c for some constant c > 0 unless
Bounded size equations
We first consider the case when each equation has at most k variables for some small k. We start with a randomized approximation scheme for our new measure. By running the algorithm several times and outputting the best assignment, the probability 3/4 of outputting an assignment of the desired quality can be made exponentially close to 1.
For small k, this algorithm does much better than the simple m-approximation algorithm. The algorithm is simple and it just repeatedly tries random assignments. The proof of correctness of this algorithm uses a result from Fourier analysis due to Bourgain that relates the L4-norm of any function that has all its Fourier support on sets of size at most k to its L2 norm.
We improve on the inapproximability results mentioned above by using a slightly stronger assumption. O (1) .
The proof of this result is similar to the proof of the result by Håstad that shows that it is NP-hard to approximate (in the old-fashioned sense, taking ratios of number of satisfied equations) Max-E3-Lin-2 within 2 − for any > 0. However, there is one important difference. We cannot use long codes in our result as they are too long. We make use of split codes defined recently by Khot [10] .
The general case
We now consider the general case in which there is no restriction on the number of variables in each equation. We start with the inapproximability results. This proof uses an idea from derandomization and in particular it is based on the "walk on expanders" construction. If we allow randomization, we can get a stronger inapproximability result. 
− .
This result uses a straightforward sampling technique. It gives evidence that no approximation algorithm is likely to achieve an approximation ratio better than m 1/2 in general. For equations with few unknowns, Theorem 1.1 shows that you can almost do this well on such instances. Theorem 1.4 does not apply to the situation when each equation has only constant number of variables. However, it does not use the full power of the general case since each equation in the proof of the theorem has only O(log n) variables.
The best upper bound we can show for the general case is rather poor. The main idea is to use randomization and extend the greedy algorithm described in the beginning of Section 1.1.
Other problems
Some of our results and methods extend in a straightforward way to other problems using reductions via gadgets. Our framework applies to those problems for which it is known [12] that they cannot be approximated much better than by picking an assignment at random. Let us mention a couple of applications to satisfiability. Let Max-k-Sat be the problem of satisfying the maximal number of clauses of a CNF-formula where each clause contains at most k literals. Proof. (Sketch) In fact we can transform it to a Max-kLin-2 problem in time 2 k m.
Our inapproximability result translates to Max-k-Sat as well.
and runs in time 2
Proof. (Sketch) Use the gadget that reduces Max-k-Lin-2 to this problem.
Some algorithmic implications of our work
The measure we study for Max-Lin-2 has connections to some well studied algorithmic questions.
Approximation algorithms for Max-Lin-2
In this subsection, we look back at the standard measure of approximation. It is known that for Max-k-Lin-2, the random assignment algorithm achieves approximation ratio 2. Håstad showed that it is NP-hard to get an algorithm with approximation ratio 2 − for any constant > 0. We view this result as a step towards a better understanding of the correct value of as a function of m. Such results have been proved recently for problems like Max-Clique by Engebretsen and Holmerin [9] and Khot [11] .
Learning parity with noise
Recently, a lot of effort has gone into solving parity with noise [8] . In this model, a random solvable system of linear equations is generated and then the right hand side of each equation is changed with probability p where p < 1 2 . The task is to reconstruct the solution to the original system. If the number of equations, m, is much higher than the number of variables, n, the solution is, with high probability, unique and can be found in exponential time. No algorithm, even for unbounded m, running faster than 2 O(n/ log n) is known and the main open problem is whether this can be improved.
In our performance measure, the best solution would get a value around (1−2p)m while the second best solution would, with high probability, get a value O( √ nm). Thus an efficient approximation algorithm for Max-Lin-2 with a ratio a little bit better than √ m would have interesting consequences for this learning problem.
Organization of the paper
In the next section, we describe the ideas from Fourier Analysis that are used in this paper. We then give proofs of all the theorems in Section 3.
IMPORTANT TOOL; FOURIER TRANS-FORMS
We study functions f :
n into the set of real numbers. A key tool for us is the discrete Fourier transform. For any α ⊆ [n], we have the corresponding basis function
A general function can be expanded as
wherefα are the Fourier coefficients defined bŷ
Plancherel's equality tells us that
and for a Boolean function, this sum is one. Fourier transforms have been, and are also in this paper, important for the reason that they are useful in the analysis of certain probabilistically checkable proofs. In the present paper, Fourier transforms play an even more central role because the very problem we study is stated very naturally in terms of the Fourier transform. A linear equation mod 2 is simply saying that the exclusive-or of a certain set α of variables takes a certain value b. This is exactly the same as saying that (−1) b χα(x) = 1. Consider
where wi, αi, and bi define an instance of Max-k-Lin-2. This function gives exactly our performance measure! Thus, we can formulate our problem as maximizing f and our measure of approximation is the quotient of the found value to the actual maximum. The problem is specified by giving as input, the Fourier coefficients of f . The only reason we do not have a general function mapping {−1, 1} n to the real numbers is that we require the number of (non-zero) Fourier coefficients to be bounded by a parameter m which is usually much smaller than the maximal value 2 n . To study the case with at most k variables in each equation, we use Lp-norms denoted by f p and defined by
It is not difficult to see that f p is an increasing function in p. The key result we use is that for functions whose Fourier transform is supported on small sets, we have a reverse inequality proved in several contexts but one early source is [7] .
Theorem 2.1 (Bourgain [7] with its entries corresponding to elements in Gt and the value corresponding to f is f (x).
The set {−1, 1} t has no special significance and the long code can be defined for any range M of x and the set of all Boolean functions on M , denoted GM , taking the place of Gt.
It is obvious from the definition that the long code is indeed very long. The previous results have made good use of the huge amount of information contained in these codes. In some situations, like the one in this paper, a much shorter but closely related code turns out to be a good alternative and these are the split codes defined recently by Khot [10] .
Split codes are defined for a product space.
The split code of an element
. . , gt) where gi ∈ GM i and the corresponding value is
In other words, it is just the exclusive-or of t different long codes.
The space of split codes also naturally have a Fourier transform.
Definition 2.4. Let β = (β1, . . . , βt), βi ⊆ Mi. We define a character χβ as:
Then it is easy to check that the set of all characters χβ form an orthonormal basis. For an arbitrary function B, we can write
Folding was designed in [5] as a mechanism for accessing a table that is supposed to be a long code. The mechanism nicely extends to split codes. Split codes are crucial to our PCP test as they offer a less costly alternative to long codes.
PROOFS OF THEOREMS
We now give proofs for our theorems. The proofs will use the following notation: All logarithms in this paper are to the base 2. We use |.| to denote the cardinality of any set.
Proof of Theorem 1.1
We are given a system of m weighted equations and we study the corresponding function f defined by (2) which gives our performance measure. Our task is to find a value x0 such that f (x0) ≥ c −k m −1/2 maxx f (x) with high probability. This is done by repeatedly picking uniformly random values for x0 and taking the best. Let us say this formally.
To show that the algorithm achieves an approximation ratio as claimed, define X to be the random variable f (x) when x is chosen randomly. We claim that X has the following properties.
1. E(X) = 0.
E(X
3. |X| ≤ √ mσ.
The first two properties are straightforward. The third property is shown by using Cauchy-Schwartz inequality as follows:
The fourth property follows from Theorem 2.1. We now have the following lemma. 
Proof. Suppose not. Let us assume that
Let Xp = max(0, X) and Xn = − min(0, X). From Hölder's inequality, we have that
We now make the following claims using the assumptions of the lemma.
These claims clearly contradict (3) and thus we only have to establish these claims.
The first is simply an assumption in the lemma. The second claim is established as follows
and the third follows from E(
From Lemma 3.1, it follows that when an assignment x is picked uniformly at random, then with probability at least 1 2 3+3k m , the approximation ratio is bounded from above by
The algorithm increases the probability of success to 3/4 by picking assignments independently and uniformly at random and outputting the best. Hence, Theorem 1.1 follows.
Proof of Theorem 1.2
The common strategy to prove an inapproximability result for an optimization problem is to design a test of a written proof that closely mimics the optimization problem, and this is how we proceed.
Our proof follows a similar path as [12] did to get the inapproximability result of (log m) c for Max-3-Lin-2. However, using split codes we are able to get a much smaller written proof and hence a stronger result. Here, we only give an overview of the parts of the argument that are identical to that of [12] and give full details only for the part of the proof that is new.
The two-prover protocol. By the PCP Theorem, there exists polynomial time reduction T from 3SAT formulas to 3SAT formulas such that each clause of T (ψ) has exactly three literals and each variables appears in five clauses and furthermore 1. If ψ is satisfiable, then T (ψ) is satisfiable.
If ψ is not satisfiable, then T (ψ) is at most (1 − )-satisfiable.
We now describe the main steps of the two-prover protocol. The parameters t and u will be fixed later.
Step 1. Convert ψ to T (ψ).
Step 2. Choose tu random clauses from T (ψ) and tu variables at random, one from each of the tu clauses.
Step 3. Ask prover P1 for the assignment to each clause chosen. Ask the prover P2 for the assignment to the each variable chosen.
Step 4. Accept if all the clauses are satisfied and the two assignments are consistent. By Raz's parallel repetition theorem, the soundness of this protocol is bounded above by c tu for some c < 1.
From 2-prover protocol to PCP. To convert the 2-prover
protocol into a PCP, we group the questions into t groups of u answers and we write down a split code of dimension t for the answer to every possible question that could be asked by the verifier. We assume that the two tables of split codes corresponding to the two provers are folded over true.
For the answers of prover P1, the set Mi, in the definition of the split code, is the set of satisfying assignments of the clauses of group i. It is typically (except with probability o(1)) of cardinality 7
u . For the answers of prover P2, we denote by Ni, an assignment to the chosen variables in group i. It is thus typically of cardinality 2 u . We have
We have a projection operator from Mi to Ni which maps an assignment to the subassignment. We get a compound projection operator π : M → N .
The test.
We now describe the test that proves the inapproximability result for Max-k-Lin-2.
Step 1. Pick t groups each of u clauses at random resulting in ut clauses (C1, C2, . . . , Cut). For each clause Ci, choose a variable xi ∈ Ci at random which are then similarly divided into t groups. This defines M and N . Let B be the supposed split code on M and A the split code on N .
Step 2. Choose random functions fi : Ni → {+1, −1} and
Step 3. Choose µi : Mi → {+1, −1} for 1 ≤ i ≤ t by setting for every x ∈ Mi, µi(x) = 1 with probability 1 -0 with probability
Step 4.
Step 5. 
. , ht). Read B(g), B(h) and A(f ). Accept if and only if A(f )B(g)B(h) = 1.
We now do the completeness and the soundness analysis of our PCP test. The completeness is straightforward. The key to the soundness is to prove that if a written proof is accepted with high probability, then we can extract strategies for the two provers in the two-prover protocol to convince the verifier in that protocol to accept with high probability. Using the very good soundness of the two-prover protocol, we can conclude that the formula is satisfiable. This helps us obtain an upper bound on the soundness of the PCP.
Lemma 3.2. The completeness of the protocol is at least
Proof. If ψ is satisfiable, fix a correct proof obtained from an assignment satisfying T (ψ). We have
and hence the completeness of the test is precisely the probability that Q t i=1 µi = 1. It is not difficult to see that this is exactly 1 + (1 − 2 ) t 2 and the lemma follows.
The key lemma for the soundness is given below: Lemma 3.3. For any > 0, δ > 0, if the probability that the verifier of the test accepts is (1 + δ t )/2, then there is a strategy for P1 and P2 in the two-prover protocol that makes the verifier of that protocol accept with probability at least
Proof. Fix a choice of N and M . From the assumption in the lemma,
This implies that
We would now like to simplify this expression to a form that is useful for extracting a two-prover strategy. To this end, we evaluate the expression
We need the following definition. Replacing each function by its Fourier expansion and simplifying using calculations similar to the one in [12] , we get
Since we are assuming that B is folded over true, each nonzero term in this sum has |βi| and hence |π2(βi)| odd for every i. In particular each βi is nonempty. By CauchySchwartz inequality, we have
and since
where the expectation is over the choice of N and M . Let us now define a strategy for the provers as follows:
• P1 upon receiving a set of clauses finds the corresponding table B and selects a random β with probabilitŷ B 2 β and returns yi ∈ βi, 1 ≤ i ≤ t, chosen at random as the answer.
• P2, upon receiving a set of variables finds the corresponding table A selects a random α with probabilitŷ A 2 α and returns xi ∈ αi, 1 ≤ i ≤ t, chosen at random.
The probability of the provers convincing the verifier is at least
and we have to compare this to (5) .
For any x > 0, we have x −1 > e −x . Applying this to x = (4 |βi|), we have
and combining this with (5) the lemma follows.
Finally, we show how Theorem 1.2 follows from the completeness and soundness analysis of our test. Fix = δ = 1/4. Fix u to be a large enough constant so that c u < 4δ 3 . Consider the system of linear equations we get naturally from the PCP test. Each equation in the system is of size exactly 3. Also, the number of such equations is N = m O(t) . In addition, 1. If ψ is satisfiable, then there is an assignment D to the variables of the resulting system of linear equations Lψ such that
This follows from the completeness analysis.
2. If ψ is not satisfiable, then for every assignment A to the variables of Lψ,
This follows from the soundness analysis.
Since 3SAT is NP-complete, any algorithm that given an approximate value of the optimum within
can be used to solve an arbitrary problem in NP. Since N = 2 Ω(t) log m , setting t = (log m) l , we can conclude that for l > −1 that an approximation ratio of
would be sufficient to achieve this. The theorem follows.
Proof of Theorem 1.4
The proofs of Theorem 1.4 and Theorem 1.3 are quite similar. Since the proof of Theorem 1.4 is simpler, we present it first.
The basic idea is to start with any 3SAT formula ψ and produce a system of linear equations Lψ such that the following holds: If ψ is satisfiable, then there is an assignment to the variables of Lψ which achieves a high objective value. If ψ is not satisfiable, then every assignment to the variables of Lψ only achieves a low objective value. We do this by taking t-wise products (sums in {0,1} notation) of a sets of equations obtained from a 3SAT formula. We now give the details. In Håstad's paper [12] , for any δ > 0, there is a reduction from 3SAT formulas with l clauses to Max-3-Lin-2 systems with m = l O(1) linear equations on n variables, n < m, such that 1. If ψ is satisfiable, then there is an assignment D to the variables of the resulting system of linear equations Lψ such that
2. If ψ is unsatisfiable, then for every assignment A to the variables to Lψ,
We call such a system of linear equations, a (m, 1 − 2δ, δ)-system.
is a system of (2N ) t linear equations defined as follows: Choose t equations from L.
For every such choice of t equations, output 2 t linear equations obtained by taking products of every possible subset of these t equations.
The following lemma says that taking t-wise products help in boosting the separation between the two cases: ψ is satisfiable or not.
Proof. Clearly, the number of equations in L t is m t * 2 t . An assignment that satisfies all the t chosen equations satisfies all the 2 t constructed equations. An assignment that falsifies some equation satisfies exactly half of the equations constructed. It follows that a t-wise product is an
Note that taking the t-wise product produces equations of the form 1 = 1 and 1 = −1. These trivial equations have to be dropped. However, we show that the construction produces at least as many equations of the form 1 = 1 as 1 = −1. The t-wise products have the following useful property.
of any system of linear equations L is good.
Proof. Fix a choice of t equations and consider the set S of 2 t equations produced by taking all possible subsets. Using the characteristic vector notation, view S as a vector space This implies that after these trivial equations are dropped, we get a (m ,
t . This makes the ratio of the two cases even bigger with fewer equations (and hence better for the proof).
Though taking t-wise products helps us get an improved separation, the number of linear equations produced would be too many (for our choice of t) for a good inapproximability result. Is there a way to reduce the number of equations and still get a good separation? We can achieve this using randomization.
Algorithm. For a 3SAT formula ψ, obtain Lψ as described Since the probability that the system of linear equations produced in an iteration is not good is at most 1/2, the probability that the construction above fails to produce a good system of linear equations is upper bounded by 1/2 n . Note that the new system of linear equations, denoted by L t ψ,R , has N equations before the erasure step, We would now like to compute the probability that a good system of linear equations has separation property discussed above. We do it in two steps. First, we estimate this probability for a random system of N equations produced by an iteration of the algorithm above. Then, we show that this probability continues to be high conditioned on the fact that the system of linear equations is good. Due to Lemma 3.8, we can do the analysis for the system of linear equations obtained before the erasure step.
Suppose ψ is satisfiable. Then, there is an assignment D to the variables of Lψ that satisfies (1−δ)m of the equations in Lψ. Over the various random choices,
Let Xi denote the random variable that is 1 if the ith equation is satisfied by D and −1 otherwise. Then, Xi is 1 with
Therefore, using Theorem A.1.13 of [2] , we have
Suppose ψ is unsatisfiable. Then no assignment satisfies more than ( 1+δ 2 )m of the equations in Lψ. For a fixed assignment A, let Xi be the random variable that is 1 if the ith equation is satisfied by A and −1 otherwise. Then, Xi is 1 with probability 1/2+p/2 where p = ((1 + δ) /2) t and
Therefore, using Theorem A.1.4 of [2] , we get
and hence
Start with any < 1/4. Fix δ = /8, s = 2/ and t = log N . Then, with probability at least 1 − 2 1−n over random choices in the construction above, both (6) and (7) hold simultaneously and hence the resulting system of linear equations has a separation property we are looking for. Since a random choice is good with probability at least 1/2, it is easy to check that a good system of linear equations has the same separation property with probability at least 1 − 2 2−n . Thus the probability that the system of linear equations produced by the construction above is good and has the separation property is at least ( 
Also for the choice of δ, s and t above,
Since 3SAT is NP-complete, any algorithm that gives an approximate value of the optimum within
can be used to solve an arbitrary problem in NP. This proves the theorem. Since the random sampling step involves twosided error, it seems like we need the assumption NP ⊆ BPP. It is known that using the self-reducibility of SAT, one can prove that if NP ⊆ BPP, then in fact NP ⊆ RP. Hence, the assumption NP ⊆ RP is sufficient for our Theorem.
Proof of Theorem 1.3
We use a construction very similar to the one in Theorem 1.4. In the first stage, as in Theorem 1.4, we transform the 3SAT formula into a system of linear equations with the separation property. In the second stage, we replace random sampling by deterministic sampling obtained using walks on expanders. We now give the details of our construction. Explicit construction of such graphs were first shown by Lubotzky, Philips and Sarnak [13] . For a 3SAT formula ψ, let us denote, by WA, the set of vertices in Gψ such that the corresponding equations are satisfied by an assignment A. Note that the all the vertices corresponding to the trivial equations are included in this set. Given the size of such a subset WA, we need to calculate the fraction of all the sets of equations of size t obtained by walks on expander that are completely contained in WA.
The following proposition (slightly reworded) from [1] gives the required bounds. 
Again, by Lemma 3.8, it is sufficient to do the analysis for the system of equations before the erasure step. Let L t ψ,G denote the new system of linear equations in the above construction before the erasure step. It has N = m d t−1 * 2 t equations. We know that if ψ is satisfiable, then there is an assignment D such that
Using the proposition above,
On the other hand, if ψ is unsatisfiable, then for every assignment A,
From the proposition above, for every assignment A,
Since 3SAT is NP-complete, any algorithm that gives an approximate value of the optimum within can be used to solve an arbitrary problem in NP. Choosing δ = 1/20 and t = log m, the ratio is m c for some constant c > 0 while the number of equations N is at most 2 6t m = m 7 . Thus the ratio between the two cases is N γ , for some constant γ > 0. This proves the theorem.
Proof of Theorem 1.5
Recollect the greedy algorithm giving performance ratio m/2 described in Section 1.1. It consisted of taking the equation of highest weight, committing to satisfying that equation, taking one variable that appears in this equation and eliminating it from all the other equations. One can think of a natural generalization of this simple algorithm. After this variable elimination step, equations with the same right hand sides are combined adjusting the weights as described in Section 1.1. If any equations remain, we can pick a new equation and use it for elimination. The algorithm we propose simply picks the equation in each step randomly (with probability proportional to its weight wi) as a way of getting around this problem.
The algorithm Step 1. Pick equation i with probability proportional to wi.
Commit to satisfying this equation and eliminate one variable that appears in this equation from all other equations.
Step 2. If several equations result with the same left hand side, combine these by adjusting the weights. If nontrivial equations remain, go to Step 1 and repeat.
Step 3. Output an assignment to the variables that satisfies all the equations chosen in the repetitions of Step 1 and half of the rest of the equations.
The algorithm outputs an assignment whose objective value is the sum of the weights of the equations picked during the repetitions of Step 1. Let us say that a run is t-successful if the algorithms makes at least t repetitions of step 1 during this run and if it picks an equation that is satisfied by the optimal assignment in each of the first t iterations. Unless the optimal assignment is found after less than t iterations, we claim a run is t-successful with probability at least 2 −t . This follows since conditioning on the fact that the equations chosen up to a given iteration are satisfied by the optimal assignment, the probability that the next chosen equation is satisfied by the optimal assignment is at least 1/2. This follows since the optimal assignment satisfies more of the remaining equations than the equations it falsifies. Thus, unless the optimal assignment is found, with probability at least m −c a single run is c log m-successful and such a run gives, on the average, at least an m/(c log m) approximation. It is not difficult to establish that we get a value that is at most half this with a non-negligible probability and the theorem follows.
To get a deterministic algorithm, we try all choices of c equations and for each such choice, we obtain an assignment that satisfies these c equations and at least half of the remaining. This gives a deterministic algorithm with a m/c approximation ratio.
Sketch of proof of Theorem 1.8
The algorithm is the same as the algorithm used to prove Theorem 1.5. If less than a fraction 1 − q log m m of the equations are simultaneously satisfiable, then an assignment that satisfies half the equations is good enough. If more than this fraction of equations are simultaneously satisfiable, then in m c tries we expect to get a c √ m log m-successful run and this can be used to prove the theorem.
CONCLUSIONS
Our approximation algorithm for Max-k-Lin-2 achieves O( √ m) performance ratio for any fixed k. Our inapproximability result for Max-Lin-2 shows a lower bound of m 
