We propose in this paper an original technique to predict global radiation using a hybrid ARMA/ANN model and data issued from a numerical weather prediction model (ALADIN). We particularly look at the Multi-Layer Perceptron. After optimizing our architecture with ALADIN and endogenous data previously made stationary and using an innovative pre-input layer selection method, we combined it to an ARMA model from a rule based on the analysis of hourly data series. This model has been used to forecast the hourly global radiation for five places in Mediterranean area. 
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Introduction
Solar radiation is one of the principal energy sources, occupying a very important role in some engineering applications as production of electricity, heat and cold [1] [2] [3] [4] . [5] [6] [7] . Insolation is defined as the solar radiation striking a surface at a certain time and place and is typically expressed in kilowatt hours per meter square (kWh/m²) [8, 9] .
Many factors determine how much sunlight is available at a given location. We can mention the atmospheric conditions, the Earth's position in relation to the sun, and the site obstructions [4, 9] .
Atmospheric conditions that can also affect the amount of radiation received on the Earth's surface are the quantity of air molecules, water vapor, dust, ozone and carbon dioxide, the cloud cover, the air pollution, the dust storms, the volcanic eruptions, etc. [5, 10] . There is an interest to control the solar radiation prediction, as for example to identify the most optimal locations for developing solar power project or to maintain the grid stability in solar and conventional power management. Note that, in Europe, the White Paper on Energy (established in 1997) set a target (not yet achieved) of 12% of electricity production from renewable energies by 2010. The new European guidelines (in press) set a new target to 20% by 2020. The issues of the solar energy prediction are very important and mobilize a lot of research teams around the world and particularly in the Mediterranean area [3, 7, [11] [12] [13] . In practice, the global radiation (or insolation) forecasting is the name given to the process used to predict the amount of solar energy available in the current and near terms. A lot of methods have been developed by experts around the world [6, 14, 15] . Often the Times Series (TS) mathematical formalism is necessary. It is described by sets of numbers that measures the status of some activity over time [16] . In primary studies [1, 13, 17] 
Radiation time series and Numerical Weather Prediction forecast data
In this study we have used two types of data: radiation time series and meteorological forecasts from the ALADIN NWP model. In order to verify the robustness of our approach we chose to apply our methodology on five distinct stations located in Mediterranean coastal area. Figure 1 shows the location in Mediterranean area of the five weather stations studied. The second types of data we decided to use are the meteorological forecasts from the ALADIN NWP model. Météo-France proposed us a free access to some of the forecasts issued from their numerical weather prediction model called ALADIN-France. This model is a bi-spectral limited area, based on the assimilation of daily measurements, and driven using, for boundary data, the outputs of the ARPEGE (acronym of "Action de Recherche Petite Echelle Grande Echelle") global model providing also by French meteorological services. The model evolves in average every six months because the ALADIN code follows the ARPEGE one in its permanent evolution and we are actually on the 37 th cycle. For a better description of the model and its parameterization, the interested reader may refer e.g. to [18] [19] [20] . The French NWP system is organized around the production of analyses at 00, 06, 12
and 18UTC, and the range of the forecast is 54 hours. The horizontal resolution of ALADIN-France is approximately 9.5 Km, with 60 levels vertically. These data are those used actually, that is to say in the 37 th cycles. The ALADIN model has more than twenty outputs available at a high temporal resolution of one hour but not the global radiation. These values are computed in all points of the computing grid with mesh size of 9.5 Km. Considering these facts we had three major choices to do.
First we had to select the forecast parameters to add as an input of our model. In a second time we had to choose the grid points for our five locations, and finally we add to select the analyses (between 00, 06, 12 and 18UTC) and ranges (1 to 54h) of the forecasts to take into account. For the ALADIN output, we based our choice on preceding works [17] in which we analyzed the benefit of taken into account exogenous variables. In these studies we made some computations about the correlation between the global radiation and a lot of exogenous meteorological parameters. Among the 23 ALADIN possible outputs we chose those which seem to have a straight link to solar radiation [17] .
These data are pressure (P, Pa), nebulosity (N, Octas), rain precipitations (RP, mm) and temperature (T, °C). The second choice was on the selection of the grid points. We decided to simply use a proximity criterion and we chose the points of the ALADIN computational grid nearer to our five selected stations. We decided to take into account the analyses closer to the sunrise: we select the 06AM analyze with a 12 hours head forecast horizon. This couple of analyze and range allows us to cover, with a unique ALADIN extraction per day, the central hours we consider, that is to say 8:00AM
to 4:00PM. However, we are aware that some of our choices can be discussed: first the periodic changes in the ALDIN model (more of ten cycles) may affect the training capability of the ANN, secondly an explicit help of a professional forecaster may comfort us in the choice of NWP model parameters, we will return to these restrictions in our conclusion.
Forecasting models
This section details the prerequisites that have enabled us to build our prediction model. After recalling the principles of time series forecasting and the need to make stationary a time series and how to validate it, we present the ARMA and ANN models. To conclude this section we present our final prediction model as a combination of ARMA and ANN models.
a. Time series analysis, need of stationarity and validation
There are different approaches to model Time Series (TS) [16] : ARMA [15, 21] , ANN [22, 23] , are the ones we studied and which are the most effective based on our previous works. However the common base of all these models seems to be that a TS x t can be defined by a linear or non-linear model called Equation 1 where t = n,n-1,…,p+1,p with n, the number of observations and p the number of parameters ; n p) [24, 28] .
To estimate the model, a stationarity hypothesis is often necessary. This condition usually implies a stable process [23] [24] [25] [26] . This notion is directly linked to the fact that whether certain feature such as [ ]
Note that an equivalent stationarity criterion must be fond with the simple correlation coefficient
(corr). The relation linking the two parameters is
A stronger criterion is that the whole distribution (not only the mean and the variance) of the process does not depend on the time. The probability distribution F of the stochastic process x t is invariant under a shift in time. In this case the series is called strict stationary [26] , the two moments shown in the Equation 2
are stationary, but an other condition is also necessary (Equation 3).
The stationarity hypothesis is an important tool in classic time series analysis. As it is primordial for the ARMA method, this rule stays also correct for neural network studies [29] . In fact, all artificial networks are considered like functions approximation tools on a compact subset of . Moreover standard MLP (with at least 1 hidden layer) are asymptotically stationary, it converges to its stationary distribution, (i.e. ). Moreover, this kind of network can approximate any continuous and multivariate function. They cannot show "explosive" behavior or growing variance with time [21, 30] .
In practice a varying process may be considered to be close to stationary if it varies slowly and it is the modeling condition to use the MLP. Note that, the network can be trained to mimic a non-stationary process on a finite time interval. But the out-of-sample or prediction performance will be poor. Indeed, the network inherently cannot capture some important features of the process. Without pre-process, ANN and ARMA can be unappealing for many of the non-stationary problems encountered in practice [31] . One way to overcome this problem is to transform a non-stationary series into a stationary (weakly or stronger if possible) one and then model the remainder by a stationary process.
In our case, we have developed a sophisticated method to make the global radiation stationary (X t , 
The first periodicity is a classic yearly seasonality which can be erased with a ratio to trend: multiplicative scheme induced by the nature of the global radiation series on the Equation 5 . In previous studies [13] , we have demonstrated that the clear sky index obtained with Solis model [5, 32] is the more reliable for our locations. As the second daily seasonality is often not completely erased after this operation, then we use a method of seasonal correction (corrected for seasonal variance)
based on the moving average [27, 28] . The chosen method is essentially interesting for the case of a deterministic nature of the series seasonality (true for the global radiation series) but not for the stochastic seasonality [33] . The steps we follow to make the series stationary are as following:
1-use of Solis model to establish the clear sky model of the considered location :
2-calculate the ratio to trend to overcome the periodicity, the result is the clear sky index CSI :
3-calculate the moving average (MM(t)) considering that 2. is equal to the periodicity of the series. In the case of a 9 hours periodicity, corresponds to 4 hours and N the number of periods. 3-If the H 0 hypothesis is rejected and H 1 is accepted. If The F c calculated from the data is greater than the critical value of F distribution for desired false-rejection probability (0.05), the TS is described as seasonal. Furthermore, we can estimate than, more the F c coefficient is important, and more the seasonality component is important.
In section dedicated to the experiments we will present the results obtained for the variation coefficient and the Fisher test on our CSI stationary processing with and without periodic coefficients for the five places studied.
b. ARMA
The ARMA method is certainly the most used with the prediction problems [29, 34, 27] . .
Where, x t is a time series, φ and θ are the parameters of the autoregressive and moving average part, L is the lag operator and is an error term distributed as a Gaussian white noise. The optimization of these parameters must be made depending on the type of the series studied. In the presented study, we chose to use Matlab© software and the Yule-Yalker fitting method [29] . The criterion adopted to consider when an ARMA model 'fits' to the global radiation time series is the normalized root mean square error described by the Equation 15 [35] .
√ [( ̂) ] √ [ ] (Eq 15)
The prediction error is generated by the prediction of two years of radiation not used during the ARMA parameters calculation step. Several experiments are needed to obtain the best model. Residual auto-correlogram tests have been computed to verify that the error term is a white noise. Before to use this method of forecasting, the global radiation time series is made stationary with the method described in the section 3-a (clear sky index with seasonal adjustment) and then, centered and reduced. 
c. Neural network and time series forecasting
Although a large range of different architecture of ANNs is available [36, 37] , MultiLayer Perceptron (MLP) remains the most popular [38, 39] . In particular, feed-forward MLP networks with two layers (one hidden layer and one output layer) are often used for modeling and forecasting time series.
Several studies [33, 40, 41] 
(∑ )
In the presented study, the MLP has been computed with the Matlab© software and its Neural Network toolbox. The characteristics chosen and related to previous work are the following: one hidden layer, the activation functions are the continuously and differentiable hyperbolic tangent (hidden) and linear (output), the Levenberg-Marquardt learning algorithm with a max fail parameter before stopping training equal to 5. This algorithm is an approximation to the Newton's method [40] and is represented by the Equation 18 (J() is the jacobian matrix, ( ) this transposed and e() the error between the N simulations and the N measures).
(Eq 18) ( The input variables selection step is one of the key tasks of ANN optimization. We proposed to base the input selection on the use of a regression model. The methodology used by our team in the past was to compute all the coefficients of correlation between exogenous data at time t, t-1, etc. and the clear sky index at time t+1. We encounter problems related to the difficulty to find a significant limit to this coefficient. To work around the apparent classical student T-test permissiveness and to respect the parsimony principle, we fixed empirically a limit not really justified theoretically. In the presented paper, we proposed a pre-input layer selection method in order to choose from a pool of available data.
We have used the parsimony principle and limited the approach to 10 lags for the endogenous case 
(Eq 21)
The optimization corresponds to solve this equation to find correct values of linear regression weights.
The least square method is used. The classical estimator is defined by ̂ ( ) ( is the transpose of the matrix ). 
. If the sign of the two limits are different, then we can assimilate the weight  j to zero. This is equivalent to search the sign of the produce of the two limits defined by ((
). The value must be strictly positive in order to consider  j different to zero. The variables with an associate weight equal to zero are the lest correlated with the insolation at the lag t+1. It is the criterion chosen to select (or not) the variable in the input layer of the neural network. In fact our pre-input layer selection method can be resumed by the following rule:
. The application of this rule allows reducing the dimension of the input layer.
After this step, it is necessary to optimize the number of hidden nodes. The technique used is relatively standard; it consists to try several configurations by varying the number of nodes. In previous experiments [13] , we have seen that often the number of hidden nodes must be comparable to the number of input nodes. After optimization (choice of input and hidden nodes, activation function, etc.) the output of the network can be expressed by the following expression (Equation 22 ) with ̂ ̂ ̂ ̂ and by the number of prediction of each meteorological data use (respectively p, n, rp and t). These predictions done with the model ALADIN depend on latitude, longitude, orography, temperature, humidity, etc. [18] . can mention the ARMA-MLP [44, 45] , the fuzzy inferences-MLP [22] , the wavelet-MLP [46] , the Markov-MLP [7] or Bayes-MLP [47] . Our choice is oriented to the ARMA-PMC (multivariate) method with time series made stationary. Concerning this model, we have used the classical approach shown previously but the predictor is now formed by two sub-predictors. There is a multitude of possible arrangement to construct it. We have opted to a model selection based on the transition linear/non-linear of the global radiation process. Linearity test exists (Lagrange multipliers), but are not really efficient when the two phenomena are concomitant in the same series. Our hypothesis is very simple, it consists to consider that when the nebulosity is low, the series is of linear character and the days with an important cloud occurrence, the series is of non-linear character. Thus,
for the linear approach we use ARMA and for the non-linear approach, we select the PMC estimation.
The validation of the hypothesis is done in an in-press
article not yet published.. For Zhang [45] a hybrid model having both linear and nonlinear modeling abilities could be a good alternative for predicting time series data. By combining different models, different aspects of the underlying patterns may be captured. To construct the model selection we could only considered the day position in the year: during the winter months PMC would be selected and ARMA during the summer months. In this case, we would be considered a selection by rigid seasonality. This approach will not consider the sunny day in winter or the cloudy days in summer (although they are few). Consequently, we decided to design a methodology based on a not rigid, not repetitive and not well-marked seasonality. The new model is constructed as a stochastic model, which depends solely on the mistake made the previous hour. If the ARMA method was better at time t, (equivalent to sunny period, and indirectly to a linear phenomenon) then it will be still ARMA at t+1 else it will be the MLP. We can summarize this method with the following rule (Equation 23) where is the residue of the prediction:
The Figure 4 details the process followed by the hybrid methodology. The next section presents, results obtained using this hybrid model on the five places located in Mediterranean area presented in section 2.
Experiments, results and discussion
This section includes all the experiments and results conducted during this study. 
a. Experiences about series makes Stationary
As we have seen previously in section 3.a, the different methods dedicated to the time series The VC X parameter is not the more interesting as a stationarity criterion but it is very simple to use. While the CSI * processing seems the most interesting, the CSI seems graphically give the first moment constant (average fixed around the year ~-0.4), but let the second central moment about the mean of the series with periodicity (variance more important during winter than summer). We can see that the curve related to the CSI * process seems the most non-seasonal, contrary to the CSI process. In winter the standard deviation has not increased. The results presented in the next section will argue if the stationarity of the series increases the prediction quality.
b. Results with MLP and ALADIN forecast data
This subpart proposes to analyze the impact of adding data from the ALADIN numerical model to a MLP. We have chosen to compare it with four other models (see Table 2 ). The first model which is considered as the reference is based on ARMA, the second is an endogenous MLP with our clear sky index preprocessing (CSI), the third is an endogenous MLP with CSI and seasonal correction (CSI For the other cases, the ARMA method seems equivalent to the ANN method without pretreatment (method II) but is worse than the ANN when the stationary of the series is the same (method III).
While the distinct adding of CSI * preprocessing (method III ; error is 13.0%) and ALADIN forecast data (method IV error is 13.2%) to the ANN model improves the prediction, their combined adding (method V) potentiates this effect. Because the sun light is abundant and there is low occurrence of clouds, the summer season is the most favorable to prediction.
c. Results with the hybrid methodology
This subpart proposes to present results of the hybrid method (see the Table 3 Ultimately, We can see that all the methodologies proposed in this paper have decreased the prediction error. In average on the five cities, the total nRMSE decrease of 11.3% against a naïve persistence predictor which has a average nRMSE equal to 26.2%. A step very interesting is the mixing between the ANN and ARMA, but do not forget that this result is only true with the type of ANN and ARMA considered. In the Figure 6 , we can see the matching between measure and simulation (hybrid method presented previously) for all the cities. We can presume that there is a strong correlation between the two quantities. Except to Bastia, the cloudy periods (like the 71°-81° hour interval) seem correctly predicted. Concerning the case of Bastia, the model is not able to anticipate the nebulosity, and improvements are certainly necessary. 
5.

a. Evaluation of the prediction relevance
Considering that the prediction methodology proposed here is mainly designed for a power manager, it is necessary to couple the forecasted value to a confidence interval. The presented study proposes to compute it during the training step of the MLP, and then to use it during the prediction. The simulator gives for each hour two parameters: the h+1 horizon global radiation and a parameter representing the confidence we can give to this value. Before to compute this parameter it is necessary to explain the parameter CI(t) represented in the equation 24 . In fact it is the absolute residue error of the prediction during the training sample. The training set includes 4 years, and each year includes 365x9=3285 hours, so 4x3285 elements. Then an hourly average is done allowing to transform this CI(t) series to a new series CI*(t) like described in the equation 25.
This index is necessary to judge the relevance of the prediction. For example, the Figure 7 shows for Ajaccio the prediction and the confidence interval (average ± CI). Three models are evaluated: the ANN with only endogenous data, the ANN with ALADIN and the periodic coefficients and the hybrid model "ARMA" with "ANN+ ALADIN+PC". The period considered is one of the most complicated to forecast. It corresponds to the winter with a lot of cloudy days. It is interesting to see that the simple model endogenous ANN describes well the radiation, however, there are some outliers points (15 th or 41 th hour), with a confidence interval not significant. In the second curve related to the ANN+ALADIN+PC, the error is most regular, the atypical points seems non-existent. The third curve (both of ANN and ARMA) is visually the most interesting, despite that the confidence interval is yet incorrect for some points. In fact, with the hybrid method (ARMA+ANN), the ANN forecast is preponderant during the cloudy days; the ARMA predictions are used only during the sunny days. So the two last methods presented are relatively similar for the month considered.
6. 
Conclusion
We proposed in this paper an original technique to predict hourly global radiation time series using meteorological forecasts from a numerical weather prediction model. We optimized a Multi-Layer Perceptron (MLP) with ALADIN forecast data and endogenous data previously made stationary. We have used an innovative pre-input layer selection method and we have combined our optimized MLP Because of the intermittent nature of some energy sources (like PV or wind energy), they are included in a limited way in power systems. This limitation ensures the electrical grid stability. There are two methodologies to overcome this limitation problem: the storage of the overflow to redistribute it adequately and the prediction of the energy sources. This last solution allows to use at the right time other energy productions not dependent on weather, so to avoid a drop of the electrical current or maybe a black-out. The main problem of the management is the dispatch between these two energy types. This study deals with the one hour forecasting horizon. It is certainly the most important horizon for an electrical manager because it corresponds to the starting delay of some conventional energy sources like diesel engines or gas turbines for power generation. Actually the industrially prediction of the global radiation is often done with a simple persistence. Even if, the predictor is effective in sunny days, the present study shows that more successful forecasters exist. This result is especially interesting in the insular case (or generally to overcome the isolation problem), where the interconnection is limited and where the energy autonomy must be considered at medium or longterm.
In future studies, it would be very relevant to study an approach for solar irradiance forecasting 24 hours ahead using several MLP connected, to decrease the time step and to test the methodology on a real PV module. In addition, an important work will be to simplify the model while keeping an acceptable prediction. Indeed, even if our method is attractive, it could be complex and costly to implement for an electric power manager in grid stability context of power supply mixing renewable and conventional energy. 
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