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Resumo A computação de caminhos, baseada em regras, é um alicerce fun-
damental para os sistemas de engenharia de tráfego em redes. A
aplicação de engenharia de tráfego em múltiplos domínios é um pro-
cesso complexo que requer elementos computacionais e coopera-
ção entre os diferentes domínios. A entidade de cálculo de cami-
nhos, Path Computation Element, pretende neste contexto ser um
componente capaz de calcular um caminho de rede ou rota com
base em grafos de rede e de aplicar restrições durante a computa-
ção, entre domínios. Esta entidade que pode ser localizada dentro
de um nó de rede, ou como um componente num servidor externo,
é definido como uma arquitectura no RFC [IETF 4655].
No cenário em que a entidade de cálculo é externa é necessário
um protocolo capaz de facilitar a comunicação entre os clientes, e
a entidade computacional. O protoloco Path Computation Element
Protocol está definido no RFC [IETF 5440], e é elo que permite essa
interacção que inclui pedidos e respostas a cálculo de caminhos.
Nesta dissertação pretendeu-se conceber uma solução possível
para a arquitectura PCE, que conjuga a implementação do protocolo
Path Computation Element Protocol e a própria entidade computa-
cional Path Computation Element.

Abstract Constraint-based path computation is a fundamental building block
for traffic engineering. Applying traffic engineering in multi-domain
networks is complex and require computacional components and
cooperation between the different network domains. The Path Com-
putation Element, pretends in this context be the component able
to compute network paths or routes based on a network graph and
applying constraints during the computation, in a multi-domain envi-
ronment. This element can be located within a network node or as
an external server, this element is defined as an architecture in RFC
[IETF 4655].
In the scenario in which the path computation element is an external
node, it requires a protocol able to smooth communication between
clients and the path computation element. The Path Computation
Element Protocol is defined in RFC [IETF 5440], and is the tie that
allows such interaction that includes path computation requests and
path computation replies.
In this thesis the aim was provide an implementation for a PCE ar-
chitecture, which combines the implementation of the protocol Path
Computation Element Protocol and Path Computation Element.
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Capítulo 1
Introdução
As bases da arquitectura da Internet estão descritas no documento RFC 1958 [Car96], no
entanto com o contínuo crescimento e aparecimento de novas tecnologias, princípios que outrora
pareciam óbvios hoje não serão tão claros, devido à sua dimensão e requisitos. Apesar de tudo,
a Internet não pode ser desmantelada e reconstruir-se uma nova rede. É uma rede ”viva” e que
deve permanecer operável a bem da inovação, sendo que novos paradigmas arquitecturais devem
integrar nos conceitos existentes de modo a garantir uma migração progressiva. O conceito base
inerente à arquitectura da Internet prende-se com o fornecimento de conectividade ponto-a-ponto
para o transporte de informação e que concentra a inteligência da rede, tanto quanto possível, nas
margens da rede (network edges).
O princípio ponto-a-ponto da Internet faz com que a informação disponível na rede, seja
apenas a estritamente necessária; o núcleo da rede não tem conhecimento dos serviços que trans-
porta, tornando-a escalável, e os nós interiores da rede implementam apenas os protocolos bási-
cos associados com o transporte de informação, ignorando assim o conhecimento dos protocolos
a nível aplicacional necessários para realizar serviços específicos. Estas características tornam
os nós interiores da rede simples de implementar, e principalmente novos serviços e aplicações
podem ser criados sem a necessidade de actualizar a rede. Outra determinação é fazer com que
a Internet seja independente, tanto quanto possível, à tecnologia física subjacente, isto é, deve
ser possível construir uma rede a partir de uma variedade de dispositivos e de diferentes capa-
cidades de comutação. A arquitectura em camadas protocolares, tantas vezes descrita, pretende
justamente tornar esta determinação possível, no fundo os nós interiores da rede tem o papel de
entrega da informação e todo o resto acontece nas fronteiras da rede.
À medida que a Internet evoluiu a sua complexidade também aumentou, com a emergência
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de novos protocolos a questão estendeu-se para onde guardar e manter o estado do protocolos
associados ao processo de realização de ligações e serviços ponto-a-ponto. O desejo de escalabi-
lidade e flexibilidade levou com que a informação relacionada com o estado se concentra-se nas
margens da rede, mais uma vez, consolidando assim a necessidade de uma rede robusta. Este é
um modelo que assenta perfeitamente no conceito de comutação de pacotes1, pois cada pacote é
independente e transporta consigo a informação relativa ao estado. No entanto, as mais recentes
tendências para engenharia de tráfego em redes MPLS afastam-se deste conceito e tendem para
a criação de circuitos virtuais ponto-a-ponto na rede, estas ligações são permanentes e neces-
sitam de estado (ao invés das ligações criadas e libertadas dinamicamente), portanto implica a
criação de ligações lógicas e físicas ao longo da rede, normalmente um plano da rede em forma
de cruzamentos (cross-connections). Este conceito da criação de túneis entre dois pontos, tornou
a engenharia de tráfego uma perspectiva realista e permitiu aos operadores configurar ligações
virtuais na rede utilizando-as para transportar tráfego entre dois pontos como se tratasse de linhas
privadas.
Podemos descrever a engenharia de tráfego em redes MPLS, como o estabelecimento de
circuitos virtuais na rede utilizando protocolos de sinalização, em que estes obedecem a certos
parâmetros de qualidade. Contudo o problema adensa-se quando existe a necessidade de imple-
mentar engenharia de tráfego entre domínios, onde a dificuldade reside em perceber onde acaba
o serviço e a fronteira entre os domínios. Umas das abordagens possíveis para a engenharia de
tráfego entre domínios é a colocação de entidades com a capacidade de calcular caminhos nos
bordos da rede, capacitando os nós fronteira, normalmente onde se inicia os serviços, de mais
informação para a criação de circuitos virtuais (Label Switched Paths).
Estas entidades com capacidade para cálculo de caminhos, estão descritas segundo uma ar-
quitectura que pretende fazer face aos eventuais problemas na engenharia de tráfego em redes
MPLS em multi-domínios, referimo-nos à Path Computation Element-Based Architecture.
A computação de caminhos é o processo de seleccionar ou calcular um caminho, e pode
ser realizado no momento, ou antes do aprovisionamento de serviços, pode ser um processo
complexo e de processamento intensivo que requer cooperação entre uma ou mais entidades da
rede. Se todos os caminhos que compõem o serviço são calculados em apenas um nó, e por nó
entende-se uma entidade da rede responsável pelo cálculo dos caminhos, então a computação
é centralizada e designa-se por centralized path computation. Sendo um processo complexo e
1Apesar de, até uma rede IP necessita de algum estado na rede, a informação para encaminhamento necessária
para entrega dos pacotes IP ao próximo nó.
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possivelmente moroso pode existir a necessidade de fazê-lo de um modo distribuído, onde par-
ticipam várias entidades responsáveis por cálculo de caminhos, onde estas cooperam de modo a
proporcionar um caminho completo em resposta a um pedido de cálculo ou em resposta a vários
pedidos requisitados ao longo do processo de aprovisionamento do serviço, esta solução designa-
se por distributed path computation.
Os algoritmos responsáveis pelo cálculo de caminhos actuam sobre um grafo da rede que
contêm informação necessária para engenharia de tráfego2, essa informação existe numa base
de dados que se designa por Traffic Engineering Database. Esta base de dados é ”alimentada”
por protocolos de routing, resultado das extensões feitas aos protocolos IGP tradicionais, dessas
extensões resultaram os protocolos OSPF-TE [KKY03] e ISIS-TE [LS08], esta base de dados é
parte integrante da arquitectura PCE.
Neste contexto, e da necessidade de cooperação entre clientes3 e a entidade PCE, e entre
entidades PCE, surge o protocolo de comunicação, Patch Computation Element Protocol, que
permite a interacção necessária e que abstraí as implementações específicas da arquitectura PCE
por parte dos fornecedores. Este protocolo tem particular importância quando usado para coo-
peração entre entidades PCE que não pertencem aos mesmos domínios administrativos, sendo
que estes domínios ao restringir a visibilidade e acesso à rede dificultam o cálculo de caminhos
e acesso aos parâmetros que permitem executar engenharia de tráfego entre eles, com um pro-
tocolo de comunicação comum entre entidades PCE, estas podem cooperar de tal modo que se
possa configurar um circuito ponto a ponto já que cada entidade responsável consegue ter visibi-
lidade sobre o seu domínio e acesso aos parâmetros de rede necessários.
Ao longo desta tese serão aprofundados outros aspectos técnicos relacionados com a arqui-
tectura do PCE no contexto da engenharia de tráfego em cenários MPLS. Contudo devido ao
nível de complexidade e especificidade desta arquitectura outros assuntos relacionados não serão
abordados mas sempre que possível serão indicadas referências. É de salientar também que os
desenvolvimentos nesta área são recentes e que continuam em fase de especificação.
2Os recursos da rede disponíveis para cálculo de caminhos com parâmetros de engenharia de tráfego são mo-
delados como TE links.
3Path Computation Client
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1.1 Objectivos
Nesta dissertação pretendeu-se conceber uma solução possível para a arquitectura Path Com-
putation Element, que conjuga a implementação do protocolo Path Computation Element Proto-
col e a própria entidade computacional Path Computation Element.
Na concepção do protocolo de comunicação procurou-se que a entidade PCE fosse fácil de
integrar com os sistemas de gestão actuais (vd. Figura 1.1). Para o mínimo impacto nos concei-
tos operacionais dos sistemas de gestão, foi necessário definir duas interfaces de comunicação.
Primeiramente, uma interface que fosse fácil de integrar com a arquitectura actual e que servisse
como prova de conceito. Nesta interface o objectivo principal é a interoperabilidade entres os
pares, sem a preocupação de implementar o protocolo PCEP segundo a especificação. A imple-
mentação desta interface foi realizada com recurso a Web Services (Secção §3.3.2).
O passo seguinte foi a implementação da segunda interface que servisse num cenário mais
abrangente. Esta interface segue a especificação proposta e sendo uma implementação standard
permite a interacção com outras entidades que pertencem a outros domínios que são administra-
tivamente geridos por outros operadores. Apesar desta interface implicar mudanças estruturais
para fazer face ás características do protocolo, esta permite interacção em diferentes cenários,
não só entre entidades PCE de diferentes domínios, como o cenário em que o sistema de ges-
tão integra com a entidade PCE e também o cenário em que o cliente é um elemento de rede
que comunica directamente com a entidade PCE. A implementação desta interface foi realizada
utilizando sockets UNIX (Secção §3.3.4).
PCE Protocol
PCC PCE
Figura 1.1: Implementação do protocolo de comunicação: definição das duas inter-
faces de comunicação WebServices e sockets.
Resolvido o problema de comunicação, o objectivo seguinte consistia na definição das inter-
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faces internas dos componentes necessários para o funcionamento da entidade PCE, com incidên-
cia sobre o motor de cálculo de caminhos. Como objectivos concretos, pretendia-se desenvolver
os mecanismos de processamento de pedidos e máquina de estados inerentes à comunicação e a
integração de um algoritmo de cálculo de caminhos (Secção §4.1.3).
Na figura abaixo, mostra-se uma perspectiva macro dos blocos que foram desenvolvidos (vd.
Figura 1.2), como veremos nos capítulos seguintes, o componente responsável pelo cálculo de
caminhos utiliza a informação sobre a topologia de rede que é trocada e sincronizada através
de um protocolo de routing, esses componentes não estão representados para simplicidade do
diagrama e porque posteriormente serão abordados com maior detalhe.
5
PCE
Process
Request1
Process
Request n
...
State Machine Engine
Path Computation Engine
Shortest Path Algorithms*
PCE Entity
Figura 1.2: Implementação da entidade PCE: diagrama com uma perspectiva macro
dos blocos que definem a arquitectura desenvolvida.
Em resumo, os objectivos propostos constituem uma implementação funcional da arquitec-
tura PCE, na forma Management-Based PCE. Nesta utilização a entidade pode ser localizada
externamente ao sistema de gestão ou dentro deste.
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Capítulo 2
Enquadramento
Com a convergência das plataformas de comunicação a Internet tornou-se apetecível a di-
ferentes tipos de utilizadores desde consumidores caseiros, universidades e empresas. Porém a
diversidade de consumidores implica acomodar as diferentes necessidades destas. Com o au-
mento de utilizadores da Internet, cedo se percebeu que os fornecedores de serviço que mais
beneficiariam deste aumento gradual seriam aqueles capazes de fornecer serviços rapidamente e
reagir dinamicamente às mudanças na rede. Tornou-se então indispensável evoluir de um modelo
”best-effort” para uma plataforma integrada com diferenciação de serviços e com garantias de
serviço, necessário para aplicações que fornecem serviços como voz sobre IP, vídeo conferência,
e outros serviços multimédia de banda larga.
No entanto, o encaminhamento IP oferece algumas limitações de escalabilidade e velocidade
o que levou à necessidade de descobrir novos mecanismos de comutar pacotes. Além destas
limitações existia o desejo de facilitar o suporte a serviços como, aglomeração de tráfego e en-
genharia de tráfego. A procura por uma tecnologia capaz de integrar com a rede actual e capaz
de responder aos novos desafios, levou ao desenvolvimento do protocolo MPLS, que surge na
convergência de diferentes implementações ”IP switching”. O protocolo MPLS integra o desem-
penho e as capacidades na gestão de tráfego da camada de ligação dados com a flexibilidade e
escalabilidade da camada de rede.
A possibilidade de criar circuitos virtuais entre domínios abriu espaço a cenários mais com-
plexos, a computação de caminhos entre domínios pode ser um processo complexo que requer
maior capacidade computacional e conhecimento da rede do que o habitualmente existente num
nó da rede. Outro aspecto importante nos requisitos para engenharia de tráfego entre domínios
no modelo ponto-a-ponto, é perceber quais são os limites do domínio e onde terminam os ser-
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viços criados num dos extremos da rede. Uma aproximação para solucionar este problema é a
introdução de uma entidade externa capaz de calcular caminhos com parâmetros de engenharia
de tráfego, mantendo assim as características do modelo.
É para colmatar esta incapacidade de calcular caminhos com restrições entre domínios pelos
nós que se encontram na fronteira do domínio que surge a entidade Path Computation Element,
como um elemento computacional integrado capaz de fornecer a informação necessária a es-
ses nós para criar caminhos. A existência de um protocolo de comunicação, Path Computation
Element Protocol, utilizado na abordagem onde a entidade computacional é externa, facilita a
comunicação entres os pares, seja esta comunicação entre entidades do mesmo domínio ou entre
diferentes domínios.
2.1 Gestão de Redes
A arquitectura de gestão e os sistemas de gestão tal como hoje os conhecemos baseiam-se em
paradigmas dos anos 80 que, contudo tem vindo a evoluir para acompanhar a heterogeneidade
e a necessidade de interoperabilidade na rede. Um sistema de gestão de rede é uma estação de
gestão central ou uma aplicação que tem uma vista da rede no seu todo, que controla e configura
todos os equipamentos dessa rede.
A configuração dos elementos de rede pode ser feita através de ferramentas de mediação,
utilizando um sistema de gestão central (network management station), como se pode ver na
Figura 2.1, onde as mensagens de configuração são enviadas para todos os elementos de rede
utilizando um protocolo de comunicação entre o sistema e os elementos de rede, ou utilizando
protocolos de sinalização, Figura 2.2, onde os pedidos de serviço são enviados para a rede e
para o nó de ingresso (ingress node), entende-se por nó de ingresso, o elemento de rede que é a
origem do serviço e este utilizando um protocolo de sinalização troca etiquetas (labels) entre os
elementos de rede, desde o nó ingresso até ao nó de saída (egress node).
O caso mais comum hoje em dia, baseia num sistema de gestão centralizado em que a con-
figuração entre o sistema de mediação e os elementos de rede é feita utilizando um protocolo
de gestão, normalmente o protocolo SNMP [CFSD90]. Este paradigma apesar de ser hoje em
dia bem conhecido e relativamente fácil de operar pode ser bastante ineficiente em redes de
grande dimensão, em grande parte devido ás características do protocolo SNMP. Os dois gran-
des problemas deste protocolo prendem-se com os conceitos de escalabilidade e fiabilidade. No
primeira caso, porque os pedidos SNMP não pode ser realizados fora da rede onde se encontra
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e além disso não existe um método simples de obter informação sem executar múltiplos pedidos
consecutivos, isto causa tráfego de controlo desnecessário na rede.
Por outro lado, o protocolo SNMP funciona sobre o protocolo UDP, que não oferece garan-
tias sobre a entrega dos pacotes, e que em casos extremos torna difícil aos sistemas de gestão
manterem a coerência da informação e do estado da rede.
e.g: SNMP
NMS
Service Request
Figura 2.1: Controlo de gestão de rede.
Por sua vez, utilizando um protocolo de sinalização, este é responsável pela troca de etiquetas
entre os label switching routers (LSRs). O modo de distribuição de etiquetas faz-se com o LSR
a montante (upstream LSR), do ponto de vista do fluxo de informação, a sinalizar que pretende
estabelecer um LSP para o destino específicado num objecto de sessão (Session object), e o LSR
a ajusante responde definindo as etiquetas a usar se o LSP for bem estabelecido.
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Ao contrário do protocolo SNMP, o protocolo de sinalização RSVP retransmite as mensa-
gens perdidas até receber uma notificação de sucesso, sendo que este protocolo não corre sobre
qualquer protocolo de transporte. No entanto contêm mecanismos próprios, através da adição de
identificadores incorporados nas mensagens e de contadores que permitem confirmar a recepção
das mensagens trocadas entre os pares.
Signaling
Service Request
Figura 2.2: Controlo com sinalização.
2.2 Engenharia de Tráfego sobre MPLS
Os requisitos necessários para a engenharia de tráfego sobre MPLS, estão descritos no RFC
2702 [AMA+99]. A engenharia de tráfego é uma técnica que se preocupa com a optimização
do desempenho operacional da rede, que geralmente consiste num conjunto de mecanismos de
optimização, ferramentas, e princípios científicos que permitem medir, caracterizar e controlar
o tráfego baseado em pacotes dos utilizadores para alcançar objectivos específicos de desempe-
nho. Existem duas classes objectivo distintas no que concerne à engenharia de tráfego: a primeira
classe é orientada ao tráfego e portanto é visível aos utilizadores, sendo que os objectivos de
desempenho incluem o melhoramento da qualidade de serviço nos ”streams” de tráfego, mi-
nimização da perda de dados, minimização de atrasos e garantias de fluxo de dados com alta
prioridade em redes congestionadas; A segunda classe é orientada aos recursos. Ao contrário
da primeira classe, esta apenas tem significado para os fornecedores de serviço. A optimização de
recursos serve para dar resposta a alguns problemas operacionais que afectam a competitividade
dos fornecedores, tais como, a subutilização e sobre-utilização da rede, o melhor compromisso
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entre as necessidades dos utilizadores e os recursos disponíveis, como quais e onde aplicar me-
didas que melhorem o desempenho da rede. Todavia, a engenharia de tráfego tem maior eficácia
em redes ”bem utilizadas”, visto que redes com subutilização de recursos que fornecem pou-
cos serviços e para poucos clientes que não experimentam cenários de congestionamento não
necessitam de engenharia de tráfego.
Originalmente introduzida para resolver problemas de congestionamento em ligações cria-
das através de protocolos de encaminhamento tradicionais (baseados no caminho mais curto),
a engenharia de tráfego é uma mais valia quando os caminhos de serviços são calculados di-
namicamente e existe mais de um caminho disponível para encaminhar tráfego de serviço, em
resumo a engenharia de tráfego não é mais do que a percepção dos recursos disponíveis na rede,
determinação dos caminhos viáveis e selecção dos que satisfazem algum critério de optimilidade.
As técnicas de engenharia de tráfego são importantes para os fornecedores de acesso à In-
ternet, porque permitem optimizar a utilização dos recursos da rede e com isso o aumento dos
lucros. Existe diferentes técnicas para aplicar na engenharia de tráfego, no entanto, no âmbito
deste trabalho o foco está condicionado à engenharia de tráfego baseado em MPLS. De facto,
o sucesso do protocolo MPLS reside na capacidade de implementar engenharia de tráfego com
baixo custo, especialmente nos custos operacionais. As suas características dinâmicas transpor-
tam a ”inteligência” necessária na engenharia de tráfego para a própria rede , afastando-se do
conceito de gestão centralizada e proprietária.
2.3 Arquitectura da entidade de cálculo de caminhos
Esta secção apresenta alguns conceitos relacionados com a arquitectura do PCE. Estas enti-
dades podem ser implementadas de duas formas, a) como um nó de rede composto, composite
PCE node, ou b) como um nó externo à rede, external PCE node, (cf. Figura 4).
Um nó de rede composto incorpora numa entidade de computação toda a capacidade de
cálculo, como a base de dados com os parâmetros necessários para o cálculo e topologia da
rede, considerando que a informação é partilhada utilizando protocolos de encaminhamento, e
ainda a capacidade de configurar LSPs, utilizando para isso protocolos de sinalização. Numa
arquitectura em que a entidade é externa, esta recebe pedidos dos clientes com os dados da
origem e destino do caminho a calcular e outros atributos associados à engenharia de tráfego,
que após a fase de cálculo, envia uma resposta para o nó e este inicia o processo de sinalização.
Nesta arquitectura, é da responsabilidade da entidade externa toda a sincronização da topologia
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e parâmetros necessários ao cálculo, na base de dados.
A utilização de uma ou mais entidades de cálculo de caminhos está intimamente relacionada
com a dimensão da rede e à sua dinâmica, ou sua visibilidade entre diferentes domínios da rede,
uma entidade pode não ter a visibilidade suficiente para calcular um caminho que intersecta
dois ou mais domínios. Considera-se um domínio de rede, qualquer conjunto de elementos de
rede agregados por domínios de responsabilidade que normalmente partilham a mesma classe de
endereços destinados à gestão ou responsabilidade na computação de caminhos.
Na concepção da entidade PCE, esta pode ter várias formas na rede, que interessa caracterizar
com mais detalhe:
(i) única entidade por domínio, nesta configuração apenas uma entidade é responsável por
calcular caminhos. Pode coexistir com outras entidades no domínio, mas apenas uma en-
tidade está envolvida no cálculo. Esta configuração é própria para cenários onde não se
prevê cálculos intensivos e baixa frequência de pedidos.
(ii) múltiplas entidades por domínio, ao contrário da configuração anterior, esta configuração
permite que mais do que uma entidade esteja envolvida no cálculo de caminhos.
As duas configurações anteriores dão origem a dois modelos, o modelo centralizado e o
modelo distribuído.
(i) modelo centralizado, os caminhos de um domínio são calculados por uma única entidade
presente no domínio. Esta entidade, pode ser um servidor dedicado sob a forma de um nó
externo, ou um router designado. Neste modelo todos os clientes do domínio executam
pedidos para a entidade PCE central. Este modelo porém, constitui-se como um único
ponto de falha, o que pode inviabilizar toda a arquitectura, no entanto a operacionalidade
da rede deve-se manter. Uma solução possível a implementar é a utilização do sistema com
redundância, uma entidade PCE secundária.
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          Path
Request/Response
PCE
Figura 2.3: Diagrama da arquitectura PCE, segundo um modelo centralizado.
(ii) modelo distribuído, concebe-se num domínio ou rede em que estão envolvidas várias en-
tidades PCE que partilham o cálculo de caminhos entre si. Um caminho pode ser calculado
por uma única entidade (single PCE path computation), ou por várias entidades (multiple
PCE path computation). Normalmente o cálculo de um caminho é inteiramente realizado
por uma única entidade, é o caso em que é um nó composto, ou recorrendo a uma entidade
externa. Naturalmente múltiplas entidades de cálculo, implicam que mais de uma entidade
participem na computação, é o caso em que várias entidades calculam um único LSP que
atravessa vários domínios.
PCE-PCE Communication
          Path
Request/Response
          Path
Request/Response
PCE
Figura 2.4: Diagrama da arquitectura PCE, segundo um modelo distribuído.
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(iii) PCE integrado com sistema de gestão, um cliente da entidade PCE não é necessariamente
um LSR1. Como vimos anteriormente, a gestão da rede é feita com recurso a ferramentas
que permitem ao administrador ter controlo sobre o estado da rede, isso implica criação e
destruição de serviços, restauro de falhas, em suma qualquer operação de planeamento e
configuração na rede. Com a inclusão de uma entidade de cálculo, é o sistema de gestão
que actua como cliente (Path Computation Client) do PCE e como fornecedor do pedido
ao nó fronteira. O sistema de gestão é encarregue de fornecer um caminho explícito para
o elemento de rede na fronteira, sendo este caminho resultado da interoperabilidade entre
o sistema de gestão e a entidade PCE (cf. Figura 2.5).
O sistema de gestão utiliza mecanismos de enviar o pedido e codifica a informação utili-
zando uma representação, por exemplo definida no RFC 3812 [SVN04].
TEDPCE
Input
Request/
Response
Signaling
Protocol
Service
Request
NMS
Figura 2.5: Localização da entidade PCE, integrado com um sistema de gestão.
Actualmente nas redes de área metropolitana, o cenário mais comum consiste na utilização de
um ou mais sistemas de gestão da rede, capazes de configurar equipamentos utilizando protocolos
de configuração, tais como, o protocolo SNMP2. Este cenário é perfeitamente aceitável para redes
de pequena dimensão, no entanto para redes de maior dimensão pode ser um ”pesadelo” gerir
utilizando um sistema tradicional, ao invés dos protocolos de sinalização que permitem uma
1Label Switching Router
2Simple Network Management Protocol
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abordagem mais flexível, o pedido de serviço é enviado para a rede e através de sinalização os
elementos de rede são configurados, um dos protocolos de sinalização possíveis a utilizar é o
protocolo RSVP.
É com este modelo em mente, que o trabalho será desenvolvido, com a liberdade de de-
senvolver soluções que permitem uma transição entre os sistemas de gestão e cenários de rede
actuais, sendo que o objectivo final é integrar a entidade PCE e os seus mecanismos num cenário
GMPLS.
2.4 Arquitectura do sistema de comunicação para entidade de
cálculo de caminhos
A comunicação entre um cliente e servidor pode ser vista de duas maneiras: um cliente que
faz um pedido de cálculo de caminhos a uma entidade computacional (PCC-PCE), ou entre duas
entidades computacionais (PCE-PCE), em que o cliente neste caso é a entidade que requer o
caminho, sendo que é considerado sempre o ”papel” de cliente no processo quem faz o pedido,
assim um único protocolo é preciso para definir esta comunicação.
Do ponto de vista protocolar, o cliente seja ele uma entidade computacional ou outra aplica-
ção cliente será referido como um PCC, de ora em diante.
A arquitectura do PCEP inclui, assim, um conjunto de mensagens e mecanismos que permi-
tem a comunicação entre clientes e entidade PCE. A maioria dessa interacção está, naturalmente,
relacionada com pedidos de cálculo de caminhos e as respostas a esses pedidos.
Nesta secção são apresentados as etapas operacionais definidas na especificação do protocolo
PCEP.
2.4.1 Etapas operacionais
Os dois aspectos operacionais basilares do PCEP são o estabelecimento, ou criação, de uma
sessão, e a sua exploração. O primeiro envolve a negociação de parâmetros, como o tempo
máximo de espera para o fecho da sessão, bem como outras condições necessárias para executar
pedidos à entidade PCE, o segundo envolve o uso efectivo da sessão estabelecida. Segue-se uma
explicação mais detalhada das etapas operacionais:
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(i) fase de iniciação, o cliente inicia o processo de comunicação com a entidade PCE com o
envio de uma mensagem de iniciação (Open message). Esta fase de iniciação da sessão
consiste nos seguintes dois passos: no estabelecimento de uma ligação TCP entre o cliente
e a entidade PCE, seguidamente do estabelecimento de uma sessão PCEP sobre a ligação
TCP. As mensagens keepalive são usadas para confirmar aos ”peers” que receberam a
mensagem de iniciação. O porto definido para comunicação, é o porto 4189.
PCE
PCC
1 - Open Message
2 - Open Message
3 - Keepalive Message
4 - Keepalive Message
Figura 2.6: Fase de inicialização da sessão PCEP.
(ii) manutenção da sessão, após o estabelecimento da sessão e ao longo desta, é necessário ir
verificando a sua disponibilidade, para este efeito o PCEP recorre a um mecanismo de ma-
nutenção de sessão utilizando dois contadores (keepalive timer, deadtimer) e mensagens
de manutenção de sessão (keepalive messages).
Cada ponto terminal de uma sessão define um contador. A cada mensagem que envia inicia
o contador (keepalive timer), e ao fim de um tempo estabelecido expira, quando este ex-
pira reenvia uma mensagem de manutenção. Cada ponto define também um outro contador
(deadtimer) que reinicia a cada mensagem que recebe da sessão e se um dos extremos da
sessão não receber uma mensagem antes do contador (deadtimer) expirar, a sessão termina.
Os tempos dos contadores são configurados através das mensagens de iniciação.
(iii) pedidos de cálculo de caminhos, estabelecida a sessão o cliente envia um pedido de cál-
culo de caminhos para a entidade PCE (PCReq message), a mensagem contêm uma va-
riedade de objectos que definem um conjunto de restrições e atributos para o cálculo do
caminho, um exemplo de um pedido pode surgir na seguinte forma, ”calcular um LSP
com origem no endereço IP=x.y.z.t, com destino ao endereço IP=x’.y’.z’.t’, com largura
de banda igual a B Mbit/s e com prioridade P,...”.
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Cada pedido é unicamente identificado com um número de pedido (request-id) e o par de
endereços PCC-PCE.
(iv) resposta ao pedido de cálculo,
Após receber o pedido do cliente, este é processado e o resultado pode ser um dos seguintes:
• Positivo: a entidade PCE consegue satisfazer o conjunto de requisitos, e retorna um
conjunto de caminhos que cumprem esses requisitos.
• Negativo: neste caso, a entidade PCE não consegue calcular nenhum caminho que
satisfaça os requisitos propostos, e pode devolver o conjunto de restrições que não
conseguem ser satisfeitas.
PCE
PCC
1 - Path Computation Request
           Message
2 - Path Computation Response
           Message
Figura 2.7: Resposta ao pedido de cálculo de caminhos.
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2.5 Protocolos de suporte
A arquitectura PCE quando contextualizada num cenário GMPLS, é suportada por um con-
junto de protocolos de encaminhamento e sinalização que permitem toda a mecânica envolvida
no cálculo de caminhos ser uma realidade.
A reutilização de protocolos já existentes, permite que o tempo necessário para envolver os
operadores num cenário GMPLS se faça mais rapidamente como o conhecimento sobre estes
sirva de certa maneira como garantia de viabilidade. No entanto, estes protocolos de suporte
foram desenvolvidos de forma isolada para resolver problemas específicos e não para um cenário
aplicado à engenharia de tráfego como agora se propõe. Contudo, acredita-se que criar extensões
a estes para a engenharia de tráfego seria o caminho correcto.
Nesta secção, serão abordados alguns detalhes dos protocolos e as extensões a estes realiza-
das.
2.5.1 MultiProtocol Label Switching
A comutação de pacotes IP3 é um processo de encaminhamento de pacotes na rede que se
baseia em etiquetas ou identificadores associados a cada pacote. De certa maneira, o tradicional
encaminhamento de pacotes IP é uma forma de comutação de pacotes, cada pacote contêm um
endereço IP destino que serve para determinar o próximo nó da rede no caminho em direcção
ao destinos, realizando para isso pesquisas na tabela de encaminhamento. Contudo, o encami-
nhamento IP sofre de alguns problemas de velocidade e escalabilidade, o que levou com que se
desenvolvesse outras maneiras de comutar pacotes, por meio de comutação de etiquetas e um
conjunto de classes de serviços designados por FEC (Forwarding Equivalent Class).
Esta secção descreve sucíntamente dois conceitos fundamentais do protocolo MPLS, comu-
tação de etiquetas e empilhamento de etiquetas. Este é o protocolo que serve de suporte ao
cenário GMPLS para comutação de pacotes e está descrito no RCF [RVC01].
2.5.1.1 Comutação de etiquetas
A comutação de etiquetas baseia-se em associar uma pequena etiqueta de tamanho fixo a
cada pacote para que este possa ser encaminhado na rede. Isto significa que cada pacote, trama ou
célula tem de transportar um identificador que permita a cada nó da rede encaminhá-lo. Em cada
3Internet Protocol
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nó da rede os pacotes são encaminhados baseando-se no valor da etiqueta de entrada (incoming
label reencaminhado-os para a saída com uma nova etiqueta. A etiqueta então é trocada e o
pacote comuta com base no novo valor da etiqueta, estas duas acções são conhecidas como label
swapping e label switching, correspondentemente.
Num cenário de rede MPLS, os pacotes são marcados inserindo uma pequena informação
adicional conhecida por shim header, este cabeçalho contêm uma etiqueta de 20 bits que é usada
para determinar o caminho do pacote. Cada nó da rede contêm uma tabela com os mapeamentos
das interfaces e correspondentes etiquetas (cf. Figura 2.8).
Assim à chegada de um pacote o nó determina a interface de entrada e identifica a etiqueta
contida no cabeçalho, em seguida é feita uma procura na tabela de mapeamentos para determinar
a interface de saída e a etiqueta a inserir no cabeçalho.
 {inter f ace − entrada, etiqueta − entrada} {inter f ace−saída, etiqueta−saída}. . . . . .

Figura 2.8: Tabela com os mapeamentos das interfaces e correspondentes etiquetas
O caminho que um pacote MPLS segue na rede designa-se por Label Switched Path. O
pacote é marcado com uma etiqueta na origem do LSP (ingress), o caminho para o destino
(egress) é conhecido e estável porque os mapeamentos nas tabelas de cada nó já foram inseridos,
possivelmente por um protocolo de sinalização.
A figura abaixo (cf. Figura 2.9), mostra um cenário em que dois LSPs transportam informa-
ção da estação A para B e C.
Para melhor entendimento do que consiste a comutação de etiquetas será feita uma descri-
ção breve, do cenário abaixo. A rede é constituída por quatro nós, os chamados Label Switching
Routers, que encaminham os pacotes ponto a ponto; A estação A envia pacotes para o LSR V
utilizando a sua tabela de encaminhamento ou a sua rota por omissão (default route). O LSR V
é o nó origem, também conhecido por Label Edge Router, e classifica os pacotes segundo o seu
destino atribuíndo-lhes a um LSP, adiciona o cabeçalho e marca-os com uma etiqueta.
Os pacotes destinados à estação B são atribuídos ao LSP de cima, na figura, com a etiqueta
15, os destinados à estação C são atribuídos ao LSP de baixo com a etiqueta 10, seguidamente
os pacotes são encaminhados para a interface correspondente em direcção ao LSR W.
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No LSR W o pacote marcado é examinado para determinar a interface e etiqueta de origem,
esta informação serve como chave de procura na tabela de mapeamentos, o resultado é a interface
a que o pacote será destinado e a etiqueta a trocar. Sendo assim os pacotes com a etiqueta 15
são encaminhados pela interface de saída com destino o LSR X e com a etiqueta 19. Por sua
vez, os pacotes com a etiqueta 10 são encaminhados pela interface com destino o LSR Y com a
etiqueta 62. Os nós LSR X e LSR Y são nós destino, efectuam uma procura na tabela, mas as
entradas indicam que deve remover o cabeçalho (shim header) e encaminhar o pacote, como um
pacote IP.
Assim se o LSR V associar todos os pacotes destinados à estação B, ao LSP superior (na
figura) e ”marcá-los” com a etiqueta 15, estes serão encaminhados com sucesso na rede, até à
estação B.
Host A
Host B
Host C
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6210
15
LSR X
LSR Y
LSR WLSR V
192.168.0.10
192.168.0.10
10.10.0.2
10.10.1.2
Figura 2.9: Cenário de uma rede MPLS com dois LSPs, representativo da comuta-
ção e consequente encaminhamento de pacotes.
2.5.1.2 Empilhamento de etiquetas
Por vezes um ou mais LSPs podem ser agregados num único LSP de hierarquia superior, esta
capacidade proporciona um factor de escalabilidade no núcleo de rede, porque os nós interiores
apenas se preocupam com o LSP do topo da hierarquia, vêem-no como uma única instância na
rede.
O empilhamento de etiquetas, consiste em adicionar cabeçalhos em pilha, em que o pri-
meiro da pilha contêm a etiqueta usada para encaminhar os pacotes que pertencem ao túnel.
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Na figura abaixo (cf. Figura 2.10), mostra-se como se pode configurar um túnel na rede. O
túnel LSP é estabelecido entre os nós LSR W e LSR Z e encapsula outros LSPs, concretamente
os LSPs ponto-a-ponto, como por exemplo, LSR P para LSP S.
Quando os pacotes chegam ao LSR Z, estes precisam ser identificados de modo a que o
tráfego seja entregue nas estações correctas, ou seja, é necessário identificar a interface de saída
correcta e a etiqueta correcta a aplicar. Para que o pacote seja entregue na estação correcta é
preciso identificar a que LSP encapsulado pertencem, isto é possível utilizando uma pilha de
etiquetas em cada pacote. Assim cada pacote que entre pelo LSR W, é-lhe adicionado uma
nova etiqueta, sem substituir a existente, esta é empilhada e é a etiqueta de nível superior que é
utilizada para encaminhar os pacotes do LSR W para o LSR Z, ao chegar ao LSR Z é retirada
da pilha, revelando a etiqueta do túnel encapsulado.
O empilhamento de etiquetas não é mais que adicionar novos cabeçalhos ao pacote. O
primeiro cabeçalho representa a etiqueta de nível superior (a usada para encaminhar o pacote)
e o último cabeçalho tem a particularidade de ter um bit especial para indicar que é o ultimo
cabeçalho da pilha.
Host A
Host B
Host C
Host D
Host E
Host F
LSR P
LSR Q
LSR R
LSR W LSR X LSR Z
LSR T
LSR U
LSR S
Figura 2.10: Um LSP de hierarquia superior, visto como uma única instância na
rede.
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A Figura 2.11, é uma representação do túnel anteriormente analisado e mostra como as pilhas
de etiquetas podem ser usadas. O LSP P encarrega-se do tráfego da estação A para a estação D
e impõe a etiqueta 3. Da mesma maneira, o tráfego da estação C para a estação F é associado ao
LSR R que impõe a etiqueta 7.
No LSR W, o tráfego é encapsulado num novo LSP e é adicionada uma nova etiqueta na pi-
lha, etiqueta 9. No encaminhamento ao longo do caminho W-X-Y-Z, a etiqueta de nível superior
na pilha é comutada e o pacote é encaminhado (de notar que as etiquetas de nível inferior não
são examinadas nem processadas). Por fim, no LSR Z a etiqueta associada ao túnel é retirada da
pilha, e o tráfego é encaminhado utilizando a próxima etiqueta da pilha.
Figura 2.11: Representação de um túnel LSP em forma de empilhamento de etique-
tas
.
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2.5.2 Resource Reservation Protocol - Traffic Engineering
O protocolo RSVP-TE descrito em [ABG+01], é uma extensão do protocolo RSVP e é utili-
zado para engenharia de tráfego em redes MPLS. Algumas das novidades existentes na extensão
ao protocolo RSVP foram motivadas pelos requisitos para a engenharia de tráfego em cenários
MPLS, entre elas a capacidade de estabelecer túneis LSP (LSP Tunnel), através da criação de
objectos que permitem encaminhamento explícito.
2.5.2.1 Encaminhamento explícito
Este protocolo de sinalização suporta encaminhamento explícito, isto é, incorpora um objecto
Explicit Routing Object (ERO) na mensagem (RSVP Path) que contêm a constituição da rota, de
tal maneira que os fluxos podem ser pré-determinados tendo em conta o estado da rede. A
determinação das rotas é altamente dependente da informação distribuída pelos protocolos de
encaminhamento.
A configuração de um LSP na rede pode ser realizada de duas maneiras: através de um pro-
cesso dinâmico ou estático, este último processo utiliza o objecto ERO, que permite especificar
os nós que constituem o caminho com rota explícita. A constituição da rota pode ser fornecida
com um caminho explícito ou uma lista de LSRs para incluir no caminho. Existe também a
definição de strict hop e loose hop. No primeiro caso, significa que o LSR especificado têm de
estar directamente ligado ao LSR anterior e outros nós não intervêm entre eles (strict hops), por
exemplo na figura abaixo (cf. Figura 2.12), o nó 3 é strict, por isso o nós 1 e 3 devem estar
directamente ligados; caso contrário, o LSR deve fazer parte da rota sem especifícar o nó ante-
rior a que está ligado sendo possível que outros interfiram na rota, no exemplo abaixo, o nó 6 é
especificado como loose hop, logo o LSP podia passar pelos nós 3, 4 e 6 ou 3 e 6.
No contexto da arquitectura PCE, o resultado de um pedido de cálculo de caminho por parte
de um cliente contêm um conjunto de rotas que são especificadas na forma de um objecto ERO.
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3
4
5
6
7
ERO
3 Strict;
6 Loose;
Figura 2.12: O objecto ERO contido nas mensagens RSVP-TE, específica os nós
que o LSP atravessa. Estes nós podem ser diferentes do caminho que um protocolo
IGP considera como o melhor caminho.
2.5.3 Open Shortest Path First - Traffic Engineering
As extensões realizadas ao protocolo OSPF [Moy98], estão descritas no RFC 3630 [KKY03],
e proporcionam a capacidade de descrever a topologia e parâmetros de engenharia de tráfego,
como a largura de banda e restrições administrativas, distribuindo essa informação dentro de
determinada área4. A informação para a engenharia de tráfego utilizada para construir a base
de dados TED, é distribuída pelos protocolos de encaminhamento OSPF ou IS-IS. Ambos são
protocolos do tipo link-state, o que significa que cada router é responsável por trocar mensagens
anunciando o estado das ligações para todos os outros a quem estão ligados. Além disso, cada
router volta a distribuir toda a informação que recebe dos outros routers, desta maneira todos eles
recebem a informação sobre todas as ligações da rede e constroem um mapa com a topologia da
rede, mais tarde designaremos este mapa por grafo da rede.
Os routers estabelecem uma relação de adjacência5 com os seus vizinhos enviando mensa-
gens (Hello), sendo este um processo contínuo e periódico para verificarem se as ligações e os
seus vizinhos estão ”vivos”, caso contrário voltam a recalcular o caminho mais curto entre eles.
Estes protocolos como o próprio nome indica, utilizam por base algoritmos de encaminhamento
4Pequenas partições sobre o sistema autónomo (Autonomous System), que visam reduzir a quantidade de tráfego
de encaminhamento no sistema autónomo, já que estas estão isoladas umas das outras.
5routing adjacency, é uma conversação entre pares de routers, que trocam informação sobre o estado da ligação.
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baseados no caminhos mais curto.
2.5.3.1 Extensões para engenharia de tráfego ao protocolo OSPF
As extensões realizadas ao protocolo OSPF permitem que a informação (parâmetros) de en-
genharia de tráfego seja trocada entre os routers de maneira ”opaca”, isto é, os routers que par-
ticipam no processo não analisam a informação como parte do encaminhamento IP, no entanto,
esta é utilizada para a construção da base de dados TED e entregue aos outros routers.
No protocolo original já existem mensagens específicas para este propósito, designam-se
por opaque Link State Advertisement (LSA), as mensagens LSA são a unidade básica para troca
informação. Estas mensagens possuem um indicador do tipo, e um desses tipos permite aos
routers saberem que essa informação não faz parte do processo de encaminhamento IP.
As notificações incluídas na extensão, traffic engineering LSA, são do tipo 10 (area scope), e
são constituídas por blocos que se designam por Type-Length-Value, estes pode ser considerados
de nível superior e agregarem outros TLVs (sub-TLVs).
Existem dois tipos de TLVs de nível superior:
Router Address são utilizados para notificar que endereço IP está sempre disponível, para co-
nectividade e para encaminhamento de mensagens de sinalização, pelo router que emite a
notificação.
TE Link são utilizados para notificar os atributos de um TE link. Cada atributo da ligação é
codificado individualmente num sub-TLV.
É de notar, que as mensagens opaque LSA têm um raio de acção restrito à área a que perten-
cem, isto é, a todos os routers que pertencem a uma área OSPF [Col98].
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Capítulo 3
Sistema de comunicação para entidade de
cálculo de caminhos
Como foi referido na Secção 2.4, a iteração entre um cliente, Path Computation Client, e
a entidade PCE exige um protocolo de comunicação, particularmente quando a entidade actua
como um nó externo (ver Secção 2.3). A comunicação incluí pedidos para cálculo de caminhos,
as respostas a esses pedidos e notificações que flexibilizam essa iteração.
Este capítulo resume a especificação descrita no RFC 5440 [VR09], e os requisitos que
servem de base para este protocolo estão descritos no RFC 4657 [AR06].
3.1 Requisitos Básicos
O objectivo do protocolo de comunicação PCEP, é estabelecer um conjunto de mensagens
que definem a comunicação entre cliente e entidade PCE.
A natureza da comunicação PCC-PCE, segue o modelo cliente-servidor, no entanto a co-
municação não se resume a mensagens do tipo pedido-resposta, em alguns casos existe troca de
mensagens não solicitadas.
3.1.1 Troca de mensagens
A comunicação entre clientes e a entidade PCE envolve a configuração de uma sessão e
posteriormente pedidos para cálculo de caminhos e as respostas a esses pedidos, designados por
path computation request e path computation response. Um pedido de cálculo de caminho(s)
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pode ser para um LSP ou apenas um segmento desse LSP (LSP segment), onde a origem e o
destino fornecidos são o início e o fim do caminho a calcular. Um cliente pode solicitar mais de
um pedido de uma só vez, minimizando assim o tráfego de rede para obter o mesmo resultado, é
bom ter em conta o facto de que algumas respostas a estes pedidos podem não ser positivas, ora
por não haver caminhos que satisfaçam os critérios ou por outro erro qualquer. Nos pedidos que
a resposta não é positiva, a especificação considera que deve ser dado o máximo detalhe sobre a
razão da resposta não ser positiva, inclusive os parâmetros que não puderam ser satisfeitos.
3.1.2 Priorização de pedidos
O protocolo permite especificar a prioridade de um pedido. Esta capacidade é um conceito
importante na gestão de recursos da entidade PCE e no controlo da rede. A priorização de pedidos
permite aos clientes gerir os seus pedidos conforme as suas necessidade de serviço, pedidos com
maior prioridade serão atendidos primeiro. A implementação é sujeita a critérios locais, tais
como, a prioridade associada a um pedido de cálculo quando existe uma falha na rede, definindo
um sistema de prioridades a entidade PCE é responsável por escalonar a sua actividade. Por
outro lado, a entidade PCE gere a sua capacidade de processamento, casos em que os recursos
são limitados, essa gestão pode mesmo rejeitar alguns desses pedidos. É de salientar que o
protocolo não define quaisquer restrições à implementação deste requisito, deixando ao critério
das suas implementações.
3.1.3 Funções objectivo
A entidade PCE possuí a capacidade de optimizar objectivos específicos na gestão da rede.
As funções objectivo não são propriamente restrições para a computação de um LSP, é algo
mais ”inteligente”, geralmente envolve operações complexas no grafo da rede, algumas destas
operações não afectam a rede toda, simplesmente o segmento do LSP que foi calculado, estas
funções objectivo designam-se por funções não-síncronas.
Por sua vez, no caso em que a rede inteira influencia a concretização do objectivo, falamos
numa função síncrona, por exemplo, calcular o LSP entre dois nós que maximizem a largura de
banda residual de toda a rede.
As seguintes funções objectivo são obrigatórias:
• F¸˜ ˜-´
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– Caminho com custo mínimo segundo um critério de optimilidade (e.g caminho mais
curto).
– Caminho com maior largura de banda disponível.
– Caminho com menor sobre-carga.
• F¸˜ ´
– Maximizar a largura de banda disponível na ligação com maior carga.
– Minimizar o custo acumulado de um conjunto de caminhos alternativos, para o mesmo
serviço.
– Minimizar a largura reservada reservada em todas as ligações.
3.1.4 Comunicação assíncrona
Na comunicação PCC-PCE um cliente pode fazer vários pedidos sem ter de esperar pela
resposta de cada pedido, o protocolo deve permitir comunicação assíncrona. Este mecanismo
proporciona a possibilidade da ordem das respostas diferir da ordem em que foram efectuados
os pedidos, esta situação pode ocorrer quando as mensagens têm diferentes prioridades.
3.1.5 Restrições de serviço
A aplicação de restrições na criação de serviços, é uma necessidade básica para a engenharia
de tráfego, com o intuito de optimizar e maximizar a utilização da rede. As restrições podem ser
genéricas para cenários MPLS-TE e GMPLS ou específicas de cada um.
A lista abaixo refere-se a um conjunto de restrições que devem ser incluídas no protocolo:
• Inclusão e exclusão de interfaces ou recursos específicos (affinity).
• Inclusão e exclusão de ligações que partilham o mesmo risco a falhas (shared risk link
groups).
• Número máximo de saltos.
• Largura de banda.
• Valor máximo para um critério de optimilidade.
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3.2 Mensagens
As mensagens do protocolo PCEP, consistem num cabeçalho comum (common header), se-
guidos por um copo de tamanho variável que será constituído por um conjunto de objectos.
Estes objectos por sua vez também são constituídos por um cabeçalho comum, commom ob-
ject header. A figura abaixo (cf. Figura 3.1), podemos verificar uma representação do formato
de uma mensagem típica do protocolo.
0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31
Ver Flags Message-Type Message-Length
}
Common Header
Object-Class OT Res P I Object Length (bytes)Common Object Header
{
(Object Body)
Figura 3.1: Formato de uma mensagem PCEP.
Os tipos de mensagens, identificados pelo campo Message-Type, especificados no protocolo,
até à data, são as seguintes:
• O.
• KA.
• P C R.
• P C R.
• N.
• E.
• C.
Os tipos de objectos, são identificados pela classe e tipo, os campos Object Class e Object-
Type, respectivamente. A lista seguinte não representa a totalidade dos objectos especificados,
mas sim a lista de objectos suportados na implementação efectuada, convêm referir que apenas
alguns objectos são mandatórios. Estes são,
• O.
• RP.
• N-P.
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• E.
• B.
• E R O.
• R R O.
• I R O.
• N.
• C.
apesar do suporte apenas aos objectos listados anteriormente, todos eles foram introduzidos
na implementação realizada.
3.3 Implementação
A implementação do protocolo PCEP foi realizado em duas fases. Uma primeira abordagem
em que a interface de comunicação permite a um sistema de gestão realizar pedidos à entidade
PCE, sem reformular a arquitectura actual.
Neste âmbito, a utilização de WebServices é uma solução viável pois permite uma interacção
entre o sistema já existente e a entidade PCE e serve parcialmente os predicados do protocolo
PCEP. Serve parcialmente porque a utilização de WebServices não permite implementar a má-
quina de estados proposta no protocolo, pois a tecnologia é baseado no protocolo HTTP, que é
stateless. A incapacidade de manter o estado da sessão (PCEP Session) tornou a API disponível
cingida às mensagens de pedido-resposta de cálculo de caminhos.
A segunda fase, consistiu na implementação do protocolo PCEP utilizando sockets. A ideia
era valorizar o trabalho realizado pois a utilização de sockets permite implementar a máquina
de estados proposta e é a interface de comunicação preferencial para outros clientes, que não os
sistemas de gestão – os equipamentos são geralmente ambientes de desenvolvimento restrito.
Na implementação do protocolo foi utilizado a linguagem J e as seguintes tecnologias:
• J API  XML W S (JAX-WS) [Ora10].
• J A  XML B (JAXB) [Ora09].
• J NIO  [Ora03].
• JB A S 4. [JBo08].
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• J2EE C A’ R A [Rod09].
As duas interfaces de comunicação (WebServices e sockets) correm no servidor de aplica-
ções JB, o conhecimento do autor sobre este servidor de aplicações aliado ao facto de este
implementar a especificação utilizada (JAX-WS) foram razões suficientes para a sua escolha.
Todo o ambiente de desenvolvimento foi pensado de acordo com uma futura integração no
sistema de gestão proprietário da linha @N, PTI¸˜.
3.3.1 Enquadramento da versão desenvolvida
Esta secção pretende enquadrar o trabalho realizado e as decisões tomadas com o proposto
na especificação do protocolo PCEP. Antes de mais, convêm referir que até à data o autor não
conhecia nenhuma implementação do protocolo disponível.
A novidade do trabalho realizado em relação ao proposto na especificação foi a inclusão de
uma interface WebService além da interface em sockets. Portanto, no enquadramento geral estas
duas interfaces fazem parte do componente de comunicação, se bem que na arquitectura do PCE
não é obrigatório um componente de comunicação, pois este só é necessário caso a entidade PCE
seja uma entidade externa.
As interfaces desenvolvidas têm ambas o mesmo objectivo, permitir aos clientes requisita-
rem o esforço computacional da entidade PCE pelas razões anteriormente referidas. Apesar do
objectivo ser idêntico, a interface WebService permite uma integração mais rápida e fácil com
os sistemas de gestão actuais, o próprio desenvolvimento da solução é mais simples e permite
um primeiro contacto com o ”problema” de certo modo mais directo, resolvendo as questões de
comunicação o foco passa a ser a entidade PCE propriamente dita.
Outro aspecto a referir, é que as duas interfaces de comunicação podem funcionar em con-
junto.
3.3.2 Implementação em WebServices
Como foi dito anteriormente, a implementação WebServices escolhida cumpre a especifica-
ção JAX-WS. Para reutilização das mensagens implementadas recorreu-se ao uso da API JAXB,
assim tanto a implementação em WebServices como em sockets não adicionaram código especí-
fico além do estritamente necessário.
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O cenário de utilização (cf. Figura 3.2) não necessita que a entidade PCE esteja localizada
fisicamente noutro servidor, será sim o cenário mais recomendado para casos em que a compu-
tação seja um processo intensivo.
PCE
<< Web Services >> 
Service Request
NMS
Service Request
Path Computation Request
Path Computation Response
<< XML messages >>
Figura 3.2: Cenário da implementação em WebServices: o sistema de gestão efectua
pedidos à entidade PCE, esta responde positivamente ou não, e o sistema de gestão
posteriormente comunica com o elemento de rede.
3.3.3 Utilização e Testes
Para publicar o serviço é feita a instalação da aplicação no servidor, e os clientes passam a
ter acesso ao descritor webservice (Web Services Description Language) (cf. Figura 3.3).
O descritor contêm as operações possíveis a realizar, como foi dito anteriormente, apenas
a operação que permite calcular caminhos está disponível. As mensagens são posteriormente
entregues à entidade PCE, esta processa-as e em caso positivo entrega uma lista de caminhos
ao cliente. Nas figuras abaixo (cf. Figura 3.4, 3.5), mostra-se um exemplo de uma troca de
mensagens entre cliente e servidor.
A mensagem abaixo mostra dois objectos, o objecto que contêm a origem e o destino do
caminho que se pretende calcular (endpoints), e o objecto que contem uma série de parâme-
tros associados ao pedido (requestparameters), como por exemplo, se pretende um caminho
estrito ou não, o atributo strict é usado para esse fim.
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Figura 3.3: Descriptor WebService, contêm toda a informação sobre o serviço e o
tipo de mensagens.
Figura 3.4: Exemplo de mensagem pedido de caminho.
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Seguidamente, a figura abaixo mostra um exemplo de uma resposta ao pedido feito anterior-
mente.
Figura 3.5: Exemplo de mensagem de resposta, contendo o objecto ERO.
A resposta contêm uma lista de objectos (explicit route) que têm a informação que cons-
tituem o caminho. Na mensagem acima, verifica-se que o caminho é constituído por três nós que
são identificados pelo elemento address.
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3.3.4 Implementação em sockets
Já o desenvolvimento em sockets foi realizado com recurso à API de comunicação assíncrona
(NIO package) e ao módulo de integração (JCA Connector). O protocolo PCEP opera sobre o
porto TCP 4198, portanto todas as mensagens são transmitidas com origem e destino para este
porto.
Antes de mais, o desenvolvimento foi realizado utilizando o servidor de aplicações JB,
assim as duas interfaces de comunicação são disponibilizadas no mesmo runtime e facilita a in-
tegração com a entidade PCE. Além disso, o servidor de aplicações oferece um conjunto de API
para comunicação e para controle de threads, que facilita o desenvolvimento de uma entidade
robusta e escalável.
PCE
Service Request
NMS
Service Request
PCEP Session
PCEP Session
Resource
 Adaptor
<< Sockets >>
Figura 3.6: Cenário da implementação em sockets.
O modelo assíncrono utilizado, para além de seguir a recomendação da especificação do
protocolo tem vantagens ao nível do desempenho, o que em cenários de rede mais dinâmicos é
uma necessidade, na Secção 3.4 são analisados alguns resultados obtidos e pode-se constatar em
comparação com a outra implementação efectuada uma diferença considerável nos tempos de
resposta.
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3.3.5 Utilização e Testes
Nesta subsecção descrevem-se aspectos da validação do protocolo. Para isso, será efectuada
uma troca de mensagens entre o cliente e a entidade PCE, em que estas mensagens são analisadas
e detectar se estão conforme a especificação. Para validar a implementação realizada recorreu-se
à análise de tráfego, fazendo uso do decoder do protocolo PCEP já existente na aplicação de
análise de tráfego W [Com98].
Na listagem abaixo, são apresentados os parâmetros obrigatórios que as devem conter e al-
guns comentários aos campos mais importantes.
(i) Open Message, é utilizada para estabelecer uma sessão PCEP entre os pares. Os pares
envolvidos na sessão trocam alguns parâmetros que caracterizam a sessão, como os conta-
dores KeepAlive e DeadTime.
Figura 3.7: Captura da mensagem Open.
(ii) KeepAlive Message, é responsável por manter a sessão activa. Esta mensagens são envia-
das pelo cliente com a frequência definida no objecto OPEN contido na mensagem anterior.
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Figura 3.8: Captura da mensagem KeepAlive.
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(iii) Notification Message, é utilizada para eventos específicos e pode ser enviada pelos clientes
e servidor. Esta mensagem contêm pelo menos um objecto do tipo NOTIFICATION.
Figura 3.9: Captura da mensagem Notification.
(iv) PathRequest Message, é enviada pelos clientes para solicitar o cálculo de caminhos à enti-
dade PCE. Esta mensagem contêm o objecto do tipo REQUESTPARAMETERS e ENDPOINTS.
No primeiro, destaca-se o parâmetro strict\loose e o parâmetro priority. O segundo ob-
jecto serve para especificar o IP origem e o IP destino do pedido de cálculo de caminho.
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Figura 3.10: Captura da mensagem PathRequest.
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(v) PathReply Message, é enviada pela entidade PCE para o cliente que solicitou o cálculo de
caminho.
Figura 3.11: Captura da mensagem PathReply.
(vi) Error Message, é enviada em inúmeras situações em resposta a pedidos ou a mensagens
não solicitadas.
Figura 3.12: Captura da mensagem Error.
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3.4 Avaliação do desempenho
O desempenho da entidade PCE são aspectos bastante importantes na operacionalidade da
mesma. Assim, serão efectuados testes de desempenho/carga, que demonstrem a capacidade
de resposta aos pedidos efectuados. A avaliação do desempenho das duas implementações foi
avaliada na base do tempo de resposta aos pedidos efectuados pelos clientes.
Espera-se que na implementação em WebServices os tempos de resposta sejam superiores à
implementação em sockets, as razões para estas expectativas devem-se à natureza da implementa-
ção em sockets ter sido realizada com recurso à API assíncrona, sem a necessidade de criação de
uma thread por pedido, e pela processamento extra necessário na serialização e desserialização
das mensagens.
Os testes foram efectuados numa máquina com as seguintes características:
• 2 * I X CPU 3.60H
• 4 GB RAM
• RH JB 4.2.3-6
• 100B-T (100M/)
Os resultados obtidos são a média de cinco corridas efectuadas para cada caso. Os testes
consistem em 100 pedidos sequenciais e é definido um timeout de 500 milissegundos, isto para o
caso dos testes com oito threads com a implementação em sockets, pois devido à frequência de
pedidos simultâneos as tentativas de criação do canal virtual ficavam bloqueadas, por isso houve
necessidade de definir um tempo máximo de espera.
Em cada pedido efectuado, é calculado os K caminhos possíveis numa rede semelhante à
apresentada na Figura 4.4, sempre com os mesmos dados de entrada. O tempo no cálculo dos K
caminhos é quase desprezável.
Como se pode verificar a implementação em sockets tem tempos de resposta muito inferiores
aos tempos de resposta aos pedidos utilizando WebServices, cerca de 8x menor (ct. Tabela 3.1).
O principal factor para tal comportamento deve-se, à natureza da comunicação assíncrona, os
pedidos não bloqueiam à espera de resposta, logo está em causa apenas o tempo de criação do
canal virtual.
Para ter uma ideia do desempenho das soluções desenvolvidas num cenário mais complexo,
com mais pedidos e mais clientes, foram realizados testes com quatro e oito threads (cf. Fi-
gura 3.14).
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Figura 3.13: Evolução do tempo de resposta nas duas implementações de comuni-
cação, para apenas um cliente.
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Figura 3.14: Evolução do tempo de resposta nas duas implementações de comuni-
cação, para quatro e oito clientes.
No cenário em que utilizamos quatro e oito threads a diferença de desempenho já não é
tão acentuada, cerca de 1.5x menor (ct. Tabela 3.1), sendo que a implementação em sockets
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tem sempre melhor desempenho, mesmo quando é impossível criar o canal virtual e tem uma
penalização de aproximadamente 500 ms. Caso não ocorresse timeout, o tempo de espera seria
imprevisível tornando-se bastante difícil realizar os testes.
∆ T ()
1 T 4 T 8 T
WS 41.09 205.13 382.60
S 4.95 121.15 251.18
Tabela 3.1: Tempos médios com as duas interfaces de comunicação com 1, 4 e 8
threads.
Pode-se considerar pelos resultados obtidos que não existe uma degradação que ponha em
causa a escalabilidade da implementação de qualquer uma das interfaces de comunicação.
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Capítulo 4
Entidade de cálculo de caminhos
Neste capítulo apresentam-se os aspectos técnicos mais relevantes da arquitectura do PCE,
Path Computation Element, descrita no RFC 4655 [FVA06].
A entidade PCE, é apenas uma formalização de uma arquitectura funcional que adiciona a
capacidade de calcular caminhos como um serviço à parte, que surge então como uma possível
solução para endereçar problemas específicos, como a incapacidade de encaminhamento dos
elementos de rede ou o cálculo de caminhos com restrições entre diferentes domínios, ao longo
deste capítulo outros exemplos de aplicação serão demonstrados. Outro aspecto importante a
mencionar é referente ao ”papel” que a entidade PCE aufere, esta entidade não pretende ser
uma entidade centralizada e conhecedora de todos os detalhes da rede, mas sim uma entidade
colaborativa capaz de resolver problema específicos, como foi dito anteriormente.
Uma entidade de computação de caminhos é responsável por calcular caminhos baseando-se
no grafo de rede, e capaz de aplicar critérios ou restrições a esses cálculos, existem inúmeros
critérios e preferências que um operador pode exercer para selecção do caminho, de um serviço
em particular, como por exemplo, largura de banda disponível na ligação, caminhos de protecção,
restrições a caminhos/nós.
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4.1 Implementação
4.1.1 Encaminhamento baseado em restrições
Uma rede de transporte pode ser representada como um grafo conexo, pesado e a teoria dos
grafos como ferramenta para determinar caminhos eficientes, onde os serviços podem ser mape-
ados. Um serviço de transporte pode ser definido como, a forma de entrega do tráfego do cliente
de um determinado tipo, desde um ponto origem até ao ponto de destino com algumas garantias
de qualidade.
Para os provedores de serviço garantirem aos seus clientes que o serviço acordado entre
cliente e provedor (Service Provider) cumpre uma certa qualidade, existe a necessidade de apro-
visionar recursos na rede de modo a que o serviço se possa realizar. Podemos definir um caminho
como a sequência de recursos de rede que se bem aprovisionados, pois pode não ser possível,
conseguem estabelecer o serviço. Uma vez calculado o caminho, a configuração nos elementos
de rede pode ser realizada através do sistema de gestão responsável pelos recursos seleccionados
para executar o processo de aprovisionamento (alocação de recursos, criação de cruzamentos
entre outras coisas).
O cálculo de um caminho baseado em engenharia de tráfego ocorre apenas no nó origem, o
que significa que este nó de alguma maneira tem de ”aprender” todos os parâmetros de engenha-
ria de tráfego presentes em todas as interfaces MPLS da rede, e deve ser capaz de guardar essa
informação. Anteriormente foi dito que, num cenário GMPLS a utilização de um protocolo de
routing, neste caso as extensões feitas ao protocolo OSPF, permite aos nós da rede terem conhe-
cimento da topologia da rede.
Na utilização de uma entidade PCE, existe uma base de dados responsável por manter essa
informação da rede, o quanto possível actualizada. É sobre esta informação que são efectuados
os cálculos de caminhos. Esta base de dados, Traffic Engineering Database, é ”alimentada” tam-
bém por um protocolo de routing (ver Figura 4.1(b)), neste caso a interface actua como um nó
da rede e de modo passivo, pois apenas está interessado na informação topológica e não entra no
processo de routing.
No âmbito deste tema, foi feita uma análise a uma outra possível abordagem em que os nós
da rede exportam a base de dados criada pelo protocolo OSPF, e a entidade PCE é responsável
por executar pedidos consecutivos de modo a manter a sua base de dados actualizada. Esta aná-
lise teve em conta uma implementação do protocolo OSPF incluída no projecto Q [Ish01].
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Apesar das conclusões positivas em relação a esta abordagem, e de ser uma alternativa rápida
de implementar, não foi desenvolvido posteriormente nenhum trabalho nesta área.
4.1.2 Organização Interna
A organização interna do trabalho desenvolvido tinha como objectivo ser modular e extensí-
vel. A preocupação de definir bem as interfaces internas facilita o desenvolvimento futuro sem
ter de reformular toda a estrutura, visto que alguns problemas ficaram por resolver. No diagrama
abaixo (vd. Figura 4.2), mostra-se as dependências entre os pacotes principais da entidade PCE.
Figura 4.2: Diagrama de dependências dos pacotes desenvolvidos para a entidade
de cálculo de caminhos.
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Segue-se uma breve descrição dos pacotes acima mostrados:
Core Contêm toda a lógica de negócio e é onde toda a inteligência se concentra.
Algorithms Contêm as interfaces a ser implementadas pelos algoritmos de cálculo de caminhos,
por exemplo o algoritmo MPS implementa as interfaces definidas.
Topology Contêm as interfaces que permitem aceder à topologia da rede, estas interfaces serão
utilizadas para retirar informação da base de dados TED.
Message Contêm as mensagens do protocolo e toda a lógica necessária para a sua manipulação.
Object Contêm os objectos que fazem parte do protocolo e que são incorporados dentro das
mensagens.
Toda a gestão de prioridades e escalonamento de pedidos é feita com base num conjunto
de políticas definidas pelo operador. Estas políticas não estão especificadas no documento da
arquitectura PCE, e são alvo dos critérios e mais valias operacionais de cada operador.
No entanto, na Figura 4.3 podemos descrever uma possível interacção entre os conceitos
envolvidos. Após a comunicação efectuada com um cliente e o processamento do pedido, este
é entregue a um scheduler que faz a gestão desses pedidos segundo um critério à escolha, o
valor é definido no objecto RequestParameters e varia entre 1 e 7, tendo em conta que o valor
mais alto corresponde a uma maior prioridade.
Seguidamente, o pedido ao ser escalonado para computação é entregue a um algoritmo ba-
seado em restrições. Pode existir mais de um algoritmo à escolha que pode ser o mais indicado
segundo uma função objectivo.
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Figura 4.3: Diagrama de classes do motor de cálculo de caminhos desenvolvido para
a entidade.
4.1.3 Algoritmos
O componente mais importante na concepção da entidade PCE é o componente capaz de
aplicar critérios ou restrições no cálculo de caminhos. Neste trabalho foi integrado o algoritmo
MPS [EM94], um algoritmo para enumeração dos K caminhos mais curtos. Este algoritmo
calcula os caminhos mais curtos entre dois vértices tendo em conta um critério e ordena-os. É
bom dizer, que nem sempre o caminho mais curto é o caminho óptimo, existe inúmeros critérios
e preferências que podem ser especificadas para selecção de um caminho, daí que no trabalho
realizado, ficou definido uma interface única mas capaz de suportar diferentes algoritmos.
4.1.3.1 Funcionamento
Apesar do objectivo deste trabalho não ser o estudo deste problema vamos descrever neste
parágrafo, o seu funcionamento e a importância que têm em futuros desenvolvimentos. Este
algoritmo é uma das possíveis soluções para o problema dos K Trajectos Mais Curtos.
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Na prática este algoritmo permite enumerar os K trajectos mais curtos por ordem não decres-
cente de custos. Para K = 1 este problema reduz-se ao problema do Trajecto Mais Curto.
Abaixo, mostra-se graficamente uma passagem do algoritmo MPS, num cenário simples mas
que serve o propósito de explicar o seu funcionamento. Antes de mais, considera-se apenas um
critério de custo sendo este unitário (p = 1). Consideremos então o exemplo seguinte:
(i) A rede a considerar tem sete nós e estes estão todos interligados, estes contêm um identifi-
cador único (id), tal como as ligações entre eles que na imagem abaixo não estão represen-
tados por simplicidade, mas que é mandatório para o funcionamento do algoritmo.
1
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6
7
Figura 4.4: Topologia de rede a considerar, com custo unitário.
(ii) Os trajectos a determinar são entre os nós um (id = 1) e o nó sete (id = 7). Sendo o custo
das ligações unitário, facilmente se deslumbra que o trajecto mais curto passa pelos nós 1,
4 e 7, com o custo total dois.
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Figura 4.5: Estado do algoritmo MPS, depois de determinar o primeiro trajecto
mais curto, representado com a cor vermelha.
(iii) O próximo trajecto tem obrigatoriamente um custo mais elevado, e neste caso existe vários
candidatos com custo total três. A próxima e última solução encontrada pode ser um dos
trajectos que passa nos seguintes conjuntos de nós; β = (1, 3, 4, 7), ζ = (1, 2, 4, 7), γ = (1,
4, 5, 7), δ = (1, 4, 6, 7),  = (1, 2, 5, 7) ou φ = (1, 3, 6, 7). Apenas um destes conjuntos é
escolhido pois os restantes não oferecem qualquer melhoria em termos de custo total.
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Figura 4.6: Estado do algoritmo MPS, depois de determinar o segundo trajecto
mais curto.
Este é apenas um dos possíveis algoritmos a utilizar, a capacidade de adaptar diferentes algo-
ritmos com diferentes critérios de optimilidade é sem dúvida uma mais valia para a arquitectura
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PCE.
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Capítulo 5
Conclusões
De forma sintética pode-se afirmar que nesta dissertação se atingiu os objectivos propostos.
A aplicação de engenharia de tráfego em múltiplos domínios, muito embora não seja um pro-
blema recente, é mais discutido nos últimos anos devido ao crescimento da rede Internet e dos
seus utentes, que evidenciou alguns problemas de escalabilidade da rede, concretamente com o
encaminhamento IP. A transição para redes MPLS é progressiva tal como a adaptação dos siste-
mas de gestão actuais para lidar com os novos requisitos, portanto à que proporcionar soluções
que não obriguem a grandes rupturas com os sistemas vigentes.
Neste contexto, foi desenvolvida a interface de comunicação WebServices que pretende ser
um passo intermédio para a solução final, que é a implementação do protocolo PCEP, tal como
está descrito no RFC 5440 [VR09]. Esta solução oferece algumas limitações operacionais, tais
como, a impossibilidade de manter o estado entre os pedidos cliente-servidor associado à ses-
são. Para contornar esta limitação seria contudo possível implementar uma solução em que
recorrendo-se à persistência de dados se manteria o estado, apenas o necessário, entre pedidos.
De qualquer forma, neste trabalho esse assunto não foi aprofundado, o enfoque foi no sentido de
dotar interacções entre clientes e a entidade computacional, e formalizar uma abordagem simples
e que permite aos clientes executarem os seus pedidos para cálculo de caminhos. Nessa perspec-
tiva, pode-se concluir que este passo intermédio é uma solução eficaz, não disruptiva e realizada
com sucesso.
Após a conclusão do desenvolvimento da interface em WebServices o passo seguinte con-
sistiu em implementar o protocolo PCEP. Esta será a interface preferencial e aquela que serve
mais cenários de utilização. É também um trabalho que tem em mente uma estratégia a longo
prazo, não só porque o próprio standard continua em desenvolvimento, mas também como foi
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dito anteriormente tem implicações arquitecturais nos sistemas vigentes. O desenvolvimento do
protocolo e das mensagens trocadas foi validado com uma ferramenta de análise de tráfego com
sucesso, ou seja, o protocolo cumpre a especificação e encontra-se pronto a ser utilizado.
Em suma, todo o desenvolvimento associado à implementação das duas interfaces, isto incluí
definição das mensagens e da API de comunicação, como a mecânica associada ao processa-
mento de mensagens cumprem os objectivos genéricos enunciados na introdução deste docu-
mento.
Finalmente, após a conclusão das interfaces de comunicação e com o intuito de valorizar o
trabalho, o objectivo seguinte era dentro da arquitectura PCE e com a possibilidade de integrar
um algoritmo de cálculo de caminhos, concretizar o componente computacional responsável por
esse trabalho. A especificação da arquitectura PCE não define quaisquer algoritmos ou regras
para a sua implementação, por isso ficou ao critério do autor toda a definição. A topologia ne-
cessária para o uso do algoritmo não incluí a utilização da base de dados (Traffic Engineering
Database) resultado da utilização do protocolo de routing OSPF, apenas foi definida uma inter-
face que deixa em aberto uma concretização no futuro. Para já, foi feita uma leitura da topologia
a partir de ficheiro.
A utilização de um algoritmo capaz de enumerar dos K caminhos mais curtos e com espaço
para utilização de mais critérios de selecção, pode-se considerar um bom ponto de partida para
futuros desenvolvimentos.
Concluindo, o trabalho realizado incluí um cenário bastante completo com as interfaces de
comunicação e o módulo de cálculo de caminhos.
5.1 Sugestões para trabalho futuro
Neste trabalho alguns requisitos especificados para arquitectura PCE não foram abordados,
no entanto representam alguns desafios para o completo funcionamento num cenário real.
Um dos requisitos necessários está associado aos mecanismo de localização das entida-
des PCE num cenário de rede. Existe um conjunto de requisitos para a descoberta dinâmica e
automática que permitem aos clientes obter a informação necessária para essa selecção. Estes
requisitos estão descritos no RFC [Rou06]. A descoberta destas entidades por parte dos clientes
não pretende ser apenas solução para entidades no seu domínio de acção, mas também entre
domínios.
Outro aspecto de maior importância para a arquitectura PCE é a monitorização das entida-
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des envolvidas. Existe um conjunto de variáveis de interesse para os clientes e para os algoritmos
de cálculo de caminhos, tais como, se a base de dados TED está sincronizada ou a data da última
sincronização, como dados relativos à taxa de chegada de novos pedidos e o tempo de cálculo, em
suma dados relativos à operacionalidade da entidade PCE. No documento RFC 5886 [VRY10],
estão definidas um conjunto de ferramentas de monitorização que passam pela extensão do pro-
tocolo PCEP.
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Anexos
O anexo seguinte corresponde ao descritor WebServices utilizado na implementação.
1 < d e f i n i t i o n s name= ’ PceEndpoin t ’ t a r g e t N a m e s p a c e = ’ h t t p : / / e n d p o i n t s . pcep . pce .
p t / ’ xmlns= ’ h t t p : / / schemas . xmlsoap . o rg / wsdl / ’ xmlns : soap = ’ h t t p : / / schemas .
xmlsoap . o rg / wsdl / soap / ’ xmlns : t n s = ’ h t t p : / / e n d p o i n t s . pcep . pce . p t / ’ xmlns :
xsd = ’ h t t p : / / www. w3 . org / 2 0 0 1 / XMLSchema ’>
< t y p e s>
3 <xs : schema t a r g e t N a m e s p a c e = ’ h t t p : / / e n d p o i n t s . pcep . pce . p t / ’ v e r s i o n = ’1 .0 ’
xmlns : t n s = ’ h t t p : / / e n d p o i n t s . pcep . pce . p t / ’ xmlns : xs = ’ h t t p : / / www. w3 . org
/ 2 0 0 1 / XMLSchema ’>
<xs : e l e m e n t name= ’ commonObjectHeader ’ type = ’ t n s : commonObjectHeader ’ / >
5 <xs : e l e m e n t name= ’ pa thComputa t ionReplyMessage ’ type = ’ t n s :
pa thComputa t ionReplyMessage ’ / >
<xs : e l e m e n t name= ’ pa thComputa t ionReques tMessage ’ type = ’ t n s :
pa thComputa t ionReques tMessage ’ / >
7 <xs : e l e m e n t name= ’ r e q u e s t P a r a m e t e r s ’ type = ’ t n s : r e q u e s t P a r a m e t e r s ’ / >
<xs : e l e m e n t name= ’ r e q u e s t P a t h ’ type = ’ t n s : r e q u e s t P a t h ’ / >
9 <xs : e l e m e n t name= ’ r e q u e s t P a t h R e s p o n s e ’ type = ’ t n s : r e q u e s t P a t h R e s p o n s e ’ / >
<xs : complexType name= ’ r e q u e s t P a t h ’>
11 <xs : s e q u e n c e>
<xs : e l e m e n t minOccurs = ’0 ’ name= ’ arg0 ’ type = ’ t n s :
pa thComputa t ionReques tMessage ’ / >
13 < / xs : s e q u e n c e>
< / xs : complexType>
15 <xs : complexType name= ’ pa thComputa t ionReques tMessage ’>
<xs : complexConten t>
17 <xs : e x t e n s i o n base = ’ t n s : message ’>
<xs : s e q u e n c e>
19 <xs : e l e m e n t maxOccurs = ’ unbounded ’ minOccurs = ’0 ’ name= ’ r e q u e s t L i s t ’
type = ’ t n s : r e q u e s t ’ / >
< / xs : s e q u e n c e>
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21 <xs : a t t r i b u t e name= ’ messageLength ’ type = ’ xs : s h o r t ’ use = ’ r e q u i r e d ’ / >
<xs : a t t r i b u t e name= ’ messageType ’ type = ’ t n s : messageType ’ / >
23 < / xs : e x t e n s i o n >
< / xs : complexConten t>
25 < / xs : complexType>
<xs : complexType a b s t r a c t = ’ t r u e ’ name= ’ message ’>
27 <xs : complexConten t>
<xs : e x t e n s i o n base = ’ t n s : commonHeader ’>
29 <xs : s e q u e n c e / >
< / xs : e x t e n s i o n >
31 < / xs : complexConten t>
< / xs : complexType>
33 <xs : complexType a b s t r a c t = ’ t r u e ’ name= ’commonHeader ’>
<xs : s e q u e n c e>
35 <xs : e l e m e n t name= ’ messageLength ’ type = ’ xs : s h o r t ’ / >
<xs : e l e m e n t minOccurs = ’0 ’ name= ’ messageType ’ type = ’ t n s : messageType ’ / >
37 < / xs : s e q u e n c e>
< / xs : complexType>
39 <xs : complexType name= ’ r e q u e s t ’>
<xs : s e q u e n c e>
41 <xs : e l e m e n t minOccurs = ’0 ’ name= ’ bandwidth ’ type = ’ t n s : bandwidth ’ / >
<xs : e l e m e n t minOccurs = ’0 ’ name= ’ e n d P o i n t s ’ type = ’ t n s : e n d P o i n t s ’ / >
43 <xs : e l e m e n t minOccurs = ’0 ’ name= ’ i n c l u d e R o u t e ’ type = ’ t n s : i n c l u d e R o u t e ’ / >
<xs : e l e m e n t minOccurs = ’0 ’ name= ’ l o a d B a l a c i n g ’ type = ’ t n s : l o a d B a l a c i n g ’ / >
45 <xs : e l e m e n t minOccurs = ’0 ’ name= ’ l s p a ’ type = ’ t n s : l s p a ’ / >
<xs : e l e m e n t maxOccurs = ’ unbounded ’ minOccurs = ’0 ’ name= ’ m e t r i c L i s t ’
n i l l a b l e = ’ t r u e ’ type = ’ t n s : m e t r i c ’ / >
47 <xs : e l e m e n t minOccurs = ’0 ’ name= ’ r e p o r t e d R o u t e ’ type = ’ t n s : r e p o r t e d R o u t e
’ / >
<xs : e l e m e n t minOccurs = ’0 ’ name= ’ r e q u e s t P a r a m e t e r s ’ type = ’ t n s :
r e q u e s t P a r a m e t e r s ’ / >
49 < / xs : s e q u e n c e>
< / xs : complexType>
51 <xs : complexType name= ’ bandwidth ’>
<xs : complexConten t>
53 <xs : e x t e n s i o n base = ’ t n s : commonObjectHeader ’>
<xs : s e q u e n c e>
55 <xs : e l e m e n t name= ’ bandwidth ’ type = ’ xs : i n t ’ / >
< / xs : s e q u e n c e>
57 < / xs : e x t e n s i o n >
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< / xs : complexConten t>
59 < / xs : complexType>
<xs : complexType a b s t r a c t = ’ t r u e ’ name= ’ commonObjectHeader ’>
61 <xs : s e q u e n c e / >
<xs : a t t r i b u t e name= ’ i g n o r e ’ type = ’ xs : boo lean ’ use = ’ r e q u i r e d ’ / >
63 <xs : a t t r i b u t e name= ’ o b j e c t C l a s s ’ type = ’ xs : by te ’ use = ’ r e q u i r e d ’ / >
<xs : a t t r i b u t e name= ’ o b j e c t L e n g t h ’ type = ’ xs : s h o r t ’ use = ’ r e q u i r e d ’ / >
65 <xs : a t t r i b u t e name= ’ ob j ec tTy pe ’ type = ’ xs : by te ’ use = ’ r e q u i r e d ’ / >
<xs : a t t r i b u t e name= ’ p r o c e s s i n g R u l e ’ type = ’ xs : boo lean ’ use = ’ r e q u i r e d ’ / >
67 <xs : a t t r i b u t e name= ’ r e s e r v e d F i e l d ’ type = ’ xs : by te ’ use = ’ r e q u i r e d ’ / >
< / xs : complexType>
69 <xs : complexType name= ’ e n d P o i n t s ’>
<xs : complexConten t>
71 <xs : e x t e n s i o n base = ’ t n s : commonObjectHeader ’>
<xs : s e q u e n c e>
73 <xs : e l e m e n t minOccurs = ’0 ’ name= ’ d e s t i n a t i o n A d d r e s s ’ type = ’ t n s :
i n e t A d d r e s s ’ / >
<xs : e l e m e n t minOccurs = ’0 ’ name= ’ s o u r c e A d d r e s s ’ type = ’ t n s : i n e t A d d r e s s
’ / >
75 < / xs : s e q u e n c e>
< / xs : e x t e n s i o n >
77 < / xs : complexConten t>
< / xs : complexType>
79 <xs : complexType name= ’ i n e t A d d r e s s ’>
<xs : s e q u e n c e / >
81 < / xs : complexType>
<xs : complexType name= ’ i n c l u d e R o u t e ’>
83 <xs : complexConten t>
<xs : e x t e n s i o n base = ’ t n s : commonObjectHeader ’>
85 <xs : s e q u e n c e / >
< / xs : e x t e n s i o n >
87 < / xs : complexConten t>
< / xs : complexType>
89 <xs : complexType name= ’ l o a d B a l a c i n g ’>
<xs : complexConten t>
91 <xs : e x t e n s i o n base = ’ t n s : commonObjectHeader ’>
<xs : s e q u e n c e>
93 <xs : e l e m e n t name= ’ f l a g s ’ type = ’ xs : i n t ’ / >
<xs : e l e m e n t name= ’maximumLSP ’ type = ’ xs : i n t ’ / >
95 <xs : e l e m e n t name= ’ minimumBandwidth ’ type = ’ xs : i n t ’ / >
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<xs : e l e m e n t name= ’ r e s e r v e d ’ type = ’ xs : i n t ’ / >
97 < / xs : s e q u e n c e>
< / xs : e x t e n s i o n >
99 < / xs : complexConten t>
< / xs : complexType>
101 <xs : complexType name= ’ l s p a ’>
<xs : complexConten t>
103 <xs : e x t e n s i o n base = ’ t n s : commonObjectHeader ’>
<xs : s e q u e n c e>
105 <xs : e l e m e n t name= ’ excludeAny ’ type = ’ xs : i n t ’ / >
<xs : e l e m e n t name= ’ f l a g s ’ type = ’ xs : by te ’ / >
107 <xs : e l e m e n t name= ’ h o l d i n g P r i o r i t y ’ type = ’ xs : by te ’ / >
<xs : e l e m e n t name= ’ i n c l u d e A l l ’ type = ’ xs : i n t ’ / >
109 <xs : e l e m e n t name= ’ inc ludeAny ’ type = ’ xs : i n t ’ / >
<xs : e l e m e n t name= ’ r e s e r v e d ’ type = ’ xs : by te ’ / >
111 <xs : e l e m e n t name= ’ s e t u p P r i o r i t y ’ type = ’ xs : by te ’ / >
< / xs : s e q u e n c e>
113 < / xs : e x t e n s i o n >
< / xs : complexConten t>
115 < / xs : complexType>
<xs : complexType name= ’ m e t r i c ’>
117 <xs : complexConten t>
<xs : e x t e n s i o n base = ’ t n s : commonObjectHeader ’>
119 <xs : s e q u e n c e>
<xs : e l e m e n t name= ’ f l a g s ’ type = ’ xs : by te ’ / >
121 <xs : e l e m e n t name= ’ m e t r i c V a l u e ’ type = ’ xs : i n t ’ / >
<xs : e l e m e n t name= ’ r e s e r v e d ’ type = ’ xs : s h o r t ’ / >
123 <xs : e l e m e n t name= ’ type ’ type = ’ xs : by te ’ / >
< / xs : s e q u e n c e>
125 < / xs : e x t e n s i o n >
< / xs : complexConten t>
127 < / xs : complexType>
<xs : complexType name= ’ r e p o r t e d R o u t e ’>
129 <xs : complexConten t>
<xs : e x t e n s i o n base = ’ t n s : commonObjectHeader ’>
131 <xs : s e q u e n c e / >
< / xs : e x t e n s i o n >
133 < / xs : complexConten t>
< / xs : complexType>
135 <xs : complexType name= ’ r e q u e s t P a r a m e t e r s ’>
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<xs : complexConten t>
137 <xs : e x t e n s i o n base = ’ t n s : commonObjectHeader ’>
<xs : s e q u e n c e / >
139 <xs : a t t r i b u t e name= ’ b i D i r e c t i o n a l ’ type = ’ xs : boo lean ’ use = ’ r e q u i r e d ’ / >
<xs : a t t r i b u t e name= ’ f l a g s ’ type = ’ xs : i n t ’ use = ’ r e q u i r e d ’ / >
141 <xs : a t t r i b u t e name= ’ p r i o r i t y ’ type = ’ xs : by te ’ use = ’ r e q u i r e d ’ / >
<xs : a t t r i b u t e name= ’ r e O p t i m i z a t i o n ’ type = ’ xs : boo lean ’ use = ’ r e q u i r e d ’ / >
143 <xs : a t t r i b u t e name= ’ r eques t IdNumber ’ type = ’ xs : i n t ’ use = ’ r e q u i r e d ’ / >
<xs : a t t r i b u t e name= ’ s t r i c t ’ type = ’ xs : boo lean ’ use = ’ r e q u i r e d ’ / >
145 < / xs : e x t e n s i o n >
< / xs : complexConten t>
147 < / xs : complexType>
<xs : complexType name= ’ r e q u e s t P a t h R e s p o n s e ’>
149 <xs : s e q u e n c e>
<xs : e l e m e n t minOccurs = ’0 ’ name= ’ r e t u r n ’ type = ’ t n s :
pa thComputa t ionReplyMessage ’ / >
151 < / xs : s e q u e n c e>
< / xs : complexType>
153 <xs : complexType name= ’ pa thComputa t ionReplyMessage ’>
<xs : complexConten t>
155 <xs : e x t e n s i o n base = ’ t n s : message ’>
<xs : s e q u e n c e>
157 <xs : e l e m e n t maxOccurs = ’ unbounded ’ minOccurs = ’0 ’ name= ’ r e s p o n s e L i s t ’
type = ’ t n s : r e s p o n s e ’ / >
< / xs : s e q u e n c e>
159 < / xs : e x t e n s i o n >
< / xs : complexConten t>
161 < / xs : complexType>
<xs : complexType name= ’ r e s p o n s e ’>
163 <xs : s e q u e n c e>
<xs : e l e m e n t maxOccurs = ’ unbounded ’ minOccurs = ’0 ’ name= ’ a t t r i b u t e L i s t ’
n i l l a b l e = ’ t r u e ’ type = ’ t n s : a t t r i b u t e ’ / >
165 <xs : e l e m e n t minOccurs = ’0 ’ name= ’ noPath ’ type = ’ t n s : noPath ’ / >
<xs : e l e m e n t maxOccurs = ’ unbounded ’ minOccurs = ’0 ’ name= ’ p a t h L i s t ’
n i l l a b l e = ’ t r u e ’ type = ’ t n s : pa th ’ / >
167 <xs : e l e m e n t minOccurs = ’0 ’ name= ’ r e q u e s t P a r a m e t e r s ’ type = ’ t n s :
r e q u e s t P a r a m e t e r s ’ / >
< / xs : s e q u e n c e>
169 < / xs : complexType>
<xs : complexType name= ’ a t t r i b u t e ’>
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171 <xs : s e q u e n c e / >
< / xs : complexType>
173 <xs : complexType name= ’ noPath ’>
<xs : complexConten t>
175 <xs : e x t e n s i o n base = ’ t n s : commonObjectHeader ’>
<xs : s e q u e n c e>
177 <xs : e l e m e n t name= ’ f l a g s ’ type = ’ xs : s h o r t ’ / >
<xs : e l e m e n t name= ’ n a t u r e O f I s s u e ’ type = ’ xs : by te ’ / >
179 <xs : e l e m e n t name= ’ r e s e r v e d ’ type = ’ xs : by te ’ / >
< / xs : s e q u e n c e>
181 < / xs : e x t e n s i o n >
< / xs : complexConten t>
183 < / xs : complexType>
<xs : complexType name= ’ pa th ’>
185 <xs : s e q u e n c e / >
< / xs : complexType>
187 <xs : s impleType name= ’ messageType ’>
<xs : r e s t r i c t i o n base = ’ xs : s t r i n g ’>
189 <xs : e n u m e r a t i o n va lue = ’Open ’ / >
<xs : e n u m e r a t i o n va lue = ’ Keepa l ive ’ / >
191 <xs : e n u m e r a t i o n va lue = ’ Pa thCompu ta t i onReques t ’ / >
<xs : e n u m e r a t i o n va lue = ’ Pa thComputa t ionRep ly ’ / >
193 <xs : e n u m e r a t i o n va lue = ’ N o t i f i c a t i o n ’ / >
<xs : e n u m e r a t i o n va lue = ’ Error ’ / >
195 <xs : e n u m e r a t i o n va lue = ’ Close ’ / >
< / xs : r e s t r i c t i o n >
197 < / xs : s impleType>
< / xs : schema>
199 < / t y p e s>
<message name= ’ P c e E n d p o i n t _ r e q u e s t P a t h ’>
201 < p a r t e l e m e n t = ’ t n s : r e q u e s t P a t h ’ name= ’ r e q u e s t P a t h ’>< / p a r t >
< / message>
203 <message name= ’ P c e E n d p o i n t _ r e q u e s t P a t h R e s p o n s e ’>
< p a r t e l e m e n t = ’ t n s : r e q u e s t P a t h R e s p o n s e ’ name= ’ r e q u e s t P a t h R e s p o n s e ’>< / p a r t >
205 < / message>
<p o r t T y p e name= ’ PceEndpoin t ’>
207 < o p e r a t i o n name= ’ r e q u e s t P a t h ’ p a r a m e t e r O r d e r = ’ r e q u e s t P a t h ’>
< input message = ’ t n s : P c e E n d p o i n t _ r e q u e s t P a t h ’>< / input>
209 < o u t p u t message = ’ t n s : P c e E n d p o i n t _ r e q u e s t P a t h R e s p o n s e ’>< / o u t p u t>
< / o p e r a t i o n >
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211 < / p o r t T y p e>
<b i n d i n g name= ’ PceEndpo in tB ind ing ’ type = ’ t n s : PceEndpoin t ’>
213 <soap : b i n d i n g s t y l e = ’ document ’ t r a n s p o r t = ’ h t t p : / / schemas . xmlsoap . o rg / soap /
h t t p ’ / >
< o p e r a t i o n name= ’ r e q u e s t P a t h ’>
215 <soap : o p e r a t i o n s o a p A c t i o n = ’ ’ />
< input>
217 <soap : body use = ’ l i t e r a l ’ / >
< / input>
219 < o u t p u t>
<soap : body use = ’ l i t e r a l ’ / >
221 < / o u t p u t>
< / o p e r a t i o n >
223 < / b i n d i n g>
< s e r v i c e name= ’ PceEndpoin t ’>
225 < p o r t b i n d i n g = ’ t n s : PceEndpo in tB ind ing ’ name= ’ P c e E n d p o i n t I m p l P o r t ’>
<soap : address l o c a t i o n = ’ h t t p : / / as04 : 8 2 8 0 / pce −0.0.1 −SNAPSHOT / PceEndpointWS
’ / >
227 < / p o r t >
< / s e r v i c e >
229 < / d e f i n i t i o n s >
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