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Abstract
In this paper, multicast beamforming in cognitive relay systems is investigated with the consideration of imperfect
channel state information at the transmitter (CSIT). We focus at the design of the optimal signal forwarding matrix at
the cognitive relay in both centralized relay mode (CRM) and distributed relay mode (DRM). The problem is
formulated aiming at minimizing the total consumed power at the relay node with suitable QoS guarantee for
secondary users and strict interference control for primary users. Due to the uncertainty of transmission channel gains,
constraints for QoS guarantee and interference control cannot be expressed in closed forms, making it extremely
difficult to solve the problem directly. To circumvent this, we first employ the Bernstein-type inequality to convert the
probabilistic constraints into closed-form expressions and then present both the semi-definite relaxation (SDR)
algorithm and the penalty function (PenFun) algorithm to accomplish the non-convex problem optimization.
Simulation results show that CRM is more resource efficient than DRM, and the PenFun algorithm can achieve a much
better solution than the SDR algorithm at the cost of complexity. Meanwhile, compared with existing schemes which
do not consider the CSIT error, the proposed schemes can support a much lower outage probability and enjoy perfect
interference control for primary users.
Keywords: Multicast beamforming; Cognitive relay systems; Imperfect channel state; Bernstein-type inequality;
Penalty function method
1 Introduction
In recent years, along with the development of wire-
less communication technologies and the proliferation of
multimedia services, multicast transmission has become
an indispensable part of mobile communication systems,
e.g., Multimedia Broadcast/Multicast Service (MBMS) in
3GPP [1], Broadcast and Multicast Service (BCMCS) in
3GPP2 [2], and Multicast and Broadcast Service (MBS)
in IEEE 802.16 [3]. As a result, large amounts of effort has
beenmade to design resource-efficientmulticast schemes,
among which cooperative multicast with the help of
multi-antenna relay nodes has attractedmany researchers’
attention [4-7].
In the cooperative multicast scheme, multi-antenna
relay nodes may operate in either the distributed or the
centralized manner. When operating in the distributed
manner, each antenna forwards its own received signal
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with a respective amplification factor. For example, aim-
ing at minimizing the total transmit power, the authors
in [4,5] have studied the amplification factor optimiza-
tion for a single multicast session and multiple multicast
sessions, respectively. The model is superior when infor-
mation exchange among different antennas is difficult,
e.g., cooperative multicast in wireless sensor networks.
By contrast, when the relay node operates in the cen-
tralized manner, each antenna forwards a combination of
all received signals. In other words, joint signal process-
ing across different antennas is executed in this manner.
Although the implementation complexity increases, the
supported throughput is much higher due to more opti-
mization degrees of freedom [6,7].
Meanwhile, cognitive radio (CR), allowing secondary
users to access the authorized spectrum bands with suit-
able interference control, is able to significantly improve
the spectrum utilization and has been acknowledged as
one of themost potential technologies in the next commu-
nication system [8]. Although cognitive beamforming has
been well developed for several years, existing researches
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mainly focus on beamformer design at cognitive base sta-
tions, either for secondary users’ data transmission with
restricted transmit power [9,10] or for primary-secondary
cooperation with careful designed cooperation protocols
[11,12]. There are also some works paying attention to the
combination of multicast transmission and CR technol-
ogy [13-15]. However, as far as we know, most of those
researches concentrate on one-hop transmission, with
few papers concerning cooperative multicast, especially
multicast transmission via multi-antenna relays.
In this paper, the CR technology and the cooperative
multicast are jointly considered, and the multicast beam-
forming problem in cognitive relay systems is investigated.
As mentioned above, the relay node can operate in either
the centralized manner or the distributed manner, and
these two relay modes, denoted as centralized relay mode
(CRM) and distributed relay mode (DRM) respectively,
have their own strong points and weakness. Hence, both
CRM and DRM are included in our problem formula-
tion. Furthermore, due to the channel feedback error and
the feedback delay, perfect channel state information at
the transmitter (CSIT) is always unavailable in practice.
Unfortunately, to the best of our knowledge, most of the
existing researches [4-7,13-15] only apply to perfect CSIT
feedback model. Therefore, imperfect CSIT feedback is
also considered in our research model to enhance the
practicability of our study.
More specially, we pay attention to the design of the
optimal multicast signal forwarding matrix at the multi-
antenna cognitive relay. The formulated problem aims at
minimizing the total consumed power at the relay node,
subject to the constraints that the minimum received
signal-to-interference-plus-noise ratio (SINR) require-
ment at each cognitive destination and the maximum
received interference requirement at each primary user
are satisfied with a prescribed, usually very high, proba-
bility. Different from the model of perfect CSIT feedback,
constraints for the SINR guarantee and the interference
control are in probabilistic forms, instead of closed forms.
This characteristic makes it difficult to solve the for-
mulated problem as we cannot compute the probability
directly.
In this paper, a safe approximation is presented to solve
the question, and detailed algorithms for both DRM and
CRM are carefully designed. In DRM, the optimal for-
warding matrix is a diagonal matrix. To optimize the
diagonal vector, the Bernstein-type inequality is utilized to
transform the probabilistic constraints into closed-form
expressions, making the problem easy to tackle. There-
after, the semi-definite relaxation (SDR) method and the
penalty function (PenFun) method are adopted to solve
the problem efficiently. In CRM, we first prove that
the optimal forwarding matrix is the combination of a
matched-filter receiver and an adaptive beamformer and
then jointly exploit the Bernstein-type inequality and the
PenFun method to accomplish the adaptive beamformer
design.
2 Notation
Throughout this paper, the following notations are
defined. CN×M and DN denote the set of all N × M
complex matrices and the set of all N × N diagonal com-
plex matrices, respectively. I is the identity matrix with a
suitable dimension. CN (μ, σ 2) is the complex Gaussian
distribution with mean valueμ and variance σ 2, and Pr{θ}
is the probability that case θ occurs. A  0 means that
matrixA is positive semi-definite, andA⊥ is the orthonor-
mal basis for the null space of A. AH , ‖A‖, Re [A], Tr [A],
Rank [A] and λmax(A) mean the conjugate transpose, the
Frobenius norm, the real part, the trace, the rank and the
maximal eigenvalue of matrix A, respectively.
3 Systemmodel and problem formulation
We consider a cognitive relay system where a N-antenna
cognitive relay forwards message transmitted by a cog-
nitive source to K cognitive destinations. Meanwhile, L
primary users are active and communicating on the same
authorized spectrum band. Similar to [4-7], it is assumed
that there is no direct link from the source node to desti-
nations and the communication can only be completed via
the relay. Figure 1 is a simple illustration of the considered
cognitive relay system.
3.1 Imperfect CSIT feedback model
For the sake of convenience, some symbols are predefined
here. f ∈ CN×1 is the transmission channel vector from
the cognitive source to the cognitive relay. hc,k ∈ CN×1
and hp,l ∈ CN×1 are the transmission channel vectors
from the cognitive relay to destination k and primary user
l, respectively.
This paper concerns how to select the optimal forward-
ing matrix W at the cognitive relay (shown in the next
subsection). Hence, f is assumed to be perfectly known
since it can be obtained by channel estimation at the cog-
nitive relay. By contrast, hc,k and hp,l, which are obtained
by channel feedback from cognitive destinations and pri-
mary users, are imperfectly known at the cognitive relay.
The imperfect CSIT feedback is modeled as [16,17]
hc,k = hˆc,k + ec,k , k = 1, 2, . . . ,K , (1)
hp,l = hˆp,l + ep,l, l = 1, 2, . . . , L, (2)
where hˆc,k and hˆp,l are the presumed CSIT at the cognitive
relay for destination k and primary user l, respectively, and
ec,k and ep,l are the corresponding CSIT feedback errors.
Similar to [17], it is assumed that the CSIT feedback
errors are complex Gaussian distributed, i.e., ec,k ∼
CN (0,Cc,k), ep,l ∼ CN (0,Cp,l). For brevity, Cc,k and Cp,l
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Figure 1 Illustration for multicast beamforming in cognitive relay systems. The cognitive relay forwards the message transmitted by the
cognitive source to K cognitive destinations by reusing the authorized spectrum of L primary users. Antennas at the cognitive relay may be
deployed either together or discretely, and this figure only shows the the case of together.
are simplified as Cc,k = σ 2c,kI, Cp,l = σ 2p,lI. This simplifi-
cation is to facilitate our description below and does not
change the overall analysis of our problem.
3.2 Transmission model and problem formulation
The total transmission process is divided into two slots. In
the first slot, the cognitive source broadcasts message x to
the cognitive relay.
yR = fx + zR, (3)
where zR ∼ CN
(0, σ 2z I) is the the received noise at the
cognitive relay.
In the second slot, the cognitive relay forwards the
received message yR to destinations with a forwarding
matrixW ∈ CN×N . The forwarding signal is
sR = WyR = Wfx +WzR, (4)
and the final received signal at destination k is
yk = hHc,ksR + zk = hHc,kWfx + hHc,kWzR + zk , (5)




is the received interference plus
noise.
Based on Equation 5, the final received SINR at destina-
tion k could be calculated as
SINRk =
|hHc,kWfx|2




σ 2z ‖hHc,kW‖2 + σ 2z
, (6)
where ps is the transmit power of the cognitive source.
Similarly, the total received interference from the signal
forwarding at the cognitive relay node to primary user l
can be estimated as
Il = |hHp,lWfx|2 +|hHp,lWzR|2 = ps|hHp,lWf|2 +σ 2z ‖hHp,lW‖2.
(7)
And the total consumed power at the cognitive relay is
PR = ‖Wfx‖2 + ‖WzR‖2 = ps‖Wf‖2 + σ 2z ‖W‖2. (8)
In this paper, two kinds of relay modes at the relay node
are adopted for cooperative multicast transmission [4-7],
i.e.,
• Centralized relay mode (CRM) : In this mode, joint
signal processing is allowed. Therefore, each antenna
forwards a combination of the received signals [7],
andW can be chosen as any N × N complex matrix,
i.e.,
W ∈ CN×N . (9)
This mode is preferable when antennas are deployed
together and information exchange is available.
• Distributed relay mode (DRM) : In this mode, each
antenna forwards its own received signal
independently [4,5], and as a result,W should be a
diagonal matrix, i.e.,
W = Diag(w) ∈ DN . (10)
This mode is suited for the case where relay antennas
are far apart from each other and large amounts of
information exchange is difficult, except for channel
state information.
Finally, the optimal forwarding matrix design is for-
mulated as an optimization problem which aims at
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minimizing the total consumed power at the cognitive
relay with prescribed transmission QoS guarantee for des-




C1 : Pr{SINRk < γth} ≤ ρc, ∀k
C2 : Pr{Il > Ith,l} ≤ ρp, ∀l
C3 : PR ≤ Pth
C4 :
{
W ∈ CN×N , for CRM
W ∈ DN , for DRM
where γth is the minimum required transmission SINR
of the broadcast message, Ith,l is the interference thresh-
old for primary user l, and Pth is the maximum transmit
power at the cognitive relay. C1 implies that the maximum
outage probability for any cognitive destination should be
no more than ρc. C2 restricts that the probability that pri-
mary user l’s received interference exceeds the prescribed
threshold Ith,l should be less than ρp. Throughout this
paper, C1 and C2 are also named as the maximum outage
probability constraint for each cognitive destination and
the maximum over-interference probability constraint for
each primary user for short.
Remark 1.
• To make a better understanding on these investigated
two relay modes, we compare CRM and DRM to
Joint Processing (JP) and Coordinated Beamforming
(CB) in Coordinated Multi-Point transmission
(CoMP) [18], where transmit antennas in our model
correspond to transmit points in CoMP. In JP, both
transmission data and channel information need to
be shared among different transmit points, and a
joint signal processing is required, while in CB, only
channel information exchange is necessary and each
point optimizes its own beamformer in a distributed
manner.
• Meanwhile, perfect synchronization among antennas
is assumed in this paper, for both CRM and DRM. In
CRM, synchronization could be simply achieved as
antennas are deployed together. In DRM, although
antennas are deployed apart from each other, a
necessary backhaul link, either wired or wireless, is
required to bear the channel information exchange,
which could also be responsible for the antenna
synchronization. This is similar to the case of CB,
where a limited backhaul link is established to take
charge of the channel information exchange and the
point synchronization.
4 Algorithm design for DRM
In this section, the optimal forwarding matrix design
problem for DRM is handled, which is indeed to opti-
mize its diagonal vector. Toward this end, the Bernstein-
type inequality and the SDR/PenFun method are jointly
employed to solve the complex problem. In the next
section, we prove that the optimal forwarding matrix
W in CRM should be a rank-one matrix. Based on this
observation, the optimization of the forwarding matrix is
transformed into the beamformer design, which can also
be efficiently solved with the PenFun method.
4.1 Problem transformation
As the forwarding matrix W = Diag(w) is a diagonal
matrix, the received signal at destination k in DRM can be
simplified as
yk = hHc,kWfx+hHc,kWzR + zk = hHc,kFwx+hHc,kZRw+ zk ,
(11)
where F = Diag(f) and ZR = Diag(zR). Hence, the








σ 2z |hHc,kw|2 + σ 2z
,
(12)
Likewise, the received interference at primary user l can
be rewritten as
IDRMl = ps|hHp,lFw|2 + σ 2z |hHp,lw|2. (13)
And the total consumed power at the cognitive relay is
PR = ps‖Fw‖2 + σ 2z ‖w‖2. (14)
Combining Equations 10∼14, the optimal forwarding
matrix design problem in DRM can be transformed as
QDRM : minw ps‖Fw‖










ps|hHp,lFw|2 + σ 2z |hHp,lw|2 > Ith,l
}
≤ ρp, ∀l
C3 : ps‖Fw‖2 + σ 2z ‖w‖2 ≤ Pth
C4 : w ∈ CN×1
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4.2 Closed-form expressions for constraints C1 and C2
Based on the imperfect CSIT model in Equation 1 and the



















⇔ hˆHc,kAchˆc,k + hˆHc,kAcec,k + eHc,kAchˆc,k + eHc,kAcec,k < σ 2z




+ hˆHc,kAchˆc,k < σ 2z
(15)
where Ac = psγth FXFH − σ 2z X, and the last step is obtaineddue to that Ac is a Hermitian matrix.
Let e˜c,k = 1σc,k ec,k , h˜c,k = 1σc,k hˆc,k , cc,k = 1σ 2c,k(
σ 2z − hˆHc,kAchˆc,k
)















Tr (Ac) − √2βcxc,k − 2βcyc,k ≥ cc,k(
‖Ac‖2 + 2‖Ach˜c,k‖2
)1/2 ≤ xc,k
yc,kI+ Ac  0
, k = 1, 2, . . . ,K
(17)
where βc = − ln ρc, and xc,k ≥ 0, yc,k ≥ 0 are some new
added variables. Here, βc could be deemed as a penalty
factor for the uncertainty of e˜c,k . Note that if constraint
C′1 is satisfied, then constraint C1 is satisfied. Proof for
detailed derivation could be found in Lemma 2 in [19]. In
this sense, we state that the constraint transformation is
safe.















+ hˆHp,lAphˆp,l > Ith,l
(18)
where Ap = psFXFH + σ 2z X.






, βp = − ln ρp. Then, constraint C2











which can also be safely transformed into the following
closed-form expression with the added variables xp,l ≥ 0





(Ap)+√2βpxp,l + 2βpyp,l ≤ cp,l(
‖Ap‖2 + 2‖Aph˜p,l‖2
)1/2 ≤ xp,l
yp,lI− Ap  0
, l = 1, 2, . . . , L
(20)
Furthermore, the total consumed power can be rewrit-
ten as
PR = Tr (BX) , where B = psFHF+ σ 2z I. (21)
Therefore, problem QDRM can be conservatively trans-
formed as
QDRM1 : minX,xc,k ,yc,k ,xp,l ,yp,l Tr (BX)
C′1, C′2
C′3 : Tr (BX) ≤ Pth
C′4 : X  0, Rank(X) = 1
C′5 : xc,k ≥ 0, yc,k ≥ 0, xp,l ≥ 0, yp,l ≥ 0,∀k, l
Remark 2.
• As constraints C′1 and C′2 are only sufficient
conditions for C1 and C2, the optimal value ofQDRM1
is only an upper bound of the minimum power
consumption of the original problemQDRM.
• Since the maximum outage probability constraint C′1
and the maximum over-interference probability
constraint C′2 provide a lower bound and an upper
bound for the power consumption Tr(BX)
respectively, problemQDRM1 is not always feasible.
4.3 Detailed algorithm design
Problem QDRM1 is non-convex due to the rank-one con-
straint, i.e., Rank(X) = 1. Fortunately, some effective
methods have been proposed to cope with this kind
of multicast beamforming problem with rank-one con-
straints, including semidefinite relaxation (SDR) [17,20],
second-order cone programming (SOCP) [5,21], PenFun
method [13,15] and so on.
As the most frequently used method, the SDR method
is simple to implement and the complexity is relatively
low. By comparison, the PenFun method can approximate
the optimal solution better with an increased complexity.
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Therefore, in the following, we first analyze the SDR
algorithm briefly as a benchmark algorithm and then
present the PenFun algorithm in detail as an advanced
algorithm.
4.3.1 SDR algorithm
In the SDR algorithm, we first relax the problem and solve
the relaxed problem to obtain a relaxed optimal solution.
As the relaxed solution is always close to the original
optimal solution for the non-relaxed problem, we can gen-
erate feasible solutions around the relaxed solution and
select the best one.With regard to the formulated problem
QDRM1 , the following two successive steps are executed to
acquire a suboptimal solution.
In the first step, the rank-one constraint is dropped,
after which problem QDRM1 turns to be a convex problem
and could be solved by the frequently used convex opti-
mization methods, for example, the interior point algo-
rithm. In this paper, the semi-definite programming (SDP)
[17] is adopted to solve the relaxed problem. The detailed
algorithm procedure is omitted as it is not the focus of
this paper, and the optimal solution obtained from SDP is
denoted as Xopt.
Then, in the second step, a randomization process is
implemented to obtain a series of candidate w(i), i =
1, 2, . . . ,T according to Xopt [22]. For the ith randomiza-
tion, the following sub-steps are executed.
1〉 Make the singular value decomposition (SVD):
Xopt = USVH and randomly generate a normalized
beamforming vector w˜(i) using x ∼ CN (0, I).
wˆ(i) = US1/2x, w˜(i) = 1‖wˆ(i)‖ wˆ(i), (22)
2〉 Scale w˜(i) with a minimum factor √p(i) to satisfy
constraints C′1 ∼ C′3 if there exists a feasible solution.
3〉 Compute the candidate beamforming vector and
the power consumption as
w(i) = √p(i)w˜(i), Pc(i) = Tr (Bw(i)w(i)H) . (23)
Finally, from those feasible candidates obtained in the
randomization process, select the optimal w(i) with the
minimum power consumption Pc(i) at the cognitive
relay.
4.3.2 PenFun algorithm
The most related work concerning the PenFun method
is [13], in which the authors transform the rank-one
constraint into a concave penalty in the objective func-
tion and then handle the transformed problem with the
convex-concave processing (CCP). However, this work
only applies to perfect CSIT models, and in our paper, the
algorithm is extended to the imperfect CSIT model.
Obviously, as X  0, the rank-one constraint can be
rewritten as
Tr(X) − λmax(X) ≤ 0. (24)
Furthermore, substitute this constraint by adding a
penalty into the objective function. Then, problemQDRM1
can be reformulated as
QDRM2 : minX,xc,k ,yc,k ,xp,l ,yp,l fo(X) = Tr (BX) + μ (Tr(X) − λmax (X))
s.t. C′1; C′2; C′3; C′5; C′′4 : X  0
where μ > 0 is a large enough weight to result in small
Tr(X) − λmax(X). As fo(X) is concave, problem QDRM2 is
minimization of a concave function over a convex set,
which can be efficiently solved with CCP [13,15].
The core idea of CCP is to decompose the optimiza-
tion of a non-convex problem into an iterative procedure,
and in each iteration, the problem is modified as a convex
one by replacing the concave part in the objective function
with a Taylor’s approximation. Specially, if X(t) is the solu-
tion in the tth iteration, we can approximate the objective
function fo(X) in the (t + 1)th iteration as follows.











with ∂X(t) denoting the sub-gradient of λmax(X(t)), which
can be selected as
∂X(t) = xmaxxHmax, (26)
where xmax is the normalized principal eigenvector of
X(t), i.e., the eigenvector corresponding to the maximal
eigenvalue λmax
(X(t)).
Therefore, the optimization problem in the (t + 1)th
iteration can be expressed as
QDRM3 : minX,xc,k ,yc,k ,xp,l ,yp,l fa (X)
s.t. C′1; C′2; C′3; C′′4 ; C′5
Problem QDRM3 is convex and can be efficiently solved
by the SDPmethod [17]. The whole process of the PenFun
algorithm for problemQDRM1 is summarized as follows.
Input:
1: μ, t = 0, X(0), εd, ε
.
Initialization:
2: Calculate d = Tr (X(t)) − λmax (X(t)). If d ≤ εd,
terminate the initialization stage.
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3: Calculate λmax
(X(t)), xmax and solve problem QDRM3 ,
acquiring the optimal X(t+1).
4: Calculate 
 = ‖X(t+1) −X(t)‖. If 
 ≤ ε
, let μ = 2μ.
5: Set t = t + 1, and go back to step 2.
Iteration:
6: Calculate λmax(X(t)), xmax and solve problem QDRM3 ,
acquiring the optimal solution X(t+1).
7: Calculate 




8: Set t = t + 1, and go back to step 6.
5 Algorithm design for CRM
In this section, Lemma 1 is presented to show that the
optimal W in CRM is a rank-one matrix. Specially, W
is the combination of the matched-filter receiver fH and
the adaptive beamformer w. Based on this lemma, the
matrix optimization is transformed into the beamformer
design, which is similar to the problem in DRM. Finally,
the Bernstein-type inequality and the PenFun method are
jointly employed to solve the beamformer design problem.
5.1 Optimal structure of the forwardingmatrixW
Lemma 1. The optimal forwarding matrix W has the
following structure.
W = wfH . (27)
Proof. See Appendix A.
Lemma 1 indicates that the optimal forwarding matrix
W is the combination of a matched-filter receiver fH and
an adaptive beamformer w as shown in Figure 2. In other
words, we first receive the signal with maximal ratio com-
bining (MRC) to achieve the best signal quality and then
precode the received signal with a suitable beamforming
vector to balance the received power at different cognitive
destinations.




σ 2z ‖f‖2|hHc,kw|2 + σ 2z
, (28)
ICRMl = (ps‖f‖4 + σ 2z ‖f‖2)|hHp,lw|2, (29)
PR = (ps‖f‖4 + σ 2z ‖f‖2)‖w‖2. (30)
Let γ˜th = γthσ
2
z
ps‖f‖4−γthσ 2z ‖f‖2 , it is derived that
SINRCRMk < γth ⇔ |hHc,kw|2 < γ˜th (31)
Moreover, define α = ps‖f‖4 + σ 2z ‖f‖2, I˜th,l = Ith,l/α,
problemQCRM can be rewritten as follows.
QCRM : minw α‖w‖
2
C1 : Pr






C3 : α‖w‖2 ≤ Pth
C3 : w ∈ CN×1
Obviously, γ˜th ≥ 0 is required in practice, and hence the
maximum achieved transmission SINR γth is ps‖f‖2/σ 2z ,
i.e.,
γth ≤ γmax = ps‖f‖2/σ 2z . (32)
This is because the achieved transmission SINR is lim-
ited by the channel gain from the cognitive source to the
cognitive relay.
Figure 2 Optimal structure of the forwarding matrix at the relay node. The optimal forwarding matrix in CRM is the combination of the
match-filter receiver and the adaptive beamformer. In other words, the cognitive relay first maximizes the received signal quality with maximal ratio
combining and then precodes the received signal with a beamforming vectorw to balance the received power at different cognitive destinations
and reduce the received interference at primary users.
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5.2 Closed-form expressions for constraints C1 and C2
Similar to the analysis for DRM, letX = wwH , and the fol-
lowing expression can be derived based on the imperfect





































Tr (X) − √2βcxc,k − 2βcyc,k ≥ cc,k(
‖X‖2 + 2‖Xh˜c,k‖2
)1/2 ≤ xc,k
yc,kI+ X  0
, k = 1, 2, . . . ,K
(35)























, βp = − ln ρp. Then, constraint C2
can be rewritten as
C2 : Pr
{




which can also be safely transformed into the following
closed-form expression with the added variables xp,l ≥ 0




Tr (X) +√2βpxp,l + 2βpyp,l ≤ cp,l(
‖X‖2 + 2‖Xh˜p,l‖2
)1/2 ≤ xp,l
yp,lI− X  0
(38)
Combining Equations 35 and 38, problemQCRM can be
conservatively transformed as
QCRM1 : minX,xc,k ,yc,k ,xp,l ,yp,l αTr(X)
C′1, C′2
C′3 : αTr(X) ≤ Pth
C′4 : X  0, Rank(X) = 1
C′5 : xc,k ≥ 0, yc,k ≥ 0, xp,l ≥ 0, yp,l ≥ 0
Similar to the analysis in Remark 2,QCRM1 only gives an
upper bound of the original problemQCRM as constraints
C′1 and C′2 are sufficient but not necessary conditions for
C1 and C2. Meanwhile, problem QCRM1 is also not always
feasible.
5.3 Detailed algorithm design
Similarly, both SDR and PenFun methods can be
employed to solve problem QCRM1 . For brevity, the
detailed explanation for the SDR algorithm is omitted, and
in the following, we explain the PenFun algorithm simply.
First, redefine the constraint Rank(X) = 1 as Tr(X) −
λmax(X) ≤ 0 and add the penalty for this constraint into
the objective function.
QCRM2 : minX,xc,k ,yc,k ,xp,l ,yp,l fo(X) = αTr (X) + μ (Tr (X) − λmax (X))
s.t. C′1; C′2; C′3; C′5; C′′4 : X  0
Then, the CCP method is adopted to solve the
non-convex optimization problem QCRM2 , in which the
optimization of problem QCRM2 is decomposed into
the iterative optimization of a series of convex problems.
Given that X(t) is the solution of the convex problem in
the tth iteration, the objective function fo(X) in the (t +
1)th iteration can be approximated as
fa (X) = αTr (X) + μ
{












with ∂X(t) denoting the sub-gradient of λmax(X(t)) defined
in Equation 30. And the optimization problem in the (t +
1)th iteration can be expressed as
QCRM3 : minX,xc,k ,yc,k ,xp,l ,yp,l fa(X)
s.t. C′1; C′2; C′3; C′′4 ; C′5
Problem QCRM3 can be solved with the SDP method.
The detailed process of the PenFun algorithm forQCRM1 is
similar to the one for QDRM1 and is omitted due to space
limitation.
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6 Performance evaluation
In this paper, the channel gain between any antenna pair
is modeled as h = d−c/2ejθ [12], where d is transmission
distance, c, chosen as 3.5, is the path loss exponent, and θ
is uniformly distributed in [0, 2π). The distance between
the cognitive source and the cognitive relay is set as 1,
and the distance between the cognitive relay and cognitive
destinations ranges from 1 to 2 uniformly. Meanwhile, for
brevity, the distance from the cognitive relay to primary
users is fixed as 3.
The CSIT errors for the Rayleigh channel are σc,k = 0.1
and σp,l = 0.2 by default. While calculating the over-
all CSIT errors, the path loss d−c/2 should be multiplied.
The prescribed maximum outage probability threshold
and the maximum over-interference probability threshold
are set as ρc = ρp = 0.1.
Other simulation parameters which are fixed through-
out the following simulations include: N = 4, K = 8,
L = 2, ps = 1 W, σ 2z = −30 dBW.
The results are averaged by 2,000 channel realizations;
and for the SDR algorithm, 5,000 times of randomization
are performed in each channel realization. The computer
used in the simulations is Lenovo PC with the following
configuration.
• Processor: Intel(R) Core(TM) i3-2130 CPU@
3.40 GHz;
• RAM: 2 GHz (1.8 GHz available);
• System type: a 32-bit operation system.
In Figures 3, 4, 5, 6, and 7, performance compari-
son with different minimum required transmission SINR
is demonstrated. Four schemes are simulated, includ-
ing ‘DRM+SDR’, ‘DRM+PenFun’, ‘CRM+SDR’, and
‘CRM+PenFun’. Figures 3 and 4 plot the successful trans-
mission probabilities and the total power consumption of
different schemes. The successful transmission probability
is defined as the probability that the formulated problem
for DRM (CRM), i.e.,QDRM1 (QCRM1 ), is successfully solved
with the proposed SDR (PenFun) algorithm.
It is shown that no matter in DRM or CRM, the suc-
cessful transmission probability of the PenFun algorithm
is much higher than that of the SDR algorithm. Mean-
while, for the SDR algorithm, CRM can sustain a higher
successful transmission probability than DRM. It is also
found that along with the increase of the required trans-
mission SINR γth, the average consumed power of all
four schemes increases correspondingly. Moreover, CRM
with the PenFun algorithm consumes the least transmit
power, and DRM with the SDR method consumes the
most transmit power. In addition, compared to DRM
with the SDR algorithm, improving the optimization algo-
rithm (employing the PenFun algorithm) is able to reduce
more power consumption than improving the relay mode
(employing CRM). In other words, during the observed
range of γth, the performance gain obtained from the algo-
rithm improvement is larger than that from the mode
improvement.
Figures 5 and 6 are the comparison of the average out-
age probability of cognitive destinations and the average
over-interference probability of primary users. To be fair,
only outage probability and over-interference probability
in the channel realization with successful transmission are
averaged in simulations.
Figure 3 Probability of successful transmission with different required transmission SINR. The interference threshold is set as Ith,l = 0.2 W,
and the simulation results are averaged by 2,000 channel realizations.
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Figure 4 Total consumed power at the cognitive relay with different required transmission SINR. The interference threshold is set as
Ith,l = 0.2 W, and the simulation results are averaged by 2,000 channel realizations.
It is observed that when the formulated problem is
feasible, all these four schemes can provide robust data
reception for destinations. The maximum outage prob-
ability is about 0.006, much lower than the prescribed
threshold ρc = 0.1. However, it is easy to prove that
the maximum outage probability constraint C1 in problem
Q should be satisfied tightly, indicating an achieved out-
age probability equal to ρc. The achieved results do not
agree with our analysis. This is because that constraint C1
is conservatively transformed into C′1 in problems QDRM1
andQCRM1 , and hence the achieved outage probabilities in
these two transformed problems becomemuch lower than
the prescribed thresholds.
Similarly, all these schemes support perfect interfer-
ence control for primary users, with the maximum over-
interference probability less than 0.015. The achieved
Figure 5 Average outage probability of cognitive destinations with different required transmission SINR. The interference threshold is set
as Ith,l = 0.2 W, and the simulation results are averaged by 2,000 channel realizations.
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Figure 6 Average over-interference probability of cognitive destinations with different required transmission SINR. The interference
threshold is set as Ith,l = 0.2 W, and the simulation results are averaged by 2,000 channel realizations.
over-interference probability is much lower than the pre-
scribed threshold ρp = 0.1 because the maximum over-
interference probability constraint C2 is strengthened in
the transformed problemsQDRM1 andQCRM1 .
Figure 7 shows the average computation time of differ-
ent schemes. We can observe that the average computa-
tion time of the PenFun algorithm is about 3 (7.5) times
higher than that of the SDR algorithm for DRM (CRM).
And moreover, DRM consumes more computation time
than CRM does.
In summary, we conclude that in the observed range of
γth,
1) As the optimization degree of freedom of CRM is
larger than that of DRM, CRM provides better resource
utilization, resulting in higher successful transmission
probability and less consumed power.
Figure 7 Average computation time with different required transmission SINR. The interference threshold is set as Ith,l = 0.2 W, and the
simulation results are averaged by 2,000 channel realizations.
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2) No matter in DRM or CRM, the PenFun algorithm
can achieve a much better solution than the SDR algo-
rithm, i.e., the PenFun algorithm supports higher success-
ful transmission probability and consumes less transmit
power. However, an iterative optimization is required as
shown in Sections 3.3.2 and 4.3, leading to a much higher
computation complexity.
3) With respect to the successful transmission prob-
ability and the total consumed power, improving the
optimization algorithm results in larger performance gain
than improving the relay mode.
4) The achieved outage probability and over-
interference probability in the proposed schemes are
much lower than the prescribed thresholds. To approx-
imate the original constraints and reduce the power
consumption, βc = − ln ρc/c (βp = − ln ρp/p) can
be adopted in the constraint transformation, where
c > 1 (p > 1) is the adjustment parameter, and can
be obtained by the training process and the bisection
search [16].
Moreover, the performance of relaying schemes which
do not consider CSIT error is also simulated. In the follow-
ing figures, the proposed relaying schemes are denoted as
‘DRM w.c. CSIT error’ and ‘CRM w.c. CSIT error’, where
the PenFun algorithm is adopted in the simulations. By
contrast, ‘DRM w/o.c. CSIT error’ and ‘CRM w/o.c. CSIT
error’ denote the relaying schemes which do not con-
sider CSIT error, and the adopted algorithms are mainly
modified from [5,7] respectively.
In Figures 8, 9, 10, and 11, γth = 150 is set, and
the performance comparison is plotted with different
interference threshold Ith,l. It is observed that although
‘DRM w/o.c. CSIT error’ and ‘CRM w/o.c. CSIT error’
acquire higher successful transmission probabilities and
lower power consumption, the achieved average out-
age probability and over-interference probability vio-
late the prescribed thresholds seriously. For example,
when Ith,l = 0.03 W, the average outage probability
and over-interference probability are 0.1994 (0.1952) and
0.3198 (0.3065) in ‘DRM w/o.c. CSIT error’ (‘CRM w/o.c.
CSIT error’), much higher than the prescribed maximum
threshold ρc = ρp = 0.1. Moreover, it is shown in
Figure 11 that as the interference threshold decreases,
the achieved over-interference probabilities in these two
schemes increase greatly.
In contrast, the proposed schemes can guarantee the
maximum outage probability constraint and the max-
imum over-interference probability constraint perfectly
no matter what value Ith,l is set. The guarantee for the
maximum outage probability and the maximum over-
interference probability is achieved at the cost of lower
successful transmission probability and larger power
consumption.
7 Conclusion
This paper investigates the optimal forwarding strat-
egy design for multicast transmission in cognitive relay
systems with both DRM and CRM. Meanwhile, to
improve the practicability of our research, imperfect
CSIT feedback is considered. For DRM, we employ the
Bernstein-type inequality to transform the probabilistic
constraints into closed-form expressions and then utilize
the SDR/PenFun method to optimize the diagonal vector.
Figure 8 Probability of successful transmission with different interference thresholds. The minimum required transmission SINR is set as
γth = 150, and the simulation results are averaged by 2,000 channel realizations.
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Figure 9 Total consumed power at the cognitive relay with different interference thresholds. The minimum required transmission SINR is set
as γth = 150, and the simulation results are averaged by 2,000 channel realizations.
For CRM, we first derive the optimal structure of the
forwarding matrix and then jointly exploit the Bernstein-
type inequality and the PenFun method to solve the
transformed problem. Simulation results show that CRM
provides higher resource utilization, and the PenFun algo-
rithm can achieve better solution than the SDR algorithm
at the cost of increased complexity. Moreover, compared
with the existing schemes, which concentrate on perfect
CSIT feedback model, the proposed scheme can provide a
superior user experience for secondary users and protect
the communications of primary users better by keeping
both the outage probability for secondary users and the
over-interference probability for primary users below the
prescribed thresholds. However, only one multicast ses-
sion and one relay node are considered in this paper. In
our future work, the research will be extended to multiple
mulicast sessions and multiple relay nodes.
Appendix A: Proof of Lemma 1
Let H = [hc,1, . . . ,hc,K ,hp,1, . . . ,hp,L], and the optimal
structure of W is analyzed in the following two different
cases.
Figure 10 Average outage probability of cognitive destinations with different interference thresholds. The minimum required transmission
SINR is set as γth = 150, and the simulation results are averaged by 2,000 channel realizations.
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Figure 11 Average over-interference probability of primary users with different interference thresholds. In this figure, the minimum
required transmission SINR is set as γth = 150, and the simulation results are averaged by 2,000 channel realizations.
In case one where K + L ≥ N ,W can be rewritten as
W = H [a,B] [ f, f⊥]H = HafH +HB(f⊥)H (40)
where a ∈ C(K+L)×1, B ∈ C(K+L)×(N−1).
A closer observation of problem Q reveals that the
optimal W should minimize ‖Wf‖2, ‖W‖2, |hHp,lWf|2,
‖hHp,lW‖2, ‖hHc,kW‖2 and meanwhile maximize |hHc,kWf|2.
It is obvious that B does not affect |hHc,kWf|2, ‖Wf‖2,
|hHp,lWf|2, and setting B = 0 reduces ‖W‖2, ‖hHp,lW‖2,
‖hHc,kW‖2. As a result, the optimalW can be written as
W = HafH = wfH . (41)












)H +H⊥cfH +H⊥D (f⊥)H
(42)
where c ∈ C(N−K−L)×1, D ∈ C(N−K−L)×(N−1).
Similarly, it can be observed that c and D does not
affect |hHc,kWf|2, |hHp,lWf|2, ‖hHp,lW‖2, ‖hHc,kW‖2, and set-
ting them as zero will reduce ‖Wf‖2 and ‖W‖2. Hence, the
optimalW can be also written as
W = HafH = wfH . (43)
In conclusion, the optimal structure of the forwarding
matrixW in Lemma 1 is acquired.
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