Undirected graphical models compactly represent the structure of large, high-dimensional data sets, which are especially important in interpreting complex scientific data. Some data sets may run to multiple terabytes, and current methods are intractable in both memory size and running time. We introduce HP-CONCORD, a highly scalable optimization algorithm to estimate a sparse inverse covariance matrix based on a regularized pseudolikelihood framework. Our parallel proximal gradient method runs across a multi-node cluster and achieves parallel scalability using a novel communication-avoiding linear algebra algorithm. We demonstrate scalability on problems with 1.28 million dimensions (over 800 billion parameters) and show that it can outperform a previous method on a single node and scales to 1K nodes (24K cores). We use HP-CONCORD to estimate the underlying conditional dependency structure of the brain from fMRI data and use the result to automatically identify functional regions. The results show good agreement with a state-of-the-art clustering from the neuroscience literature.
Introduction and background
Characterizing complex relationships in high-dimensional data is an important research problem in many disciplines including biology, economics/finance, environmental sciences, and neuroscience. Examples of interesting relationships in these applications include associations between genes, financial institutions, temperature measurements, and regions of the brain.
Suppose we want to reconstruct the underlying relationships between variables from samples. Let X ∈ R n×p be a data matrix, consisting of n independent observations of a p-dimensional random vector with mean zero and variance-covariance matrix Σ . It can be shown that the matrix Ω = (Σ ) −1 encodes the conditional pairwise dependencies between the variables; specifically, the partial correlations are just scaled versions of the elements in Ω , i.e., ρ ij·V \{i,j} = − ω ij √ ω ii ω jj , i, j = 1, . . . , p, where ρ ij·V \{i,j} denotes the partial correlation between the variables i and j given the remaining variables V \{i, j}, and ω ij , i, j = 1, . . . , p, denotes the elements of Ω . Under Gaussianity, zero partial correlation implies conditional independence [21, 7] . Recent research into the sparse estimation of Ω addresses many challenging aspects of estimating Ω from modern, high-dimensional data. In particular, 1 -regularized methods induce sparsity, as well as mitigate the instability and rank-deficiency that arise in high-dimensional settings (i.e., when p n). Sparse estimation of Ω focusing on model selection is often referred to as graphical model structure learning. Broadly, there are two types of statistically motivated methods for estimating Ω : one that uses the Gaussian likelihood function [14, 16, 9] , and another that uses some pseudolikelihood-based (i.e., regression-based) formulation [26, 30, 18] . Regularized Gaussian likelihood methods differ only in their regularization terms; however, regression-based regularized pseudolikelihood methods offer more diverse objective functions [31, 22] . In particular, the recently introduced CONCORD [18] and PseudoNet [3] estimators have been shown to have favorable theoretical and practical properties, which we summarize next.
CONCORD and PseudoNet estimators minimize a jointly convex 1 -regularized pseudolikelihoodbased objective function, in order to estimate Ω withΩ:
where Ω D and Ω X denote matrices containing just the diagonal and off-diagonal elements of Ω, · F denotes the Frobenius norm, · 1 denotes the elementwise 1 -norm, and λ 1 , λ 2 > 0 are tuning parameters. The λ 2 term was added in the recent work on PseudoNet [3] ; CONCORD's original objective function was a special case, when λ 2 = 0. Asymptotically, as n, p → ∞, CONCORD was shown to recover the support of the Ω matrix consistently; PseudoNet improved the consistency proof presented in [18] , by providing a two-step method for accurately estimating the diagonal elements of Ω. In simulations, CONCORD was more robust to heavy-tailed data in terms of model selection when compared to the popular 1 -regularized Gaussian likelihood approach, and PseudoNet improved both parameter estimation and support recovery over CONCORD. PseudoNet also showed practical improvements over CONCORD in a portfolio selection problem. From the standpoint of parallelization and scalability, the two methods are very closely related, so in the interest of brevity, we use CONCORD to refer to both methods in the remainder of this paper.
Computationally, the CONCORD objective function (1) can be optimized using a proximal gradient method, as described in [28] ; the method, known as CONCORD-ISTA, is given in Algorithm 1.
Algorithm 1 CONCORD-ISTA
Input: Data matrix X n×p , tuning parameter matrix Λ p×p 1 . Input: Tuning parameter λ2, optimization tolerance > 0. Output: Estimate Ω.
1: S ← X T X/n 2: Ω ← I (SΩ k + Ω k S) + 2λ2Ω k
6:
for τ ← 1, Ω k+1 ← SτΛ 1 (Ω k − τ G) 8 :
tr(Ω k+1 SΩ k+1 ) + λ2 Ω k+1 2 F 9:
until h k+1 ≤ q 11: until max|Ω k+1 − Ω k | < Above, the entries of the tuning parameter matrix (Λ 1 ) ij > 0, i, j ∈ V , control the amount of 1 -regularization separately for each element in Ω, while the tuning parameter λ 2 > 0 controls the amount of 2 -regularization. We denote the elementwise soft-thresholding operator as S Λ1 (Ω) = sign(Ω) max(|Ω| − Λ 1 , 0), which is the proximal operator for the nonsmooth 1 -norm part of the CONCORD objective function. As a reminder, CONCORD here refers to two versions of the estimators with and without λ 2 regularization; similarly, CONCORD-ISTA refers to the algorithm above, with both λ 1 and λ 2 regularization terms, possibly with λ 2 = 0.
In some cases, CONCORD-ISTA can decrease the running time of a coordinate descent-based approach by two orders of magnitude: the authors of [28] show that reconstructing the underlying gene-gene associations in a breast cancer dataset (where p ≈ 4,000) using CONCORD-ISTA takes just ≈ 10 minutes. However, CONCORD-ISTA quickly becomes intractable (or at least extremely slow) when analyzing full-sized gene expression data, where p ≈ 30,000, because the computational complexity of CONCORD-ISTA can be shown to be O(dp 2 ), where d is the average number of nonzeroes in Ω on each iteration. Due to this computational bottleneck, using CONCORD-ISTA on problems with more than a few thousand dimensions is challenging, despite the many desirable theoretical and practical properties of the CON-CORD estimators. Furthermore, the running time required to compute estimates across a grid of tuning parameters, often needed in resampling methods such as cross-validation, bootstrap, and stability analysis [27, 23] , would be prohibitive. In order to address this scaling challenge, we propose a massively parallel optimization method for graphical model structure learning, which we name HP-CONCORD ("HP" stands for "high performance"). As we show later (see Section 2), in some cases, HP-CONCORD takes only ≈ 21 minutes to optimize the CONCORD objective function (1) using a distributed memory parallel computing system, even when the number of dimensions is larger than one million (corresponding to over 800 billion variables).
Related work. Other parallel optimization approaches for the sparse recovery of the inverse covariance matrix have been proposed in the literature, including a regularized Gaussian likelihood method called BigQUIC [16] , a greedy regularized Gaussian likelihood method [17] , and a regularized matrix inverse estimator [37] . In particular, BigQUIC is a highly scalable method for the Gaussian likelihood approach for shared memory systems; we compare it with our method. To our knowledge, however, HP-CONCORD is the only parallel regression-based pseudolikelihood optimization method for the sparse estimation of an inverse covariance matrix.
Outline. The rest of this paper is organized as follows. Section 2 describes our parallel algorithm, HP-CONCORD. Section 3 gives timing results and makes comparisons with the leading penalized Gaussian likelihood approach. Section 4 presents a detailed empirical study, where we apply HP-CONCORD to high-dimensional functional magnetic resonance (fMRI) data.
Our algorithm: HP-CONCORD
The most compute-intensive parts of Algorithm 1 are the matrix multiplications ΩS and S = X T X/n. We consider two algorithmic variations that minimize the total amount of work in different ways, depending on characteristics of the input problem: HP-CONCORD-Cov (Cov, for short) and HP-CONCORD-Obs (Obs, for short). Cov uses X only once to precompute the sample covariance matrix S and uses S throughout, whereas Obs uses the data/observation matrix X throughout and implicitly recomputes S on the fly. We count the number of floating point operations (flops) of the bottlenecks of Cov and Obs, as shown in Algorithms 2 and 3, respectively.
Algorithm 2 Cov.
1: S ← X T X/n 2: W ← Ω 0 S 3: for k ← 0, 1, 2, . . .
4:
form W T to calculate G
5:
for τ ← 1, 
form Z T to calculate G
T X once at the beginning (line 1). It computes W = ΩS once before the loops (line 2) and once per each inner loop (line 6). It transposes W to get SΩ (Ω and S are both symmetric so (ΩS) T = SΩ) once per each outer loop. The term tr(ΩSΩ) in line 3 and 8 of Algorithm 1 is calculated as an element-wise product between W = ΩS and Ω T = Ω. S = X T X is a dense-dense matrix multiplication of size p × n × p which takes 2np 2 flops. Let s be the number of proximal gradient iterations until convergence, and let t be the average number of backtracking line search iterations per each proximal gradient iteration, and finally let d be the average number of nonzeroes per row of Ω throughout all iterations. Then W = ΩS is a sparse-dense matrix multiplication and takes 2dp 2 flops per iteration on average and is calculated st + 1 times. The total number of flops is therefore
Obs never computes the matrix S explicitly, replacing ΩS with (ΩX T )X and tr(ΩSΩ) with tr(ΩX T XΩ) = ΩX 2 flops. The total number of flops is therefore
The following lemma tells us when Cov is a more efficient option than Obs.
Lemma 1. Cov incurs fewer flops than Obs when
Otherwise, Obs is computationally cheaper than Cov.
Proof. This happens when (2) is less than (3),
We relax the comparison a little by plugging in st < st + 1 and s > s − 1,
Let r obs = n/p be the ratio of the number of observations to the number of features and let r nnz = dp/p 2 = d/p be the average percent nonzeroes of Ω throughout all iterations, 0 < r obs , r nnz ≤ 1, we can reform (5) to,
r obs /(1 − r obs ) is an increasing function. There are scientific problems of interest that favor either Cov or Obs, depending on several factors, including dimensionality and sparsity of the data. The closer n is to p, the higher r nnz can be for Cov to still require fewer flops than Obs. For example, assume t = 10 (we observed 5-15 inner iterations per one outer iteration in practice) and consider r obs = 0.01, 0.1, and 0.25, which results in r nnz < 0.001, 0.011, and 0.033, respectively. Applications with average percent nonzeroes (throughout all iterations) less than 0.1%, 1.1%, and 3.3% should benefit from Cov in these cases. 
Communication-avoiding algorithms
In addition to minimizing the total work performed, parallelization requires minimizing the various overheads that occur. Data movement, whether between levels of memory hierarchy or between processors over the network, is the most expensive operation in both time and energy, and hardware trends suggest the gap will only grow [6, 10] . It often dominates overall running time, and is especially severe in a distributed memory setting where the cost of interprocessor communication is roughly 4 orders of magnitude higher than the cost of a flop. It is not uncommon for the first attempt at parallelization to be slower than the serial code. In addition, the cost of local memory accesses by a single process are significantly impacted by the size, shape, and sparsity of the local matrices [19] .
There have been various attempts to decrease communication time in distributed environments. A recent class of communication-avoiding algorithms replicates data and reformulates computations to avoid communication asymptotically and was able to enjoy speedups ranging from 2 − 100× [4, 11, 20, 34, 19] . Our approach is motivated by the 2.5D [33] and 1.5D [19] matrix multiplication algorithms described in subsection 2.3.
Parallel cost model
We assume a system of P homogeneous processors, connected through the network, and model the total running time by the computation and communication costs on the critical path per processor. We further divide communication costs into latency and bandwidth costs. A w-word message from one processor to another processor takes α + wβ units of time, where α is the time the system takes to start sending the message (latency cost) and β is the time to send a word (reciprocal bandwidth). The total running time is therefore
where F is the number of flops computed by a processor, γ is the time per flop, S is the number of messages, and W is the total number of words sent in all messages combined. γ, α, and β are machine-dependent so we usually count F, S, and W to compare algorithms. We described earlier the value of F for Cov and Obs. Next, we discuss their parallelization and communication costs.
Distributed operations
Cov and Obs's most expensive operations are its parallel matrix multiplication and global matrix transpose. The challenge is to pick a layout for each matrix, and choose appropriate algorithms that minimize data movement both within and between steps. Parallel matrix multiplication is a well-studied problem, but most existing work is on general cases, especially dense matrices, and there is room for improvement in special cases. The most popular implementation uses a 2D layout [2, 36] , treating the processor as a square grid and making each processor responsible for all computations associated with one sub-matrix of the output. 3D [1] and 2.5D [35] algorithms are provably communication-optimal and instead divide the 3D iteration space, essentially making c copies (we will call c the replication factor) of the output matrix and having a rectangular group of processors responsible for a subset of updates to that copy; the copies are summed at the end to produce the final answer, but we will show these are not always the fastest methods in our setting. We describe three special cases based on matrix dimensions and sparsity that arise in HP-CONCORD.
p × n × p dense-dense (S = X T X and Z = Y X). X T and Y are tall-skinny and X is short-fat. Partitioning them in a 2D layout (as 2D/3D/2.5D algorithms would) would result in tall-skinny and shortfat local matrices, which perform poorly on local memory hierarchies. Instead, we treat the processors as a 1D array and distribute the rows of X T and Y (a 1D block row layout) and the columns of X (a 1D block column layout).
p × p × p sparse-dense (W = ΩS). Partitioning all matrices in 1D and shifting just the sparsest matrix around can use much less bandwidth and could outperform the classic 2D/3D/2.5D algorithms by up to two orders of magnitude [19] . Therefore, we put Ω in 1D block row and S in 1D block column layout.
As mentioned, we choose the 1D layout for Y , Ω, and X T . Figures 1 and 2 show how all distributed operations are connected together. Cov computes S = X T X by shifting X T . In each iteration, it computes W = ΩS by shifting Ω, globally transposes W , computes G from W and W T , soft-thresholds G to get Ω and converts Ω back to 1D block row layout by doing a local matrix transpose as it is symmetric. For every iteration, Obs computes Y = ΩX T by shifting X T , computes Z = Y X by shifting X, globally transposes Z to get Z T in the same layout, computes G from Z and Z T , and then soft-thresholds G to get the new Ω.
We extend the 1.5D algorithm [19] to support different replication factors for each matrix operand and use it on all multiplications. To compute C = AB, our algorithm rotates either A or B around (call this matrix R), fixing the other (call it F ) and C stationary. Let c R and c F be the replication factors of R and F . Let P be the logical array of all processors. To allow R and F different replication factors, we create two different logical views of processors for each of them, P R and P F . P R arranges P into P/c R teams by c R layers and split R equally among teams, i.e., processors P R (t R , :) own R(t R ). Likewise, P F arranges P into P/c F teams by c F layers and split F equally among teams, i.e., processors P F (t F , :) own
) work together as a team to compute C(t F ), each member/layer multiplying F (t F ) with different parts of R, as shown in Algorithm 4. Appendix A provides further details. Algorithm 4 Our 1.5D Matrix Multiplication
Shift R by δ.
4:
Calculate local C = AB.
We use AB because it could be either RF or F R.
6:
Shift R by cF .
7:
end for
8:
Sumreduce/allgather C between PF (tF , :).
9: end for
The following lemma shows that we can save factors of c R c F in latency and c R in bandwidth with this algorithm; its proof is Appendix A.3. Matrix transpose is a very expensive operation since it involves all-to-all communication (for a 1D layout); our arrangement helps with the transpose costs, as the following lemma shows (proof in Appendix A.4).
Lemma 3. Transposing C from Algorithm 4 takes log 2 Q messages and
Total communication costs
For Cov, S = X T X takes P/c 2 X messages and np/c X words. ΩS takes P/(c Ω c X ) messages and dp/c X words. ΩS is calculated for st times. Including the distributed transpose, the communication costs of Cov are
WCov = np cX + st dp cX
For Obs, Y = ΩX T and Z = Y X both take P/(c Ω c X ) messages and np/c Ω words. Y = ΩX T is computed st times. Z = Y X is calculated s times. Including the distributed transpose, the communication costs of Obs are
Space Complexity
Asymptotically, both algorithms take at least O(p 2 ) storage space: O(c X p 2 ) for Cov and O(c Ω p 2 ) for Obs. We plan to reduce their space requirement by applying blocking with some recomputation in the future. As of now, we simply scale up to more nodes when p increases, since the computation complexity grows faster than the space. As for the exact memory usage, both variants take the most space when computing G. Cov needs S, Ω, W , and W T in memory. (G can be stored in place of W .) Obs needs Ω, X, X T , Y , Z, and Z T in memory. (G can be stored in place of Z.) Therefore, their memory requirements are,
M Obs = 2c X np + c Ω (dp + np + 2p 2 ) (12)
Total running time
Plugging in F Cov , S Cov , and W Cov from Equations 2, 7, and 8 into Equation 6, we get the total running time of Cov,
Similarly, F Obs , S Obs , and W Obs from Equations 3, 9, and 10 give us the total running time of Obs,
Whether T Cov or T Obs is better depends on the problem characteristics (n, p, d, s, and t), the hardware parameters (α and β), and the replication factors (c Ω and c X , subject to c Ω c X ≤ P and M Cov , M Obs ≤ #available memory).
Numerical examples
Our experiments are designed to (1) determine when to use Cov vs. Obs in practice, (2) illustrate that replication helps avoid communication and increases scalability, and (3) compare HP-CONCORD with BigQUIC, another estimator of the inverse covariance matrix with a C++/OpenMP shared memory implementation. HP-CONCORD is implemented in C++ with OpenMP and MPI, and therefore run on multiple nodes of a cluster. We call threaded MKL for local matrix multiplications. Our test platforms are Edison at National Energy Research Scientific Computing Center (NERSC) and Eos at Oak Ridge Leadership Computing Facility (OLCF). Edison is a 5,586-node Cray XC30 machine with two 12-core Intel Xeon E5-2695 processors at 2.4GHz and 64GB DDR3 RAM each node. Eos is a 736-node Cray XC30 machine with 16-core Intel Xeon E5-2670 at 2.6GHz per node. All running times reported are benchmarked on Edison with 2 MPI processes per node and 12 threads per process. Eos is used to help search for penalty parameters and collect the brain results in Section 4.
Cov vs. Obs
We generated two synthetic datasets: chain graphs (degree 2) and random graphs (degree 60), fixing p = 40k features and varying n. We searched for the tuning parameters that would give Ω with degrees close to the solutions (2 and 60). Figure 3 shows time to convergence in seconds. The times at n = 100 and 200 are higher than larger n's because they took more iterations to converge: n = 100, 200, . . . , 12,800 took 28, 21, 20, 18, 17, 16, 16 , and 15 iterations for chain graphs and 155, 102, 47, 58, 58, 66, 61, and 76 iterations for random graphs. Cov's running times are mostly flat across all n's for both graphs because F Cov 's most dominant term, 2dp
2 (st+1), does not depend on n. F Obs has n in both terms so Obs's running time increases linearly with n.
The crossover point where Cov is faster than Obs happens later than in theory because most of Cov's flops are from sparse-dense matrix multiplication while a significant chunk of Obs's flops comes from dense-dense matrix multiplication, which is much more efficient (γ dense-dense γ sparse-dense ). Table 1 : Numbers of iterations BigQUIC and HP-CONCORD took to converge in the chain and random graphs experiments. The tuning parameters Λ ij were chosen to give about 17% of the true number of nonzeros, relative to an underlying Ω . "%PPV" and "%FDR" indicate the positive predictive values and false discovery rates, respectively, relative to Ω .
Replication effects
Replication can improve running time drastically. We observed up to a 10.18 times speedup over the nonreplicating version in our synthetic experiments. To illustrate, we run all possible replication configurations on a chain graph with n = 100, p = 40,000 on 256 nodes (512 MPI processes, 6,144 cores). Figure 4 shows the running times of Obs. Enabling various replication factors allows our algorithm to cover many new approaches, in addition to the common ones. At (c Ω , c X ) = (1, 1), our algorithm degenerates to the non-communication-avoiding version, which partitions everything to P equal parts; this took the longest running time, as expected. The notation (1, 512) means every processor has the whole X in memory, does all multiplications locally, and only communicates when replicating X and during the transpose. The best replication factor is at (16, 8) , five times faster than (1, 1).
Comparison with BigQUIC
BigQUIC [16] is a second-order method with a C++/OpenMP shared memory implementation. It is the only other ICM estimation method we are aware of that can handle more than a few tens of thousands of variables. We generated three synthetic datasets and chose the tuning parameters so that BigQUIC and HP-CONCORD recover the same number of edges (nonzeroes). We also ran HP-CONCORD on multiple nodes to test its scalability. At each number of nodes, we tried several different replication factors and picked the best running time.
Chain graphs. We fixed n = 100 and varied p from 10,000 to 1,280,000 to reproduce BigQUIC's experiment on chain graphs. As d/p is not too much smaller than n, we used HP-CONCORD with Obs. Figure 5a and Table 1 show the total running time and number of iterations to convergence. The black line represents BigQUIC's time on one node. The colored lines are the times of Obs on 1, 4, 16, 64, 256, and 1,024 nodes. The last point at 1,280,000 for BigQUIC was interpolated because it did not finish in 96 hours. BigQUIC has the computational complexity O((p + |B|)dpT T outer ) where |B| is the number of boundary nodes, T is the number of steps, and T outer is the number of conjugate gradient iterations. It is a second-order method so it took much fewer number of steps to converge than ours which is a first-order method. Even though the computational complexity and convergence rate of BigQUIC and CONCORD are vastly different, HP-CONCORD matched the running time of BigQUIC, when both ran on one node. HP-CONCORD also demonstrated good scalability, allowing the user to choose the running time they want for their problem size, e.g., at 80,000 features, they can get the results in under 4 seconds with 1,024 nodes.
Random graphs. We generated random graphs with degree 60. Figure 5b fixes n = 100 and varies p from 10,000 to 320,000. We also use Obs because d/p here is even greater than in the chain graph case. Obs was 4 times faster than BigQUIC even on one node. Obs has even better scalability here than in the chain graphs since Ω is less sparse than in chain graph and the algorithm has more flops to compute. Figure 5c uses n = p/4 for the same set of p. We use Cov here because n is large and see similar trend. Although the two values of n use different implementation approaches (Obs vs Cov), both dominate BigQUIC on a single node and scale well to multiple nodes using our communication-avoiding approach.
4 Case study: massive-scale structure learning from fMRI data
In this section, we reconstruct the functional connectivity structure of the human brain from high-dimensional blood oxygenation level dependent (BOLD) signal measurements in functional magnetic resonance imaging (fMRI) data. In practice, a commonly used measure of functional connectivity (at fine resolution) is marginal or Pearson correlation. However, pairwise marginal correlations may be driven by indirect relationships through a third variable [13] , and partial correlations are more suitable for modeling direct associations [24] . Using HP-CONCORD, we estimate a sparse partial correlation matrix as a measure of functional connectivity for the whole brain. In this context, an element in the partial correlation matrix represents the residual correlation between a pair of points after regressing out the remaining variables. Estimating partial correlations at the native resolution of modern fMRI scanner is computationally challenging [16] . With HP-CONCORD, a sparse partial correlation matrix for the whole brain can be reconstructed under an hour using a parallel computing system. Subsequently, the inferred partial correlation graph is used to induce a functional connectivity based parcellation [13] . To parcellate the brain into regions, we use two clustering approaches that take our functional dependency structure as input. We compare the resulting parcellations (clusterings) to a stateof-the-art clustering from the neuroscience literature by Glasser et al. [15] . Our preliminary and entirely data-driven parcellations generated by HP-CONCORD are able to capture some of the important features presented in Glasser's parcellations [15] that combines multimodal imaging data using significant domain knowledge.
Data. The data we use come from the Human Connectome project [32] 1 ; specifically, we use a (91, 282 × 91, 282)-dimensional group-average sample correlation matrix, consisting of the left hemisphere (≈ 30K features), the right hemisphere (≈ 30K), and sub-cortical regions (≈ 30K). The size of the dataset is roughly 60 gigabytes. Further details are in the appendix.
Approach. We first (1) generate a partial correlation graph using HP-CONCORD, and then (2) apply a graph-based clustering algorithm to the partial correlation graph arising from the sparsity pattern of the HP-CONCORD estimate. For (1), we consider all combinations of the tuning parameters λ 1 ∈{0.48, 0.5, 0.52, 0.54, 0.57, 0.59, 0.61, 0.64, 0.67, 0.69, 0.72}×λ 2 ∈{0.10, 0.13, 0.16, 0.2, 0.25, 0.31, 0.39, 0.49} (tuning parameters outside these ranges yielded either trivially sparse or dense estimates). For each graph generation, we used scalar values of λ 1 and λ 2 for simplicity. Qualitative comparison with thresholded sample correlation matrix shows the advantage of using partial correlation approach.
Subsequently, for (2), the clustering algorithms we consider are the (well-known) Louvain method [8] , and a relatively new clustering method (further details are in the appendix) from the persistent homology literature [12] that leverages the degree matrix associated with the partial correlation graph. Additionally, because the clusterings from [15] treat the left and right hemispheres of the brain separately, we also run (and evaluate) our clustering algorithms on the subgraphs associated with only the left and right hemispheres.
Evaluation. As mentioned, our main points of comparison are the state-of-the-art clusterings, for the left and right hemispheres, from Glasser et al. [15] , presented in Figure 6 . However, we also consider a simple baseline, given by discarding {99, 99.1, . . . , 99.8, 99.9, 99.91, . . . , 99.98, 99.99}% of the sample covariance matrix entries: keep entries with the largest magnitudes (c.f. [25] ) in order to generate (marginal) correlation graphs. This baseline lets us probe the comparative advantage of using marginal vs. partial correlations. To quantitatively compare clusterings, we consider a variation of the standard Jaccard score; see the appendix for details. Figure 6 : The clusterings from Glasser et al. [15] , for the left and right hemispheres of the brain; the clusterings were generated by applying a multi-class, shallow neural network to the same data we use [32] , but use a significant amount of domain knowledge in order to post-process the results by hand. The colors have no significance, except to demarcate the different clusters.
Results. Table 2 shows examples of dependency structures recovered by HP-CONCORD and thresholding the sample correlation matrix. Top two sparsity patterns are the most prominent partial correlations recovered by HP-CONCORD corresponding to two different sets of two penalty parameter choices, λ 1 and λ 2 . The bottom sparsity pattern is from thresholding the sample correlation matrix. Striking features of the sparsity patterns of partial correlation matrices are (1) the pronounced block-diagonal structure, and (2) spatial locality of the most prominent relationships. (3) Furthermore, the differences between the partial correlation matrix and thresholded marginal correlation matrix may seem subtle due to the extreme size of the matrix; but, the seemingly subtle differences clearly result in significant difference in the downstream analysis. We discuss these three aspects in more detail below. We emphasize that the features leading to the following observations arise naturally, without being hard-coded into our method and without imposing any assumptions about the underlying functional connectivity structure.
(1) In Table 2 , HP-CONCORD estimates show near perfect block-diagonal structures, where the blocks turn out to correspond to the left and right hemispheres. The recovered block diagonal structure indicates that much of the variation at any given point can be explained by neighbors in the same hemisphere. (2) Furthermore, the sparsity patterns of the blocks themselves turn out to correspond to the (spatially) closest voxels ( Figure 9 in the appendix), which is consistent with the belief in neuroscience [29] . When taken together, these two observations suggest that locally contiguous regions of the brain are functionally more closely associated as compared to their respective symmetric areas in the mirroring hemisphere. However, thresholded sample correlation matrix shows significant off-block-diagonal structures which are likely to be indirect associations [24] .
(3) Often in practice, inferred dependency structures/functional connectivities are used for downstream analysis. We will illustrate the significant difference between the estimated (sparse) partial correlation Table 2 : The best clusterings relative to Glasser's [15] , according to the (modified) Jaccard score. The leftmost column presents the sparsity patterns of the whole brain (black indicates a nonzero entry) of the estimate yielding the best clustering for the left hemisphere. The score under each figure is the percentage of the best Jaccard score it attains (higher is better); since the persistent homology clusterings perform the best, these percentages are just 100. The actual Jaccard scores, as well as a significantly expanded set of results, can be found in the appendix. Also indicated are the tuning parameter values yielding the clusterings (i.e., λ 1 , λ 2 for HP-CONCORD; ε ≥ 0, k ∈ Z + controlling the number of clusters for the persistent homology and Louvain methods, respectively; and t denoting the percentage of discarded sample covariance matrix entries). The colors in the various plots have no special meaning.
and thresholded sample correlation matrices by using them as inputs to a functional connectivity based parcellation (clustering) procedure. Although the sparsity patterns of the HP-CONCORD and sample covariance matrix estimates appear vaguely similar, the subtle differences between them drive the (significant) differences in the resulting clusterings. The top and middle rows of Table 2 present the best clusterings generated by HP-CONCORD followed by the persistent homology and Louvain methods, respectively, when compared to Glasser's clusterings [15] presented in Figure 6 , according to the (modified) Jaccard score; the bottom row presents the best clusterings generated by thresholding the sample covariance matrix at various levels. The middle and right columns present the results for the left and right hemispheres, respectively. We see that the persistent homology clusterings perform the best, in terms of Jaccard score, across both hemispheres.
Qualitatively, we see that the persistent homology clusterings are able to identify several clusters of interest to the neuroscience community (c.f. Figure 3 in [15] ); this is certainly encouraging, since we do not expect perfect recovery of all the clusters in Figure 6 , as the latter clusters rely on a significant amount of domain knowledge.
2 Some examples: the persistent homology clusterings seem to pick out area 55b, involved in hearing; the lateral intraparietal cortex (LIPv), involved in eye movement; and much of the variation in the temporal cortex, involved in processing information from the senses. On the other hand, the Louvain method and the clusterings generated by the sample covariance matrix seem to miss these clusters, as they appear overly smooth. Along these lines, all the methods seem to miss Brodmann's area 44, involved in hearing and speaking, and the middle temporal visual area (MT), involved in seeing moving objects.
Conclusion
In this work, we present HP-CONCORD, a highly scalable inverse covariance matrix estimation method. Based on regularized pseudolikelihood approach, our parallel algorithm leverages distributed memory systems to recover the underlying graph structure at unprecedented dimensionalities. HP-CONCORD exhibits good parallel scaling to thousand of nodes, taking advantage of the aggregate memory across the system to analyze previously intractable data sets. Implementation of our approach is freely available as source code at https://bitbucket.org/penpornk/spdm3-hpconcord and as a compiled global user module on Edison system at National Energy Research Scientific Computing Center (http://www.nersc.gov/).
HP-CONCORD bridges a computational scalability gap between statistically sound CONCORD methods and practical usability for some of the largest modern day datasets. HP-CONCORD is a statistically grounded and extremely scalable unsupervised learning method that is able to sift through close to a trillion pairwise relationships to find the most prominent ones.
We presented multiple version of HP-CONCORD that are optimized for different sparsity and dimensionality settings, using communication-avoiding linear algebra routines to give both versions good parallel effeciency. We analyzed the performance of HP-CONCORD on synthetic data sets, comparing it to the dominant method for large problems, BigQUIC. While the two methods have similar performance on a single compute node with a chain graph of dependences, HP-CONCORD outperforms BigQUIC for a randomized graph on a single node for the problem sizes we tested. By using multiple compute nodes, HP-CONCORD decreases the running time by orders of magnitude.
Unlike the BigQUIC method, HP-CONCORD does not make any assumptions about the nature of underlying dependency structure. This makes HP-CONCORD more general, but not as fast as they could be for those special cases. For example, BigQUIC benefits from pre-selecting the active set and graph clustering to divide up computation into separate chunks. Scalability and speed-up of BigQUIC benefits from approximate block structure and any deviation from the assumption is corrected by the method. These improvements would also be beneficial for HP-CONCORD and a good future research direction.
In addition to the synthetic data, we presented a case study using HP-CONCORD to recover the underlying connectivity from a resting state fMRI dataset leveraging many processors. From the HP-CONCORD output, a clustering step takes the graphical model structure and generates a data-driven functional connectivity parcellation. This analysis shows good agreement with previous analysis done with domain knowledge, and will lead to additional work in collaboration with domain experts on the implications to our understanding of functional connectivity of the brain.
A 1.5D Matrix Multiplication
This appendix details how Algorithm 4 computes C = AB. We generalizes the 1.5D matrix multiplication [4] . Our contributions are
• We support different multiplication factors for A and B while the original uses the same replication factor for all matrices. This gives us a much larger replication parameter space to tune for.
• We give a high-level algorithm which is applicable to many combinations of matrix layouts. The original algorithm only covers all-block-column layout or inner-product layout.
• Our algorithm covers shifting either matrix A or B. The original algorithm only consider shifting A.
Our algorithm partitions all matrices in 1D layout. We pick one operand to move around (A or B) and fixing the other operand and C stationary. We will call the rotating matrix R and the other fixed operand F . Below are our notations, Notation Meaning P Total number of processors. R Matrix operand being rotated (A or B). F Matrix operand being fixed (B or A). c R Replication factor of R. c F Replication factor of F and C. P Array of all processors. P R Logical grid of processors of size P/c R teams by c R layers. P F Logical grid of processors of size P/c F teams by c F layers.
Our indexing is zero-based and cyclic.
A.1 Topology and data layout
We create two logical views of processors to allow R and F to have different replication factors, P R and P F . (C has the same replication factor as F and also uses P F .) P R is P/c R teams by c R layers. It splits R in 1D equally among teams, i.e., processors P R (t R , :) own R(t R ). Each part of R is replicated c R times on c R layers, hence we call c R the replication factor of R. P F is P/c F teams by c F layers. It splits F in 1D equally among teams. Processors P F (t F , :) own F (t F ) and work together to compute C(t F ). A processor P(i) is both P R ( i/c R , i mod c R ) = P R (t R , R ) and P F ( i/c F , i mod c F ) = P F (t F , F ). To R, it is in layer R of team t R . To F and C, it is in layer F of team t F .
A.2 Multiplication
Team P F (t F , :) is responsible for computing C(j). Each team member computes appropriate multiplications between the fixed matrix F (t F ) with different parts of R. We bring back the pseudocode:
To avoid doing redundant work, each member must start with different parts of R. (Recall that all P(t R , :) initially have R(t R ).) Line 2 calculates an offset δ. Line 3 shifts R by δ, causing each team members to hold different parts of R (from R(t R ) to R(t R + c F − 1), although not necessarily in this order). Next, we alternate between multiplying the local matrices and shifting R by c F to get c F new parts of R. There are P/c R different parts of R and each team calculates c F parts at once (one per part per each team member). Therefore, the algorithm takes P/(c R c F ) rounds to complete the mulplication.
The matrix layout combinations our algorithms supports are (in order of A's, B's, and C's): row-rowrow, row-col-row, row-col-col, and col-col-col. Figure 7 shows examples for row-col-col on 16 processors. We rotate A to get C in 1D block column. Figure 7a shows the case where c A ≤ c B (c A = 4 and c B = 2). The Original row shows the original layouts of A and B. Written on each matrix parts are the processor ranks (i in P(i)). In round 0, each processor performs an initial shift so that P B (t B , :) as a whole would multiply Algorithm 4 Our 1.5D Matrix Multiplication
4:
for P c F c R rounds do
5:
6:
7:
8:
Sumreduce/allgather C between PF (tF , :). 
A.3 Communication costs
Let nnz(·) denote the number of nonzereos of a matrix, sparse or dense. There are p/(c R c F ) rounds, each round each processor sends a message. The message size is nnz(R)/(P/c R ) = c R nnz(R)/P . The total number of messages and words are,
A.4 Transposing the Resulting Matrix C
Normal 1D partitioning without replication requires all P processors to talk to all other processors in a transpose. Replication helps us limit the number of processors each processor has to exchange matrices with. For example, in Figure 7a , processor 0 has to exchange sub-matrices with processors 2, 8, and 10 to do a transpose, not all processors anymore. For each team P F (t F , :), there are P/c R block rows of C(t F ) to calculate, so each processor P F (t F , ) calculates P/(c R c F ) submatrices of C(t F ). When being transposed, each submatrix will span max(c R /c F , c F /c R ) submatrices from other teams. The number of processors each processor has to communicate to in a transpose is
The size of each submatrix of C each processor is sending to another processor is A C (a) cA ≤ cB. Original   0  1  0  1  2  3  2  3  5  4  5  4  7  6  7  6  8  9  8  9  10  11  10  11  13  12  13  12  15  14  15 An all-to-all communication between P processors where everyone sends and receives w words from everyone takes O(log p) messages and O(wp log p) words. Therefore, the costs of transposing the resulting matrix C from Algorithm 4 are
B Additional details for the neuroscience experiments B.1 The fMRI data
Here, we present further details on the fMRI data. The sample covariance matrix we use was generated in the following way (c.f. Figure 2 of [5] ). First, 1,200 subjects were put into a state-of-the-art fMRI machine and measurements were taken without stimulating the subjects, every 0.7 seconds for an hour, at 2 millimeter × 2 millimeter × 2 millimeter cubes/voxels spread evenly throughout the cerebral cortex. Next, as fMRI data is typically very noisy, a significant amount of post-processing was done to denoise the data, ultimately leading to a data matrix X with dimensions n ≈ 6, 171, 400, p = 91, 282. To further reduce the level of noise, the columns of the data matrix were then averaged over the 1,200 subjects, leading to a data matrix with dimensions n ≈ 5, 142, p = 91, 282, from which the sample covariance matrix was finally computed.
B.2 The sparsity patterns of the HP-CONCORD estimates
As mentioned in Section 4, the sparsity patterns of the diagonal blocks of the HP-CONCORD estimates turn out to correspond to the (spatially) closest voxels on the left and right hemispheres; here we provide some further details. In Figure 9 , we present the sparsity pattern of the HP-CONCORD estimate attaining the best clustering, for the left hemisphere, in the middle column of Table 2 ; in Figure 9 , we also present the sparsity pattern of a matrix we constructed, where the (i, j)th entry of the matrix is the great-circle distance between the voxels i and j, after retaining only 0.1% of closest voxels. The sparsity patterns of the distance matrix and HP-CONCORD estimates indeed look visually similar, suggesting that the best HP-CONCORD estimate has recovered some of the spatial signal in the data, without being "told" to do so. Inspecting the right hemisphere conveys the same message.
B.3 Persistent homology-based clustering algorithm
We map the degree of a vertex in the inverse covariance graph, described by matrix Ω p×p , onto the surface of a brain. We thus obtain a function f : S → Z, where S is the triangulation of the cortical surface. We apply the watershed algorithm [2] to f by sweeping the vertices from the highest value to the lowest. We start a new label if the vertex has no labeled neighbors in S. If it does, we propagate the label with the maximum starting value.
The resulting parcellation is usually too fine: every local maximum of f produces a new label. We use the theory of persistent homology [3] to coarsen the parcellation. During the sweep, we build the dual graph G of the labels. When we start a new label l at a vertex u, we add l to the graph and assign to it the value f (u). When two labels, l 1 and l 2 , that fall in different components of G, meet at a vertex v during the sweep, we add an edge (l 1 , l 2 ) to G. We find the maximum values, a 1 and a 2 , assigned to any vertex in the components of l 1 and l 2 in G, and assign to the new edge the value min{a 1 , a 2 } − f (v). (It's not difficult to verify that this is exactly the persistence of the vertex v.)
Once we construct the dual graph G, given a simplification threshold ε, we treat the connected components of the subgraph of G induced by the edges with values at most ε as the new parcels. As we increase ε, the parcels merge, and the parcellation gets coarser. Table 2 , where we have only plotted the 29,696 coordinates belonging to the left hemisphere. Right: the sparsity pattern of a (91, 282 × 91, 282)-dimensional (symmetric) matrix we constructed, whose (i, j)th entry is the great-circle distance between the voxels i and j, where we have (again) only plotted the 29,696 coordinates belonging to the left hemisphere, and additionally retained just the 0.1% of closest voxels. In both plots, black indicates a nonzero entry.
B.4 The (modified) Jaccard score
To quantitatively compare clusterings, we consider a variation of the standard Jaccard score,
where C 
B.5 Expanded set of results
Here, we provide an expanded set of figures and tables from the experiments with (1) various penalty values of HP-CONCORD (λ1 and λ2), (2) two parts of the brain (left and right hemisphere), (3) two clustering methods, taking in the partial correlation graph from HP-CONCORD as inputs (persistent homology and Louvain methods), and (4) two clustering coarseness levels (more clusters and fewer clusters). Table 3 summarizes all the tables we have.
Method

Brain part
Left hemisphere Right hemisphere Clusterings Jaccard scores Clusterings Jaccard scores Persistent homology = 3 (fewer clusters) Table 4  Table 14  Table 5  Table 15 = 0 (more clusters) Table 6  Table 16  Table 7  Table 17 Louvain method k = 0 (fewer clusters) Table 8  Table 18  Table 9  Table 19 k max (more clusters) Table 10  Table 20  Table 11  Table 21   Table 3 : Summarizing tables corresponding to various experiments. Table 4 : The clusterings, for the left hemisphere, generated by HP-CONCORD followed by the persistent homology method, at the tuning parameter values: ε = 3 (generally corresponding to fewer clusters) as well as all the λ 1 , λ 2 values we describe in Section 4. Table 14 presents the Jaccard scores (15) for these clusterings. "-", if present, indicates a degenerate clustering that puts either all the voxels into a single cluster or each voxel into its own cluster. Table 5 : The clusterings, for the right hemisphere, generated by HP-CONCORD followed by the persistent homology method, at the tuning parameter values: ε = 3 (generally corresponding to fewer clusters) as well as all the λ 1 , λ 2 values we describe in Section 4. Table 15 presents the Jaccard scores (15) for these clusterings. "-", if present, indicates a degenerate clustering that puts either all the voxels into a single cluster or each voxel into its own cluster. Table 6 : The clusterings, for the left hemisphere, generated by HP-CONCORD followed by the persistent homology method, at the tuning parameter values: ε = 3 (generally corresponding to more clusters) as well as all the λ 1 , λ 2 values we describe in Section 4. Table 16 presents the Jaccard scores (15) for these clusterings. "-", if present, indicates a degenerate clustering that puts either all the voxels into a single cluster or each voxel into its own cluster. Table 7 : The clusterings, for the right hemisphere, generated by HP-CONCORD followed by the persistent homology method, at the tuning parameter values: ε = 0 (generally corresponding to more clusters) as well as all the λ 1 , λ 2 values we describe in Section 4. Table 17 presents the Jaccard scores (15) for these clusterings. "-", if present, indicates a degenerate clustering that puts either all the voxels into a single cluster or each voxel into its own cluster. Table 8 : The clusterings, for the left hemisphere, generated by HP-CONCORD followed by the Louvain method, at the tuning parameter values: k = 0 (generally corresponding to fewer clusters) as well as all the λ 1 , λ 2 values we describe in Section 4. Table 18 presents the Jaccard scores (15) for these clusterings. "-", if present, indicates a degenerate clustering that puts either all the voxels into a single cluster or each voxel into its own cluster. Table 9 : The clusterings, for the right hemisphere, generated by HP-CONCORD followed by the Louvain method, at the tuning parameter values: k = 0 (generally corresponding to fewer clusters) as well as all the λ 1 , λ 2 values we describe in Section 4. Table 19 presents the Jaccard scores (15) for these clusterings. "-", if present, indicates a degenerate clustering that puts either all the voxels into a single cluster or each voxel into its own cluster. Table 11 : The clusterings, for the right hemisphere, generated by HP-CONCORD followed by the Louvain method, at the tuning parameter values: the largest value of k considered by Louvain (generally corresponding to more clusters) as well as all the λ 1 , λ 2 values we describe in Section 4. Table 21 presents the Jaccard scores (15) for these clusterings. "-", if present, indicates a degenerate clustering that puts either all the voxels into a single cluster or each voxel into its own cluster. t = 99 t = 99.9 t = 99.99 Table 12 : The clusterings, for the left and right hemispheres (see the top and bottom rows, respectively), generated by thresholding the sample covariance matrix at various levels t followed by the Louvain method, at the tuning parameter values: k = 0 (generally corresponding to fewer clusters) as well as all the λ 1 , λ 2 values we describe in Section 4. t = 99 t = 99.9 t = 99.99 Table 13 : The clusterings, for the left and right hemispheres (see the top and bottom rows, respectively), generated by thresholding the sample covariance matrix at various levels t followed by the Louvain method, at the tuning parameter values: the largest value of k considered by Louvain (generally corresponding to more clusters) as well as all the λ 1 , λ 2 values we describe in Section 4. Table 14 : The Jaccard scores (15) for the clusterings of the left hemisphere in Table 4 , generated by HP-CONCORD followed by the persistent homology method, at the tuning parameter values: ε = 3 (generally corresponding to fewer clusters) as well as all the λ 1 , λ 2 values we describe in Section 4. "-", if present, indicates a degenerate clustering that puts either all the voxels into a single cluster or each voxel into its own cluster. Table 15 : The Jaccard scores (15) for the clusterings of the right hemisphere, generated by HP-CONCORD followed by the persistent homology method, at the tuning parameter values: ε = 3 (generally corresponding to fewer clusters) as well as all the λ 1 , λ 2 values we describe in Section 4. "-", if present, indicates a degenerate clustering that puts either all the voxels into a single cluster or each voxel into its own cluster. Table 16 : The Jaccard scores (15) for the clusterings of the left hemisphere, generated by HP-CONCORD followed by the persistent homology method, at the tuning parameter values: ε = 3 (generally corresponding to more clusters) as well as all the λ 1 , λ 2 values we describe in Section 4. "-", if present, indicates a degenerate clustering that puts either all the voxels into a single cluster or each voxel into its own cluster. Table 17 : The Jaccard scores (15) for the clusterings of the right hemisphere, generated by HP-CONCORD followed by the persistent homology method, at the tuning parameter values: ε = 0 (generally corresponding to more clusters) as well as all the λ 1 , λ 2 values we describe in Section 4. "-", if present, indicates a degenerate clustering that puts either all the voxels into a single cluster or each voxel into its own cluster. Table 18 : The Jaccard scores (15) for the clusterings of the left hemisphere, generated by HP-CONCORD followed by the Louvain method, at the tuning parameter values: k = 0 (generally corresponding to fewer clusters) as well as all the λ 1 , λ 2 values we describe in Section 4. "-", if present, indicates a degenerate clustering that puts either all the voxels into a single cluster or each voxel into its own cluster. Table 19 : The Jaccard scores (15) for the clusterings of the right hemisphere, generated by HP-CONCORD followed by the Louvain method, at the tuning parameter values: k = 0 (generally corresponding to fewer clusters) as well as all the λ 1 , λ 2 values we describe in Section 4. "-", if present, indicates a degenerate clustering that puts either all the voxels into a single cluster or each voxel into its own cluster. Table 20 : The Jaccard scores (15) for the clusterings of the left hemisphere, generated by HP-CONCORD followed by the Louvain method, at the tuning parameter values: the largest value of k considered by Louvain (generally corresponding to more clusters) as well as all the λ 1 , λ 2 values we describe in Section 4. "-", if present, indicates a degenerate clustering that puts either all the voxels into a single cluster or each voxel into its own cluster. Table 21 : The Jaccard scores (15) for the clusterings of the right hemisphere, generated by HP-CONCORD followed by the Louvain method, at the tuning parameter values: the largest value of k considered by Louvain (generally corresponding to more clusters) as well as all the λ 1 , λ 2 values we describe in Section 4. "-", if present, indicates a degenerate clustering that puts either all the voxels into a single cluster or each voxel into its own cluster.
