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The Bogoliubov approach to superconductivity provides a strong mathematical support to the
wave function ansatz proposed by Bardeen, Cooper and Schrieffer (BCS). Indeed, this ansatz —
with all pairs condensed into the same state — corresponds to the ground state of the Bogoliubov
Hamiltonian. Yet, this Hamiltonian only is part of the BCS Hamiltonian. As a result, the BCS
ansatz definitely differs from the BCS Hamiltonian ground state. This can be directly shown either
through a perturbative approach starting from the Bogoliubov Hamiltonian, or better by analytically
solving the BCS Schro¨dinger equation along Richardson-Gaudin exact procedure. Still, the BCS
ansatz leads not only to the correct extensive part of the ground state energy for an arbitrary
number of pairs in the energy layer where the potential acts — as recently obtained by solving
Richardson-Gaudin equations analytically — but also to a few other physical quantities such as
the electron distribution, as here shown. The present work also considers arbitrary filling of the
potential layer and evidences the existence of a super dilute and a super dense regime of pairs,
with a gap different from the usual gap. These regimes constitute the lower and upper limits of
density-induced BEC-BCS cross-over in Cooper pair systems.
PACS numbers:
I. INTRODUCTION
A centenary ago, Kammerling Onnes [1] discov-
ered superconductivity which is one of the most
fascinating phenomena of Solid State Physics: in-
deed, it is so at odd from usual understanding
that half a century has been necessary to reach
some acceptable microscopic picture of the phe-
nomenon. The first clue came from understand-
ing that, in spite of their Coulomb repulsion, two
electrons can attract each other via the ion mo-
tion [2]. Although very small, the resulting effec-
tive attraction can produce a two-electron bound
state when acting in an energy range having a fi-
nite density of states, as shown by Leon Cooper [3].
The next step was to note that fermion pairs be-
ing boson-like particles, two-electron bound states
should condense into a collective state quite dif-
ferent from a “normal” electron gas. Although
this condensation was claimed to be totally differ-
ent from Bose-Einstein condensation for elemen-
tary bosons [4], the wave function ansatz used in
the Bardeen-Cooper-Schrieffer (BCS) theory of su-
perconductivity [5] yet is the grand canonical en-
semble version of all pairs condensed into the same
state — as seen more in detail below. To support
this difference, it is however clear that a state read-
ing as the product of two linear combinations of
free electron pairs is different from two individual
products because, due to the Pauli exclusion prin-
ciple, one free fermion pair state is “missing in the
second pair”. Since this Pauli blocking effect in-
creases with pair number, the state reading as a
product of N identical linear combinations of free
electron pairs ends by being very different from N
individual products, as it would be for N elemen-
tary bosons in a Bose-Einstein condensate.
Nevertheless, even if more and more free pair
states are missing when the number of correlated
pair states increases — through what we called
“moth-eaten effect” [6] in the exciton context —
it is yet of importance to know if the picture of su-
perconductivity resulting from a product of iden-
tical electron pairs still is an acceptable picture
of the phenomenon. This picture comes from an
ansatz which, as formidable support, relies on the
fact that it leads to easy calculations with results
in agreement with experiments. Nevertheless, it
is well known that wave functions are quite sub-
tle quantities, different ones possibly giving same
values for quantities as averaged as the energy.
The fact that Cooper pairs are not elementary
but composite bosons pushes us to question the
widely spread idea that these fermion pairs form a
condensate with all pairs in the same linear com-
bination of free-pair states, as in the case of ele-
mentary boson condensate, even if, clearly, some
collective effect takes place in this condensation,
as evidenced by the fact that the linear combina-
tion in the BCS ansatz is definitely different from
the one of a single pair found by Cooper[3]. This
question becomes even more relevant when con-
sidering the work done by Richardson[7] and by
Gaudin[8] a few years after the BCS milestone
2paper on superconductivity[5]. Indeed, these au-
thors succeeded to write the exact form of the N -
pair eigenstates for the Hamiltonian considered by
Bardeen, Cooper and Schrieffer[5] — which turns
out to be one of the very few exactly solvable mod-
els. This exact N -pair wave function reads as
B†(R1) · · ·B†(RN )|F0〉 , (1)
where B†(Ri) is the following linear combination
of up and down spin electrons,
B†(Ri) =
∑
k
ωk
2ǫk −Ri a
†
k↑a
†
−k↓ . (2)
ωk is equal to 1 in the energy layer where the po-
tential acts — later on called “potential layer”.
|F0〉 is the frozen core Fermi sea, made of electrons
which do not feel the BCS potential, i.e., electrons
for which ωk = 0. The Ri’s are solution of N cou-
pled equations
1 = V
∑
k
ωk
2ǫk − Ri +
∑
j 6=i
2V
Ri −Rj . (3)
In view of the second term of the above equation
which can be traced back to the Pauli exclusion
principle [9], the Ri’s must be all different. As
a result, the exact wave function given in Eq.(1)
evidently differs from N pairs in the same linear
combination, as in the BCS ansatz.
Over the last half century [10], these Richarson-
Gaudin equations stayed analytically unsolved for
arbitrary pair number N and arbitrary potential
strength V . In order to better understand the ef-
fect of Pauli blocking between composite bosons
— which imposes to consider a fixed number of
pairs feeling the potential and thus amounts to
stay in the canonical ensemble — we tackled these
Richardson-Gaudin equations again quite recently
[6, 11, 12]. In contrast to traditional BCS theory of
superconductivity which corresponds to fill half of
the potential layer, the Richardson-Gaudin proce-
dure allows us to consider arbitrary fillings of this
layer. We first succeeded to get the Ri’s solution
of these Richardson’s equations in the dilute limit
of pairs [6], and then found a way [13] to reach
their sum which is the N -pair ground state energy
EN =
∑
iRi, without having to calculate the Ri’s
individually (see also Ref. [14]). We found that
EN takes a nicely compact N -dependence,
EN = NE1 +
N(N − 1)
ρ
1 + σ
1− σ , (4)
within underextensive terms in (N/ρ)n indepen-
dent of sample volume and thus negligible in front
of the two terms of Eq.(4). ρ is the density of
states taken as constant in the potential layer.
E1 = 2ǫF0 − 2Ωσ/(1− σ) with σ = exp(−2/ρV ) is
the single pair energy found by Cooper, ǫF0 being
the Fermi energy of the frozen core electrons, i.e.,
electrons which do not feel the potential. Ω is the
potential layer extension, of the order of twice a
phonon energy.
It is remarkable to note that this expression
of the N -pair energy fully agrees not only with
Cooper’s result for N = 1, but also with the
ground state energy obtained by Bardeen, Cooper
and Schrieffer in the dense regime, through a mini-
mization of the Hamiltonian mean value calculated
within the wave function ansatz[5] — which funda-
mentally corresponds to take the N pairs all con-
densed into the same linear combination, while the
exact wave function given in Eq.(1) definitely cor-
responds to different linear combinations. Indeed,
the BCS ground state energy is known to read in
the weak coupling limit, σ ≃ 0, as
ENBCS ≃
1
2
ρ∆2 , (5)
where, in this limit, the gap ∆ scales as Ω
√
σ. This
result fully agrees with Eq.(4) in the case of half
filling, i.e., a pair number equal to NBCS = ρΩ/2,
which corresponds to a potential extending sym-
metrically over a phonon energy scale, on both
sides of the normal electron Fermi sea. Even if
cases of wave functions very different from the ex-
act one while giving the correct energy, have been
reported, the fact that the exact N -pair energy
does support the BCS wave function ansatz still is
quite puzzling because, in this ansatz, the N pairs
are condensed all into the same state while in the
exact wave function, they all are in different states
due Pauli blocking between the fermionic compo-
nents of these composite bosons.
Actually, there is another approach to super-
conductivity different from the Richardson-Gaudin
procedure which allows reaching some microscopic
understanding of this ansatz, while evidencing that
this ansatz formally differs from the exact wave
function. It is based on the Bogoliubov approach
to superconductivity. This approach allows an ex-
act diagonalization of a part of the original BCS
Hamiltonian extended to the grand canonical en-
semble. We here show that the ground state of
this partial Hamiltonian corresponds to the BCS
ansatz. Contributions to the ground state energy
coming from the remaining part of the BCS Hamil-
tonian can be made negligible in the thermody-
namical limit, i.e., when the change from canon-
ical to grand canonical ensemble is expected to
be small. Nevertheless, this remaining part of the
BCS Hamiltonian still changes the ground state
itself, which thus formally differs from the BCS
ansatz with all pairs condensed into the same state.
Such a conclusion on the ground state energy has
already been reached by Boboliubov [15] and also
by Bardeen and Rickayzen [16] using single-particle
3Green functions, in a form given by Galitskii [17].
We also wish to mention Mattis and Lieb’s work
[18], which supports the results of BCS theory ob-
tained within the BCS ansatz.
Although the ground state energy for sure is a
major physical quantity, which explains why previ-
ous works concentrated on showing the validity of
the BCS result for this quantity, the validity of the
BCS ansatz for the ground state is of fundamental
importance because this ground state ansatz is at
the origin of our common microscopic understand-
ing of superconductivity, “with all pairs condensed
into the same state”. The purpose of the present
work is to concentrate on this ground state, in or-
der to better understand why, even if formally dif-
ferent from the exact form, the BCS ansatz can
still catch the correct energy as well as a few other
correlation functions, such as the electron distri-
bution.
The present paper is organized as follows.
In section II, we briefly recall the BCS model
Hamiltonian for superconductivity and the ground
state ansatz proposed by Bardeen, Cooper and
Schrieffer, with particular emphazis on its projec-
tion to the N -pair subspace.
In section III, we propose a very simple pre-
sentation of the Bogoliubov approach to the BCS
problem based on splitting the BCS Hamiltonian
HBCS extended to the grand canonical ensemble,
as HˆBCS = HˆB+W , these two parts depending on
a set of scalars which, at this stage, are taken as
arbitrary. We then show how to easily diagonalize
the ”Bogoliubov Hamiltonian” HˆB.
In section IV, we discuss some properties of the
”Bogoliubov Hamiltonian” eigenstates. In partic-
ular, we show that the form of HˆB ground state
just corresponds to the BCS ansatz. This gives
a strong mathematical support to this ansatz in
spite of its obvious difference with the exact form
of the BCS ground state obtained by Richardson
and by Gaudin.
In section V, we introduce the difference W =
HˆBCS−HˆB between the BCS Hamiltonian and the
Bogoliubov Hamiltonian as a perturbation, and we
determine the set of scalars introduced in the Bo-
goliubov procedure which makes the W contribu-
tions to the HˆBCS ground state energy underex-
tensive.
In section VI, we consider the mean values of
a few physical operators in the HˆB ground state
and in the HˆBCS ground state calculated through
perturbation theory in W . We show that the
scalars introduced in the Bogoliubov procedure
which leads to the correct value for the ground
state energy, also give the correct value for a few
relevant quantities such as the electron distribu-
tion.
In section VII, we come back to the ground state
of the Bogoliubov Hamiltonian HˆB and consider
not only the standard BCS half-filling configura-
tion, but also an arbitrary filling of the potential
layer. Although these arbitrary fillings are difficult
to achieve experimentally, their analysis allows a
deeper understanding of Cooper-paired states by
bridging two textbook problems, namely, the sin-
gle Cooper pair problem and the BCS model for
superconductivity. It is worth noting, as argued in
Ref. [19], that these arbitrary fillings can be rel-
evant in some semiconductor situations (see also
Ref. [20]).
In Section VIII, we consider the HˆB excited
states and derive the energy gap for an arbitrary
filling of the potential layer. This study reveals
the existence of an extremely dilute and an ex-
tremely dense regime of pairs with a gap different
from the usual gap. These two regimes have to be
considered in a complete description of the density
induced BEC-BCS cross-over in Cooper pair sys-
tems along the line proposed by Eagles[20] and by
Leggett[21].
In the last section, we present some concluding
comments.
II. BCS WAVE FUNCTION ANSATZ
We consider a system made of N pairs of dif-
ferent fermions α and β. In the case of BCS su-
perconductivity, these two fermions are the up and
down spin electrons. For fermions with same mass,
the Hamiltonian free part reads in terms of their
creation operators a†k and b
†
k as
H0 =
∑
k
ǫk(a
†
kak + b
†
kbk) . (6)
In usual BCS pairing, fermion-fermion attraction
is reduced to zero-momentum pair processes. So,
the total Hamiltonian reads asHBCS = H0+VBCS
with
VBCS = −
∑
k′,k
Vk′ka
†
k′b
†
−k′b−kak . (7)
In order to end with an analytically solvable prob-
lem, we will ultimately take these Vk′k scatterings
in a separable form V ωk′ωk.
We want to determine the ground state of these
N pairs. In order to have the lowest possible en-
ergy, these pairs must enjoy the attractive poten-
tial as much as possible; so, pairs from which the
ground state is formed must have a zero momen-
tum, i.e., a creation operator reading as
B†k = a
†
kb
†
−k . (8)
We thus expect the ground state for N pairs to
read as
|ψ(0)N 〉 =
∑
k1,...,kN
F (k1, . . . ,kN )B
†
k1
· · ·B†kN |F0〉 ,
(9)
4with (k1, · · · ,kN ) all different due to the Pauli ex-
clusion principle.
To exactly handle this Pauli blocking is defi-
nitely difficult. A smart way to overcome this dif-
ficulty is to turn to the grand canonical ensem-
ble, with a pair number not fixed as proposed by
Bardeen, Cooper and Schrieffer through an ansatz
constructed on the idea that, electron pairs being
boson-like particles, they are likely to condense all
into the same state. By writing this correlated
state as
B† =
∑
k
ϕkB
†
k . (10)
Bardeen, Cooper and Schrieffer proposed a ground
state ansatz in the grand canonical ensemble read-
ing as
|φBCS〉 =
+∞∑
N=1
1
N !
B†N |F0〉 . (11)
Note that the B†N prefactor, chosen as 1/N ! to
possibly perform the sum over N easily, is unim-
portant in the thermodynamical limit, i.e., when
the grand-canonical approach is valid, because the
N distribution is known to be very much peaked
on the N mean value - as possible to explicitly
show (see Ref. [22]). The state |φBCS〉 then takes
a compact form
|φBCS〉 = eB
† |F0〉 =
∏
k
eϕkB
†
k |F0〉
=
∏
k
(1 + ϕkB
†
k)|F0〉, (12)
since B†2k |F0〉 = 0 due to Pauli blocking. By writ-
ing ϕk as vk/uk, we readily recover the usual form
of the BCS wave function ansatz, namely,
|ψBCS〉 =
∏
k
(uk + vkB
†
k)|F0〉 , (13)
within an irrelevant prefactor. The (uk, vk) coeffi-
cients, enforced to fulfill |uk|2 + |vk|2 = 1 in order
to have 〈ψBCS |ψBCS〉 = 1 are ultimately deter-
mined by a variational procedure (see for example
Ref. [23]), through the minimization of the Hamil-
tonian mean-value 〈ψBCS |HˆBCS|ψBCS〉, the BCS
Hamiltonan in the grand canonical ensemble read-
ing as
HˆBCS = HBCS − µNˆ = Hˆ0 + VBCS , (14)
where Nˆ is the number operator for fermions α and
β, namely,
Nˆ =
∑
k
(a†kak + b
†
kbk) . (15)
As a result, the one-body part of the HˆBCS Hamil-
tonian reads as
Hˆ0 =
∑
k
ξk
(
a†kak + b
†
kbk
)
, (16)
with ξk = ǫk − µ.
We wish to note that, although the parame-
ters uk and vk are quite popular in all textbooks
dealing with superconductivity, the key parame-
ters of this problem are not (uk, vk) but their ra-
tio ϕk = vk/uk. Moreover, from a practical point
of view, minimization with respect to (uk, vk), as
down in the standard BCS procedure, implies to
handle four quantities, namely, two modulus and
two phases, while in the minimization with respect
to ϕk, we only have to determine one modulus and
one phase. To our opinion, the introduction of
(uk, vk) is useless, as also seen in a transparent
way using the Bogoliubov approach to the BCS
problem.
III. BOGOLIUBOV APPROACH
A. Bogoliubov Hamiltonian
It is possible to give a precise mathematical
meaning to the ground state ansatz proposed by
Bardeen, Cooper and Schrieffer, by using the Bo-
goliubov approach to BCS superconductivity. A
very simple way to present this approach is to in-
troduce a set of yet arbitrary complex scalars zk
and to split the BCS potential given in Eq.(7) as
VBCS = E + VB +W . (17)
The two-body character of the BCS interaction is
concentrated into the operator W given by
W = −
∑
k′,k
Vk′k(B
†
k′ − z∗k′)(Bk − zk) . (18)
The zk scalars are ultimately chosen to make the
W contributions to the ground state energy negli-
gible in the large sample limit.
By extracting W from VBCS , we are left with a
VB potential quadratic in electron operators, which
is the goal of the procedure. It reads
VB = −
∑
k′
∆k′B
†
k′ + h.c. , (19)
where the prefactor ∆k′ depends on Vk′k and on
the arbitrary scalars zk as
∆k′ =
∑
k
Vk′k zk . (20)
This gives the scalar E in Eq.(17) as
E =
∑
k′,k
Vk′k z
∗
k′zk . (21)
5This scalar is real since Vk′k = V
∗
kk′ as required
from VBCS = V
†
BCS .
While VBCS conserves the particle number, VB
and W do not conserve this number separately. In
order to possibly treat W as a perturbation inde-
pendently from VB , it is then mandatory to turn
to the grand canonical ensemble. This leads us to
turn from HBCS to the Hamiltonian HˆBCS in this
grand canonical ensemble. Using Eq.(17), HˆBCS
then splits as
HˆBCS = HˆB +W , (22)
where W is given by Eq.(18) while HˆB given by
HˆB = E +
∑
k
{
ξk(a
†
kak + b
†
−kb−k)
−(∆kB†k + h.c.)
}
(23)
is what we are going to call “Bogoliubov Hamilto-
nian”
B. Diagonalization of the Bogoliubov
Hamiltonian
The HˆB Hamiltonian, quadratic in fermion op-
erators, is easy to diagonalize. For that, we intro-
duce new operators defined as
a˜†k = xka
†
k + ykb−k
b˜†−k = x
′
kb
†
−k + y
′
kak . (24)
We first enforce these new operators to have the
same anticommutation relations as the original
fermion operators a†k and b
†
−k. This imposes the
prefactors in Eq.(24) to be such that[
a˜k, a˜
†
k
]
+
= 1 = |xk|2 + |yk|2 , (25)
with a similar relation for (x′k, y
′
k), while[
a˜†k, b˜
†
−k
]
+
= 0 = yk x
′
k + xk y
′
k , (26)
the three other anticommutators,
[
a˜†k, a˜
†
k
]
+
,[
b˜†−k, b˜
†
−k
]
+
and
[
a˜k, b˜
†
−k
]
+
being automatically
equal to zero due to the anticommutation relations
existing between the a†k and b
†
−k operators.
Equation (26) leads us to introduce fk defined
as
fk =
yk
xk
= − y
′
k
x′k
. (27)
When inserted into Eq.(25) for (xk, yk) and the
similar equation for (x′k, y
′
k), we readily get
|xk|2 = |x′k|2 =
1
1 + |fk|2 . (28)
Next, we note that the product of Bogoliubov
operators defined in Eq.(24) reads as
a˜†ka˜k = |yk|2 + |xk|2a†kak − |yk|2b†−kb−k
+
(
ykx
∗
kBk + h.c.
)
, (29)
since b−kb
†
−k = 1− b†−kb−k, with a similar expres-
sion for the product b˜†−kb˜−k. So, using Eq.(28), we
get the sum of these two products as
a˜†ka˜k + b˜
†
−kb˜−k =
(
1 + |fk|2
)−1
×
{
2|fk|2 +
(
1− |fk|2
) (
a†
k
ak + b
†
−kb−k
)
+ 2 (fkBk + h.c.)
}
.(30)
It is then easy to see that we can identify the Bo-
goliubov Hamiltonian defined in Eq.(23) with
HˆB = EˆB +
∑
k
E˜k(a˜
†
ka˜k + b˜
†
−kb˜−k) , (31)
provided that we set
E = EˆB +
∑
k
E˜k
2|fk|2
1 + |fk|2 , (32)
ξk = E˜k
1− |fk|2
1 + |fk|2 , (33)
−∆k = E˜k 2f
∗
k
1 + |fk|2 . (34)
The second condition readily gives
|fk|2 = 1− ξk/E˜k
1 + ξk/E˜k
, (35)
which imposes E˜k real. From the third condition,
we then get E˜2k = ξ
2
k + |∆k|2 which is fulfilled for
E˜k = ±
√
ξ2k + |∆k|2. The choice of a plus sign fol-
lows from noting that, if E˜k were taken negative,
the H˜B ground state would have an infinite nega-
tive energy, which is unphysical. So, the physically
relevant E˜k must be
E˜k =
√
ξ2k + |∆k|2 . (36)
This plus sign also follows from self-consistency
at the “gap equation” level, as shown below. Be-
fore going further, we wish to stress that this sign
problem is linked to the fact that the VBCS = 0
limit for which all ∆k’s cancel, is highly singular.
Indeed, Eq.(34) then gives fk = 0; so, ξk = E˜k due
to Eq.(33) and |xk| = |x′k| = 1 due to Eq.(28). As
a result, we find a˜†k = a
†
k and b˜
†
−k = b
†
−k within an
irrelevant phase factor. Everything is then consis-
tent with HˆB for VBCS = 0 being given by Eq.(31).
However, ξk = E˜k for all k’s is inconsistent with
6Eq.(36), since for ∆k = 0, this choice would lead
to E˜k = |ξk|, not E˜k = ξk. So, E˜k and ξk would
not be equal but opposite for half of the k values,
in the case of a chemical potential µ taken in the
middle of the potential layer, as in the BCS config-
uration. We can also note that Eq.(28) with |fk|2
given in Eq.(35), leads to
|xk|2 = 1− |yk|2 = 1
2
(
1 +
ξk
E˜k
)
. (37)
Equation (36) then gives, for a vanishingly small
potential, |xk| ≃ 0 for ξk negative and |xk| ≃ 1
for ξk positive. As a result, a˜
†
k must be identified
with a−k for ǫk below the chemical potential µ
and with a†k above µ. By contrast, the solution
E˜k = ξk obtained for VBCS exactly equal to zero,
gives a˜†k = a
†
k for all k’s.
If we now turn to the scalar EˆB in the diago-
nal form of the “Bogoliubov Hamiltonian” given in
Eq.(31), we find, using Eqs.(21,32), that it reads
EˆB =
∑
k′,k
Vk′k z
∗
k′zk +
∑
k
(ξk − E˜k) . (38)
IV. EIGENSTATES OF THE
BOGOLIUBOV HAMILTONIAN
Equation (31) readily shows that the ground
state energy of the Bogoliubov Hamiltonian HˆB is
equal to EˆB while the excited states read as prod-
ucts of operators a˜†k and b˜
†
−k acting on the HˆB
ground state, their energy being a few E˜k above
EˆB. Moreover, Eq.(36) already shows that these
excitations are associated with an energy gap |∆k|.
A. HˆB ground state
Let us note as |0B〉 the HˆB ground state. This
state is, by construction, such that
a˜k|0B〉 = 0 = b˜−k|0B〉 . (39)
We are going to show that this ground state reads
as the BCS ansatz, namely,
|0B〉 =
∏
k
(
1 + gkB
†
k
)|F0〉 , (40)
with gk related to the fk function introduced in
Eq.(27) through
gk = −f∗k =
y′∗k
x′∗k
. (41)
To do so, we first note that the HˆB ground state
in the grand canonical ensemble is a priori made
of zero, one, two, . . . free pair states B†k. Its most
general form thus reads
|0B〉 =
[
1 +
∑
k
hkB
†
k +
∑
k,k′
hkk′B
†
kB
†
k′ + · · ·
]
|F0〉
≡ |0(0)B 〉+ |0(1)B 〉+ |0(2)B 〉+ · · · , (42)
where |0(n)〉 contains n pair states.
Since Eqs.(24) and Eq.(27) give the Bogoliubov
operators a˜k and b˜−k as
a˜k = x
∗
k
(
ak + f
∗
kb
†
−k
)
b˜−k = x
′∗
k
(
b−k − f∗ka†k
)
. (43)
we readily find that a˜k and b˜−k, acting on the zero-
pair component |0(0)B 〉 of the |0B〉 ground state, give
a˜p|0(0)B 〉 = x∗pf∗pb†−p|F0〉
b˜−p|0(0)B 〉 = −x′∗p f∗pa†p|F0〉 . (44)
In the same way, when acting on the one-pair com-
ponent |0(1)B 〉 of |0B〉, these operators give
a˜p|0(1)B 〉 = x∗p
[
hp + f
∗
p
∑
k
hkB
†
k
]
b†−p|F0〉
b˜−p|0(1)B 〉 = −x′∗p
[
hp + f
∗
p
∑
k
hkB
†
k
]
a†p|F0〉 .(45)
And so on . . . for the higher-order components
|0(n)B 〉 of |0B〉. By collecting all these terms, we
end with
a˜p|0B〉 = x∗pGpb†−p|F0〉
b˜−p|0B〉 = −x′∗pGpa†p|F0〉 , (46)
with the same Gp in both equations, this Gp being
given by
Gp = f
∗
p +
[
hp + f
∗
p
∑
k
hkB
†
k
]
+

∑
k
(hpk + hkp)B
†
k + f
∗
p
∑
k,k′
hkk′B
†
kB
†
k′

+ · · ·(47)
To go further, we project a˜p|0B〉 and b˜−p|0B〉 in
Eq.(46) over the zero-pair state |F0〉, the one-pair
state B†p1 |F0〉, the two-pair state B†p1B†p2 |F0〉, and
so on . . ., and we enforce these projections to be
equal to zero due to Eq.(39). By noting that, for
B†k = a
†
kb
†
−k, the scalar product of two two-pair
states reduces to
〈F0|Bp1Bp2B†kB†k′ |F0〉 =
(δp1,kδp2,k′ + δp1,k′δp2,k) (1− δp1,p2) ,(48)
7we find that these projections over |F0〉, B†p1 |F0〉,
B†p1B
†
p2
|F0〉 respectively give
hp = −f∗p
hpp1 + hp1p = −hp1f∗p = hphp1
hpp1p2 + (5 perm) = hphp1hp2 , (49)
and so on . . . for the higher-order components of
|0B〉. When compared to the RHS of Eq.(40) in
which each k state is counted once only by con-
struction, while in Eq.(42) the B†p1B
†
p2
|F0〉 state
appears for (k = p1,k
′ = p2) and (k = p2,k
′ =
p1), the above set of equations shows that the ex-
pansion (42) of the |0B〉 ground state is identical
to the product given in Eq.(40), provided that we
set
gp = hp = −f∗p , (50)
in agreement with Eq.(41).
B. HˆB excited states
The Bogoliubov procedure is really nice because
it also allows reaching the HˆB excited states in a
trivial way: the expression of the HˆB Hamiltonian
given in Eq.(31) readily shows that a˜†p|0B〉 is HˆB
eigenstate with the energy EˆB + E˜p. This state
physically corresponds to have the B†p pair of the
|0B〉 ground state broken, with the b˜†−p component
removed. Indeed, by writing |0B〉 in Eq.(40) as
|0B〉 = (1 + gpB†p)|0p〉 , (51)
where |0p〉 reads as |0B〉 with the p term in the k
product missing, we find, using Eqs.(24,27,28,41)
a˜†p|0B〉 = (xpa†p + ypb−p)(1 + gpB†p)|0p〉
= (xp − ypgp)a†p|0p〉
= xp(1 + |fp|2) a†p|0p〉 . (52)
In the same way, the excited state
b˜†−p|0B〉 = x′p(1 + |fp|2)b†−p|0p〉 (53)
has the B†p pair of the |0B〉 ground state broken,
with the a†p component removed.
V. EIGENSTATES OF THE HˆBCS
HAMILTONIAN
Through the above procedure, we have extracted
the unpleasant two-body part of the original BCS
Hamiltonian, through W . This makes the HˆB
eigenstate spectrum straightforward to find. In or-
der for these eigenstates to have some connexion
with the original BCS problem, the “perturbation”
W has to bring negligible contributions. We have
some flexibility to reach this goal through the set
of arbitrary scalars zk introduced when rewriting
the BCS potential as in Eqs.(17,18).
A. Compact form of the perturbative
expansion
Before going further, let us first write the HˆBCS
ground state in terms of the HˆB ground state in a
compact form. We start with (HˆB − EˆB)|0B〉 = 0,
which follows from Eq.(31) and we look for the
HˆBCS ground state,(
HˆBCS − EˆBCS
)
|0BCS〉 = 0 , (54)
in terms of the HˆB ground state by using the iden-
tity
1 =
|0B〉〈0B|
〈0B|0B〉 + P⊥ , (55)
which defines the projector P⊥ over the subspace
perpendicular to |0B〉. This identity readily gives
|0BCS〉 = |0B〉 〈0B|0BCS〉〈0B|0B〉 + P⊥|0BCS〉 . (56)
The next step is to calculate P⊥|0BCS〉. To do
so, we multiply Eq.(54) by P⊥. This gives
0 = P⊥(HˆB − EˆBCS)|0BCS〉+P⊥W |0BCS〉 . (57)
We then inject Eq.(55) in front of the |0BCS〉 state
in the first term of the above equation. Since
P⊥|0B〉 = 0, this leads to
P⊥(EˆBCS − HˆB)P⊥|0BCS〉 = P⊥W |0BCS〉 , (58)
from which we get
P⊥|0BCS〉 = P⊥ 1EˆBCS − HˆB
P⊥W |0BCS〉 , (59)
as easy to check by multiplying the above equation
by P⊥(EˆBCS − HˆB) and by writing P⊥ as a sum
of projections |nB〉〈nB | over all normalized |nB〉
eigenstates of the HˆB Hamiltonian except |0B〉.
Equation (56) along with Eq.(59) then give
|0BCS〉 = |0B〉 〈0B|0BCS〉〈0B|0B〉
+P⊥
1
EˆBCS − HˆB
P⊥W |0BCS〉 (60)
its iteration leading to
|0BCS〉 = (1 +Q⊥W )|0B〉 〈0B|0BCS〉〈0B|0B〉 , (61)
8where the operator Q⊥, defined as
Q⊥ =
+∞∑
n=0
(
P⊥
1
EˆBCS − HˆB
P⊥W
)n
× P⊥ 1EˆBCS − HˆB
P⊥ , (62)
acts in the subspace perpendicular to the HˆB
ground state only. So, the denominators in the
above sum stay finite, even for EˆBCS replaced by
EˆB.
The HˆBCS ground state in Eq.(60) depends on
W in an explicit way but also in a hidden way
through the ground state energy EˆBCS. To get
a similar expansion for EˆBCS , we project Eq.(54)
onto 〈0B|. This gives
EˆBCS = EˆB + 〈0B|W |0BCS〉〈0B|0BCS〉 . (63)
We then replace |0BCS〉 in 〈0B|W |0BCS〉 by
Eq.(61). This ultimately gives the equation ful-
filled by EˆBCS as
EˆBCS = EˆB + 〈0B|W |0B〉〈0B|0B〉
+
〈0B|W Q⊥W |0B〉
〈0B|0B〉 . (64)
Note that EˆBCS also is in the RHS of the above
equation through the (EˆBCS − HˆB) factors con-
tained in Q⊥. The above equation still shows that
EˆBCS−EˆB is first order in W ; so, up to the second
order in W , Eqs.(62) and (64) give
EˆBCS = EˆB + 〈0B|W |0B〉〈0B|0B〉
+
1
〈0B|0B〉 〈0B|WP⊥
1
EˆB − HˆB
P⊥W |0B〉
+0(W 3) . (65)
As obvious from these equations, the calcula-
tion of EˆBCS and |0BCS〉 requires the knowledge
of W |0B〉. Since the HˆB ground state |0B〉 is such
that a˜k|0B〉 = 0 = b˜−k|0B〉 while the W poten-
tial given in Eq.(18) reads in terms of (Bk − zk),
it is easy to calculate W |0B〉 by first rewriting
Bk = b−kak in terms of the Bogoliubov operators
a˜†k and b˜
†
−k. From Eqs.(24), we get
a†k =
(
x′∗k a˜
†
k − ykb˜−k
)
/Dk ,
b−k =
(
xkb˜−k − y′∗k a˜†k
)
/Dk , (66)
with Dk = xkx
′∗
k − yky′∗k = xkx′∗k
(
1 + |fk|2
)
,
due to Eq.(27); so, |Dk| = 1, which follows from
Eq.(28). As a result, Eqs.(27,28) lead to
Bk − zk = Zk + TkN˜k +XkB˜k + Y ∗k B˜†k . (67)
B˜†k = a˜
†
kb˜
†
−k creates a pair of Bogoliubov excita-
tions, while N˜k = a˜
†
ka˜k + b˜
†
−kb˜−k is the number
operator for these excitations. The prefactors in
Eq.(67) are given by Zk = −xky∗k−zk, Tk = xky∗k,
Xk = xkx
′
k and Yk = yky
′
k.
We are going to show that the appropriate choice
for the zk scalars introduced in the Bogoliubov pro-
cedure corresponds to set Zk = 0.
B. First-order correction to the Bogoliubov
energy
The first-order correction to the Bogoliubov en-
ergy EˆB is given by the second term of Eq.(65). It
precisely reads, using Eq.(18),
〈0B|W |0B〉
〈0B|0B〉 =
−
∑
k′
∑
k
Vk′k
〈0B|(B†k′ − z∗k′)(Bk − zk)|0B〉
〈0B|0B〉 .(68)
Since N˜k|0B〉 and B˜k|0B〉 are both equal to zero,
Eq.(67) leads to (Bk − zk)|0B〉 = Zk|0B〉 +
Y ∗k B˜
†
k|0B〉. So, the first-order correction to the Bo-
goliubov energy EˆB reduces to
〈0B|W |0B〉
〈0B|0B〉 =
−
∑
k′
∑
k
Vk′kZ
∗
k′Zk −
∑
k
Vkk|Yk|2 . (69)
The second term in the RHS of the above equa-
tion is sample volume free because the potential
Vk′k depends on sample volume as 1/L
3 while the
k sum brings a L3 factor. By contrast, the first
term of Eq.(69) has a double k sum which brings
a L6 factor; so, it linearly increases with sample
volume. This first term would thus give an exten-
sive difference between the BCS energy EˆBCS and
its Bogoliubov value EˆB. However, it is possible
to cancel this difference by setting Zk = 0, i.e., by
choosing the zk scalars as
zk = −xky∗k = −
f∗k
1 + |fk|2 =
∆k
2E˜k
, (70)
according to Eqs.(69) and (34). When inserted into
Eq.(20), this gives
∆k′ =
∑
k
Vk′k zk =
∑
k
Vk′k
∆k
2E˜k
, (71)
with E˜k defined in Eq.(36).
To go further and get some explicit results, we
must choose a particular form for the Vk′k poten-
tial. By taking this potential as constant and sep-
arable, namely,
Vk′k = V ωk′ωk , (72)
9with ω2k = ωk, the solution of Eq.(71) readily gives
∆k′ = V ωk′
∑
k
ωk
∆k
2E˜k
= ωk′ ∆. (73)
If we now combine Eqs. (71) and (73), we get ∆
through
2
V
=
∑
k
ωk
E˜k
=
∑
k
ωk√
ξ2k + |∆|2
, (74)
which is known as the “gap equation”. Note that,
in order for the RHS of the above equation to be
positive, E˜k must be positive, in agreement with
Eq.(36).
In the following, we are going to note asWB the
two-body interactionW in which the zk scalars are
given by Eq.(70). This two-body interaction splits
in terms of Bogoliubov operators as
WB = −V U †BUB
UB =
∑
k
(
TkN˜k +XkB˜k + Y
∗
k B˜
†
k
)
. (75)
Since UB|0B〉 =
∑
k Y
∗
k B˜
†
k|0B〉, we easily find that
P⊥WB |0B〉 reduces to states having one or two
pairs of Bogoliubov excitations
P⊥WB |0B〉 = −V
∑
k1
Pk1B˜
†
k1
|0B〉
−V
∑
k1 6=k2
Pk1k2B˜
†
k1
B˜†k2 |0B〉 , (76)
with Pk1 = 2T
∗
k1
Y ∗k1 and Pk1k2 = X
∗
k1
Y ∗k2 .
C. Higher-order corrections
Let us now consider the second order correction
to the EˆBCS energy, given by the third term of
Eq.(65). Using Eqs (31) (48) and (76), we find
〈0B|WBP⊥
(
EˆB − HˆB
)−1
P⊥WB|0B〉
〈0B|0B〉 =
V 2
∑
k1
|Pk1 |2
−2E˜k1
+ V 2
∑
k1 6=k2
|Pk1k2 |2 + |Pk2k1 |2
−2E˜k1 − 2E˜k2
.(77)
The first term of this second-order correction
contains two V ’s and one k sum only; so, it goes
to zero with sample volume as 1/L3. The second
term, which also has two V ’s but two k sums, is
sample volume free. However, it still gives correc-
tion to the EˆB ground state energy smaller than
L3, i.e., underextensive and thus negligible in the
thermodynamical limit.
By counting the number of potentials V and the
number of k sums, it is possible to show that all
higher order terms of the WB expansion of the
ground state energy EˆBCS also give underexten-
sive corrections. So, within the choice of zk scalars
given in Eq.(70), the extensive part of the ground
state energy of the BCS Hamiltonian HˆBCS in the
grand canonical ensemble, indeed reduces to EˆB
given in Eq.(38), i.e., to the ground state energy
of the Bogoliubov Hamiltonian HˆB.
VI. MEAN VALUES OF A FEW OTHER
PHYSICALLY RELEVANT OPERATORS
In the above section, we have shown that EˆBCS
is equal to EˆB within underextensive contributions,
i.e.,
〈0BCS|HˆBCS |0BCS〉
〈0BCS |0BCS〉 ≃
〈0B|HˆB |0B〉
〈0B|0B〉 . (78)
In this section, we are going to show that the mean
values of a few physically relevant operators A are
the same when calculated in the HˆBCS ground
state or in the HˆB ground state, within terms
which are negligible in the large sample limit, i.e.,
〈A〉BCS ≃ 〈A〉B with
〈A〉BCS = 〈0BCS|A|0BCS〉〈0BCS|0BCS〉
〈A〉B = 〈0B|A|0B〉〈0B|0B〉 . (79)
Using Eq.(61) for |0BCS〉 and Eq.(65) for EˆBCS,
one can show that the difference between these two
mean values reads, up to second order in WB, as
〈A〉BCS − 〈A〉B ≃ 〈0B|AQ⊥WB |0B〉+ c.c.〈0B|0B〉
+
〈0B|AQ⊥WBQ⊥WB |0B〉+ c.c.
〈0B|0B〉
+
〈0B|WBQ⊥AQ⊥WB|0B〉
〈0B|0B〉
−〈0B|WBQ
2
⊥WB|0B〉
〈0B|0B〉 〈A〉B , (80)
where Q⊥, given in Eq.(62), is here reduced to its
n = 0 term.
A. Electron distribution
Let us consider the operator A = a†pap which
physically is a quite relevant operator because,
from it, we can probe the distribution of up or
down spin electrons in the |0B〉 and |0BCS〉 ground
states. Using Eq.(66), the number of up spin elec-
trons with momentum p reads as a sum of three
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Bogoliubov operators:
a†pap = |x′p|2a˜†pa˜p + |yp|2b˜−pb˜†−p
−
(
x′pypB˜p + h.c.
)
. (81)
We are going to show that difference in the mean
values of each of these Bogoliubov operators cal-
culated in |0BCS〉 and |0B〉 vanishes in the large
sample limit. Let us start with A˜ = a˜†pa˜p. Since
A˜|0B〉 = 0, we readily find 〈a˜†pa˜p〉B = 0, while
the four terms of Eq.(80), with Eq.(76) used for
P⊥WB |0B〉, reduce to
〈a˜†pa˜p〉BCS ≃
〈0B|WBQ⊥A˜Q⊥WB |0B〉
〈0B|0B〉
≃ V 2 |Pp|
2
4E˜2p
+ V 2
∑
k 6=p
|Ppk|2 + |Pkp|2
2(E˜p + E˜k)2
, (82)
The first term of this mean value goes to zero with
sample volume as 1/L6 while the second term goes
to zero as 1/L3. Thus, these two terms give a
negligible contribution in the large sample limit.
To get the mean value of b˜−pb˜
†
−p, we first rewrite
this operator as 1− b˜†−pb˜−p and then use the result
for a˜†pa˜p.
We now turn to the last term of Eq.(81), namely
R˜p = tB˜p + h.c., with t = −x′pyp. Using Eqs.(76)
and (80), the first order term in WB follows from
〈0B|R˜pP⊥ 1EˆB − HˆB
P⊥WB |0B〉 = −V t Pp−2E˜p
,
(83)
which goes to zero as V ∼ 1/L3. If we now consider
the W 2B terms, we find that they contain V
2 and
a single sum over k 6= p at most; so, these second
order terms also go to zero with sample volume as
1/L3. We thus end with
〈a†pap〉BCS ≃ 〈a†pap〉B = |yp|2 =
|fp|2
1 + |fp|2 , (84)
within terms in 1/L3. This shows that, in the ther-
modynamical limit, the electron distribution in the
BCS ground state |0BCS〉 is just the same as in
the BCS ansatz since, as shown above, this ansatz
is identical to the Bogoliubov Hamiltonian ground
state |0B〉.
B. Other physical quantities
Similar calculations can be done for other phys-
ical quantities. To perform these calculations in
an easy way, we first transform the operators
which represent these physical quantities, com-
monly written in terms of a†p and b
†
−p′ , into hermi-
tian operators written in terms of a˜†p and b˜
†
−p′. We
then separately show that the mean value differ-
ence of operators like (a˜†p1 a˜
†
p2
a˜p2 a˜p1) or (B˜
†
p1
B˜†p2+
h.c.) goes to zero in the large sample limit, by
counting the number of V factors and the num-
ber of free k sums, as we have done for a˜†p1 a˜p1 or
(B˜†p1 +B˜p1): we can show that we always have one
more V than the number of free k sums, so that
the associated terms indeed are underextensive.
For all operators we have considered, we ended
with
〈A〉BCS = 〈A〉B [1 + 0(1/L3)] . (85)
This result is definitely astonishing because, in
the BCS ansatz, all pairs are condensed into the
same state; so, this ansatz is fundamentally differ-
ent from the exact Richardson-Gaudin form of the
BCS ground state. The result of Eq.(85) seems to
indicate that this formal difference is physically ir-
relevant in the large sample limit since it gives neg-
ligible contributions to the mean values of physi-
cal quantities calculated either within the HˆBCS
ground state or within the HˆB ground state—
which just corresponds to the BCS ansatz.
VII. EXTENSIVE PART OF THE HBCS
GROUND STATE ENERGY
We have shown in section V that the extensive
parts of the HˆBCS and HˆB ground state energies
are equal, EˆBCS ≃ EˆB, when the zk scalars are
chosen according to Eq.(70). The ground state en-
ergy EN of the HBCS Hamiltonian in the canoni-
cal ensemble is related to the HˆBCS energy EˆBCS
through EˆBCS = EN − 2µN , where N is equal
to the mean value N of the fermion-pair number
in the system at hand. For a potential taken in
the separable form of Eq.(72) in order to possi-
bly reach analytical results, we then find, using
Eqs.(20,72,73)
∑
k′,k
Vk′kz
∗
k′zk = V
∑
k′
z∗k′ωk′
∑
k
zkωk =
|∆|2
V
.
(86)
This gives the BCS ground state energy EN as
EN = EˆB+2µN = |∆|
2
V
+
∑
k
(ξk− E˜k)ωk+2µN .
(87)
Note that an additional factor ωk can freely be
introduced in the k sum of the above equation be-
cause ξk − E˜k is equal to 0 outside the potential
layer due to Eq.(73). The reason for introducing
this ωk factor is to possibly split the k sum and cal-
culate its two parts separately within the potential
layer.
The chemical potential µ, hidden in ξk, follows
from enforcing the pair number mean value to be
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equal to the number of pairs N at hand
N = N =
〈0B|
∑
k a
†
kak|0B〉
〈0B|0B〉 =
∑
k
|fk|2
1 + |fk|2
=
∑
k
ωk
2
(
1− ξk
E˜k
)
,(88)
due to Eqs.(84) and (35).
A. Standard BCS configuration
In the standard BCS configuration, the potential
layer extends between ǫF0 and ǫF0 +Ω in a region
where the density of states can be taken as equal
to a constant ρ. Moreover, this potential is said to
extend symmetrically with respect to the normal
electron Fermi sea ǫF . This corresponds to have
electron pairs filling half of the potential layer, i.e.,
N equal to ρΩ/2 = NBCS .
For half-filling and a constant density of states ρ,
Eq.(88) gives, by turning to the continuous limit
as valid in the large sample limit since 1/ρ is as
small as 1/L3
ρΩ
2
=
∫ ǫF0−µ+Ω
ǫF0−µ
ρ dξ
1
2
(
1− ξ√
ξ2 +∆2
)
. (89)
It is then straightforward to check that this equa-
tion is fulfilled for µ = ǫF0 +Ω/2.
The gap equation (74), for a chemical potential
set in the middle of the potential layer, then reads
2
V
=
∫ Ω/2
−Ω/2
ρ dξ√
ξ2 +∆2
= ρ log
Ω
2 +
√
Ω2
4 +∆
2
−Ω2 +
√
Ω2
4 +∆
2
.
(90)
This gives
∆ =
Ω e−1/ρV
1− e−2/ρV =
Ω
√
σ
1− σ , (91)
where we have set σ = e−2/ρV .
For µ = ǫF0 + Ω/2, the two sums over k in
Eq.(87) reduce respectively to
∑
k ξkωk = 0 and
to
∑
k
E˜kωk =
∫ Ω/2
−Ω/2
ρ dξ
√
ξ2 +∆2
=
ρΩ
2
√
Ω2
4
+ ∆2 +
∆2
V
, (92)
as obtained from an integration by parts. If we
now insert this result into Eq.(87), we end with
a ground state energy in the canonical ensemble
given by
ENBCS = 2NǫF0 +NΩ−
ρΩ
2
√
Ω2
4
+ ∆2 . (93)
Since ∆ = 0 for V = 0, the ground state en-
ergy in the absence of potential E
(0)
NBCS
reduces to
2NǫF0+NΩ−ρΩ2/4. So, the condensation energy
induced by the attracting potential V is given by
E
(0)
NBCS
− ENBCS =
ρΩ
2
(√
Ω2
4
+ ∆2 − Ω
2
)
.
(94)
For ∆ given by Eq.(91), we find that
√
1 + 4∆2/Ω2
reduces to (1 + σ)/(1 − σ). This shows that the
condensation energy in the case of half filling ends
by taking a quite compact form
E
(0)
NBCS
− ENBCS =
ρΩ
2
Ωσ
1− σ =
1
2
ρ∆2(1− σ) .
(95)
It is of interest to note that this result fully
agrees with the expression of the N -pair energy we
have obtained by analytically solving Richardson-
Gaudin equations in the canonical ensemble [13],
namely,
EN = NE1 +
N(N − 1)
ρ
1 + σ
1− σ , (96)
where E1 = 2ǫF0−2Ωσ/(1−σ) is the single pair en-
ergy obtained by Cooper. Indeed, the above equa-
tion gives the condensation energy, i.e., the part of
EN which cancels when σ = 0, as
E
(0)
N − EN = N
(
1− N
ρΩ
)
2σ
1− σ Ω . (97)
It is then easy to check that this condensation en-
ergy reduces to Eq.(95) for N = NBCS = ρΩ/2,
whatever σ, i.e., not only in the weak coupling
limit, σ ≃ 0.
B. Arbitrary filling
We now consider an arbitrary filling of the po-
tential layer, namely, N not exactly equal to half
the number of states between ǫF0 and ǫF0+Ω. This
situation can be considered as a toy model for the
density-induced crossover between the regimes of
isolated fermionic molecules and dense BCS con-
densate. Such a model can also be relevant to
situations encountered in semiconductors [19, 20],
where the density of carriers forming correlated
pairs can be low. Moreover, it can be tuned by
changing the doping. As a result, at very low den-
sity of correlated pairs, the chemical potential can
go below the bottom of the band which, in this pa-
per, is referred as the potential layer. This scenario
is similar to the situation, considered below.
In the case of an arbitrary filling of the potential
layer, the chemical potential µ does not necessarily
fall exactly in the middle of the potential layer, as
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it happens in the standard BCS configuration con-
sidered above. This means that we now have to
determine the gap ∆ and the chemical potential µ
simultaneously by solving two coupled equations,
namely, Eq.(74) for ∆ and Eq.(88) for µ, since ∆
and µ depend on each other. After switching from
sum to integral in these two equations, the equa-
tion for the gap reads
2
ρV
= ln
ǫF0 − µ+Ω+
√
(ǫF0 − µ+Ω)2 +∆2
ǫF0 − µ+
√
(ǫF0 − µ)2 +∆2
,
(98)
while the equation for the chemical potential ap-
pears as
Ω− 2N
ρ
=√
(ǫF0 − µ+Ω)2 +∆2 −
√
(ǫF0 − µ)2 +∆2. (99)
The analytical solution for these two equations
reads as
∆ =
√
N
ρΩ
(
1− N
ρΩ
)
2
√
σ
1− σ Ω , (100)
µ− ǫF0 =
N
ρ
−
(
1− 2N
ρΩ
)
σ
1− σ Ω . (101)
as easy to check. Note that, as expected, this solu-
tion reduces to the values of ∆ and µ obtained for
half-filling, i.e., for N = NBCS = ρΩ/2. In partic-
ular, we see that µ then is exactly in the middle of
the potential layer for any V .
By inserting these expressions of ∆ and µ into
the BCS ground state energy EN given in Eq.(87),
we find
EN = 2NǫF0 +
N2
ρ
− 2NΩ
(
1− N
ρΩ
)
σ
1− σ .
(102)
Since the ground state energy in the absence of
potential, i.e., for σ = 0, reduces to the first two
terms of the above equation, we readily see that
the condensation energy for arbitrary filling, i.e.,
for N not exactly equal to ρΩ/2, is given by
E
(0)
N − EN = N
(
1− N
ρΩ
)
2σ
1− σ Ω
=
ρ∆2
2
(1− σ) . (103)
Again, this result fully agrees with the expres-
sion of the ground state energy derived from
Richardson-Gaudin equations for arbitrary N and
σ, as given in Eq.(97). It also is worth noting that
the expression of condensation energy in terms of
∆, as given in the second line in Eq.(103), is univer-
sal, i.e., independent of the filling of the potential
layer.
The condensation energy, given in Eq.(103), can
be physically understood as each of the N corre-
lated pairs bringing its “own binding energy”, this
binding energy being linearly decreased compared
to one isolated Cooper pair by a factor (1−N/ρΩ)
due to the Pauli exclusion principle between the
electrons from which the correlated pairs are con-
structed. In particular, for the standard BCS con-
figuration, this “pair binding energy” is equal to
one half the binding energy of a single Cooper pair.
This provides another appealing understanding of
the usual BCS result for the condensation energy.
VIII. EXCITED STATE ENERGY
Let us end this work by considering excited
states in the case of arbitrary filling. Their energies
are formally given by EN + nE˜k with n = 1, 2, · · ·,
and E˜k given by Eqs. (36) and (74). The energy
of the lowest excited state corresponds to n = 1;
so, the energy difference between this state and the
ground state is E˜k =
√
ξ2k +∆
2. The minimum of
this quantity, commonly called ”gap”, is reached
for the lowest possible value of ξ2k = (ǫk − µ)2.
The problem then is to determine this lowest
possible value. This can be done by noting that
the electron energy ǫk by construction falls inside
the energy layer (ǫF0 , ǫF0 + Ω). By contrast, the
chemical potential µ does not necessarily fall in-
side this energy layer. For µ inside this layer, the
lowest E˜k corresponds to ǫk = µ: we then get the
standard result (
E˜k
)
min
= ∆ : (104)
difference between the minimum excited state en-
ergy and the ground state energy EN is equal to ∆,
as found in textbooks. Note that in the half-filled
configuration, Eq. (101) gives µ equal to ǫF0 +Ω/2
for any σ; so, ǫk can be equal to µ and the gap is
equal to ∆ for any V .
Let us consider the possibility of having µ out-
side of the energy layer. Equation (101) shows that
for N smaller than
N1 = ρΩ
σ
1 + σ
, (105)
the chemical potential µ falls below ǫF0 , while for
N larger than
N2 = ρΩ− ρΩ σ
1 + σ
= ρΩ−N1 , (106)
it falls above ǫF0 +Ω; so, for N < N1 or N2 < N ,
we cannot have ǫk = µ.
Since the number of pairs inside the potential
layer is ρΩ , the above equations show that the
intervals of N for these two “anomalous” phases,
0 < N < N1 and N2 < N < ρΩ, are exactly as
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large, but still very narrow in the weak-coupling
limit, σ ≪ 1.
For 0 < N < N1, the minimum value of (ǫk −
µ)2 is reached for the lowest possible ǫk, namely
ǫk = ǫF0 . Using Eqs.(35,100,101), the energy gap
associated to the E˜k minimum is then given, for N
between 0 and N1, by
∆(dilute) =
N
ρ
+Ω
σ
1− σ (107)
The first term in the RHS of the above equation
does not depend on V . We can understand this
σ = 0 term by noting that, for N between 0 and
N1, the excitation energy minimum corresponds to
ǫk = ǫF0 . We then create a hole at ǫk = ǫF0 and, in
the absence of interaction, eject the corresponding
electron to the top of the non-interacting electron
Fermi sea, which for N electrons in the potential
layer, corresponds to an energy equal to ǫF0 +N/ρ
when the density of states is constant and equal to
ρ. The energy difference between this excited state
and the ground state then is N/ρ, in agreement
with Eq.(107) taken for σ = 0. The second term of
∆(dilute) is just half the binding energy of a single
pair, as obtained by Cooper.
Similarly, for N2 < N < ρΩ, the minimum of
the excitation energy is reached for ǫk = ǫF0 + Ω.
This minimum energy corresponds to a gap given
by
∆(dense) =
(
Ω− N
ρ
)
+Ω
σ
1− σ . (108)
The first term of ∆(dense) does not depend on
V . It corresponds to an electron ejected from the
top of the normal Fermi sea which for N elec-
tron pairs corresponds to ǫF0 + N/ρ, to the top
of the potential layer, i.e., ǫF0 + Ω. As a result,
the energy difference for σ = 0 must be equal to
(ǫF0 +Ω)−(ǫF0 +N/ρ), i.e., Ω−N/ρ, in agreement
with the first term of Eq.(108). The second term
of this equation again is equal to half the binding
energy of the pair, as obtained in the dilute case,
Eq.(107).
The gaps in the super dilute and super dense
limits, given in Eqs.(107) and (108), nicely show
the duality which exists between electrons and
holes in the potential layer: for 0 < N < N1,
bound pairs are formed out of electrons, while for
N2 < N < ρΩ, one can think on pairs formed
out of holes, i.e., empty states in the layer. In or-
der to excite the system, one has to break a pair;
this explains why, in the minimum of E˜k, appears
one half of the single pair binding energy, a full
“pair breaking” corresponding to two excitations,
not just one.
The existence of a duality between electrons and
holes also shows up for N1 < N < N2, when the
gap is
(
E˜k
)
min
= ∆: as seen from Eq.(104), the
situation then is fully symmetrical with respect to
the mutual exchange of electron and hole numbers.
(i) For ρV ≪ 1, i.e., in the weak-coupling limit,
N1 and ρΩ−N2 correspond to the number of states
within half the single pair binding energy. N < N1
can be seen as a “superdilute” regime of pairs or a
“superdense” regime of holes, the wave functions
of individual pairs overlapping only slightly. By
contrast, N2 < N corresponds to a “superdilute
regime of holes”, or a “superdense” regime of elec-
trons.
(ii) When ρV increases, N1 approaches ρΩ/2
from below, while N2 approaches ρΩ/2 from above:
the interval of N ’s which corresponds to the usual
gap
(
E˜k
)
min
= ∆ shrinks when ρV increases,
down to zero when ρV infinite.
We wish to note that transitions at N = N1
or N = N2 should be smooth with respect to
the ground state energy because the same expres-
sion (102) holds in the three regimes, N < N1,
N1 < N < N2 and N2 < N . By contrast, in the
case of the first excited states, these three regimes
correspond to different kinetic energies for the ex-
citation, as seen from Eqs.(100,107,108). This
difference induces discontinuities in higher-order
derivatives of
(
E˜k
)
min
with respect to ρV , on both
sides of N1 and N2.
The configuration considered here, with a pair
numberN being a free parameter not exactly equal
to NBCS , i.e., to half-filling, can be seen as a
density-induced crossover model between isolated
fermionic molecules for N very small, towards a
dense regime of Cooper pairs, in which BCS super-
conductivity exists. In the dilute regime of pairs,
the excitation energy is controlled by the single
pair binding energy, as we find, while at higher
densities, it is controlled by a cooperative many-
body effect. The analysis presented in this section
has some similarities with the BEC-BCS crossover
considered by Eagles[20] and also by Leggett[21].
As main differences, Eagles keeps a non-constant
density of states in
√
ǫk, while Leggett does not use
an upper sharp cut-off at ǫF0 +Ω for the potential,
irrelevant divergences being cured by a “regular-
ization” procedure.
The interesting aspect of the model we here con-
sider, with a upper cut-off and a constant density
of states — 2D superconductors having constant
density of states — is that it leads to simple ana-
lytical results. The upper cut-off at ǫF0 +Ω nicely
evidences the existence of a “superdense” regime
of pairs for N close to complete filling ρΩ, this
regime being understood as a dilute regime of holes
in the potential layer with similarities with the di-
lute regime of electrons when N is very small.
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IX. CONCLUDING COMMENTS
In this paper, we show that, through a proper
choice of the zk scalars introduced in the Bogoli-
ubov procedure, it is possible to reduce the differ-
ence between the ground state energies of the BCS
Hamiltonian HˆBCS and the Bogoliubov Hamilto-
nian HˆB to underextensive terms, negligible in
the thermodynamical limit. The energy of the
HˆB ground state fully agrees with the value ob-
tained by analytically solving Richardon-Gaudin
equations which give the exact eigenstates of the
BCS Hamiltonian in the canonical ensemble. Ac-
tually, this agreement stays quite puzzling because
the ground state of the Bogoliubov Hamiltonian
corresponds to the wave function ansatz proposed
by Bardeen, Cooper and Schrieffer, with all pairs
condensed into the same state, while the exact
Richardon-Gaudin eigenstate reads as a product
of correlated pair states which are by construction
all different due to the Pauli exclusion principle.
To better understand this point, we have con-
sidered mean values of a few relevant operators,
in particular the distribution of electrons having a
momentum p. Through an expansion of the HˆBCS
ground state in HˆBCS − HˆB, we can show that
the zk scalars which lead to underextense correc-
tions to the ground state energy at any order in
HˆBCS−HˆB, lead to a similar result for the electron
number mean value. This indicates that, although
the BCS ansatz is formally different from the exact
BCS ground state, this difference does not seem to
show up through physically relevant quantities in
the large sample limit.
In this work, we have also considered an arbi-
trary number of pairs in the BCS potential. We
show that the BCS ansatz not only gives the ex-
act energy for arbitrary filling, as obtained from
analytically solving Richardson-Gaudin equations,
but it also allows us to evidence the existence of
a super dilute and a super dense regime of pairs
in which the energy gap is different from its usual
value ∆. An electron/hole symmetry is shown to
exist between these two interesting regimes.
So, at the present time, we have two formally
different forms for the ground state of N up and
down spin electron pairs, which exactly give the
same extensive part of the ground state energy:
(i) the BCS ansatz which also is the Bogoliubov
Hamiltonian ground state, its projection on the N -
pair subspace reading as
|ψBCS〉 = B†N |0〉 , (109)
where B† =
∑
kB
†
k(vk/uk) with B
†
k = a
†
kb
†
−k.
Note that this gives a pair wave function equal to
vk/uk which definitely differs from its commonly
quoted value vku
∗
k (for more details, see Ref. [22]).
(ii) the exact Richardson-Gaudin ground state
which reads as
|ψ(N)〉 = B†(R1)B†(R2) · · ·B†(RN )|0〉 , (110)
where B†(Ri) =
∑
kB
†
k[ωk/(2ǫk − Ri)], the Ri’s
being by construction all different due to Pauli
blocking.
It is clear that, when N increases, each of these
states get more and more different from a bare jux-
taposition of either B† or B†(R) correlated states.
As a result, one cannot at the present time totaly
exclude that, when N gets very large as in the
thermodynamical limit, these two states end by
corresponding to the same linear combination of
B†k1B
†
k2
· · ·B†kN products. Because the precise mi-
croscopic understanding of BCS superconductiv-
ity goes along the knowledge of the correct ground
state, a precise study of the link between the BCS
ansatz and the exact Richardson-Gaudin ground
state seems to us as highly desirable. We hope that
the present work will contribute to help reopening
a field commonly considered as fully understood.
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