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Abstract
This paper describes a method for solving hyperbolic partial di0erential equations using an adaptive grid:
the spatial derivatives are discretised with a 2nite volume method on a grid which is structured and partitioned
into blocks which may be re2ned and dere2ned as the solution evolves. The solution is advanced in time via
a backward di0erentiation formula. The discretisation used is second-order accurate and stable on Cartesian
grids. The resulting system of linear equations is solved by GMRES at every time-step with the convergence
of the iteration being accelerated by a semi-Toeplitz preconditioner. The e8ciency of this preconditioning
technique is analysed and numerical experiments are presented which illustrate the behaviour of the method
on a parallel computer.
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1. Introduction
In this paper, we study the adaptive solution of linear hyperbolic partial di0erential equations
(PDEs) and, in particular, the solution of problems with di0erent time scales. Such problems are
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best solved by implicit time stepping methods where the solution vector satis2es a system
of linear equations at each time step. These systems are solved using a preconditioned
iterative method, resulting in an e8cient solution procedure well suited to the space
adaptivity.
In [20], we present an implicit adaptive method for solving hyperbolic PDEs that is second-order
accurate in both space and time. A structured grid is partitioned into predetermined blocks that
are distributed dynamically over the available processors for a good load balance on a parallel
computer. Data at block boundaries of neighbouring blocks are communicated by message passing.
The discretisation in space is obtained via a cell-centered 2nite volume method with the Huxes
computed using a centred or upwind scheme of second order. At block boundaries, ghost cells are
added and a jump in the grid size is allowed. The unknowns in these cells are computed using
interpolation in the neighbouring block. This combination of upwinding and one-sided interpolation
ensures stability at the block boundaries. Time integration is done using a linear multistep method.
A method which is explicit in time would require a time step proportional to the smallest space step
in the grid due to the restrictions imposed by the CFL condition. By using implicit time stepping,
however, the same large time step can be taken in all blocks as long as the discretisation error in
time is small enough. Moreover, for problems with di0erent time scales, it is the CFL condition for
the fastest scale that would restrict the time step to be used with an explicit method: with an implicit
method, if only the slowest time scale is of interest, a larger time step can be used without loss
of solution accuracy. The discretisation error in space is estimated by comparing the discretisation
on two di0erent grids, and the grid size is adjusted so that a prescribed error tolerance on the local
error is satis2ed.
At each time step, the numerical method described above yields a linear system of equations.
In [20] we solve this system of equations using GMRES [22]. Since the o0-diagonal elements in
the coe8cient matrices for the applications presented in [20] are of the same order as the diagonal
elements, the iterative method converges rapidly without preconditioning. In the present paper, we
study problems with di0erent time scales, where we are only interested in the slow scale. In such
cases, we have to solve a strongly nondiagonally dominant system of equations and precondition-
ing is necessary to ensure fast convergence (see [18]): here we use a block preconditioner with
semi-Toeplitz blocks.
Background material pertaining to much of the methodology used here is available from many
sources. Adaptive methods for hyperbolic equations have been developed for structured and un-
structured grids in, for example, [4,7,9] and many of the references therein. The stability at block
boundaries with sudden changes of grid size has been studied in [3,10]. A review of adaptivity and
error estimation for 2nite element methods can be found in [8]. The use of iterative methods for sti0
ODEs is advocated in [6] and, in [5], di0erential-algebraic equations are solved using the precondi-
tioned GMRES method. Semi-Toeplitz approximations have previously been used as preconditioners
in, for example, [14,15].
We begin in Section 2 by describing the approximation in space and time together with the
adaptive error control mechanism. We also prove that the treatment at the block boundaries is
stable for a model equation. In Sections 3 and 4, we discuss the iterative method and the pre-
conditioner we use: spectral and asymptotic convergence analysis of this algorithm is presented
in Section 5. Finally, in Section 6, we corroborate the theoretical analysis with numerical
experiments.
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2. Discretisation
We will consider a hyperbolic PDE in the conservative form
9u
9t +
9f(u)
9x +
9g(u)
9y = 0 (x; y; t)∈ × [0; tE]; (1)
with f(u) = P(x; y)u and g(u) = Q(x; y)u. Note that although most of the numerical techniques in
this paper are applicable to (1) in this general form, our theoretical results are restricted to the case
when f(u) = Pu and g(u) = Qu, where P and Q are constant scalars or matrices.
2.1. Discretisation in space and time
Integrating (1) over grid cell !jk of area |!jk | and using Gauss’s theorem we obtain the equation
9ujk
9t +
1
|!jk |
∫
9!jk
(fnx + gny) dS = 0 (2)
for the cell average ujk where 9!jk is the cell boundary and (nx; ny) is the normal. The values of
f and g are approximated on 9!jk using the averages ujk from adjacent cells. We use two di0erent
second-order approximations on Cartesian grids with constant grid sizes hx and hy in the x and y
directions, respectively. On the face (j + 1=2; k) between the cells (j; k) and (j + 1; k), we take
either
uj+1=2; k = (ujk + uj+1; k)=2; (3)
yielding a centred di0erence approximation of 9u=9x when P = 1, or
uj+1=2; k = (3ujk − uj−1; k)=2 or uj+1=2; k = (3uj+1; k − uj+2; k)=2 (4)
(depending on the direction of the How) giving an upwind approximation. The y direction is treated
similarly. This is a cell-centred 2nite volume approximation of the space derivatives.
The time derivative in (2) is discretised by the second-order backward di0erentiation formula
BDF-2 with time step Mt (see [12]), as this method is implicit and A-stable. One drawback with
an implicit method is that a system of equations has to be solved at every time step. However, this
is compensated for by the fact that it is usually possible to take much larger time steps than in the
explicit case. In particular, for problems with di0erent time scales, the time steps do not have to be
adjusted to the fast scale for stability, and the time step can also be the same for all cells in the
grid regardless of their size.
2.2. Interpolation at boundaries and adaptivity
When the computational grid is generated, it is partitioned into a set of blocks with the grid size
in each block changing according to the local error. We allow a discontinuous change of the grid
size at a block boundary: in our implementation, the jump in grid size is at most a factor of two, so
that two cells in a 2ne block share a face with one cell in a coarse neighbouring block. In order to
simplify the space discretisation in cells at a block boundary, each block has two rows of ghost cells
overlapping the adjacent block. This is illustrated in Fig. 1, where the ghost cells are represented
by dashed lines.
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Fig. 1. A block interface with a jump in the grid size. Ghost cells are depicted using dashed lines.
In a cell (j; k) with at least one face on a block boundary where the grid size jumps, the space
derivatives are approximated by an upwind calculation of fj+1=2; k or fj−1=2; k as in (4). In all other
cells, the centred approximation (3) is used. This change of stencil at the boundary is necessary for
stability there: the reason why the centred scheme is preferred in the interior is that it has a smaller
local error.
If the cells are the same size on either side of a block boundary, then the variables in the ghost
cells are simply copied from the adjacent block. If, however, there is a jump in the grid size across a
boundary, then interpolation is necessary. For the ghost cells of a coarse block, values are computed
by area-weighted averaging. The variables in the ghost cells for the 2ne grid blocks have to be
interpolated from available coarse grid values: in [20], an interpolation scheme is devised which
provides second-order accuracy in the derivative approximation at a block boundary. Note that only
variables from the coarse grid are used to update the ghost cells in the 2ne grid.
As in [20], the computational grid is adjusted in the simulation so that criteria on the local
discretisation errors are met. Let G(u) represent the di0erential equation (1) and (u) its numerical
approximation (see [9]). The discretisation error  is then de2ned by
(u) = G(u)− ( Ou) (5)
for a smooth u with the cell average Ou. The solution error e in cell (j; k) is the di0erence
enjk = u
n
jk − Oujk(tn);
where un and u satisfy (un) = 0 and G(u) = 0, respectively. Thus,
( Ou) =−: (6)
The equation approximately ful2lled by e in the solution of (1) is the error equation, which for
constant P and Q has the simple form
G(u+ e)− ( Ou+ Oe) = G(e) = et + Pex + Qey = (x; y; t); (7)
where partial derivatives with respect to x, y or t are denoted by a subscript (see [9,17]). The
discretisation error  consists of two parts: s arising from the space discretisation and t from the
time discretisation so that  = s + t . Here we consider adaptivity in space only and use a 2xed
time step Mt.
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For the space discretisation, the initial grid is partitioned into blocks. A 2ner grid is created locally
by halving the grid size for all cells in a block, and a locally coarser grid is de2ned by doubling
the grid size of all cells in a block. In the computations presented in Section 6, the jump in grid
size at a block boundary is limited to a factor of two (as illustrated in Fig. 1). The error in the
space discretisation is estimated by comparing the approximation to fx + gy on a 2ne grid and the
next coarser grid as in [9]. If the estimated |s| is greater than a tolerance  in at least one cell in
a block, then this block is re2ned. If |s|¡ 0:1 for all cells in a block, then the grid is coarsened
there. The constant time step is chosen so that the estimated error t is close to the error tolerance
for s.
Note that it is important for the stability of the solution at block boundaries that the upwind
discretisation is combined with the one-sided interpolation. In the next subsection, we prove that our
discretisation (including interpolation at a block boundary) is stable for a model convection equation.
The same interpolation is utilised for calculation of the steady state and time-dependent solutions of
the Euler equations with an upwind scheme in [9,10,20,23].
2.3. Stability at block boundaries
In this section, we investigate the stability of the discretisation for the following scalar model
problem:
ut + cos(v)ux + sin(v)uy = 0;
xmin6 x6 xmax; ymin6y6ymax; v∈ [− =2; 3=2);
u(x; ymin) = u(x; ymax): (8)
If −=26 v6 =2, then u(xmin; y) = u0(y), otherwise u(xmax; y) = u0(y). We consider here a parti-
tioning with only one block in the y direction and any number of blocks in the x direction.
Eq. (8) is discretised using the method described in the previous subsections on a grid with
one block boundary, where the step size is h=, ∈Z+, in the 2ne grid and h in the coarse grid
(for example,  = 2 in Fig. 1). The generalisation to many blocks in the x direction then follows
immediately. The model equation (8) is discretised with the wind blowing from the left with an
angle v between the wind vector and the x-axis, i.e. −=26 v6 =2. Since the boundary conditions
are periodic in the y direction, the solution can be represented by Fourier modes there. Suppose that
each block of the grid is partitioned into n x by ny cells (so that there are ny rows of cells). At time
tn, for the jth cell in the x direction and for each row k, let one mode of the numerical solution be
Unjk = u
n
j (!‘) exp(i!‘yk); yk = ymin + (k − 1=2)h; j = 1; : : : ; n x; k = 1; : : : ; ny (9)
for !‘ = (2(‘ − 1))=ny, ‘ = 1; : : : ; ny. Then the x-derivative is approximated by
j = 1: (2h)−1(3Un1k − 4Un∗; k + Un?;k)
= (2h)−1(3un1 − 4un∗ + un?) exp(i!‘yk);
1¡j¡nx: (2h)−1(Unj+1; k − Unj−1; k)
= (2h)−1(unj+1 − unj−1) exp(i!‘yk);
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j = n x: (2h)−1(3Unn x;k − 4Unn x−1; k + Unn x−2; k)
= (2h)−1(3unn x − 4unn x−1 + unn x−2) exp(i!‘yk): (10)
If j=1 is at the left boundary, the values un∗ and un? are de2ned by the boundary condition. Otherwise,
they are given by interpolation between the values in the ghost cells, that is, the rightmost cells in
the block to the left of the present block.
We now use the standard approach in normal mode analysis [11] and substitute
unj = z
nuj (11)
into (10). The space discretisation for the cells in one row of the grid can then be written as
zn cos(v)(2h)−1(Su)j exp(i!‘yk) + zn sin(v)ih−1 sin(!‘h)uj exp(i!‘yk)− fnjk ; (12)
where the operator S represents the discretised x-derivative in (10) and fnjk the data at the left
boundary. The de2nition of (Su)j is
j = 1: 3u1;
1¡j¡nx: uj+1 − uj−1;
j = n x: 3un x − 4un x−1 + un x−2
and an eigenvalue " = "(S) of S satis2es Su = "u. We therefore have n x equations for the
components uj of an eigensolution, and ":
j = 1: 3u1 = "u1;
1¡j¡nx: uj+1 − uj−1 = "uj;
j = n x: 3un x − 4un x−1 + un x−2 = "un x : (13)
One eigenvalue is 3 with the eigensolution (1; 0; : : : ; 0)T. The remaining eigensolutions have u1 = 0.
The solution of the di0erence equation (13) for j¿ 2 has the following form:
uj = #1$
j−1
1 + #2$
j−1
2 ; (14)
where $1 and $2 are roots of
$2 − "$ − 1 = 0: (15)
With j = 1 in (14), we conclude that #1 + #2 = 0 and "= $1 − $−11 = $2 − $−12 in (15). Moreover,
from (15), $1 = −1=$2 and uj = #1($ j−11 − (−$1)−( j−1)). The parameter #1 is chosen to normalise
the eigensolution. By Theorem 4.2 in [10] the n x eigenvalues " of S in (13) satisfy R(")¿ 0 for
n x ¡∞ and they are simple.
The complete discretisation of (8) in time and space for an eigensolution u, taking into account
(11) and (12), is
( 32 z
n − 2zn−1 + 12 zn−2)uj exp(i!‘yk)
=−Mt(cos(v)(2h)−1"(S) + sin(v)ih−1 sin(!‘h))znuj exp(i!‘yk) + Mtfnjk : (16)
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The expression multiplying znuj exp(i!‘yk) has nonnegative real part for all h, !‘, and " when
−=26 v6 =2. The stability in time is determined by the di0erence equation
3
2 z
2 − 2z + 12 = Mt&z2;
where R(&)6 0. Since the left half plane and the imaginary axis (except for 0) are strictly inside
the stability region of BDF-2 [12], it follows that |z|6 1 and the solution of the discrete problem
Unjk = z
nuj exp(i!‘yk) for one !‘ is bounded for all n, j, !‘, and yk .
If the wind blows in the opposite direction (that is, v¿=2), then the approximation of the
x-derivative with the upwind scheme in the left block is (cf. (10))
j = 1: − (2h)−1(3Un1k − 4Un2k + Un3k);
1¡j¡nx: (2h)−1(Unj+1; k − Unj−1; k);
j = n x: − (2h)−1(3Unn x;k − 4Un∗k + Un?k); (17)
where U∗k and U?k are data interpolated from the block to the right or the boundary conditions. By
applying the di0erence stencil (17) to Unjk in (9) we arrive at
zn cos(v)(2h)−1(Tu)j exp(i!‘yk) + zn sin(v)ih−1 sin(!‘h)uj exp(i!‘yk)− fnjk :
Here, T is a permutation of S with the opposite sign:
T=−ZSZ; (Zu)j = un x+1−j:
The n x eigenvalues of T are "(T) =−"(S) and, as in (16),
( 32 z
n − 2zn−1 + 12 zn−2)uj exp(i!‘yk)
=−Mt(cos(v)(2h)−1"(T) + sin(v)ih−1 sin(!‘h))znuj exp(i!‘yk) + Mtfnjk : (18)
The expression multiplying znuj exp(i!‘yk) in (18) has nonnegative real part for all h, !‘, and "
when =26 v6 3=2 and, as in the previous case given by (16), |z|6 1.
The solution to (8) is composed in space of a sum of the eigensolutions and the wavenumbers
!‘. Each of these modes is stable. We have therefore proved the following theorem:
Theorem 2.1. The space–time discretisation of (8) described in Sections 2.1 and 2.2 with one
coarse block (grid size h) and one ne block (grid size h=) for any integer ¿ 1 is stable.
Note that we have made no assumption about how many cells in the 2ne block meet one cell
in the coarse block. Thus, these results are independent of . The conclusions are also independent
of whether the 2ne block is located to the right or to the left: both cases are covered by changing
v. The theorem is valid for any number of blocks in the x direction. In addition, the interpolation
of data in the ghost cells does not a0ect the stability as long as it is one-sided, that is, the stencil
involves variables in only one block.
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3. Iterative method
The equation to be solved at each time step for a linear problem is
(un) = '0un + '1un−1 + '2un−2 −Mt Jun = 0; (19)
where '0 = 32 , '1 =−2, '2 = 12 and J represents the di0erence approximations in space. Eq. (19) is
solved iteratively until the residual rn = (un) is su8ciently small. From (6), the leading term of
the solution error satis2es
n + rn = (un)− ( Ou(tn)) = ('0I −Mt J )en + '1en−1 + '2en−2: (20)
In order to limit the inHuence of rn on the error estimates and the grid size control, the iterations
are terminated when ‖rn‖tol for some speci2ed tolerance tol. The norm used here and in the
subsequent analysis is the Euclidean vector norm and its subordinate spectral matrix norm.
At each time step, we have to solve a large, sparse, linear system of equations of the form(
A B
C I
)(
u I
uG
)n
=
(
c I
cG
)
; (21)
where u I denotes the unknowns inside the blocks and uG the unknowns in the ghost cells. The
matrices A and B are de2ned by '0I −Mt J in (20). Note that the matrix A is block-diagonal and
can be written as
A= bl diag(A1; : : : ; Ap)∈RN×N ; (22)
where Ak is the local coe8cient matrix for the unknowns in block k in a grid partitioned into p
blocks.
From (21), the relation between the inner cells, ghost cells and boundary values is given by
uG =−Cu I + cG. Using this to eliminate uG yields the reduced system of equations
(A− BC)u I = c I − BcG (23)
for u I , where we have dropped the superscript n for simplicity.
We precondition (23) on the left with a preconditioner M and solve using restarted GMRES [22]
with restarting length ‘. If M−1(A−BC)∈RN×N is diagonalisable with eigenvalues "i, i=1; : : : ; N;
and eigenvector matrix WM−1(A−BC), de2ning
jk ≡ min
qk∈Qk
max
16i6N
|qk("i)| (24)
leads to the result
‖r(k)‖
‖r(0)‖6 cond(WM−1(A−BC))jk ; (25)
where r(k) is the preconditioned residual at iteration k and Qk is the set of all polynomials qk
of degree k such that qk(0) = 1 (see for example [21]). We can hope for good convergence if the
eigenvalues of M−1(A−BC) are grouped in a few dense clusters and WM−1(A−BC) is well conditioned.
Results from [1,2,21] indicate that the latter restriction is less important than the former.
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4. Preconditioning
In what follows, we will write ⊗ for a Kronecker product and we will use the notation diag,
tri, bl diag and bl tri to denote diagonal, tridiagonal, block diagonal and block tridiagonal matrices,
respectively: the subscripts in these matrices should be interpreted in the obvious way. The discreti-
sation is as described in Section 2. For block interiors and at all block boundaries without a jump in
the grid size, the centred di0erence scheme is applied. At the other boundaries, the upwind scheme
(4) with interpolation at the block boundaries is used. As shown in [20], this can be rewritten as a
centred scheme with a di0erent method of interpolation, that is, with a di0erent matrix C in (21).
The preconditioning matrix M is derived from this rewritten form with centred di0erencing in A.
We start by considering the constant coe8cient problem
ut + Pux + Quy = 0; (26)
where P and Q are constant matrices of order nc. Denoting the grid sizes in the x and y directions
in block k by h xk and h
y
k , the coe8cient matrix A (after division by '0 in (19)) is given by (22)
where
Ak = bl tri(−Gk; Dk; Gk)
with
Dk = I + tri(−1; 0; 1)⊗ $ xk ; Gk = $yk ⊗ In xk
and
$ xk =
Mt
2'0h xk
P; $yk =
Mt
2'0h
y
k
Q: (27)
For the constant coe8cient problem (26) we use M = A as a preconditioner. Note that each Ak has
the decomposition
Ak = (Inyk ⊗ Sn xk ⊗ Inc)Tk(Inyk ⊗ Sn xk ⊗ Inc)
H ;
where
Sn xk (‘; j) =
√
2
n xk + 1
i‘+j+1 sin
(
‘j
n xk + 1
)
; j; ‘ = 1; : : : ; n xk
and Tk is a block-tridiagonal matrix with block-diagonal blocks. As M has this structure, we can
solve a preconditioner system e8ciently by using
• ncnyk FFTs of vectors of length v xk = (n xk + 1)=2,
• the solution of v xk banded systems of equations of order ncnyk ,
• ncnyk FFTs of vectors of length v xk .
(see [13]).
For a more general problem with variable coe8cients, the matrices Ak are given by
Ak = bl tri(−Gk; (2:::nyk ); Dk; (1:::nyk ); Gk; (1:::nyk−1))
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x
y
Ω1 Ω2 Ω3 Ω4 Ωl Ωl+1
Γl+1,w Γl,e
Fig. 2. The decomposition of the domain.
where
Dk;j = bl tri(−$ xk; (2:::n xk );j ; Inc ; $
x
k; (1:::n xk−1);j); Gk; j = bl diag($
y
k; (1:::n xk );j
); j = 1; : : : ; nyk :
In this case we construct M by taking averages along diagonals to obtain
$ˆ xk; j =
1
2(n xk − 1)
n xk−1∑
‘=1
($ xk;‘; j + $
x
k;‘−1; j); $ˆ
y
k; j =
1
n xk
n xk∑
‘=1
$yk;‘; j
and de2ne
Aˆk = bl tri(−Gˆk; (2:::nyk ); Dˆk; (1:::nyk ); Gˆk; (1:::nyk−1));
where
Dˆk; j = bl tri(−$ˆ xk; j; Inc ; $ˆ xk; j); Gˆk; j = bl diag($ˆyk; j); j = 1; : : : ; nyk :
The resulting preconditioner, M = bl diag(Aˆ1; : : : ; Aˆp), also has a fast solver of the type described
above (see [13]).
We note here that when the grid is re2ned or coarsened in block k, the matrix A will change
and we need to compute and factorise a new submatrix Aˆk of M . Since the factorisation is fairly
expensive in terms of arithmetic operations, frequent changes of the grid size in the blocks are
detrimental to the e8ciency of the method.
5. Spectral analysis and convergence properties
In this section, we will study the convergence properties of the iterative solver for the two-
dimensional scalar model problem (26) on the unit square with periodic boundary conditions and
P ≡ Q ≡ 1. We use the discretisation described in Section 2.1 with the domain decomposed into p
strips according to Fig. 2 (without jumps in grid size at the block boundaries).
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We will denote subdomain k by k , and the overlaps from k into k+1 and k−1 by k;e and
k;w, respectively. For this problem, the solution vector u in (21) can be written as
u I = (u I1 : : : u
I
p)
T; uG = (uG1; e : : : u
G
p;e u
G
1;w : : : u
G
p;w)
T:
For the purposes of this analysis, we use the same discretisation parameters h x and hy in all p
subdomains so that the matrices Ak in (22) are all the same and can be represented by
A˜=


D G −G
−G . . . . . .
. . . . . . G
G −G D


:
We also have
B=


Be Bw
. . . . . .
Be Bw

 ; C =


0 Ce
. . . . . .
0 Ce
Ce 0 : : : 0
0 : : : 0 Cw
Cw 0
. . . . . .
Cw 0


;
where
Ce =−Inyk ⊗ w; Cw =−Inyk ⊗ v; w = (1; 0; : : : ; 0); v= (0; : : : ; 0; 1);
Be = $ xInyk ⊗ v
T; Bw =−$ xInyk ⊗ w
T
and the parameters $ x and $y are as in (27).
From Section 3, it follows that we are interested in examining the eigenvalues of the matrix
M−1(A − BC) or, since M = A for this constant coe8cient problem, the eigenvalues of the matrix
I − A−1BC.
Lemma 6.1. The pnxny eigenvalues of the matrix I − A−1BC are the 2pny eigenvalues of the
matrix I − CA−1B plus an additional (n x − 2)pny eigenvalues of 1.
Proof. An eigenvalue " of I − A−1BC (with corresponding right eigenvector v) must satisfy the
equation
(I − A−1BC)v = "v: (28)
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Two separate cases arise:
(i) Assume v is not in the nullspace of C. Then, we have
(C − CA−1BC)v = "Cv⇒ (I − CA−1B)Cv = "Cv;
that is, " is an eigenvalue of I − CA−1B with corresponding eigenvector Cv.
(ii) Assume v is one of the pnxny − 2pny vectors in the nullspace of C. Then (28) implies
v = "v⇒ "= 1, that is, there are (n x − 2)pny eigenvalues of 1.
As a result of this lemma, we now focus on characterising the eigenvalues of I −CA−1B, that is,
the coe8cient matrix obtained from using block Gaussian elimination on (21) to eliminate uI . The
full system is given by
(I − CA−1B)uG = cG − CA−1c I ;
where
I − CA−1B=


I Lee 0 Lew
. . . . . . . . . . . .
I Lee 0 Lew
Lee I Lew 0 : : : 0
0 : : : 0 Lwe I Lww
Lwe 0 Lww I
. . . . . . . . . . . .
Lwe 0 Lww I


;
with
Lew =−CeA˜−1Bw; Lee =−CeA˜−1Be; Lwe =−CwA˜−1Be; Lww =−CwA˜−1Bw:
The matrix A˜ here has the form
A˜= (Fnyk ⊗ Sn xk );(Fnyk ⊗ Sn xk )
H ;
where
;= bl diag(;(1; :::; nyk )); ;j = diag(;(1; :::; n
x
k );j); j = 1; : : : n
y
k ;
;j;k = 1 + 2i$ x cos
(
k
n xk + 1
)
+ 2i$y sin
(
2(j − 1)
nyk
)
;
Fnyk (j; k) = exp(2i(j − 1)(k − 1)=n
y
k )=
√
nyk ; j; k = 1; : : : ; n
y
k : (29)
We therefore have
Lew = Fnyk EewF
H
nyk
; Eew = diag(b(1; :::; nyk ));
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where
bj =−$ x
n xk∑
k=1
Sn xk (1; k)S
H
n xk
(k; 1)
;k;j
; j = 1; : : : ; nyk : (30)
Using results from [16] we can compute the sums in (30) to get
bj =−izj
(
1− z2n xkj
1− z2n xk +2j
)
; (31)
where
zj = i

0:5 + i$y sin((2(j − 1))=nyk )
$ x
−
√
1 +
(
0:5 + i$y sin((2(j − 1))=nyk )
$ x
)2 : (32)
In the same way, we obtain the identities
Lee = Fnyk EeeF
H
nyk
; Lwe = Fnyk EweF
H
nyk
; Lww = Fnyk EwwF
H
nyk
;
where
Eee = diag(a(1; :::; nyk )); Ewe = diag(−b(1; :::; nyk )); Eww = diag(a(1; :::; nyk ))
and
aj =−zn
x
k
j
(
1− z2j
1− z2n xk +2j
)
; j = 1; : : : ; nyk : (33)
Using the structure of I − CA−1B and the eigendecompositions above, we may write
(I2 ⊗ Fp ⊗ Fnyk )(I − CA
−1B)(I2 ⊗ Fp ⊗ Fnyk )
H
=


;˜e(1) Me(1)
. . . . . .
;˜e(p) Me(p)
Mw(1) ;˜w(1)
. . . . . .
Mw(p) ;˜w(p)


;
where
;˜e(‘) = Inyk + Eeee
i2(‘−1)=p; ;˜w(‘) = Inyk + Ewwe
−i2(‘−1)=p;
Me(‘) = Eewei2(‘−1)=p; Mw(‘) = Ewee−i2(‘−1)=p
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and Fp is de2ned in (29) for ‘ = 1; : : : ; p. Finally, using the fact that the eigenvalues of a matrix
of the form(
'+ >i ?+ @i
−?+ @i '− >i
)
are given by
"1;2 = '± i
√
>2 + ?2 + @2;
we 2nd that I − CA−1B has eigenvalues as stated in the following theorem.
Theorem 6.2. The eigenvalues "‘;j;1;2 of the matrix I − CA−1B are given by
"‘;j;1;2 = 1 + aj cos
(
2(‘ − 1)
p
)
± i
√
b2j + a
2
j sin
2
(
2(‘ − 1)
p
)
; j = 1; : : : ; nyk ; ‘ = 1; : : : ; p:
The standard quantity used to assess the convergence rate of GMRES is the asymptotic conver-
gence factor, de2ned by
A ≡ lim
k→∞
j1=kk ; (34)
where jk is given by (24). To examine the asymptotic behaviour of the eigenvalues in Theorem
6.2, we introduce the grid quotient B= h x=hy and assume that B¡ 1. Also, we de2ne
@j = B sin
(
2(j − 1)
nyk
)
; j = 1; : : : ; nyk ;
so that (32) becomes
zj = i

0:5
$ x
+ i@j −
√
1 +
(
0:5
$ x
+ i@j
)2 :
Assuming that $ x is large and 2xed, a Taylor expansion yields
zj =−@j − i
√
1− @2j +
0:5i
$ x
+
0:5@j
$ x
√
1− @2j
+ O(($ x)−2):
Since |zj|¡ 1 we get
lim
n xk→∞
|zj|n xk = 0;
and hence from (31) and (33)
lim
n xk→∞
aj = 0; lim
n xk→∞
bj =−izj:
In summary, we conclude that, in the limit as n xk → ∞, the eigenvalues of the matrix I − CA−1B
all lie on a curve segment "˜(C) de2ned by
"˜(C) = 1− C± i
√
1− C2; −B6 C6B: (35)
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Fig. 3. The actual spectrum (left plot, circles) and asymptotic spectrum (right plot, solid line) of I−A−1BC with n x=2000,
ny = 1600, p= 4, $ x = 100, and B= 0:8 (excluding all eigenvalues ≡ 1).
The asymptotic spectrum "˜ together with the actual spectrum "‘;j;1;2 for the problem with n x=2000
and ny = 1600 (so B= 0:8) are shown in Fig. 3.
If this asymptotic spectrum is enclosed in a circle with centre (c; 0) and radius R(B), we may use
the result in [21] that bounds (34) by
A6R=c: (36)
The following lemma is therefore useful.
Lemma 6.3. The asymptotic spectrum dened in (35) can be enclosed by the circle with centre
(2; 0) and radius R(B) =
√
2 + 2B.
Proof. De2ning the distance from the centre (0, 2) to "˜(C) by r(C), we have
r(C) =
√
1− C2 + (1 + C)2 =
√
2 + 2C6R(B)
which proves the lemma.
From Lemma 6.3 and (36) we arrive at the following theorem.
Theorem 6.4. The asymptotic convergence factor (34) satises the inequality
A6
√
2 + 2B
2
:
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Fig. 4. Comparison of the upper limit to the asymptotic convergence rate (solid line) and measured convergence rate
(dashed line—decomposition in 4 strips), (dashed–dotted line—decomposition in 16 boxes). Here $ x = 100.
We end this section by displaying in Fig. 4 this upper bound for the asymptotic convergence factor
A obtained with preconditioned GMRES iterations (displayed as a function of B). In the same 2gure,
we show the actual computed residual reduction over 20 iterations de2ned by A˜20 = (‖r20‖=‖r0‖)1=20.
The analysis shows that the convergence of the preconditioned iterations is very good for large
values of $ x and large problem sizes, which is when the preconditioning is needed. For small values
of $ x and/or small problems, we can iterate without the use of a preconditioner as in [20]. This
behaviour is con2rmed by the numerical experiments described in the next section.
6. Numerical results
In this section, we use the numerical method developed previously to solve the following sym-
metrised and linearised Euler equation in a channel geometry [19]:
ut + Pux + Quy = 0; t¿ 0; (x; y)∈ [0; 12]× [0; 4]; (37)
where
P =


1 c 0
c 1 0
0 0 1

 ; Q =


0 0 c
0 0 0
c 0 0

 and u(x; y; t) =


u1
u2
u3

 :
The 2rst variable, u1, is proportional to the pressure and u2 and u3 are the velocity components in
the x and y directions, respectively. The parameter c can be interpreted as the speed of sound. At
the inHow and outHow boundaries (x=0 and 12), the boundary conditions are periodic. At the upper
and lower channel walls, the value of u3 satis2es
u3(x; 0; t) = 0; u3(x; 4; t) = 0: (38)
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The remaining numerical boundary conditions use linear extrapolation. At a block boundary, the
upwind stencil (4) is applied to the characteristic variables: in the interior the centred stencil (3) is
used.
Suppose that (37) is discretised on a uniform grid and that we impose periodic boundary conditions
everywhere. For this simple case, the numerical solution of (37) can be represented by its Fourier
components uˆ(; t), leading to the equation
uˆ t + R()uˆ= 0
relating uˆ(; t) and  = (!1; !2)T. The eigenvalues of R are
"1 = i!1; "2;3 = i!1 ± ic
√
!21 + !
2
2: (39)
If ux and uy are discretised by centred di0erences, then !1 and !2 in (39) are replaced by
sin(h x!1)=h x and sin(hy!2)=hy. It follows that there are two time scales in (37) and (39): one
is related to the convection of the How ("1), and one can be viewed as a pressure wave and depends
on c ("2;3). If c is large, then these scales are well separated. If we are interested only in the slow
scale, then we can take time steps with BDF-2 such that cMt is large without any stability problems
or loss of accuracy. For an explicit method in time we would have to take a much smaller time
step for stability reasons. However, for large values of c, using an iterative method to solve the
implicit equations will result in slow convergence, hence the need for the preconditioner presented
in Section 4. The analysis in Section 5 for large $ x models the situation with large values of c. We
can therefore hope for good convergence rates in these cases using the semi-Toeplitz preconditioner.
In the following simulations, we use the initial solution
u(x; y; 0) =


0
−2 y−yc# e−(1=#)((x−xc)
2+(y−yc)2)
2 x−xc# e
−(1=#)((x−xc)2+(y−yc)2)

 ; (40)
which represents a modi2ed Gaussian pulse centred at (xc; yc) with the width determined by #¿ 0.
For a Cauchy problem without boundary conditions, the exact solution of this problem is
u(x; y; t) =


0
−2 y−yc# e−(1=#)((x−t−xc)
2+(y−yc)2)
2 x−t−xc# e
−(1=#)((x−t−xc)2+(y−yc)2)

 : (41)
If # is su8ciently large and yc is in the middle of the channel, then the boundary conditions (38)
will be satis2ed approximately. The solution (41) is smooth and has a slow time scale independent
of c. Thus, by increasing c the sti0ness of the problem increases. The time step size should be
chosen to resolve the pulse and not to ensure stability.
The initial grid consists of 12× 4 blocks with 12× 12 cells in each block, giving a grid size of
h= 112 in both space dimensions in the base grid. We allow three levels of re2nement, so that h=
1
96
in the 2nest blocks, and the tolerance  for the adaptivity is 1e− 1. The adapted grid at t = 0 with
(xc; yc)= (4; 2) and #= 120 in (40) is shown in Fig. 5 (where lines are drawn between every second
cell midpoint). Note that the grid is identical after the initial solution has been convected through
one period.
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Fig. 5. Adapted grid initially (t = 0) and after one period (t = 12).
Fig. 6. Solution u2 (left) and estimated error (right) after one period.
In all experiments, the iterative method used is restarted GMRES [22] with a restart length of
100. At each time step, the GMRES iteration is terminated when
‖r(k)‖
‖r(0)‖¡ tol (42)
for some prescribed tolerance tol, where r(k) is the preconditioned residual at the kth iteration.
Computations were carried out on a Sun Fire 15k server with 12 processors. Note that all CPU
times presented later are representative values, as the CPU time recorded for any individual run
depends heavily on what other processes are being run concurrently by other users of the parallel
machine.
We 2rst verify the accuracy of the adaptive procedure by running the code with exact boundary
conditions at the upper and lower walls calculated from (41). The second solution component, u2,
after one period (t=12) with Mt=5e−3, tol=1e−6 and c=100 is plotted in Fig. 6 (on the left),
together with the error estimate on which the grid adaptivity is based (on the right). The maximum
absolute values of u2 are 3.84 at (4.00,1.84) for the exact solution (41) and 3.77 at (3.48,1.42) for
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Table 1
Average performance statistics per time step for various values of c
GMRES PGMRES
c k CPU Cells k CPU Cells
2 2.00 0.30 8.54e4 5.14 6.32 8.54e4
4 3.88 0.41 8.81e4 6.50 7.11 8.81e4
8 7.88 0.84 8.95e4 7.60 8.89 8.95e4
16 15.55 2.04 9.07e4 8.66 9.16 9.07e4
32 30.20 7.74 9.17e4 10.61 12.75 9.17e4
64 61.81 36.80 9.92e4 15.76 15.90 9.28e4
128 434.60 594.32 4.37e5 26.40 48.62 1.40e5
the computed solution. The computed solution has a small amplitude error but the phase error is
larger. The maximum absolute value of u1 at t = 12 is 4:2e − 5.
We now illustrate the detrimental e0ect of increasing c on unpreconditioned GMRES iteration.
We again use the initial grid in Fig. 5 with time step Mt=5e−3 and GMRES tolerance tol=5e−5
(chosen based on solution accuracy). Results are shown in the left-hand part of Table 1. In each
case, the averages of the number of iterations (k), CPU time in seconds and number of cells in the
adaptive grid per time step are tabulated, where each average has been calculated over the 2rst 150
time steps of each run. Note that the CPU time not only includes the iteration time but also the time
taken to refactorise the preconditioner in blocks where the grid size has changed. The performance
of GMRES clearly deteriorates quickly as c is increased. In addition, bene2ts of the adaptive grid
are lost: for c = 128, the 2nal grid (after 150 time steps) is fully re2ned with h = 196 everywhere.
This is due to the poor convergence of the iterative solver which interferes with the estimates of the
spatial errors: a tighter GMRES tolerance would ameliorate this problem.
Analogous results for GMRES preconditioned with the semi-Toeplitz preconditioner described in
Section 4 (denoted by PGMRES) are shown in the right-hand part of Table 1. The bene2cial e0ects
of the preconditioning when c is large are clear. The actual GMRES/PGMRES iteration counts for
the 2rst 150 time steps are plotted in the left panel of Fig. 7. The right panel shows a plot of the
total number of cells in the adaptive grid for the 2rst 150 time steps for c=128. Note that the di0er-
ence in the stopping criterion (42) between the preconditioned and unpreconditioned versions may
also contribute to the unnecessary re2nement in the unpreconditioned case. With unpreconditioned
GMRES iterations, the grid is completely re2ned almost from the beginning while with PGMRES,
there is a variation as determined by the error estimates.
The performance of the preconditioner is also a0ected by the size of the time step. Reducing
Mt means that fewer PGMRES iterations are required for each individual linear system, but the
overall CPU time may increase as more time steps will be required to reach a speci2ed end-time.
For example, when c=128, similar total CPU times are required to reach t=0:75 with Mt=5e− 3
and Mt = 1e − 3 with on average 26.40 and 8.71 PGMRES iterations per time step, respectively.
The computing time is reduced on a spatially adapted grid compared to a uniform grid without
adaptivity which has the 2nest grid size in the adapted grid as its constant grid size. For plain
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Fig. 7. Comparison between GMRES (solid line) and PGMRES (dot-dash line) up to t = 0:75 when c = 128: iteration
counts (left) and total number of cells (right).
Table 2
Average performance statistics per time step for various starting grids
Grid b x × by n x × ny k CPU Cells
1 6× 2 24× 24 19.50 68.71 2.54e5
2 12× 4 12× 12 26.40 48.62 1.40e5
3 18× 6 8× 8 30.69 53.00 1.16e5
4 24× 8 6× 6 32.81 31.55 6.80e4
GMRES, the CPU times required for 150 time steps with and without adaptivity are 1011 and
1901 s, respectively: the equivalent times for PGMRES are 1590 s and 2467 s.
Our 2nal experiment examines the behaviour of the preconditioner as the grid block structure (and
hence the adaptive strategy) varies. Here, c= 128 in each case, with Mt = 5e− 3 and tol = 5e− 5.
Table 2 shows results for initial grids blocked in di0erent ways, where a grid has b x×by blocks with
n x × ny cells in each block. Note that Grid 2 is the starting grid used in all previous experiments.
The other grids have been chosen so that the initial grid size h= 112 is the same in each case. The
results in Table 2 con2rm that fewer cells are needed to resolve the solution when smaller blocks are
allowed, for example, in Grid 4. This is expected since the 2ne grid cells now can be concentrated
close to the peak, whereas they cover a larger area in, say, Grid 1. The coupling between the blocks
is ignored by the preconditioner. Because of this, we can expect the preconditioner to be less e8cient
with more blocks: this can be observed from the table. However, although the number of iterations
per time step k increases from Grid 1 to 4, the total CPU time required decreases thanks to the
reduction in the number of cells.
7. Conclusion
An implicit method for solution of time-dependent PDEs with grid adaptivity has been developed
and the stability of the adaptive scheme analysed. The systems of linear equations which arose at
P. L0otstedt et al. / Journal of Computational and Applied Mathematics 170 (2004) 269–289 289
each time step were solved by GMRES with preconditioning and analysis of the preconditioner has
shown that it will improve the convergence rate for sti0 problems. This behaviour was observed in
numerical experiments where only the slow time scale is present in the solution.
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