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SIMULACIO´N DE VOCES A TRAVE´S DE UN CONVERSOR
TEXTO-VOZ BASADO EN MODELOS OCULTOS DE MARKOV
RESUMEN
Una parte importante de los sistemas de inteligencia ambiental la constituye
el interfaz hombre-ma´quina, y dentro de e´ste la s´ıntesis de voz. La s´ıntesis de voz
consiste en la produccio´n artificial de voz humana. Los principales retos de los
conversores texto-voz son la produccio´n de una voz artificial inteligible y natural,
la completa automatizacio´n del proceso y que el texto necesario para la s´ıntesis no
provenga de una modificacio´n del lenguaje original.
A lo largo de este proyecto se ha puesto en marcha un sistema completo
de conversio´n texto-voz de u´ltima generacio´n basado en la s´ıntesis de voz por
modelos ocultos de Markov. Para llevarlo a cabo se han empleado algoritmos
de adaptacio´n de modelos acu´sticos, concretamente Maximum A Posteriori
y Maximum Likelihood Linear Regression. Estos algoritmos permiten obtener
una voz sintetizada a partir de pocas muestras de voz y no fone´ticamente
balanceadas del locutor deseado, pues utilizan como base otros registros que
s´ı esta´n fone´ticamente balanceados entrenados previamente para la s´ıntesis.
Para realizar este proceso de conversio´n texto-voz se ha elaborado una base de
datos, tanto de un locutor gene´rico como del locutor a adaptar, y su representacio´n
escrita. Se ha realizado un proceso de entrenamiento, consistente en la elaboracio´n
de los modelos acu´sticos empleados en la s´ıntesis, aplicando distintos algoritmos
para el ca´lculo de los modelos. Finalmente se han aplicado los algoritmos
adaptativos descritos anteriormente. Una vez obtenidos los modelos acu´sticos se
ha procedido a generar voz artificial siguiendo el modelo digital de produccio´n del
habla, excitacio´n ma´s filtro.
El resultado del proceso es una voz artificial que busca asemejarse a la voz
original, semejanza que se ha evaluado mediante programacio´n dina´mica. Por
u´ltimo, se ha elaborado una aplicacio´n web que, sirvie´ndose del sistema de s´ıntesis
elaborado, servira´ para crear un banco de voces de los usuarios que la empleen.
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Introduccio´n y alcance del
proyecto.
1.1 Planteamiento del problema y motivacio´n.
El uso del lenguaje y del habla es el principal medio de comunicacio´n empleado
por el ser humano. Sumado esto al marco de la sociedad de la informacio´n en la que
vivimos, parece lo´gico establecer una fusio´n entre tecnolog´ıa y habla. Se pueden
diferenciar dos ramas en las tecnolog´ıas aplicadas al habla: el reconocimiento y la
s´ıntesis de voz.
El reconocimiento del habla consiste en un proceso de clasificacio´n de patrones,
que permite procesar una voz emitida por un locutor y reconocer la informacio´n
en ella contenida. El reconocimiento es empleado en aplicaciones tan diversas
como: autoaprendizaje de idiomas, sistemas de seguridad, dictado de documentos
o informacio´n telefo´nica sin operador.
La s´ıntesis de voz, por su parte, consiste en la generacio´n de una voz artificial
a partir de un texto introducido por el usuario. Los sistemas de s´ıntesis abren
tambie´n un amplio abanico de posibilidades y distintas aplicaciones relacionadas
con:
• Telefon´ıa: servicio de teleoperadores automa´ticos.
• Tratamiento de discapacidades del habla.
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2 1.2. S´ıntesis de voz. Antecedentes.
• Ayuda a la docencia.
• Lectura de documentos.
Desde el Grupo de Tecnolog´ıas de las Comunicaciones (GTC) de la Universidad
de Zaragoza se han venido desarrollando sistemas de s´ıntesis basados en la
concatenacio´n de difonemas. Este proyecto nace movido por la necesidad de
establecer las bases de un sistema de s´ıntesis por modelos ocultos de Markov
para la lengua castellana. La principal ventaja que ofrece este tipo s´ıntesis frente
a los sistemas de concatenacio´n de difonemas es, que la cantidad de locuciones
necesarias para obtener buenos resultados es mucho menor sin que esto influya
considerablemente en la calidad de la voz generada artificialmente.
1.2 S´ıntesis de voz. Antecedentes.
El mecanismo de produccio´n de la voz en los seres humanos consiste en la
emisio´n de un flujo de aire desde los pulmones con la intensidad adecuada para
hacer vibrar las cuerdas vocales. Las partes del cuerpo humano implicadas en este
proceso son: pulmones, tracto vocal y cuerdas vocales.
Los sonidos producidos por la voz humana pueden ser clasificados como sonoros
o sordos. Los sonidos sonoros son producidos mediante la vibracio´n de las cuerdas
vocales, mientras que los sordos provienen de las contracciones de alguna seccio´n
del tracto vocal. A nivel de ana´lisis de sen˜al, los sonidos sonoros presentan
una marcada periodicidad, mientras que los sonidos sordos son de naturaleza
aperio´dica.
La s´ıntesis del habla consiste en generar una voz a partir de una representacio´n
escrita; el te´rmino empleado en ingle´s resulta muy esclarecedor: Text-To-Speech
(de texto a voz).
Existen diversos tipos de s´ıntesis, entre los que destacan:
• S´ıntesis concatenativa por seleccio´n de unidades: se parte de una base de
datos que se segmenta en frases, palabras, s´ılabas y fonemas. Para producir
la voz se concatenan estos segmentos pregrabados. Se obtiene una voz muy
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natural pero para ello es necesaria una base de datos de voz y texto muy
amplia, lo que en algunos casos la hace inviable. Es la te´cnica empleada por
el GTC.
• S´ıntesis por formantes: la voz se genera a partir de un tren de pulsos
introducido en un banco de filtros. Cada uno de los filtros modela una de
las resonancias del tracto vocal. Se consigue una voz muy inteligible pero
tambie´n demasiado robo´tica.
• S´ıntesis articulatoria: se obtiene la voz a partir de para´metros relacionados
con la forma del tracto vocal y las distintas articulaciones bucales. No se han
alcanzado niveles elevados de calidad todav´ıa.
• S´ıntesis mediante modelos ocultos de Markov (HMMs:Hidden Markov
Models): objeto de estudio en este proyecto. Analiza las propiedades
estad´ısticas de las sen˜ales de audio y genera unos modelos a partir de
los cuales, mediante un sistema de excitacio´n ma´s filtro, se obtiene la voz
artificial. Ha sido ma´s empleado para reconocimiento que para s´ıntesis.
Las principales caracter´ısticas de los sistemas basados en HMMs son:
- Requieren menos cantidad de memoria para funcionar.
- Proporcionan una voz ma´s artificial que la s´ıntesis concatenativa, pero ma´s
inteligible.
- Permiten cambiar caracter´ısticas de la voz o el estilo de locucio´n.
- Resultan muy u´tiles y sencillas para la adaptacio´n de voces a partir de muy
pocas frases.
El proceso de s´ıntesis mediante modelos ocultos de Markov consta de tres etapas
bien diferenciadas, que se muestran en la Figura 1.1.
Figura 1.1. Etapas del proceso de s´ıntesis mediante HMMs.
4 1.3. Objetivos.
En los pro´ximos cap´ıtulos se expondra´n en detalle cada una de estas partes,
pero para tener una visio´n general, a continuacio´n se expone una breve explicacio´n
de cada una de ellas:
• Obtencio´n de las sen˜ales de audio: se graba al locutor a adaptar diciendo
unas frases adecuadamente elegidas.
• Ana´lisis de la base de datos: partiendo de los ficheros de audio y
sus correspondientes transcripciones de texto, se obtienen los para´metros
espectrales y la frecuencia fundamental.
• Entrenamiento de los HMMs: con los datos obtenidos en la etapa anterior se
generan unos modelos iniciales que paso a paso se ira´n mejorando mediante
algoritmos recursivos hasta obtener los modelos finales.
• Generacio´n de voz artificial: en base a un texto introducido por el usuario, se
genera una voz artificial siguiendo el modelo digital de produccio´n del habla,
excitacio´n ma´s filtro.
1.3 Objetivos.
El principal objetivo de este proyecto es establecer las bases de un sistema de
s´ıntesis mediante HMMs para la lengua castellana. La s´ıntesis se realizara´ mediante
me´todos de adaptacio´n, que permiten generar una voz artificial bastante semejante
a la original a partir de muy pocas muestras de audio del locutor a adaptar. Por
otro lado, se plantea tambie´n un ana´lisis de similitud de voces y el desarrollo de
una aplicacio´n web para la adquisicio´n de un banco de voces.
El ana´lisis de similitud entre las voces originales y las voces artificiales
generadas se realiza mediante un alineamiento temporal a trave´s de un algoritmo
de programacio´n dina´mica.
La aplicacio´n web desarrollada permitira´ obtener una amplia base de datos de
locutores y modelos que ayuden a la mejora del me´todo de s´ıntesis empleado. Esta
aplicacio´n contara´ con un interfaz en el que, mediante un nombre de identificacio´n
y una contrasen˜a, se permitira´ al usuario generar su propia voz artificial.
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Por u´ltimo, esta memoria pretende servir de gu´ıa de uso del s´ıstema de s´ıntesis
propuesto y facilitar futuros trabajos e investigaciones del GTC.
1.4 Estructura de la memoria.
Tras este breve cap´ıtulo de introduccio´n el resto de la memoria se estructura
de la siguiente forma:
• En el Cap´ıtulo 2 se desarrolla una exposicio´n teo´rica sobre las s´ıntesis
mediante HMMs. Comienza con una explicacio´n sobre los datos necesarios
para la s´ıntesis, centra´ndose despue´s en los tipos de modelos y los para´metros
de salida de e´stos. A continuacio´n, se explican los conceptos teo´ricos que esta´n
detra´s de todo el proceso de entrenamiento de los modelos, desde la creacio´n
de los modelos iniciales a la adaptacio´n a locutor. Se finaliza el cap´ıtulo con
los fundamentos teo´ricos de la generacio´n de voz artificial.
• En los cap´ıtulos 3 y 4 se explican en detalle todos los pasos que envuelven el
proceso de s´ıntesis. El Cap´ıtulo 3 se centra en el proceso de entrenamiento
de los modelos con el programa HTS. Se explican los distintos pasos, las
funciones empleadas, los ficheros necesarios a la entrada y los producidos a
la salida.
En el Cap´ıtulo 4 se expone el sistema de generacio´n de voz vivoSinte y la
herramienta en la que e´ste se basa, hts engine. Se explican los distintos pasos
seguidos para la generacio´n y los procedimientos empleados por el sistema
vivoSinte.
• En el Cap´ıtulo 5 se presenta el estudio de la distorsio´n existente entre
sen˜ales originales y sintetizadas. Por otro lado se expone la aplicacio´n Web
desarrollada.
• En el Cap´ıtulo 6 se analizan los resultados, se exponen las conclusiones del
proyecto y se proponen l´ıneas futuras de trabajo.

Cap´ıtulo 2
S´ıntesis mediante modelos ocultos
de Markov.
Los modelos ocultos de Markov (HMMs:Hidden Markov Models [19][3]) son
procesos doblemente estoca´sticos, formados por una secuencia de estados, que no
es observable y de ah´ı la denominacio´n de ocultos, y por la salida de cada uno de
ellos. Los HMMs pueden ser discretos o continuos, los valores de salida de cada
estado de los modelos discretos pertenecen a un conjunto finito de posibles valores,
mientras que en los modelos continuos el dominio es infinito. En el Ape´ndice A se
lleva a cabo una explicacio´n detallada de la estad´ıstica de los HMMs.
Para la s´ıntesis de voz se emplean modelos continuos, puesto que las
caracter´ısticas de las sen˜ales de voz toman valores continuos. Estas caracter´ısticas
tendra´n una funcio´n densidad de probabilidad tambie´n continua, normalmente
Gaussiana.
El proceso de s´ıntesis consta de dos partes fundamentales. La Figura 2.1
muestra un pequen˜o esquema de este proceso.
La primera parte consiste en la obtencio´n de los HMMs para las tres
caracter´ısticas principales que definen una sen˜al de voz: la frecuencia fundamental,
el espectro y la duracio´n. Como el objetivo es generar una voz artificial lo ma´s
parecida posible a la original, con un nu´mero limitado de frases del locutor, el
proceso de entrenamiento se divide en dos partes. Por un lado, se generan unos
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8modelos preliminares a partir del procesado de unas sen˜ales de voz base y sus
correspondientes transcripciones en texto. Este proceso consta de cuatro fases
fundamentales:
• Elaboracio´n de unos modelos iniciales.
• Mejora de los modelos iniciales mediante el algoritmo de Viterbi.
• Refinamiento de los modelos aplicando el algoritmo de Baum-Welch.
• Te´cnicas de agrupamiento o clustering empleando a´rboles de decisio´n.
Una vez obtenidos estos modelos preliminares, se les aplicara´ una fase de
adaptacio´n en la que se generara´n unos modelos finales adaptados al locutor que
nos ocupe.
Tras obtener los modelos adaptados, la segunda parte consiste en la generacio´n
de una voz artificial a partir de estos modelos y un texto introducido por el usuario.
El objetivo final es obtener una voz artificial lo ma´s parecida posible a la voz
original. La generacio´n de la voz se realiza mediante el modelo digital de produccio´n
del habla, excitacio´n ma´s filtro.
Figura 2.1. Esquema del proceso de s´ıntesis mediante HMMs.
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2.1 Datos necesarios para el entrenamiento.
El proceso de entrenamiento necesita de una base de datos bien elaborada,
compuesta por un conjunto de sen˜ales de voz y sus correspondientes
representaciones escritas en el idioma en el que se desee entrenar, tanto para la
voz base como para la voz a adaptar. Mediante un ana´lisis exhaustivo de esta base
de datos, el entrenamiento da como resultado los modelos que son necesarios para
la s´ıntesis.
Para poder realizar el entrenamiento es necesario un procesado previo de las
representaciones escritas, que consiste en el segmentado y etiquetado de estas
oraciones. Una vez realizado e´ste, tendremos una base de datos de etiquetas que
nos dara´n informacio´n sobre la sucesio´n, posicio´n dentro de la frase, duracio´n y la
entonacio´n con que se pronuncia cada fonema en la grabacio´n.
Por u´ltimo, las sen˜ales de voz tambie´n se someten un preprocesado en el que
se extrae cierta informacio´n relacionada con la frecuencia fundamental (en ingle´s
pitch), el espectro y la duracio´n.
2.1.1 Frecuencia fundamental.
La frecuencia fundamental o pitch, estrictamente hablando, esta´ relacionada
con la percepcio´n del tono. En el dominio temporal, se asocia el pitch con el
periodo de la sen˜al de voz, mientras que en el dominio de la frecuencia, el pitch
es la separacio´n frecuencial entre dos formantes consecutivos en sonidos con cierta
sonoridad, y por tanto, periodicidad. Se denominan formantes a los picos que
aparecen en el espectro sonoro de las vocales, independientemente del tono.
La frecuencia fundamental de la voz del ser humano oscila entre 70 y 400 Hz,
siendo ma´s baja para los hombres (voz ma´s grave), que para las mujeres (voz
ma´s aguda). Por tanto, se trata de un para´metro caracter´ıstico de cada locutor,
que permite diferenciar y reconocer su voz, y esta´ vinculado con la frecuencia
fundamental de vibracio´n de las cuerdas vocales. Aqu´ı se debe distinguir entre
sonidos sonoros, que poseen cierta periodicidad y cuyo pitch tomara´ valores dentro
del rango 70-400 Hz, y los sonidos sordos que son aperio´dicos, lo que imposibilita
10 2.1. Datos necesarios para el entrenamiento.
determinar su pitch.
Por tanto, el pitch constituye un importante para´metro para la s´ıntesis de voz,
y como tal, debe ser considerado y entrenado por algu´n tipo de HMM. Para realizar
dicho entrenamiento, en primer lugar debera´ ser extra´ıdo de las sen˜ales de voz de
la base de datos.
Para obtener el pitch a partir de la sen˜al de voz se recurre a un me´todo de
correlacio´n cruzada normalizada [17][15].







El periodo de pitch (τ) es la longitud, en nu´mero de muestras, que separa el
ma´ximo de correlacio´n (m=0) y el segundo ma´ximo. Una vez obtenido el periodo,
el pitch se obtiene facilmente calculando el inverso, fo = 1/τ .
2.1.2 Informacio´n espectral.
Toda la informacio´n espectral se obtiene mediante una parametrizacio´n de las
sen˜ales de voz. Existen diversos me´todos para realizar esta parametrizacio´n. El
empleado en este proyecto es el conocido como Coeficientes Cepstrum en la escala
de Mel, MFCCs (del ingle´s, Mel-frequency cepstral coefficients).
Con esta parametrizacio´n se consigue un espectro cuya resolucio´n frecuencial
es similar a la del o´ıdo humano, que posee alta resolucio´n a frecuencias altas. Esta
caracter´ıstica hace que el me´todo de los MFCCs sea utilizado tanto en s´ıntesis
como en reconocimiento de voz.
El cepstrum de la sen˜al tiene informacio´n sobre la variacio´n del espectro, y se
calcula a partir de la sen˜al de voz, trama a trama, siendo una trama un segmento de
la sen˜al original de una longitud determinada. En cada trama se aplica el ana´lisis
mel-cepstral, obteniendo sus coeficientes mel-cepstrales [4]. El modelo espectral,
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1− αz−1 , |α| < 1 (2.3)
es una transformacio´n bilineal que aproxima el plano Z en escala de Mel en
funcio´n del plano Z en escala lineal.
La fase caracter´ıstica para esta´ transformacio´n viene dada por la expresio´n:
ω˜ = arctan
(1− α2)sen(ω)
(1 + α2)cos(ω)− 2α (2.4)
donde el para´metro α sirve para ajustar la aproximacio´n entre las dos escalas,
en funcio´n de la frecuencia de muestreo. Por ejemplo, para una frecuencia de
muestreo de 10 KHz, con α = 0.35 se consigue una buena aproximacio´n a la escala
de Mel.
Para obtener una estimacio´n no sesgada se utiliza el siguiente criterio,






{exp R(ω)−R(ω)− 1} dω (2.5)
donde
R(ω) = logIN(ω)− log|H(ejω)|2 (2.6)
e IN representa el periodograma modificado [10], que permite estimar
espectralmente el proceso x(n), el cual es considerado estacionario dentro de cada
trama. El para´metro N representa el nu´mero de muestras de la trama. Para
conseguir una buena estimacio´n espectral se necesita un nu´mero de muestras
suficientemente elevado, ya que IN es asinto´ticamente insesgado.
Para facilitar la minimizacio´n de 2.2 se aplica una transformacio´n sobre 2.5 de
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b(m)φm(z) = K ·D(z) (2.7)
donde







 c˜(m), m = M ;c˜(m)− αb(m+ 1), 1 ≤ m < M ; (2.10)
φm(z) =
 1, m = 0;(1−α2)z−1
1−αz−1 z˜
−(m−1), m ≥ 1;
(2.11)









con respecto a b = [b(1), b(2), ..., b(M)]T .
Al ser  convexo, segu´n [25], la minimizacio´n de 2.12 se puede llevar a cabo
eficientemente aplicando el me´todo de Newton-Raphson.
2.2 Modelos de las caracter´ısticas de la voz
empleados en s´ıntesis.
Los tres elementos necesarios para realizar la s´ıntesis son el pitch, el espectro
y la duracio´n. En esta seccio´n se exponen los HMMs que los modelan.
2.2.1 Modelo para el pitch.
El patro´n del pitch esta´ compuesto por valores continuos en la regio´n de sonidos
sonoros y de un s´ımbolo discreto en la regio´n de sonidos sordos como se puede ver
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en la Figura 2.2.
Figura 2.2. Ejemplo de patro´n de F0, extra´ıdo de[24].
En la caracterizacio´n del pitch aparecen dos procesos estoca´sticos para los
observables de los HMMs: la existencia o no de pitch, y en caso de existir que
valor toma. Para modelarlos correctamente es necesario un h´ıbrido entre un HMM
discreto y otro continuo. Para esto, las probabilidades de salida de los estados se
definen mediante una distribucio´n multi-espacial de probabilidad (MSD [21][24]).
A continuacio´n se detalla esta distribucio´n de probabilidad y se demuestra su
utilidad para modelar el pitch.





Cada subespacio Ωg es un espacio de dimensio´n real ng (Ωg = <ng) con ng
= 0,1,...,m, que no tiene por que´ ser la misma para todos los subespacios. Cada
subespacio tiene una funcio´n densidad de probabilidad (f.d.p.), Ng(x), x ∈ <ng y
su propia probabilidad, P(Ωg) = ωg, donde
∑G
g=1 ωg = 1.
Cada realizacio´n E, esta´ representada por una variable aleatoria o compuesta
por una variable aleatoria continua x ∈ <n y un conjunto de ı´ndices X . De manera
que, o = (X , x), indica que la salida x esta´ estad´ısticamente definida por los
subespacios indicados en X . Finalmente la probabilidad de tener una observacio´n
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ωgNg(V(o)), donde V(o) = x, S(o) = X (2.14)
Para el caso que nos ocupa y como se ha apuntado anteriormente, se tendra´ un
valor continuo en la regio´n de sonido sonoro y ningu´n valor en la regio´n de
sonido sordo. Esto se puede modelar asumiendo que el valor de pitch para un
sonido sordo corresponde a un espacio cero-dimensional y para un sonido sonoro
correspondera´ a un espacio unidimensional, esto es nG = 0 y ng = 1 (g = 1,2,...,G-1)
respectivamente.
Para el subespacio nG = 0, se impone NG(x) = 1 por simplicidad. Por otro
lado, para el subespacio ng = 1, Ng(x) es una f.d.p. Gaussiana.
S(o) =
 {1, 2, ..., G− 1}, (sonidos sonoros){G}, (sonidos sordos) (2.15)
As´ı pues, la estad´ıstica de los observables de los estados queda definida segu´n:
b(o) = P (sordo)N (o|sordo) + P (sonoro)N (o|sonoro) =
= ωGNG(∗) + ωgNg(fo) = ωG + ωgNg(fo) (2.16)
De esta formulacio´n se puede extraer la conclusio´n de que para el caso de
sonido sordo so´lo nos interesa la aparicio´n de dicho evento, mientras que para un
sonido sonoro nos interesan tanto su aparicio´n como su valor, de ah´ı Ng(fo. Las
probabilidades de que un sonido sea sordo o sonoro son ωG y ωg, respectivamente.
Por tanto, en estos modelos, los observables de salida de los estados son
escalares, con el valor del pitch cuando se refiere a un sonido sonoro y ningu´n
valor cuando se trata de un sonido sordo.
Un posible modelo para los estados y observables de salida para el pitch se
muestra en la Figura 2.3
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Figura 2.3. Modelo de HMMs para la frecuencia fundamental.
2.2.2 Modelo para el espectro.
El modelo asociado al espectro genera 3 vectores, los coeficientes esta´ticos y
dos tipos de coeficientes dina´micos:
• Coeficientes esta´ticos (c): relacionados con los coeficientes mel-cepstrales.
• Coeficientes dina´micos de primer orden (∆c): primera derivada de los
coeficientes esta´ticos.
• Coeficientes dina´micos de segundo orden (∆2c): segunda derivada de los
coeficientes esta´ticos.
Estos coeficientes dina´micos modelan la evolucio´n temporal de los coeficientes
esta´ticos: la informacio´n sobre si el pro´ximo valor sera´ mayor o menor que el actual
y su tendencia a crecer o decrecer. En la Figura 2.4 se muestra un posible modelo
para estos estados y los observables a la salida.
En cuanto a la estad´ıstica de los observables, e´stos son ma´s sencillos de
caracterizar que los correspondientes al pitch. Los coeficientes a la salida de cada
estado son vectores en <n y se pueden caracterizar de manera sencilla mediante n
mezclas. La funcio´n densidad de probabilidad que caracteriza a estos coeficientes
para el estado i-e´simo se corresponde con la expresio´n 2.17, que consiste en la
ponderacio´n de N funciones de densidad de probabilidad, con su media µ
in
y
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Figura 2.4. Modelo de HMMs para el espectro.
2.2.3 Modelo para la duracio´n.
Estos modelos hacen referencia a la duracio´n de cada fonema. Los observables
se emitira´n una vez por fonema, en vez de trama a trama como suced´ıa en los
modelos anteriores. Por esta razo´n, este modelo constara´ de un u´nico estado.
Figura 2.5. Modelo de HMMs para la duracio´n.
En la Figura 2.5 se muestra un posible modelo para la duracio´n, con un estado
que emite un vector de dimensio´n igual al nu´mero de estados que tienen los modelos
del pitch y el espectro, donde cada componente indica la duracio´n de cada uno
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de los estados de estos modelos. El observable a la salida del estado tendra´ una
estad´ıstica Gaussiana multivariable con una media y varianza determinadas.
Cabe destacar que tanto los modelos del pitch como los del espectro esta´n
formados por 5 estados cada uno, mientras que el modelo para la duracio´n
esta´ compuesto por un u´nico estado.
2.3 Entrenamiento de los modelos.
2.3.1 Modelos iniciales.
En la primera fase del entrenamiento se busca obtener unos modelos iniciales
que sirvan de primera aproximacio´n a los modelos definitivos. Estos modelos son
poco precisos, pero suponen una base sobre la que edificar los modelos finales. Para
obtener los modelos iniciales, se emplean las sen˜ales de voz y las representaciones
escritas que componen la base de datos, tanto de la voz base como de la que se desea
adaptar. Con estos datos se realiza una estimacio´n inicial de los para´metros de cada
modelo λ (pitch, espectro, y duracio´n). La estimacio´n de los modelos consiste en
un ca´lculo de medias, varianzas y matrices de covarianza. En posteriores etapas se
realizan reestimaciones sobre estos valores para precisar los modelos finales.
El modelo obtenido en esta etapa procede de la segmentacio´n temporal de los
para´metros de voz. Los para´metros de los estados de los HMMs se obtienen de la
particio´n de los fonemas en partes iguales, como se muestra en la Figura 2.6. Esta
particio´n equitativa no resulta ser la o´ptima, como puede observarse en el estado
3 de la Figura 2.6. Para que la particio´n fuese ma´s precisa las fronteras deber´ıan
estar mejor situadas (por ejemplo, la frontera marcada con * podr´ıa estar ma´s a
la derecha).
2.3.2 Mejora de los modelos iniciales mediante el algoritmo
de Viterbi.
Como hemos visto en la seccio´n anterior, se requiere mejorar las fronteras entre
estados, para ello se deben ajustar los l´ımites de los estados del modelo inicial. Para
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Figura 2.6. Segmentacio´n en partes iguales de un fonema.
este propo´sito se emplean algoritmos iterativos sobre los para´metros asociados a
cada fonema, teniendo en cuenta el modelo inicial generado con anterioridad.
El objetivo es mejorar el modelo inicial, λo, y determinar la secuencia de estados
S = (s1, s2, ..., sT ) que mejor se adecu´a a la secuencia de tramas del fonema caso
de estudio, O = (o1, o2, ..., oT ). Esta relacio´n entre estados y tramas se puede
visualizar en la Figura 2.7. Una vez ajustada esta relacio´n, se vuelven a calcular
las medias y matrices de covarianza de los observables de salida de cada estado.
Para realizar todo este proceso se emplea de forma recursiva el algoritmo de Viterbi
[2][25].
Figura 2.7. Relacio´n entre estados y tramas.
El algoritmo de Viterbi fue propuesto en 1967 como un me´todo de
decodificacio´n de co´digos convolucionales, se trata de una solucio´n recursiva al
problema de estimar la secuencia finita de estados en tiempo discreto de un
Cap´ıtulo 2. S´ıntesis mediante modelos ocultos de Markov. 19
proceso de Markov. Recordamos que un proceso de Markov es aquel en el que
la probabilidad de estar en el estado xk+1 en el tiempo k+1, depende so´lo del
estado xk en el tiempo k :
P (xk+1|x0, x1, ..., xk) = P (xk+1|xk) (2.18)
Aplicando el algoritmo de Viterbi se busca la secuencia de estados para la cual
P (S|O, λ) es ma´xima, que es equivalente a maximizar P (S,O|λ), puesto que
P (S|O, λ) = P (O|λ)P (S,O|λ) (2.19)
Las probabilidades de transicio´n entre estados, en nuestro caso, son entre
estados consecutivos y restringen la secuencia de estados obtenida.
El algoritmo de Viterbi segmenta cada secuencia de entrenamiento O usando
un procedimiento de alineacio´n de estados que resulta de maximizar
φN(T ) = ma´x
i
φi(T )aiN (2.20)




con condiciones iniciales dadas por
φ1(1) = 1 (2.22)
φj(1) = a1jbj(o1) (2.23)
para 1 < j < N.
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2.3.3 Refinamiento de los modelos aplicando el algoritmo
de Baum-Welch.
Al aplicar el algoritmo de Viterbi, se obtiene un modelo que se aproxima
mejor estad´ısticamente, a la voz original, que el modelo inicial. Sin embargo, el
algoritmo de Viterbi emplea u´nicamente una secuencia de estados para realizar las
estimaciones, mientras que el algoritmo de Baum-Welch [7][13][19] considera todos
los posibles alineamientos entre estados y observaciones, no solamente la mejor de
estas posibilidades, como es el caso del algoritmo de Viterbi. En vez de asignar
cada vector de observables a un estado espec´ıfico, cada observacio´n es asignada a
cada estado proporcionalmente a la probabilidad de permanecer en e´l.
A continuacio´n se detalla el algoritmo. Lj(t) denota la probabilidad de estar








t=1 Lj(t)(ot − µj)(ot − µj)′∑T
t=1 Lj(t)
(2.25)
donde los sumatorios en los denominadores se emplean para normalizar.
Por supuesto para aplicar las ecuaciones 2.24 y 2.25 se debe calcular
anteriormente la probabilidad Lj(t), lo cual se logra eficientemente empleando
el algoritmo ”forward-backward”que se detalla a continuacio´n.
La probabilidad forward αj(t) (probabilidad de observar los primeros t vectores
y estar en el estado j en el tiempo t) para el modelo M con N estados se define
como
αj(t) = P (o1, o2, ..., ot, x(t) = j|M) (2.26)
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con condiciones iniciales
α1(1) = 1 (2.28)
αj(1) = a1jbj(o1) (2.29)





La probabilidad backward βj(t) se define como
βj(t) = P (ot+1, ot+2, ..., oT |x(t) = j,M) (2.31)






βi(T ) = aiN (2.33)






P (O|M) = αN(T ) (2.35)
αj(t)βj(t) = P (O, x(t) = j|M) (2.36)
Por u´ltimo, para calcular la probabilidad Lj(t)
Lj(t) = P (x(t) = j|O,M) (2.37)
=
P (O, x(t) = j|M)
P (O|M) (2.38)





donde P = P (O|M).
2.3.4 Te´cnicas de clustering empleando a´rboles de
decisio´n.
El siguiente paso en el entrenamiento consiste en emplear los mismos
algoritmos (Viterbi y Baum-Welch) pero considerando los fonemas con informacio´n
contextual. En este tipo de fonemas, se conoce la posicio´n que ocupa el fonema
dentro de la frase y cua´les son los fonemas que le acompan˜an; adema´s puede
incluir informacio´n de la entonacio´n a la hora de pronunciarlo. Por tanto, son de
gran utilidad a la hora de optimizar los modelos en el proceso de entrenamiento.
La cantidad de informacio´n que contienen los fonemas contextuales hace que
el taman˜o de la base de datos sea insuficiente para hacer un uso eficiente de sus
caracter´ısticas. Para resolver este problema se realiza una agrupacio´n entre los
estados de los distintos modelos. De esta manera los datos que se utilizan en la
estimacio´n de los para´metros de algu´n modelo, son empleados para realizar esta
misma estimacio´n en un modelo diferente. Este proceso de agrupamiento se conoce
como ”clustering” y se lleva a cabo con los a´rboles de decisio´n construidos mediante
la te´cnica MDL (Minimum Description Length [16]) que permite determinar el
a´rbol o´ptimo.
La elaboracio´n de estos a´rboles consiste en la formulacio´n de mu´ltiples
preguntas referidas al contexto. En cada nodo se formula la pregunta y de ese
nodo saldra´n dos ramas, en funcio´n de que la respuesta sea afirmativa o negativa,
que conducira´n a otro nodo y otra pregunta. As´ı se creara´n los a´rboles para cada
uno de los modelos. Por ejemplo, si nos fijamos en la Figura 2.8, la pregunta ”R-
fricativa?” se realiza en todos los primeros estados de los modelos, en unos modelos
la respuesta sera´ afirmativa y en otros negativa, produciendose la agrupacio´n y
separacio´n de e´stos.
Las preguntas se seleccionan mediante el criterio MDL, que permite escoger
la pregunta o´ptima entre todas las posibles. En este criterio se define un modelo
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Figura 2.8. Ejemplo de a´rbol de decisio´n.
como el conjunto de nodos finales en un a´rbol de decisio´n, como se muestra en la
Figura 2.9. Para cada nodo se calcula un para´metro conocido como DL (Description
Length) y el modelo con la menor DL sera´ seleccionado como el modelo o´ptimo.
Una de las caracter´ısticas del me´todo MDL es, que una vez se ha llegado a un
o´ptimo de DL se puede parar el procedimiento, es decir, so´lo se seguira´n realizando
divisiones en nodos mientras el para´metro DL siga mejorando.
Figura 2.9. Modelo (conjunto de nodos) en un a´rbol de decisio´n.
Al final del proceso se tiene un conjunto de ligaduras de nodos o estados,
consiguiendo asi reducir el nu´mero de para´metros a estimar.
Por otro lado, como los factores asociados al contexto afectan de forma
independiente a los para´metros espectrales, pitch y duracio´n, se genera un a´rbol de
decisio´n para cada uno de los modelos. Una vez generados estos a´rboles, se vuelven
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a realizar reestimaciones sobre los modelos empleando los algoritmos expuestos
anteriormente (Viterbi y Baum-Welch) que permitan refinar y mejorar los modelos.
2.4 Te´cnicas de adaptacio´n.
La adaptacio´n es una te´cnica empleada para generar modelos acu´sticos de un
locutor del que se dispone poco material para poder realizar el entrenamiento.
Para ello, se emplea un modelo generalista, creado a partir de una voz base, y
sobre sus modelos se actualizan los para´metros para adaptar al nuevo locutor. De
esta manera, se consigue un modelo final monolocutor, utilizando poco material
en forma de sen˜ales de audio y texto.
Existen varias te´cnicas para llevar a cabo la adaptacio´n, entre ellas destacan
el algoritmo MAP (del ingle´s, Maximum A Posteriori) y el algoritmo MLLR
(Maximum Likelihood Linear Regression). A continuacio´n se describen brevemente
ambos me´todos. El Ape´ndice C contiene una exposicio´n ma´s detallada de los
procesos mate´maticos que esta´n detra´s de estos algoritmos.
2.4.1 Maximum Likelihood Linear Regression.
El algoritmo MLLR [12][18] toma los datos para la adaptacio´n del nuevo locutor
y realiza una actualizacio´n de medias y covarianzas de los modelos del locutor
independiente (voz base) hasta maximizar la probabilidad de la adaptacio´n. El
resto de para´metros no se actualizan hasta que se ha conseguido el objetivo
anterior.
Para llevar esto a cabo, se realiza una transformacio´n lineal:
µ̂
jc
= Wc µjc (2.40)




es el vector de medias de la c-e´sima Gaussiana en el estado j-e´simo,
Wc es la matriz de transformacio´n lineal de medias, Σjc la matriz de covarianzas
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de la c-e´sima Gaussiana en el estado j-e´simo y H la matriz de transformacio´n de
covarianzas.
El algoritmo MLLR se puede emplear de dos formas distintas. La primera de
ellas, es la llamada MLLR global, en la que se adaptan las medias y varianzas
en todos los estados de forma global. La segunda forma consiste en dividir las
Gaussianas de cada estado en clases de regresio´n1 y adaptar cada una de estas
clases por separado. Si se disponen de pocos datos para llevar a cabo la adaptacio´n
se emplea el me´todo global, mientras que si se aumenta la cantidad de datos la
segunda forma de utilizar el algoritmo es la que se aplica.
Para obtener las clases de regresio´n es necesario generar un a´rbol de clases
de regresio´n (del ingle´s, regression class tree)[5]. Un a´rbol de clases de regresio´n
esta´ formado por una jerarqu´ıa de clases de regresio´n y un grupo de clases base2,
que tambie´n pueden ser clases de regresio´n. Las componentes se agrupan en funcio´n
de su cercan´ıa en el espacio acu´stico, sin tener en cuenta a que fonema pertenecen.
La Figura 2.10 muestra un ejemplo de un a´rbol de clases de regresio´n. En el a´rbol
los nodos terminales se correponden con las clases principales, cada Gaussiana del
modelo pertenecera´ a una de ellas.
Figura 2.10. Ejemplo de a´rbol de clases de regresio´n.
Las flechas y l´ıneas discontinuas indican que no se tienen suficientes datos
como para generar una matriz de transformacio´n, mientras que las flechas y
l´ıneas continuas se corresponden con nodos terminales que s´ı poseen suficiente
1Clase de regresio´n: agrupacio´n de para´metros de un modelo.
2Clase base: mı´nima agrupacio´n de para´metros que pueden ser transformados
independientemente.
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informacio´n para llevar a cabo la transformacio´n. En el ejemplo de la Figura 2.10,
se generar´ıan transformaciones (Wn) para los nodos 2,3 y 4. Para los casos sin
suficientes datos, las clases estara´n asociadas a la matriz de transformacio´n del
nodo superior.
As´ı pues esta transformacio´n de cada clase principal de regresio´n se lleva a
cabo de la siguiente manera: 
W2 → {C5}
W3 → {C6, C7}
W4 → {C4}
 (2.42)
2.4.2 Maximum A Posteriori.
Este algoritmo de adaptacio´n [6] puede ser visto como una adaptacio´n
Bayesiana. Para emplearlo es necesario partir de un modelo inicial, que en el caso
que nos ocupa sera´ el del locutor independiente. Combinando este modelo inicial
con la nueva informacio´n obtenida del locutor al que se quiere adaptar, mediante
un factor de adaptacio´n, se estima el para´metro adaptado final.
















es la media del modelo independiente para el estado j-esimo y c-e´sima
Gaussiana, µ
jc
la media de los datos adaptados, Njc la probabilidad de ocupacio´n
de los datos de adaptacio´n y τ el peso de la informacio´n a priori (modelo inicial).
La principal desventaja de este me´todo de adaptacio´n es que requiere una
cantidad de datos mayor que MLLR, esto es debido a que se realiza la adaptacio´n
de cada componente del modelo. Por contra, cuanta ma´s informacio´n se posee, el
algoritmo MAP resulta ma´s efectivo que el MLLR.
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2.5 Generacio´n de voz.
Una vez finalizado el entrenamiento y adaptacio´n, la s´ıntesis finaliza con la
generacio´n de la voz haciendo uso de los modelos generados previamente. El
proceso de produccio´n de voz a partir del texto a generar, normalmente introducido
por el usuario, y de los modelos obtenidos en el entrenamiento, consta de las
siguientes etapas:
1. Normalizacio´n del texto, que consiste en la conversio´n de abreviaturas,
fechas, nu´meros, etc., en su correspondiente representacio´n fone´tica.
2. Divisio´n del texto en unidades proso´dicas, marcando la entonacio´n, duracio´n
o velocidad de los fonemas.
3. Asignacio´n de los modelos. A partir de la secuencia de fonemas y la
representacio´n proso´dica, se escoge el modelo generado en el entrenamiento
que mejor se adecu´a a cada fonema en ese contexto. Entendiendo por
contexto la situacio´n dentro de la frase, es decir, si el fonema se encuentra
al principio o al final de la oracio´n, entre que´ fonemas se encuentra situado,
etc.
4. Generacio´n de la secuencia de modelos asociada al contexto. Para esta tarea
se emplean a´rboles de decisio´n, generados tambie´n durante el entrenamiento.
5. Finalmente, el sistema genera la voz asociada a la secuencia de HMMs
empleando el modelo digital de produccio´n del habla, excitacio´n ma´s filtro.
2.5.1 Obtencio´n de los para´metros acu´sticos a partir de los
HMM.
Los para´metros acu´sticos se obtienen mediante la transformac´ıon de la
secuencia de HMMs en una secuencia de tramas con informacio´n sobre el pitch
y el espectro para cada instante.
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Figura 2.11. Esquema del proceso de generacio´n de voz.
En primer lugar se determina la duracio´n de los modelos de la frase a sintetizar,
es decir, de cada uno de los estados que componen los modelos[19]. De esta forma,
para una duracio´n T del modelo, el objetivo es obtener la secuencia de estados,
S = (s1, s2, ..., sT ), que maximiza









donde pk(dk) es la probabilidad de que el estado k dure dk, siendo K el nu´mero
de estados del modelo λ. Cada probabilidad pk(dk) se modela como una Gaussiana






que maximiza 2.44 se
obtiene
dk = ξ(k) + ρ · σ2(k) (2.46)






Se observa en 2.47 que el para´metro ρ se encuentra relacionado con la duracio´n
T. Esto facilitara´ controlar la duracio´n mediante este para´metro en vez de
directamente a trave´s de T . Por ejemplo si ρ = 0 las duraciones que se asignara´n
a cada estado sera´n las duraciones medias obtenidas en el entrenamiento.
El siguiente paso a dar consiste en imponer la duracio´n de los estados de
cada modelo y asignarles el nu´mero de tramas correspondiente. Esta´ asignacio´n
de duracio´n se aplica a los modelos para el pitch y los coeficientes espectrales y se
traduce en que el sistema permanecera´ en un estado tantas tramas como duracio´n
se le haya impuesto. En la Figura 2.12 se observa esta asignacio´n, donde para
mayor claridad se muestran las tramas sin solapar.
Figura 2.12. Asignacio´n de duracio´n y tramas a cada estado de un modelo .
Una vez obtenida la secuencia de estados y asignacio´n de tramas, hay que
obtener los para´metros asociados al pitch y al espectro [9] [24]. A continuacio´n se
detalla el proceso para determinar los coeficientes espectrales, el proceso para el
pitch es ana´logo.
Este proceso busca encontrar la observacio´n O = (oT1 , o
T




su probabilidad para una secuencia de estados, S = {(s1, i1), (s2, i2)..., (sT , iT )},
y un modelo, λ. Para ello se debe maximizar P (O|S, λ) respecto a O. El vector
de para´metros ot consiste en un vector de caracter´ısticas esta´ticas (coeficientes
cepstrales) ct = [ct(1), ct(2), ..., ct(M)]


















A continuacio´n se muestra el proceso de maximizacio´n para un estado s y una
sola mezcla i. El logaritmo de P (O|S, λ) puede expresarse
lnP (O|S, λ) = −1
2


























el vector de medias de dimensio´n 3M×1 y la matriz de
covarianza 3M×3M respectivamente.
Es fa´cil observar que la solucio´n trivial se alcanza cuando O = M , esto es
sin tener en cuenta 2.48 y 2.49, ambas restricciones se pueden expresar de forma
matricial
O = W · C (2.53)
donde
C = [c1, c2, ..., ct]
T (2.54)














tiene la siguiente forma
Conforme a 2.53, maximzar P (O|S, λ) respecto a O es equivalente a hacerlo
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respecto a C, por tanto
∂P (W C|S, λ)
∂C
= 0 (2.57)
obtenie´ndose el siguiente sistema de ecuaciones
W TU−1W C = W TU−1MT (2.58)
A partir de 2.58 se pueden obtener los coeficientes espectrales que maximizan
P (O|S, λ). Para resolver el sistema se necesitan un nu´mero de operaciones del orden
de T 3N3, para reducir este nu´mero de operaciones se recurre a la descomposicio´n
de Cholesky.
Anteriormente se ha indicado que el proceso para calcular los para´metros del
pitch ser´ıa ana´logo, sin embargo, hay que puntualizar que para que as´ı sea se debe
distinguir entre sonidos sordos y sonoros, cuyas peculiaridades se han explicado
previamente. Mediante a´rboles de decisio´n se realiza esta separacio´n para despue´s
aplicar este proceso para los sonidos sonoros.
Existen otros dos me´todos para la obtencio´n de los coeficientes espectrales y
del pitch que consisten en maximizar P (O|S, λ) respecto a O y a S, o en maximizar
P (O|λ) respecto a O. Ambos me´todos vienen detallados en [24].
2.5.2 Obtencio´n de voz a partir de los para´metros
acu´sticos.
Una vez obtenidos los para´metros, el siguiente paso consiste en generar sen˜ales
de voz a partir de ellos. El modelo empleado para producir dichas sen˜ales se
representa en la Figura 2.13.
El proceso se puede dividir en dos sistemas bien diferenciados: la excitacio´n y el
filtrado. En la parte de excitacio´n se introduce un tren de impulsos cuya separacio´n
temporal es igual al periodo del pitch (τ = 1/fo) y un ruido, con ello se pretende
simular la existencia o no de pitch (sonidos sonoros o sordos) respectivamente.
En la parte correspondiente al filtrado se genera la voz a partir de la excitacio´n,
empleando un filtro que modela el tracto vocal del locutor.
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Figura 2.13. Modelo de generacio´n de voz sintetizada.
A continuacio´n se expone ma´s en detalle la generacio´n de este filtro de s´ıntesis
mediante coeficientes espectrales. Para la realizacio´n de este filtro se emplea el
me´todo MLSA (Mel Log Spectrum Approximation [9][4]).
La expresio´n para la funcio´n de transferencia del filtro MLSA es
H(z) = eF (z) (2.59)
donde F(z) es la funcio´n de transferencia del filtro ”ba´sico”, si e´ste resulta
estable, el filtro MLSA sera´ estable y de fase mı´nima.





donde c˜(n) representa los coeficentes del cepstrum en la escala de Mel y z
representa el plano Z correspondiente a la escala de Mel. El logaritmo de la funcio´n





El filtro MLSA presenta la mejor aproximacio´n para la envolvente del espectro
en magnitudes logar´ıtmicas. E´sto se debe a que en el proceso de obtencio´n de los
coeficientes del cepstrum, a partir de las sen˜ales de voz (explicado en la pa´gina 11),
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se persigue que la expresio´n 2.2 se aproxime lo ma´ximo posible al espectro de la
propia sen˜al de voz.
Sin embargo, este filtro resulta irrealizable en la pra´ctica y por tanto se realiza
una aproximacio´n mediante una funcio´n de transferencia racional empleando la
aproximacio´n de Pade´ [9]. Mediante esta aproximacio´n se consigue que |H(z)| sea
lo ma´s semejante posible a la envolvente del espectro en la escala de Mel.

Cap´ıtulo 3
Entrenamiento de los modelos
ocultos de Markov.
HTS (HMM-based Speech Synthesis System [22]) es un sistema de s´ıntesis
basado en HMMs que modifica el sistema de reconocimiento HTK (Hidden Markov
Model Toolkit). HTK consiste en un conjunto de aplicaciones y librerias que son
utilizadas para reconocimiento de voz, con la herramienta HTS se introducen
modificaciones que permiten emplearla para desarrollar sistemas de s´ıntesis.
HTS no cuenta con una herramienta para analizar texto, para ello se sirve
de otras aplicaciones como Festival u Open JTalk. En este proyecto se emplea
Festival, que nos permitira´ transformar los ficheros de transcripciones para realizar
el entrenamiento de los modelos.
A lo largo de este cap´ıtulo se explica el proceso de entrenamiento: el tratamiento
y transformacio´n de los archivos de audio y texto, y la obtencio´n de los modelos
para los para´metros espectrales, pitch y duracio´n tanto para la voz base como para
la voz adaptada final. Al final del proceso quedara´n una serie de ficheros con los
modelos, a´rboles de decisio´n y ventanas que nos permitira´n generar la voz artificial.
3.1 Datos iniciales.
Una base de datos completa y equilibrada es muy importante para poder
realizar correctamente el proceso de entrenamiento de los HMMs. Dicha base de
35
36 3.1. Datos iniciales.
datos consta de archivos de audio y sus correspondientes transcripciones escritas.
El entrenamiento adaptativo que se va a realizar en este proyecto requiere de dos
bases de datos bien diferenciadas: voz base y voz a adaptar.
Por un lado, el conjunto de datos para la voz base. En nuestro caso disponemos
de sen˜ales sonoras y transcripciones de varios locutores extraidos de la base de
datos Albayzin. En total, 84 locutores con 25, 50 y 200 locuciones dependiendo
del caso. La base de datos Albayzin nos garantiza un conjunto de locuciones
fone´ticamente balanceadas, ya que los contextos que se consideran relevantes en el
castellano (contextos que ocurren al menos el 10 % de las apariciones del sonido)
esta´n presentes al menos 4 veces.
Por otro lado, para realizar la adaptacio´n se han elegido 25 frases del conjunto
de Albayzin, seleccionadas de uno de los locutores empleados para la voz base. Con
estas frases se procede a grabar la voz del locutor con la ayuda de un micro´fono.
El formato de los archivos de audio es .raw, caracterizado por una frecuencia
de muestreo de 16kHz, 16 bits por muestra y un solo canal. En cuanto a
las transcripciones, e´stas sufren un proceso de transformacio´n para poder ser
finalmente empleadas en el entrenamiento. Inicialmente se tienen las frases
almacenadas en archivos de texto y sera´n transformadas al formato empleado por
Festival (sistema TTS multilingu¨e), utilizado en este proyecto, .utt. En pro´ximas
secciones se entrara´ ma´s en detalle en esta transformacio´n.
Otros elementos importantes en los datos iniciales son los ficheros
questions qst.hed y questions utt qst.hed. El primero contiene un conjunto de
posibles preguntas que se emplean para la elaboracio´n de los a´rboles de decisio´n
y el segundo se emplea para la elaboracio´n de las etiquetas a partir de los
ficheros .utt. Estas preguntas son dependientes del idioma, es decir, no se pueden
utilizar los mismos archivos para generar voces en ingle´s que en castellano.
A continuacio´n aparece una pequen˜a muestra del archivo questions qst.hed.
QS ”LL b” {bˆ ∗}
QS ”LL Nasal” {m ∗ˆ, n ∗ˆ, ny ∗ˆ}
QS ”Pos C −Word in C − Phrase(Bw) == 8” {∗+ 8&∗}
La estructura de estas preguntas es la siguiente: QS ”name” {condition},
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”name” identifica a la pregunta dentro del fichero y ”condition” representa la
condicio´n que debe cumplirse para que esa pregunta tenga resultado positivo. Por
ejemplo, la primera pregunta sera´ cierta si se cumple la condicio´n bˆ ∗, es decir, si el
fonema previo al anterior es /b/. La segunda tendra´ resultado positivo si estamos
ante una frase de tipo ”LL Nasal” y la tercera si la palabra actual ocupa la octava
posicio´n en la frase empezando a contar desde el final. La sintaxis empleada viene
explicada en el Ape´ndice B.
3.2 Preparacio´n de los datos.
3.2.1 Sen˜ales de audio
Para realizar el entrenamiento no se emplean las sen˜ales de audio en formato
.raw, sino que se realiza una transformacio´n para obtener, por un lado, los
coeficientes cepstrum en las frecuencias de Mel (MFCC) y por otro lado, el pitch.
Durante el proceso de transformacio´n se generan una serie de archivos, siempre
uno por cada oracio´n contenida en la base de datos. La preparacio´n de los datos
se realiza tanto para la voz base como para la voz a adaptar.
El primer paso para obtener los MFCCs es transformar la sen˜al de audio
empleando una ventana deslizante. Se pueden emplear distintos tipos de ventana
(Blackman, Hamming o Hanning), siendo la de Hamming la empleada por defecto.
De esta transformacio´n se obtienen ficheros con extensio´n .mgc que contienen
un total de 25 coeficientes cepstrum para cada trama, con sus correspondientes
coeficientes dina´micos.
Una vez obtenidos los para´metros cepstrum, el siguiente paso a dar es obtener el
pitch. Para cada sen˜al de voz se produce un fichero con extensio´n .lf0 que contiene
los valores de pitch (log(fo)) para cada trama de la sen˜al. Dependiendo del valor
que tome log(fo) estaremos ante un sonido sordo o sonoro.
El u´ltimo paso de este proceso consiste en agrupar en un mismo fichero los
coeficientes cepstrum y los valores de pitch. Para ello, se genera un fichero con
extensio´n .cmp que contendra´ el pitch y los coeficientes espectrales, junto a sus
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respectivos coeficientes dina´micos, como se muestra en la Figura 3.1. Una vez
generados estos ficheros, uno para cada oracio´n, la parte que corresponde a las
sen˜ales de audio esta´ lista para ser entrenada.
Figura 3.1. Distribucio´n de un archivo .cmp para una trama.
3.2.2 Ficheros de texto
La situacio´n con los ficheros de texto es ana´loga a los archivos de audio, se
deben procesar para poder emplearlos en el entrenamiento de los HMMs.
Se parte de unos archivos en formato .txt, cada uno de estos ficheros contiene
una de las frases de la base de datos, que se corresponden con un fichero de
audio. Las oraciones en estos ficheros no incluyen tildes, signos de puntuacio´n,
ni mayu´sculas y el caracter n˜ se sustituye por ∼ n.
La primera transformacio´n consiste en pasar de formato .txt a .utt. Este formato
es el empleado por Festival para representar las oraciones mediante texto. El
proceso de transformacio´n consta de diversos pasos. En primer lugar, se divide
la oracio´n en unidades ma´s sencillas, en este caso palabras. A continuacio´n, se
realiza una identificacio´n de los tipos de palabra, separando fechas, nu´meros, an˜os,
etc. Por u´ltimo, se trata la prosodia, pronunciacio´n, entonacio´n y duracio´n de cada
unidad.
Un ejemplo del comando a emplear para generar un archivo .utt a partir de
una frase es el siguiente:
Una vez obtenidos los ficheros .utt, el siguiente paso de la preparacio´n de los
datos de texto es la elaboracio´n de los archivos de etiquetas .lab. Cada l´ınea de estos
ficheros representa un fonema y toda la informacio´n asociada a e´l (ma´s detalles
sobre el formato en el Ape´ndice B). Se generan dos archivos .lab por cada fichero
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.txt. El primero de ellos contiene toda la informacio´n relacionada con el contexto del
fonema como es la duracio´n, los fonemas que le preceden y suceden o la posicio´n
dentro de la frase. Estas son las etiquetas denominadas full. El segundo fichero
generado contiene so´lo los fonemas y su duracio´n correspondiente, son las etiquetas
mono.
Por u´ltimo se generan diversos ficheros, estos son:
• 2 Master Label Files (MLF) que contienen los directorios donde se encuentran
las etiquetas mono y full..
• 2 listas que aglutinan todos los fonemas de la base de datos (mono.list) y
todos los fonemas en versio´n extendida con informacio´n contextual (full.list).
• 2 ficheros .scp: train.scp y adapt.scp. Contienen la lista de ficheros con
extensio´n .cmp (path absoluto ma´s nombre del fichero) que sera´n empleados
en el entrenamiento de la voz base y de la adaptada respectivamente.
3.3 Entrenamiento de los HMMs con HTS para
la voz base.
El proceso de entrenamiento de la voz base sigue diversas etapas como
se muestra en la Figura 3.2. A continuacio´n se detalla cada parte de este
entrenamiento explicando la labor que realizan cada una de las funciones de
HTK/HTS.
3.3.1 Obtencio´n de los modelos iniciales.
El primer paso del entrenamiento consiste en la elaboracio´n de los modelos
iniciales a partir de los datos preparados previamente.
En primer lugar, se calcula la media y varianza global de los para´metros de
voz del locutor independiente. Esta tarea la lleva a cabo la funcio´n HCompV, que
toma como ficheros de entrada los archivos con extensio´n .cmp y genera un fichero
denominado init.mmf que contiene los valores de las varianzas globales. Estos
40 3.3. Entrenamiento de los HMMs con HTS para la voz base.
Figura 3.2. Esquema del proceso de entrenamiento de la voz base.
valores sirven de punto de partida para iterar sobre ellos durante el entrenamiento
de los modelos.
El siguiente paso consiste en elaborar los primeros modelos, para ello se hace
uso de la funcio´n HInit. Las principales etapas (Figura 3.3) en la estimacio´n de
estos primeros modelos son: segmentacio´n uniforme y alineamiento de Viterbi. Con
la segmentacio´n uniforme cada aparicio´n del fonema se segmenta en partes iguales
(cinco partes correspondientes con cada estado de los modelos) y se realiza una
primera estimacio´n en la que cada estado recibe sus para´metros estad´ısticos de
salida (medias, varianzas y covarianzas). Las varianzas de estos primeros estados
tienen como cota mı´nima las calculadas en el paso anterior y que se encuentran en
el fichero init.mmf.
Figura 3.3. Esquema de la funcio´n HInit.
Una vez realizada la segmentacio´n uniforme se aplica el algoritmo de Viterbi. El
objetivo es mejorar la estimacio´n obtenida en el paso anterior y elaborar la matriz
de probabilidades de transicio´n entre estados. Se leen las secuencias de vectores
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O = (o1, o2, ..., oT ) de todas las realizaciones del fonema sobre el que se va a aplicar
el algoritmo. Se aplica Viterbi en cada lectura, obteniendo la secuencia de estados
ma´s probable. Las probabilidades de transicio´n se calculan a partir del nu´mero de
veces que se visita un estado durante el proceso de alineamiento (modelo de estados
”left-to-right”). El proceso termina una vez realizado un nu´mero de iteraciones
predeterminado o hasta que no se obtiene una mejora significativa tras la anterior
iteracio´n.
Por u´ltimo, se emplea la funcio´n HRest, que aplica el algoritmo de Baum-
Welch para reestimar los modelos iniciales de los fonemas aislados (sin informacio´n
contextual). El funcionamiento es similar al de HInit, pero en vez de partir del
prototipo se parte ya de los modelos iniciales generados anteriormente y en vez
del algoritmo de Viterbi se utiliza el de Baum-Welch. Mientras Viterbi realiza una
asociacio´n entre observaciones y estados ma´s severa, Baum-Welch considera que
una observacio´n puede proceder de varios estados diferentes con una probabilidad
determinada. Esta diferencia se muestra en la Figura 3.4.
Figura 3.4. Relacio´n observacio´n/estado en los algoritmos de Viterbi y Baum-
Welch.
3.3.2 Modelos contextuales.
En la etapa anterior se han elaborado los modelos para los fonemas aislados,
en los siguientes pasos se emplean los fonemas con informacio´n contextual para
elaborar los modelos. Este paso es esencial ya que se consigue una mejora sustancial
en los modelos, consiguie´ndose que fonemas que se pronuncian de manera distinta
no sean tratados por igual, como suced´ıa en la etapa anterior.
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El primer paso consiste en aplicar la funcio´n HHEd, que permite manipular
conjuntos de modelos y realizar nuevas agrupaciones de e´stos. Esta funcio´n emplea
el fichero full.list (que contiene la informacio´n contextual de todos los fonemas de
la base de datos) para asignar los modelos iniciales al fonema. En primera instancia
a distintos contextos del mismo fonema se les asignara´ el modelo inicial de dicho
fonema. Por ejemplo para los siguientes contextos del fonema ”@”:
D −@ + s // k −@ +m // n−@ + k
A todos ellos se les asignara´ el modelo del fonema ”@”, con lo cual existe en
este punto redundancia de modelos: distintos fonemas contextuales con el mismo
modelo. Esta redundancia se reduce mediante un comando de la funcio´n HHEd,
que agrupa todas las versiones del fonema contextual ”phone” y se referencian
mediante el macro T phone. El comando es el siguiente:
TI T phone {∗ − phone+ ∗.transP}
El u´ltimo paso para obtener los modelos contextuales es aplicar el algoritmo de
Baum-Welch, pero esta vez a trave´s de la funcio´n HERest. Aplicando el algoritmo
de Baum-Welch de forma iterativa se consigue mejorar los modelos contextuales
hasta el punto que fonemas que se pronuncian de manera distinta no sean tratados
por igual.
La siguiente etapa del entrenamiento consiste en diversas iteraciones del
algoritmo de Baum-Welch empleando una te´cnica de agrupamiento o ”clustering”
para mejorar los modelos contextuales.
3.3.3 Re-estimacio´n de los modelos.
Como se menciono´ en el Cap´ıtulo 2, para que los modelos contextuales que
se han obtenido fuesen realmente buenos har´ıa falta una cantidad de datos y
sen˜ales de voz mucho mayor de la que tenemos. Para solucionar este problema se
introdujo el concepto de ”clustering”. El clustering consiste en establecer ligaduras
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entre los modelos que tengan estados parecidos entre s´ı. Por ejemplo, se podr´ıa
considerar que los modelos ”N-a+s” y ”f-a+n” comparten los para´metros de los
estados centrales del fonema ’a’. Como e´sta, se pueden encontrar otras formas de
ligar modelos.
Para realizar estas ligaduras se hace uso de los a´rboles de decisio´n, e´stos se
crean mediante la funcio´n HHEd. Se generan distintos a´rboles de decisio´n para
los para´metros espectrales, pitch y duracio´n; ya que el contexto no afecta de
igual manera a cada uno de ellos y por tanto, los modelos se agrupan de manera
independiente.
Una vez elaborados los a´rboles de decisio´n se aplican diversas iteraciones del
algoritmo de Baum-Welch a trave´s de la funcio´n HERest. Durante esta etapa se
analiza la frase completa, se ajustan las tramas entre los estados y se reestiman los
para´metros de los HMMs. El uso de estos modelos con ligaduras proporciona mayor
riqueza y por tanto mejora el proceso, ya que se tiene mayor informacio´n en cada
estimacio´n. Si nos fijamos en el ejemplo anterior, ”N-a+s” y ”f-a+n”, considerando
la ligadura en el estado central: al estimar una realizacio´n que contenga la secuencia
”-a+s”, se tendra´n en cuenta todas las realizaciones en las que aparezca tanto ”N-
a+s” como ”f-a+n”, lo que resulta, por tanto, en un aumento de los datos a emplear
en cada estimacio´n.
Como se aprecia en el esquema de la Figura 3.2 el proceso de reestimacio´n
comprende tres etapas en las que se ejecutan HHEd y HERest. La primera de
esas etapas es la explicada anteriormente, creacio´n de los a´rboles de decisio´n y
clustering.
La segunda etapa consiste en deshacer las ligaduras de los modelos contextuales
con HHEd y aplicar de nuevo el algoritmo de Baum-Welch sobre estos modelos sin
ligaduras mediante HERest.
Finalmente, se vuelven a realizar ligaduras y se aplica de nuevo el algoritmo
de Baum-Welch. En este punto se generan los modelos de duracio´n ya que se
considera que los modelos obtenidos para los para´metros espectrales y el pitch son
los suficientemente buenos como para poder obtener los de duracio´n.
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3.3.4 Ca´lculo de la varianza global
Uno de los inconvenientes de este tipo de entrenamiento es que produce
”sobresuavizado” (del ingle´s, over-smoothing) en las caracter´ısticas esta´ticas, lo
cual genera un efecto de voz sorda. Para solucionar este problema se aplica
el ca´lculo de la varianza global [20], la cual esta´ incorrelada con este efeco de
sobresuavizado. Para llevar a cabo este proceso se emplean las funciones HCompV,
HERest y HHEd.
Una vez realizado este paso, finaliza el entrenamiento de la voz base, quedando
todo listo para la adaptacio´n.
3.4 Entrenamiento de los HMMs con HTS para
la voz adaptada.
La etapa de adaptacio´n se puede dividir en dos tramos: la generacio´n de los
a´rboles de clases de regresio´n y la ejecucio´n de los algoritmo de adaptacio´n MLLR y
MAP. Previamente se requiere una generacio´n de modelos, estos pasos se muestran
en la Figura 3.5.
Figura 3.5. Esquema del proceso de entrenamiento de la voz adaptada.
3.4.1 A´rboles de clases de regresio´n.
En el cap´ıtulo 2 se ha explicado el concepto de a´rbol de clases de regresio´n,
ba´sicamente consiste en agrupar las componentes en funcio´n de su proximidad en
el espacio sonoro, as´ı estas componentes pueden ser tratadas de forma parecida.
Llegados a este punto hay que destacar que, aunque los a´rboles de clases de
regresio´n son empleados exclusivamente para la adaptacio´n, como herramienta
para aplicar el algoritmo MLLR, e´stos se generan a partir de la base de datos del
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locutor independiente, es decir, de la voz base. Por tanto son independientes de la
voz a adaptar y de cualquier nuevo locutor que se introduzca. Se han incluido en
esta seccio´n porque se considera que van intimamente ligados al algoritmo MLLR
y por tanto, del proceso de adaptacio´n.
Para generar estos a´rboles se emplea la herramienta HHEd que genera un a´rbol
de clases de regresio´n binario y etiqueta cada componente [25]. En la Figura 3.6
se muestra un ejemplo de clases de regresio´n y un a´rbol de clases de regresio´n
generado por HHEd. En el a´rbol se puede observar que se emplea las cuatro clases
del macro ”baseclass 4.base”.
Figura 3.6. Ejemplo de clases de regresio´n y a´rbol de clases de regresio´n.
El proceso seguido para la generacio´n de los a´rboles se puede resumir en estos
cinco puntos:
1. Seleccio´n de un nodo terminal a partir del cual ramificar.
2. Ca´lculo de medias y varianzas de las mezclas en ese nodo.
3. Creacio´n de dos nodos hijo con la misma media que el padre y una fraccio´n
de la varianza.
4. Asignacio´n de una componente a cada hijo aplicando una medida Euclidea.
5. Se recalcula la media del nodo hijo de acuerdo a la componente asignada.
Una vez finalizado este proceso habr´ıamos generado los modelos para la voz
base, se trata de un proceso costoso en tiempo debido a la gran cantidad de ca´lculos
y el taman˜o de la base de datos [23]. En nuestro caso el proceso dura en torno a
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las 12 horas, por eso es importante generar la voz base una u´nica vez y almacenar
estos modelos para poder realizar la adaptacio´n rapidamente.
3.4.2 Entrenamiento adaptativo: MLLR + MAP.
La u´ltima etapa del entrenamiento consiste en el empleo de los algoritmos de
adaptacio´n MLLR y MAP. Como ya han sido explicados en detalle en el Cap´ıtulo
2, a continuacio´n se expone brevemente el funcionamiento de e´stos y el uso que
hacen de los a´rboles de clases de regresio´n.
El siguiente paso en el proceso de adaptacio´n consiste en la aplicacio´n del
algoritmo MLLR (Maximum Likelihood Linear Regression). Para ejecutar este
algoritmo se emplea la funcio´n HERest. Se leen los a´rboles de clases de regresio´n
de arriba a abajo, es decir, se comienza en el nodo raiz y se va recorriendo el
a´rbol generando transformadas so´lo en aquellos nodos que cumplen las siguientes
premisas:
• Que tengan suficiente informacio´n.
• Que sean nodos terminales o que tengan nodos hijo sin suficiente informacio´n.
El algoritmo se ejecuta de forma iterativa, hasta tres veces en nuestro caso,
para ir refinando los resultados.
El u´ltimo paso del proceso de adaptacio´n consiste en aplicar el algoritmo MAP
(Maximum A Posteriori) para mejorar la estimacio´n y los modelos obtenidos con
el algoritmo MLLR. So´lo se realiza una ejecucio´n de este algoritmo.
3.5 Conversio´n de los modelos a formato
hts engine.
Una vez generados los modelos para el locutor adaptado se procede a
convertirlos al formato empleado por la herramienta de s´ıntesis hts engine. Para
llevar a cabo esta transformacio´n se emplea la funcio´n HHEd, que sirve para
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editar archivos. El resultado de esta conversio´n son los siguientes ficheros, que
se empleara´n posteriormente para la generacio´n de voz:
• Modelos contextuales: lf0.pdf, dur.pdf y mgc.pdf.
• A´rboles de decisio´n: tree-lf0.inf, tree-dur.inf y tree-mgc.inf.
• Varianza global: gv-lf0.pdf, tree-gv-lf0.inf, gv-mgc.pdf, tree-gv-mgc.inf y gv-
switch.inf.
• Ventanas: lf0.win y mgc.win.




El software hts engine es una herramienta empleada para generar voces a partir
de HMMs que han sido entrenados mediante el sistema de s´ıntesis HTS.
En la primera parte de este cap´ıtulo se explica el proceso de generacio´n de voz
empleando la herramienta hts engine, partiendo de la transformacio´n de la frase a
sintetizar al formato empleado por HTS para el tratamiento de texto y la posterior
asignacio´n de modelos.
En la segunda parte se introduce el sistema empleado por el Grupo de
Tecnolog´ıas de las Comunicaciones, conocido como vivoSinte. Este sistema tiene
como base el programa hts engine adapta´ndolo a las necesidades del idioma
castellano.
4.1 Generacio´n de voz con HTS.
El proceso de generacio´n de voz artificial mediante HMMs sigue varias etapas,
las cuales se pueden apreciar en la Figura 4.1. El primer paso consiste en la
elaboracio´n de las etiquetas, las cuales se generan a partir del texto introducido
para ser sintetizado. Posteriormente se seleccionan los modelos que mejor se
adaptan al texto introducido, para finalmente generar la sen˜al de audio.
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Figura 4.1. Esquema del proceso de generacio´n de voz.
4.1.1 Procesado del texto a sintetizar.
El primer paso es la transformacio´n del texto al formato que emplea HTS,
este formato es el mismo que el empleado en el proceso de entrenamiento, en la
Figura 4.2 se muestra un esquema simplificado de los pasos a dar.
Figura 4.2. Esquema del proceso de transformacio´n del texto a sintetizar.
Para llegar a este formato ”etiqueta”, primero hay que realizar una
normalizacio´n del texto, convirtiendo las mayu´sculas en minu´sculas y realizando
la transcripcio´n fone´tica. Esta transcripcio´n fone´tica se debe ajustar al formato
empleado en HTS para representar los fonemas. Finalmente se generan las
etiquetas con informacio´n contextual, es decir, informacio´n sobre los fonemas
anteriores y posteriores al fonema objeto de estudio. A continuacio´n se muestra
un ejemplo simplificado de la etiqueta para la palabra ”hola” (los detalles sobre el
formato se pueden encontrar en el Ape´ndice B).
xx∧#− o1 + l = a@1 1/A : 0 0 0/B : 1− 1− 1...
#∧o1− l + a = #@1 2/A : 1 1 1/B : 0− 0− 2...
o1∧l − a+ # = xx@2 1/A : 1 1 1/B : 0− 0− 2...
l∧a−# + xx = xx@xx xx/A : 0 0 2/B : xx− xx− xx...
Se puede observar fa´cilmente la informacio´n contextual que genera este formato
de etiqueta. Por ejemplo centra´ndonos en la tercera l´ınea, la etiqueta indica que
el fonema /l/ va precedido por el fonema /o1/ y le sigue el fonema /a/.
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4.1.2 Seleccio´n de modelos.
En esta etapa se desea asociar a cada fonema uno de los modelos generados
durante el entrenamiento. Esta asociacio´n se realiza a trave´s de los a´rboles de
decisio´n, nunca a nivel de modelo sino a nivel de estado. El modelo del fonema
se construye estado a estado a partir del a´rbol de decisio´n, asignando los estados
que se adapten mejor a cada fonema. El proceso consiste en recorrer el a´rbol hasta
llegar a un nodo final que asocie un estado del modelo al fonema contextual. El
proceso se repite hasta que se tienen todos los estados que componen el modelo.
La clasificacio´n y asignacio´n de modelos la lleva a cabo el programa hts engine.
Para poder entender mejor el proceso, a continuacio´n se expone el formato de
los ficheros que contienen los modelos. Estos ficheros contienen la informacio´n
estad´ıstica de cada modelo, es decir, de los nodos finales de los a´rboles de decisio´n.
Los archivos a los que se hace referencia tienen extensio´n .pdf, existiendo uno por
cada tipo de para´metro (espectro, pitch y duracio´n).
Los ficheros de modelos esta´n compuestos por una cabecera, con informacio´n
sobre el nu´mero de para´metros y nodos finales de cada estado, y una parte de
datos. Un ejemplo de cabecera para cada .pdf podr´ıa ser:
mcp.pdf ⇒ 75 293 306 264 208 254
lf0.pdf⇒ 3 315 279 208 297 233
dur.pdf⇒ 5 367
Centra´ndonos en la primera cifra de la cabecera, e´sta indica el nu´mero de
observables de salida que emite cada modelo. Cada estado del modelo del espectro
emitira´ 75 valores, que se corresponden con 25 valores de cada uno de sus tres
vectores de salida (c, ∆c y ∆
2
c). El pitch por su parte emitira´ 3 para´metros (lf0,
∆lf0 y ∆
2
lf0) y el modelo de duracio´n 5 valores, uno por estado, que indican el
tiempo durante el cual se deben emitir los observables de los otros modelos. El
resto de cifras de la cabecera se corresponden con el nu´mero de nodos finales que
tienen los a´rboles de decisio´n para cada uno de los estados de los modelos (cinco
estados espectro y pitch, y un estado el modelo de duracio´n).
En la Figura 4.3 se muestra la estructura que sigue la parte de datos de los
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ficheros mcp.pdf y lf0.pdf para uno de los cinco estados de los modelos.
Figura 4.3. Estructura de los ficheros mcp.pdf y lf0.pdf.
Para los modelos del espectro cada columna representa la estad´ıstica de salida
de cada nodo terminal del a´rbol de decisio´n. El modelo del pitch inicialmente sigue
la misma estructura y an˜ade informacio´n sobre la probabilidad de que el sonido
sea sonoro o sordo.
Figura 4.4. Estructura del fichero dur.pdf.
El fichero dur.pdf tiene una estructura distinta a los dos anteriores. Como se
muestra en la Figura 4.4 no es necesario indexar a nivel de estado ya que este
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modelo so´lo posee uno. Cada fila representa la duracio´n de cada uno de los cinco
estados de los modelos del espectro y el pitch, mientras que las columnas indican
el nodo terminal de los a´rboles de decisio´n.
4.2 Sistema vivoSinte.
El programa vivoSinte es un sistema de generacio´n de voz desarrollado por
el Grupo de Tecnolog´ıas de las Comunicaciones de la Universidad de Zaragoza
basado en la s´ıntesis por HMMs. Hace uso de la herramienta hts engine para
asignar y clasificar los modelos a los diferentes fonemas. Dispone de herramientas
y funciones que transforman el texto a ser sintetizado al formato empleado por
hts engine, tarea que se realiza previamente a la asignacio´n de modelos. A lo largo
de esta seccio´n se va a ir detallando todo este proceso.
4.2.1 Inicializacio´n del sistema.
Previamente a la introduccio´n del texto a sintetizar por parte del usuario,
se realiza la inicializacio´n del sistema. Esta tarea la lleva a cabo el mo´dulo
initialize vivoSinte.
1. Se dispone de una lista con los nombres de los locutores disponibles (archivo
.txt) a partir de la cual se redirecciona al programa a cada uno de ellos. A
su vez, cada locutor dispone de otro archivo .txt donde vienen detalladas
las rutas en las que se encuentran todos los ficheros obtenidos en el
entrenamiento.
2. Se establecen una serie de para´metros para lleva a cabo la generacio´n de
voz, entre ellos destacan: la frecuencia de muestreo, el periodo de trama,
la tasa de bit, un para´metro de postfiltrado, la elocidad de la locucio´n o
el volumen. Algunos de estos para´metros se emplean tambie´n durante el
proceso de entrenamiento y por tanto deben coincidir los valores para que la
generacio´n de voz sea correcta.
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3. Se inicializa hts engine que reserva espacio en memoria para las variables
que intervienen en el proceso. Se crea una variable, engine, que
contendra´ informacio´n de los modelos (nu´mero de observables de salida,
estados o a´rboles de decisio´n asociados), los para´metros anteriormente
nombrados y campos inicializados para posteriormente ser modificados
durante el proceso de asignacio´n y clasificacio´n.
Este proceso se repite para cada locutor, almacenando en memoria sus
modelos para tener ra´pido acceso a ellos a la hora de sintetizar y no tener
que cargarlos cada vez que se desee cambiar de locutor.
4. El usuario introduce el nombre del locutor cuya voz desea utilizar y la frase
a sintetizar. Si el locutor introducido ya se encuentra cargado en memoria,
se seleccionan sus modelos y se procede a generar la voz artificial. Si por el
contrario el locutor no se encuentra cargado, se repite el paso 3 y se actualiza
la lista de locutores.
En la Figura 4.5 se muestra una captura de pantalla con la adquisicio´n del
locutor y el texto a sintetizar, en este caso para un locutor no conocido
previamente.
Figura 4.5. Captura de pantalla de la adquisicio´n de locutor y texto a sintetizar.
4.2.2 Procesado del texto a sintetizar.
Una vez el usuario ha introducido el texto a sintetizar se debe realizar un
procesado previo antes de la asignacio´n de modelos. El mo´dulo synthesize text
realiza tanto este procesado como la generacio´n de voz. El procesado se realiza en
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tres pasos bien diferenciados: tratamiento de caracteres especiales, normalizacio´n
del texto y creacio´n de etiquetas.
1. Se realiza un tratamiento de caracteres especiales, pasando su formato al
empleado por HTS. Entre estos caracteres especiales esta´n las vocales con
die´resis o la letra ”n˜”. A continuacio´n se muestra un ejemplo del caracter
original y el que resulta de la transformacio´n:
n˜ ⇒ ∼ n
u¨ ⇒ : u
2. Se normaliza y clasifica el texto introducido. Esta normalizacio´n consiste en
identificar los signos de puntuacio´n (puntos suspensivos, comas, signos de
interrogacio´n...), contar las letras, s´ılabas y palabras que componen la frase
y finalmente en caso de ser necesario dividir la frase en subfrases. La divisio´n
se lleva a cabo cuando la oracio´n contiene un punto o una coma, ya que
estos signos de puntuacio´n implican un cambio de entonacio´n y una pausa a
la hora de pronunciar la frase.
3. Se crea el fichero de etiquetas en su versio´n extendida con informacio´n
contextual, fichero que se ha denominado full.lab. El mo´dulo crea HTSlab
es el encargado de realizar esta tarea. Partiendo de la normalizacio´n previa,
realiza una u´ltima transformacio´n de la oracio´n pasando todos los caracteres
a minu´sculas. A continuacio´n se procede a la transcripcio´n fone´tica de la
frase, siempre con el formato de fonemas empleado en HTS. En este punto,
se crea una variable denominada discurso que contiene informacio´n sobre el
texto a sintetizar. Un ejemplo de esta variable para el texto ”Buenos d´ıas”
se muestra en la Figura 4.6. En ella se pueden observar los campos: nu´mero
de frases, palabras, s´ılabas y la transcripcio´n fone´tica.
4.2.3 Generacio´n de voz.
El sistema ya dispone de todas las herramientas para asignar los modelos y
proceder a la generacio´n de voz. Mediante el mo´dulo exec HTS engine se realiza la
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Figura 4.6. Ejemplo de la variable discurso para la frase ”Buenos d´ıas”.
asignacio´n de modelos llamando a hts engine con todos los para´metros y variables
de entrada y salida que e´ste necesita.
Entre todas estas variables destaca engine, una estructura con una serie de
punteros que contienen toda la informacio´n sobre los modelos y los para´metros
empleados en el proceso de s´ıntesis. Los campos que componen esta estructura
son:
• Global: para´metros del proceso como la frecuencia de muestreo, periodo de
trama, volumen o velocidad de locucio´n.
• Audio: configuracio´n del audio en formato .wav.
• MS: informacio´n de los ficheros que contienen los modelos: nu´mero de
estados, a´rboles de decisio´n y ventanas.
• Label: contenido del fichero .lab con la frase a sintetizar.
• SSS: secuencia de estados.
• PSS: modelos asignados.
• GSS: para´metros de la voz generada.
Una vez se hace la llamada a hts engine el proceso de generacio´n de voz sigue
las siguientes etapas:
1. Obtencio´n de los modelos que mejor se adaptan a las caracter´ısticas de los
fonemas contextuales. Estos modelos se escogen haciendo uso de los a´rboles
de decisio´n asociados.
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2. Generacio´n de los para´metros acu´sticos. El criterio empleado es la
maximizacio´n de la probabilidad de las observaciones conocida la secuencia
de estados [24]. Esto implica que en primer lugar se genera la duracio´n
de cada estado y a continuacio´n se obtienen los observables ma´s probables
atendiendo a las funciones densidad de probabilidad.
3. Generacio´n de la voz artificial. El sistema de produccio´n de voz es el basado
en filtro ma´s excitacio´n. Como se detalla en la Seccio´n 2.5.2., como excitacio´n
se emplea un tren de impulsos a la frecuencia del pitch para sonidos sonoros
y un ruido Gaussiano para los sonidos sordos. El filtro empleado sigue el
me´todo MLSA, cuyos coeficientes espectrales son los cepstrum en la escala
de Mel. Este filtro de s´ıntesis simula el tracto vocal del locutor.
Este proceso da como resultado un archivo de audio con extensio´n .wav, que
contiene la frase generada con la voz deseada. WAV es un formato de audio sin
compresio´n, admite archivos mono y este´reo a diferentes resoluciones y frecuencias
de muestreo, y es empleado para la reproduccio´n en PC. El archivo de salida en





Con el objetivo de establecer una relacio´n entre la voz original y la voz
sintetizada se recurre a un ca´lculo de la distorsio´n. Este ca´lculo se realiza mediante
una te´cnica de programacio´n dina´mica empleando el algoritmo Dynamic Time
Warping (DTW [11][14]) con la distancia de Itakura [1].
La sen˜al de voz se segmenta en tramas de 10 ms cada una. Con esta
segmentacio´n, una palabra se compondra´ de docenas de tramas dependiendo de
la velocidad de la locucio´n. Una vez segmentadas las sen˜ales original y sintetizada
surje un problema, las dos sen˜ales pueden no tener la misma longitud y por tanto
tener distinto nu´mero de tramas.
Para salvar esta diferencia en el nu´mero de tramas se recurre al algoritmo DTW.
Este me´todo es ampliamente utilizado en reconocimiento del habla. El algoritmo
realiza la asignacio´n entre tramas de las dos sen˜ales mediante un reescalado del
eje temporal.
Supongamos que tenemos dos sen˜ales X y W con seis y ocho tramas
respectivamente. Una posible asignacio´n de tramas ser´ıa:
P = {(0, 0), (1, 1), (2, 2), (3, 2), (4, 2), (5, 3), (6, 4), (7, 4)}
En la Figura 5.1 se muestra gra´ficamente esta asignacio´n.
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Figura 5.1. Posible asignacio´n entre pares de tramas de dos sen˜ales.
Evidentemente esta asignacio´n no puede realizarse aleatoriamente, sino que se
realiza mediante un ca´lculo de distancia entre tramas. Existen diversos me´todos
para calcular esta distancia, como la distancia euclidea o la distancia cosenoidal,
sin embargo en este proyecto se empleara´ el me´todo de la distancia de Itakura.
El empleo del me´todo de Itakura esta´ muy extendido en aplicaciones de
procesado del habla, ya que indica la distorsio´n entre los espectros de las dos









Por tanto, juntando ambos algoritmo (DTW e Itakura) la asignacio´n de tramas se
realiza como sigue:
δ(i, j) = dI(xi, wj) +min

δ(i, j − 1)
δ(i− 1, j − 1)
δ(i− 1, j)
(5.2)
Mediante este algoritmo se asegura que se alcanza el punto (i,j) a trave´s del camino
o´ptimo partiendo del punto (0,0) y que la distancia acumulada δ(i, j) es la mı´nima
entre todas las posibles entre (0,0) e (i,j).
Por u´ltimo, una vez finalizado el proceso de asignacio´n de tramas y calculado el
camino de mı´nimo coste, la distancia acumulada δ(Tw − 1, Tx − 1)) es la distancia
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entre las dos sen˜ales, D(W,X).
La comparacio´n de las voces originales y sintetizadas se divide en dos partes:
• Frases contenidas en la base de datos de entrenamiento.
• Frases no contenidas en la base de datos de entrenamiento.
Esto se hace as´ı por la siguiente razo´n: comprobar la degradacio´n que se produce
al sintetizar frases que han sido incluidas en el proceso de entrenamiento frente a
frases que no han formado parte de e´l. Al sintetizar frases que han servido para
entrenar los HMMs, las ligaduras entre fonemas y el contexto son conocidas.
A continuacio´n se muestran dos figuras con la curva de mı´nimo coste que resulta
de aplicar el algoritmo DTW. La Figura 5.2 presenta las gra´ficas resultantes para
tres frases que han sido utilizadas en el proceso de entrenamiento, mientras que la
Figura 5.3 muestra las gra´ficas para tres frases no contenidas en la base de datos
de entrenamiento. En el eje X se representan las tramas de la sen˜al sintetizada y
en el eje Y las tramas de la sen˜al original. El valor del coste mı´nimo se obtiene en
la esquina inferior derecha de las figuras.
Para comparar los costes mı´nimos obtenidos para los dos tipos de sen˜ales,
representamos estos valores mediante dos histogramas (Figura 5.4). El histograma
de la izquierda se corresponde con las sen˜ales de voz empleadas en el entrenamiento
y el histograma de la derecha con las sen˜ales de voz no contenidas en la base de
datos de entrenamiento.
Los valores medios y las desviaciones t´ıpicas de los costes mı´nimos para las
sen˜ales contenidas y no contenidas en la base de datos de entrenamiento se
muestran en la tabla 5.1. Los resultados obtenidos son mejores para las sen˜ales
empleadas en la fase de entrenamiento, esto es debido a que los fonemas y contextos
son ya conocidos. Para mejorar los resultados para las frases no contenidas en
la base de datos habr´ıa que ampliar la base de datos de entrenamiento, lo que
implicar´ıa un aumento en los fonemas y contextos entrenados.
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Sen˜ales entrenadas Sen˜ales no entrenadas
Media 2,8176 3,2106
Desviacio´n t´ıpica 0,1276 0,0974
Tabla 5.1. Valores medios y desviaciones t´ıpicas de los costes mı´nimos.
Figura 5.2. Curva de coste mı´nimo para 3 sen˜ales de voz empleadas durante el
entrenamiento.
Figura 5.3. Curva de coste mı´nimo para 3 sen˜ales de voz no empleadas durante el
entrenamiento.
Figura 5.4. Histograma de los costes mı´nimos.
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5.2 Aplicaciones.
Uno de los objetivos de este proyecto es la elaboracio´n de una aplicacio´n
Web que permita realizar el proceso de s´ıntesis. La aplicacio´n comprende desde el
proceso de grabacio´n de la voz hasta la generacio´n de voz artificial mediante HMMs
adaptada a la voz original. La Figura 5.5 muestra las etapas de este proceso.
Figura 5.5. Etapas para la generacio´n de voz en la aplicacio´n Web.
Entrando en detalle en cada etapa:
1. Login: cada usuario dispondra´ de un nombre de identificacio´n y una
contrasen˜a. En este proceso de identificacio´n el sistema buscara´ si el usuario
se encuentra en su base de datos. Una vez identificado, cada usuario
dispondra´ de un sistema de carpetas y ficheros independientes del resto.
2. Grabacio´n y transmisio´n del audio: el usuario debe grabar una serie de frases
para realizar la s´ıntesis. Estas frases se muestran por pantalla y mediante dos
botones (REC y STOP) el locutor controlara´ la grabacio´n, Figura 5.6.
Figura 5.6. Captura de pantalla del proceso de grabacio´n.
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La transmisio´n de los ficheros de audio desde el ordenador del usuario
al servidor donde se encuentran todos los ficheros y programas necesarios
para el entrenamiento de los HMMs se realiza mediante una conexio´n
TCP(Transmission Control Protocol) que proporciona una transmisio´n
segura y libre de errores. El paquete recibido contiene una cabecera que
lo identifica y los datos, que se almacenan en formato .raw.
3. Entrenamiento de los HMMs: se sigue el proceso descrito en el Cap´ıtulo
3 para la adaptacio´n de la voz recibida. Los ficheros correspondientes a la
voz base se encuentran almacenados y por tanto no se repite esta parte del
proceso de entrenamiento, reduciendo considerablemente el tiempo empleado
en este proceso.
4. Transmisio´n de los ficheros de HMMs: el proceso de entrenamiento se realiza
bajo un sistema operativo basado en UNIX, mientras que la generacio´n de
voz funciona sobre WINDOWS. Por tanto, surje la necesidad de realizar
la transmisio´n de los ficheros con los HMMs de un sistema al otro. Para
realizar esta transmisio´n se debe configurar un servicio SSH (Secure SHell)
que permita la recepcio´n de ficheros mediante el comando de copia SCP
(Secure CoPy).
Al finalizar el proceso de entrenamiento, el sistema UNIX lanza el comando
SCP mediante el que se env´ıa una carpeta, con el nombre del usuario, que
contiene todos los ficheros de HMMs necesarios para generar la voz artificial.
5. Generacio´n de la voz artificial: una vez recibidos los ficheros con los HMMs
se puede proceder a generar la voz artificial. El proceso es el que ha sido
detallado en el Cap´ıtulo 4 y la herramienta empleada sigue siendo vivoSinte.
Cap´ıtulo 6
Conclusiones y l´ıneas futuras.
En este proyecto se ha desarrollado un sistema de s´ıntesis del habla basado en
HMMs. El proceso comienza con la grabacio´n de la voz del locutor, continu´a con el
entrenamiento de los HMMs obtenidos a partir de e´sta, y finaliza con la generacio´n
de una voz artificial que busca asemejarse lo ma´s posible a la original.
El trabajo llevado a cabo se ha dividido en las siguientes fases. En primer
lugar se ha efectuado una fase de documentacio´n, en la que se han consultado
las referencias y bibliograf´ıa asociada a la problema´tica de los HMMs y la
s´ıntesis de voz. A continuacio´n, se llevo´ a cabo una etapa de familiarizacio´n
con el software empleado, siguiendo demostraciones obtenidas de la web de HTS
(http://hts.sp.nitech.ac.jp/). Posteriormente, se ha realizado la generacio´n de una
voz en castellano, tanto sin me´todos de adaptacio´n como con ellos, durante este
proceso se actualizo´ el sistema vivoSinte a las nuevas versiones de los programas
de entrenamiento. Para evaluar la similitud entre voces originales y artificiales se
ha realizado un ana´lisis de distorsio´n. Por u´ltimo, se ha elaborado una aplicacio´n
web que permita emplear la herramienta de s´ıntesis a distintos usuarios.
Para comprobar la similitud entre las voces originales y las sintetizadas se
ha realizado un estudio de la distorsio´n mediante un me´todo de programacio´n
dina´mica. Este estudio se ha realizado tanto sobre frases empleadas en el proceso
de entrenamiento como con frases que no estaban contenidas en esa base de datos.
Con esta divisio´n se pretende ilustrar co´mo el sistema sintetiza con mayor precisio´n
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oraciones cuyos fonemas y contextos son conocidos de antemano. En los valores
de coste mı´nimo obtenidos para ambos casos podemos constatar esta diferencia.
Para frases empleadas en la fase de entremamiento los valores obtenidos para los
costes mı´nimos son, en media, un 14 % menores que para las no empleadas. Para
reducir esta diferencia se deber´ıa aumentar el taman˜o de la base de datos, lo que
implicar´ıa un aumento de los contextos y fonemas. Por otro lado, el aumento de
la base de datos influir´ıa en la cantidad de memoria empleada en el proceso y en
la velocidad de aplicacio´n del algoritmo de adaptacio´n.
De cara a futuras investigaciones sobre este sistema de s´ıntesis proponemos la
mejora del proceso de generacio´n de voz, centra´ndose en para´metros de la locucio´n
como pueden ser la entonacio´n y la prosodia. Mediante la mejora de estos dos
para´metros se podr´ıa obtener una voz sintetizada mucho ma´s natural, acerca´ndola
por tanto a la voz original.
Otra posible l´ınea de investigacio´n har´ıa referencia al empleo de este sistema
para tratamiento de patolog´ıas del habla. En este proyecto se ha sintetizado la voz
del Presidente del Gobierno, Mariano Rajoy. El objetivo era que este sistema fuera
capaz de aprender la patolog´ıa de su voz (seseo) y sintetizarla posteriormente.
Como resultado, el sistema es capaz de aprenderla y generar la voz sintetizada con
la misma patolog´ıa. La posible l´ınea de investigacio´n propuesta servir´ıa para, una
vez aprendida la patolog´ıa por el sistema, mediante te´cnicas de procesado de sen˜al
corregir dicho problema de la voz.
Por u´ltimo, se propone emplear la aplicacio´n Web desarrollada en este proyecto
para crear un banco de voces, con o sin patolog´ıa. Para este u´ltimo caso, este banco
de voces podr´ıa ser de utilidad, por ejemplo, en casos de pe´rdida de las facultades
del habla.
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Modelos ocultos de Markov.
Los modelos ocultos de Markov (HMMs:Hidden Markov Models) siguen una
estad´ıstica Markoviana. Se representan mediante un conjunto de estados que
definen su evolucio´n. En las cadenas de primer orden, expuestas en la pro´xima
seccio´n, cada estado tiene u´nicamente una salida.
En el caso de los HMMs, estos pueden tener varios valores de salida en cada
estado, lo que implica la aparicio´n de una nueva variable aleatoria. Esto puede verse
como un proceso estoca´stico doble: por una lado las transiciones entre estados y
por otro la salida de cada estado. Un HMM es una cadena de Markov donde los
observables de salida son una variable aleatoria generada de acuerdo a una funcio´n
probabil´ıstica asociada a cada estado [8].
A.1 Cadena de Markov de primer orden.
Se considera una cadena de Markov de primer orden con ’M’ estados posibles.
Al ser una cadena de primer orden, cada estado tendra´ una salida y por tanto el
conjunto del sistema tendra´ ’M’ posibles salidas. Se puede definir una secuencia
de observacio´n, X, que consiste en un conjunto de variables aleatorias procedentes
de la evolucio´n de la cadena durante ’n’ instantes de tiempo.
X = (x1, x2, ..., xn) (A.1)
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El alfabeto de cada una de las variables aleatorias es: Θ = {o1, o2, ..., oM} y la
secuencia de estados asociada se define como S = {s1, s2, ..., sn}. Aclarar que en
este u´ltimo caso el sub´ındice, ’n’, no se refiere al nu´mero del estado sino al instante
de tiempo.
La probabilidad de tener una observacio´n X es
P (X) = P (x1, x2, ..., xn) = P (x1)
n∏
i=2
P (xi|x1, x2, ..., xi−1) (A.2)
desglosa´ndola,
P (X) = P (x1)P (x2|x1)P (x3|x1, x2)...(xn|x1, x2, ..., xn−1) (A.3)
Se puede asumir que la probabilidad de estar en un estado depende
exclusivamente del estado inmediatamente anterior, esto se puede expresar
P (xi|x1, x2, ..., xi−1) = P (xi|xi−1) (A.4)
de acuerdo a esta relacio´n podemos reescribir A.3 de la siguiente forma
P (X) = P (x1)P (x2|x1)P (x3|x2)...(xn|xn−1) (A.5)
como cada estado so´lo puede tener una salida, finalmente
P (X) = P (x1)P (x2|x1)P (x3|x2)...(xn|xn−1) =
= P (s1)P (s2|s1)P (s3|s2)...(sn|sn−1) = P (S)⇒
⇒ P (X) = P (S) (A.6)
Por tanto, de acuerdo a la expresio´n A.6 existe una relacio´n uno a uno entre la
secuencia de observacio´n X y la secuencia de estados de Markov.
Ape´ndice A. Modelos ocultos de Markov. 73
A.2 Modelos ocultos de Markov (HMM).
En los HMMs cada estado puede tener ma´s de una salida posible, en general
hablaremos de ’N’ posibles salidas. As´ı pues, consideramos de nuevo una cadena
de Markov de ’M’ estados posibles, cada uno de ellos puede tener ’N’ salidas
posibles. De nuevo denominamos a la secuencia de observacio´n X = (x1, x2, ..., xn),
al alfabeto Θ = {o1, o2, ..., oN} y a la secuencia de estados S = {s1, s2, ..., sn}.
En estos modelos no existe correspondencia uno a uno entre la secuencia de
observacio´n y la secuencia de estados, es decir
P (X) 6= P (S)
P (x1, x2, ..., xn) 6= P (s1, s2, ..., sn) (A.7)
Por tanto, generalmente no se puede determinar la secuencia de estados
para una secuencia de observacio´n dada, es decir, la secuencia de estados no es
observable, es oculta. Esta es la razo´n por la que se denominan modelos ocultos
de Markov (del ingle´s, Hidden Markov Models).
Formalmente, un HMM viene definido por:
• A = {aij} donde aij = P (st = j|st−1 = i) con 1 ≤ i ≤ M y 1 ≤ j ≤ M -
Matriz de probabilidades de transicio´n de estados.
• B = {bi(okt)} = P (xt = ok|st = i) donde 1 ≤ i ≤ M y 1 ≤ k ≤ N - Matriz
de densidades de probabilidad para la salida de los estados.
• pi = {6=i} = P(s0=i) donde 1 ≤ i ≤ M - Distribucio´n de probabilidad de los
estados iniciales
La notacio´n empleada para referirse a un HMM es λ = (A, B, pi).
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En la Figura A.1 se muestra un ejemplo de un diagrama de estados de un HMM,
con las probabilidades de transicio´n entre estados y los observables de salida de
cada estado.
Figura A.1. Diagrama de estados de un HMM.
Para profundizar ma´s en los conceptos matema´ticos que comprenden la
resolucio´n de problemas de reconocimiento de voz con HMMs se puede acudir
a [25][8].
Ape´ndice B
Formato de las etiquetas.
El propo´sito de este ape´ndice es detallar el formato empleado en la elaboracio´n
de los ficheros de etiquetas. En concreto de las etiquetas con informacio´n contextual
que a lo largo de la memoria se denominan full.lab. Estos archivos tienen gran
importancia en el proceso de s´ıntesis, pues contienen toda la informacio´n sobre las
frases a entrenar o a sintetizar.
Cada l´ınea de un fichero full.lab sigue la siguiente estructura:
t0 t1
p0
∧ p1 − p2 + p3 = p4 @ p5 p6
/A : a0 a1 a2
/B : b0 − b1 − b2 @ b3 − b4 & b5 − b6 # b7 − b8 $ b9 − b10 ! b11 − b12 ; b13 − b14 | b15
/C : c0 + c1 + c2
/D : d0 d1
/E : e0 + e1 @ e2 + e3 & e4 + e5 # e6 + e7
/F : f0 f1
/G : g0 g1
/H : h0 = h1
∧ h2 = h3 | h4
/I : i0 i1
/J : j0 + j1 − j2
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A continuacio´n se va a detallar cada componente.
Duracio´n de cada fonema
t0: instante de comienzo del fonema en estudio.
t1: instante de finalizacio´n del fonema en estudio.
Las unidades empleadas para expresar estos tiempos son centenares de
picosegundo.
Fonemas
p0: fonema anterior al fonema previo.
p1: fonema previo al fonema objeto de estudio.
p2: fonema a estudiar.
p3: fonema posterior al fonema objeto de estudio.
p4: fonema siguiente al fonema posterior.
p5: posicio´n del fonema en estudio en la s´ılaba actual contando desde el principio
de e´sta (forward).
p6: posicio´n del fonema en estudio en la s´ılaba actual contando desde el final de
e´sta (backward).
S´ılabas
a0: toma valor 1 si la s´ılaba previa es ”stressed”, valor 0 en caso contrario.
a1: toma valor 1 si la s´ılaba previa es to´nica, valor 0 en caso contrario.
a2: nu´mero de fonemas que contiene la s´ılaba previa.
b0: toma valor 1 si la s´ılaba en estudio es ”stressed”, valor 0 en caso contrario.
b1: toma valor 1 si la s´ılaba en estudio es to´nica, valor 0 en caso contrario.
b2: nu´mero de fonemas que contiene la s´ılaba objeto de estudio.
b3: posicio´n que ocupa la s´ılaba actual en la palabra (forward).
b4: posicio´n que ocupa la s´ılaba actual en la palabra (baclward).
b5: posicio´n que ocupa la s´ılaba actual en la frase (forward).
b6: posicio´n que ocupa la s´ılaba actual en la frase (backward).
b7: nu´mero de s´ılabas ”stressed” antes de la actual en toda la frase.
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b8: nu´mero de s´ılabas ”stressed” despue´s de la actual en toda la frase.
b9: nu´mero de s´ılabas to´nicas antes de la actual en toda la frase.
b10: nu´mero de s´ılabas to´nicas despue´s de la actual en toda la frase.
b11: nu´mero de s´ılabas desde la la ”stressed” anterior ma´s pro´xima hasta la
actual.
b12: nu´mero de s´ılabas desde la actual hasta la ”stressed” posterior ma´s pro´xima.
b13: nu´mero de s´ılabas desde la la to´nica anterior ma´s pro´xima hasta la actual.
b14: nu´mero de s´ılabas desde la actual hasta la to´nica posterior ma´s pro´xima.
b15: nombre de la vocal en la s´ılaba actual.
c0: toma valor 1 si la s´ılaba posterior es ”stressed”, valor 0 en caso contrario.
c1: toma valor 1 si la s´ılaba posterior es to´nica, valor 0 en caso contrario.
c2: nu´mero de fonemas de la siguiente s´ılaba.
Palabras
d0: tipo de palabra (gpos) de la palabra previa a la objeto de estudio.
d1: nu´mero de s´ılabas de la palabra previa a la objeto de estudio.
e0: gpos de la palabra en estudio.
e1: nu´mero de s´ılabas de la palabra en estudio.
e2: posicio´n de la palabra en estudio dentro de la frase (forward).
e3: posicio´n de la palabra en estudio dentro de la frase (backward).
e4: nu´mero de palabras de tipo ”content” previas a la actual.
e5: nu´mero de palabras de tipo ”content” posteriores a la actual.
e6: nu´mero de palabras desde la ”content” ma´s pro´xima hasta la actual.
e7: nu´mero de palabras desde la actual hasta la ”content” ma´s pro´xima.
f0: gpos de la palabra siguiente a la objeto de estudio.
f1: nu´mero de s´ılabas de la palabra posterior a la objeto de estudio.
Grupo fo´nico
g0: nu´mero de s´ılabas del grupo fo´nico previo al objeto de estudio.
g1: nu´mero de palabras del grupo fo´nico previo al objeto de estudio.
h0: nu´mero de s´ılabas del grupo fo´nico en estudio.
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h1: nu´mero de palabras del grupo fo´nico en estudio.
h2: posicio´n del grupo fo´nico actual en la frase (forward).
h3: posicio´n del grupo fo´nico actual en la frase (backward).
h4: TOBI o entonacio´n de la s´ılaba en estudio.
i0: nu´mero de s´ılabas del siguiente grupo fo´nico.
i1: nu´mero de palabras del siguiente grupo fo´nico.
Frase completa
j0: nu´mero de s´ılabas de la oracio´n.
j1: nu´mero de palabras de la oracio´n.
j2: nu´mero de frases en toda la oracio´n.
Se emplea el te´rmino oracio´n como conjunto de frases. Por ejemplo, ”Buenas
tardes, ¿va todo bien?”, constituye una oracio´n con dos frases separadas por comas.
Toda la informacio´n de este Ape´ndice ha sido extraida del fichero label-full.awk.
Este fichero se emplea en la parte de entrenamiento relacionada con la elaboracio´n
de las etiquetas detallada en la seccio´n 3.3.2.
Ape´ndice C
Algoritmos de adaptacio´n.
En este ape´ndice se realiza una exposicio´n matema´tica de los algoritmos de
adaptacio´n empleados en este proyecto. Consta de dos secciones, la primera
dedicada al algoritmo Maximum Likelihood Linear Regression (MLLR) y la
segunda dedicada al algoritmo Maximum A Posteriori (MAP).
C.1 Maximum Likelihood Linear Regression.
El algoritmo de adaptacio´n MLLR [12][18] realiza una adaptacio´n lineal
mediante una serie de transformaciones que reducen la diferencia entre el modelo
para el locutor base y el locutor a adaptar. Esta transformacio´n lineal se aplica a
las Gaussianas del locutor deseado de la siguiente forma
µ̂
jc
= Wc µjc (C.1)
donde Wc representa la matriz de transformacio´n lineal de las medias de orden
n×(n+1) y µ
jc
es el vector de medias de la c-e´sima Gaussiana en el estado j-e´simo
y presenta la siguiente estructura
µ
jc
= [ω µj1 ... µjC ]
′ (C.2)
se puede observar que se ha incluido un te´rmino de offset, ω, que de manera
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esta´ndar suele tomar valor 1.
Para estimar las matrices de regresio´n, MLLR maximiza la verosimilitud de los
modelos adaptados al locutor cuya voz se desea adaptar. En el me´todo de obtencio´n
de esta matriz, que se desarrolla a continuacio´n, so´lo se consideran distribuciones
de covarianzas diagonales.
Se asume que los datos de adaptacio´n, O, es una serie de T observaciones
O = (o1, o2, ..., oT ) (C.3)
La distribucio´n de probabilidad de cada Gaussiana de para´metros Θ, para la







)TΣ−1c (O − µ̂c)} (C.4)
donde µ
c
representa la media y Σc la covarianza de la Gaussiana. Se define una
funcio´n auxiliar, Q(Θ|Θ(k)), que se maximiza respecto a W :
Q(Θ|Θ(k)) = E[log p(O,Z|Θ)|O, |Θ(k)] (C.5)















(on−Wc µc)TΣ−1(k)c (ot−Wc µc)]
(C.6)
Los para´metros del modelo que maximizan Q(Θ|Θ(k)), maximizan igualmente
la verosimilitud con los nuevos datos, por tanto, derivando Q respecto de W e
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Esta u´ltima formula se trata de una ecuacio´n matricial, se definen las matrices
resultantes a ambos lados de la igualdad como Z e Y , por tanto Z = Y . La
dimensio´n de ambas matrices es n× (n + 1). Para poder manejar ma´s fa´cilmente



















A continuacio´n se obtienen las componentes de cada una de la matriz Y , a los
que se denomina yij, en funcio´n de las compontentes de las matrices V





























qj cuando i = p











jq son los elementos de la matriz G












Como se apunto´ anteriormente, Z = Y y por tanto zij = yij.
Se debe apuntar que tanto zij como g
(i)
jq no dependen de Wc, y por tanto ambas
se pueden obtener u´nicamente a partir de los vectores observados y los para´metros
del modelo inicial. Extrayendo las componentes de Wc del sistema de ecuaciones




donde wi y zi son las filas i-e´simas de Wc y Z, respectivamente. Estas
ecuaciones pueden resolverse por me´todos como la descomposicio´n LU o la
eliminacio´n de Gauss-Jordan y asi calcular Wc fila a fila.
Con Wc calculada y empleando C.1 se pueden obtener los nuevos valores de las
medias.
C.2 Maximum A Posteriori.
La te´cnica de adaptacio´n MAP [6] se emplea para ajustar los para´metros del
modelo del locutor independiente a los datos del locutor a adaptar. En te´rminos
matema´ticos, se pretende maximizar la probabilidad a posteriori del modelo θ a






Las fo´rmulas empleadas en el proceso de re-estimacio´n de medias, desviaciones



















jk − µ̂jk)(µmjk − µ̂jk)T
αγjk − p− 1 + cjk
(C.19)
ŵjk =
γjk − 1 +
∑T
t=1 cjkt∑K





ηij − 1 +
∑T
t=1 ξijt∑J





ηi − 1 + γi0∑N
n=1(ηij − 1 + γi0)
(C.22)
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Los para´metros µmjk, U
γ
jk, γjk y ηi hacen referencia a los valores a priori de la
media, varianza y peso de la k-e´sima Gaussiana en el estado j-e´simo de la unidad
central y el peso inicial de la i-e´sima unidad, respectivamente. Por otro lado, los
para´metros cjkt, S
γ
jk y ξijt son la probabilidad de la t-e´sima trama de la j-e´sima
Gaussiana en el estado k-e´simo , la varianza media de las tramas de los nuevos
datos de adaptacio´n y la probabilidad de transicio´n del estado i-e´simo al estado
j-e´simo en el instante de tiempo t. Por u´ltimo, el para´metro τmjk es el peso de la
informacio´n a priori en la j-e´sima Gaussiana en el estado k-e´simo en la unidad m.
Analizando las ecuaciones anteriores, se observa que cuanto menor sea el valor
de τ , mayor importancia se otorgara´ a los nuevos datos de adaptacio´n frente a los
datos del locutor independiente.
