Abstract. In conventional random-utility models, such as the multinomial logit model, it is assumed that a decisionmaker's choice set is independent of his or her preferences conditional on the explanatory variables of the models. However, there are many situations in which the decisionmaker chooses the choice set, thereby making the independence assumption implausible. For example, if information about alternatives is costly, an individual may choose to learn in detail about only a small group of them. This paper is concerned with the modeling of discrete choice with endogenous choice sets. It is assumed that costly information forces the decisionmaker to acquire detailed knowledge of only a small group of alternatives that she or he selects. Models are developed for choice-set generation in this context and for choice conditional on endogenous choice sets.
Introduction
Random-utility models, such as the multinomial logit model, are widely used to analyze choice behavior and predict choices among discrete sets of alternatives. These models are based on the assumption that an individual's preferences among the available alternatives can be described with a utility function and that the individual selects the alternative with the greatest utility. The utility of an alternative is represented as the sum of two components: a systematic component that accounts for systematic effects of observed factors that influence choice, and a random component that accounts for the effects of unobserved factors. The random-utility model is used to predict the probability that a randomly selected individual with given values of the observed factors will choose a particular alternative. This is equal to the probability that the utility of the particular alternative exceeds the utilities of all other alternatives. Ben-Akiva and Lerman (1985) and Hensher and Johnson (1981) provide textbook discussions of the theory and application of random-utility models.
In the usual approach to random-utility modeling, the choice set is assumed to be known and fixed. This is often a tenuous assumption, however, as the choice set of a particular individual need not include all conceivable alternatives. For example, in mode choice an individual with no driving license presumably cannot choose to drive alone. Similarly, a job seeker cannot choose an employer who does not offer him a job, and a high-school senior cannot choose to attend a college or university that does not admit him.
In this paper we are concerned with the problem of how choice sets should be selected in applications of random-utility models. Attention is directed toward a specific choice context that arises frequently in applications, namely choice when information about the available alternatives is costly, thereby precluding individuals from obtaining complete information about all alternatives. The objective in this paper is to present an empirically feasible approach to selecting choice sets and to modeling choice in this context. The context is motivated by the problem of modeling college choice by high-school seniors, but it applies to many other choice situations as well. The focus of the paper is theoretical. Empirical applications of the framework developed here will be presented in subsequent papers.
The remainder of the paper is organized as follows. In section 2, I review approaches to choice-set selection that have been used in past work. The choice context of concern in this paper is specified in section 3, and the modeling approach proposed for the context is presented. Concluding comments are given in section 4.
2 Review of previous approaches to choice-set selection In most applications of random-utility models, the analyst specifies the choice set of each individual a priori. The example of excluding the mode drive alone from the choice set of an individual with no driving license has already been mentioned. Another example that often occurs in applications is exclusion of transit from the choice set of an individual whose home is more than some prespecified distance from the nearest transit stop. In a model of travel frequency, mode, and destination for shopping trips, Adler and Ben-Akiva (1976) assumed that the work trip preempts the use of an automobile for any other daytime purpose. Accordingly, they excluded drive alone from the choice sets of shopping travelers whose only household automobile was used for travel to work.
An obvious danger of a priori choice-set specification is that the specified choice set may be incorrect. That is, the specified choice set may include an alternative whose choice probability, conditional on the explanatory variables, is zero or it may exclude an alternative whose conditional choice probability is nonzero. The assignment of incorrect choice sets to individuals is especially likely in applications where choice sets are not observed. Williams and Ortuzar (1982) and Swait and Ben-Akiva (1987b) explore some of the consequences of misspecifying the choice set.
One possible solution to the problem of misspecifying choice sets is to let the choice set be random with a probability distribution that is estimated from data. Let C* be the set of all possible choice sets (that is, the power set of all possible alternatives). Let P{C\C*) denote the probability that an individual's choice set is C, and let P(i\C) denote the probability that alternative / is chosen given choice set C. Then, as has been discussed by Manski (1977) , the probability P(i) that alternative / is chosen is given by
; (i)
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Unless C is a very small set, it is necessary to restrict P{C\C) to a parametric family of distributions to make equation (1) useful in applications. The dogit model of Gaudry and Dagenais (1979) and the random-constraint models of Swait and Ben-Akiva (1987a) are examples of how this can be done.
Meyer (1980) presents a model that incorporates learning in the context of destination choice. Richardson (1982) develops a search model of choice-set generation. In this model, the individual does not begin with a fixed choice set that is known to her or him. Rather, the choice set evolves as a result of a search process and is fully known only after the choice has been made. 3 A new model of choice-set generation 3.1 The choice context There are many choice situations in which the number of alternatives is very large, acquisition of complete information about any alternative is costly, and sequential sampling of alternatives as in a search is too time-consuming to be feasible. An attractive strategy in such situations is to use easily available though incomplete information to select a small subset of alternatives that appear to be more attractive than the others, acquire detailed information about the alternatives in the chosen subset, and make a final choice of a single alternative from this subset. Some examples are given as follows. 1 Job search: the cost of information often precludes an individual from learning about and applying for all available jobs. For example, the travel involved in interviewing for professional and academic jobs limits the number that can be investigated seriously. Moreover, investigating and applying for jobs one at a time can entail an intolerable delay in obtaining employment. Therefore, a job seeker may use easily available information to select a small subset of available jobs for which to acquire detailed information and to apply. The chosen job is selected from the offered jobs contained in this subset. 2 College choice: there are some three thousand colleges and universities in the USA. The cost of information and of applying for admission precludes a highschool senior from acquiring detailed information about and applying to each. But colleges cannot be applied to one at a time as this may entail a delay of several years in obtaining a college education. Therefore, a student applies to a small set of colleges that is selected on the basis of easily available information. The student acquires detailed information about the colleges in this set, and the final choice of which college to attend is among those in the set to which the student is admitted. 3 Buying an automobile: it is not possible to test drive all makes and models of automobiles, but random sampling of automobiles for test driving is inefficient because easily available information about the characteristics of automobiles enables the consumer to restrict attention to a small number of models. Thus, the individual test drives only a small subset of available models that is selected on the basis of easily available information. The final choice is made from this subset unless all of its members are subsequently found to be unacceptable.
With these examples in mind, I consider a choice process that takes place in three stages: 1 using initially available but incomplete information, the individual chooses a subset D of the set of all available alternatives about which to acquire detailed information; 2 an external process is responsible for the selection of a subset C of D; 3 the individual chooses the alternative in C that has the highest utility.
The first stage of this process corresponds to choosing a set of jobs or colleges to which to apply or a set of automobiles to test drive. The set C obtained in the second stage corresponds to the jobs that are offered or colleges to which the individual is admitted. In some situations, such as choice of automobile, there is no external process. The second stage is nonexistent or trivial in such situations, and the sets C and D are identical. The third stage corresponds to choosing a job from those offered, choosing a college from the ones to which a student was admitted, or choosing an automobile from the ones that were test driven.
An important characteristic of this choice process is that the final choice set C is the result of one or more choices by the individual involved. As a result, C cannot be treated as fixed, even if it is observed and, therefore, known with certainty (Horowitz and Louviere, 1988) . Thus, the most frequently used approach to choice modeling is not applicable. The random constraint models of Swait and Ben-Akiva (1987a) also are not applicable as these assume that the choice set is independent of the decisionmaker's preferences conditional on the explanatory variables of the model. In the next section, I present an approach to the modeling of choices that result from the process just described.
Choice models with endogenous choice sets
It is easy to see that application of the principle of utility maximization to endogenous choice-set generation leads to an intractable model. To do this, let M denote the set of all possible alternatives. Let U{x i9 e t ) denote the utility of alternative i to an individual, conditional on initial information x ( (that is, information about alternative i that is available to the individual when the set D is chosen) and a random variable e t that represents attributes of alternative / that are unknown at the time the individual chooses D. Let jt denote the cost per alternative of acquiring additional information about the members of M, and let n D denote the number of alternatives in the set D. The choice of D is made under uncertainty as the individual does not have information about the attributes represented by s { . A standard approach to the modeling of choice under uncertainty is to assume that the individual's choice maximizes expected utility, where the expectation is over the distribution of unknown quantities. Then D is chosen according to
where U t = U{x h e t ), and E is the expectation operator. Problem (2) is an intractable combinatorial problem if M is large, as it is in choice of employer, college, or automobile. To achieve a tractable model, it is necessary to resort to a reduced form.
A very general reduced-form model can be obtained in the following way. Let i D be the indicator of whether alternative i (i e M) is in D; that is i D equals 1 if / is a member of D and 0 otherwise. In general, i D is a function of the known and unknown attributes of i (x h e t ).
In this discussion and for the remainder of the paper, x t represents attributes of alternative i that are both known to the decisionmaker at the time of choosing D and observed by the analyst (that is, included in the available data). The random variable e t represents all other attributes of alternative i. To obtain a model for D, assume that
where ft is a vector of constant parameters and the prime denotes its transpose.
Then the probability that set D is chosen is
If the e t are mutually independent for all / e M, equation (4) is the independent availability model of Swait and Ben-Akiva (1987a) . According to this model,
If the e t are not independent, equation (4) differs from the independent availability model. Although it is an empirical question whether the e t are independent in a given situation, it is easy to construct examples in which nonindependence is plausible. For example, jobs in the same industry may have common attributes that are unobserved by the analyst and are important to an individual searching for employment (for example, the firms in a particular industry may provide large bonuses at the end of each year). Even if the s t in equation (4) are independent, the model of equation (4) is . intractable if M is large because it requires the storing and the manipulating of data on all alternatives in M. In most applications, D is likely to be of manageable size; the problem is that there are alternatives that are in M but not D. For example, a high-school senior typically applies to no more than roughly five colleges out of some three thousand that exist in the USA. If the e t are independently and identically distributed (IID), a tractable model can be obtained by making use of an approximation from extreme-value theory. Observe that ll P^'xi + Si < 0) = Ptmax^'j^+O < 0] .
If M is large, it follows from extreme-value theory (Gumbel, 1958 ) that under fairly general conditions
where y and a are constants that depend on the size of M -D and on the distribution of the e i9
and n M _ D is the size of the set M-D.
Make the further approximation that
where x is the average of x over M. In other words, x t is replaced with x when ju is computed. Substitution of equation (8) into equation (7) yields ju » fi'x. Using this approximation for ju, and by substituting equation (6) into equation (5), we find
P(D)
]"I f(A-+ e/>0) exp | -exp
This is a computationally tractable model if n D is not too large. Given observations of D and the x t for a random sample of individuals as well as a specification of the distribution of e t (i e D) up to a finite set of constant parameters, ft, y, a, and the parameters of the distribution of the e t can be estimated without difficulty by the maximum-likelihood method. Now consider the set C that is produced at the second stage of the choice process described in section 3.1. Note first, that if the second stage does not exist or if the mechanism for generating C from D is not of interest, then a tractable reduced-form model for C can be obtained by simply replacing D with C in equation (9). Otherwise, a reduced form for C that is analogous to equation (3) for D is: i e C iff i e D and a z t + rj, > 0 ,
where z t is a vector of observed attributes of alternative i, Yj t is a random variable that represents unobserved attributes, and a is a vector of constant coefficients. It is easily seen that, from equation (10),
{0'xi+et > 0, aZi + rji < 0, Vi e D-C), {$'x t + e t < 0, Vi i D)] . (11)
The first expression (in round brackets) of the argument of P on the right-hand side of equation (11) corresponds to the event that / is in both C and D for all i e C. The second expression corresponds to the event that / is in D but not C for all i e D-C.
The third expression corresponds to the event that i is in neither C nor D for all ii D. If the two-dimensional random variable (e i9 rji) is independently distributed across alternatives and £, is IID, substitution of equation (9) 
The random variables e t and rji for any alternative i may depend on common unobserved attributes and, therefore, be correlated. Equation (12) constitutes a computationally tractable model that can be estimated by the maximum-likelihood method after the distribution of (e i9 rj t ; i £ D) is specified up to a finite set of constant parameters.
It is possible to model the set C conditional on D without making the approximation from extreme-value theory used in the foregoing models. A model for C conditional on D is of interest if the focus of analysis is on generation of C and if both C and D are observed. More importantly, the conditional model of choice-set generation leads to a tractable model for the final choice. This is discussed in detail below.
To obtain the conditional model for C, observe that by the definition of conditional probabilities
P(C\D) = P(C,D) (13) P(D)
Let the random variable (e t , rj t ) (i e M) be defined as before, and assume that it is IID across alternatives. Then substitution of equations (5) and (11) into equation (13) yields
This model contains no expressions involving attributes of alternatives not in D and, therefore, does not require the approximation from extreme-value theory as a condition for computationally tractability. Note, however, that /J is not identified if e t and rji are independent for all i e D. The models presented so far are for choice-set generation, not the final choice of alternative. In most applications, however, the alternative that is finally chosen is likely to be of greater interest than the choice set. Accordingly, I now turn to models for the final choice of an alternative when the choice set is endogenous.
The simplest way to obtain a model for the final choice with an endogenous choice set is to condition the choice on one of the choice sets Cor Z). This requires the conditioning set to be observed, but it avoids the need for marginalizing the choice over an unobserved choice set. The latter calculation is highly unattractive if M is large because it requires evaluating the probability of the chosen alternative conditional on each of the choice sets that can be formed from M. The set of choice sets that can be formed from M is the power set of M, and it contains 2 nw -1 elements, where n M is the number of alternatives in M. Thus, the set of potential choice sets is unmanageably large if M is large.
Consider, therefore, the final choice conditional on the second-stage choice set C. Let U t denote the utility of alternative i to an individual, conditional on the information available after the individual knows the set C. Alternative / is chosen at stage 3 of the choice process if it has the highest utility of the alternatives in C. Thus, / is chosen if / e C and U t > Uj for all j £ C, where j ^ /. Let
where w t is a vector of explanatory variables (attributes of alternative i and the decisionmaker), 6 is a vector of constant coefficients, and £,-is a random variable representing attributes of alternative / and the decisionmaker that are relevant to choice but not observed by the analyst. Assume as before that (e h rji) is IID across alternatives. Then, it follows from equations (11) and (15) that the joint probability of the final choice / and second-stage choice set C is given by
The product over alternatives not in D can be removed by conditioning on the second-stage choice set C. Specifically
It follows from equations (11), (16), and (17) that
In this model knowledge is not required of the first-stage choice set D. Nor is the approximation from extreme-value theory required. Note, however, that a and fi are not identified if £,-is independent of (e t , rj t ) for every i. Although it is an empirical question whether ^ and (e h rj t ) are independent in a given choice situation, it is likely that they often will not be because unobserved attributes of alternatives that affect the decisionmaker's choice of the first-stage choice set D also are likely to affect the final choice. If this happens, e t and £,-will be correlated and a and fi will be identified.
If § f is independent of (£,-,%) for every /, the final choice is conditionally independent of the choice set C given the explanatory variables x, z, and w. As is discussed in more detail below, choice conditional on C can then be modeled by using a conventional choice model for exogenous choice sets (for example, the multinomial logit model).
Given a specification of the joint distribution of the random variables (e i9 rji, £,: / e C) up to a set of constant parameters, a, /3, d in equation (18) and any unknown parameters of the distribution of (e, rj, £) can be estimated in principle by the method of maximum likelihood. This is likely to present severe computational problems, however, even if C is a small set, owing to the multivariate numerical integration entailed in evaluating the joint probability distribution of the §, e and rj. The method of simulated moments (McFadden, 1989 ) provides a means of avoiding multivariate numerical integration and is likely to be more tractable computationally than that of maximum likelihood for the estimation of model (18). It is also possible to obtain a model for the final choice conditional on the first-stage choice set D. In this model knowledge is required of both C and D in contrast to equation (18) 
Continue to assume that (e t , rj t ) is independent across alternatives. Then, if we bear in mind that to be chosen an alternative must be in both C and D, equation (19) implies that Pid'w, + l > d'wj + ^j, p'x, + e, > 0, a'z, + vi> 0, p'xj + e, > 0, a'zj + m > 0, V; e C, j ¥> i) 
This model is identified if e t and rj t are not independent for at least one alternative i (i e D). Nonindependence of £ f and (e i9 rj t ) is not needed for identification. The unknown parameters of equation (20) can be estimated by the method of simulated moments after specification of the joint distribution of the random terms (e h rj h §,: / e D) up to a finite set of parameters. As with the model expressed by equation (18), the method of simulated moments is likely to be more tractable computationally than the maximum-likelihood method as the former method avoids the need for multivariate numerical integration.
Comparison with conventional choice models
As the models described in section 3.2 are rather complex, it is useful to compare them with conventional choice models, such as the multinomial logit model, to understand why conventional models are likely to be erroneous when choice sets are endogenous.
In conventional choice models it is assumed that the choice set is independent of the decisionmaker's preferences conditional on the explanatory variables of the model. Specifically, the random component of the utility function is independent of the choice set C. In the models presented in section 3.2, the random component of the utility function is permitted to depend stochastically on C. In the notation of section 3.2, § f may not be independent of (e i9 rj t ). This is possible when the sets D or C result from choice processes as, in such situations, | f and {e i9 rji) may depend on common unobserved attributes of individuals or alternatives. Stochastic dependence of the random component of utility on C causes equation (18) to differ from a conventional multinomial logit or probit model. If % t is independent of {s h rj t ) for all / e C, equation (18) reduces to a conventional choice model. To see this, observe that in the case of independence, the numerator of the right-hand side of equation (18) becomes
Therefore, equation (18) reduces to
Equation (21) is a standard random-utility model for choice with an exogenous choice set C. For example, it is a multinomial logit model if the § are IID with the type-I extreme value distribution.
A test for endogeneity of the choice set can be obtained by testing the hypothesis that equation (21) is a correct specification against the alternative of equation (20). This amounts to a test of independence of £,• and (e i9 fy). It can be carried out by using standard methods such as the likelihood-ratio, Lagrangian multiplier, or Wald tests. A test against equation (18), which also is a test of independence, cannot be carried out by these methods because the parameters of equation (18) are not all identified under the null hypothesis.
Conclusions
In conventional random-utility models of discrete choice, such as the multinomial logit model, it is assumed that the choice set is exogenous. In other words, conditional on the explanatory variables of the model, the choice set is independent of the decisionmaker's preferences. Conventional models are misspecified if the choice set is endogenous.
In this paper I have given several examples in which the choice set is plausibly endogenous as a consequence of the cost of acquiring information about alternatives. Models for choice-set generation in this context and for choice conditional on endogenous choice sets have been presented. These models are more complex both analytically and computationally than are conventional choice models with exogenous choice sets. In particular, estimation of the models by the well-known method of maximum likelihood is likely to be feasible only in the simplest cases, owing to the multivariate numerical integrals that this method entails. The method of simulated moments (McFadden, 1989) avoids the need for numerical integration and, therefore, is likely to provide a more attractive estimation method than maximum likelihood. Empirical applications of the models described in this paper will be reported in subsequent papers. 
