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A method has been devised for performing edge operations
with
various edge operators under varying imaging conditions and for
quantitatively comparing the results of each edge operator. Both
computer-
simulated targets and real targets are employed, and experiments in both
cases showed that the Sobel operator and Kirsch Compass Gradient Mask are
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One of the fundamental problems in image processing is the location
of boundaries of objects within an image [J. Fram, 1975]. While a considerable
number of edge detection schemes have been devised towards this end
[D. Panda, 1979] [R. Jain, 1980] [A. Shiozaki, 1986] [M. Forshaw, 1988] [J. Huang,
1988] [G. Jung, 1988] [N. Kanopoulos, 1988] [R. Park, 1989] [V. Vliet, 1989], few
comprehensive attempts have been made to compare the various schemes
available. Such a comparison is necessary to establish the performance
limitations of each scheme under the various environmental conditions
encountered.
Several mathematical edge operators exist which are used to enhance
the outlines of objects in a digital image so that other measurements, (e.g.
length, width, area, and center of gravity) can be made. These measurements
are important steps in the inspection of manufactured parts.
When applied to a digital image, an edge operator generates a gradient
value for each pixel, forming a gradient image. Subsequent application of a
thresholding process to a gradient image results in a bitonal image of the
estimated location of edges in the object.
It is often difficult to determine which edge operator is best suited for a
particular application because the evaluation of edge operations is usually a
subjective judgment. The choice of an edge operator is more difficult when
one realizes that output image quality can vary due to exposure, contrast,
angular orientation, and camera focus as well as other factors. A comparison
is necessary to establish the performance limitations of each edge operator
under the various environmental conditions encountered.
Often people only show side-by-side pictures of the results of edge
operations and claim that one is the best. A paper describing a quantitative
comparison has been reported [J. Fram, 1975]. A technique was presented to
compare three edge detection schemes quantitatively using artificial pictures.
The author added several levels of artificial noise in the target images and
varied the contrast of the three regions. Fram used two measures of edge
detection performance, and concluded that Hueckel's operator [M. Hueckel,
1971] does not perform as well on the sample images as the other two
schemes, by Macleod [1970] and Rosenfeld [1971]. These two performance
measures are Pi and P2, and which are defined explicitly as follow: Let the
standard binary plane (in a binary plane a
1'
denotes that the corresponding
point was considered an edge point and a 0 meant otherwise) for edge
detector output contains Wj columns and w2 rows. Let the "edge
region"
as




rows. Here w2e =
w2 (Figure 1), so that the superscript can be dropped from this quantity. Let the
number of pixels with gray level
"1"









and ft respectively. While the ft e pixels may have been derived from signal
only, noise only, or both signal and noise, the ft pixels can only result from
noise in the image, in accordance with the model above. Assume that the
pixels with gray level
"1"
derived from the noise are randomly distributed
about the whole picture with constant probability, so that the number of noise
pixels in the edge region (nnoisee ) can be derived from ft . Performance


















neige is the total number of pixels with gray level one. The number of noise
pixels is normalized to correspond to w^311, a standard number of columns
in the binary plane, thus making this ratio independent of the size of the
output domain of edge detector. For example, if the image area is about 100
pixels wide, then we can choose 500 for w1stan whether the size of the output
domain of edge detector is 600 pixels or 10000 pixels. It was set equal to 30 in
Fram's tests to be large enough to cover a normal number of noise pixels for a
four-column wide edge region.
If ftr is the number of rows of the edge region which are "covered",
then performance measure P2 is defined by:
The above two measures have the following model-independent
properties: (1) should the l's on the binary plane be distributed randomly
with constant probability, the most probable values of both Pi and P2 are zero,
and (2) should all the l's of the binary plane fall within the edge region, then
Pi = 1; (3) should every row of the edge be
"covered,"
then P2 = 1.
If the above model is assumed to be correct, then defining the edge
region larger than necessary for covering all edges will not affect the
expectation values of the two measures Pi and P2. It will, however, decrease
the accuracy to which they may be determined. A further consideration was
that a likely failing of the model is for signal l's to be shifted away from the
edge. There are no means within the framework whereby such l's can be
assigned partial weight, but by restricting the edge region to a reasonable size,
an edge detector performing in this manner can be penalized.
The two measures calculated may not be expected to reflect the degree
of success in finding the edge for every picture. Rather, when averaged over
many of a given class of pictures, they should give a good indication of the
performance of the edge detector with that set.
The many types of edge operators are very difficult to compare and
evaluate. Some operators may find most edges but also respond to noise;
others may be noise-insensitive but miss some crucial edges. Therefore, there
are two approaches for evaluating the performance of edge operators. The
first approach is: how many true edges are found. The second approach is:
how many false edges are found. Subtracting the false edges from true edges is
a way to combine the two evaluations to reach a conclusion. However, some
false edges may result from true position of edges, if they are localized but
offset from the true position. Such 'false
edges'
actually represent true edges
and they should be given some weight in evaluations. Therefore, it is
necessary to find a scale to measure the importance of each edge pixel. Pratt
[1978] used a figure of merit rating factor F,
1 NA 1
F = I (1)
max (NA.NI) i=i 1 + (
ad|2
)
to compare edge operators where NA and NI represent the number of actual
and ideal edge points, respectively. For example, ifwe expect a two-pixel wide
vertical edge exists between row 0 and row 30, then the ideal edge covers 2
pixels times 31 rows, so NI is 2 x 31 = 62, but the actual edge may contain 3
holes and 10 offset pixels (or noise pixels) so that NA = 62 -3 + 10 = 69. If NA
is greater than NI, we count NA pixels in the formula (1) so that we need to
use NA instead of NI to normalize the F value. If NA is smaller than NI, it
means the edge operator is unable to detect some particular edge pixels, so we
still need to use NI to normalize F in order to show the poorer performance
of edge operation. The term
"a"
is a scaling constant, and
"d"
is the signed
separation distance of an actual edge point normal to a line of ideal edge
points. The term ad,2 penalizes detected edges which are offset from their true
position. The penalty can be adjusted via the value of
"a"
which is chosen
according to the size of the test image. A large
"a"
makes the F value sensitive
to the offset distance "d", a small
"a"
makes it insensitive to "d". For example,
if a = 1, a three-pixel offset gives a rating of F
= 0.1, which is much smaller
than the F value of unity that would be obtained for a non-offset pixel.
Therefore the penalty to a three-pixel offset is significant. On the other hand,
if a = 0.01, then a three-pixel offset gives a rating of F
= 0.92, very close to 1,
and the penalty is insignificant. For a large test image, a
two-
or three-pixel
offset may not be considered to be too bad, and therefore a small value may be
chosen for "a". For a small test image, especially when we consider that the
performances of operators might be very similar, F values must be very
sensitive to the offset distance. When
"a"
= 1, the rating of a single vertical
edge pixel offset by one pixel becomes F
= 0.50, a two-pixel offset gives a rating
-6-
of F = 0.20, three-pixel offset gives a rating of F = 0.10, a four-pixel offset gives
a rating of F
= 0.06, and a seven-pixel offset gives a rating of F = 0.02. This
"a"
value of unity results in significant differences among the results of each case.
If
"a"
value is even greater, say a
= 4, then F = 0.2 when d = 1, F= 0.05 when d
= 2, F = 0.03 when d = 3, and F = 0.02 when d = 4. Although penalties are
great, the differences are too small to be meaningful when d is greater then 1.
In an ideal case, NA = NI and there are no offset pixels. Therefore,
1 NA 1
F = 1







Therefore, the maximum value for F is 1, and the greater the F value the
better.
Figure 2 is an example of an edge operation output, 'l's are assumed
edge pixels and '0's are not. Assume that from prior knowledge we know that
the true edge is located in columns 4 and 5 so that columns 3 and 6 are offset









Figure 2 an edge operation output 00011000
By applying the Pratt rating factor formula to the output we can get
NA=18 and NI=6x2=12. Max(NA,NI) = (18,12) = 18. If we choose "a"= 1, then
F= 0.667
In the above sample there are two holes (two pixels having the value 0
located at true edge positions. If we change these values to Is, then
F = (1/20) x {12x[l/(l+0)] + 2x[l/(l+l)] + 4x[l/(l+4)] + 2x[l/(l+9)]}
= 0.7
the result is slightly better. In an ideal case, there are no offset pixels and all 12
edge pixels are present, then NA = NI = 12 and
F = (1/12) x {12 x [1/(1+0)]} = 1.
This performance evaluation has been applied by Pratt to assess edge
detection techniques by using a test image with a vertically oriented edge of
variable contrast and slope placed at the center of a 64 x 64 pixel, 8-bit image.
Signal-independent Gaussian noise of standard deviation on was added to the
edge image, and the resultant picture has been clipped at the limits of the
display (0-255). The signal-to-noise ratio is defined as
SNR = h2/rjn2 (2)
where h is the edge height, i.e., the gray level contrast between the two side
-8-
regions of the edge. Since the purpose of the test is to compare the
performance of various edge detection methods, it is important for fairness
that each edge detector be tuned to its best capabilities. Consequently, each
edge detector has been permitted to train both on random noise fields
without edges and on test images. For each edge detector the threshold
parameter (a number for binarizing each pixel's gray level to either 0 or 1)
has been set to maximize the figure of merit subject to the maximum
allowable false detection rate. That is, after applying an edge operation to a
random noise field without edges, we can determine the distribution of the
gradient value of the random noise field. According to this distribution we
can set a threshold parameter to remove much of the random noise. This
threshold parameter will also apply to the actual test image. If this parameter
is set too high, then some true edges will be missed. If it is too low, then the
result will include too much noise. Based on prior knowledge of the test
image, the distribution of the gradient values of the random noise, and the
maximum allowable false detection rate, we can set the threshold parameter
which can achieve the maximum figure of merit. For example, assume that a
threshold set at gray level 69 can cut 95% of the random noise field and still
yield a figure of merit F = .93 on the actual test image. Further assume that
the ratio of detected noise to detected signal is not greater than the maximum
allowable false detection rate, and both increasing or decreasing the threshold
parameter does not yield a greater F value without exceeding the maximum
allowable false detection rate, then the threshold parameter is the best fit for
this edge operator.
-9-
Figure 3(a) [W. Pratt, 1978] contains a plot of the figure of merit as a
function of signal-to-noise ratio for several edge detectors. The figure of merit





















































Figure 3 Edge location figure of merit F (0% to 100%) as a function of signal-to-noise ratio
and edge width, (a) Figure of merit versus SNR, h=25, w (edge width)=l.
(b) Figure of merit versus edge width, h=25, SNR=100.
-10
in Figure 3 generally follows expected trends: The value is small for low-
contrast, wide, noisy edges; and high in the opposite case. Some of the edge
detection methods are universally superior to others for all test images.
The result of Pratt's experiments also show that a high figure of merit
generally corresponds to a well-located edge upon visual analysis and vice
versa.
Compared to the two performance measures PI, P2 of Fram, the merit
rating factor F can be applied to any edge image with prior knowledge of the
edge whereas PI and P2 cannot since PI and P2 are only designed for a
straight-line edge image.
The subject of my research emphasizes the comparison of the
performance of edge operators under varying imaging conditions such as
exposure, light intensity, contrast, angular orientation, and camera focus. The




A method has been devised for comparing the performance of various
edge operators under varying imaging conditions and for quantitatively
comparing the results of each edge operator. It includes the following
procedures:
1. Generate simulated targets under varying
imaging conditions.
2. Apply digital edge operators to the simulated targets.
3. Use statistical methods to evaluate hypothesis testing for the mean
and variance of Pratt's merit rating factor P (in order to avoid being
confused by the statistic term F, P will signify Pratt's merit rating
factor instead of F through the rest of this paper). For example, to
compare three edge operators, A, B, and C, for which:
Null hypothesis: P(A) = P(B) = P(C)
Alternative hypothesis: at least one is not equal
then P(A), P(B), and P(C) are the means and variance of Pratt's
merit rating factor P for each operator A, B, and C.
4. Use several real targets to perform experiments for checking
whether simulations and experiments agree. If there is no
agreement, then propose a theory to explain the differences.
12
3. Digital Image Formation
An image formed when a sensor registers radiation that has interacted
with physical objects. An image can be transformed to a discrete digital image
which consists of individual picture elements (called pixels), each of which is
an integer which represents the average gray value of its area.
If c(x,y) is the function of a continuous-tone two-dimensional image,
then the function representing a sampled image is:
d(x,y) = c(x,y) comb(x,y)
13
4. Definition of Edges
The human visual system can easily sense the layout and edges of
objects in the scene. However, a computer algorithm requires clear
instructions as to the characteristics of an edge. Once these characteristics of
the edge have been defined, an algorithm can be written to analyze the unit
to derive the edge pixels.
In its ideal geometric definition, a line has no width, but an edge in a
digital image is represented by a line at least one pixel wide. In a realistic case,
however, the edge derived from a digital edge operator is normally two (or
more) pixels wide since an edge operator kernel's center located on each side
of the boundary of adjacent regions gives a large gradient value. For example,
column
'a'
in Figure 4 is the boundary of region A in which pixels have an
approximate gray level of 100, and column
'b'
is the boundary of region B in
which pixels have an approximate gray level of 50. After application of a





large gradient value of 50.
Region A Region B Region A Region B
Laplacian = (abs)
a b a b
0 1 01 100 100 100 50 50 50 0 0 50 50 0 0
1 -4 11 100 100 100 50 50 50 0 0 50 50 0 0
0 1 01 100 100 100 50 50 50 0 0 50 50 0 0
100 100 100 50 50 50 0 0 50 50 0 0
100 100 100 50 50 50 0 0 50 50 0 0
100 100 100 50 50 50 0 0 50 50 0 0
(a) (b)
Figure 4 An example of edge operation on a digital image matrix to form a two-pixel
wide edge, (a)image before convolution (b)image after convolution
-14-
5. Finding Local Edges and Edge Operations
A local edge is a small area in the image where the local gray levels are
changing rapidly in a monotonic way. An edge operator is a mathematical
algorithm designed to detect the presence of a local edge in the image.
In some image analysis tasks such as machine vision, remote sensing,
and medical diagnostics, the basic purpose of image acquisition (detection and
processing) is to recognize objects. Experiments with the human visual
system show that boundaries in images are extremely important; often an
object can be recognized from a crude outline [IRI Inc., 1985]. This fact
provides the principal motivation for representing objects by their
boundaries.
One might expect that algorithms could be designed to find the
boundaries of objects directly from the gray values in the image, but this is
difficult when the boundaries have complicated shapes. Much greater success
has been obtained by first transforming the image into an intermediate image
of local gray-level discontinuities, or edges, and then composing these into a
more elaborate boundary (feature extraction). This strategy implies that an
intermediate image should be introduced when discontinuations between
local edges become too large. Boundaries that are highly model-dependent
may be decomposed into a series of
local edges that are highly
model-
independent. The most common size of edge operators is a 3 x 3 matrix.
Compared to larger matrices, a 3 x 3 operator has the advantage of speed in
-15-
calculation. The advantage of a larger matrix is that it can average over
surrounding noise. However, noise reduction can be implemented separately
before the edge operation.
label
Assume a 3 x 3 edge operator R = I d (h) k I. The output image pixel
I n p q I
g(i,j) is calculated from the input image pixel f(i,j) via a weighted average, or
g(i,j) = q*f(i-l,j-l) + p*f(i,j-l) + n*f(i+l,j-l) +
k*f(i-l,j) + h*f(i,j) + d*f(i+l,j) +
c*f(i-l,j+l) + b*f(i,j+l) + a*f(i+l,j+l) (3)
convolution [R. Easton, 1988] except at the image boundaries since
convolution cannot be applied to the boundary pixels, e.g., for the upper-left
corner-pixel f(0,0) the gray level at f(0-l,0-l) has not been defined. We set the
boundary pixels to be zero because these pixels are not considered to be edge
pixels.
After convolution, the intermediate image needs to be segmented into
the two classes of edge and background. For instance, for an intermediate
image pixel g(i,j) and a threshold value T, g(i,j) is assigned to the background
if its value is less than T; otherwise it is an edge pixel. The resulting binary
image is called a bitonal image.
-16
6. Varying Imaging Conditions
Edge operators are used to classify pixels as edges based on the
difference of gray level between adjacent pixels. An idealized edge is a line or
a curve separating two image regions of constant but different brightness. If
there is a significant difference in gray level between two connected regions,
there must be an edge between them. The success of the edge operator in
detecting the edge is determined by imaging conditions, such as noise,
contrast, exposure, angular orientation, and blurring.
(a) Image noise
One row of a two-level image d(x,y) is shown in Figure 5(a) in which
"a"
is a row number. If additive noise is present, the row may resemble the
shape shown in Figure 5(b).
Figure 5(a) d(x,a) Figure 5(b) d(x,a)
+ n(x,a)
-17-
There are several sources of additive noise in imaging systems. The
first is the internal random noise of the image detector. Random noise such
as thermal noise, shot noise, flicker (1/f) noise, and recombination noise are
caused by spontaneous fluctuations in voltage or current, which are due to
the corpuscular or noncontinuous nature of matter. [T. Jenkins, 1987].
1. Thermal noise: In any electrically resistive material (such as a
resistor or semiconductor), free charge carriers, (electrons or holes), in
thermal equilibrium with the lattice at a temperature T will possess an
average kinetic energy ~kT. Thus, even in the absence of an electric field, the
carriers will be moving chaotically with no preferred direction; such
randomly moving charge carriers constitute an electric current. This current
will fluctuate about a mean value of zero and will therefore create a
fluctuating voltage across any resistance in thermal equilibrium. An
expression for this thermal noise was developed by Nyquist in 1928 [H.
Nyquist, 1928] using thermodynamic arguments. He showed that the mean
square voltage developed across a resistor R at a temperature T in a
bandwidth Afwas
<v2> = 4kTRAf.
2. Shot noise: When a current flows across a potential barrier, (e.g., in a
p-n junction or thermionic emission from a surface), there will be a
fluctuation in the number of charge carriers contributing to the current flow.
This may arise in a number of ways.
For example, any carriers crossing the
-18-
barrier must have sufficient thermal energy so that the number of crossing
carriers will fluctuate in a way determined by the normal thermal
fluctuations in the position and energy distribution of those charge carriers.
Photon arrival at a detector is a random process, so that there will be a
random photogeneration of charge carriers in this case. Thus, any current
flowing from the detectors will exhibit random fluctuations about its mean
value. Schottky [1918] showed that the noise current is spectrally white and
has a mean square value:
<i2> = 2eIAf
where I is the average d. c. current, Af is the bandwidth, and e is the charge on
an electron.
3. Flicker (1/f) noise: Flicker noise is a fluctuation in electrical
conductance, and exhibits a spectral density which is inversely proportional
to the frequency. For this reason, it is also called 1/f noise and can be the
dominant noise source in semiconductors at low frequency. The spectral
density of the current G^f) can be written as
Q(f) = Cl2/f
where C is a constant which depends on the type of material and its geometry.
-19-
4. Recombination noise: It is caused by fluctuations in the rate of
thermal generation of free electrons and holes in a semiconductor. This will
cause fluctuations in the carrier concentration and, hence, fluctuations in the
conductivity of the semiconductor. Recombination noise has a spectral





where G(f) is the noise current spectral density, t is the amount of time by
which signal is shifted backward, co is the angular frequency and equals to 2jr,f,
and G(0) is the current spectral density before flowing through the material.
According to the central limit theorem, any of several fundamental
theorems of probability and statistics that state the conditions under which
the distribution of a sum of independent random variables is approximated
by the normal distribution, the internal random noise of an image detector
has a normal density distribution (a Gaussian distribution) and the mean of
the random noise distribution is often zero. Therefore, it may be reduced by a
lowpass filter. The lowpass filter averages the noise values of surrounding
pixels such that the average approaches zero.
All noise due to effects outside the camera (image detector) system may
be called external noise. For example, dust in the air and on the surface of a
target may cause noise.
Nonuniform color of the material or nonuniform
20
surface reflection may cause a variation in gray level of a surface and may be
considered to be noise. External noise may be more severe than internal
random noise and may make it more difficult to locate the edges effectively.
(b) Shifts
Image data also may be disturbed by limitations in sensing, signal
digitization, or data recording processes. For example, scan lines may
randomly shift to either the left side or the right side by one or several pixels,
thus making edges jagged.
21
(c) Contrast and Exposure
Edge operators respond best when the contrast is large, which means
that the edge contrast exceeds the standard deviation of the noise by a large
amount. For instance, if two connected regions have gray levels a and b and
the contrast a - b is as small as 20 gray levels, and the noise range is between
+5 and -5 gray levels, the edge contrast would be sufficient for good edge
detection because b + 5 is still smaller than a by 15 levels, which is larger than
the noise range (+5 - (-5) = 10). When we choose a threshold number between
10 and 15, (say 14), there will be little influence of the noise on the result of
edge operation.
Figure 6 Relative contrast. When the noise range Nr is smaller than the contrast C, no
matter how small C is, the contrast is good.
The intensity of light sources may vary over time. Either lower or
higher light intensity may reduce image contrast. On a real well-focused
video camera system, the best image resolution can be obtained by adjusting
exposure. A little overexposure above this 'correct
exposure'
may enhance
the overall contrast and at the same time minimize the small gray-level
variance which usually is not large
enough to be considered as an edge.
-22-
Therefore, a small degree of overexposure may improve the edge detection.
For exposure on the shoulder of the characteristic curve, digitization will
saturate highlight pixels at the maximum gray-level. Therefore most of the
noise may disappear in the highlight. However, exposure in the toe does not
have the same advantage since an image detector will always give a
minimum response even to a totally black object due to the reflected light
from the environment (Figure 7).
255 255
Figure 7 Image detection character curve c with a minimum response m. x is the original





Many edge operator kernels are directional. For example a three by




operates in a vertical orientation. If an edge is normal to this kernel, it can be
most easily detected. Oppositely if an edge is parallel to this kernel, it can not
be detected. The closer the edge angle is to parallel, the poorer the edge
detection. One solution is to rotate the kernel to several angles, yet there may
be small angles between 0 to 45 degrees which cannot be reached. Different
operators may have different sensitivities to inclined edges. Therefore, the
angular orientation can also make the results of edge operation different.
(e) Image Blur
There are four types of image blur, including blur caused by linear
or nonlinear motion, defocus, random impulses, and Gaussian blur (Figure
8). [Bates, 1986]. Linear blur occurs when an object moves in a straight line
during the exposure. Motion of the camera has a similar effect. Nonlinear
object or detector motion will also cause blurring. Defocus blur maps each
image dot to a spot which may be approximated as a circular disc (Figure 9).
Defocus is space-invariant and thus may be specified by a convolution














Figure 9 Defocus. Image plane on focus P and defocus B, B'.
25-
where d(i,j) is the input image, h(i,j) is the blurring function, and b(i,j) is a
blurred image. When an object is viewed through a turbulent medium the
blurring of a short exposure (i.e., rapid enough that the medium remains
effectively still) is often well represented by an impulse response h(i,j) having
the form of a distribution of random impulses. On the other hand, the form
of h(i,j) tends to be Gaussian for a long exposure of an object viewed through
a turbulent medium. In this research, the targets are all still images and the
exposure is not particularly long. Therefore, only combinations of defocus




As discussed in section 6(a) of the Introduction, there is always some
Gaussian-distributed random noise present under real imaging conditions.
This noise may be simulated in this investigation.
Gaussian random noise can be generated digitally from the following
equation:
n =
- o ln(g^ cos(27t g2) (2)
where n is the random noise value, o is the standard deviation, and gt and g2
are two numbers generated from a uniformly random distribution over the
interval between 0 and 1. The histogram of n exhibits a Gaussian distribution
(see Appendix A). When o = 100, the range of n is typically 255. When o =
25, the n range is approximately 63. A study was performed to determine
which noise level should be used in experiments. Eight levels (a= 5, 10, 15, 20,
30, 40, 50, and 60) were tested to compare the value of Pratt's merit rating
factor P for four edge operators. The results are: when a < 15, the noise has
very little effect on the P values;
when o = 15, a significant difference of P
values among edge operators is observed;
when a = 60, P is less then 0.2 (very
poor edge detection) in most cases, but some cases are much better than
others. Therefore, these two levels are chosen for large noise level (N=2) and
medium noise level (N=l) cases.
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2. Blurring
As mentioned in section 6(d) of the Introduction, the combination of
blur due to defocus and random impulses is considered in this research since
the targets in this research are all stationary images and the exposure is short.
In digital image processing, a filter kernel is a
'window'
consisting of
numbers. One simulation of a blurring filter is a 5 x 5 convolution kernel:
11111
12 2 2 1
12221 (normalized by 1/34)
12 2 2 1
11111
The neighborhood averaging results in locally reduced contrast.
A similar kernel resulting in more severe
blur is a 7 x 7 kernel:
1111111
12 2 2 2 2 1
12 2 2 2 2 1
1222221 (normalized by 1/74)
12 2 2 2 2 1
12 2 2 2 2 1
1111111
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The effect of the blurring filter is to average neighboring pixels.
However, the boundary of the filter should decay gradually just like the real
case discussed in Introduction section 6(d). Therefore, the value of the
boundary pixels on the blurring filter kernel must be smaller than those in
the interior of the kernel. If there are more than two gray levels in the kernel,
the slope of the blurred edge will become greater (taller), which means the
extent of blurring becomes smaller (Figure 10). The size of the kernel
determines the extent of blurring. Five by five is the most popular size of the
blurring filter used in several image processing software packages (e.g.,
Visionplus). In order to see a greater influence of blurring on edge detection,
the next larger size, 7 x 7 is then chosen. One sample of a blurred image is
shown in Appendix Bl, picture 3.
b'
Figure 10 An ideal edge (a) convolved by a two-level blurring filter (b) gets a blurred edge
(c), and convolved by a three-level blurring filter (b') gets a
blurred edge (c')
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3. Four edge operators
The edge operator kernel can be any size, the most common size is
three by three-pixel.
Four edge operators were chosen for this study, two highpass filters
and two gradient operators. Generally speaking, a gradient is a highpass filter,
but it operates differently on edges. Highpass filters calculate the gray level
difference between the center pixel and each surrounding neighbor to obtain
gradient values. Gradient operators calculate the gray level difference between
the side pixels for a straight line passing through the center pixel and other
side pixels to get gradient values. One general formula can apply to both cases
(e.g., equation (3)). To obtain gradient information in all directions, the
gradient operator is rotated to angles that are increments of 45 degrees: 45-
degree, 90-degree, 135-degree, 180-degree, 225-degree, 270-degree, and 315-
degree.
There are two major differences between highpass filters and gradient
operators. They are:
1. Highpass filters are symmetrical in all directions but the gradient
filter is directional (see figure 11).
2. The weight of the center pixel has the greatest absolute number in a









Figure 11 An example of a highpass filter (left), and an example for a gradient operator
(right).
a) Highpass filters
1. A highpass filter with eight directions as used in this study is called
Highpass filter designated by the symbol H : The highpass filter reduces the
amplitude of low-frequency components in a signal and eliminates any





The normalization of each convolution filter will be discussed later. We can
recognize two features of a highpass filter, (a) Some of the coefficients are
negative, i.e., a highpass filter operator forms differences of gray levels and (b)
highpass filters reject "dc components"; therefore, the sum of all coefficients
is zero. That is, if the pixels of the neighborhood have the same gray-level,
the result of the convolution operation is zero. Highpass filters are edge
enhancement filters by nature, since the edge information in an image is
contained in its high spatial frequencies. [IRI Inc., 1985].
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2. A highpass filter with different weights between the four corners
and the other four directions as used in this study is called a Laplacian [E.
Dougherty, 1987], [D. Ballard 1982], [IRI Inc., 1985], and is designated with the
symbol L: The Laplacian filter is the sum of the discrete second derivate in





We can recognize that the Laplacian operator
"differentiates"
the
gray level step functions that form an edge: A positive impulse results from a
change in gray level from low to high values and a negative impulse
corresponds to a change from high to low gray level. Between the two
impulse functions there is a zero crossing that corresponds to the center of the
edge. Consequently, a popular edge detection method is to convolve the
image with the Laplacian operator and locate the zero crossings.
3. The first gradient operator is the Sobel operator (called Sobel,
designated by the symbol S) [E. Dougherty, 1987], [D. Ballard 1982], [IRI Inc.,
1985]. It is a nonlinear edge enhancement operator because the input value of
each center pixel f(i,j) does not determine the output value g(i,j). The value of
g(i,j) is always determined by neighbors of f(i,j). Local averaging tends to
reduce the effects of noise. A two-directional Sobel operator set is:
-32-
-1 0 1 1 2 1
Sv
=
-2 0 2 sh
= 0 0 0
-1 0 1 -1 -2 -1
The input image is convolved with two masks weighted to measure the
differences in intensity along the horizontal (Sh) and vertical (Sv) directions.
Sobel(f(i,j)) = [(f(i,j) * *
Sv)2
+ (f(i,j) * * Sh)2]V2 (4)
where
**
is the symbol of two-dimensional convolution. Two additional
masks may be used for the two diagonal directions.
4. The Kirsch Compass Gradient Mask (called Kirsch [E. Dougherty,
1987], designated by the symbol K): This operation uses masks that respond in
directions that are integral multiples of 45 degrees. In essence, masks are
applied that respond to changes in a particular compass direction. Since there
are eight 45-degree directions, the procedure involves filtering by a set of eight
masks which are at 45-degree rotation of the previous mask. Once this has
been accomplished, a maximum norm (output g
= max.( I gl I , I g2 1 , I g3 I , ,
I g8 I ) is calculated for the eight outputs to obtain an image that indicates the
gray-level rate of change at each pixel. This is also a non-linear edge
enhancement operator. A two-directional Kirsch masks set is:
-5 3 3 3 3 3
Kv =-5 0 3
and Kh
= 3 0 3
-5 3 3 -5 -5 -5
and uses the formula:
Kirsch(f(i,j)) = [(f(i,j) * *
Kv)2
+ (f(i,j) * *
Kh)2]V2 (5)
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4. Mathematical performance of edge operators
Two factors must be determined in edge operation, the weighting
factor (normalization), and the threshold value. The weighting factor is a real
number which scales the output of the convolution to renormalize the range
of these numbers into the interval [0 - 255] to avoid nonlinear compression.
Many image processing systems have eight-bit quantity, or 256 gray levels to
represent the tone. Therefore, a value greater than 255 or less than 0 will be
"clipped"
at 255 or 0, respectively. The threshold value is a real number that
compares the gradient value of a pixel to determine if this pixel is an edge
pixel.
To suitably select the normalization and the threshold, it is necessary
to determine the mathematical performance of edge operators. Figure 12
represents an ideal digital image. Figures 13 through 14 are the gradient
images derived from Figure 12 by convolving with operators
"H"
and "L".
Figure 15b and 16b were determined from the Sobel and Kirsch operators with
the formula:
Sobel(f(i,j)) = I f(i,j) * * Sv I + I f(i,j) ** Sh I (6) and
Kirsch(f(i,j)) = I f(i,j) * * Kv I + I f(i,j) ** Kh I (7)
instead of the original formula (4) and (5). Equations (4) and (5) are more
complicated to calculate than equations (6) and (7). For example, the square
root function in the C language requires a 'double-precision floating point
number'
instead of an 'integer
number'
and requires four times as much
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memory for computing this convolution. So formulas (6) and (7) were used
rather than formulas (4) and (5).
150 150 150 150 150 150 150 150 150 150 150 150
150 150 150 150 150 150 150 150 150 150 150 150
150 150 150 150 150 150 150 150 150 150 150 150
150 150 150 150 150 150 150 150 150 150 150 150
100 100 100 100 100 100 150 150 150 150 150 150
100 100 100 100 100 100 150 150 150 150 150 150
100 100 100 100 100 100 150 150 150 150 150 150
100 100 100 100 100 100 150 150 150 150 150 150
100 100 100 100 100 100 150 150 150 150 150 150
Figure 12 An example of a digital image in an ideal case.
0000000000
0000000000
150 150 150 150 100 50 0 0 0 0
150 150 150 150 250 100 0 0 0 0
0 0 0 0 150 150 0 0 0 0
0 0 0 0 150 150 0 0 0 0
0 0 0 0 150 150 0 0 0 0
0000 000000
0000 000000
50 50 50 50 50 0 0 0 0 0
50 50 50 50 100 50 0 0 0 0
0000 50 50 0000
0000 50 50 0000
0000 50 50 0000




200 200 200 200 158 71 0 0 0 0
200 200 200 200 212 158 0 0 0 0
0 0 0 0 200 200 0 0 0 0
0 0 0 0 200 200 0 0 0 0
0 0 0 0 200 200 0 0 0 0
0000000000
0000000000
200 200 200 200 200 100 0 0 0 0
200 200 200 200 300 200 0 0 0 0
0 0 0 0 200 200 0 0 0 0
0 0 0 0 200 200 0 0 0 0
0 0 0 0 200 200 0 0 0 0
Figure 15a Result of Sobel (formula 4) Figure 15b Result of Sobel (formula 6)
0000000000
0000000000
752 752 752 752 510 354 0 0 0 0
453 453 453 453 495 510 0 0 0 0
0 0 0 0 453 752 0 0 0 0
0 0 0 0 453 752 0 0 0 0
0 0 0 0 453 752 0 0 0 0
0000000000
0000000000
800 800 800 800 600 500 0 0 0 0
500 500 500 500 700 600 0 0 0 0
0 0 0 0 500 800 0 0 0 0
0 0 0 0 500 800 0 0 0 0
0 0 0 0 500 800 0 0 0 0
Figure 16a Result of Kirsch (formula 5) Figure 16b Result of Kirsch (formula 7)
From results shown in Figures 13, 14, 15b, and 16b, the weighting factor
can be determined. Since the gray-level differences between two regions is 50,
the gradient value for all cases must be scaled by 1/50. Therefore, each
weighting factor (w) is calculated as:
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High Pass: 150 * 50 = 3
Laplacian: 50 + 50 = 1
Sobel: 200 + 50 = 4
Kirsch: 800 + 50 = 16
Since the gradient values and edge contrast are proportional, the
weighting factors are independent of edge contrast. In order to confirm this
scaling the gray-level is changed from 150 to 200 in Figure 12, so the edge
contrast becomes 100. Applying the same operators to this image the gradient
values change to 300, 100, 400, and 1600 instead of 150, 50, 200, and 800
respectively. The same calculation yield the same values for the weighting
factor w.
The gradient value is determined from the following formula:
g(i,j)
= (l/w)(f(i,j)**EO) (8)
in which w is the weighting factor,
**
is a convolution, and EO is any edge
operator kernel.
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Another conclusion obtained from these Figures is that the gradient
value of most edge pixels is greater than or equal to one-half of the maximum
gradient value. For example, in Figure 14 most edge pixels have a value 50,
and the maximum value is 100; in Figure 15b most edge pixels have a value
200, and the maximum value is 300. On the other hand, the smallest value is
about one-third of the maximum value. Therefore, the threshold value may
fall between 1/3 and 1/2 of the maximum gradient value if we can get a true
maximum unaffected by noise.
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5. ATEE Computer Program
ATEE is a computer program written in Microsoft C for the Automatic
Threshold and Edge Extraction used in this research. Although this program
was developed to be used with the VISIONplus-AT ITEX OFG software
package, the software package is used only for image display. Therefore, this
program can be applied to any digital computer system with an image display
function.
ATEE has the following stages:
1. Extreme noise filtering
2. Convolution with edge operators
3. Pre-thresholding
4. Edge shrinking and segmentation
5. Isolated noise filtering
6. Calculation of Pratt merit rating factor P
Discussion of the principle of ATEE:
1. Extreme noise filtering: There are two reasons for filtering the
extremes of the noise before convolution. First, the gray value due to noise
will be spread by blurring. Second, since we need to find the 'true maximum
gradient value', the extreme noise pixels often create a false maximum.
Assume an ideal digital image d shown in Figure 17, with random noise
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which can be ignored except two extreme noise pixels na and nb with values
na
= 90 and nb
= 160 shown underlined. The gradient image g after
convolution with a Laplacian kernel is shown in Figure 18.
150 150 150 150 100 100 100 100
150 150 150 150 100 100 100 100
150 150 150 150 100 100 160 100
150 150 150 150 100 100 100 100
150 150 150 150 100 100 100 100
150 .90 150 150 100 100 100 100
150 150 150 150 100 100 100 100
150 150 150 150 100 100 100 100
0 0 0 50 50 0 0 0
0 0 0 50 50 0 60 0
0 0 0 50 50 60 240 60
0 0 0 50 50 0 60 0
0 60 0 50 50 0 0 0
60 240 60 50 50 0 0 0
0 60 0 50 50 0 0 0
0 0 0 50 50 0 0 0
Figure 17 Image d Figure 18 Image g
Now, the maximum of 240 is a false maximum, and the number of noise
pixels has increased to ten.
Lowpass filters are usually used to minimize noise. A lowpass filter
averages the surrounding neighbors to reduce the noise influence since the
mean value of Gaussian noise is often zero. However, lowpass filters also blur
images. To avoid this problem, an algorithm has been developed in the ATEE
program. For any pixel in a digital image d with a graylevel d(i,j), if the
maximum of the surrounding eight neighbors is less than d(i,j), this
maximum value is assigned to the new value of d(i,j). If the minimum is
greater than d(i,j), then d(i,j) is assigned as the minimum. Following are
examples of performances of both lowpass filters and the new algorithm.
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An ideal image i (Figure 19a) is added to a noise array n (Figure 19b) to form a
target image d (Figure 19c). Figure 20a is transferred from image d by using the




111 normalized by 9
150 150 150 150 150 150 100 100 100 100 100 100
150 150 150 150 150 150 100 100 100 100 100 100
150 150 150 150 150 150 100 100 100 100 100 100
150 150 150 150 150 150 100 100 100 100 100 100
150 150 150 150 150 150 100 100 100 100 100 100
150 150 150 150 150 150 100 100 100 100 100 100
150 150 150 150 150 150 100 100 100 100 100 100
150 150 150 150 150 150 100 100 100 100 100 100
150 150 150 150 150 150 100 100 100 100 100 100
Figure 19a Ideal image i
0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0
0 -10 60 0 0 0 10 0 -30 0 0 0
0 0 0 0 0 0 0 -10 0 0 0 0
0 0 10 0 0 30 0 0 0 0 0 0
0 0 0 0 0 0 0 0 -60 0 10 0
0 30 0 0 0 10 0 0 0 30 0 0
0 0 10 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 -10 0 0 0 0 0
Figure 19b Noise array n
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150 150 150 150 150 150 100 100 100 100 100 100
150 150 150 150 150 150 100 100 100 100 100 100
150 140 210 150 150 150 110 100 70 100 100 100
150 150 150 150 150 150 100 90 100 100 100 100
150 150 160 150 150 180 100 100 100 100 100 100
150 150 150 150 150 150 100 100 40 100 110 100
150 180 150 150 150 160 100 100 100 130 100 100
150 150 140 150 150 150 100 100 100 100 100 100
150 150 150 150 150 150 90 100 100 100 100 100
Figure 19c Image d
150 150 150 150 150 150 100 100 100 100 100 100
150 150 150 150 150 150 100 100 100 100 100 100
150 150 150 150 150 150 110 100 90 100 100 100
150 150 150 150 150 150 100 90 100 100 100 100
150 150 150 150 150 150 100 100 100 100 100 100
150 150 150 150 150 150 100 100 100 100 110 100
150 150 150 150 150 150 100 100 100 100 100 100
150 150 150 150 150 150 100 100 100 100 100 100
150 150 150 150 150 150 100 100 100 100 100 100
Figure 20a Image f from new algorithm
-42-
150 150 150 150 150 133 117 100 100 100 100 100
149 156 156 157 150 134 118 97 97 97 100 100
149 156 156 157 150 134 118 97 96 97 100 100
149 157 157 158 153 138 120 97 96 97 100 100
150 151 151 151 153 137 118 92 92 95 101 101
153 154 154 151 154 138 121 93 97 98 104 101
153 152 152 149 151 133 118 93 97 98 104 101
153 152 152 149 151 133 117 99 103 103 103 100
150 149 149 149 150 132 116 99 100 100 100 100
Figure 20b Image f from lowpass filtering
In Figure 20a, the number of noise pixels has been reduced from 14 to
4, and the range is reduced to 10. Figure 20b was produced by lowpass
filtering, the noise range has been successfully reduced to 8 but the number
of noise pixels has increased and the edge has been blurred.
2. Pre-threshold: The pre-threshold step filters out 'background
noise'
over a relatively small range. Figure 21 shows an example of a cross-section of
a gradient image. Region A, B, and C individually represent the location of
true edge pixels with high, medium, and low gradient values, and regions a,
b, and c individually represent noise or blurring pixels surrounding the edge
pixels. Other regions (N) represent background pixels with a small range of
gradient value. If we choose a threshold value Ta to cut off regions
'b'
and 'a',
edge C will be lost. A local threshold method may improve this situation, an
example is edge shrinking to be discussed in the next
paragraph.
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The pre-threshold value Tp simplifies the gradient image by filtering out the
background noise regions N, while preserving edge 'C.
Gradient value
Figure 21 Pre-threshold Principle: choose value Tp to cut off only background noise
According to the discussion in section 4, the value Tp should not be
greater than one-third of the maximum value in a gradient image since one-
third maximum often represents a low-valued real edge pixel. On the other
hand, one-fourth maximum may be a suitable lower-limit of T based on the
tests for several real images, consisting of several regions of different
contrasts. The precise value of T between one-fourth and one-third
maximum is not too critical, because the edge shrinking function has a
similar effect.
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By removing noise extremes, the false maximum value problem is
avoided and selection of the maximum value in a gradient image is easier.
On the other hand, because the target images used in this research are bitonal
a value of Tp equal to
"one-third"
of maximum is used for all experiments. It
is important to note that images after pre-thresholding are not binary. They
still represent gradient images since they retain the information of the
gradient value of all pixels which have not been removed.
3. Edge Shrinking and Segmentation: This is a local threshold
method to select edge pixels beginning with the local maximum gradient
value (in a small region, e.g., a 5 x 5 window). The principle is that since we
expect a two-pixel-wide edge, drawing a straight line to cross an edge with an
angle either 45 degrees or 90 degrees can only detect two edge-pixel centers.
Therefore, each pixel can be compared to the nearest and the second nearest
neighbors of the gradient values in each direction to decide if it is an edge
pixel. Figure 22 shows the crossing lines and eight possible directions for
detection lines. For any nonzero g(i,j), if both pixels on a detection line (say
g(i-l,j) and g(i-2,j)) have values greater than g(i,j), then an integer a(n) which
represents the
nth direction is assigned to be 1 where 1 < n < 8. Otherwise 0 is
assigned to a(n). If any sum a(n)+a(n+l)+a(n+2) is greater
than 1, then g(i,j)
will be cut-out. Otherwise g(i,j) is an edge pixel. This does not means that the
resulting edge is always two pixels wide,
because in a blurred image for
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Figure 22 (a) Straight lines crossing an edge (column 4 and column 5) can only detect two
edge pixels (b) Eight directions of detection lines
1 3 5 8 9 7 4 2
1 3 5 8 9 7 4 2
1 3 5 8 9 7 4 2
1 3 5 8 9 7 4 2
1 3 5 8 9 7 4 2
1 3 5 8 6 7 4 2
1 3 5 8 9 7 4 2
1 3 5 8 9 7 4 2
0 0 0 1 1 0 0 0
0 0 0 1 1 0 0 0
0 0 0 1 1 0 0 0
0 0 0 1 1 0 0 0
0 0 0 1 1 0 0 0
0 0 0 1 1 0 0 0
0 0 0 1 1 0 0 0
0 0 0 1 1 0 0 0
(a) (b)
Figure 22-1 (a) Edge shrinking on a gradient image (b) The result of edge shrinking
example, several connecting pixels may have the same value for the primary
maximum or secondary maximum. An example in figure 22-1 shows how
edge shrinking works. A gradient image has a vertical edge through the
middle portion. Three underlined pixels are examined: For the pixel valued
5, al=0 (5=5), a2=l (8>5 and 9>5), a3=l (8>5 and 9>5), al+a2+a3=2>l,
therefore, this pixel is not an edge pixel. For the pixel valued 8, al=0 (8=8),
a2=0 (9>8 but 7<8), a3=a4=a5=a6=a7=a8=0, therefore, it is an edge pixel. For
the pixel valued 6, al=a5=l, but a2=3=a4=a6=a7=a8=0, since it cannot fulfill
46-
the requirement, a(n)+a(n+l)+a(n+2) > 1, this pixel is still an edge pixel. If
this method is continually applied to all pixels, then a two-pixel wide edge
can be obtained shown in Figure 20-1 (b).
4. Isolated noise cut: If the noise range is relatively large compared
with the signal range, there will be many noise pixels remaining in the
resulting edge images. Fortunately, since the shrinking function shrinks the
width of 'noise-blocks', and the pre-threshold algorithm cuts the 'roof of
noise-blocks from the connection of edges, most remaining noise pixels will
become isolated. An algorithm is therefore designed for cutting out these
noise pixels. A 5 x 5 window for which any e(i,j)=l, if both the sum of the
nearest neighbors and the sum of the second nearest neighbors are less than 2,
e(i,j) should be cut out. This algorithm can cut out a significant
portion of
noise pixels.
Pictures in Appendix B show the images in each stage under edge
operation by using the ATEE program.
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EXPERIMENTS





The target is a polygon with four angular orientations, 0, 45, 60, and
90. It consists of two stages gray level regions: inside gray level a (dark








Figure 23 The shape of the target
The Pratt merit rating factor P, is tested according to the
Null hypothesis: P(H) = P(L) = P(S)
= P(K), and the
Alternative hypothesis: At least one is not equal.
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1. Experiments on computer simulation of targets
The first series of experiments involve computer simulated targets
consisting of five contrast conditions, three noise conditions, two shifting
conditions and three blurring conditions. The total number of simulated
targets is: 60.
The five contrast conditions are:
GEAY LEVEL a GRAY LEVEL 13 DIFFEREFnICE COMMENTS
CI: 64 192 128 Large contrast
C2: 96 160 64 Medium contrast
C3: 112 144 32 Small contrast
C4: 32 64 32 Small toe contrast
C5: 192 224 32 Small shoulder contrast
The three noise conditions are:
NO: No noise
Nl: Normal noise, Standard Deviation
= 15
N2: Large noise, Standard Deviation
= 60
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The two shifting conditions are:
SO: No shifting
SI: With shifting
The three blurring conditions are:
BO: No blurring
Bl: Normal blurring (use the 5x5 kernel shown on page 28)
B2: Wide blurring (use the 7x7 kernel shown on page 28)
After a target has been generated, the ATEE program is run and
resulting P value is recorded. A total of 360
experiments were conducted in a
random order to avoid any unpredicted experimental
error.
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2. Experiments on real targets:
The second series of experiments involve real targets. The targets
consist of five exposure and contrast conditions and five focusing conditions.
The five conditions of exposure and contrast are:
STOP GRAY LEVEL a GRAY LEVEL b DIFFERENCE COMMENTS
198 96 Large contrast
255 80 Medium contrast
122 48 Small contrast
255 46 Small shoulder contrast
71 26 Small at toe contrast
The five focusing (blurring) conditions are:
Bl: 4 ft (focus distance shown on the camera) normal
B2: 5 ft
B3: 7 ft wider
B4: 10 ft







The target is monitored by a CCD camera. Under constant luminance,
the
'Stop'
decides the exposure, and also influences the contrast between
regions a and b. The best focus is at '4 ft'.
After a target has been imaged and digitized, the ATEE program is run
and resulting P value recorded. A total of 200 experiments
were run in
random order including a repetition for each case.
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RESULTS STATISTICS AND DTSCTTSSTrnvs
1. Results and Statistics
Appendix C shows the values of the Pratt merit rating factor P. All
symbols are defined in the section entitled 'EXPERIMENTS'. For example,
C1N0S1B2 means the imaging condition is: Large contrast, no noise,with shifting
and wide blurring. The range of P value is between 0 and 1, with larger values of
P denoting better edge detector performance.
The P value is a function of several variables, that is, P = EO[C,N,S,B] in
the computer simulation experiments and P = EO[C,B] in the real target
experiments, in which
'EO'
is any edge operator algorithm, 'C is the contrast of
the target,
'N'
is the noise added to the target,
'S'
with or without edge shifting,
and
'B'
is the amount ofblurring. C, N, S, and B aswell as EO are multiple effects
for the P value. Before comparing P values of operators we first need to look into
multiple effects, to see whether each effect is significant to P values. A program
ANOVA, Multi-factor Analysis of Variance, in Minitab is therefore used in this
research. ANOVA performs analysis of variance for multi-way (two or more
factors) balanced designs up to 4 factors (variables). Suppose we use 4 factors, O
(operator), C (contrast), N (noise), and B (blur), the following combinations of
factors are possible:
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a. One factor only:
O
It is supposed that C, N, and B variables are randomly sampled,
to see if the P values are significantly different for the different
edge operators.
b. Two factors:
1. O and C
2. O and N
3. O and B
It is supposed that other two variables (N and B in the first case,
C and B in the second case, and C andN in the third case) are
randomly sampled and to see if P values are significantly
changedwhile both independent factors are changing.
c. Three factors:
1. C, N, and O
2. C, B, and O
3. N, B, and O
It is supposed that another condition (B in the first case, N in the
second case, and C in the third case) is randomly sampled and to
see if P values are significantly changed while the three factors
are changing simultaneously.
d. Four factors:
C, N, B, and O
To see if P is changing under the condition that all factors are
changing simultaneously.
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The reason we need to use multi-factor analysis of variance is the
possibility of interaction of experimental factors. For example, blurring might
reduce the noise. The multi-factor analysis of variance can analyze the effects
both individually and in combination. Through ANOVA, we can determine if
these factors or their combinations are important to the P values, and whether
different operators have different capabilities to search edges under the specified
imaging conditions. Appendix D shows the outcome of ANOVA in which DF is
the degrees of freedom, SS is the sum of squares, MS is the mean square, F is the
resulting value for comparison to tabulated F-test statistics, and P equals 1
-
confidence interval. For example on page D - 2, ANOVA compares the Sobel and
Kirsch operators yielding the following results, DF(Operator) = 1, DF(Error) = 50,
F = 2.20, and P = .144. The tabulated F statistic [page 399, D. Montgomery, 1976]
F
05, 1/ 50
= (2.84 + 2.79)12 = 2.82 is greater than 2.20, the value of obtained from
ANOVA. Therefore the comparison of operators S or K shows that their
variances are not a significant factor in the Confidence Interval (CI) of 95% (1 -
.05). However, P = .144 meanswhenwe choose CI less than 1
-
.144, the resulting
F will be significant, e.g., if we choose CI = 75%, on table page 397, F 1^i \ 50
=
1.36, is less than 2.20, then the resulting F is significant. Therefore, an appropriate
way to check the result is to analyze the P value in the output
ofANOVA.
Table 1 lists all the results from ANOVA, inwhichH : L : S : K represents
comparing the variances of P values among
four operators. The Null Hypothesis
Hq: P(H) = P(L) = P(S) = P(K) (P(K) is the variance of P values ofKirsch) is
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compared against the Alternative Hypothesis Hj: at least one is not equal. H : L
is comparing only Highpass and Laplacian, the Null Hypothesis HQ: P(H) = P(L)
is compared against the Alternative Hypothesis Hj: P(H) * P(L), . . . , etc. If the
ANOVA result F value is not significant, H0 is then accepted.
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TABLE 1 SunouiiaryofStatistic^Analy^Rjesults




means that the combination of these factors is significant to the P









means that this comparison is between the perfor-
mences of Highpass and Laplacian.
A. On real targets:
Factois H:L:S:K H:L H:S H:K L:S L:K S:K

















+ + - +
-
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B. On simulated targets:
Factors HsLiSiK H:L H:S H:K LiS L:K S:K
Opexatox + + + + - + - + + + + + + + + + + + + + + + + + - + - -
Opexatox
*
Contxast + - - - + - - + - - + - - + - - + -
Opexatox
*
Noise + + +




Blux + + + +





0*C*N + - - - - + - + - + - +
- -
0*C*B + - + - + - + - + - + -
- -
o*c*s
0*N*B + + + - + + + + + + + + -
0*N*S
0*B*S - - - - - - - - - - - -
- -
0*C*N*B + + + + + + -
0*C*N*S - - - - - - -
0*C*B*S - - - - - - -


















In each column there are four sub-columns. The results located at the first sub-column
means that B is not involved in the combination of factors. Similarly, S, N, and C are
not involved in sub-columns 2, 3, and 4.
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ANOVA can indicate whether a factor or a combination of factors is
significant to the P value yet it cannot prove which operator has better
performance under a specified condition. Multiple comparison tests are therefore
required to do this task. Duncan's Multiple Range Test, a widely used procedure
for comparing all pairs ofmeans, is the multiple range test developed by Duncan
(1955) (Montgomery 1976). It is very effective at detecting differences between
means when real differences exist. For this reason, Duncan's multiple range test
is very popular. Some other multiple comparison tests such as the
Newman-
Keuls may be more conservative than Duncan's test, in that the type I error rate
is smaller, but the power of those test is generally less than that ofDuncan's test.
To apply Duncan'smultiple range test for equal sample size, the standard
error of each average is determined as
Sy =
(MSE/n)V2
in which MSE is the mean square of variation error, n is the samples size, and
MSE = SSE/(N-a) in which
"a"
is the number of treatments (for example four
edge operators in this research, a = 4), N = a*n, SSE is the sum of squares of the
variation error, and SSE
= SST - SSTR, SST = IZyf
-
y...2/N, SSTR = Eyi.2/n
-
y 2/N, inwhich SST is the sum of squares of total variation,
SSTR is the sum of
squares of variation between treatments, y^ is
individual sample, yL is the sum of
samples of each treatment, and y... is the sum of
total samples. From Duncan's
table of significant ranges [D.Montgomery, 1976], the value r( p, f ) is obtained
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for p
= 2, 3, . . ., a,where a is the significance level and f is the number of degrees
of freedom for error. Convert these ranges into a set of a - 1 least significant range
(e.g., Rp) for p = 2, 3, . . ., a, by calculating Rp
=
ra( p, f )Sy for p = 2, 3, . . ., a. Then,
the observed differences between means are tested, beginning with largest
versus smallest, which would be compared with the least significant range Ra.
Next, the difference of the largest and the second smallest is computed and
compared with the least significant range R^. These comparisons are continued
until all means have been compared with the largestmean. Finally, the difference
of the second largest mean and the smallest is computed and compared against
the least significant range Ra.j. This process is continued until the differences of
all possible a(a - l)/2 pairs of means have been considered. If an observed
difference is greater than the corresponding least significant range, then we
conclude that the pair of means in question is significantly different. To prevent
contradictions, no differences between a pair ofmeans are considered significant
if the two means involved fall between two other means that do not differ
significantly.
Page 61 through page 69 are the results of Duncan's multiple range tests
under different imaging conditions. In which aH, aL, aS, and aK are means
of
P(H), P(L), P(S), and P(K) under specified imaging condition. The underline of a
pair of (or several) means denotes these means
are not significantly different.
Other notations are defined in the last paragraph.
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Simulation Contrast = 1
ah=0.339 al=0.274 as=0.718 ak=0.734
N=72 n=18 a =4
SST=26.820 SSTR=21.872 MSE=0.073 Sy=0.064
r .05(2,68)=2.82r .05( 3 ,68 )=2 .97 r .05( 4 ,68 )=3 .07
R2=0.179 R3=0.189 R4=0.195
aK-aL = 0,.734-0.274 = 0.459 > 0 . 195(R4)
aK-aH
= 0..734-0.339 = 0.394 > 0,. 189(R3)
aK-aS = 0,.734-0.718 = 0.016 < 0
.179(R2)
aS-aL = 0 .718-0.274 = 0.444 > 0.. 189(R3)
aS-aH
= 0,.718-0.339 = 0.379 > 0 . 179(R2)
aH-aL = 0,.339-0.274 = 0.065 < 0,. 179(R2)
Simulation Contrast := 2
ah=0.271 al=0.253 as=0 .602 ak=0.613
aL aH aS aK






SST=22.153 SSTR=15.327 MSE=0.100 Sy=0.075
r .05(2,68)
=2.82 r
.05( 3 ,68 ) =2 .97 r .05( 4 ,68 )= 3 .07
R2=0.211 R3=0.222 R4=0.229
aK-aL = 0.613-0.253 = 0.360 > 0.229(R4)
aK-aH = 0.613-0.271 = 0.342 > 0 . 222( R3 ) aL aH aS aK
aK-aS = 0.613-0.602 = 0.011 . 0.253 0.271 0.602 0.613
aS-aL = 0.602-0.253 = 0.349
aS-aH = 0.602-0.271 = 0.331
aH-aL = 0.271-0.253 = 0.018
Simulation Contrast = 3
ah=0.217 al=0.217 as=0.473 ak=0.486
N=72 n=18 a=4
SST=17.392 SSTR= 9.632 MSE=0.114 Sy-0.080
r .05(2,68)=2.82 r .05( 3 ,68 )=2 .97 r .05( 4 ,68 )=3 .07
R2=0.225 R3=0.236 R4=0.244
aK-aL = 0.486-0.217 = 0.269 > 0.244(R4)
aK-aH = 0.486-0.217 = 0.269 > 0.236(R3) aL aH aS aK
aK-aS = 0.486-0.473 = 0.012 < 0.225(R2) 0.217 0.217 0.473 0.486
aS-aL = 0.473-0.217 = 0.256 > 0.236(R3)
aS-aH = 0.473-0.217 = 0.256 > 0.225(R2) .
aH-aL = 0.217-0.217 = 0.000 < 0.225(R2)
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Simulation Contrast = 4
ah=0.214 al=0.218 as=0.474 ak=0.479
N=72 n=18 a
= 4
SST=17.233 SSTR= 9.512 MSE=0.114 Sy=0.079





= 0.479-0.214 = 0.265 > 0.244(R4)
= 0.479-0.218
= 0.479-0.474












Simulation Contrast = 5
ah=0.218 al=0.216 as=0.477 ak=0.491
N=72 n=18 a = 4




3 ,68 )=2 .97 r .05( 4 ,68 )=3 .07
R2=0.223 R3-=0 .235
aK-aL = 0 -0 .216
aK-aH = 0 -0 .218
aK-aS = 0 -0 .477
aS-aL = 0 -0 .216
aS-aH = 0 -0..218









aL aH aS aK

































1 aS = 0 .753

















































SST = 11 .































































0 . 13 3( R4 )
0 . 129( R3 )
0 . 122( R2 )
0 . 129( R3 )
0 .122( R2 )









































= 0.691 > 0.039(R4)
0.038( R3 )
0 .036( R2 )
0 .038( R3 )
0 .036( R2 )













aL aH aS aK
067 0.120 0.735 0.758
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Real Target Contrast = 4
aH=0.238 aL=0.176 aS=0.237 aK= 0,248
N=40 n=10 a=4
SST- 2 .302 SSTR= 1 .834 MSE>0.013 Sy= 0 .036
r .05( 2 ,36)
=2.87 r.05(3,36)= 3t .02 r .05( 4 ,36)= 3 .11
R2=0.104 R3=0.109 R4 =0 . :L12
>
aK-aL
= 0.248-0.176 = 0.072 < 0.112( R4 )
aK-aS
= 0.248-0.237 = 0.011 < 0.1 09( R3 ) aL aS aH aK
aK-aH
= 0.248-0.238 = 0.010 < 0.1 04( R2 ) 0.176 0.237 0.238 0.248
aH-aL
aH-aS
= 0.238-0.176 = 0.062
= 0.238-0.237 = 0.001
<
<
0.1 09( R3 )
0 . 104( R2 )
aS-aL. = 0.237-0.176 = 0.061 < 0 . 104( R2 )
Real Target Contrast = 5
aH=0 .0 43 aL=0.047 aS=0.!510 aK=0.528
N = 40 n=10 a=4
SST= 5 .445 SSTR= 5.144 \1SE: =0.008 Sy =0 .029
r .05( 2 ,36)
=2.87 r.05(3,36)= ci .02 r .05( 4 ,36 ) =3 .11
R2-0 .0 83 R3=0.087 R4=0.<1)90
aK-aH = 0.528-0.043 = 0.485 > 0 .090( R4 )
aK-aL
- 0.528-0.047 = 0.481 > 0 .087( R3 ) aH aL aS aK
aK-aS = 0.528-0.510 = 0.017 < 0 .083( R2 ) 0 .04 3 0.047 0.510 0 .528
aS-aH = 0.510-0.043 = 0.468 > 0.087C R? )
aS-aL
aL-aH
= 0.510-0.047 = 0.463
= 0.047-0.043 = 0.004
\
0 .083( R2 )
0.083C R2 )<
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Simulation Blurring = 0
ah=0.414 al=0.372 as=0.479 ak=0.484
N=120 n=30 a=4
SST=43.040 SSTR=22.757 MSE=0.175 Sy=0.076
r.05(2,116)=2.80 r
.05( 3 , 116 )=2 .95 r
.05( 4 , 116 )=3 .05
R2=0.214 R3=0.225 R4=0.233
aK-aL = 0.484-0.372 = 0.111 < 0.233(R4)
aK-aH
= 0.484-0.414 = 0.070 < 0.225(R3) aL aH aS aK
aK-aS = 0.484-0.479 = 0.005 < 0.214(R2) 0.372 0.414 0.479 0.484
aS-aL
= 0.479-0.372 = 0.106 < 0.225(R3)
aS-aH
= 0.479-0.414 = 0.065 < 0.214(R2)
aH-aL
= 0.414-0.372 = 0.042 < 0.214(R2)
Simulation Blurring = 1
ah=0.218 al=0.213 as=0.601 ak=0.601
N=120 n=30 a=4
SST=31.917 SSTR=24.036 MSE=0.068 Sy=0.048
r .05(2,116)=2 .80 r . 05( 3 , 116 )=2 .95 r .05( 4 , 116 )=3 .05
R2=0.133 R3=0.140 R4=0.145
aK-aL = 0.601-0.213 = 0.388 > 0.145(R4)
aK-aH = 0.601-0.218 = 0.383 > 0.140(R3) aL aH aS aK
aK-aS = 0.601-0.601 = 0.000 < 0 . 133( R2 ) 0.213 0.218 0.601 0.601
aS-aL = 0.601-0.213 = 0.387 > 0.140(R3)
aS-aH = 0.601-0.218 = 0.382 > 0.133(R2)
aH-aL = 0.218-0.213 = 0.005 < 0.133(R2)
Simulation Blurring = 2
ah=0.123 al=0.122 as=0.567 ak=0.597
N=120 n=30 a=4
SST=26.893 SSTR=20.896 MSE=0.052 Sy=0.042
r.05(2,116)=2.80 r .05( 3 , 116 )=2 .95 r .05( 4 , 116 )=3 .05
R2=0.116 R3=0.122 R4=0.127
aK-aL = 0.597-0.122 = 0.476 > 0.127(R4)
aK-aH = 0.597-0.123 = 0.474 > 0.122(R3) aL aH aS aK
aK-aS = 0.597-0.567 = 0.030 < 0.116(R2) 0.122 0.123 0.567 0.597
aS-aL = 0.567-0.122 = 0.446 > 0.122(R3)
aS-aH = 0.567-0.123 = 0.444 > 0.116(R2)
aH-aL = 0.123-0.122 = 0.002 < 0.116(R2)
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Real Target Focus = 0
ah=0.379 al=0.233 as=0.614 ak=0.629
N=40 n=10 a=4
SST=10.829 SSTR= 9.244 MSE=0.044 Sy=0.066
r .05(2,36)=2.87r .05( 3 ,36 )=3 .02 r
.05( 4 ,36 )=3 . 1 1
R2=0.190 R3=0.200 R4=0.206
aK-aL = 0.629-0.233 = 0.396 ) 0.206(R4)
aK-aH = 0.629-0.379 = 0.250 > 0.200(R3) aL aH aS aK
aK-aS = 0.629-0.614 = 0.015 < 0.190(R2) 0.233 0.379 0.614 0.629
aS-aL = 0.614-0.233 = 0.381 > 0.200(R3)
aS-aH = 0.614-0.379 = 0.235 > 0.190(R2)
aH-aL = 0.379-0.233 = 0.146 < 0.190(R2)
Real Target Focus = 1
ah=0.296 al=0.200 as=0.554 ak=0.571
N=40 n=10 a= 4
SST= 9.216 SSTR= 7.205 MSE=0.056 Sy=0.075
r .05(2,36)=2.87 r
.05(
3 ,36 )=3 .02 r
.05( 4 ,36 )=3 . 1 1
aL aH aS aK
.200 0.296 0.554 0.571
R2=0.214 R3=0.226 R4=0.232
aK-aL = 0.571-0.200 == 0.371 > 0 .232(R4 )
aK-aH = 0.571-0.296 --= 0.276 > 0
.226(R3)
aK-aS = 0.571-0.554 == 0.017 < 0
.214(R2)
aS-aL = 0.554-0 .200 == 0.355 > 0 .226(R3)
aS-aH = 0.554-0.296 --= 0.259 > 0 .214(R2)
aH-aL = 0.296-0.200 =-- 0.096 < 0 .214(R2)
Real Target Focus == 2
ah=0.257 al=0.155 as=0 .563 ak=0.602
N=40 n=10 a=4
SST= 8.299 SSTR= 7.302 MSE=0.028 Sy=0.053
r.05(2,36)=2.87 r
.05(
3 ,36 )=3 .02 r .05( 4 ,36 )=3 . 11
R2=0.151 R3=0.159 R4=0.164
aK-aL = 0.602-0.155 = 0.447 > 0.164(R4)
aK-aH = 0.602-0.257 = 0.345 > 0.159(R3) aL aH aS aK
aK-aS = 0.602-0.563 = 0.040 < 0.15l(R2) 0.155 0.257 0.563 0.602
aS-aL = 0.563-0.155 = 0.407 > 0.159(R3)
aS-aH = 0.563-0.257 = 0.306 > 0.151(R2)
aH-aL = 0.257-0.155 = 0.102 < 0.151(R2)
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Real Target Focus = 3
ah=0.253 al=0.155 as=0.510 ak=0.548
N=40 n=10 a=4
SST= 7.947 SSTR= 6.112 MSE=0.051 Sy=0.071
r .05(2,36)=2.87 r
.05( 3 ,36 )=3 .02 r .05( 4 ,36 )=3 . 1 1
R2=0.205 R3=0.216 R4=0.222
aK-aL = 0.548-0.155 = 0.393 > 0.222(R4)
aK-aH = 0.548-0.253 = 0.295 > 0.216(R3) aL aH aS aK
aK-aS = 0.548-0.510 = 0.038 < 0.205(R2) 0.155 0.253 0.510 0.548
aS-aL = 0.510-0.155 = 0.355 > 0.216(R3)
aS-aH = 0.510-0.253 = 0.257 > 0.205(R2)
aH-aL = 0.253-0.155 = 0.098 < 0.205(R2)
Real Target Focus = 4
ah=0.214 al=0.127 as=0.512 ak=0.500
N=40 n=10 a=4





3 ,36 )=3 .02 r .05( 4 ,36 )=3 . 11
R2=0.187 R3=0.196 R4=0.202
aS-aL = 0.512-0.127 = 0.384 > 0.202(R4)
aS-aH = 0.512-0.214 = 0.297 > 0.196(R3) aL aH aK aS
aS-aK = 0.512-0.500 = 0.012 < 0.187(R2) 0.127 0.214 0.500 0.512
aK-aL = 0.500-0.127 = 0.372 > 0.196(R3)
aK-aH = 0.500-0.214 = 0.285 > 0.187(R2)
aH-aL = 0.214-0.127 = 0.087 < 0.187(R2)
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Simulation Shift = 0
ah=0.246 al=0.235 as=0.565 ak=0.578
N=180 n=45 a=4
SST=54.434 SSTR=34.184 MSE=0.115 Sy=0.051
r .05(2, 176 )=2. 79 r .05( 3 , 176 )=2 .94 r .05( 4 , 176 )=3 .04
R2=0.141 R3=0.149 R4=0.154
aK-aL = 0.578-0.235 = 0.343 > 0.154(R4)
aK-aH = 0.578-0.246 = 0.332 > 0.149(R3) aL aH aS aK
aK-aS = 0.578-0.565 = 0.013 < 0.141(R2) 0.235 0.246 0.565 0.578
aS-aL = 0.565-0.235 = 0.329 > 0.149(R3)
aS-aH = 0.565-0.246 = 0.318 > 0.141(R2)
aH-aL = 0.246-0.235 = 0.011 < 0.141(R2)
Simulation Shift = 1
ah=0.258 al=0.236 as=0.533 ak=0.543
N=180 n=45 a=4
SST=47.815 SSTR=31.168 MSE=0.095 Sy=0.046
r
.05(2,
176 )=2. 79 r
.05( 3 , 176 )=2 .94 r .05( 4 , 176 )=3 .04
R2=0.128 R3=0.135 R4=0.139
aK-aL = 0.543-0.236 = 0.307 > 0.139(R4)
aK-aH = 0.543-0.258 = 0.286 > 0.135(R3) aL aH aS aK
aK-aS = 0.543-0.533 = 0.010 < 0.128(R2) 0.236 0.258 0.533 0.543
aS-aL = 0.533-0.236 = 0.297 > 0.135(R3)
aS-aH = 0.533-0.258 = 0.276 > 0.128(R2)
aH-aL = 0.258-0.236 = 0.021 < 0.128(R2)
Simulation Noise = 0
ah=0.486 al=0.508 as=0.910 ak=0.917
N=120 n=30 a=4
SST=70.546 SSTR=64.197 MSE=0.055 Sy=0.043
r .05(2, 116 )=2. 80 r .05( 3 , 1 16 )=2 .95 r
.05( 4 , 1 16 )=3 .05
R2=0.120 R3=0.126 R4=0.130
aK-aH = 0.917-0.486 = 0.431 > 0.130(R4)
aK-aL = 0.917-0.508 = 0.410 > 0.126(R3) aH aL aS aK
aK-aS = 0.917-0.910 = 0.007 < 0.120(R2) 0.486 0.508 0.910 0.917
aS-aH = 0.910-0.486 = 0.424 > 0.126(R3)
aS-aL = 0.910-0.508 = 0.402 > 0.120(R2)
aL-aH = 0.508-0.486 = 0.021 < 0.120(R2)
Simulation Noise = 1
ah=0.206 al=0.140 as=0.579 ak=0.599
N=120 n=30 a=4
SST=27.146 SSTR=22.320 MSE=0.042 Sy=0.037
r
.05(
2 ,116 )=2 .80 r . 05( 3 , 1 16 )=2 .95 r ,05( 4 , 1 16 )=3 .05
R2=0.104 R3=0.110 R4=0.114
aK-aL = 0.599-0.140 = 0.459 > 0.114(R4)
aK-aH = 0.599-0.206 = 0.393 > 0.110(R3) aL aH aS aK
aK-aS = 0.599-0.579 = 0.020 < 0.104(R2) 0.140 0.206 0.579 0 .599
a^-al = r> R7Q-n 140 = n 440 > n 1 1 nf pTi
a^-aH = <"> ^7Q-n ?f(A = C) ^7^ > O 1 CiA( R? ^
aH-aL = 0.206-0.140 = 0.067 < 0.104(R2)
Simulation Noise = 2
ah=0.063 al=0.060 as=0.157 ak=0.165
N=120 n=30 a=4
SST= 4.157 SSTR= 1.676 MSE=0.021 Sy=0.027
r .05(2,116)=2.80 r .05( 3 , 1 16 )=2 .95 r .05( 4 , 116 )=3 .05
R2=0.075 R3=0.079 R4=0.081
aK-aL = 0.165-0.060
= 0.106 > 0.081(R4)
aK-aH = 0.165-0.063
= 0.103 > 0.079(R3) aL aH aS aK
aK-aS = 0.165-0.157
= 0.008 < 0.075(R2) 0.060 0.063 0.157 0.165
aS-aL = 0.157-0.060
= 0.097 > 0.079(R3)
aS-aH = 0.157-0.063 = 0.094 > 0.075(R2)
aH-aL = 0.063-0.060 = 0.003 < 0.075(R2)
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2. Discussions
Discussions are divided into three portions. They are:
1. A general discussion for each factor (imaging condition) and each
combination of factors to see if they have significant influence on the
performance of edge operation. Then discuss the reasons why it is not significant
or why there is lack of agreement between real target experiments and
simulation experiments. This portion of discussions are based on the results of
ANOVA.
2. Discuss separately each pair of
operators'
performances under varying
imaging conditions, and the reasons for the results. Discussions in this portion
are based on the results ofDuncan'smultiple range tests.





result in the cell of row
'Operator'
and column "H : L : S :
K'
in
Table 1 A means the Operator factor is significant in real target experiments.
Also, the '+ + +
+'
results in the cell of row
'Operator'
and column 'H : L : S :
K"
in
Table 1 B means the factor of Operator is significant for all cases of simulation
experiments. Therefore, the Operator is a significant factor.
The '- - result in the cell of row 'Operator *
Shift'
and column 'H : L : S :
K'
in Table 1 B means the combination of factors of Operator and Shift is not
significant in all cases of simulation experiments. This is because the number of
shifted pixels is small compared to the total number of edge pixels, and the
distance being shifted is also only one or two pixels. Therefore, all the analyses



































result in the cell of row 'Operator
* Contrast'
and column 'H : L : S :
K'
in Table 1 A means the combination of factors of operator and contrast is
significant in real target experiments. The '- + -
'
results in the cell of row
'Operator
* Contrast'
and column 'H : L : S :
K'
on Table 1 B means the
combination of factors of operator and contrast is significant in simulation
experiments onlywhen
'Shift'
is not counted as a factor. This is because Shift
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should not be counted as a factor. If Shift is counted as a factor, the analysis will
be influenced (same situation in rows O * C * N and O * C * B) except the cases in
rows 'Operator *
Noise'
and 'Operator * Blur'. These two rows do not involve the
Contrast factor. One assumption is that Contrast is not as significant as factors O,
N, and B, because absolute contrast is not important. Only the relative contrast,
relating to the range of noise, is important to the edge operation.
The
'-'
result in the cell of row 'Operator
*Blur'
and column 'H : L : S :
K'
in
Table 1 A means the combination of factors of Operator and Blur is not




results in the cell of row
'Operator *
Blur'
and column 'H : L : S :
K'
on Table 1 B means the combination of
factors of Operator and Blur is significant in simulation. In the simulation
experiments in the absence of blur, (BO) the edge of the target is simulated as a
step function. This is too idealistic (see Figure 24) and makes BO different from
Bl and B2. In real target experiments since targets are plane testpatterns the best
focus case differs little from the worst focus case. Therefore, the combination of
factors of Operator and Blur is significant in simulation experiments but is not
significant in real target experiments. If a solid (3 - dimensional) targetwere used
as a real target, the combination of Blur and contrast should also be significant.
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(a) (b)
Figure 24 (a) An idealistic simulation of an edge




result in the cell of row 'Operator *
Noise'
and column 'H : L :
S :
K'
in Table 1 B means the combination of factors of Operator and Noise is
significant in all cases of simulation experiments. The generation of the random
noise is described in page 27. The random seeds gj and g2 are generated by the
random number generation function of the VTSIONpZws-AT ITEX OFG software
package, they are completely random for each of the four operators.
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Portion 2
Page 61 through page 69 shown the Duncan's multiple range tests. 'aH',
'aL', 'aS', and
'aK*
denote the means of P(H), P(L), P(S), and P(K), which are the
values of Pratt's merit rating factor of Highpass filter, Laplacian filter, Sobel
operator, and Kirsch operator. If there is an underline under any pair (or more)
of means, that means they are not significantly different. Otherwise their
difference is significant.
Page 61 and page 62 shown the results of Duncan's multiple range tests of
simulation experiments under different contrast stages. All five stages yield the
same conclusion, that is, P(K) has no significant difference from P(S), and P(H)
has no significant difference from P(L), but both P(K) and P(S) are significantly
greater than both P(H) and P(L). However, for the real target experiments shown
on page 63 and page 64, only the results of contrast stage 5 agree with the
simulation cases. Contrast stage 1 and stage 3 show P(K) equals P(S) and they are
greater than P(H) and P(L), but P(H) is greater than P(L). Contrast stage 2 shows
the difference among aL, aS, and aK is not significant, and the difference among
aH, aS, and aK is also not significant. Only aH is significantly greater than aL.
Contrast stage 4 shows all means are similar. Following is the discussion of the
reasonswhy the real target cases do not totally agree with simulation cases. First,
differences in the real target cases are: 1. aH is significantly greater than aL in
stages 1, 2, and 3, and 2. aK and aS are not significantly greater than aH and aL in
stages 2 and 4. One possibility for explaining
difference 1 is that the noise range
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makes the difference. A Laplacian filter averages four neighbors but a Highpass
filter averages eight neighbors. The more neighbor averaging the more noise
reducing. This is the only advantage a Highpass filter has over a Laplacian filter.
This factor may make a difference, but is not a strong factor. In the simulation
cases one-third of the samples have no noise. Therefore, the average difference
between Highpass and Laplacian filters is not significant. In the real target cases
however, all samples have a certain amount of noise. The effect of noise reducing
is therefore strong enough to cause a difference between Highpass and Laplacian
filters except stages 4 and 5. Stage 4 has a small shoulder contrast (page 51), the
graylevel for region b is 255, therefore the noise in this region is relatively minor
(same reason as on page 24), and the difference betweenHighpass and Laplacian
filters is smaller. Stage 5 has a very small contrast, thus both Highpass
and
Laplacian filters detect edges poorly (aH
= 0.043, aL = 0.047).When the P value is
smaller than 0.5 we can hardly see the edge on the output image (See pictures 11
and 12 in Appendix B). Therefore, Highpass and Laplacian filters are equally
poor for this condition. An explanation of difference 2 is that since both stages 2
and 4 have the maximum graylevel 255 for b region, the noise in this region is
relatively minor (same reason as
on page 23), and causes the difference between
each edge operators to be smaller.
Page 65 shows the results of Duncan's multiple range tests of simulation
experiments under different blurring stages. Stages 1 and 2 yield the same
conclusion, that is, P(K) has no significant difference
from P(S), and P(H) has no
significant difference from P(L), but both P(K) and P(S) are significantly greater
than both P(H) and P(L). Stage 0 shows all means
are similar.
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Page 66 and page 67 show the results of Duncan's multiple range tests of
real target experiments under different focusing stages. All five stages yield the
same conclusion, that is, P(K) has no significant difference from P(S), and P(H)
has no significant difference from P(L), but both P(K) and P(S) are significantly
greater than both P(H) and P(L). The only difference between simulation cases
and real target cases is thatwhen Blurring = 0 in simulation cases, aL, aH, aS, and
aK have no significant difference among each another. The reason is that in the
simulation cases Blurring = 0 yield a step function, which is too idealistic (p. 73
Figure 24). Lack of blurring allows a smaller difference of performance between
edge operators.
Page 68 shows the results of Duncan's multiple range tests of simulation
experiments under two different conditions, either with shifting or without
shifting. Both yield the same conclusion, that is, P(K) has no significant difference
from P(S), and P(H) has no significant difference from P(L), but both P(K) and
P(S) are significantly greater than both P(H) and P(L).
Page 69 shows the results of Duncan's multiple range tests of simulation
experiments under different noise stages. All three stages shown the same
conclusion, that is, P(K) has no significant difference from P(S), and P(H) has no
significant difference from P(L), but both P(K) and P(S) are significantly greater
than both P(H) and P(L).
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Portion 3
Generally speaking ANOVA tests show that operator, contrast, focusing
(blurring), and noise are all significant factors of the performance of edge
operation. In most cases the Laplacian filter performs as well as the Highpass
filter. The Sobel operator always performs as well as the Kirsch operator does,
but in most cases P(S) (Pratt's merit rating factor P value of Sobel operator) and
P(K) are significantly different from P(H) and P(L).
Duncan's multiple range tests show that occasionally P(H) is better than
P(L), P(S) and P(K) are always the same, and most of the time P(S) and P(K) are
significantly better than P(H) and P(L).
Picture 7 through picture 10 in Appendix B show the results of edge
operations in a real target case under very good imaging conditions. The results
of Sobel and Kirsch are similar and are better than the result of Highpass, and
they are all much better than the
results of Laplacian.
Picture 11 through picture 14 in Appendix B show the
results of edge
operations in a real target case under very bad imaging conditions. The
results of
Sobel and Kirsch are much better than the result of
Highpass and Laplacian.
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In general the results of real target experiments agree with the results of
simulation experiments. Some differences between them exist yet the analysis
results are never reversed. For example "P(S) is better than
P(L)"
sometimes
become "P(S) is equal to
P(L)"
but never becomes "P(S) is worse than P(L)".
Therefore these comparisons between simulation and real experiments are
successful.
The explanations of the differences of analysis results between real target
experiments and simulation experiments are compelling yet there must be some
experimental errors existing. In the simulation targets, the problem is that image
models may not exactly represent the varying imaging conditions. For the real
targets, conditions of image models can not be exactly controlled. Since counting
the ideal edge pixels for use in Pratt's merit rating factor P in real target cases is
hardly accurate, it is better to use only simulation targets for the
operators'
comparison experiments. Therefore, building a set of computer simulation image
models which can truly represent all types of imaging conditions becomes a very
necessary topic for future
research. If these image models can more exactly
represent the varying imaging conditions, then the quantitative comparison of
the performance of edge operators will be very easy and accurate.
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CONCLUSIONS
1. The quantitative comparison theory in this research is reliable both
in the computer simulation case and in the real case. The only difference is
that the first case involves more imaging conditions than the second case
does. The real case always varies from one imaging system to another system
and from one experimental environment to another yet all conditions are
included in the broad computer simulation conditions.
2. If both results from the computer simulation case and from the real
case agree with each other, the results are good for any condition. Otherwise,
analysis must be performed for appropriate conditions.
3. The absolute contrast value is not an important factor to P values
but the relative contrast with noise is important. The P values vary with
contrast only when the relative contrast is not extreme. In these cases, Sobel
and Kirsch operators are better than Highpass and Laplacian operators.
4. In all cases, P value changes rapidly with varying noise levels. Sobel
and Kirsch operators are much better in these cases than Highpass and
Laplacian operators.
5. Since the amount of shifted edge pixels is relatively small it is not
an important factor to edge operations.
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6. Blurring is a very strong negative factor to edge operations but on
the other hand it can reduce noise. Sobel and Kirsch operators are much
better in these cases than Highpass and Laplacian operators.
7. The comprehensive comparison among Highpass filter, Laplacian
filter, Sobel operator, and Kirsch operator is that the Highpass filter is slightly
better than Laplacian filter; Sobel operator is almost the same as Kirsch
operator, and both are much better than Highpass and Laplacian filters in edge
operation under varying imaging conditions.
8. It is also true, that the Highpass filter (for which the center pixel is
important) is good for image edge enhancement but Gradient
operators (the





APPENDIX A Histogram of Simulated Noise Density Distribution




































































APPENDIX B Pictures of Sample Images
1. Images from computer simulation
The following six pictures show an example of several important stages in






Picture 1 computer simulation target (est)
withmedium contrast (C2)
Picture 2 estwith small contrast and
medium noise (C3N1)
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Picture 3 est withwide blurring a
medium noise (C3N1B2)
Picture 4 Gradient image of C3N1B2











Picture 5 S,C3N1B2 after pre-thresholding
Picture 6 S,C3N1B2 after edge shrinking
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2. Resulting images from experiments
The next eight picture show the results of edge operations for all four edge
operators. The first four represent best conditions. The last four represent worst
conditions (choose the worst performance for each operator). Code definitions






































-*. - SV V "- "-'- %
' P**- ^ "
'
. .-, t .* * i*
J
1
: r V - -;\ * 1 .
1
"

















Picture 14 K, C5B5
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APPENDIX C ExperimentsData
1 Computer simulated targets experiments:
(code definitions see p49)




















C1N0S0B0 | 0. 990
C1N0S0B1 | 0. 317










C1N2S0B0 t o .049
C1N2S0B1 ! o .140
C1N2S0B2 ! o .091
C1N2S1B0 ! o .051
C1N2S1B1 ! o .213
C1N2S1B2 ! o .074
F VALUE ', Highpass Laplacian Sobel Kirsch
C2N0S0B0 | 0 .990 0 .990 0.990 0 .990
C2N0S0B1 | 0.271 0.332 0.987 0.987
C2N0S0B2 | 0.171 0.177 0.793 0.792
C2N0S1B0 1 0.818 0.910 0.917 0.907
C2N0S1B1 | 0.372 0.398 0.857 0 .862
C2N0S1B2 0.191 0.205 0.804 0.799
C2N1S0B0 0.173 0 .120 0.841 0 .860
C2N1S0B1 0.303 0.295 0.801 0.826
C2N1S0B2 0.169 0.179 0.781
0.778






C2N2S0B0 ', 0.047 0.047
0.063 0.070
C2N2S0B1 1 0.065 0 .068
0.126 0.147
C2N2S0B2 ! 0.056 0.052
0.152 0.176
C2N2S1B0 | 0.048
0.047 0.062 0 .067






F VALUE ] Highpass Laplacian Sobel Kirsch
C3N0S0B0 | 0. 990
C3N0S0B1 ', 0. 361
C3N0S0B2 | 0. 209
C3N0S1B0 ! 0. 818








C3N2S0B0 ! o .046
C3N2S0B1 1 o .054
C3N2S0B2 ! o .051
C3N2S1B0 ! o .046
C3N2S1B1 1 o .059
























































F VALUE J Highpass Laplacian Sobel Kirsch
C4N0S0B0 ] 0 .990 0.990 0.990 0 .990
C4N0S0B1 | 0.337 0.353 0.987 0.987
C4N0S0B2 | 0.209 0.198 0.931 0.976
C4N0S1B0 ! 0 .818 0.910 0.917 0.907
C4N0S1B1 0 .349 0.364 0.871 0.921
C4N0S1B2 0.221 0.249 0.832 0.843
C4N1S0B0 0 .063 0.074 0.167 0.155
C4N1S0B1 0.113 0.171 0.571 0.497
C4N1S0B2 0.074 0.054 0.572 0.643
C4N1S1B0 0 .098 0.093 0.142 0.148
C4N1S1B1 0.205 0.106 0 .603 0.510
C4N1S1B2 0.079 0.055 0.579
0.670
C4N2S0B0 0.047 0 .046 0.050
0.052
C4N2S0B1 | 0.049 0 .052 0.067
0.069
C4N2S0B2 | 0.050 0 .049 0.072
0.065
C4N2S1B0 1 0.047 0 .046
0.052 0.052
C4N2S1B1 | 0.057 0.058
0.069 0.071
C4N2S1B2 | 0.048 0.050
0.064 0 .068
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F VALUE | Highpass Laplacian Sobel Kirsch
C5N0S0B0 ', 0.990 0.990 0 .990 0.990
C5N0S0B1 ', 0.349 0.372 0.987 0.987
C5N0S0B2 | 0.209 0.198 0.931 0.976
C5N0S1B0 | 0.818 0.910 0.917 0.907
C5N0S1B1 ', 0.360 0.381 0.875 0.906
C5N0S1B2 ! 0.221 0.249 0.832 0.843
C5N1S0B0 0.066 0.072 0.148 0.155
C5N1S0B1 0.112 0.103 0.588 0.650






C5N1S1B2 1 0.079 0.055
0.585 0.674
C5N2S0B0 | 0.047 0.046 0
.055
0.058
C5N2S0B1 1 0.053 0.059
0.071 0.073
C5N2S0B2 | 0.057 0.055
0.079 0.090
C5N2S1B0 | 0.048 0.046
0.055 0.059
C5N2S1B1 | 0.072
0.062 0 .080 0.079




2 Real targets experiments: (code definitions see p51)
1ST TIME
F VALUE ! Highpass Laplacian Sobel Kirsch
C1B1
'
0 .624 0.184 0.753 0.755
C1B2
'
0.423 0.151 0.805 0 .821
C1B3 0.402 0 .146 0.766 0 .812
C1B4
'
0.282 0.107 0.768 0.800
C1B5 0.267 0.001 0.720 0 .734
C2B1 0.768 0.646 0.765 0 .778
C2B2 0.629 0.571 0.474 0 .511
C2B3 0.311 0 .109 0.501 0 .564
C2B4 0.609 0.435 0.411 0 .414
C2B5 0 .562 0.399 0 .418 0 .451
C3B1 0.114 0.067 0.725 0.729
C3B2 0.163 0 .079 0.801 0.837
C3B3 0.161 0.066 0.742 0.788
C3B4 0.142 0.056 0.758 0 .784
C3B5 0.100 0.069 0.703 0.739
C4B1 0.490 0.233 0.451 0 .549
C4B2 0 .189 0.135 0.185 0 .189
C4B3 0.284 0.251 0.281 0.250
C4B4 0.177 0.138 0.159 0.146
C4B5 0.132 0.095 0.133 0
.140
C5B1 0.048 0.051 0.325
0.453




C5B4 | 0.037 0 .045
0.594 0.745




F VALUE | Highpass Laplacian Sobel Kirsch
C1B1 | 0.546 0.200 0.643 0.763
C1B2 0.517 0.164 0 .807 0.824
C1B3 0.400 0.116 0.658 0 .666
C1B4 0.298 0 .094 0 .800 0 .811
C1B5 0.207 0.145 0.710 0.740
C2B1 0.723 0 .503 0.741 0 .747
C2B2 0.624 0.575 0.477 0.529
C2B3 0.587 0 .486 0 .564 0 .595
C2B4 0.623 0.428 0.397 0 .394
C2B5 0 .578 0.335 0.425 0 .458
C3B1 0.081 0.057 0.675 0.677
C3B2 0.122 0 .079 0.805 0 .821
C3B3 0.080 0.062 0.657 0.678
C3B4 0.145 0.082 0.746 0 .768
C3B5 0.093 0.054 0.735 0.755
C4B1 0.350 0.326 0.390 0 .422
C4B2 0.202 0.155 0 .180 0.190
C4B3 0.257 0 .218 0.322 0.321
C4B4 0.176 0.124 0.152 0.139
C4B5 0.125 0.090 0.118 0.139
C5B1 0 .048 0.061 0.571 0.419
C5B2 0.043 0 .044 0 .342
0.490




C5B5 | 0.040 0.041 0 .584
0.421
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APPENDIX D Results ofANOVA
(Notations and explanations see page 53 ~ page 56)
1. Computer simulated targets experiments: page 95 through page 110
2. Real targets experiments: page 111 through page 114
94
Factor Levels Values
Operator 4 HIGHPASS LAPLACIAN SOBEL KIRSCH
Noise 3 0 12
Blurr 3 0 12
Shift 2 0 1
Analysis of Variance for P value
Source DF SS MS F P
Operator 3 8.71823 2.90608 137.84 0..000
Noise 2 21.22380 10.61190 503.33 0..000
Blurr 2 0.44697 0.22348 10.60 0..000
Shift 1 0.01647 0.01647 0.78 0..378
Operator*Noise 6 2.06831 0.34472 16.35 0..000
Operator*Blurr 6 2.34126 0.39021 18.51 0..000
Operator^Shift 3 0.03562 0.01187 0.56 0..640
Noise*Blurr 4 3.68473 0.92118 43.69 0..000
Noise*Shift 2 0.06297 0.03148 1.49 0..226
Blurr*Shift 2 0.00797 0.00398 0.19 0..828
Operator*Noise*:Blurr 12 0.86822 0.07235 3.43 0..000
Operator*Noise*^Sh:Lft 6 0.03072 0.00512 0.24 0..962
Operator*Blurr*:Sh:Lit 6 0.01672 0.00279 0.13 0..992
Moise*lilurr*Shi.ft 4 0.02566 0.00642 0.30 0..875
Operator^Noise^^Blurr*Shift 12 0.04724 0.00394 0.19 0..999




Operator 4 HIGHPASS LAPLACIAN SOBEL KIRSCH
Contrast 5 12 3 4 5
Blurr 3 0 12
Shift 2 0 1











































4 HIGHPASS LAPLACIAN SOBEL KIRSCH
5 1 2 3 4 5
3 0 1 2
3 0 1 2
Analysis of Variance for P value
Source DF SS MS F P
Operator 3 8.71823 2.90608 1462.71 0.000
Contrast 4 1.63516 0.40879 205.75 0.000
Noise 2 21.22380 10.61190 5341.25 0.000
Blurr 2 0.44697 0.22348 112.49 0.000
Operator*Contrast 12 0.38427 0.03202 16.12 0.000
Operator*Noise 6 2.06831 0.34472 173.51 0.000
Operator*Blurr 6 2.34126 0.39021 196.40 0.000
Contrast*Noise 8 1.59841 0.19980 100.57 0.000
Contrast*Blurr 8 0.13652 0.01707 8.59 0.000
Noise*Blurr 4 3.68473 0.92118 463.66 0.000
Operator*Contrast:*Noise 24 0.51891 0.02162 10.88 0.000
Operator*Contrast-*Blurr 24 0.18376 0.00766 3.85 0.000
Operator*Noise*Blijrr 12 0.86822 0.07235 36.42 0.000
Contrast*Noise*Bli._irr 16 1.00708 0.06294 31.68 0.000
Operator*Contrast*Moise*Blurr 48 0.49365 0.01028 5.18 0.000




Operator 4 HIGHPASS LAPLACIAN SOBEL
Contrast 5 1 2 3 4 5
Noise 3 0 1 2
Shift 7 0 1
KIRSCH
Analysis of Variance for P value
source DF SS MS F P
Operator 3 8.71823 2.90608 74.64 0.000
Contrast 4 1.63516 0.40879 10.50 0.000
Noise 2 21.22380 10.61190 272.54 0.000
Shift 1 0.01647 0.01647 0.42 0.516
Opera tor*Cont rast 12 0.38427 0.03202 0.82 0.627
Operator*Noise 6 2.06831 0.34472 8.85 0.000
Operator*Shif t 3 0.03562 0.01187 0.30 0.822
Contrast*Noise 8 1.59841 0.19980 5.13 0.000
Contrast*Shift 4 0.00422 0.00105 0.03 0.999
Noise*Shift 2 0.06297 0.03148 0.81 0.447
Operator*Contrast*Noise 24 0.51891 0.02162 0.56 0.956
Operator*Contrast*Shif t 12 0.00495 0.00041 0.01 1.000
Operator*Noise*Shif t 6 0.03072 0.00512 0.13 0.992
Contrast*Noise*Shif t 8 0.00595 0.00074 0.02 1.000
Operator*Contrast*Moise*Shif t 24 0.01401 0.00058 0.01 1.000


























Operator*Shif t 1 0
Operator*Contrast*Moise 8 0
Qperator*Contrast*Shif t 4 0
Operator*Noise*Shif t 2 0




























































































Analysis of Variance for P value
Source DF SS MS F P
Operator 1 4.41205 4.41205 118.36 0.000
0perator*Contrast 4 0.24775 0.06194 1.66 0.163
0perator*Noise 2 1.06047 0.53023 14.22 0.000
0perator*Shift 1 0.01163 0.01163 0.31 0.577
Operator*Contrast*Noise 8 0.22718 0.02840 0.76 0.637
0perator*Contrast*Shift 4 0.00062 0.00015 0.00 1.000
0perator*Noise*Shift 2 0.01248 0.00624 0.17 0.846
Operator*Contrast*Noise*Shift 8 0.00342 0.00043 0.01 1.000
































DF SS MS F p
1 4..41205 4..41205 3841,.37 0..000
4 0,. 24775 0..06194 53,.93 0..000
2 1,. 06047 0,.53023 461,.65 0..000
2 0..98695 0,.49348 429,.65 0..000
8 0,.22718 0,.02840 24..72 0..000
8 0..04735 0..00592 5..15 0..000
4 0..43323 0..10831 94..30 0.,000






































DF SS MS F P
1 4.74988 4,.74988 125,.29 0.000
4 0.26094 0,.06523 1,.72 0.150
2 1.10118 0,.55059 14..52 0.000
1 0.01397 0,.01397 0..37 0.545
8 0.26105 0..03263 0..86 0.552
4 0.00103 0..00026 0.,01 1.000
2 0.01374 0..00687 0.,18 0.834

















DF SS MS F P
1 4,.74988 4,.74988 3364,.83 0,.000
4 0..26094 0,.06523 46..21 0..000
7 1..10118 0 ,.55059 390..04 0.,000
? 1..08356 0..54178 383.,80 0..000
8 0..26105 0..03263 23.,12 0..000
8 0..05234 0..00654 4..63 0..000
4 0..47924 0..11981 84.,87 0..000
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Factor Levels Values
Operator 2 HIGHPASS KIRSCH
Contrast 5 1 2 3
Noise 3 0 1 2
Shift 2 0 1
Analysis of Variance for P value
Source DF SS MS F P
Operator 1 4..28861 4..28861 105..63 0..000
Operator*Contrast 4 0..11902 0..02976 0..73 0..571
Operator*Noise 2 0..96690 0,.48345 11..91 0..000
Operator*Shift 1 0..02367 0..02367 0..58 0..447
Operator'
^Contrast *No:ise 8 0..27108 0,.03389 0..83 0..574
Operator^Contrast *Sh:ift 4 0..00190 0,.00047 0.,01 1..000
Operator *Noise*Sh ift 2 0..01278 0,.00639 0..16 0..855
Operator^Contrast *Noise*Sh:ift 8 0..00532 0,.00066 0..02 1..000
Error 120 4..87191 0,.04060
Total 179 22 . 91707
Factor Level s Values
Operator ? HIGHPASS KIRSCH
Cent rast 5 1 "/ "3. 4 5
Noise 3 n 1 7
Blurr 3 n 1 2












DF SS MS F P
1 4..28861 4..28861 1518..09 0..000
4 0 . 11902 0..02976 10..53 0..000
2 0..96690 0,.48345 171.,13 0..000
2 1,.34764 0..67382 238..52 0..000
8 0,.27108 0..03389 11..99 0..000
8 0,.08887 0,.01111 3.,93 0..001
4 0..40950 0,.10238 36..24 0..000
16 0..09938 0..00621 2..20 0..010
90 0..25425 0..00283
179 22 . 91707
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Factor Levels Values
Operator 2 SOBEL KIRSCH
Contrast 5 1 2 3
Noise 3 0 1 2
Shift 2 0 1
Ana lysis of Var iance for P va lue
Source DF SS MS F P
Operator 1 0.00623 0.00623 0.28 0.597
0perator*Contrast 4 0.00067 0.00017 0.01 1.000
0perator*Noise 2 0.00139 0.00070 0.03 0.969
0perator*5hif t 1 0.00011 0.00011 0.00 0.945
Operator*Contrast*Noise 8 0.00282 0.00035 0.02 1.000
0perator*Contrast*3hift 4 0.00122 0.00031 0.01 1.000
0perator*Noise*Shift 2 0.00030 0.00015 0.01 0.993
Operator*Contrast*Noise*Shift 8 0.00152 0.00019 0.01 1.000































DF SS MS F P
1 0 . 00623 0.,00623 3 .,32 0..072
4 0 . . 00067 0,,00017 0.,09 0.,986
2 0 . 00139 0 . 00070 0., 37 0..691
2 0..00777 0..00389 2 ..07 0.,132
8 0..00282 0,.00035 0.,19 0.,992
8 0..00414 0..00052 0.,28 0..972
4 0..00977 0..00244 1..30 0,.275




F a c t o r L e v e 1 s V a 1 u e ?
0 p e r a t o r :,-.: HIGHPASS LA PL AC IAN
C o n t r a s i J 1 2 3 4 5
S h 3. f t "> 0 I
B 1 u r r 3 o .1 2
A n a 1 y s l f
['
...: Oar i an c e f o r P v a J. ue
Source DF S3 MS F p
0 per a t o r I 0.01178 0 .01178 0,. 13 0 .,719
0 per n t o r AC oritrast 4 0 . 0 2 9 2 6 0 ..00731 0 . 0 8 0.,988
0 p e r a t o r AS h i f t I 0.00.127 0 .00.127 0,.0.1 0 . ,906
0 p e r a t o r A tf 1 u r r ") 0.01473 0 .00737 0,.08 0. C) 7 7
0 p e r a t o r AC o nttra s t A S h l f t 4 0 . 0 0 2 2 8 0 ,.00057 0..01 1 . 000
0 p e r a t o r AC on1 1 r a s t A B 1 u r r 8 0 .0 750 9 0 ,.00939 0.. 10 0,999
0 p e r a t o r AShi f t A B 1 u ir r 'j 0.00291 0,. 0 0 1 4 6 0..02 0 . 984
tj pera t- o r AC or1 1 r a = t A iShiftABli.irr o 0 . 0 0 5 1 9 0 . 00065 (') ,01 1 . 000
Error 120 10.89657 0,.09080
Total 179 13.64130
Factor Levels Values
Operator 2 HIGHPASS LAPLACIAN
Noise 3 0 1 2
Shift 2 0 1
Blurr 3 0 1 2
Analysis of Variance for P value
Source DF SS MS F P
Operator 1 0.01178 0,.01178 1,.48 0.226
0perator*Noise 2 0.06220 0..03110 3..90 0.022
0perator*Shif t 1 0.00127 0,.00127 0..16 0.691
0perator*Blurr 2 0.01473 0..00737 0..92 0.400
0perator*Noise*Shift 2 0.01291 0.,00646 0..81 0.447
Operator^Noise'*'Bliurr 4 0.04889 0.,01222 1..53 0.196
0perator*Shif t*=Bliurr 2 0.00291 0.,00146 0.,18 0.834
0perator*Noise*'Sh:ift*Blurr 4 0.00342 0.,00086 0.,11 0.980




Operator 2 HIGHPASS KIRSCH
Contrast 5 1 2 3 4
Shift 2 0 1
Blurr 3 0 1 2














Noise 3 0 1
Shift 2 0 1
Blurr 3 0 1
DF SS MS F P
1 4.2886 4.2886 32.91 0.000
4 0.1190 0.0298 0.23 0.922
1 0.0237 0.0237 0.18 0.671
2 1.3476 0.6738 5.17 0.007
4 0.0019 0.0005 0.00 1.000
8 0.0889 0.0111 0.09 1.000
2 0.0129 0.0064 0.05 0.952





Analysis of Variance for P value
Source DF SS MS F P
Operator 1 4.28861 4.28861 176.,69 0.,000
0perator*Noise 2 0.96690 0.48345 19.,92 0.,000
OperatorAShift 1 0.02367 0.02367 0.,98 0.,325
0perator*Blurr 2 1.34764 0.67382 27.,76 0.,000
0perator*Noise^'Shift 2 0.01278 0.00639 0.,26 0.,769
Operato^Noise*=B1'urr 4 0.40950 0.10238 4..22 0..003
0perator*Shift*Bl'urr 2 0.01286 0.00643 0..27 0..768
































Noise 3 0 1
Shift 2 0 1






































DF SS MS F P
1 4.74988 4..74988 250.14 0..000
2 1.10118 0.,55059 29.00 0.,000
1 0.01397 0..01397 0.74 0..392
2 1.08356 0..54178 28.53 0..000
2 0.01374 0,.00687 0.36 0..697
4 0.47924 0..11981 6.31 0..000
























Analysis of Variance for P value
Source DF SS MS F P
Operator 1 0.0062 0,.0062 0..04 0..850
Operator^Contrast 4 0.0007 0..0002 0..00 1..000
OperatorAShift 1 0.0001 0..0001 0..00 0..980
OperatorABlurr 2 0.0078 0..0039 0..02 0..978
Operator*Contrast*Sh:ift 4 0.0012 0..0003 0..00 1..000
OperatorAContrastABlturr 8 0.0041 0..0005 0.,00 1..000
OperatorAShiftABlurr 2 0.0001 0..0001 0..00 1..000
Operator*ContrastASh:iftABlurr 8 0.0013 0..0002 0..00 1..000
Error 120 20.8201 0..1735
Total 179 23.3254
Factor Levels Values
Operator 2 SOBEL KIRSCH
Noise 3 0 1 2
Shift 2 0 1
Blurr 3 0 1 2












DF SS MS F P
1 0.00623 0.00623 0.18 0.670
2 0.00139 0.00070 0.02 0.980
1 0.00011 0.00011 0.00 0.955
2 0.00777 0.00389 0.11 0.893
2 0.00030 0.00015 0.00 0.996
4 0.00977 0.00244 0.07 0.991










Factor Leve Is Values
Operator 2 HIGHPASS SOBEL
Contrast 5 1 2 3
Shift 2 0 1
Blurr 3 0 1 ?














Noise 3 0 1
Shift 2 0 1
Blurr 3 0 1
DF SS MS F P
1 3.9679 3.9679 30.67 0.000
4 0.1109 0.0277 0.21 0.930
1 0.0206 0.0206 0.16 0.691
2 1.2419 0.6209 4.80 0.010
4 0.0028 0.0007 0.01 1.000
8 0.0997 0.0125 0.10 0.999
2 0.0105 0.0053 0.04 0.960





Analysis of Variance for P value
Source DF SS MS F P
Operator 1 3.96792 3..96792 171..19 0..000
Ope ratorANo ise 2 0.94448 0,.47224 20..37 0..000
OperatorAShift 1 0.02059 0..02059 0..89 0..348
OperatorABlurr 2 1.24187 0,.62093 26..79 0.,000
OperatorANoise^aShift 2 0.00922 0..00461 0..20 0..820
Operator*No ise^*Blurr 4 0.35581 0..08895 3..84 0..005
OperatorAShift-
^Blurr 2 0.01054 0..00527 0..23 0.,797
OperatorANoise;AShiftABlurr 4 0.02946 0..00737 0.,32 0.,866
Error 144 3.33762 0..02318
Total 179 22.39485
109
Factor Leve Is Values
Operator 2 LAPLACINA SOBEL
Contrast 5 1 2 3
Shift 2 0 1
Blurr 3 0 1 2

























































DF SS MS F P
1 4.41205 4.41205 246.55 0.,000
2 1.06047 0.53023 29.63 0.,000
1 0.01163 0.01163 0.65 0.,421
2 0.98695 0.49348 27.58 0..000
2 0.01248 0.00624 0.35 0..706
4 0.43323 0.10831 6.05
0,.000
2 0.00294 0.00147 0.08
0,.921






Operator 4 HIGHPASS LAPLACIAN SOBEL KIRSCH
Contrast 5 12 3 4 5
Blurring 5 12 3 4 5
Analysis of Variance for Pvalue
Source DF SS MS F P
Operator 3 5..84500 1.94833 509.31 0.000
Contrast 4 2..95748 0.73937 193.28 0.000
Blurring 4 0..35476 0.08869 23.18 0.000
Ope ratorAContrast 12 3..67669 0.30639 80.09 0.000
OperatorABlurring 12 0,.04539 0.00378 0.99 0.465
ContrastABlurring 16 0,.58952 0.03685 9.63 0.000
Ope rat orAContrast>Blur ring 48 0,.34385 0.00716 1.87 0.004




Operator 2 HIGHPASS KIRSCH
Contrast 5 1 2 3 4 5
Blurring 5 1 2 3 4 5
Analysis of Variance for P value
Source DF SS MS F P
Operator 1 2.10569 2,.10569 770..38 0..000
Operator*
Contrast 4 1.82457 0..45614 166.,88 0..000
Operator'1'
Blurring 4 0.02459 0,.00615 2..25 0..077
Operator*
:ContrastABlurring 16 0.18352 0,.01147 4..20 0..000
Error 50 0.13667 0,.00273
Total 99 6.87600
Factor Levels Values
Operator 2 LAPLACIAN SOBEL
Contrast 5 1 2 3 4 5
Blurrina 5 1 2 3 4 5
Analysis of Variance for P value
Source DF SS MS F P
Operator 1 3.,54268 3..54268 720.,41 0.000
Operat or^Contrast 4 1.,73610 0,.43402 88..26 0.000
OperatorAfilur ring 4 0.,00991
0,.00248 0..50 0.733
Operator*Contrast*Blur ring 16 0.,10839
0,.00677 1..38 0.191




Operator 2 HIGHPASS LAPLACIAN
Contrast 5 1 2 3 4 5
Blurring 5 1 2 3 4 5
Analysis of Variance for P value
Source DF SS MS F P
Operator 1 0.279947 0..279947 85.31 0.000
Operator*
^Contrast 4 0.223592 0,.055898 17.03 0.000
Operator*
'Blurring 4 0.010843 0,.002711 0.83 0.515
Operator*
'ContrastABlurring 16 0.046401 0..002900 0.88 0.590
Error 50 0.164071 0..003281
Total 99 4.041465
Factor Levels Values
Operator 2 SOBEL KIRSCH
Contrast 5 1 2 5 4 5
Blurring 5 1 2 3 4 5
Analysis of Variance for P value
Source DF SS MS F P
Operator 1 0..009604 0.,009604 2..20 0.144
Ope rat orAContrast 4 0.,000676 0.,000169 0..04 0.997
Operator*Blurring 4 0..008897 0.,002224 0..51 0.729
Operator*Contrast*Blurring 16 0,.057903 0..003619 0..83 0.649




Operator 2 HIGHPASS SOBEL
Contrast 5 1 2 3 4 5
Blurring 5 1 2 3 4 5
1 1,.83088 1.83088 437..05 0..000
4 1,.82033 0.45508 108.,63 0.,000
4 0,.01763 0.00441 1..05 0..390
16 0,.13759 0.00860 2.,05 0..027
50 0..20946 0.00419
99 6..49700
Analysis of Variance for P value








Operator 2 LAPLACIAN KIRSCH
Contrast 5 12 3 4 5
Blurring 5 12 3 4 5
Analysis of Variance for P value
Source DF SS MS F P
Operator 1 3.92119 3.92119 1132.72 0.000
Operator*Contrast 4 1.74812 0.43703 126.25 0.000
0perator*Blurring 4 0.01892 0.00473 1.37 0.259
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