Abstract In this paper we give new existence results for complete non-orientable minimal surfaces in R 3 with prescribed topology and asymptotic behavior.
Introduction
Non-orientable surfaces appear quite naturally in the origin itself of Minimal Surface theory and present a rich and interesting geometry. This is part of a series of papers devoted to exploit the Runge-Mergelyan type approximation theorem for non-orientable minimal surfaces, furnished by the authors in [3] , in order to construct non-orientable minimal surfaces in R 3 with involved geometries.
The first main result of this paper concerns complete non-orientable minimal surfaces in R 3 spanning a finite collection of closed curves. Then there exist a relatively compact domain S in S 0 and a continuous map X : S → R 3 such that S is homeomorphic to S 0 , the Hausdorff dimension of X(S \ S) equals 1, and the restriction X| S : S → R 3 is a complete minimal immersion.
Furthermore, the flux of the immersion X| S can be arbitrarily prescribed.
A map X as those given by Theorem 1.1 is said to be a non-orientable compact complete minimal immersion. The ones in the above theorem are the first examples of such immersions in the literature.
We point out that our method does not give control over the topology of S \ S. In particular, we can not ensure that S \ S consists of a finite collection of Jordan curves (see Remark 3.2 
below).
In the orientable setting, compact complete minimal immersions of the disc into R 3 were constructed by Martín and Nadirashvili [10] ; examples with arbitrary finite topology were given later by Alarcón [1] . Other related results can be found in [8, 2] . The construction methods used in [10, 1] are refinements of Nadirashvili's technique for constructing complete bounded minimal surfaces in R 3 ; see [14] . In the context of null holomorphic curves in C 3 (i.e., holomorphic immersions from Riemann surfaces into C 3 whose real and imaginary parts are conformal minimal immersions), Alarcón and López [6] gave compact complete examples with any given finite topological type. Their method, which relies on the Runge-Mergelyan theorem for null curves in C 3 (see [5] ), is the inspiration of our proof.
Compact complete minimal surfaces in R 3 are interesting objects since they lie in the intersection of two well known topics on minimal surface theory: the Plateau problem (dealing with the existence of compact minimal surfaces spanning a given family of closed curves in R 3 ) and the Calabi-Yau problem (concerning the existence of complete minimal surfaces in bounded regions of R 3 ). See the already cited sources and references therein for a more detailed discussion.
The second main result of this paper regards with complete non-orientable minimal surfaces in R 3 properly projecting into planar convex domains.
Theorem 1.2. Let S be an open non-orientable smooth surface (possibly with infinite topology) and let D ⊂ R 2 be a convex domain.
Then there exists a complete minimal immersion X = (X 1 , X 2 , X 3 ) : S → R 3 such that (X 1 , X 2 )(S) ⊂ D and (X 1 , X 2 ) : S → D is a proper map.
Furthermore, the flux of the immersion X can be arbitrarily prescribed.
The problem of whether there exist minimal surfaces in R 3 with hyperbolic conformal structure and properly projecting into R 2 was proposed by Schoen and Yau [15] . ( Recall that an open Riemann surface is said to be hyperbolic if it carries non-constant negative subharmonic functions; otherwise it is said to be parabolic.) This question was settled in the affirmative by the authors in both the orientable and the non-orientable settings [5, 4, 3] . More specifically, such surfaces with any given conformal structure and flux map were provided. Theorem 1.2 shows that the corresponding result for complete non-orientable surfaces and convex domains of R 2 holds as well; cf. [7] for the orientable case. On the other hand, Ferrer, Martín, and Meeks [9] provided complete non-orientable minimal surfaces, with arbitrary topology, properly immersed in any given convex domain Ω of R 3 ; however, if the domain Ω is a right cylinder over a convex domain D of R 2 , their method does not provide any information about the projection of the surface into D.
Although our techniques are inspired by those already developed in the orientable setting (cf. [6, 7] ), the non-orientable character of the surfaces requires a much more careful discussion. Indeed, every non-orientable minimal surface S in R 3 can be represented by a triple (N , I, X), where N is an open Riemann surface, I : N → N is an antiholomorphic involution without fixed points, and X : N → R 3 is a conformal minimal immersion satisfying
and S = X(N ); see Subsec. 2.2 for details. The moduli space of open Riemann surfaces admitting an antiholomorphic involution without fixed points is real analytic and rather subtle; as a matter of fact this condition implies not only topological restrictions on the surfaces but also conformal ones. Moreover, the required compatibility (1.1) with respect to the antiholomorphic involution makes the construction of non-orientable minimal surfaces a much more involved problem. In order to overcome these difficulties, we exploit the Runge-Mergelyan theorem for non-orientable minimal surfaces [3] (see Theorem 2.12 below). This flexible tool enables us to obtain the examples in Theorems 1.1 and 1.2 as limit of sequences of compact non-orientable minimal surfaces (with non-empty boundary), considerably simplifying the construction methods in Sec. 3 and Sec. 4.
Outline of the paper. In Sec. 2 we introduce the background and notation about Riemann surfaces, non-orientable minimal surfaces, and convex domains, that will be needed throughout the paper. In particular, we state the Runge-Mergelyan theorem for nonorientable minimal surfaces [3] ; see Theorem 2.12. With this approximation result in hand, Theorems 1.1 and 1.2 are proved in Sec. 3 and Sec. 4, respectively; see the more general Theorems 3.1 and 4.1.
Preliminaries
We denote by · , ·, · , and dist(·, ·) the Euclidean norm, metric, and distance in R n , n ∈ N. Given a compact topological space K and a continuous map f : K → R n , we denote by
the maximum norm of f on K. The corresponding space of continuous functions on K will be endowed with the C 0 topology associated to · 0,K .
Given a topological surface N, we denote by bN the (possibly non-connected) 1-dimensional topological manifold determined by its boundary points. Open connected subsets of N \ bN will be called domains. Proper connected topological subspaces of N \ bN being compact surfaces with boundary will be said regions. For any subset A ⊂ N, we denote by A • , A, and FrA = A\A • , the interior, the closure, and the topological frontier of A in N , respectively. Given subsets A, B of N , we say that A ⋐ B if A is compact and A ⊂ B • .
Riemann surfaces and non-orientability.
A Riemann surface N is said open if it is non-compact and bN = ∅. For such N , we denote by ∂ the global complex operator given by ∂| U = ∂ ∂z dz for any conformal chart (U, z) on N . Riemann surfaces are orientable; the conformal structure of a Riemann surface induces a (positive) orientation on it. The natural notion of non-orientable Riemann surface is described as follows; see [11, 3] for a detailed exposition of this issue. In this setting, N is the two-sheets conformal orientable cover of N /I. We denote by π : N → N /I the natural projection. Further, N carries conformal Riemannian metrics
From now on in this section, let N , I, π, and σ 2 N be as in Def. 2.1. Definition 2.2. A subset A ⊂ N is said to be I-invariant if I(A) = A.
Let Γ ⊂ N be an I-invariant subset consisting of finitely many pairwise disjoint smooth Jordan curves γ j , j = 1, . . . , k. For any ǫ > 0 we denote by
If ǫ is small enough, the exponential map
is a diffeomorphism and T ǫ (Γ) = F (Γ × (−ǫ, ǫ)); where n is an I-invariant normal field along Γ in (N , σ 2 N ). In this setting, T ǫ (Γ) is said to be a metric tubular neighborhood of Γ (of radius ǫ). Furthermore, if π Γ : Γ × (−ǫ, ǫ) → Γ denotes the projection π Γ (P, t) = P, we denote by
the natural orthogonal projection. Since Γ, n, and σ 2 2.2. Non-orientable minimal surfaces. In this subsection we describe the Weierstrass representation for non-orientable minimal surfaces (see [11] ), and introduce some notation.
An I-invariant conformal minimal immersion X : N → R 3 induces a conformal minimal immersion X : N /I → R 3 , satisfying X = X • π. In this sense, X(N ) is an immersed non-orientable minimal surface in R 3 . Conversely, any immersed non-orientable minimal surface in R 3 comes in this way. 2, 3 : N → R 3 be an I-invariant conformal minimal immersion. Denote by φ j = ∂X j , j = 1, 2, 3, and Φ = ∂X ≡ (φ j ) j=1,2,3 . The 1-forms φ j are holomorphic, have no real periods, and satisfy 
The intrinsic metric in N is given by
hence (2.5)
The triple Φ is said to be the Weierstrass representation of X.
Conversely, any vectorial holomorphic 1-form Φ = (φ j ) j=1,2,3 on N without real periods, enjoying (2.2), (2.3) , and (2.5), determines an I-invariant conformal minimal immersion X : N → R 3 by the expression
where ℜ means real part. Cf. [11] .
The following notation will be required later on. Given an I-invariant connected subset A ⊂ N and X ∈ M I (A), we denote by dist X the distance in A associated to the intrinsic metric induced by X; that is,
where ℓ means Euclidean length in R 3 . 
If γ is closed, it is easy to check that
(here ℑ means imaginary part), and that the flux map p X : H 1 (A, Z) → R 3 is a group morphism. Furthermore, if A and X are I-invariant, then the flux map p X :
recall that I : N → N reverses the orientation.
I-admissible sets and I-invariant generalized minimal immersions.
In this subsection we introduce the necessary notation for a well understanding of the Runge-Mergelyan type approximation result for non-orientable minimal surfaces, given by the authors in [3] , which is the key tool in the present paper; see Theorem 2.12 below.
Remark 2.6. From now on in the paper, N , I, and π will be as in Def. 2.1. We also fix a conformal Riemannian metric
A compact Jordan arc in N is said to be analytical (smooth, continuous, etc.) if it is contained in an open analytical (smooth, continuous, etc.) Jordan arc in N .
Definition 2.7. A (possibly non-connected) I-invariant compact subset S ⊂ N is said to be I-admissible (in N ) if it meets the following requirements (see Fig. 2.1):
(a) S is Runge (in N ); i.e., N \ S has no relatively compact connected components in N . From now on in this section, let S ⊂ N be an I-admissible set. Definition 2.8. We say that an I-invariant map X : S → R 3 is an I-invariant generalized minimal immersion, and write X ∈ M g,I (S), if it meets the following requirements:
.4); hence it extends as an
• For any component α of C S and any open analytical Jordan arc β in N containing α, X| α is a regular curve admitting a smooth extension X β to β such that
Let X ∈ M g,I (S), and let ̟ be a smooth 3-dimensional real 1-form on C S . This means that ̟ = (̟ j ) j=1,2,3 , where ̟ j is a real smooth 1-form on C S , j = 1, 2, 3. For any α ⊂ C S we write ̟| α = ̟(α(s))ds, where s is the arc-length parameter of X • α. By definition, ̟ is said to be a mark along C S with respect to X if for any arc α ⊂ C S the following conditions hold:
• ̟(α(s)) ∈ R 3 is a smooth unitary vector field along α orthogonal to (X • α) ′ (s).
• ̟ extends smoothly to any open analytical arc β in N containing α.
• ̟(β(s)) is unitary, orthogonal to (X • β) ′ (s), and tangent to X(R S ) at β(s) for any β(s) ∈ β ∩ R S , where as above s is the arc-length parameter of (X • β)(s).
Let n : R S → S 2 denote the Gauss map of the (oriented) conformal minimal immersion X| R S . The mark ̟ is said to be orientable with respect to X if the orientations at the two endpoints of each arc in C S agree, that is to say, if there exists δ ∈ {−1, 1} such that for any regular embedded curve α ⊂ S and arc-length parametrization
Orientable marks along C S with respect to X always exist since N is orientable. An orientable mark ̟ with respect to X is said to be positively oriented if δ = 1. Obviously, if ̟ is orientable with respect to X then either ̟ or −̟ is positively oriented.
In the sequel we will only consider orientable marks.
If ̟ is a positively oriented mark along C S with respect to X, we denote by
, where α is any component of C S and s is any arc-length parameter of X • α. By definition, n ̟ is said to be the (generalized) Gauss map of X associated to the orientable mark ̟. Definition 2.9. We denote by M * g,I (S) the space of marked immersions X ̟ := (X, ̟), where X ∈ M g,I (S) and ̟ is a positively oriented mark along C S with respect to X satisfying the following properties: A 1-form θ on S is said to be of type (1, 0) if for any conformal chart (U, z) in N , θ| U ∩S = h(z)dz holds for some function h : U ∩ S → C. Finite sequences Θ = (θ 1 , . . . , θ n ), where θ j is a (1, 0)-type 1-form for all j ∈ {1, . . . , n}, are said to be ndimensional vectorial (1, 0)-forms on S. The space of continuous n-dimensional (1, 0)-forms on S will be endowed with the C 0 topology induced by the norm
Definition 2.10. For every X ̟ ∈ M * g,I (S), we denote by ∂X ̟ the complex vectorial 1-form on S given by
where ı = √ −1,
• dX denotes the vectorial 1-form of type (1, 0) on C S given by
for any component α of C S , where (U, z = x + ıy) is any conformal chart on N satisfying that z(α ∩ U ) ⊂ R (the existence of such a conformal chart is guaranteed by the analyticity of α), and • s is the arc-length parameter of X| α for which {dX(α ′ (s i )), ̟(s i )} are positive, where s 1 and s 2 are the values of s for which α(s) ∈ bR S .
In the setting of Def. 2.10, writing ∂X ̟ = ( φ j ) j=1,2,3 , it follows that
For these reasons the triple ∂X ̟ is said the generalized Weierstrass representation of X ̟ .
For F ∈ M I (S), we denote by ̟ F the conormal field of F along C S . Notice that ̟ F satisfies (2.7) and (∂F )| S = ∂F ̟ F ; where
is naturally endowed with the following C 1 topology:
and (2.8)).
• Given F, G ∈ M I (S), we set
• We will say that X ̟ ∈ M * g,I (S) can be approximated in the C 1 topology on S by
is said to be the generalized flux map of X ̟ . Notice that p X̟ satisfies (2.6). Obviously,
The following Runge-Mergelyan type approximation result for non-orientable minimal surfaces plays a fundamental role in this paper. ([3] ). Let S ⊂ N be an I-admissible subset (see Def. 2.7) , let X ̟ ∈ M * g,I (S) (see Def. 2.9) , and let p :
Theorem 2.12
Then the following assertions hold: 
Convex domains and Hausdorff distance.
A convex domain D ⊂ R n , D = R n , n ≥ 2, is said to be regular (resp., analytic) if its frontier FrD = D \ D is a regular (resp., analytic) hypersurface of R n . Moreover, D is said to be strictly convex if FrD contains no straight segments.
For any couple of compact subsets K and O in R n , the Hausdorff distance between K and O is given by
A sequence {K j } j∈N of (possibly unbounded) closed subsets of R n is said to converge in the Hausdorff topology to a closed subset
Theorem 2.13 ([13, 12] ). Let B ⊂ R n be a (possibly neither bounded nor regular) convex domain. Then there exists a sequence {D j } j∈N of bounded strictly convex analytic domains in R n with {D j } j∈N ր B.
Compact complete non-orientable minimal immersions
In this section we prove Theorem 1.1, which is a particular instance of Theorem 3.1 below.
Recall that we have fixed N , I, π, and σ 2 N as in Def. 2.1; see Remark 2.6. Throughout this section N is assumed to be of finite topology. See Def. 2.3 and Def. def:M(A) for notation. 
• The Hausdorff dimension of Y (FrM ) equals 1.
• The flux map p Y of Y equals the one p X of X. As usual in this kind of constructions, the map Y in Theorem 3.1 will be constructed in a recursive procedure; the key tool in this process is Lemma 3.6 below. Most of the technical arguments in the proof of Lemma 3.6 are contained in the following Lemma 3.3. Let U ∈ B I (N ), let K ⊂ U be a compact set, let T ⋐ N \ K be a metric tubular neighborhood of bU in N , and let P : T → bU be the orthogonal projection. Let X ∈ M I (U ), let F : bU → R 3 be an I-invariant analytical map, and let µ > 0 such that
Then, for any ρ > 0 and any ǫ > 0 there exist V ∈ B I (N ) and Y ∈ M I (V ) enjoying the following properties:
are pairwise disjoint smooth Jordan curves with β i ∩ I(β j ) = ∅ for all i, j ∈ {1, . . . , i}. Denote by β = ∪ i i=1 β i . Obviously, bU = β ∪ I(β) and β ∩ I(β) = ∅. For any P ∈ β we choose a simply connected open neighborhood O P of P in U ∩ T meeting the following requirements:
Notice that (A3) is ensured by hyphotesis (3.1), provided that O P is chosen small enough. To guarantee (A2), just take O P sufficiently small and use the continuity of X, F, and P.
Set
O = {O P : P ∈ β}, and observe that O∩β := {O P ∩β : P ∈ β} is an open covering of β. Choose M ∈ B I (N ) satisfying that
, and P| bM : bM → bU is one to one.
For instance, one can take M as the complement in U of a sufficiently small metric tubular neighborhood of bU .
Since U, M ∈ B I (N ) and (3.2), then
are pairwise disjoint compact annuli with A i ∩ I(A j ) = ∅ for all i, j, and
Denote by Z n the additive cyclic group of integers modulus n, n ∈ N. Since O ∩ A is an open covering of the compact set α in A, then there exist j ∈ N, j ≥ 3, and a family of compact Jordan arcs {α i,j : (i, j) ∈ I = {1, . . . , i} × Z j } meeting the following requirements:
(B1) ∪ j∈Z j α i,j = α i for all i ∈ {1, . . . , i}.
(B2) α i,j and α i,j+1 have a common endpoint Q i,j and are otherwise disjoint for all
Up to suitably trimming the O i,j 's we can further assume that
For any (i, j) ∈ I, choose a point P i,j ∈ O i,j−1 ∩ O i,j and set
Observe that e 3 i,j ∈ S 2 and the orthogonal projection of X(P i,j ) − F(P(P i,j )) into the orthogonal complement of e 3 i,j in R 3 equals 0. For any (i, j) ∈ I choose {e 1 i,j , e 2 i,j , e 3 i,j } an orthonormal basis of R 3 , and denote by B i,j ∈ O(3, R) the orthogonal matrix of change of coordinates in R 3 from the canonical basis to the basis {e 1 i,j , e 2 i,j , e 3 i,j }; i.e., Let {r i,j : (i, j) ∈ I} be a family of pairwise disjoint analytical compact Jordan arcs in A meeting the following requirements:
(C2) r i,j has initial point Q i,j , final point P(Q i,j ), and it is otherwise disjoint from α i ∪ β i , for all (i, j) ∈ I. (C3) The set S := M ∪ ∪ (i,j)∈I (r i,j ∪ I(r i,j )) ⊂ U ⊂ N is I-admissible in the sense of Def. 2.7.
See Fig. 3 .1. For instance, one can take r i,
Properties (C1) and (C2) are possible thanks to (3.2), (A1), (B2), (B4), and (B5). Notice that r i,j ∩ I(r i,j ) = ∅ for all (i, j) ∈ I; see (A4) and (C1).
The first main step in the proof of Lemma 3.3 consists of deforming X over ∪ (i,j)∈I (r i,j ∪ I(r i,j )). To do this we first extend X| M to an I-invariant generalized minimal immersion X ∈ M g,I (S) (see Def. 2.8) enjoying the following properties:
where ℓ denotes Euclidean length in R 3 and
for all (i, j) ∈ I.
To construct X we first define it over each arc r i,j to be highly oscillating in the direction of both e 3 i,j and e 3 i,j+1 (property (c)), but with small diameter in R 3 (property (b)). We then define X over each arc I(r i,j ) just to be I-invariant. Theorem 2.12 applied to any marked immersion X ̟ = ( X, ̟) ∈ M * g,I (S) and p = p X̟ = p X : H 1 (N , Z) → R 3 (recall that M, U ∈ B I (N ) and see property (a) of X), furnishes an I-invariant conformal minimal immersion F ∈ M I (U ) satisfying:
for all (i, j) ∈ I; see (3.6). (D4) The flux map p F of F equals the one p X of X.
Take into account properties (a), (b), and (c) of X. For (D2), recall that X(Q i,j ) = X(Q i,j ) for all (i, j) ∈ I and use properties (C1), (A2), and (b).
By continuity of F , there exists W ∈ B I (N ) such that:
, where α i,j and r i,j are simply connected compact neighborhoods of α i,j and r i,j , respectively, in W \ M , such that
Denote by γ i,j the piece of bW connecting P(Q i,j−1 ) and P(Q i,j ), and containing P(Q i,k ) for no k ∈ Z j \ {j − 1, j}. Then γ i,j is split into three compact connected sub-arcs γ For any arc σ ⊂ r i,j connecting α i,j ∪ α i,j+1 and γ 1 i,j ∪γ −1 i,j+1 , if σ = σ 0 ∪σ 1 , where σ k is a collection of subarcs of σ contained in the closure of the connected component of r i,j \ r i,j intersecting α i,j+k , k = 0, 1, then
(E7) (∂F B T i,j ) 3 vanishes nowhere on bW for all (i, j) ∈ I; here (·) 3 means third coordinate in R 3 and B i,j is given by (3.5) .
See Fig. 3.1 . , and γ i,j , for all (i, j) ∈ I. Observe that Ω i,j is a closed disc for all (i, j) ∈ I and
, where E(·) means integer part.
The second main step in the proof of Lemma 3.3 consists of deforming F over each disc Ω η(k) , k ∈ {1, . . . , ij}. For that, let us recursively construct a sequence {F 0 = F, F 1 , . . . , F ij } ⊂ M I (U ) satisfying the following properties for all k ∈ {0, 1, . . . , ij}:
Recall that π η(a) : R 3 → span{e 3 η(a) } is the orthogonal projection; see (3.6) . (F.6 
Indeed, observe that (F.1 0 )=(E4), (F.2 0 ) is implied by (E5), (F.5 0 )=(E6), and (F.7 0 )=(E7), whereas (F.3 0 ), (F.4 0 ), and (F.6 0 ) make no sense. Finally (F.8 0 ) follows from (D4). Reason by induction and assume that we already have F 0 , . . . , F k−1 , for some k ∈ {1, . . . , ij}, satisfying the corresponding properties. Let us construct F k .
(see. (3.5) ). Denote
and observe that S k is I-admissible (Def. 2.7). Observe also that S k has exactly three connected components, which are
Take for instance G| Γ η(k) = (x 0 , y 0 , 0) + G| Γ η(k) for any constant (x 0 , y 0 ) ∈ R 2 with sufficiently large norm. Then define G| I(Γ η(k) ) to be I-invariant.
In view of (F.7 k−1 ), assertion (II) in Theorem 2.12 applied to any marked immersion
and (3.10) the flux map p G of G equals the one p G of G.
Indeed, observe that (3.5) implies that G 3 = F k , e 3 η(k) ; hence (3.9) and (3.7) ensure (F.3 k 
, then (F.1 k−1 ) and (F.2 k−1 ) guarantee (F.1 k ) and (F.2 k ), respectively, whereas (F.6 k ) directly follows. Likewise, (3.8) (F.3 k ) and (3.6)), then (F.5 k−1 ) and (F.7 k−1 ) ensure (F.5 k ) and (F.7 k ), respectively. Finally, (3.10) and (F.8 
This concludes the construction of the sequence
Proof. Consider a connected curve σ in U with initial point Q ∈ M and final point P ∈ bW . It suffices to show that ℓ(H(σ)) > 2ρ. Assume without loss of generality that (σ \{P, Q})∩(M ∪bW ) = ∅ and, up to possibly replacing σ by I(σ), that σ ⊂ ∪ ij k=1 Ω η(k) . Let us distinguish cases.
Assume P ∈ Γ η(k) for some k ∈ {1, . . . , ij}. Then there exists a point Q 0 ∈ σ ∩ (r η(k)−(0,1) ∪ α η(k) ∪ r η(k) ) and it follows that
For the latter inequality we assume from the beginning ǫ 0 < 1/3.
Assume now that P ∈ Γ η(k) for no k ∈ {1, . . . , ij}. In this case there exists k ∈ {1, . . . , ij} such that
. Therefore, there exists a connected sub-arc σ ⊂ σ ∩ r η(k) connecting α η(k) ∪ α η(k)+(0,1) = ∅ and P . Then (F.5 ij ) gives ℓ(H(σ)) ≥ ℓ(H( σ)) > 2ρ. This proves the claim Let us now prove the following Claim 3.5. The inequality
where ρ, µ, ǫ, and F are the data given in the statement of Lemma 3.3 , is satisfied for any
In view of Claim 3.4 and up to possibly replacing without loss of generality Q by I(Q), there exist k ∈ {1, . . . , ij} and
By Pitagoras Theorem,
where Θ η(k) : R 3 → span{e 1 η(k) , e 2 η(k) } is the orthogonal projection (see (3.5) ). On the one hand,
hence, in view of (F.6 a 
On the other hand,
hence, using (3.11), (F.2 ij ), (A.2), (3.4) , and again (A.2), (3.14)
Combining (3.12) , (3.13) , and (3.14) one obtains
as claimed (the latter inequality is satisfied provided that ǫ 0 is chosen small enough from the beginning).
Choose a bordered domain V ∈ B I (N ) satisfying that
Existence of such a V is guaranteed by Claim 3.4. Moreover, up to a slight deformation of the domain V , it can be ensured in addition that (3.17)
where (3.3) ). In particular, bV = Γ ∪ I(Γ) and Γ ∩ I(Γ) = ∅. The domain V and the map Y := H| V ∈ M I (V ) satisfy the conclusion of Lemma 3.3. Indeed, property (i) follows from (3.15) , (3.2) , and (3.3); (ii)=(3.17); (iii) is implied by (3.16) ; (iv) is given by (F.1 ij ) and (3.2) ; (v) follows from Claim 3.5 and (3.16); and (vi) 
This concludes the proof of Lemma 3.3.
The following application of Lemma 3.3 is the key tool in this section. Lemma 3.6. Let U ∈ B I (N ), let K ⊂ U be a compact set, and let X ∈ M I (U ).
Then, for any ǫ > 0 there exist V ∈ B I (N ) and Y ∈ M I (V ) enjoying the following properties:
Let {ρ n } n∈N and {µ n } n∈N be the sequences of positive numbers given by (3.18) ρ
where a > 0 and µ 1 > 0 are small enough constants so that
Call U 0 := U. Let T 0 be a metric tubular neighborhood of bU 0 in N disjoint from K and denote by P 0 : T 0 → bU 0 the natural projection.
A standard recursive application of Lemma 3.3 gives a sequence {Ξ n = (U n , T n , Y n )} n∈N , where U n ∈ B I (N ), T n is a metric tubular neighborhood of bU n in N , and Y n ∈ M I (U n ), satisfying the following conditions:
See [6, Proof of Claim 4.2] for details; here we use Lemma 3.3 instead of [6, Lemma 3.1] .
Choose k ∈ N such that (3.20) ρ k > 1/ǫ, recall that {ρ n } n∈N ր +∞. The bordered domain V := U k ∈ B I (N ) and the map Y := Y k ∈ M I (V ) satisfy the conclusion of the lemma.
Indeed, (i) is implied by (2 k ); (ii)=(1 k ); (iii) is ensured by (3.20) and (3 k ); (iv)=(5 k ); and (vii)=(6 k ). In order to check (v), observe that
Therefore, the Maximum Principle for harmonic maps ensures that Y − X 0,V < ǫ. The same argument gives property (vi).
This concludes the proof of Lemma 3.6.
We are now ready to prove the main result in this section. Since the proof of Theorem 3.1 relies in a standard recursive application of Lemma 3.6, we will omit some of the details. We refer to the proof of [6, Theorem 5.1] for a careful exposition.
Before going into the proof we need the following notation. For any k ∈ N, any compact set K ⊂ N , and any continuous injective map f : K → R 3 , denote by
where dist σ 2 N (·, ·) denotes the intrinsic distance in N with respect to the conformal Riemannian metric σ N ; see Remark 2.6.
Proof of Theorem 3.1. Let ǫ 1 and a be numbers with 0 < ǫ 1 < a/2.
Choose an I-invariant bordered domain M 1 ∈ B I (N ) satisfying the following properties:
. A standard recursive application of Lemma 3.6 provides a sequence {Θ n = (M n , X n , T n , ǫ n , τ n )} n∈N , where M n ∈ B I (N ), X n ∈ M I (M n ), T n is a metric tubular neighborhood of bM n in M n , 0 < ǫ n < a/2 n , and τ n > 0, for all n ∈ N, enjoying the following properties:
where E(·) means integer part and 2i is the number of ends of N .
See [6, Proof of Claim 5.2] for details on how to construct such a sequence; here we use Lemma 3.6 instead of [6, Lemma 4.1] .
Set N n = M n \ T n for all n ∈ N and define
From (2 n ) and (9 n ), n ∈ N we obtain that M = ∩ n∈N M n and the inclusion map
In view of (2 n ), (3 n ), (5 n ), and (7 n ), n ∈ N, the sequence {X n | M } n∈N uniformly converges to an I-invariant continuous map
Moreover, (3 n ) and (7 n ), n ∈ N, ensure that Y | M is an I-invariant conformal minimal immersion, which is complete by (4 n ), n ∈ N, and its flux map p Y equals the one p X of X by (10 n ), n ∈ N. Finally, properties (3 n ) and (7 n ), n ∈ N, ensure that (Y | FrM ) −1 (Y (P )) = {P, I(P )} for all P ∈ FrM , whereas (6 n ), (7 n ), and (9 n ), n ∈ N, guarantee that the Hausdorff dimension of Y (FrM ) equals to 1, provided that a is taken small enough from the beginning. (See [6, Proof of Theorem 5.1] for details.) Therefore, the domain M and the map Y satisfy the conclusion of Theorem 3.1, provided that a is chosen sufficiently small.
Complete non-orientable minimal surfaces properly projecting into planar convex domains
Recall that we have fixed N , I, and π as in Def. 2.1 (see Remark 2.6); in particular N is an open Riemann surface possibly with infinite topology.
In this section we prove Theorem 1.2 in the introduction. We actually prove the following more precise result. 
Let also p : H 1 (N , Z) → R 3 be a group morphism satisfying
(See (2.6).)
enjoying the following properties:
If D = R 2 , the above theorem is already known; futhermore, in this particular case one can choose M = N (see [3] ).
The following result contains most of the technical arguments in the proof of Theorem 4.1. Lemma 3.6 will play an important role in its proof. Write bM = ∪ i i=1 (α i ∪ I(α i )); where {α i } i i=1 are pairwise disjoint smooth Jordan curves with α i ∩ I(α i ) = ∅. Denote α = ∪ i i=1 α i . It follows that bM = α ∪ I(α) and α ∩ I(α) = ∅. Since L is convex, (B4) ensures that for any P ∈ α there exist a line l P in R 2 and an open neighborhood O P of P in α such that
Since α is compact, then there exist j ∈ N, j ≥ 3, and a family of compact Jordan arcs {α i,j : (i, j) ∈ I = {1, . . . , i} × Z j } meeting the following requirements:
(C1) ∪ j∈Z j α i,j = α i for all i ∈ {1, . . . , i}. (C2) α i,j and α i,j+1 have a common endpoint Q i,j and are otherwise disjoint for all (i, j) ∈ I. (C3) α i,j ∩ α i,k = ∅ for all (i, j) ∈ I and k ∈ Z j \ {j, j + 1}. (C4) α i,j ⊂ O R i,j for a point R i,j ∈ α, for all (i, j) ∈ I.
For any (i, j) ∈ I label l i,j := l R i,j , O i,j := O R i,j , and denote by u i,j the unitary vector in R 2 orthogonal to l i,j and pointing to the connected component of R 2 \ ((F 1 , F 2 )(R i,j ) + l i,j ) disjoint from L. Set e 3 i,j := (u i,j , 0) ∈ S 2 and denote by π i,j : R 2 → span{u i,j } ⊂ R 2 the orthogonal projection.
For any (i, j) ∈ I choose {e 1 i,j , e 2 i,j } ⊂ R 3 such that {e 1 i,j , e 2 i,j , e 3 i,j } is an orthonormal basis of R 3 , and denote We first deform F over the arcs r i,j and I(r i,j ), (i, j) ∈ I.
Extend F | M to an I-invariant generalized minimal immersion F = ( F 1 , F 2 , F 3 ) ∈ M g,I (S) such that (see Def. 2.8) and H ij is I-invariant, then there exists an I-invariant bordered domain V ⋐ N such that Set Y := H ij | V ∈ M I (V ) and notice that Y and V satisfy the conclusion of the lemma provided that ǫ 0 is chosen small enough from the beginning. Indeed, Lemma 4.2 (i) follows from (B1), (B2), and (4.6); (ii) is implied by (B1), (B3), and (1 ij ); (iii)=(4.7); (iv) is ensured by (4.8) , (10 ij ), (5 ij ), and the fact that V \ M ⊂ W \ M = ∪ ij a=1 Ω η(a) ∪ I(Ω η(a) ) ; (v) is guaranteed by (4 ij ) and (4.6); and (vi)=(9 ij ).
