Abstract-Radio frequency interference (RFI) has plagued radio astronomy which potentially might be as bad or worse by the time the Square Kilometre Array (SKA) comes up. RFI can be either internal (generated by instruments) or external that originates from intentional or unintentional radio emission generated by man. With the huge amount of data that will be available with up coming radio telescopes, a machine learning technique will be required to detect RFI. In this paper we present the result of applying such machine learning techniques to cross match RFI from the Karoo Array Telescope (KAT-7) data. We found that not all the features selected to characterise RFI are always important. We further investigated 3 machine learning techniques and conclude that the Random forest classifier performs with a 98% Area Under Curve and 91% recall in detecting RFI.
I. INTRODUCTION Any radio signal other than the desired astronomical signal is called an unwanted signal, or spurious radiation and classified as Radio Frequency Interference (RFI). [1] & [2] summarised RFI as having a complex nature. The Square Kilometre Array (SKA) is expected to have 100-fold sensitivity and collecting area compared to known radio telescope. Apart from the RFI pick-ups through the primary beam, the peaks of the far sidelobes will tend to be picking up more unwanted signals. The establishment of a consolidated database for the SKA South Africa observatory is very crucial for various science application.
In this paper we investigate the application of Machine learning techniques to detect RFI from data collected using the Karoo Radio Telescope (KAT-7) [3] . The paper is divided as follows: §II describes the methodology adopted in preprocessing the data. §III discusses the Machine Learning techniques and feature selection process together with the implication on the RFI detection. The analysis and results are discussed in §IV and we finally conclude the paper in §V.
II. METHODOLOGY: OUTLIER DETECTION
Outliers in observations are data points that do not follow the statistical distribution of the overall data under investigations. There are various ways that outliers are generated, for example noisy system, human related errors, etc. In order to be able to make sense of the data, pre-processing is required.
The data used in this study were taken from one the observations done by the KAT-7. The datasets have been flagged by AO Flagger software [4] , which is semi automated and validated by radio astronomers.
Communication signals are intrinsically 100% polarized and [5] describes an example how to use the polarized and unpolarized intensity to detect RFIs. Once the data have been obtained, all the Stokes parameters (I, Q, U, V) are extracted. These are taken as additional layers which represent the original data giving more dimensions from which features can be extracted. From each layer outliers are removed using the modified Z-score.
Using the Z-score anything larger than 3.5 is considered as outlier [6] . The outlier removed data are used to normalize the layer. The normalized layer is then unfolded in such a way that all frequency time series are taken and stitched next to each other to form a larger 1-D pseudo-time series. A similar approach is taken for the spectrum. That is for each time a spectrum is taken and all spectrum are then stitched next to each other to form a larger "spectrum". With this new perspective of the data one can now visually see periodic RFI as well as wideband RFI features. The normalization of the Z-score filtered, layers allows the low level RFI to shoot up. Downgrading or smoothing the astronomical signal is very sensitive and therefore, filtering seem more appropriate to use in our case. However, filtering always goes at the expense of changing the data structure. We therefore apply the filtering process after the outlier detection procedure. Once the data have been filtered using a Gaussian, statistical analysis is applied to extract features that are fed into a machine learning algorithm.
III. MACHINE LEARNING
With the advent of new advanced technologies and the increasingly innovative capacity to gather a massive amount and variety of information, the world is faced with a deluge of data. This is already happening in the radio astronomy community. The MeerKAT data size is expected to be ∼ 50 Terabyte for an 1 hour observing run. However, postprocessing conventional RFI detection and excision need to be automated. The algorithm presented here serve as a test case to optimize the flagging procedures already in place.
A. Feature Extraction
Machine learning algorithms by default are not designed to take raw data in the form of images or signals as learning inputs. Therefore, the data has to be transformed into a different form, which has representative signatures of the input raw data. Feature extraction is the process of transforming the raw data into a different form such that it holds signature properties of the input class.
In this work we took 8 second segment sliding window of the signals and extracted different statistical features. The features are extracted from the spectral and time series information and are as follows: The mean of the entire channel and the kurtosis, skewness, the maximum of the cumulative sum (cumsumx), the varience (var) ,the percentile 25 and 75 (per25 and per75) and lastly the sum of the 8 second segment (sumvalues).
B. Machine Learning Techniques
At first three machine learning algorithms are used to classify the data. The Three algorithms are K-Nearest Neighbour (k-NN), Random Forest Classifier (RFC), Naive Bayesian (NB). In our experiment a random 70/30 % split of the data is done first. That is 30% of the data were withheld for testing the classifier and Cross-validation was performed with 70% of the data to train the algorithm. This split is essential in the true test of comparing classifiers so that the test is not biased [7] .
While investigating all the above ML techniques, we realized that not all the features might not be useful and need to be investigated [8] . There are 3 general classes of features selection algorithms: filter methods, wrapper methods and embedded methods. In this paper we will focus mainly on the wrapper methods. These types of methods take the feature importance measure obtained by a classification method and they come at a computational expense, but the result is a view of the importance of each feature in the feature space.
IV. RESULTS AND DISCUSSIONS
Our data contain much more non-RFI data than RFI data. This may cause a bias towards the detecting false positives. The training set was hence split up randomly 15 times in order to take into account the above mentioned bias.
The best performing classifier is the RFC and this is true for all the other splits. Since the RFC performs well in all the data splits it suggests that there is a feature or set of features that ranks higher than the other features. Because the RFC is basically a set of small decision trees it means the there is a tree or set of trees that are given more weighting to them than the others, this allows one to calculate which features are important and the features' importance. The Features that are highly ranked are those that have been extracted along each time series. This suggests that time domain information seems to be more important than spectral information in detecting RFI.
The Top 5 features were taken and the procedure of splitting and evaluation were repeated. The Best performance split is finally summarized in Table I From Table I the RFC and k-NN have an overall improvement whereas the NB has has performed slightly worse but with these 5 features the best performing machine learning technique is the Random Forest Classifier.
V. CONCLUSION
With the deluge of astronomical data coming from new telescopes such as MeerKAT, conventional RFI detection and excision will need to be re-evaluated. We have shown that machine learning techniques can be applied to detect RFI. Pre-processing and understanding the data is a very time consuming process. However, a lot of care should be taken in pre-processing the data. From our preliminary analysis we have shown that the random forest classifier seems to produce positive results. Further investigation needs to be carried out in order to get a more robust algorithm by using a bigger sample of flagged and un-flagged raw visibility data.
