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ABSTRACT
Flow-based generative models have become an important class of unsupervised
learning approaches. In this work, we incorporate the key idea of renormaliza-
tion group (RG) and sparse prior distribution to design a hierarchical flow-based
generative model, called RG-Flow, which can separate different scale informa-
tion of images with disentangle representations at each scale. We demonstrate our
method mainly on the CelebA dataset and show that the disentangled represen-
tation at different scales enables semantic manipulation and style mixing of the
images. To visualize the latent representation, we introduce the receptive fields
for flow-based models and find receptive fields learned by RG-Flow are similar to
convolutional neural networks. In addition, we replace the widely adopted Gaus-
sian prior distribution by sparse prior distributions to further enhance the disentan-
glement of representations. From a theoretical perspective, the proposed method
has O(logL) complexity for image inpainting compared to previous flow-based
models with O(L2) complexity.
1 INTRODUCTION
One of the most important unsupervised learning tasks is to learn the data distribution and build
generative models. Over the past few years, various types of generative models have been proposed.
Flow-based generative models are a particular family of generative models with tractable distribu-
tions (Dinh et al., 2017; Kingma & Dhariwal, 2018; Chen et al., 2018b; 2019; Behrmann et al., 2019;
Hoogeboom et al., 2019; Brehmer & Cranmer, 2020; Rezende et al., 2020; Karami et al., 2019). Yet
the latent variables are on equal footing and mixed globally. Here, we propose a new flow-based
model, RG-Flow, which is inspired by the idea of renormalization group in statistical physics. RG-
Flow imposes locality and hierarchical structure in bijective transformations. It allows us to access
different scale information in original images by latent variables at different locations, which offers
better explainability. Combined with sparse prior (Olshausen & Field, 1996; 1997; Hyva¨rinen &
Oja, 2000), we show that RG-Flow achieves hierarchical disentangled representations.
Renormalization group (RG) is a powerful tool to analyze statistical mechanics models and quantum
field theories in physics (Kadanoff, 1966; Wilson, 1971). It progressively extracts more coarse-scale
statistical features of the physical system and decimates irrelevant fine-grained statistics at every
scale. Typically, the local transformations used in RG are designed by human physicists and they
are not bijective. On the other hand, the flow-based models use cascaded invertible global trans-
formations to progressively turn a complicated data distribution into Gaussian distribution. Here,
we would like to combine the key ideas from the RG and the flow-based models. The proposed
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RG-flow enables machine to learn the optimal RG transformation from data, by constructing local
invertible transformations to build a hierarchical generative model for the data distribution. Latent
representations are introduced at different hierarchies, which capture the statistical features at the
corresponding scales. Together, the latent representation of all hierarchies can be jointly inverted to
generate the data. This method was recently proposed in the physics community as NeuralRG (Li
& Wang, 2018; Hu et al., 2020).
Our main contributions are two-fold: First, RG-Flow can separate signal statistics of different scales
in the input distribution naturally, and represent each scale information in its latent variables z. The
hierarchical latent variables live on a hyperbolic tree. Taking CelebA dataset (Liu et al., 2015) as
an example, the network will not only find high-level representations, such as gender factor and
emotion factor for human faces, but also mid-level and low-level representations. To visualize rep-
resentations of different scales, we adopt the concept of receptive field from convolutional neural
networks (CNN) (LeCun, 1988; LeCun et al., 1989) and visualize the hidden units in RG-flow. In
addition, since the statistics are separated into a hierarchical fashion, we show that the representa-
tions can be mixed at different scales. This achieves an effect similar to style mixing. Second, we
introduce the sparse prior distribution for the latent variables. We find the sparse prior distribu-
tion is helpful to further disentangle representations and make them more interpretable. The widely
adopted Gaussian prior is rotationally symmetric. As a result, each of the hidden dimensions in a
flow model usually does not have a clear semantic meaning. By using a sparse prior, we demonstrate
the clear semantic meaning in the hidden latent space.
2 RELATED WORK
Some flow-based generative models also possess multi-scale latent space (Dinh et al., 2017; Kingma
& Dhariwal, 2018), and recently hierarchies of features have been utilized in Schirrmeister et al.
(2020), where the top-level feature is shown to perform strongly in out-of-distribution (OOD) detec-
tion task. Yet, previous models do not impose hard locality constraint in the multi-scale structure.
In Appendix F, difference between globally connected multi-scale flow and RG-Flow is discussed,
and semantic, meaningful receptive fields do not show up in the globally connected cases. Recently,
other more expressive bijective maps have been developed (Hoogeboom et al., 2019; Karami et al.,
2019; Durkan et al., 2019), and those methods can be incorporated into the proposed structure to
further improve expressiveness of RG-Flow.
Some other classes of generative models rely on a separate inference model to obtain the latent
representation. Examples include variational autoencoders (Kingma & Welling, 2014), adversarial
autoencoders (Makhzani et al., 2015), InfoGAN (Chen et al., 2016), and BiGAN (Donahue et al.,
2017; Dumoulin et al., 2017). Those techniques typically do not use hierarchical latent variables,
and the inference of latent variables is approximate. Notably, recent advances suggest that having
hierarchical latent variables may be beneficial (Vahdat & Kautz, 2020). In addition, the coarse-to-
fine fashion generation process has also been discussed in other generative models, such as laplacian
pyramid of adversarial networks (Denton et al., 2015), and the multiscale autoregressive models
(Reed et al., 2017).
Disentangled representations (Tenenbaum & Freeman, 2000; DiCarlo & Cox, 2007; Bengio et al.,
2013) during learning is another important aspect in understanding how a model generates images
(Higgins et al., 2018). Especially, disentangled high-level representations have been discussed and
improved from information theoretical principles (Cheung et al., 2015; Chen et al., 2016; 2018a;
Higgins et al., 2017; Kipf et al., 2020; Kim & Mnih, 2018; Locatello et al., 2019; Ramesh et al.,
2018). Apart from the high-level representations, the multi-scale structure also lies at the heart
of natural images. If a model can separate information of different scales, then the multi-scale
representations can be used to perform other tasks, such as style transfer (Gatys et al., 2016; Zhu
et al., 2017), face mixing (Karras et al., 2019; Gambardella et al., 2019; Karras et al., 2020), and
texture synthesis (Bergmann et al., 2017; Jetchev et al., 2016; Gatys et al., 2015; Johnson et al.,
2016; Ulyanov et al., 2016).
Typically, in flow-based generative models, Gaussian distribution is used as the prior for the la-
tent space. Due to the rotational symmetry of Gaussian prior, an arbitrary rotation of the latent
space would lead to the same likelihood if the bijective transformation is rich enough. Sparse prior
(Olshausen & Field, 1996; 1997; Hyva¨rinen & Oja, 2000) was proposed as an important tool for un-
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supervised learning and it leads to better explainability in various domains (Ainsworth et al., 2018;
Arora et al., 2018; Zhang et al., 2019). To break the symmetry of Gaussian prior and further improve
the interpret-ability, we introduce sparse priors to flow-based models. Please refer to Figure 9 for a
quick illustration on the difference between Gaussian prior and a sparse prior, where the sparse prior
leads to better disentanglement.
Renormalization group (RG) has a broad impact ranging from particle physics to statistical physics.
Apart from the analytical studies in field theories (Wilson, 1971; Fisher, 1998; Stanley, 1999), RG
has also been useful in numerically simulating quantum states. The multi-scale entanglement renor-
malization ansatz (MERA) (Vidal, 2008; Evenbly & Vidal, 2014) implements the hierarchical struc-
ture of RG in tensor networks to represent quantum states. The exact holographic mapping (EHM)
(Qi, 2013; Lee & Qi, 2016; You et al., 2016) further extends MERA to a bijective (unitary) flow
between latent product states and visible entangled states. Recently, Li & Wang (2018); Hu et al.
(2020) incorporates the MERA structure and deep neural networks to design a flow-base generative
model that allows machine to learn the EHM from statistical physics and quantum field theory ac-
tions. In quantum machine learning, recent development of quantum convolutional neural networks
also (Cong et al., 2019) utilize the MERA structure. The similarity between RG and deep learn-
ing has been discussed in several works (Be´ny, 2013; Mehta & Schwab, 2014; Be´ny & Osborne,
2015; Oprisa & Toth, 2017; Lin et al., 2017; Gan & Shu, 2017). The information theoretic objective
that guides machine-learning RG transforms are proposed in recent works (Koch-Janusz & Ringel,
2018; Hu et al., 2020; Lenggenhager et al., 2020). The meaning of the emergent latent space has
been related to quantum gravity (Swingle, 2012; Pastawski et al., 2015), which leads to the exciting
development of machine learning holography (You et al., 2018; Hashimoto et al., 2018; Hashimoto,
2019; Akutagawa et al., 2020; Hashimoto et al., 2020).
3 METHODS
Flow-based generative models. Flow-based generative models are a family of generative models
with tractable distributions, which allows efficient sampling and exact evaluation of the probability
density (Dinh et al., 2015; 2017; Kingma & Dhariwal, 2018; Chen et al., 2019). The key idea is
to build a bijective mapping G(z) = x between visible variables x and latent variables z. Visible
variables x are the data that we want to generate, which may follow a complicated probability
distribution. And latent variables z usually have simple distribution that can be easily sampled, for
example the i.i.d. Gaussian distribution. In this way, the data can be efficiently generated by first
sampling z and mapping them to x through x = G(z). In addition, we can get the probability
associated with each data sample x,
log pX(x) = log pZ(z)− log
∣∣∣∣∂G(z)∂z
∣∣∣∣ . (1)
The bijective mapping G(z) = x is usually composed as a series of bijectors, G(z) = G1 ◦ G2 ◦
· · ·◦Gn(z), such that each bijector layerGi has a tractable Jacobian determinant and can be inverted
efficiently. The two key ingredients in flow-based models are the design of the bijective mapping G
and the choice of the prior distribution pZ(z).
Structure of RG-Flow networks. Much of the prior research has focused on designing more pow-
erful bijective blocks for the generator G to improve its expressive power and to achieve better
approximations of complicated probability distributions. Here, we focus on designing the archi-
tecture that arranges the bijective blocks in a hierarchical structure to separate features of different
scales in the data and to disentangle latent representations.
Our design is motivated by the idea of RG in physics, which progressively separates the coarse-
grained data statistics from fine-grained statistics by local transformations at different scales. Let
x be the visible variables, or the input image (level-0), denoted as x(0) ≡ x. One step of the RG
transformation extracts the coarse-grained information to send to the next layer x(1) (level-1) and
splits out the rest of fine-grained information to variables z(0). The procedure can be described by
the following recursive equation (at level-h for example),
x(h+1), z(h) = Rh(x
(h)), (2)
which is illustrated in Fig. 1(a). dim(x(h+1)) + dim(z(h)) = dim(x(h)) and the RG transformation
Rh can be made invertible. At each level, the transformation Rh is a local bijective map, which will
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Figure 1: (a) The forward RG transformation splits out decimated features at different scales. (b)
The inverse RG transformation generates the fine-grained image from latent variables.
be constructed by stacking trainable bijective blocks. Its details will be specified soon. The split-out
features z(h) can be viewed as latent variables arranged at different scales. Then the inverse RG
transformation Gh ≡ R−1h simply generates the fine-grained image,
x(h) = R−1h (x
(h+1), z(h)) = Gh(x
(h+1), z(h)). (3)
The highest-level image x(hL) = GhL(z
(hL)) can be considered as generated directly from latent
variables z(hL) without referring to any higher-level coarse-grained image, where hL = log2 L −
log2m for the original image of size L×L with local transformations acting on kernel size m×m.
Therefore, given the latent variables z = {z(h)} at all levels h, the original image can be restored
by the following nested maps, as illustrated in Fig. 1(b),
x ≡ x(0) = G0(G1(G2(· · · , z(2)), z(1)), z(0)) ≡ G(z), (4)
where z = {z0, · · · , zhL}. RG-Flow is a flow-based generative model that uses the above compos-
ite bijective map G as the generator.
To model the RG transformation, we arrange the bijective blocks in a hierarchical network archi-
tecture. Fig. 2(a) shows the side view of the network, where each green or yellow block is a local
bijective map. Following the notation of MERA networks, the green blocks are the disentanglers,
which reparametrize local variables to reduce their correlations, and the yellow blocks are the deci-
mators, which separate the decimated features out as latent variables. The blue dots on the bottom
are the visible variables x from the data, and the red crosses are the latent variables z. We omit color
channels of the image in the illustration, since we keep the number of color channels unchanged
through the transformation.
Fig. 2(b) shows the top-down view of one step of the RG transformation. The green/yellow blocks
(disentanglers/decimators) are interwoven on top of each other. The covering area of a disentangler
or decimator is defined as the kernel sizem×m of the bijector. For example, in Fig. 2(b), the kernel
size is 4 × 4. After the decimator, three fourth of the degrees of freedom are decimated into latent
variables (red crosses in Fig. 2(a)), so the edge length of the image is halved. In terms of formula,
for the single-step RG transformation Rh, in each block (p, q) labeled by p, q = 0, 1, . . . , L2hm − 1,
the mapping from x(h) to (x(h+1), z(h)) is given by{
y
(h)
2h(mp+m2 +a,mq+
m
2 +b)
}
(a,b)∈1m
= Rdish
({
x
(h)
2h(mp+m2 +a,mq+
m
2 +b)
}
(a,b)∈1m
)
{
x
(h+1)
2h(mp+a,mq+b)
}
(a,b)∈2m
,
{
z
(h)
2h(mp+a,mq+b)
}
(a,b)∈1m/2m
=Rdech
({
y
(h)
2h(mp+a,mq+b)
}
(a,b)∈1m
)
,
(5)
where km = {(ka, kb) | a, b = 0, 1, . . . , mk − 1} denotes the set of pixels in a m×m square with
stride k. The notation x(h)(i,j) stands for the variable (a vector of all channels) at the pixel (i, j) and
at the RG level h (similarly for y and z variables). The disentanglers Rdish and decimators R
dec
h can
be any bijective neural network. Practically, We use the coupling layer proposed in the Real NVP
networks (Dinh et al., 2017) to build them, with a detailed description in Appendix A. By specifying
the RG transformation Rh = Rdech ◦Rdish above, the generator Gh ≡ R−1h is automatically specified
as the inverse transformation.
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Figure 2: Subplot (a) shows the side view of the network. Green/Yellow blocks denote the disentan-
glers/decimators, which are bijective maps. Subplot (b) shows the top-down view of the network.
The red area in the subplot (c) illustrates the generation causal cone for a latent variable. The blue
area in the subplot (d) ill strates the inference causal cone for a visible variable.
Training objectives. Aft r statistics has been decomposed into multiple scales, we would make the
latent features to be decoupled. So we assume that the latent variables z are independent random
variables, described by a factorized prior distribution
pZ(z) =
∏
l
p(zl), (6)
where l labels every element in z, including the RG level, the pixel position and the channel. This
prior gives the network the incentive to minimize the mutual information between latent variables.
This minimal bulk mutual information (minBMI) principle was previously proposed to be the infor-
mation theoretic principle that defines the RG transformation (Li & Wang (2018); Hu et al. (2020)).
Starting from a set of independent latent variables z, the generator G should build up correlations
locally at different scales, such that the multi-scale correlation structure can emerge in the resulting
image x to model the correlated probability distribution of the data. To achieve this goal, we should
maximize the log likelihood for x drawn from the data set. The loss function to minimize reads
L = −Ex∼pdata(x) log pX(x) = −Ex∼pdata(x)
(
log pZ(R(x)) + log
∣∣∣∣∂R(x)∂x
∣∣∣∣) , (7)
where R(x) ≡ G−1(x) = z denotes the RG transformation, which contains trainable parameters.
By optimizing the parameters, the network learns the optimal RG transformation from the data.
Receptive fields of latent variables. Due to the nature of local transformations in our hierarchical
network, we can define the generation causal cone for one latent variable to be the affected area
when that latent variable is changed. This is illustrated as the red cone in Fig. 2(c).
To visualize the latent space representation, we define the receptive field for a latent variable zl as
RFl = Ez∼pZ(z)
∂G(z)
∂zl
. (8)
The receptive field reflects the response of the generated image to an infinitesimal change of the
latent variable zl, averaged over pZ(z). Therefore, the receptive field of a latent variable is always
contained in its generation causal cone. Higher-level latent variables have larger receptive fields than
those of the lower-level ones. Especially, if the receptive fields of two latent variables do not overlap,
which is often the case for lower-level latent variables, they automatically become disentangled in
the representation.
Image inpainting and error correction. Another advantage of the network locality can be demon-
strated in the inpainting task. Similar to the generation causal cone, we can define the inference
causal cone shown as the blue cone in Fig. 2(d). If we perturb a pixel at the bottom of the blue cone,
all the latent variables within the blue cone will be affected, whereas the latent variables outside
the cone cannot be affected. One important property of the hyperbolic tree-like network is that the
higher level contains exponentially fewer latent variables. Even though the inference causal cone is
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expanding as we go into higher levels, the number of latent variables dilutes exponentially as well,
resulting in a constant number of latent variables covered by the inference causal cone on each level.
Therefore, if a small local region on an image is corrupted, only O(logL) latent variables need to
be modified, where L is the edge length of the entire image. While for globally connected networks,
all O(L2) latent variables have to be varied.
Sparse prior distribution. We have chosen to hard-code the RG information principle by using a
factorized prior distribution, i.e. pZ(z) =
∏
l p(zl). The common practice is to choose p(zl) to be
the standard Gaussian distribution, which is spherical symmetric. If we apply any rotation to z, the
distribution will remain the same. Therefore, one cannot avoid different features from being mixed
under the arbitrary rotation.
To overcome this issue, we use an anisotropic sparse prior distribution for pZ(z). In our implemen-
tation, we choose the Laplacian distribution p(zl) = 12b exp(−|zl|/b), which is sparser compared
to Gaussian distribution and breaks the spherical symmetry of the latent space. In Appendix C, we
show a two-dimensional pinwheel example to illustrate this intuition. This heuristic method will en-
courage the model to find more semantically meaningful representations by breaking the spherical
symmetry.
4 EXPERIMENTS
Experiment setup. We implement RG-Flow as shown in Fig. 2. In each of the disentan-
gler/decimator (green/yellow block in Fig. 2(a)), we use Real NVP coupling layers. Most of our
experiments use the human face dataset CelebA (Liu et al., 2015), and other experiments, such as
CIFAR-10 (Krizhevsky et al.), can be found in Appendix B. For CelebA dataset, we crop and scale
the images to 32×32. Details of the network and the training procedure can be found in Appendix A.
After training, the network learns to progressively generate finer-grained images, as shown in
Fig. 3(a). The colors in the coarse-grained images are not necessarily the same as those at the same
positions in the fine-grained images, because there is no constraint to prevent the RG transformation
from mixing color channels.
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Figure 3: Subplot (a) shows the progressive generation of images during the inverse RG. Subplot
(b) shows some receptive fields of latent variables from low level to high level. The strength of each
receptive field has been rescaled to unity for better visualization. Subplot (c) shows the statistics of
receptive field strength.
Receptive fields. To visualize the latent space representation, we calculate the receptive field for
each latent variable, and list some of them in Fig. 3(b). We can see the receptive size is small for
low-level variables and large for high-level ones, as indicated from the generation causal cone. In
the lowest level (h = 0), the receptive fields are merely small dots. In the second lowest level
(h = 1), small structures emerge, such as an eyebrow, an eye, a part of hair, etc. In the middle
level (h = 2), we can see eyebrows, eyes, forehead bang structure emerge. In the highest level
(h = 3), each receptive field grows to the whole image. We will investigate those explainable
latent representations in the next section. For comparison, we show receptive fields of Real NVP
6
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in Appendix F. Even though Real NVP has multi-scale structure, which is not locally constrained,
semantic representations at different scales do not emerge.
Learned features on different scales. In this section, we show that some of these emergent struc-
tures correspond to explainable latent features. Flow-based generative model is the maximal en-
coding procedure, because the core of flow-based generative model is bijective mapping, and it
preserves the dimensionality before and after the encoding. Usually, the images in the dataset live
on a low dimensional manifold, and we do not need to use all the dimensions to encode such data.
In Fig. 3(c) we show the statistics of the strength of receptive fields. We can see most of the latent
variables have receptive fields with relatively small strength, meaning that if we change the value
of those latent variables, the generated images will not be affected much. We focus on those latent
variables with receptive field strength greater than one, which have visible effects on the generated
images. We use h to label the RG level of latent variables, for example, the lowest-level latent vari-
ables have h = 0, whereas the highest-level latent variables have h = 4. In addition, we will focus
on h = 1 (low level), h = 2 (mid level), h = 3 (high level) latent variables. There are a few latent
variables with h = 0 that have visible effects, but their receptive fields are only small dots with no
emergent structures.
For high-level latent representations, we found in total 30 latent variables that have visible effects,
and six of them have been identified with disentangled and explainable meanings. Those factors
are gender, emotion, light angle, azimuth, hair color, and skin color. In Fig. 4(a), we plot the
effect of varying those six high-level variables, together with their receptive fields. For the mid-
level latent representations, we plot the four leading variables together with their receptive fields in
Fig. 4(b), and they control eye, eyebrow, upper right bang, and collar respectively. For the low-level
representations, some leading variables control one eyebrow and one eye as shown in Fig. 4(c). We
see them achieve better disentangled representations when their receptive fields do not overlap.
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Figure 4: Semantic factors found on different levels. Details can be found in Appendix B
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Figure 5: Images mixing in the hyperbolic tree-like latent space.
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Face mixing in scaling direction. Given two images xA and xB , the conventional image mixing
takes a linear combination between zA = G−1(xA) and zB = G−1(xB) by z = λzA + (1−λ)zB
with λ ∈ [0, 1] and generates the mixed image from x = G(z). In our model, latent variables z is
coordinated by the pixel position (i, j) and the RG level h. The direct access of the latent variable
z
(h)
(i,j) at each point enables us to mix the latent variables in a different manner, which may be dubbed
as a “hyperbolic mixing”. We consider mixing the large-scale (high-level) features of xA and the
small-scale (low-level) features of xB by combining their corresponding latent variables via
z(h) = Θh(λ)z
(h)
A + (1−Θh(λ)) z(h)B , (9)
where Θh(λ) is a mask with Θh(λ) = 1 if h ≥ λ, and Θh(λ) = 0 otherwise. The parameter λ
serves as a dividing line of the scales. As shown in Fig. 5(a), as we tune λ from 0 to 3, more low-
level information in the blonde-hair image is mixed with the high-level information of the black-hair
image. Especially when h = 3, we see the mixed face have similar eyes, nose, eyebrows, and mouth
as the blonde-hair image, while the high-level information, such as face orientation and hair color,
is taken from the black-hair image. In addition, this mixing is not symmetric under the interchange
of zA and zB , see Fig. 5(b) for comparison. This hyperbolic mixing achieves the similar effect of
StyleGAN (Karras et al., 2019; 2020) that we can take mid-level information from one image and
mix it with the high-level information of another image. In Fig. 5(c), we show more examples of
mixing two human faces.
Ground truth
Corrupted Image
RG-Flow
Real NVP
Ground truth
Corrupted Image
RG-Flow
Constrained 
Real NVP
Real NVP
Figure 6: Inpainting experiments for locally corrupted images.
Image inpainting and error correction. The existence of the inference causal cone ensures that
at most O(logL) latent variables will be affected, if we have a small local corrupted region to be
inpainted. In Fig. 6, we show that RG-Flow can faithfully recover the corrupted region (marked as
red) only using latent variables locating inside the inference causal cone, which are around one third
of all latent variables. For comparison, if we randomly pick the same number of latent variables to
modify in Real NVP, it fails to inpaint as shown in Fig. 6 (Constrained Real NVP). To achieve the
recovery of similar quality in Real NVP, as shown in Fig. 6 (Real NVP), all latent variables need to
be modified, which are of O(L2) order. See Appendix D for more details about the inpainting task.
5 DISCUSSION AND CONCLUSION
In this paper, we combine the idea of renormalization group and sparse prior distribution to design
RG-Flow, a probabilistic flow-based generative model. This versatile architecture can be incorpo-
rated with any bijective mapping to achieve an expressive flow-based generative model. We have
shown that RG-Flow can separate different scale information and encode them in latent variables
living on a hyperbolic tree. To visualize the latent encoding in RG-Flow, we defined the receptive
field for flow-based models in analogous to that in CNN. Taking CelebA dataset as our main exam-
ple, we have shown that RG-Flow will not only find high-level representations, but also mid-level
and low-level representations. The receptive field serves as a visual guidance for us to find explain-
able representations. In contrast, the semantic representations of mid-level and low-level structures
do not emerge in globally connected multi-scale flow models, such as Real NVP. We also show that
the latent representations can be mixed at different scales, which achieves an effect similar to style
mixing. In addition, we apply sparse prior distribution for latent variables to further disentangle
representations and make them more interpretable.
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In our model, if receptive fields of two latent representations do not overlap, they are naturally
disentangled. For high-level representations, we propose to utilize sparse prior to encourage dis-
entanglement. We find that if the dataset only contains a few high-level factors, such as the 3D
chair dataset (Aubry et al., 2014), it is hard to find explainable high-level disentangled representa-
tions. The redundant nature of the encoding from flow-based models also makes it harder to form
disentangled representation if the number of high-level factors is small. Incorporating information
theoretic criteria to disentangle high-level representations in the redundant coding scheme will be
an interesting future direction.
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<latexit sha1_base64="PsSe/lP4lshqgxZZtmcPIksCSJo=">AAAB7HicbVBNS8NAEJ3 Ur1q/qh69LLaCp5IUQY8FLx4rmLbQhrLZbtulm03YnYgl9Dd48aCIV3+QN/+N2zYHbX0w8Hhvhpl5YSKFQdf9dgobm1vbO8Xd0t7+weFR+fikZeJUM+6zWMa6E1LDpVDcR4GSdxLNaRR K3g4nt3O//ci1EbF6wGnCg4iOlBgKRtFKfvWpX6/2yxW35i5A1omXkwrkaPbLX71BzNKIK2SSGtP13ASDjGoUTPJZqZcanlA2oSPetVTRiJsgWxw7IxdWGZBhrG0pJAv190RGI2OmUWg 7I4pjs+rNxf+8borDmyATKkmRK7ZcNEwlwZjMPycDoTlDObWEMi3srYSNqaYMbT4lG4K3+vI6adVrnlvz7uuVxlUeRxHO4BwuwYNraMAdNMEHBgKe4RXeHOW8OO/Ox7K14OQzp/AHzucP wOmN7Q==</latexit><latexit sha1_base64="PsSe/lP4lshqgxZZtmcPIksCSJo=">AAAB7HicbVBNS8NAEJ3 Ur1q/qh69LLaCp5IUQY8FLx4rmLbQhrLZbtulm03YnYgl9Dd48aCIV3+QN/+N2zYHbX0w8Hhvhpl5YSKFQdf9dgobm1vbO8Xd0t7+weFR+fikZeJUM+6zWMa6E1LDpVDcR4GSdxLNaRR K3g4nt3O//ci1EbF6wGnCg4iOlBgKRtFKfvWpX6/2yxW35i5A1omXkwrkaPbLX71BzNKIK2SSGtP13ASDjGoUTPJZqZcanlA2oSPetVTRiJsgWxw7IxdWGZBhrG0pJAv190RGI2OmUWg 7I4pjs+rNxf+8borDmyATKkmRK7ZcNEwlwZjMPycDoTlDObWEMi3srYSNqaYMbT4lG4K3+vI6adVrnlvz7uuVxlUeRxHO4BwuwYNraMAdNMEHBgKe4RXeHOW8OO/Ox7K14OQzp/AHzucP wOmN7Q==</latexit><latexit sha1_base64="PsSe/lP4lshqgxZZtmcPIksCSJo=">AAAB7HicbVBNS8NAEJ3 Ur1q/qh69LLaCp5IUQY8FLx4rmLbQhrLZbtulm03YnYgl9Dd48aCIV3+QN/+N2zYHbX0w8Hhvhpl5YSKFQdf9dgobm1vbO8Xd0t7+weFR+fikZeJUM+6zWMa6E1LDpVDcR4GSdxLNaRR K3g4nt3O//ci1EbF6wGnCg4iOlBgKRtFKfvWpX6/2yxW35i5A1omXkwrkaPbLX71BzNKIK2SSGtP13ASDjGoUTPJZqZcanlA2oSPetVTRiJsgWxw7IxdWGZBhrG0pJAv190RGI2OmUWg 7I4pjs+rNxf+8borDmyATKkmRK7ZcNEwlwZjMPycDoTlDObWEMi3srYSNqaYMbT4lG4K3+vI6adVrnlvz7uuVxlUeRxHO4BwuwYNraMAdNMEHBgKe4RXeHOW8OO/Ox7K14OQzp/AHzucP wOmN7Q==</latexit><latexit sha1_base64="PsSe/lP4lshqgxZZtmcPIksCSJo=">AAAB7HicbVBNS8NAEJ3 Ur1q/qh69LLaCp5IUQY8FLx4rmLbQhrLZbtulm03YnYgl9Dd48aCIV3+QN/+N2zYHbX0w8Hhvhpl5YSKFQdf9dgobm1vbO8Xd0t7+weFR+fikZeJUM+6zWMa6E1LDpVDcR4GSdxLNaRR K3g4nt3O//ci1EbF6wGnCg4iOlBgKRtFKfvWpX6/2yxW35i5A1omXkwrkaPbLX71BzNKIK2SSGtP13ASDjGoUTPJZqZcanlA2oSPetVTRiJsgWxw7IxdWGZBhrG0pJAv190RGI2OmUWg 7I4pjs+rNxf+8borDmyATKkmRK7ZcNEwlwZjMPycDoTlDObWEMi3srYSNqaYMbT4lG4K3+vI6adVrnlvz7uuVxlUeRxHO4BwuwYNraMAdNMEHBgKe4RXeHOW8OO/Ox7K14OQzp/AHzucP wOmN7Q==</latexit>
es1(·)
<latexit sha1_base64="VquwW6VGmYCf4iM2Nxl6gKSAi00=">AAAB+XicbVBNS8NAEN3 4WetX1KOXYCvUS0mKoMeCF48V7Ae0MWw2m3bpZjfsTgol9J948aCIV/+JN/+N2zYHbX0w8Hhvhpl5YcqZBtf9tjY2t7Z3dkt75f2Dw6Nj++S0o2WmCG0TyaXqhVhTzgRtAwNOe6miOAk 57Ybju7nfnVClmRSPME2pn+ChYDEjGIwU2HaVPuU68GoDEkm4mlUDu+LW3QWcdeIVpIIKtAL7axBJkiVUAOFY677npuDnWAEjnM7Kg0zTFJMxHtK+oQInVPv54vKZc2mUyImlMiXAWai /J3KcaD1NQtOZYBjpVW8u/uf1M4hv/ZyJNAMqyHJRnHEHpDOPwYmYogT41BBMFDO3OmSEFSZgwiqbELzVl9dJp1H33Lr30Kg0r4s4SugcXaAa8tANaqJ71EJtRNAEPaNX9Gbl1ov1bn0s WzesYuYM/YH1+QMXm5KY</latexit><latexit sha1_base64="VquwW6VGmYCf4iM2Nxl6gKSAi00=">AAAB+XicbVBNS8NAEN3 4WetX1KOXYCvUS0mKoMeCF48V7Ae0MWw2m3bpZjfsTgol9J948aCIV/+JN/+N2zYHbX0w8Hhvhpl5YcqZBtf9tjY2t7Z3dkt75f2Dw6Nj++S0o2WmCG0TyaXqhVhTzgRtAwNOe6miOAk 57Ybju7nfnVClmRSPME2pn+ChYDEjGIwU2HaVPuU68GoDEkm4mlUDu+LW3QWcdeIVpIIKtAL7axBJkiVUAOFY677npuDnWAEjnM7Kg0zTFJMxHtK+oQInVPv54vKZc2mUyImlMiXAWai /J3KcaD1NQtOZYBjpVW8u/uf1M4hv/ZyJNAMqyHJRnHEHpDOPwYmYogT41BBMFDO3OmSEFSZgwiqbELzVl9dJp1H33Lr30Kg0r4s4SugcXaAa8tANaqJ71EJtRNAEPaNX9Gbl1ov1bn0s WzesYuYM/YH1+QMXm5KY</latexit><latexit sha1_base64="VquwW6VGmYCf4iM2Nxl6gKSAi00=">AAAB+XicbVBNS8NAEN3 4WetX1KOXYCvUS0mKoMeCF48V7Ae0MWw2m3bpZjfsTgol9J948aCIV/+JN/+N2zYHbX0w8Hhvhpl5YcqZBtf9tjY2t7Z3dkt75f2Dw6Nj++S0o2WmCG0TyaXqhVhTzgRtAwNOe6miOAk 57Ybju7nfnVClmRSPME2pn+ChYDEjGIwU2HaVPuU68GoDEkm4mlUDu+LW3QWcdeIVpIIKtAL7axBJkiVUAOFY677npuDnWAEjnM7Kg0zTFJMxHtK+oQInVPv54vKZc2mUyImlMiXAWai /J3KcaD1NQtOZYBjpVW8u/uf1M4hv/ZyJNAMqyHJRnHEHpDOPwYmYogT41BBMFDO3OmSEFSZgwiqbELzVl9dJp1H33Lr30Kg0r4s4SugcXaAa8tANaqJ71EJtRNAEPaNX9Gbl1ov1bn0s WzesYuYM/YH1+QMXm5KY</latexit><latexit sha1_base64="VquwW6VGmYCf4iM2Nxl6gKSAi00=">AAAB+XicbVBNS8NAEN3 4WetX1KOXYCvUS0mKoMeCF48V7Ae0MWw2m3bpZjfsTgol9J948aCIV/+JN/+N2zYHbX0w8Hhvhpl5YcqZBtf9tjY2t7Z3dkt75f2Dw6Nj++S0o2WmCG0TyaXqhVhTzgRtAwNOe6miOAk 57Ybju7nfnVClmRSPME2pn+ChYDEjGIwU2HaVPuU68GoDEkm4mlUDu+LW3QWcdeIVpIIKtAL7axBJkiVUAOFY677npuDnWAEjnM7Kg0zTFJMxHtK+oQInVPv54vKZc2mUyImlMiXAWai /J3KcaD1NQtOZYBjpVW8u/uf1M4hv/ZyJNAMqyHJRnHEHpDOPwYmYogT41BBMFDO3OmSEFSZgwiqbELzVl9dJp1H33Lr30Kg0r4s4SugcXaAa8tANaqJ71EJtRNAEPaNX9Gbl1ov1bn0s WzesYuYM/YH1+QMXm5KY</latexit>
es2(·)
<latexit sha1_base64="4P/Ym4ng4/xWfV6ArFnOB0m1oH0=">AAAB+XicbVBNS8NAEN3 4WetX1KOXYCvUS0mKoMeCF48V7Ae0MWw2m3bpZjfsTgol9J948aCIV/+JN/+N2zYHbX0w8Hhvhpl5YcqZBtf9tjY2t7Z3dkt75f2Dw6Nj++S0o2WmCG0TyaXqhVhTzgRtAwNOe6miOAk 57Ybju7nfnVClmRSPME2pn+ChYDEjGIwU2HaVPuU6aNQGJJJwNasGdsWtuws468QrSAUVaAX21yCSJEuoAMKx1n3PTcHPsQJGOJ2VB5mmKSZjPKR9QwVOqPbzxeUz59IokRNLZUqAs1B /T+Q40XqahKYzwTDSq95c/M/rZxDf+jkTaQZUkOWiOOMOSGcegxMxRQnwqSGYKGZudcgIK0zAhFU2IXirL6+TTqPuuXXvoVFpXhdxlNA5ukA15KEb1ET3qIXaiKAJekav6M3KrRfr3fpY tm5YxcwZ+gPr8wcZKJKZ</latexit><latexit sha1_base64="4P/Ym4ng4/xWfV6ArFnOB0m1oH0=">AAAB+XicbVBNS8NAEN3 4WetX1KOXYCvUS0mKoMeCF48V7Ae0MWw2m3bpZjfsTgol9J948aCIV/+JN/+N2zYHbX0w8Hhvhpl5YcqZBtf9tjY2t7Z3dkt75f2Dw6Nj++S0o2WmCG0TyaXqhVhTzgRtAwNOe6miOAk 57Ybju7nfnVClmRSPME2pn+ChYDEjGIwU2HaVPuU6aNQGJJJwNasGdsWtuws468QrSAUVaAX21yCSJEuoAMKx1n3PTcHPsQJGOJ2VB5mmKSZjPKR9QwVOqPbzxeUz59IokRNLZUqAs1B /T+Q40XqahKYzwTDSq95c/M/rZxDf+jkTaQZUkOWiOOMOSGcegxMxRQnwqSGYKGZudcgIK0zAhFU2IXirL6+TTqPuuXXvoVFpXhdxlNA5ukA15KEb1ET3qIXaiKAJekav6M3KrRfr3fpY tm5YxcwZ+gPr8wcZKJKZ</latexit><latexit sha1_base64="4P/Ym4ng4/xWfV6ArFnOB0m1oH0=">AAAB+XicbVBNS8NAEN3 4WetX1KOXYCvUS0mKoMeCF48V7Ae0MWw2m3bpZjfsTgol9J948aCIV/+JN/+N2zYHbX0w8Hhvhpl5YcqZBtf9tjY2t7Z3dkt75f2Dw6Nj++S0o2WmCG0TyaXqhVhTzgRtAwNOe6miOAk 57Ybju7nfnVClmRSPME2pn+ChYDEjGIwU2HaVPuU6aNQGJJJwNasGdsWtuws468QrSAUVaAX21yCSJEuoAMKx1n3PTcHPsQJGOJ2VB5mmKSZjPKR9QwVOqPbzxeUz59IokRNLZUqAs1B /T+Q40XqahKYzwTDSq95c/M/rZxDf+jkTaQZUkOWiOOMOSGcegxMxRQnwqSGYKGZudcgIK0zAhFU2IXirL6+TTqPuuXXvoVFpXhdxlNA5ukA15KEb1ET3qIXaiKAJekav6M3KrRfr3fpY tm5YxcwZ+gPr8wcZKJKZ</latexit><latexit sha1_base64="4P/Ym4ng4/xWfV6ArFnOB0m1oH0=">AAAB+XicbVBNS8NAEN3 4WetX1KOXYCvUS0mKoMeCF48V7Ae0MWw2m3bpZjfsTgol9J948aCIV/+JN/+N2zYHbX0w8Hhvhpl5YcqZBtf9tjY2t7Z3dkt75f2Dw6Nj++S0o2WmCG0TyaXqhVhTzgRtAwNOe6miOAk 57Ybju7nfnVClmRSPME2pn+ChYDEjGIwU2HaVPuU6aNQGJJJwNasGdsWtuws468QrSAUVaAX21yCSJEuoAMKx1n3PTcHPsQJGOJ2VB5mmKSZjPKR9QwVOqPbzxeUz59IokRNLZUqAs1B /T+Q40XqahKYzwTDSq95c/M/rZxDf+jkTaQZUkOWiOOMOSGcegxMxRQnwqSGYKGZudcgIK0zAhFU2IXirL6+TTqPuuXXvoVFpXhdxlNA5ukA15KEb1ET3qIXaiKAJekav6M3KrRfr3fpY tm5YxcwZ+gPr8wcZKJKZ</latexit>
t1(·)
<latexit sha1_base64="qSazR9Lx3PvtkNsXFgAgn4IBJ78=">AAAB83icbVBNS8NAEN3 Ur1q/qh69LLZCvZSkCHosePFYwdZCE8pms2mXbnbD7kQooX/DiwdFvPpnvPlv3LY5aOuDgcd7M8zMC1PBDbjut1Pa2Nza3invVvb2Dw6PqscnPaMyTVmXKqF0PySGCS5ZFzgI1k81I0k o2GM4uZ37j09MG67kA0xTFiRkJHnMKQEr+XUYeg2fRgou68NqzW26C+B14hWkhgp0htUvP1I0S5gEKogxA89NIciJBk4Fm1X8zLCU0AkZsYGlkiTMBPni5hm+sEqEY6VtScAL9fdEThJ jpkloOxMCY7PqzcX/vEEG8U2Qc5lmwCRdLoozgUHheQA44ppREFNLCNXc3orpmGhCwcZUsSF4qy+vk16r6blN775Va18VcZTRGTpHDeSha9RGd6iDuoiiFD2jV/TmZM6L8+58LFtLTjFz iv7A+fwBWUKQhQ==</latexit><latexit sha1_base64="qSazR9Lx3PvtkNsXFgAgn4IBJ78=">AAAB83icbVBNS8NAEN3 Ur1q/qh69LLZCvZSkCHosePFYwdZCE8pms2mXbnbD7kQooX/DiwdFvPpnvPlv3LY5aOuDgcd7M8zMC1PBDbjut1Pa2Nza3invVvb2Dw6PqscnPaMyTVmXKqF0PySGCS5ZFzgI1k81I0k o2GM4uZ37j09MG67kA0xTFiRkJHnMKQEr+XUYeg2fRgou68NqzW26C+B14hWkhgp0htUvP1I0S5gEKogxA89NIciJBk4Fm1X8zLCU0AkZsYGlkiTMBPni5hm+sEqEY6VtScAL9fdEThJ jpkloOxMCY7PqzcX/vEEG8U2Qc5lmwCRdLoozgUHheQA44ppREFNLCNXc3orpmGhCwcZUsSF4qy+vk16r6blN775Va18VcZTRGTpHDeSha9RGd6iDuoiiFD2jV/TmZM6L8+58LFtLTjFz iv7A+fwBWUKQhQ==</latexit><latexit sha1_base64="qSazR9Lx3PvtkNsXFgAgn4IBJ78=">AAAB83icbVBNS8NAEN3 Ur1q/qh69LLZCvZSkCHosePFYwdZCE8pms2mXbnbD7kQooX/DiwdFvPpnvPlv3LY5aOuDgcd7M8zMC1PBDbjut1Pa2Nza3invVvb2Dw6PqscnPaMyTVmXKqF0PySGCS5ZFzgI1k81I0k o2GM4uZ37j09MG67kA0xTFiRkJHnMKQEr+XUYeg2fRgou68NqzW26C+B14hWkhgp0htUvP1I0S5gEKogxA89NIciJBk4Fm1X8zLCU0AkZsYGlkiTMBPni5hm+sEqEY6VtScAL9fdEThJ jpkloOxMCY7PqzcX/vEEG8U2Qc5lmwCRdLoozgUHheQA44ppREFNLCNXc3orpmGhCwcZUsSF4qy+vk16r6blN775Va18VcZTRGTpHDeSha9RGd6iDuoiiFD2jV/TmZM6L8+58LFtLTjFz iv7A+fwBWUKQhQ==</latexit><latexit sha1_base64="qSazR9Lx3PvtkNsXFgAgn4IBJ78=">AAAB83icbVBNS8NAEN3 Ur1q/qh69LLZCvZSkCHosePFYwdZCE8pms2mXbnbD7kQooX/DiwdFvPpnvPlv3LY5aOuDgcd7M8zMC1PBDbjut1Pa2Nza3invVvb2Dw6PqscnPaMyTVmXKqF0PySGCS5ZFzgI1k81I0k o2GM4uZ37j09MG67kA0xTFiRkJHnMKQEr+XUYeg2fRgou68NqzW26C+B14hWkhgp0htUvP1I0S5gEKogxA89NIciJBk4Fm1X8zLCU0AkZsYGlkiTMBPni5hm+sEqEY6VtScAL9fdEThJ jpkloOxMCY7PqzcX/vEEG8U2Qc5lmwCRdLoozgUHheQA44ppREFNLCNXc3orpmGhCwcZUsSF4qy+vk16r6blN775Va18VcZTRGTpHDeSha9RGd6iDuoiiFD2jV/TmZM6L8+58LFtLTjFz iv7A+fwBWUKQhQ==</latexit>
t2(·)
<latexit sha1_base64="t1jJwLdgdW1PggUDIv6wgkSYU2M=">AAAB83icbVBNS8NAEN3 Ur1q/qh69LLZCvZSkCHosePFYwdZCE8pms2mXbnbD7kQooX/DiwdFvPpnvPlv3LY5aOuDgcd7M8zMC1PBDbjut1Pa2Nza3invVvb2Dw6PqscnPaMyTVmXKqF0PySGCS5ZFzgI1k81I0k o2GM4uZ37j09MG67kA0xTFiRkJHnMKQEr+XUYtho+jRRc1ofVmtt0F8DrxCtIDRXoDKtffqRoljAJVBBjBp6bQpATDZwKNqv4mWEpoRMyYgNLJUmYCfLFzTN8YZUIx0rbkoAX6u+JnCT GTJPQdiYExmbVm4v/eYMM4psg5zLNgEm6XBRnAoPC8wBwxDWjIKaWEKq5vRXTMdGEgo2pYkPwVl9eJ71W03Ob3n2r1r4q4iijM3SOGshD16iN7lAHdRFFKXpGr+jNyZwX5935WLaWnGLm FP2B8/kDWs6Qhg==</latexit><latexit sha1_base64="t1jJwLdgdW1PggUDIv6wgkSYU2M=">AAAB83icbVBNS8NAEN3 Ur1q/qh69LLZCvZSkCHosePFYwdZCE8pms2mXbnbD7kQooX/DiwdFvPpnvPlv3LY5aOuDgcd7M8zMC1PBDbjut1Pa2Nza3invVvb2Dw6PqscnPaMyTVmXKqF0PySGCS5ZFzgI1k81I0k o2GM4uZ37j09MG67kA0xTFiRkJHnMKQEr+XUYtho+jRRc1ofVmtt0F8DrxCtIDRXoDKtffqRoljAJVBBjBp6bQpATDZwKNqv4mWEpoRMyYgNLJUmYCfLFzTN8YZUIx0rbkoAX6u+JnCT GTJPQdiYExmbVm4v/eYMM4psg5zLNgEm6XBRnAoPC8wBwxDWjIKaWEKq5vRXTMdGEgo2pYkPwVl9eJ71W03Ob3n2r1r4q4iijM3SOGshD16iN7lAHdRFFKXpGr+jNyZwX5935WLaWnGLm FP2B8/kDWs6Qhg==</latexit><latexit sha1_base64="t1jJwLdgdW1PggUDIv6wgkSYU2M=">AAAB83icbVBNS8NAEN3 Ur1q/qh69LLZCvZSkCHosePFYwdZCE8pms2mXbnbD7kQooX/DiwdFvPpnvPlv3LY5aOuDgcd7M8zMC1PBDbjut1Pa2Nza3invVvb2Dw6PqscnPaMyTVmXKqF0PySGCS5ZFzgI1k81I0k o2GM4uZ37j09MG67kA0xTFiRkJHnMKQEr+XUYtho+jRRc1ofVmtt0F8DrxCtIDRXoDKtffqRoljAJVBBjBp6bQpATDZwKNqv4mWEpoRMyYgNLJUmYCfLFzTN8YZUIx0rbkoAX6u+JnCT GTJPQdiYExmbVm4v/eYMM4psg5zLNgEm6XBRnAoPC8wBwxDWjIKaWEKq5vRXTMdGEgo2pYkPwVl9eJ71W03Ob3n2r1r4q4iijM3SOGshD16iN7lAHdRFFKXpGr+jNyZwX5935WLaWnGLm FP2B8/kDWs6Qhg==</latexit><latexit sha1_base64="t1jJwLdgdW1PggUDIv6wgkSYU2M=">AAAB83icbVBNS8NAEN3 Ur1q/qh69LLZCvZSkCHosePFYwdZCE8pms2mXbnbD7kQooX/DiwdFvPpnvPlv3LY5aOuDgcd7M8zMC1PBDbjut1Pa2Nza3invVvb2Dw6PqscnPaMyTVmXKqF0PySGCS5ZFzgI1k81I0k o2GM4uZ37j09MG67kA0xTFiRkJHnMKQEr+XUYtho+jRRc1ofVmtt0F8DrxCtIDRXoDKtffqRoljAJVBBjBp6bQpATDZwKNqv4mWEpoRMyYgNLJUmYCfLFzTN8YZUIx0rbkoAX6u+JnCT GTJPQdiYExmbVm4v/eYMM4psg5zLNgEm6XBRnAoPC8wBwxDWjIKaWEKq5vRXTMdGEgo2pYkPwVl9eJ71W03Ob3n2r1r4q4iijM3SOGshD16iN7lAHdRFFKXpGr+jNyZwX5935WLaWnGLm FP2B8/kDWs6Qhg==</latexit>
⇥
<latexit sha1_base64="6d1wEuPA1pGe0oyg1MqJd9Lj2Fg=">AAAB73icbVBNS8NAEJ3 Ur1q/qh69LLaCp5IUQY8FLx4r2A9oQ9lsN+3SzSbuToQS+ie8eFDEq3/Hm//GbZuDtj4YeLw3w8y8IJHCoOt+O4WNza3tneJuaW//4PCofHzSNnGqGW+xWMa6G1DDpVC8hQIl7yaa0yi QvBNMbud+54lrI2L1gNOE+xEdKREKRtFK3WofRcRNdVCuuDV3AbJOvJxUIEdzUP7qD2OWRlwhk9SYnucm6GdUo2CSz0r91PCEsgkd8Z6litotfra4d0YurDIkYaxtKSQL9fdERiNjplF gOyOKY7PqzcX/vF6K4Y2fCZWkyBVbLgpTSTAm8+fJUGjOUE4toUwLeythY6opQxtRyYbgrb68Ttr1mufWvPt6pXGVx1GEMziHS/DgGhpwB01oAQMJz/AKb86j8+K8Ox/L1oKTz5zCHzif P2vcj4A=</latexit><latexit sha1_base64="6d1wEuPA1pGe0oyg1MqJd9Lj2Fg=">AAAB73icbVBNS8NAEJ3 Ur1q/qh69LLaCp5IUQY8FLx4r2A9oQ9lsN+3SzSbuToQS+ie8eFDEq3/Hm//GbZuDtj4YeLw3w8y8IJHCoOt+O4WNza3tneJuaW//4PCofHzSNnGqGW+xWMa6G1DDpVC8hQIl7yaa0yi QvBNMbud+54lrI2L1gNOE+xEdKREKRtFK3WofRcRNdVCuuDV3AbJOvJxUIEdzUP7qD2OWRlwhk9SYnucm6GdUo2CSz0r91PCEsgkd8Z6litotfra4d0YurDIkYaxtKSQL9fdERiNjplF gOyOKY7PqzcX/vF6K4Y2fCZWkyBVbLgpTSTAm8+fJUGjOUE4toUwLeythY6opQxtRyYbgrb68Ttr1mufWvPt6pXGVx1GEMziHS/DgGhpwB01oAQMJz/AKb86j8+K8Ox/L1oKTz5zCHzif P2vcj4A=</latexit><latexit sha1_base64="6d1wEuPA1pGe0oyg1MqJd9Lj2Fg=">AAAB73icbVBNS8NAEJ3 Ur1q/qh69LLaCp5IUQY8FLx4r2A9oQ9lsN+3SzSbuToQS+ie8eFDEq3/Hm//GbZuDtj4YeLw3w8y8IJHCoOt+O4WNza3tneJuaW//4PCofHzSNnGqGW+xWMa6G1DDpVC8hQIl7yaa0yi QvBNMbud+54lrI2L1gNOE+xEdKREKRtFK3WofRcRNdVCuuDV3AbJOvJxUIEdzUP7qD2OWRlwhk9SYnucm6GdUo2CSz0r91PCEsgkd8Z6litotfra4d0YurDIkYaxtKSQL9fdERiNjplF gOyOKY7PqzcX/vF6K4Y2fCZWkyBVbLgpTSTAm8+fJUGjOUE4toUwLeythY6opQxtRyYbgrb68Ttr1mufWvPt6pXGVx1GEMziHS/DgGhpwB01oAQMJz/AKb86j8+K8Ox/L1oKTz5zCHzif P2vcj4A=</latexit><latexit sha1_base64="6d1wEuPA1pGe0oyg1MqJd9Lj2Fg=">AAAB73icbVBNS8NAEJ3 Ur1q/qh69LLaCp5IUQY8FLx4r2A9oQ9lsN+3SzSbuToQS+ie8eFDEq3/Hm//GbZuDtj4YeLw3w8y8IJHCoOt+O4WNza3tneJuaW//4PCofHzSNnGqGW+xWMa6G1DDpVC8hQIl7yaa0yi QvBNMbud+54lrI2L1gNOE+xEdKREKRtFK3WofRcRNdVCuuDV3AbJOvJxUIEdzUP7qD2OWRlwhk9SYnucm6GdUo2CSz0r91PCEsgkd8Z6litotfra4d0YurDIkYaxtKSQL9fdERiNjplF gOyOKY7PqzcX/vF6K4Y2fCZWkyBVbLgpTSTAm8+fJUGjOUE4toUwLeythY6opQxtRyYbgrb68Ttr1mufWvPt6pXGVx1GEMziHS/DgGhpwB01oAQMJz/AKb86j8+K8Ox/L1oKTz5zCHzif P2vcj4A=</latexit>
⇥
<latexit sha1_base64="6d1wEuPA1pGe0oyg1MqJd9Lj2Fg=">AAAB73icbVBNS8NAEJ3 Ur1q/qh69LLaCp5IUQY8FLx4r2A9oQ9lsN+3SzSbuToQS+ie8eFDEq3/Hm//GbZuDtj4YeLw3w8y8IJHCoOt+O4WNza3tneJuaW//4PCofHzSNnGqGW+xWMa6G1DDpVC8hQIl7yaa0yi QvBNMbud+54lrI2L1gNOE+xEdKREKRtFK3WofRcRNdVCuuDV3AbJOvJxUIEdzUP7qD2OWRlwhk9SYnucm6GdUo2CSz0r91PCEsgkd8Z6litotfra4d0YurDIkYaxtKSQL9fdERiNjplF gOyOKY7PqzcX/vF6K4Y2fCZWkyBVbLgpTSTAm8+fJUGjOUE4toUwLeythY6opQxtRyYbgrb68Ttr1mufWvPt6pXGVx1GEMziHS/DgGhpwB01oAQMJz/AKb86j8+K8Ox/L1oKTz5zCHzif P2vcj4A=</latexit><latexit sha1_base64="6d1wEuPA1pGe0oyg1MqJd9Lj2Fg=">AAAB73icbVBNS8NAEJ3 Ur1q/qh69LLaCp5IUQY8FLx4r2A9oQ9lsN+3SzSbuToQS+ie8eFDEq3/Hm//GbZuDtj4YeLw3w8y8IJHCoOt+O4WNza3tneJuaW//4PCofHzSNnGqGW+xWMa6G1DDpVC8hQIl7yaa0yi QvBNMbud+54lrI2L1gNOE+xEdKREKRtFK3WofRcRNdVCuuDV3AbJOvJxUIEdzUP7qD2OWRlwhk9SYnucm6GdUo2CSz0r91PCEsgkd8Z6litotfra4d0YurDIkYaxtKSQL9fdERiNjplF gOyOKY7PqzcX/vF6K4Y2fCZWkyBVbLgpTSTAm8+fJUGjOUE4toUwLeythY6opQxtRyYbgrb68Ttr1mufWvPt6pXGVx1GEMziHS/DgGhpwB01oAQMJz/AKb86j8+K8Ox/L1oKTz5zCHzif P2vcj4A=</latexit><latexit sha1_base64="6d1wEuPA1pGe0oyg1MqJd9Lj2Fg=">AAAB73icbVBNS8NAEJ3 Ur1q/qh69LLaCp5IUQY8FLx4r2A9oQ9lsN+3SzSbuToQS+ie8eFDEq3/Hm//GbZuDtj4YeLw3w8y8IJHCoOt+O4WNza3tneJuaW//4PCofHzSNnGqGW+xWMa6G1DDpVC8hQIl7yaa0yi QvBNMbud+54lrI2L1gNOE+xEdKREKRtFK3WofRcRNdVCuuDV3AbJOvJxUIEdzUP7qD2OWRlwhk9SYnucm6GdUo2CSz0r91PCEsgkd8Z6litotfra4d0YurDIkYaxtKSQL9fdERiNjplF gOyOKY7PqzcX/vF6K4Y2fCZWkyBVbLgpTSTAm8+fJUGjOUE4toUwLeythY6opQxtRyYbgrb68Ttr1mufWvPt6pXGVx1GEMziHS/DgGhpwB01oAQMJz/AKb86j8+K8Ox/L1oKTz5zCHzif P2vcj4A=</latexit><latexit sha1_base64="6d1wEuPA1pGe0oyg1MqJd9Lj2Fg=">AAAB73icbVBNS8NAEJ3 Ur1q/qh69LLaCp5IUQY8FLx4r2A9oQ9lsN+3SzSbuToQS+ie8eFDEq3/Hm//GbZuDtj4YeLw3w8y8IJHCoOt+O4WNza3tneJuaW//4PCofHzSNnGqGW+xWMa6G1DDpVC8hQIl7yaa0yi QvBNMbud+54lrI2L1gNOE+xEdKREKRtFK3WofRcRNdVCuuDV3AbJOvJxUIEdzUP7qD2OWRlwhk9SYnucm6GdUo2CSz0r91PCEsgkd8Z6litotfra4d0YurDIkYaxtKSQL9fdERiNjplF gOyOKY7PqzcX/vF6K4Y2fCZWkyBVbLgpTSTAm8+fJUGjOUE4toUwLeythY6opQxtRyYbgrb68Ttr1mufWvPt6pXGVx1GEMziHS/DgGhpwB01oAQMJz/AKb86j8+K8Ox/L1oKTz5zCHzif P2vcj4A=</latexit>
+
<latexit sha1_base64="DHgmEBS7JeeZZorovrT8ZhM+CD8=">AAAB6nicbVBNS8NAEJ3 4WetX1aOXxVYQhJIUQY8FLx4r2g9oQ9lsN+3SzSbsToQS+hO8eFDEq7/Im//GbZuDtj4YeLw3w8y8IJHCoOt+O2vrG5tb24Wd4u7e/sFh6ei4ZeJUM95ksYx1J6CGS6F4EwVK3kk0p1E geTsY38789hPXRsTqEScJ9yM6VCIUjKKVHiqXlX6p7FbdOcgq8XJShhyNfumrN4hZGnGFTFJjup6boJ9RjYJJPi32UsMTysZ0yLuWKhpx42fzU6fk3CoDEsbalkIyV39PZDQyZhIFtjO iODLL3kz8z+umGN74mVBJilyxxaIwlQRjMvubDITmDOXEEsq0sLcSNqKaMrTpFG0I3vLLq6RVq3pu1buvletXeRwFOIUzuAAPrqEOd9CAJjAYwjO8wpsjnRfn3flYtK45+cwJ/IHz+QMk G4z7</latexit><latexit sha1_base64="DHgmEBS7JeeZZorovrT8ZhM+CD8=">AAAB6nicbVBNS8NAEJ3 4WetX1aOXxVYQhJIUQY8FLx4r2g9oQ9lsN+3SzSbsToQS+hO8eFDEq7/Im//GbZuDtj4YeLw3w8y8IJHCoOt+O2vrG5tb24Wd4u7e/sFh6ei4ZeJUM95ksYx1J6CGS6F4EwVK3kk0p1E geTsY38789hPXRsTqEScJ9yM6VCIUjKKVHiqXlX6p7FbdOcgq8XJShhyNfumrN4hZGnGFTFJjup6boJ9RjYJJPi32UsMTysZ0yLuWKhpx42fzU6fk3CoDEsbalkIyV39PZDQyZhIFtjO iODLL3kz8z+umGN74mVBJilyxxaIwlQRjMvubDITmDOXEEsq0sLcSNqKaMrTpFG0I3vLLq6RVq3pu1buvletXeRwFOIUzuAAPrqEOd9CAJjAYwjO8wpsjnRfn3flYtK45+cwJ/IHz+QMk G4z7</latexit><latexit sha1_base64="DHgmEBS7JeeZZorovrT8ZhM+CD8=">AAAB6nicbVBNS8NAEJ3 4WetX1aOXxVYQhJIUQY8FLx4r2g9oQ9lsN+3SzSbsToQS+hO8eFDEq7/Im//GbZuDtj4YeLw3w8y8IJHCoOt+O2vrG5tb24Wd4u7e/sFh6ei4ZeJUM95ksYx1J6CGS6F4EwVK3kk0p1E geTsY38789hPXRsTqEScJ9yM6VCIUjKKVHiqXlX6p7FbdOcgq8XJShhyNfumrN4hZGnGFTFJjup6boJ9RjYJJPi32UsMTysZ0yLuWKhpx42fzU6fk3CoDEsbalkIyV39PZDQyZhIFtjO iODLL3kz8z+umGN74mVBJilyxxaIwlQRjMvubDITmDOXEEsq0sLcSNqKaMrTpFG0I3vLLq6RVq3pu1buvletXeRwFOIUzuAAPrqEOd9CAJjAYwjO8wpsjnRfn3flYtK45+cwJ/IHz+QMk G4z7</latexit><latexit sha1_base64="DHgmEBS7JeeZZorovrT8ZhM+CD8=">AAAB6nicbVBNS8NAEJ3 4WetX1aOXxVYQhJIUQY8FLx4r2g9oQ9lsN+3SzSbsToQS+hO8eFDEq7/Im//GbZuDtj4YeLw3w8y8IJHCoOt+O2vrG5tb24Wd4u7e/sFh6ei4ZeJUM95ksYx1J6CGS6F4EwVK3kk0p1E geTsY38789hPXRsTqEScJ9yM6VCIUjKKVHiqXlX6p7FbdOcgq8XJShhyNfumrN4hZGnGFTFJjup6boJ9RjYJJPi32UsMTysZ0yLuWKhpx42fzU6fk3CoDEsbalkIyV39PZDQyZhIFtjO iODLL3kz8z+umGN74mVBJilyxxaIwlQRjMvubDITmDOXEEsq0sLcSNqKaMrTpFG0I3vLLq6RVq3pu1buvletXeRwFOIUzuAAPrqEOd9CAJjAYwjO8wpsjnRfn3flYtK45+cwJ/IHz+QMk G4z7</latexit>
+
<latexit sha1_base64="DHgmEBS7JeeZZorovrT8ZhM+CD8=">AAAB6nicbVBNS8NAEJ3 4WetX1aOXxVYQhJIUQY8FLx4r2g9oQ9lsN+3SzSbsToQS+hO8eFDEq7/Im//GbZuDtj4YeLw3w8y8IJHCoOt+O2vrG5tb24Wd4u7e/sFh6ei4ZeJUM95ksYx1J6CGS6F4EwVK3kk0p1E geTsY38789hPXRsTqEScJ9yM6VCIUjKKVHiqXlX6p7FbdOcgq8XJShhyNfumrN4hZGnGFTFJjup6boJ9RjYJJPi32UsMTysZ0yLuWKhpx42fzU6fk3CoDEsbalkIyV39PZDQyZhIFtjO iODLL3kz8z+umGN74mVBJilyxxaIwlQRjMvubDITmDOXEEsq0sLcSNqKaMrTpFG0I3vLLq6RVq3pu1buvletXeRwFOIUzuAAPrqEOd9CAJjAYwjO8wpsjnRfn3flYtK45+cwJ/IHz+QMk G4z7</latexit><latexit sha1_base64="DHgmEBS7JeeZZorovrT8ZhM+CD8=">AAAB6nicbVBNS8NAEJ3 4WetX1aOXxVYQhJIUQY8FLx4r2g9oQ9lsN+3SzSbsToQS+hO8eFDEq7/Im//GbZuDtj4YeLw3w8y8IJHCoOt+O2vrG5tb24Wd4u7e/sFh6ei4ZeJUM95ksYx1J6CGS6F4EwVK3kk0p1E geTsY38789hPXRsTqEScJ9yM6VCIUjKKVHiqXlX6p7FbdOcgq8XJShhyNfumrN4hZGnGFTFJjup6boJ9RjYJJPi32UsMTysZ0yLuWKhpx42fzU6fk3CoDEsbalkIyV39PZDQyZhIFtjO iODLL3kz8z+umGN74mVBJilyxxaIwlQRjMvubDITmDOXEEsq0sLcSNqKaMrTpFG0I3vLLq6RVq3pu1buvletXeRwFOIUzuAAPrqEOd9CAJjAYwjO8wpsjnRfn3flYtK45+cwJ/IHz+QMk G4z7</latexit><latexit sha1_base64="DHgmEBS7JeeZZorovrT8ZhM+CD8=">AAAB6nicbVBNS8NAEJ3 4WetX1aOXxVYQhJIUQY8FLx4r2g9oQ9lsN+3SzSbsToQS+hO8eFDEq7/Im//GbZuDtj4YeLw3w8y8IJHCoOt+O2vrG5tb24Wd4u7e/sFh6ei4ZeJUM95ksYx1J6CGS6F4EwVK3kk0p1E geTsY38789hPXRsTqEScJ9yM6VCIUjKKVHiqXlX6p7FbdOcgq8XJShhyNfumrN4hZGnGFTFJjup6boJ9RjYJJPi32UsMTysZ0yLuWKhpx42fzU6fk3CoDEsbalkIyV39PZDQyZhIFtjO iODLL3kz8z+umGN74mVBJilyxxaIwlQRjMvubDITmDOXEEsq0sLcSNqKaMrTpFG0I3vLLq6RVq3pu1buvletXeRwFOIUzuAAPrqEOd9CAJjAYwjO8wpsjnRfn3flYtK45+cwJ/IHz+QMk G4z7</latexit><latexit sha1_base64="DHgmEBS7JeeZZorovrT8ZhM+CD8=">AAAB6nicbVBNS8NAEJ3 4WetX1aOXxVYQhJIUQY8FLx4r2g9oQ9lsN+3SzSbsToQS+hO8eFDEq7/Im//GbZuDtj4YeLw3w8y8IJHCoOt+O2vrG5tb24Wd4u7e/sFh6ei4ZeJUM95ksYx1J6CGS6F4EwVK3kk0p1E geTsY38789hPXRsTqEScJ9yM6VCIUjKKVHiqXlX6p7FbdOcgq8XJShhyNfumrN4hZGnGFTFJjup6boJ9RjYJJPi32UsMTysZ0yLuWKhpx42fzU6fk3CoDEsbalkIyV39PZDQyZhIFtjO iODLL3kz8z+umGN74mVBJilyxxaIwlQRjMvubDITmDOXEEsq0sLcSNqKaMrTpFG0I3vLLq6RVq3pu1buvletXeRwFOIUzuAAPrqEOd9CAJjAYwjO8wpsjnRfn3flYtK45+cwJ/IHz+QMk G4z7</latexit>
x
0
1
<latexit sha1_base64="GVW+xL0zHUNrlB9mb1EXYEDK1Wk=">AAAB8HicbVBNTwIxEJ3 FL8Qv1KOXRjB6IruERI8kXjxiIh8GVtItXWhou5u2ayQbfoUXDxrj1Z/jzX9jgT0o+JJJXt6bycy8IOZMG9f9dnJr6xubW/ntws7u3v5B8fCopaNEEdokEY9UJ8CaciZp0zDDaSdWFIu A03Ywvp757UeqNIvknZnE1Bd4KFnICDZWui8/9b2H9Hxa7hdLbsWdA60SLyMlyNDoF796g4gkgkpDONa667mx8VOsDCOcTgu9RNMYkzEe0q6lEguq/XR+8BSdWWWAwkjZkgbN1d8TKRZ aT0RgOwU2I73szcT/vG5iwis/ZTJODJVksShMODIRmn2PBkxRYvjEEkwUs7ciMsIKE2MzKtgQvOWXV0mrWvHcindbLdVrWRx5OIFTuAAPLqEON9CAJhAQ8Ayv8OYo58V5dz4WrTknmzmG P3A+fwCdJY+R</latexit><latexit sha1_base64="GVW+xL0zHUNrlB9mb1EXYEDK1Wk=">AAAB8HicbVBNTwIxEJ3 FL8Qv1KOXRjB6IruERI8kXjxiIh8GVtItXWhou5u2ayQbfoUXDxrj1Z/jzX9jgT0o+JJJXt6bycy8IOZMG9f9dnJr6xubW/ntws7u3v5B8fCopaNEEdokEY9UJ8CaciZp0zDDaSdWFIu A03Ywvp757UeqNIvknZnE1Bd4KFnICDZWui8/9b2H9Hxa7hdLbsWdA60SLyMlyNDoF796g4gkgkpDONa667mx8VOsDCOcTgu9RNMYkzEe0q6lEguq/XR+8BSdWWWAwkjZkgbN1d8TKRZ aT0RgOwU2I73szcT/vG5iwis/ZTJODJVksShMODIRmn2PBkxRYvjEEkwUs7ciMsIKE2MzKtgQvOWXV0mrWvHcindbLdVrWRx5OIFTuAAPLqEON9CAJhAQ8Ayv8OYo58V5dz4WrTknmzmG P3A+fwCdJY+R</latexit><latexit sha1_base64="GVW+xL0zHUNrlB9mb1EXYEDK1Wk=">AAAB8HicbVBNTwIxEJ3 FL8Qv1KOXRjB6IruERI8kXjxiIh8GVtItXWhou5u2ayQbfoUXDxrj1Z/jzX9jgT0o+JJJXt6bycy8IOZMG9f9dnJr6xubW/ntws7u3v5B8fCopaNEEdokEY9UJ8CaciZp0zDDaSdWFIu A03Ywvp757UeqNIvknZnE1Bd4KFnICDZWui8/9b2H9Hxa7hdLbsWdA60SLyMlyNDoF796g4gkgkpDONa667mx8VOsDCOcTgu9RNMYkzEe0q6lEguq/XR+8BSdWWWAwkjZkgbN1d8TKRZ aT0RgOwU2I73szcT/vG5iwis/ZTJODJVksShMODIRmn2PBkxRYvjEEkwUs7ciMsIKE2MzKtgQvOWXV0mrWvHcindbLdVrWRx5OIFTuAAPLqEON9CAJhAQ8Ayv8OYo58V5dz4WrTknmzmG P3A+fwCdJY+R</latexit><latexit sha1_base64="GVW+xL0zHUNrlB9mb1EXYEDK1Wk=">AAAB8HicbVBNTwIxEJ3 FL8Qv1KOXRjB6IruERI8kXjxiIh8GVtItXWhou5u2ayQbfoUXDxrj1Z/jzX9jgT0o+JJJXt6bycy8IOZMG9f9dnJr6xubW/ntws7u3v5B8fCopaNEEdokEY9UJ8CaciZp0zDDaSdWFIu A03Ywvp757UeqNIvknZnE1Bd4KFnICDZWui8/9b2H9Hxa7hdLbsWdA60SLyMlyNDoF796g4gkgkpDONa667mx8VOsDCOcTgu9RNMYkzEe0q6lEguq/XR+8BSdWWWAwkjZkgbN1d8TKRZ aT0RgOwU2I73szcT/vG5iwis/ZTJODJVksShMODIRmn2PBkxRYvjEEkwUs7ciMsIKE2MzKtgQvOWXV0mrWvHcindbLdVrWRx5OIFTuAAPLqEON9CAJhAQ8Ayv8OYo58V5dz4WrTknmzmG P3A+fwCdJY+R</latexit>
x
0
2
<latexit sha1_base64="vaslFdNN3T17k7gilQNhmubRVP0=">AAAB8HicbVBNTwIxEJ3 FL8Qv1KOXRjB6IruERI8kXjxiIh8GVtItXWhou5u2ayQbfoUXDxrj1Z/jzX9jgT0o+JJJXt6bycy8IOZMG9f9dnJr6xubW/ntws7u3v5B8fCopaNEEdokEY9UJ8CaciZp0zDDaSdWFIu A03Ywvp757UeqNIvknZnE1Bd4KFnICDZWui8/9asP6fm03C+W3Io7B1olXkZKkKHRL371BhFJBJWGcKx113Nj46dYGUY4nRZ6iaYxJmM8pF1LJRZU++n84Ck6s8oAhZGyJQ2aq78nUiy 0nojAdgpsRnrZm4n/ed3EhFd+ymScGCrJYlGYcGQiNPseDZiixPCJJZgoZm9FZIQVJsZmVLAheMsvr5JWteK5Fe+2WqrXsjjycAKncAEeXEIdbqABTSAg4Ble4c1Rzovz7nwsWnNONnMM f+B8/gCero+S</latexit><latexit sha1_base64="vaslFdNN3T17k7gilQNhmubRVP0=">AAAB8HicbVBNTwIxEJ3 FL8Qv1KOXRjB6IruERI8kXjxiIh8GVtItXWhou5u2ayQbfoUXDxrj1Z/jzX9jgT0o+JJJXt6bycy8IOZMG9f9dnJr6xubW/ntws7u3v5B8fCopaNEEdokEY9UJ8CaciZp0zDDaSdWFIu A03Ywvp757UeqNIvknZnE1Bd4KFnICDZWui8/9asP6fm03C+W3Io7B1olXkZKkKHRL371BhFJBJWGcKx113Nj46dYGUY4nRZ6iaYxJmM8pF1LJRZU++n84Ck6s8oAhZGyJQ2aq78nUiy 0nojAdgpsRnrZm4n/ed3EhFd+ymScGCrJYlGYcGQiNPseDZiixPCJJZgoZm9FZIQVJsZmVLAheMsvr5JWteK5Fe+2WqrXsjjycAKncAEeXEIdbqABTSAg4Ble4c1Rzovz7nwsWnNONnMM f+B8/gCero+S</latexit><latexit sha1_base64="vaslFdNN3T17k7gilQNhmubRVP0=">AAAB8HicbVBNTwIxEJ3 FL8Qv1KOXRjB6IruERI8kXjxiIh8GVtItXWhou5u2ayQbfoUXDxrj1Z/jzX9jgT0o+JJJXt6bycy8IOZMG9f9dnJr6xubW/ntws7u3v5B8fCopaNEEdokEY9UJ8CaciZp0zDDaSdWFIu A03Ywvp757UeqNIvknZnE1Bd4KFnICDZWui8/9asP6fm03C+W3Io7B1olXkZKkKHRL371BhFJBJWGcKx113Nj46dYGUY4nRZ6iaYxJmM8pF1LJRZU++n84Ck6s8oAhZGyJQ2aq78nUiy 0nojAdgpsRnrZm4n/ed3EhFd+ymScGCrJYlGYcGQiNPseDZiixPCJJZgoZm9FZIQVJsZmVLAheMsvr5JWteK5Fe+2WqrXsjjycAKncAEeXEIdbqABTSAg4Ble4c1Rzovz7nwsWnNONnMM f+B8/gCero+S</latexit><latexit sha1_base64="vaslFdNN3T17k7gilQNhmubRVP0=">AAAB8HicbVBNTwIxEJ3 FL8Qv1KOXRjB6IruERI8kXjxiIh8GVtItXWhou5u2ayQbfoUXDxrj1Z/jzX9jgT0o+JJJXt6bycy8IOZMG9f9dnJr6xubW/ntws7u3v5B8fCopaNEEdokEY9UJ8CaciZp0zDDaSdWFIu A03Ywvp757UeqNIvknZnE1Bd4KFnICDZWui8/9asP6fm03C+W3Io7B1olXkZKkKHRL371BhFJBJWGcKx113Nj46dYGUY4nRZ6iaYxJmM8pF1LJRZU++n84Ck6s8oAhZGyJQ2aq78nUiy 0nojAdgpsRnrZm4n/ed3EhFd+ymScGCrJYlGYcGQiNPseDZiixPCJJZgoZm9FZIQVJsZmVLAheMsvr5JWteK5Fe+2WqrXsjjycAKncAEeXEIdbqABTSAg4Ble4c1Rzovz7nwsWnNONnMM f+B8/gCero+S</latexit>
x(4⇥ 4⇥ 3)
<latexit sha1_base64="AcE/XV8PdjCWc7ZZBnFr4P67YGw=">AAAB/XicbVDLSgMxFM3 4rPU1PnZugq1QN2WmFnRZcOOygn1AO5RMmmlDM5khuSPWofgrblwo4tb/cOffmLaz0NYDIYdz7uXee/xYcA2O822trK6tb2zmtvLbO7t7+/bBYVNHiaKsQSMRqbZPNBNcsgZwEKwdK0Z CX7CWP7qe+q17pjSP5B2MY+aFZCB5wCkBI/Xs4+JDqdoFHjKdfRfnxZ5dcMrODHiZuBkpoAz1nv3V7Uc0CZkEKojWHdeJwUuJAk4Fm+S7iWYxoSMyYB1DJTFzvHS2/QSfGaWPg0iZJwH P1N8dKQm1Hoe+qQwJDPWiNxX/8zoJBFdeymWcAJN0PihIBIYIT6PAfa4YBTE2hFDFza6YDokiFExgeROCu3jyMmlWyq5Tdm8rhVo1iyOHTtApKiEXXaIaukF11EAUPaJn9IrerCfrxXq3 PualK1bWc4T+wPr8AblxlAs=</latexit><latexit sha1_base64="AcE/XV8PdjCWc7ZZBnFr4P67YGw=">AAAB/XicbVDLSgMxFM3 4rPU1PnZugq1QN2WmFnRZcOOygn1AO5RMmmlDM5khuSPWofgrblwo4tb/cOffmLaz0NYDIYdz7uXee/xYcA2O822trK6tb2zmtvLbO7t7+/bBYVNHiaKsQSMRqbZPNBNcsgZwEKwdK0Z CX7CWP7qe+q17pjSP5B2MY+aFZCB5wCkBI/Xs4+JDqdoFHjKdfRfnxZ5dcMrODHiZuBkpoAz1nv3V7Uc0CZkEKojWHdeJwUuJAk4Fm+S7iWYxoSMyYB1DJTFzvHS2/QSfGaWPg0iZJwH P1N8dKQm1Hoe+qQwJDPWiNxX/8zoJBFdeymWcAJN0PihIBIYIT6PAfa4YBTE2hFDFza6YDokiFExgeROCu3jyMmlWyq5Tdm8rhVo1iyOHTtApKiEXXaIaukF11EAUPaJn9IrerCfrxXq3 PualK1bWc4T+wPr8AblxlAs=</latexit><latexit sha1_base64="AcE/XV8PdjCWc7ZZBnFr4P67YGw=">AAAB/XicbVDLSgMxFM3 4rPU1PnZugq1QN2WmFnRZcOOygn1AO5RMmmlDM5khuSPWofgrblwo4tb/cOffmLaz0NYDIYdz7uXee/xYcA2O822trK6tb2zmtvLbO7t7+/bBYVNHiaKsQSMRqbZPNBNcsgZwEKwdK0Z CX7CWP7qe+q17pjSP5B2MY+aFZCB5wCkBI/Xs4+JDqdoFHjKdfRfnxZ5dcMrODHiZuBkpoAz1nv3V7Uc0CZkEKojWHdeJwUuJAk4Fm+S7iWYxoSMyYB1DJTFzvHS2/QSfGaWPg0iZJwH P1N8dKQm1Hoe+qQwJDPWiNxX/8zoJBFdeymWcAJN0PihIBIYIT6PAfa4YBTE2hFDFza6YDokiFExgeROCu3jyMmlWyq5Tdm8rhVo1iyOHTtApKiEXXaIaukF11EAUPaJn9IrerCfrxXq3 PualK1bWc4T+wPr8AblxlAs=</latexit><latexit sha1_base64="AcE/XV8PdjCWc7ZZBnFr4P67YGw=">AAAB/XicbVDLSgMxFM3 4rPU1PnZugq1QN2WmFnRZcOOygn1AO5RMmmlDM5khuSPWofgrblwo4tb/cOffmLaz0NYDIYdz7uXee/xYcA2O822trK6tb2zmtvLbO7t7+/bBYVNHiaKsQSMRqbZPNBNcsgZwEKwdK0Z CX7CWP7qe+q17pjSP5B2MY+aFZCB5wCkBI/Xs4+JDqdoFHjKdfRfnxZ5dcMrODHiZuBkpoAz1nv3V7Uc0CZkEKojWHdeJwUuJAk4Fm+S7iWYxoSMyYB1DJTFzvHS2/QSfGaWPg0iZJwH P1N8dKQm1Hoe+qQwJDPWiNxX/8zoJBFdeymWcAJN0PihIBIYIT6PAfa4YBTE2hFDFza6YDokiFExgeROCu3jyMmlWyq5Tdm8rhVo1iyOHTtApKiEXXaIaukF11EAUPaJn9IrerCfrxXq3 PualK1bWc4T+wPr8AblxlAs=</latexit>
x
0
(4⇥ 4⇥ 3)
<latexit sha1_base64="vCQI1Omr8zP+0T7B3oddtIPV17U=">AAACAXicbVDLTgIxFL2 DL8TXqBsTN41gxA2ZQRJdkrhxiYk8EhhJpxRo6HQmbcdIJrjxV9y40Bi3/oU7/8YCs1D0JE1Pzrk3997jR5wp7ThfVmZpeWV1Lbue29jc2t6xd/caKowloXUS8lC2fKwoZ4LWNdOctiJ JceBz2vRHl1O/eUelYqG40eOIegEeCNZnBGsjde2Dwv1tcjIpVjqaBVSl39lpoWvnnZIzA/pL3JTkIUWta392eiGJAyo04ViptutE2kuw1IxwOsl1YkUjTEZ4QNuGCmzmeMnsggk6Nko P9UNpntBopv7sSHCg1DjwTWWA9VAtelPxP68d6/6FlzARxZoKMh/UjznSIZrGgXpMUqL52BBMJDO7IjLEEhNtQsuZENzFk/+SRrnkOiX3upyvVtI4snAIR1AEF86hCldQgzoQeIAneIFX 69F6tt6s93lpxkp79uEXrI9vrzOVsA==</latexit><latexit sha1_base64="vCQI1Omr8zP+0T7B3oddtIPV17U=">AAACAXicbVDLTgIxFL2 DL8TXqBsTN41gxA2ZQRJdkrhxiYk8EhhJpxRo6HQmbcdIJrjxV9y40Bi3/oU7/8YCs1D0JE1Pzrk3997jR5wp7ThfVmZpeWV1Lbue29jc2t6xd/caKowloXUS8lC2fKwoZ4LWNdOctiJ JceBz2vRHl1O/eUelYqG40eOIegEeCNZnBGsjde2Dwv1tcjIpVjqaBVSl39lpoWvnnZIzA/pL3JTkIUWta392eiGJAyo04ViptutE2kuw1IxwOsl1YkUjTEZ4QNuGCmzmeMnsggk6Nko P9UNpntBopv7sSHCg1DjwTWWA9VAtelPxP68d6/6FlzARxZoKMh/UjznSIZrGgXpMUqL52BBMJDO7IjLEEhNtQsuZENzFk/+SRrnkOiX3upyvVtI4snAIR1AEF86hCldQgzoQeIAneIFX 69F6tt6s93lpxkp79uEXrI9vrzOVsA==</latexit><latexit sha1_base64="vCQI1Omr8zP+0T7B3oddtIPV17U=">AAACAXicbVDLTgIxFL2 DL8TXqBsTN41gxA2ZQRJdkrhxiYk8EhhJpxRo6HQmbcdIJrjxV9y40Bi3/oU7/8YCs1D0JE1Pzrk3997jR5wp7ThfVmZpeWV1Lbue29jc2t6xd/caKowloXUS8lC2fKwoZ4LWNdOctiJ JceBz2vRHl1O/eUelYqG40eOIegEeCNZnBGsjde2Dwv1tcjIpVjqaBVSl39lpoWvnnZIzA/pL3JTkIUWta392eiGJAyo04ViptutE2kuw1IxwOsl1YkUjTEZ4QNuGCmzmeMnsggk6Nko P9UNpntBopv7sSHCg1DjwTWWA9VAtelPxP68d6/6FlzARxZoKMh/UjznSIZrGgXpMUqL52BBMJDO7IjLEEhNtQsuZENzFk/+SRrnkOiX3upyvVtI4snAIR1AEF86hCldQgzoQeIAneIFX 69F6tt6s93lpxkp79uEXrI9vrzOVsA==</latexit><latexit sha1_base64="vCQI1Omr8zP+0T7B3oddtIPV17U=">AAACAXicbVDLTgIxFL2 DL8TXqBsTN41gxA2ZQRJdkrhxiYk8EhhJpxRo6HQmbcdIJrjxV9y40Bi3/oU7/8YCs1D0JE1Pzrk3997jR5wp7ThfVmZpeWV1Lbue29jc2t6xd/caKowloXUS8lC2fKwoZ4LWNdOctiJ JceBz2vRHl1O/eUelYqG40eOIegEeCNZnBGsjde2Dwv1tcjIpVjqaBVSl39lpoWvnnZIzA/pL3JTkIUWta392eiGJAyo04ViptutE2kuw1IxwOsl1YkUjTEZ4QNuGCmzmeMnsggk6Nko P9UNpntBopv7sSHCg1DjwTWWA9VAtelPxP68d6/6FlzARxZoKMh/UjznSIZrGgXpMUqL52BBMJDO7IjLEEhNtQsuZENzFk/+SRrnkOiX3upyvVtI4snAIR1AEF86hCldQgzoQeIAneIFX 69F6tt6s93lpxkp79uEXrI9vrzOVsA==</latexit>
x(48)
<latexit sha1_base64="GssrnQS5nAU5MujkjTTt63pDoBM=">AAAB7nicbVBNSwMxEJ2 tX7V+VT16CbZCvZTdUrDHghePFewHtEvJptk2NJssSVYsS3+EFw+KePX3ePPfmLZ70NYHA4/3ZpiZF8ScaeO6305ua3tndy+/Xzg4PDo+KZ6edbRMFKFtIrlUvQBrypmgbcMMp71YURw FnHaD6e3C7z5SpZkUD2YWUz/CY8FCRrCxUrf8VKk3rsvDYsmtukugTeJlpAQZWsPi12AkSRJRYQjHWvc9NzZ+ipVhhNN5YZBoGmMyxWPat1TgiGo/XZ47R1dWGaFQKlvCoKX6eyLFkda zKLCdETYTve4txP+8fmLChp8yESeGCrJaFCYcGYkWv6MRU5QYPrMEE8XsrYhMsMLE2IQKNgRv/eVN0qlVPbfq3ddKzXoWRx4u4BIq4MENNOEOWtAGAlN4hld4c2LnxXl3PlatOSebOYc/ cD5/AE+fji0=</latexit><latexit sha1_base64="GssrnQS5nAU5MujkjTTt63pDoBM=">AAAB7nicbVBNSwMxEJ2 tX7V+VT16CbZCvZTdUrDHghePFewHtEvJptk2NJssSVYsS3+EFw+KePX3ePPfmLZ70NYHA4/3ZpiZF8ScaeO6305ua3tndy+/Xzg4PDo+KZ6edbRMFKFtIrlUvQBrypmgbcMMp71YURw FnHaD6e3C7z5SpZkUD2YWUz/CY8FCRrCxUrf8VKk3rsvDYsmtukugTeJlpAQZWsPi12AkSRJRYQjHWvc9NzZ+ipVhhNN5YZBoGmMyxWPat1TgiGo/XZ47R1dWGaFQKlvCoKX6eyLFkda zKLCdETYTve4txP+8fmLChp8yESeGCrJaFCYcGYkWv6MRU5QYPrMEE8XsrYhMsMLE2IQKNgRv/eVN0qlVPbfq3ddKzXoWRx4u4BIq4MENNOEOWtAGAlN4hld4c2LnxXl3PlatOSebOYc/ cD5/AE+fji0=</latexit><latexit sha1_base64="GssrnQS5nAU5MujkjTTt63pDoBM=">AAAB7nicbVBNSwMxEJ2 tX7V+VT16CbZCvZTdUrDHghePFewHtEvJptk2NJssSVYsS3+EFw+KePX3ePPfmLZ70NYHA4/3ZpiZF8ScaeO6305ua3tndy+/Xzg4PDo+KZ6edbRMFKFtIrlUvQBrypmgbcMMp71YURw FnHaD6e3C7z5SpZkUD2YWUz/CY8FCRrCxUrf8VKk3rsvDYsmtukugTeJlpAQZWsPi12AkSRJRYQjHWvc9NzZ+ipVhhNN5YZBoGmMyxWPat1TgiGo/XZ47R1dWGaFQKlvCoKX6eyLFkda zKLCdETYTve4txP+8fmLChp8yESeGCrJaFCYcGYkWv6MRU5QYPrMEE8XsrYhMsMLE2IQKNgRv/eVN0qlVPbfq3ddKzXoWRx4u4BIq4MENNOEOWtAGAlN4hld4c2LnxXl3PlatOSebOYc/ cD5/AE+fji0=</latexit><latexit sha1_base64="GssrnQS5nAU5MujkjTTt63pDoBM=">AAAB7nicbVBNSwMxEJ2 tX7V+VT16CbZCvZTdUrDHghePFewHtEvJptk2NJssSVYsS3+EFw+KePX3ePPfmLZ70NYHA4/3ZpiZF8ScaeO6305ua3tndy+/Xzg4PDo+KZ6edbRMFKFtIrlUvQBrypmgbcMMp71YURw FnHaD6e3C7z5SpZkUD2YWUz/CY8FCRrCxUrf8VKk3rsvDYsmtukugTeJlpAQZWsPi12AkSRJRYQjHWvc9NzZ+ipVhhNN5YZBoGmMyxWPat1TgiGo/XZ47R1dWGaFQKlvCoKX6eyLFkda zKLCdETYTve4txP+8fmLChp8yESeGCrJaFCYcGYkWv6MRU5QYPrMEE8XsrYhMsMLE2IQKNgRv/eVN0qlVPbfq3ddKzXoWRx4u4BIq4MENNOEOWtAGAlN4hld4c2LnxXl3PlatOSebOYc/ cD5/AE+fji0=</latexit>
x
0
(48)
<latexit sha1_base64="1FaRGXFVpvMimDrt137Ry0P9v44=">AAAB8nicbVBNT8JAEJ3 iF+IX6tHLRjDihbSERI4kXjxiIh9JqWS7bGHDdtvsbo2k4Wd48aAxXv013vw3LtCDgi+Z5OW9mczM82POlLbtbyu3sbm1vZPfLeztHxweFY9POipKJKFtEvFI9nysKGeCtjXTnPZiSXH oc9r1Jzdzv/tIpWKRuNfTmHohHgkWMIK1kdzy00N6OavUG1flQbFkV+0F0DpxMlKCDK1B8as/jEgSUqEJx0q5jh1rL8VSM8LprNBPFI0xmeARdQ0VOKTKSxcnz9CFUYYoiKQpodFC/T2 R4lCpaeibzhDrsVr15uJ/npvooOGlTMSJpoIsFwUJRzpC8//RkElKNJ8agolk5lZExlhiok1KBROCs/ryOunUqo5dde5qpWY9iyMPZ3AOFXDgGppwCy1oA4EInuEV3ixtvVjv1seyNWdl M6fwB9bnDzEkj9I=</latexit><latexit sha1_base64="1FaRGXFVpvMimDrt137Ry0P9v44=">AAAB8nicbVBNT8JAEJ3 iF+IX6tHLRjDihbSERI4kXjxiIh9JqWS7bGHDdtvsbo2k4Wd48aAxXv013vw3LtCDgi+Z5OW9mczM82POlLbtbyu3sbm1vZPfLeztHxweFY9POipKJKFtEvFI9nysKGeCtjXTnPZiSXH oc9r1Jzdzv/tIpWKRuNfTmHohHgkWMIK1kdzy00N6OavUG1flQbFkV+0F0DpxMlKCDK1B8as/jEgSUqEJx0q5jh1rL8VSM8LprNBPFI0xmeARdQ0VOKTKSxcnz9CFUYYoiKQpodFC/T2 R4lCpaeibzhDrsVr15uJ/npvooOGlTMSJpoIsFwUJRzpC8//RkElKNJ8agolk5lZExlhiok1KBROCs/ryOunUqo5dde5qpWY9iyMPZ3AOFXDgGppwCy1oA4EInuEV3ixtvVjv1seyNWdl M6fwB9bnDzEkj9I=</latexit><latexit sha1_base64="1FaRGXFVpvMimDrt137Ry0P9v44=">AAAB8nicbVBNT8JAEJ3 iF+IX6tHLRjDihbSERI4kXjxiIh9JqWS7bGHDdtvsbo2k4Wd48aAxXv013vw3LtCDgi+Z5OW9mczM82POlLbtbyu3sbm1vZPfLeztHxweFY9POipKJKFtEvFI9nysKGeCtjXTnPZiSXH oc9r1Jzdzv/tIpWKRuNfTmHohHgkWMIK1kdzy00N6OavUG1flQbFkV+0F0DpxMlKCDK1B8as/jEgSUqEJx0q5jh1rL8VSM8LprNBPFI0xmeARdQ0VOKTKSxcnz9CFUYYoiKQpodFC/T2 R4lCpaeibzhDrsVr15uJ/npvooOGlTMSJpoIsFwUJRzpC8//RkElKNJ8agolk5lZExlhiok1KBROCs/ryOunUqo5dde5qpWY9iyMPZ3AOFXDgGppwCy1oA4EInuEV3ixtvVjv1seyNWdl M6fwB9bnDzEkj9I=</latexit><latexit sha1_base64="1FaRGXFVpvMimDrt137Ry0P9v44=">AAAB8nicbVBNT8JAEJ3 iF+IX6tHLRjDihbSERI4kXjxiIh9JqWS7bGHDdtvsbo2k4Wd48aAxXv013vw3LtCDgi+Z5OW9mczM82POlLbtbyu3sbm1vZPfLeztHxweFY9POipKJKFtEvFI9nysKGeCtjXTnPZiSXH oc9r1Jzdzv/tIpWKRuNfTmHohHgkWMIK1kdzy00N6OavUG1flQbFkV+0F0DpxMlKCDK1B8as/jEgSUqEJx0q5jh1rL8VSM8LprNBPFI0xmeARdQ0VOKTKSxcnz9CFUYYoiKQpodFC/T2 R4lCpaeibzhDrsVr15uJ/npvooOGlTMSJpoIsFwUJRzpC8//RkElKNJ8agolk5lZExlhiok1KBROCs/ryOunUqo5dde5qpWY9iyMPZ3AOFXDgGppwCy1oA4EInuEV3ixtvVjv1seyNWdl M6fwB9bnDzEkj9I=</latexit>
...
<latexit sha1_base64="fkQ7tWW73B/Zi+ LmVGkhzz2JR7s=">AAAB73icbVDLSgNBEOz1GeMr6tHLYiJ4CrtB0GPAi8cI5gHJEmZnZ5 MhszPrTG8gLPkJLx4U8ervePNvnDwOmljQUFR1090VpoIb9LxvZ2Nza3tnt7BX3D84PDou nZy2jMo0ZU2qhNKdkBgmuGRN5ChYJ9WMJKFg7XB0N/PbY6YNV/IRJykLEjKQPOaUoJU6ld 44Umgq/VLZq3pzuOvEX5IyLNHol756kaJZwiRSQYzp+l6KQU40cirYtNjLDEsJHZEB61oq ScJMkM/vnbqXVoncWGlbEt25+nsiJ4kxkyS0nQnBoVn1ZuJ/XjfD+DbIuUwzZJIuFsWZcF G5s+fdiGtGUUwsIVRze6tLh0QTijaiog3BX315nbRqVd+r+g+1cv16GUcBzuECrsCHG6jDP TSgCRQEPMMrvDlPzovz7nwsWjec5cwZ/IHz+QOBLo+O</latexit><latexit sha1_base64="fkQ7tWW73B/Zi+ LmVGkhzz2JR7s=">AAAB73icbVDLSgNBEOz1GeMr6tHLYiJ4CrtB0GPAi8cI5gHJEmZnZ5 MhszPrTG8gLPkJLx4U8ervePNvnDwOmljQUFR1090VpoIb9LxvZ2Nza3tnt7BX3D84PDou nZy2jMo0ZU2qhNKdkBgmuGRN5ChYJ9WMJKFg7XB0N/PbY6YNV/IRJykLEjKQPOaUoJU6ld 44Umgq/VLZq3pzuOvEX5IyLNHol756kaJZwiRSQYzp+l6KQU40cirYtNjLDEsJHZEB61oq ScJMkM/vnbqXVoncWGlbEt25+nsiJ4kxkyS0nQnBoVn1ZuJ/XjfD+DbIuUwzZJIuFsWZcF G5s+fdiGtGUUwsIVRze6tLh0QTijaiog3BX315nbRqVd+r+g+1cv16GUcBzuECrsCHG6jDP TSgCRQEPMMrvDlPzovz7nwsWjec5cwZ/IHz+QOBLo+O</latexit><latexit sha1_base64="fkQ7tWW73B/Zi+ LmVGkhzz2JR7s=">AAAB73icbVDLSgNBEOz1GeMr6tHLYiJ4CrtB0GPAi8cI5gHJEmZnZ5 MhszPrTG8gLPkJLx4U8ervePNvnDwOmljQUFR1090VpoIb9LxvZ2Nza3tnt7BX3D84PDou nZy2jMo0ZU2qhNKdkBgmuGRN5ChYJ9WMJKFg7XB0N/PbY6YNV/IRJykLEjKQPOaUoJU6ld 44Umgq/VLZq3pzuOvEX5IyLNHol756kaJZwiRSQYzp+l6KQU40cirYtNjLDEsJHZEB61oq ScJMkM/vnbqXVoncWGlbEt25+nsiJ4kxkyS0nQnBoVn1ZuJ/XjfD+DbIuUwzZJIuFsWZcF G5s+fdiGtGUUwsIVRze6tLh0QTijaiog3BX315nbRqVd+r+g+1cv16GUcBzuECrsCHG6jDP TSgCRQEPMMrvDlPzovz7nwsWjec5cwZ/IHz+QOBLo+O</latexit><latexit sha1_base64="fkQ7tWW73B/Zi+ LmVGkhzz2JR7s=">AAAB73icbVDLSgNBEOz1GeMr6tHLYiJ4CrtB0GPAi8cI5gHJEmZnZ5 MhszPrTG8gLPkJLx4U8ervePNvnDwOmljQUFR1090VpoIb9LxvZ2Nza3tnt7BX3D84PDou nZy2jMo0ZU2qhNKdkBgmuGRN5ChYJ9WMJKFg7XB0N/PbY6YNV/IRJykLEjKQPOaUoJU6ld 44Umgq/VLZq3pzuOvEX5IyLNHol756kaJZwiRSQYzp+l6KQU40cirYtNjLDEsJHZEB61oq ScJMkM/vnbqXVoncWGlbEt25+nsiJ4kxkyS0nQnBoVn1ZuJ/XjfD+DbIuUwzZJIuFsWZcF G5s+fdiGtGUUwsIVRze6tLh0QTijaiog3BX315nbRqVd+r+g+1cv16GUcBzuECrsCHG6jDP TSgCRQEPMMrvDlPzovz7nwsWjec5cwZ/IHz+QOBLo+O</latexit>
...
<latexit sha1_base64="fkQ7tWW73B/Zi+ LmVGkhzz2JR7s=">AAAB73icbVDLSgNBEOz1GeMr6tHLYiJ4CrtB0GPAi8cI5gHJEmZnZ5 MhszPrTG8gLPkJLx4U8ervePNvnDwOmljQUFR1090VpoIb9LxvZ2Nza3tnt7BX3D84PDou nZy2jMo0ZU2qhNKdkBgmuGRN5ChYJ9WMJKFg7XB0N/PbY6YNV/IRJykLEjKQPOaUoJU6ld 44Umgq/VLZq3pzuOvEX5IyLNHol756kaJZwiRSQYzp+l6KQU40cirYtNjLDEsJHZEB61oq ScJMkM/vnbqXVoncWGlbEt25+nsiJ4kxkyS0nQnBoVn1ZuJ/XjfD+DbIuUwzZJIuFsWZcF G5s+fdiGtGUUwsIVRze6tLh0QTijaiog3BX315nbRqVd+r+g+1cv16GUcBzuECrsCHG6jDP TSgCRQEPMMrvDlPzovz7nwsWjec5cwZ/IHz+QOBLo+O</latexit><latexit sha1_base64="fkQ7tWW73B/Zi+ LmVGkhzz2JR7s=">AAAB73icbVDLSgNBEOz1GeMr6tHLYiJ4CrtB0GPAi8cI5gHJEmZnZ5 MhszPrTG8gLPkJLx4U8ervePNvnDwOmljQUFR1090VpoIb9LxvZ2Nza3tnt7BX3D84PDou nZy2jMo0ZU2qhNKdkBgmuGRN5ChYJ9WMJKFg7XB0N/PbY6YNV/IRJykLEjKQPOaUoJU6ld 44Umgq/VLZq3pzuOvEX5IyLNHol756kaJZwiRSQYzp+l6KQU40cirYtNjLDEsJHZEB61oq ScJMkM/vnbqXVoncWGlbEt25+nsiJ4kxkyS0nQnBoVn1ZuJ/XjfD+DbIuUwzZJIuFsWZcF G5s+fdiGtGUUwsIVRze6tLh0QTijaiog3BX315nbRqVd+r+g+1cv16GUcBzuECrsCHG6jDP TSgCRQEPMMrvDlPzovz7nwsWjec5cwZ/IHz+QOBLo+O</latexit><latexit sha1_base64="fkQ7tWW73B/Zi+ LmVGkhzz2JR7s=">AAAB73icbVDLSgNBEOz1GeMr6tHLYiJ4CrtB0GPAi8cI5gHJEmZnZ5 MhszPrTG8gLPkJLx4U8ervePNvnDwOmljQUFR1090VpoIb9LxvZ2Nza3tnt7BX3D84PDou nZy2jMo0ZU2qhNKdkBgmuGRN5ChYJ9WMJKFg7XB0N/PbY6YNV/IRJykLEjKQPOaUoJU6ld 44Umgq/VLZq3pzuOvEX5IyLNHol756kaJZwiRSQYzp+l6KQU40cirYtNjLDEsJHZEB61oq ScJMkM/vnbqXVoncWGlbEt25+nsiJ4kxkyS0nQnBoVn1ZuJ/XjfD+DbIuUwzZJIuFsWZcF G5s+fdiGtGUUwsIVRze6tLh0QTijaiog3BX315nbRqVd+r+g+1cv16GUcBzuECrsCHG6jDP TSgCRQEPMMrvDlPzovz7nwsWjec5cwZ/IHz+QOBLo+O</latexit><latexit sha1_base64="fkQ7tWW73B/Zi+ LmVGkhzz2JR7s=">AAAB73icbVDLSgNBEOz1GeMr6tHLYiJ4CrtB0GPAi8cI5gHJEmZnZ5 MhszPrTG8gLPkJLx4U8ervePNvnDwOmljQUFR1090VpoIb9LxvZ2Nza3tnt7BX3D84PDou nZy2jMo0ZU2qhNKdkBgmuGRN5ChYJ9WMJKFg7XB0N/PbY6YNV/IRJykLEjKQPOaUoJU6ld 44Umgq/VLZq3pzuOvEX5IyLNHol756kaJZwiRSQYzp+l6KQU40cirYtNjLDEsJHZEB61oq ScJMkM/vnbqXVoncWGlbEt25+nsiJ4kxkyS0nQnBoVn1ZuJ/XjfD+DbIuUwzZJIuFsWZcF G5s+fdiGtGUUwsIVRze6tLh0QTijaiog3BX315nbRqVd+r+g+1cv16GUcBzuECrsCHG6jDP TSgCRQEPMMrvDlPzovz7nwsWjec5cwZ/IHz+QOBLo+O</latexit>
nlayer
<latexit sha1_base64="bJIykR2cgIFTyj LPBHqtsl0K1kE=">AAAB+XicbVBNS8NAEN3Ur1q/oh69BFvBU0mKoMeCF48VbCu0IWy2k3 bpZhN2J8UQ+k+8eFDEq//Em//G7cdBWx8MPN6bYWZemAqu0XW/rdLG5tb2Tnm3srd/cHhk H590dJIpBm2WiEQ9hlSD4BLayFHAY6qAxqGAbji+nfndCSjNE/mAeQp+TIeSR5xRNFJg2z UZ9BGesBA0BzWtBXbVrbtzOOvEW5IqWaIV2F/9QcKyGCQyQbXueW6KfkEVciZgWulnGlLK xnQIPUMljUH7xfzyqXNhlIETJcqURGeu/p4oaKx1HoemM6Y40qveTPzP62UY3fgFl2mGIN liUZQJBxNnFoMz4AoYitwQyhQ3tzpsRBVlaMKqmBC81ZfXSadR99y6d9+oNq+WcZTJGTknl 8Qj16RJ7kiLtAkjE/JMXsmbVVgv1rv1sWgtWcuZU/IH1ucPhiyThg==</latexit><latexit sha1_base64="bJIykR2cgIFTyj LPBHqtsl0K1kE=">AAAB+XicbVBNS8NAEN3Ur1q/oh69BFvBU0mKoMeCF48VbCu0IWy2k3 bpZhN2J8UQ+k+8eFDEq//Em//G7cdBWx8MPN6bYWZemAqu0XW/rdLG5tb2Tnm3srd/cHhk H590dJIpBm2WiEQ9hlSD4BLayFHAY6qAxqGAbji+nfndCSjNE/mAeQp+TIeSR5xRNFJg2z UZ9BGesBA0BzWtBXbVrbtzOOvEW5IqWaIV2F/9QcKyGCQyQbXueW6KfkEVciZgWulnGlLK xnQIPUMljUH7xfzyqXNhlIETJcqURGeu/p4oaKx1HoemM6Y40qveTPzP62UY3fgFl2mGIN liUZQJBxNnFoMz4AoYitwQyhQ3tzpsRBVlaMKqmBC81ZfXSadR99y6d9+oNq+WcZTJGTknl 8Qj16RJ7kiLtAkjE/JMXsmbVVgv1rv1sWgtWcuZU/IH1ucPhiyThg==</latexit><latexit sha1_base64="bJIykR2cgIFTyj LPBHqtsl0K1kE=">AAAB+XicbVBNS8NAEN3Ur1q/oh69BFvBU0mKoMeCF48VbCu0IWy2k3 bpZhN2J8UQ+k+8eFDEq//Em//G7cdBWx8MPN6bYWZemAqu0XW/rdLG5tb2Tnm3srd/cHhk H590dJIpBm2WiEQ9hlSD4BLayFHAY6qAxqGAbji+nfndCSjNE/mAeQp+TIeSR5xRNFJg2z UZ9BGesBA0BzWtBXbVrbtzOOvEW5IqWaIV2F/9QcKyGCQyQbXueW6KfkEVciZgWulnGlLK xnQIPUMljUH7xfzyqXNhlIETJcqURGeu/p4oaKx1HoemM6Y40qveTPzP62UY3fgFl2mGIN liUZQJBxNnFoMz4AoYitwQyhQ3tzpsRBVlaMKqmBC81ZfXSadR99y6d9+oNq+WcZTJGTknl 8Qj16RJ7kiLtAkjE/JMXsmbVVgv1rv1sWgtWcuZU/IH1ucPhiyThg==</latexit><latexit sha1_base64="bJIykR2cgIFTyj LPBHqtsl0K1kE=">AAAB+XicbVBNS8NAEN3Ur1q/oh69BFvBU0mKoMeCF48VbCu0IWy2k3 bpZhN2J8UQ+k+8eFDEq//Em//G7cdBWx8MPN6bYWZemAqu0XW/rdLG5tb2Tnm3srd/cHhk H590dJIpBm2WiEQ9hlSD4BLayFHAY6qAxqGAbji+nfndCSjNE/mAeQp+TIeSR5xRNFJg2z UZ9BGesBA0BzWtBXbVrbtzOOvEW5IqWaIV2F/9QcKyGCQyQbXueW6KfkEVciZgWulnGlLK xnQIPUMljUH7xfzyqXNhlIETJcqURGeu/p4oaKx1HoemM6Y40qveTPzP62UY3fgFl2mGIN liUZQJBxNnFoMz4AoYitwQyhQ3tzpsRBVlaMKqmBC81ZfXSadR99y6d9+oNq+WcZTJGTknl 8Qj16RJ7kiLtAkjE/JMXsmbVVgv1rv1sWgtWcuZU/IH1ucPhiyThg==</latexit>
...
<latexit sha1_base64="fkQ7tWW73B/Zi+ LmVGkhzz2JR7s=">AAAB73icbVDLSgNBEOz1GeMr6tHLYiJ4CrtB0GPAi8cI5gHJEmZnZ5 MhszPrTG8gLPkJLx4U8ervePNvnDwOmljQUFR1090VpoIb9LxvZ2Nza3tnt7BX3D84PDou nZy2jMo0ZU2qhNKdkBgmuGRN5ChYJ9WMJKFg7XB0N/PbY6YNV/IRJykLEjKQPOaUoJU6ld 44Umgq/VLZq3pzuOvEX5IyLNHol756kaJZwiRSQYzp+l6KQU40cirYtNjLDEsJHZEB61oq ScJMkM/vnbqXVoncWGlbEt25+nsiJ4kxkyS0nQnBoVn1ZuJ/XjfD+DbIuUwzZJIuFsWZcF G5s+fdiGtGUUwsIVRze6tLh0QTijaiog3BX315nbRqVd+r+g+1cv16GUcBzuECrsCHG6jDP TSgCRQEPMMrvDlPzovz7nwsWjec5cwZ/IHz+QOBLo+O</latexit><latexit sha1_base64="fkQ7tWW73B/Zi+ LmVGkhzz2JR7s=">AAAB73icbVDLSgNBEOz1GeMr6tHLYiJ4CrtB0GPAi8cI5gHJEmZnZ5 MhszPrTG8gLPkJLx4U8ervePNvnDwOmljQUFR1090VpoIb9LxvZ2Nza3tnt7BX3D84PDou nZy2jMo0ZU2qhNKdkBgmuGRN5ChYJ9WMJKFg7XB0N/PbY6YNV/IRJykLEjKQPOaUoJU6ld 44Umgq/VLZq3pzuOvEX5IyLNHol756kaJZwiRSQYzp+l6KQU40cirYtNjLDEsJHZEB61oq ScJMkM/vnbqXVoncWGlbEt25+nsiJ4kxkyS0nQnBoVn1ZuJ/XjfD+DbIuUwzZJIuFsWZcF G5s+fdiGtGUUwsIVRze6tLh0QTijaiog3BX315nbRqVd+r+g+1cv16GUcBzuECrsCHG6jDP TSgCRQEPMMrvDlPzovz7nwsWjec5cwZ/IHz+QOBLo+O</latexit><latexit sha1_base64="fkQ7tWW73B/Zi+ LmVGkhzz2JR7s=">AAAB73icbVDLSgNBEOz1GeMr6tHLYiJ4CrtB0GPAi8cI5gHJEmZnZ5 MhszPrTG8gLPkJLx4U8ervePNvnDwOmljQUFR1090VpoIb9LxvZ2Nza3tnt7BX3D84PDou nZy2jMo0ZU2qhNKdkBgmuGRN5ChYJ9WMJKFg7XB0N/PbY6YNV/IRJykLEjKQPOaUoJU6ld 44Umgq/VLZq3pzuOvEX5IyLNHol756kaJZwiRSQYzp+l6KQU40cirYtNjLDEsJHZEB61oq ScJMkM/vnbqXVoncWGlbEt25+nsiJ4kxkyS0nQnBoVn1ZuJ/XjfD+DbIuUwzZJIuFsWZcF G5s+fdiGtGUUwsIVRze6tLh0QTijaiog3BX315nbRqVd+r+g+1cv16GUcBzuECrsCHG6jDP TSgCRQEPMMrvDlPzovz7nwsWjec5cwZ/IHz+QOBLo+O</latexit><latexit sha1_base64="fkQ7tWW73B/Zi+ LmVGkhzz2JR7s=">AAAB73icbVDLSgNBEOz1GeMr6tHLYiJ4CrtB0GPAi8cI5gHJEmZnZ5 MhszPrTG8gLPkJLx4U8ervePNvnDwOmljQUFR1090VpoIb9LxvZ2Nza3tnt7BX3D84PDou nZy2jMo0ZU2qhNKdkBgmuGRN5ChYJ9WMJKFg7XB0N/PbY6YNV/IRJykLEjKQPOaUoJU6ld 44Umgq/VLZq3pzuOvEX5IyLNHol756kaJZwiRSQYzp+l6KQU40cirYtNjLDEsJHZEB61oq ScJMkM/vnbqXVoncWGlbEt25+nsiJ4kxkyS0nQnBoVn1ZuJ/XjfD+DbIuUwzZJIuFsWZcF G5s+fdiGtGUUwsIVRze6tLh0QTijaiog3BX315nbRqVd+r+g+1cv16GUcBzuECrsCHG6jDP TSgCRQEPMMrvDlPzovz7nwsWjec5cwZ/IHz+QOBLo+O</latexit>
...
<latexit sha1_base64="fkQ7tWW73B/Zi+ LmVGkhzz2JR7s=">AAAB73icbVDLSgNBEOz1GeMr6tHLYiJ4CrtB0GPAi8cI5gHJEmZnZ5 MhszPrTG8gLPkJLx4U8ervePNvnDwOmljQUFR1090VpoIb9LxvZ2Nza3tnt7BX3D84PDou nZy2jMo0ZU2qhNKdkBgmuGRN5ChYJ9WMJKFg7XB0N/PbY6YNV/IRJykLEjKQPOaUoJU6ld 44Umgq/VLZq3pzuOvEX5IyLNHol756kaJZwiRSQYzp+l6KQU40cirYtNjLDEsJHZEB61oq ScJMkM/vnbqXVoncWGlbEt25+nsiJ4kxkyS0nQnBoVn1ZuJ/XjfD+DbIuUwzZJIuFsWZcF G5s+fdiGtGUUwsIVRze6tLh0QTijaiog3BX315nbRqVd+r+g+1cv16GUcBzuECrsCHG6jDP TSgCRQEPMMrvDlPzovz7nwsWjec5cwZ/IHz+QOBLo+O</latexit><latexit sha1_base64="fkQ7tWW73B/Zi+ LmVGkhzz2JR7s=">AAAB73icbVDLSgNBEOz1GeMr6tHLYiJ4CrtB0GPAi8cI5gHJEmZnZ5 MhszPrTG8gLPkJLx4U8ervePNvnDwOmljQUFR1090VpoIb9LxvZ2Nza3tnt7BX3D84PDou nZy2jMo0ZU2qhNKdkBgmuGRN5ChYJ9WMJKFg7XB0N/PbY6YNV/IRJykLEjKQPOaUoJU6ld 44Umgq/VLZq3pzuOvEX5IyLNHol756kaJZwiRSQYzp+l6KQU40cirYtNjLDEsJHZEB61oq ScJMkM/vnbqXVoncWGlbEt25+nsiJ4kxkyS0nQnBoVn1ZuJ/XjfD+DbIuUwzZJIuFsWZcF G5s+fdiGtGUUwsIVRze6tLh0QTijaiog3BX315nbRqVd+r+g+1cv16GUcBzuECrsCHG6jDP TSgCRQEPMMrvDlPzovz7nwsWjec5cwZ/IHz+QOBLo+O</latexit><latexit sha1_base64="fkQ7tWW73B/Zi+ LmVGkhzz2JR7s=">AAAB73icbVDLSgNBEOz1GeMr6tHLYiJ4CrtB0GPAi8cI5gHJEmZnZ5 MhszPrTG8gLPkJLx4U8ervePNvnDwOmljQUFR1090VpoIb9LxvZ2Nza3tnt7BX3D84PDou nZy2jMo0ZU2qhNKdkBgmuGRN5ChYJ9WMJKFg7XB0N/PbY6YNV/IRJykLEjKQPOaUoJU6ld 44Umgq/VLZq3pzuOvEX5IyLNHol756kaJZwiRSQYzp+l6KQU40cirYtNjLDEsJHZEB61oq ScJMkM/vnbqXVoncWGlbEt25+nsiJ4kxkyS0nQnBoVn1ZuJ/XjfD+DbIuUwzZJIuFsWZcF G5s+fdiGtGUUwsIVRze6tLh0QTijaiog3BX315nbRqVd+r+g+1cv16GUcBzuECrsCHG6jDP TSgCRQEPMMrvDlPzovz7nwsWjec5cwZ/IHz+QOBLo+O</latexit><latexit sha1_base64="fkQ7tWW73B/Zi+ LmVGkhzz2JR7s=">AAAB73icbVDLSgNBEOz1GeMr6tHLYiJ4CrtB0GPAi8cI5gHJEmZnZ5 MhszPrTG8gLPkJLx4U8ervePNvnDwOmljQUFR1090VpoIb9LxvZ2Nza3tnt7BX3D84PDou nZy2jMo0ZU2qhNKdkBgmuGRN5ChYJ9WMJKFg7XB0N/PbY6YNV/IRJykLEjKQPOaUoJU6ld 44Umgq/VLZq3pzuOvEX5IyLNHol756kaJZwiRSQYzp+l6KQU40cirYtNjLDEsJHZEB61oq ScJMkM/vnbqXVoncWGlbEt25+nsiJ4kxkyS0nQnBoVn1ZuJ/XjfD+DbIuUwzZJIuFsWZcF G5s+fdiGtGUUwsIVRze6tLh0QTijaiog3BX315nbRqVd+r+g+1cv16GUcBzuECrsCHG6jDP TSgCRQEPMMrvDlPzovz7nwsWjec5cwZ/IHz+QOBLo+O</latexit>
nlayer
<latexit sha1_base64="bJIykR2cgIFTyj LPBHqtsl0K1kE=">AAAB+XicbVBNS8NAEN3Ur1q/oh69BFvBU0mKoMeCF48VbCu0IWy2k3 bpZhN2J8UQ+k+8eFDEq//Em//G7cdBWx8MPN6bYWZemAqu0XW/rdLG5tb2Tnm3srd/cHhk H590dJIpBm2WiEQ9hlSD4BLayFHAY6qAxqGAbji+nfndCSjNE/mAeQp+TIeSR5xRNFJg2z UZ9BGesBA0BzWtBXbVrbtzOOvEW5IqWaIV2F/9QcKyGCQyQbXueW6KfkEVciZgWulnGlLK xnQIPUMljUH7xfzyqXNhlIETJcqURGeu/p4oaKx1HoemM6Y40qveTPzP62UY3fgFl2mGIN liUZQJBxNnFoMz4AoYitwQyhQ3tzpsRBVlaMKqmBC81ZfXSadR99y6d9+oNq+WcZTJGTknl 8Qj16RJ7kiLtAkjE/JMXsmbVVgv1rv1sWgtWcuZU/IH1ucPhiyThg==</latexit><latexit sha1_base64="bJIykR2cgIFTyj LPBHqtsl0K1kE=">AAAB+XicbVBNS8NAEN3Ur1q/oh69BFvBU0mKoMeCF48VbCu0IWy2k3 bpZhN2J8UQ+k+8eFDEq//Em//G7cdBWx8MPN6bYWZemAqu0XW/rdLG5tb2Tnm3srd/cHhk H590dJIpBm2WiEQ9hlSD4BLayFHAY6qAxqGAbji+nfndCSjNE/mAeQp+TIeSR5xRNFJg2z UZ9BGesBA0BzWtBXbVrbtzOOvEW5IqWaIV2F/9QcKyGCQyQbXueW6KfkEVciZgWulnGlLK xnQIPUMljUH7xfzyqXNhlIETJcqURGeu/p4oaKx1HoemM6Y40qveTPzP62UY3fgFl2mGIN liUZQJBxNnFoMz4AoYitwQyhQ3tzpsRBVlaMKqmBC81ZfXSadR99y6d9+oNq+WcZTJGTknl 8Qj16RJ7kiLtAkjE/JMXsmbVVgv1rv1sWgtWcuZU/IH1ucPhiyThg==</latexit><latexit sha1_base64="bJIykR2cgIFTyj LPBHqtsl0K1kE=">AAAB+XicbVBNS8NAEN3Ur1q/oh69BFvBU0mKoMeCF48VbCu0IWy2k3 bpZhN2J8UQ+k+8eFDEq//Em//G7cdBWx8MPN6bYWZemAqu0XW/rdLG5tb2Tnm3srd/cHhk H590dJIpBm2WiEQ9hlSD4BLayFHAY6qAxqGAbji+nfndCSjNE/mAeQp+TIeSR5xRNFJg2z UZ9BGesBA0BzWtBXbVrbtzOOvEW5IqWaIV2F/9QcKyGCQyQbXueW6KfkEVciZgWulnGlLK xnQIPUMljUH7xfzyqXNhlIETJcqURGeu/p4oaKx1HoemM6Y40qveTPzP62UY3fgFl2mGIN liUZQJBxNnFoMz4AoYitwQyhQ3tzpsRBVlaMKqmBC81ZfXSadR99y6d9+oNq+WcZTJGTknl 8Qj16RJ7kiLtAkjE/JMXsmbVVgv1rv1sWgtWcuZU/IH1ucPhiyThg==</latexit><latexit sha1_base64="bJIykR2cgIFTyj LPBHqtsl0K1kE=">AAAB+XicbVBNS8NAEN3Ur1q/oh69BFvBU0mKoMeCF48VbCu0IWy2k3 bpZhN2J8UQ+k+8eFDEq//Em//G7cdBWx8MPN6bYWZemAqu0XW/rdLG5tb2Tnm3srd/cHhk H590dJIpBm2WiEQ9hlSD4BLayFHAY6qAxqGAbji+nfndCSjNE/mAeQp+TIeSR5xRNFJg2z UZ9BGesBA0BzWtBXbVrbtzOOvEW5IqWaIV2F/9QcKyGCQyQbXueW6KfkEVciZgWulnGlLK xnQIPUMljUH7xfzyqXNhlIETJcqURGeu/p4oaKx1HoemM6Y40qveTPzP62UY3fgFl2mGIN liUZQJBxNnFoMz4AoYitwQyhQ3tzpsRBVlaMKqmBC81ZfXSadR99y6d9+oNq+WcZTJGTknl 8Qj16RJ7kiLtAkjE/JMXsmbVVgv1rv1sWgtWcuZU/IH1ucPhiyThg==</latexit>
x(4⇥ 4⇥ 3)
<latexit sha1_base 64="AcE/XV8PdjCWc7ZZBnFr4P67YGw=">A AAB/XicbVDLSgMxFM34rPU1PnZugq1QN2Wm FnRZcOOygn1AO5RMmmlDM5khuSPWofgrblw o4tb/cOffmLaz0NYDIYdz7uXee/xYcA2O82 2trK6tb2zmtvLbO7t7+/bBYVNHiaKsQSMRq bZPNBNcsgZwEKwdK0ZCX7CWP7qe+q17pjSP5 B2MY+aFZCB5wCkBI/Xs4+JDqdoFHjKdfRfn xZ5dcMrODHiZuBkpoAz1nv3V7Uc0CZkEKoj WHdeJwUuJAk4Fm+S7iWYxoSMyYB1DJTFzvH S2/QSfGaWPg0iZJwHP1N8dKQm1Hoe+qQwJD PWiNxX/8zoJBFdeymWcAJN0PihIBIYIT6PA fa4YBTE2hFDFza6YDokiFExgeROCu3jyMml Wyq5Tdm8rhVo1iyOHTtApKiEXXaIaukF11E AUPaJn9IrerCfrxXq3PualK1bWc4T+wPr8A blxlAs=</latexit><latexit sha1_base 64="AcE/XV8PdjCWc7ZZBnFr4P67YGw=">A AAB/XicbVDLSgMxFM34rPU1PnZugq1QN2Wm FnRZcOOygn1AO5RMmmlDM5khuSPWofgrblw o4tb/cOffmLaz0NYDIYdz7uXee/xYcA2O82 2trK6tb2zmtvLbO7t7+/bBYVNHiaKsQSMRq bZPNBNcsgZwEKwdK0ZCX7CWP7qe+q17pjSP5 B2MY+aFZCB5wCkBI/Xs4+JDqdoFHjKdfRfn xZ5dcMrODHiZuBkpoAz1nv3V7Uc0CZkEKoj WHdeJwUuJAk4Fm+S7iWYxoSMyYB1DJTFzvH S2/QSfGaWPg0iZJwHP1N8dKQm1Hoe+qQwJD PWiNxX/8zoJBFdeymWcAJN0PihIBIYIT6PA fa4YBTE2hFDFza6YDokiFExgeROCu3jyMml Wyq5Tdm8rhVo1iyOHTtApKiEXXaIaukF11E AUPaJn9IrerCfrxXq3PualK1bWc4T+wPr8A blxlAs=</latexit><latexit sha1_base 64="AcE/XV8PdjCWc7ZZBnFr4P67YGw=">A AAB/XicbVDLSgMxFM34rPU1PnZugq1QN2Wm FnRZcOOygn1AO5RMmmlDM5khuSPWofgrblw o4tb/cOffmLaz0NYDIYdz7uXee/xYcA2O82 2trK6tb2zmtvLbO7t7+/bBYVNHiaKsQSMRq bZPNBNcsgZwEKwdK0ZCX7CWP7qe+q17pjSP5 B2MY+aFZCB5wCkBI/Xs4+JDqdoFHjKdfRfn xZ5dcMrODHiZuBkpoAz1nv3V7Uc0CZkEKoj WHdeJwUuJAk4Fm+S7iWYxoSMyYB1DJTFzvH S2/QSfGaWPg0iZJwHP1N8dKQm1Hoe+qQwJD PWiNxX/8zoJBFdeymWcAJN0PihIBIYIT6PA fa4YBTE2hFDFza6YDokiFExgeROCu3jyMml Wyq5Tdm8rhVo1iyOHTtApKiEXXaIaukF11E AUPaJn9IrerCfrxXq3PualK1bWc4T+wPr8A blxlAs=</latexit><latexit sha1_base 64="AcE/XV8PdjCWc7ZZBnFr4P67YGw=">A AAB/XicbVDLSgMxFM34rPU1PnZugq1QN2Wm FnRZcOOygn1AO5RMmmlDM5khuSPWofgrblw o4tb/cOffmLaz0NYDIYdz7uXee/xYcA2O82 2trK6tb2zmtvLbO7t7+/bBYVNHiaKsQSMRq bZPNBNcsgZwEKwdK0ZCX7CWP7qe+q17pjSP5 B2MY+aFZCB5wCkBI/Xs4+JDqdoFHjKdfRfn xZ5dcMrODHiZuBkpoAz1nv3V7Uc0CZkEKoj WHdeJwUuJAk4Fm+S7iWYxoSMyYB1DJTFzvH S2/QSfGaWPg0iZJwHP1N8dKQm1Hoe+qQwJD PWiNxX/8zoJBFdeymWcAJN0PihIBIYIT6PA fa4YBTE2hFDFza6YDokiFExgeROCu3jyMml Wyq5Tdm8rhVo1iyOHTtApKiEXXaIaukF11E AUPaJn9IrerCfrxXq3PualK1bWc4T+wPr8A blxlAs=</latexit>
x
0
(4⇥ 4⇥ 3)
<latexit sha1_base 64="vCQI1Omr8zP+0T7B3oddtIPV17U=">A AACAXicbVDLTgIxFL2DL8TXqBsTN41gxA2Z QRJdkrhxiYk8EhhJpxRo6HQmbcdIJrjxV9y 40Bi3/oU7/8YCs1D0JE1Pzrk3997jR5wp7T hfVmZpeWV1Lbue29jc2t6xd/caKowloXUS8 lC2fKwoZ4LWNdOctiJJceBz2vRHl1O/eUelY qG40eOIegEeCNZnBGsjde2Dwv1tcjIpVjqa BVSl39lpoWvnnZIzA/pL3JTkIUWta392eiG JAyo04ViptutE2kuw1IxwOsl1YkUjTEZ4QN uGCmzmeMnsggk6NkoP9UNpntBopv7sSHCg1 DjwTWWA9VAtelPxP68d6/6FlzARxZoKMh/U jznSIZrGgXpMUqL52BBMJDO7IjLEEhNtQsu ZENzFk/+SRrnkOiX3upyvVtI4snAIR1AEF8 6hCldQgzoQeIAneIFX69F6tt6s93lpxkp79 uEXrI9vrzOVsA==</latexit><latexit sha1_base 64="vCQI1Omr8zP+0T7B3oddtIPV17U=">A AACAXicbVDLTgIxFL2DL8TXqBsTN41gxA2Z QRJdkrhxiYk8EhhJpxRo6HQmbcdIJrjxV9y 40Bi3/oU7/8YCs1D0JE1Pzrk3997jR5wp7T hfVmZpeWV1Lbue29jc2t6xd/caKowloXUS8 lC2fKwoZ4LWNdOctiJJceBz2vRHl1O/eUelY qG40eOIegEeCNZnBGsjde2Dwv1tcjIpVjqa BVSl39lpoWvnnZIzA/pL3JTkIUWta392eiG JAyo04ViptutE2kuw1IxwOsl1YkUjTEZ4QN uGCmzmeMnsggk6NkoP9UNpntBopv7sSHCg1 DjwTWWA9VAtelPxP68d6/6FlzARxZoKMh/U jznSIZrGgXpMUqL52BBMJDO7IjLEEhNtQsu ZENzFk/+SRrnkOiX3upyvVtI4snAIR1AEF8 6hCldQgzoQeIAneIFX69F6tt6s93lpxkp79 uEXrI9vrzOVsA==</latexit><latexit sha1_base 64="vCQI1Omr8zP+0T7B3oddtIPV17U=">A AACAXicbVDLTgIxFL2DL8TXqBsTN41gxA2Z QRJdkrhxiYk8EhhJpxRo6HQmbcdIJrjxV9y 40Bi3/oU7/8YCs1D0JE1Pzrk3997jR5wp7T hfVmZpeWV1Lbue29jc2t6xd/caKowloXUS8 lC2fKwoZ4LWNdOctiJJceBz2vRHl1O/eUelY qG40eOIegEeCNZnBGsjde2Dwv1tcjIpVjqa BVSl39lpoWvnnZIzA/pL3JTkIUWta392eiG JAyo04ViptutE2kuw1IxwOsl1YkUjTEZ4QN uGCmzmeMnsggk6NkoP9UNpntBopv7sSHCg1 DjwTWWA9VAtelPxP68d6/6FlzARxZoKMh/U jznSIZrGgXpMUqL52BBMJDO7IjLEEhNtQsu ZENzFk/+SRrnkOiX3upyvVtI4snAIR1AEF8 6hCldQgzoQeIAneIFX69F6tt6s93lpxkp79 uEXrI9vrzOVsA==</latexit><latexit sha1_base 64="vCQI1Omr8zP+0T7B3oddtIPV17U=">A AACAXicbVDLTgIxFL2DL8TXqBsTN41gxA2Z QRJdkrhxiYk8EhhJpxRo6HQmbcdIJrjxV9y 40Bi3/oU7/8YCs1D0JE1Pzrk3997jR5wp7T hfVmZpeWV1Lbue29jc2t6xd/caKowloXUS8 lC2fKwoZ4LWNdOctiJJceBz2vRHl1O/eUelY qG40eOIegEeCNZnBGsjde2Dwv1tcjIpVjqa BVSl39lpoWvnnZIzA/pL3JTkIUWta392eiG JAyo04ViptutE2kuw1IxwOsl1YkUjTEZ4QN uGCmzmeMnsggk6NkoP9UNpntBopv7sSHCg1 DjwTWWA9VAtelPxP68d6/6FlzARxZoKMh/U jznSIZrGgXpMUqL52BBMJDO7IjLEEhNtQsu ZENzFk/+SRrnkOiX3upyvVtI4snAIR1AEF8 6hCldQgzoQeIAneIFX69F6tt6s93lpxkp79 uEXrI9vrzOVsA==</latexit>
x(4⇥ 4⇥ 3)
<latexit sha1_base64="AcE/XV8PdjCWc7 ZZBnFr4P67YGw=">AAAB/XicbVDLSgMxFM34rPU1PnZugq1QN2WmFnRZcOOygn1AO5RMmm lDM5khuSPWofgrblwo4tb/cOffmLaz0NYDIYdz7uXee/xYcA2O822trK6tb2zmtvLbO7t7 +/bBYVNHiaKsQSMRqbZPNBNcsgZwEKwdK0ZCX7CWP7qe+q17pjSP5B2MY+aFZCB5wCkBI/ Xs4+JDqdoFHjKdfRfnxZ5dcMrODHiZuBkpoAz1nv3V7Uc0CZkEKojWHdeJwUuJAk4Fm+S7 iWYxoSMyYB1DJTFzvHS2/QSfGaWPg0iZJwHP1N8dKQm1Hoe+qQwJDPWiNxX/8zoJBFdeym WcAJN0PihIBIYIT6PAfa4YBTE2hFDFza6YDokiFExgeROCu3jyMmlWyq5Tdm8rhVo1iyOHT tApKiEXXaIaukF11EAUPaJn9IrerCfrxXq3PualK1bWc4T+wPr8AblxlAs=</latexit><latexit sha1_base64="AcE/XV8PdjCWc7 ZZBnFr4P67YGw=">AAAB/XicbVDLSgMxFM34rPU1PnZugq1QN2WmFnRZcOOygn1AO5RMmm lDM5khuSPWofgrblwo4tb/cOffmLaz0NYDIYdz7uXee/xYcA2O822trK6tb2zmtvLbO7t7 +/bBYVNHiaKsQSMRqbZPNBNcsgZwEKwdK0ZCX7CWP7qe+q17pjSP5B2MY+aFZCB5wCkBI/ Xs4+JDqdoFHjKdfRfnxZ5dcMrODHiZuBkpoAz1nv3V7Uc0CZkEKojWHdeJwUuJAk4Fm+S7 iWYxoSMyYB1DJTFzvHS2/QSfGaWPg0iZJwHP1N8dKQm1Hoe+qQwJDPWiNxX/8zoJBFdeym WcAJN0PihIBIYIT6PAfa4YBTE2hFDFza6YDokiFExgeROCu3jyMmlWyq5Tdm8rhVo1iyOHT tApKiEXXaIaukF11EAUPaJn9IrerCfrxXq3PualK1bWc4T+wPr8AblxlAs=</latexit><latexit sha1_base64="AcE/XV8PdjCWc7 ZZBnFr4P67YGw=">AAAB/XicbVDLSgMxFM34rPU1PnZugq1QN2WmFnRZcOOygn1AO5RMmm lDM5khuSPWofgrblwo4tb/cOffmLaz0NYDIYdz7uXee/xYcA2O822trK6tb2zmtvLbO7t7 +/bBYVNHiaKsQSMRqbZPNBNcsgZwEKwdK0ZCX7CWP7qe+q17pjSP5B2MY+aFZCB5wCkBI/ Xs4+JDqdoFHjKdfRfnxZ5dcMrODHiZuBkpoAz1nv3V7Uc0CZkEKojWHdeJwUuJAk4Fm+S7 iWYxoSMyYB1DJTFzvHS2/QSfGaWPg0iZJwHP1N8dKQm1Hoe+qQwJDPWiNxX/8zoJBFdeym WcAJN0PihIBIYIT6PAfa4YBTE2hFDFza6YDokiFExgeROCu3jyMmlWyq5Tdm8rhVo1iyOHT tApKiEXXaIaukF11EAUPaJn9IrerCfrxXq3PualK1bWc4T+wPr8AblxlAs=</latexit><latexit sha1_base64="AcE/XV8PdjCWc7 ZZBnFr4P67YGw=">AAAB/XicbVDLSgMxFM34rPU1PnZugq1QN2WmFnRZcOOygn1AO5RMmm lDM5khuSPWofgrblwo4tb/cOffmLaz0NYDIYdz7uXee/xYcA2O822trK6tb2zmtvLbO7t7 +/bBYVNHiaKsQSMRqbZPNBNcsgZwEKwdK0ZCX7CWP7qe+q17pjSP5B2MY+aFZCB5wCkBI/ Xs4+JDqdoFHjKdfRfnxZ5dcMrODHiZuBkpoAz1nv3V7Uc0CZkEKojWHdeJwUuJAk4Fm+S7 iWYxoSMyYB1DJTFzvHS2/QSfGaWPg0iZJwHP1N8dKQm1Hoe+qQwJDPWiNxX/8zoJBFdeym WcAJN0PihIBIYIT6PAfa4YBTE2hFDFza6YDokiFExgeROCu3jyMmlWyq5Tdm8rhVo1iyOHT tApKiEXXaIaukF11EAUPaJn9IrerCfrxXq3PualK1bWc4T+wPr8AblxlAs=</latexit>
x
0
(4⇥ 4⇥ 3)
<latexit sha1_base64="vCQI1Omr8zP+0T 7B3oddtIPV17U=">AAACAXicbVDLTgIxFL2DL8TXqBsTN41gxA2ZQRJdkrhxiYk8EhhJpx Ro6HQmbcdIJrjxV9y40Bi3/oU7/8YCs1D0JE1Pzrk3997jR5wp7ThfVmZpeWV1Lbue29jc 2t6xd/caKowloXUS8lC2fKwoZ4LWNdOctiJJceBz2vRHl1O/eUelYqG40eOIegEeCNZnBG sjde2Dwv1tcjIpVjqaBVSl39lpoWvnnZIzA/pL3JTkIUWta392eiGJAyo04ViptutE2kuw 1IxwOsl1YkUjTEZ4QNuGCmzmeMnsggk6NkoP9UNpntBopv7sSHCg1DjwTWWA9VAtelPxP6 8d6/6FlzARxZoKMh/UjznSIZrGgXpMUqL52BBMJDO7IjLEEhNtQsuZENzFk/+SRrnkOiX3u pyvVtI4snAIR1AEF86hCldQgzoQeIAneIFX69F6tt6s93lpxkp79uEXrI9vrzOVsA==</l atexit><latexit sha1_base64="vCQI1Omr8zP+0T 7B3oddtIPV17U=">AAACAXicbVDLTgIxFL2DL8TXqBsTN41gxA2ZQRJdkrhxiYk8EhhJpx Ro6HQmbcdIJrjxV9y40Bi3/oU7/8YCs1D0JE1Pzrk3997jR5wp7ThfVmZpeWV1Lbue29jc 2t6xd/caKowloXUS8lC2fKwoZ4LWNdOctiJJceBz2vRHl1O/eUelYqG40eOIegEeCNZnBG sjde2Dwv1tcjIpVjqaBVSl39lpoWvnnZIzA/pL3JTkIUWta392eiGJAyo04ViptutE2kuw 1IxwOsl1YkUjTEZ4QNuGCmzmeMnsggk6NkoP9UNpntBopv7sSHCg1DjwTWWA9VAtelPxP6 8d6/6FlzARxZoKMh/UjznSIZrGgXpMUqL52BBMJDO7IjLEEhNtQsuZENzFk/+SRrnkOiX3u pyvVtI4snAIR1AEF86hCldQgzoQeIAneIFX69F6tt6s93lpxkp79uEXrI9vrzOVsA==</l atexit><latexit sha1_base64="vCQI1Omr8zP+0T 7B3oddtIPV17U=">AAACAXicbVDLTgIxFL2DL8TXqBsTN41gxA2ZQRJdkrhxiYk8EhhJpx Ro6HQmbcdIJrjxV9y40Bi3/oU7/8YCs1D0JE1Pzrk3997jR5wp7ThfVmZpeWV1Lbue29jc 2t6xd/caKowloXUS8lC2fKwoZ4LWNdOctiJJceBz2vRHl1O/eUelYqG40eOIegEeCNZnBG sjde2Dwv1tcjIpVjqaBVSl39lpoWvnnZIzA/pL3JTkIUWta392eiGJAyo04ViptutE2kuw 1IxwOsl1YkUjTEZ4QNuGCmzmeMnsggk6NkoP9UNpntBopv7sSHCg1DjwTWWA9VAtelPxP6 8d6/6FlzARxZoKMh/UjznSIZrGgXpMUqL52BBMJDO7IjLEEhNtQsuZENzFk/+SRrnkOiX3u pyvVtI4snAIR1AEF86hCldQgzoQeIAneIFX69F6tt6s93lpxkp79uEXrI9vrzOVsA==</l atexit><latexit sha1_base64="vCQI1Omr8zP+0T 7B3oddtIPV17U=">AAACAXicbVDLTgIxFL2DL8TXqBsTN41gxA2ZQRJdkrhxiYk8EhhJpx Ro6HQmbcdIJrjxV9y40Bi3/oU7/8YCs1D0JE1Pzrk3997jR5wp7ThfVmZpeWV1Lbue29jc 2t6xd/caKowloXUS8lC2fKwoZ4LWNdOctiJJceBz2vRHl1O/eUelYqG40eOIegEeCNZnBG sjde2Dwv1tcjIpVjqaBVSl39lpoWvnnZIzA/pL3JTkIUWta392eiGJAyo04ViptutE2kuw 1IxwOsl1YkUjTEZ4QNuGCmzmeMnsggk6NkoP9UNpntBopv7sSHCg1DjwTWWA9VAtelPxP6 8d6/6FlzARxZoKMh/UjznSIZrGgXpMUqL52BBMJDO7IjLEEhNtQsuZENzFk/+SRrnkOiX3u pyvVtI4snAIR1AEF86hCldQgzoQeIAneIFX69F6tt6s93lpxkp79uEXrI9vrzOVsA==</l atexit>
nres
<latexit sha1_base64="yKVoW/e8NzSgjHkSy9Q+9EM15co=">AAAB+XicbVBNS8NAEN3 Ur1q/oh69BFvBU0mKoMeCF48VbCu0IWy2k3bpZhN2J8US8k+8eFDEq//Em//G7cdBWx8MPN6bYWZemAqu0XW/rdLG5tb2Tnm3srd/cHhkH590dJIpBm2WiEQ9hlSD4BLayFHAY6qAxqG Abji+nfndCSjNE/mA0xT8mA4ljzijaKTAtmsyyPsIT5gr0EVRC+yqW3fncNaJtyRVskQrsL/6g4RlMUhkgmrd89wU/Zwq5ExAUelnGlLKxnQIPUMljUH7+fzywrkwysCJEmVKojNXf0/ kNNZ6GoemM6Y40qveTPzP62UY3fg5l2mGINliUZQJBxNnFoMz4AoYiqkhlClubnXYiCrK0IRVMSF4qy+vk06j7rl1775RbV4t4yiTM3JOLolHrkmT3JEWaRNGJuSZvJI3K7derHfrY9Fa spYzp+QPrM8fvyWTqw==</latexit><latexit sha1_base64="yKVoW/e8NzSgjHkSy9Q+9EM15co=">AAAB+XicbVBNS8NAEN3 Ur1q/oh69BFvBU0mKoMeCF48VbCu0IWy2k3bpZhN2J8US8k+8eFDEq//Em//G7cdBWx8MPN6bYWZemAqu0XW/rdLG5tb2Tnm3srd/cHhkH590dJIpBm2WiEQ9hlSD4BLayFHAY6qAxqG Abji+nfndCSjNE/mA0xT8mA4ljzijaKTAtmsyyPsIT5gr0EVRC+yqW3fncNaJtyRVskQrsL/6g4RlMUhkgmrd89wU/Zwq5ExAUelnGlLKxnQIPUMljUH7+fzywrkwysCJEmVKojNXf0/ kNNZ6GoemM6Y40qveTPzP62UY3fg5l2mGINliUZQJBxNnFoMz4AoYiqkhlClubnXYiCrK0IRVMSF4qy+vk06j7rl1775RbV4t4yiTM3JOLolHrkmT3JEWaRNGJuSZvJI3K7derHfrY9Fa spYzp+QPrM8fvyWTqw==</latexit><latexit sha1_base64="yKVoW/e8NzSgjHkSy9Q+9EM15co=">AAAB+XicbVBNS8NAEN3 Ur1q/oh69BFvBU0mKoMeCF48VbCu0IWy2k3bpZhN2J8US8k+8eFDEq//Em//G7cdBWx8MPN6bYWZemAqu0XW/rdLG5tb2Tnm3srd/cHhkH590dJIpBm2WiEQ9hlSD4BLayFHAY6qAxqG Abji+nfndCSjNE/mA0xT8mA4ljzijaKTAtmsyyPsIT5gr0EVRC+yqW3fncNaJtyRVskQrsL/6g4RlMUhkgmrd89wU/Zwq5ExAUelnGlLKxnQIPUMljUH7+fzywrkwysCJEmVKojNXf0/ kNNZ6GoemM6Y40qveTPzP62UY3fg5l2mGINliUZQJBxNnFoMz4AoYiqkhlClubnXYiCrK0IRVMSF4qy+vk06j7rl1775RbV4t4yiTM3JOLolHrkmT3JEWaRNGJuSZvJI3K7derHfrY9Fa spYzp+QPrM8fvyWTqw==</latexit><latexit sha1_base64="yKVoW/e8NzSgjHkSy9Q+9EM15co=">AAAB+XicbVBNS8NAEN3 Ur1q/oh69BFvBU0mKoMeCF48VbCu0IWy2k3bpZhN2J8US8k+8eFDEq//Em//G7cdBWx8MPN6bYWZemAqu0XW/rdLG5tb2Tnm3srd/cHhkH590dJIpBm2WiEQ9hlSD4BLayFHAY6qAxqG Abji+nfndCSjNE/mA0xT8mA4ljzijaKTAtmsyyPsIT5gr0EVRC+yqW3fncNaJtyRVskQrsL/6g4RlMUhkgmrd89wU/Zwq5ExAUelnGlLKxnQIPUMljUH7+fzywrkwysCJEmVKojNXf0/ kNNZ6GoemM6Y40qveTPzP62UY3fg5l2mGINliUZQJBxNnFoMz4AoYiqkhlClubnXYiCrK0IRVMSF4qy+vk06j7rl1775RbV4t4yiTM3JOLolHrkmT3JEWaRNGJuSZvJI3K7derHfrY9Fa spYzp+QPrM8fvyWTqw==</latexit> ...
<latexit sha1_base64="fkQ7tWW73B/Zi+LmVGkhzz2JR7s=">AAAB73icbVDLSgNBEOz 1GeMr6tHLYiJ4CrtB0GPAi8cI5gHJEmZnZ5MhszPrTG8gLPkJLx4U8ervePNvnDwOmljQUFR1090VpoIb9LxvZ2Nza3tnt7BX3D84PDounZy2jMo0ZU2qhNKdkBgmuGRN5ChYJ9WMJKF g7XB0N/PbY6YNV/IRJykLEjKQPOaUoJU6ld44Umgq/VLZq3pzuOvEX5IyLNHol756kaJZwiRSQYzp+l6KQU40cirYtNjLDEsJHZEB61oqScJMkM/vnbqXVoncWGlbEt25+nsiJ4kxkyS 0nQnBoVn1ZuJ/XjfD+DbIuUwzZJIuFsWZcFG5s+fdiGtGUUwsIVRze6tLh0QTijaiog3BX315nbRqVd+r+g+1cv16GUcBzuECrsCHG6jDPTSgCRQEPMMrvDlPzovz7nwsWjec5cwZ/IHz +QOBLo+O</latexit><latexit sha1_base64="fkQ7tWW73B/Zi+LmVGkhzz2JR7s=">AAAB73icbVDLSgNBEOz 1GeMr6tHLYiJ4CrtB0GPAi8cI5gHJEmZnZ5MhszPrTG8gLPkJLx4U8ervePNvnDwOmljQUFR1090VpoIb9LxvZ2Nza3tnt7BX3D84PDounZy2jMo0ZU2qhNKdkBgmuGRN5ChYJ9WMJKF g7XB0N/PbY6YNV/IRJykLEjKQPOaUoJU6ld44Umgq/VLZq3pzuOvEX5IyLNHol756kaJZwiRSQYzp+l6KQU40cirYtNjLDEsJHZEB61oqScJMkM/vnbqXVoncWGlbEt25+nsiJ4kxkyS 0nQnBoVn1ZuJ/XjfD+DbIuUwzZJIuFsWZcFG5s+fdiGtGUUwsIVRze6tLh0QTijaiog3BX315nbRqVd+r+g+1cv16GUcBzuECrsCHG6jDPTSgCRQEPMMrvDlPzovz7nwsWjec5cwZ/IHz +QOBLo+O</latexit><latexit sha1_base64="fkQ7tWW73B/Zi+LmVGkhzz2JR7s=">AAAB73icbVDLSgNBEOz 1GeMr6tHLYiJ4CrtB0GPAi8cI5gHJEmZnZ5MhszPrTG8gLPkJLx4U8ervePNvnDwOmljQUFR1090VpoIb9LxvZ2Nza3tnt7BX3D84PDounZy2jMo0ZU2qhNKdkBgmuGRN5ChYJ9WMJKF g7XB0N/PbY6YNV/IRJykLEjKQPOaUoJU6ld44Umgq/VLZq3pzuOvEX5IyLNHol756kaJZwiRSQYzp+l6KQU40cirYtNjLDEsJHZEB61oqScJMkM/vnbqXVoncWGlbEt25+nsiJ4kxkyS 0nQnBoVn1ZuJ/XjfD+DbIuUwzZJIuFsWZcFG5s+fdiGtGUUwsIVRze6tLh0QTijaiog3BX315nbRqVd+r+g+1cv16GUcBzuECrsCHG6jDPTSgCRQEPMMrvDlPzovz7nwsWjec5cwZ/IHz +QOBLo+O</latexit><latexit sha1_base64="fkQ7tWW73B/Zi+LmVGkhzz2JR7s=">AAAB73icbVDLSgNBEOz 1GeMr6tHLYiJ4CrtB0GPAi8cI5gHJEmZnZ5MhszPrTG8gLPkJLx4U8ervePNvnDwOmljQUFR1090VpoIb9LxvZ2Nza3tnt7BX3D84PDounZy2jMo0ZU2qhNKdkBgmuGRN5ChYJ9WMJKF g7XB0N/PbY6YNV/IRJykLEjKQPOaUoJU6ld44Umgq/VLZq3pzuOvEX5IyLNHol756kaJZwiRSQYzp+l6KQU40cirYtNjLDEsJHZEB61oqScJMkM/vnbqXVoncWGlbEt25+nsiJ4kxkyS 0nQnBoVn1ZuJ/XjfD+DbIuUwzZJIuFsWZcFG5s+fdiGtGUUwsIVRze6tLh0QTijaiog3BX315nbRqVd+r+g+1cv16GUcBzuECrsCHG6jDPTSgCRQEPMMrvDlPzovz7nwsWjec5cwZ/IHz +QOBLo+O</latexit>
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Figure 7: The details of the disentangler/decimator as a bijective map.
As shown in Fig. 2(a), each RG step includes a disentangler (green block) and a decimator (yellow
block), which is parameterized by a bijective neural network. The blocks in every horizontal level
share parameters, so we view them as a same block. In our reported experiments, disentanglers and
decimators in different RG steps do not share parameters. However, we can also make them share
parameters, which implements a scale-invariant course-graining process.
For each disentangler or decimator, we spilt the image into 4×4 patches as shown in Fig. 2(b), stack
them along the batch dimension, feed them into the network, and merge the output patches into a
new image. After each RG step, the edge length of the image (the number of black lines above
yellow blocks) is halved, except for the last (topmost) RG step that decimates all variables.
The choice of the bijective neural network for the disentangler/decimator can be versatile. In our
experiment, we choose the Real NVP (Dinh et al., 2017) coupling layer to build disentanglers and
decimators, which has great expressive power and is easy to invert. Fig. 7 illustrates our implemen-
tation. Each RNVP block is shown as a red block. It takes a 4× 4 image patch x as input, and split
it into x1 and x2 using the checkerboard mask m. They are coupled to produce the output x′2, using
the formula
x′2 = x2  exp (s1(x1)) + t1(x1), (10)
where  is the element-wise product. s(·) and t(·) are named the scale network and the translation
network, which can be arbitrarily complicated to enhance the expressive power, as long as the num-
bers of input and output variables are the same. Then we use x′2 to alter x1 in the similar manner
and outputs x′1, and combine them to produce the output x
′ of the RNVP block.
We use residual networks with nres residual blocks as s(·) and t(·), shown as blue blocks in Fig. 7,
and we choose nres = 4 in our implementation. Each residual block has 3 linear layers with size
24 → 512, 512 → 512, 512 → 24. Between linear layers, we insert swish activations (Chen et al.,
2019), which is reported to give better results than ReLU and softplus, and its smoothness benefits
our further analysis with higher order derivatives. We use Kaiming initialization (He et al., 2016)
and weight normalization (Salimans & Kingma, 2016) on the linear layers.
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CelebA (32) CIFAR10 3D Chair
Real NVP 3.95 3.49 —
RG-Flow 3.93 3.40 0.98
Table 1: Bits per dimension evaluated on various datasets.
The CelebA dataset contains rich information on different scales, including high-level information
like gender and emotion, mid-level one like shapes of eyes and nose, and low-level one like details
in hair and wrinkles. Because lower-level RG steps take larger images as input, we heuristically
put more parameters in them. The numbers of RNVP blocks in all RG steps are nlayer = 8, 6, 4, 2
respectively.
To preprocess the dataset, we use the aligned images from CelebA, crop a 148 × 148 patch at the
center of each image, downscale the patch to 32 × 32 using bicubic downsampling, and randomly
flip it horizontally.
We use AdamW optimizer (Loshchilov & Hutter, 2019) with conventional learning rate 10−3 and
weight decay rate 5 × 10−5. To further stabilize training, we use gradient clipping with global
norm 1. Between coupling layers, we use checkpointing (Paszke et al., 2019) to reduce memory
usage. After using the checkpointing technique, we find the network’s memory consumption is
greatly reduced. The maximal batch size can be set to 1024 on a single Nvidia Titan RTX given the
current setup, which approximately has one million parameters. In our experiment, the batch size is
conventionally set to 64. A training step takes about 1.2 seconds on an Nvidia Titan RTX.
The code for our implementation is at https://github.com/hongyehu/RG-Flow
B DETAILS OF THE EXPERIMENTS
The details of the network is explained in Appendix A. The performance of RG-Flow is strongly
dependent on the expressiveness of disentanglers and decimators. Since tuning the expressive power
of those blocks is not the focus of our work, we implement them using the Real NVP coupling
layers. And we find the deeper the network, the better the performance is. Our current setup has
slightly better performance on CelebA (32 × 32) and CIFAR-10 datasets compared to Real NVP.
The calculated bits per dimension (BPD) data is listed in Table. 1. For CIFAR-10 and other datasets,
we use nlayer = 10 and nres = 4 for each disentangler and decimator.
Just like other generative models, we can define the effective temperature for RG-flow. Our prior
distribution is
pZ(z) =
∏
l
p(zl), (11)
where l = (i, j, h) labels every latent variable by its coordinate on the hyperbolic tree, especially
h is the RG level. A model with effective temperature T (T > 0) changes the prior distribution to
pZ,T (z), with
pZ,T (z) ∝ (pZ(z))1/T . (12)
For Laplacian prior, the effective temperature is implemented as
pZ,T (z) =
∏
l
1
2T
exp
(
−|zl|
T
)
. (13)
Moreover, we can define a mixed temperature model on the hyperbolic tree by
pZ,mix(z) ∝
∏
l
(p(zl))
1/Tl , (14)
where Tl can be coordinate-dependent. In our training procedure, we find the bijective maps on
the lowest level take a longer time to converge. Therefore, we do our experiments on the mixed
temperature scheme with Th=0 = 0.2, Th=1 = Th=2 = Th=3 = 0.6, where Th is the effective
temperature on that level.
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Figure 8: Samples from RG-Flow trained on CIFAR-10 dataset.
To plot the variation of factors in Fig. 4, we first use the mixed temperature model to sample all
latent variables, then we vary each of them from 0 to 1.5 if it is in high level or mid level, and from
0 to 6 if it is in low level.
C A TOY MODEL FOR SPARSE PRIOR DISTRIBUTION
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Figure 9: Two-dimensional pinwheel model.
16
Under review
In the first column of Fig. 9, the density plots of Laplacian distribution and Gaussian distribution are
shown. As we can see, the Gaussian distribution has the rotational symmetry, whereas the Laplacian
distribution breaks the rotational SO(2) symmetry to C4 symmetry. A flow-based generative model
is trained to match the target distribution, which is a four-leg pinwheel as shown in the last column
in Fig. 9. Given either Gaussian distribution or Laplacian distribution as the prior distribution, the
model can learn the target distribution. In the second column, we sample 100 points and color them
by their living quadrant in the prior distribution. Then map them to the visible space by the trained
model, as shown in the third column. We see that four quadrants are approximately mapped to the
four legs of the pinwheel if Laplacian prior is used. But for the Gaussian case, since it has rotational
symmetry, the points in different quadrants are mixed more in the visible space, which makes it
harder to interpret the mapping.
D DETAILS OF INPAINTING EXPERIMENTS
For the inpainting experiments plotted in Fig. 6, we randomly choose a corrupted region on the
ground truth image, marked as the red patch in the second row of Fig. 6, and use Gaussian noise to
fill the corrupted region. After transforming the whole corrupted image into latent space, we conduct
variation on the latent variables to fill the corrupted region and maximize the log-likelihood of the
filled images.
For RG-Flow, we only do variations on the latent variables living inside the inference causal cone,
which is about 1200 out of 3072 variables. And for constrained Real NVP, we randomly pick the
same amount of latent variables to do optimization, and we find it fails to inpaint in general. As
a check, we find Real NVP can inpaint the images perfectly if we optimize all latent variables, as
shown in the last row of Fig. 6.
During the optimization on the latent space, we find it can be trapped into local minima. Therefore,
for all experiments, we first randomly draw 200 initial samples for latent variables that are allowed
to be varied, and pick the one with largest log-likelihood. Then we use standard Adam optimizer to
do the optimization.
E RECEPTIVE FIELDS OF THE LATENT REPRESENTATIONS
More examples of receptive fields are plotted in Fig. 10, Fig. 11, Fig. 12, and Fig. 13. For better
visualization, we normalize all receptive fields’ strength to one.
F DISCUSSION ON REAL NVP
As a comparison, we plotted receptive fields of Real NVP in Fig. 14(a) together with the statistics
of strength of receptive fields in Fig. 14(b). Without local constraints on the bijective maps, there is
no generation causal cone for Real NVP or other globally connected multi-scale models, and we do
not find semantic factors separated on high level, mid level and low level in general.
17
Under review
Figure 10: Randomly picked receptive fields of high-level latent variables (h = 3). For better
visualization, the strength is scaled to one.
Figure 11: Randomly picked receptive fields of mid-level latent variables (h = 2). For better
visualization, the strength is scaled to one.
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Figure 12: Randomly picked receptive fields of low-level latent variables (h = 1). For better
visualization, the strength is scaled to one.
Figure 13: Randomly picked receptive fields of the lowest-level latent variables (h = 0). For better
visualization, the strength is scaled to one.
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h=3
h=2
h=1
h=0
Receptive Fields (Real NVP)
(a) (b)
Figure 14: Subplot (a) shows the randomly picked receptive fields from the trained Real NVP on
CelebA at different levels. Subplot (b) shows the statistics of the receptive fields’ strength.
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