ABSTRACT
INTRODUCTION
There is a need for systems that are able to work optimally in any environment, under any state, and for any user-defined task. Many modern products are designed to be able to operate under different operational conditions (e.g. furniture, vehicles, tools) [2] - [8] , their capabilities to do so are still limited. For most of these products the configuration change from the current state to a desired one often takes place when the product is not in use [1] . Many of reconfigurable and changeable (or flexible, adaptive) systems do not consider dynamic changes of their configuration [4] , [10] . Presently, a considerable amount of research focuses on the design of products that can make a transition between two or more functional states [1] - [3] , [9] - [16] . In addition, most of the research done in the design community focuses on changes in the mechanical configuration of systems, but not on system behavior.
The purpose of this paper is to convey our experience in developing methods to manage system behavior between states at runtime. The states are defined by system settings (e.g. variables such as temperature, velocity). It has to be recognized which system input variables are adaptable and which ones are non-adaptable.
Complex systems are required to deliver high-quality work. For example, professional printers are required to deliver high-quality prints independently of the media type (e.g. paper mass, plain/glossy paper) and the job type (e.g. simplex/duplex). The print quality depends on the printing settings (e.g. temperature, pressure, velocity). Although printers are designed to perform their work optimally under different operational conditions, their "run" state is still very general and makes use of one specific setup, meaning under different conditions other than this specific setup, they run suboptimally. It is, therefore, desirable to implement reconfigurability in a printer such that it achieves the best performance in any given circumstances by widening up the allowed operational conditions.
In addition, ideally, reconfiguration (state transition) of a printer should take place at runtime. The question therefore boils down: how to find the optimal state transition trajectory that configures the system from an initial state to a desired state?
The behavior of dynamic systems is commonly handled using control theory [17] , [18] . Figure 1 presents the concept of a negative feedback loop to control the dynamic behavior of a system. In this case, a sensor is used to sense an output value and subtract it from a reference value. This control scheme can be used in the professional printers for feedback loops such as temperature control and speed control. This scheme, however, cannot be applied to controlling the quality of the print, since print quality is not measured at runtime due to unavailability of special sensors. Because high-quality printing needs to be maintained in professional printers, a supervisory-level controller that pre-computes an optimal reference for the lowlevel controllers without feedback of the system (Fig. 2) is needed.
A schematic representation of a supervisory-level and lowlevel controllers is presented in Fig. 3 . To pre-compute an optimal reference for the low-level controllers, it seems necessary to use predictive control. Predictive control is also known as model-based predictive control (MBPC), general predictive control (GPC), receding horizon control (RHC), sequential open-loop optimizing control (SOLO), dynamic matrix control (DMC), etc. [19] . There are three key ideas that differentiate predictive control from other control methodologies:

Predictions of system behaviors over some future time interval (assuming some trajectory of control variables) are obtained using an explicit "internal model".  Optimization of some aspects of system behavior over the future time interval is used to choose the control variable trajectory.  Implementation of the optimized control trajectory includes only an initial segment of that trajectory. After that, the whole cycle of prediction and optimization is repeated over an interval of the same length. These prediction and optimization is performed online [19] .
Standard online predictive control methods require full state feedback, which is not always feasible in practice (e.g. as is the case with a printer). Therefore, we introduce a method that makes use of simulation to offline pre-compute an optimal reference (whole optimized control trajectory) for the low-level controllers. Ideally, such a method would be used when it is not possible to use feedback of the system (e.g. when some parameters cannot be measured at runtime).
We assume that the pre-computation of the optimal input can be represented as a shortest path problem, which can efficiently be solved using graph search algorithms that are commonly used in routing: Dijkstra's algorithm [20] and the A* algorithm [21] . Dijkstra's algorithm and the A* algorithm have been chosen because they both find a global optimum (i.e. global optimal path). 
TYPICAL, SINGLE-INPUT, SINGLE-OUTPUT FEEDBACK LOOP WITH DESCRIPTIONS FOR ITS VARIOUS PARTS
In this paper, the proposed method based on graph search algorithms is explained taking a printer as an example; the precomputed system input for runtime state transition is derived using a Simulink model of a professional printer.
The paper is organized as follows. The next section, Graph Theory and Shortest Path Problem, gives an overview of Dijkstra's algorithm and the A* algorithm. In the section State Transition, we introduce a method that uses those two graph search algorithms to solve the state transition problem. The implementation of the method is presented in section Case Study: Designing a Reconfigurable Printer. Discussion and concluding remarks on the method and its validation are provided in the sections Discussion and Conclusions, respectively.
GRAPH THEORY AND SHORTEST PATH PROBLEM
Graph theory is the study of graphs -mathematical structures that are used to model relations between objects. Generally, graphs are used as an abstract representation of a set of objects and links that connect pairs of these objects (Fig. 4) . A graph is composed of two sets and , where is a set of vertices (or nodes) formed by the objects and is the set of edges (or arcs) between pairs of adjacent vertices. In this paper, we will consider weighted graphs, in which each edge has a transition cost (weight). A path from (source) to (destination) is a sequence of vertices ( ) where and . Each path has a cost equal to the sum of the individual costs of the arcs in the path. An optimal path (or shortest path) from to is defined as a path that has the smallest cost over the set of all paths from to .
Finding shortest paths is generally done by searching a graph. There are various graph search algorithms available to find low-cost paths. In this work, we use Dijkstra's algorithm [19] and the A* algorithm [21] .
Dijkstra's algorithm always finds the optimal path. Finding the shortest path, however, can take a long time especially if evaluating (by simulation) is computationally expensive. The A* algorithm is a method that tries to find an optimal path using fewer evaluations of . It will always find an optimal path if it uses a so-called admissible heuristic [21] . However, it also allows making a tradeoff between search time and solution quality [22] : using an inadmissible heuristic, the A* algorithm generally finds paths more quickly, but these paths may be suboptimal.
STATE TRANSITION
In theory there are an infinite number of possible paths between two states of the system. By only considering paths that go via a discrete set of substates (grid points), it becomes possible to use graph search algorithms to find the optimal path among all (discrete) possible ones.
The idea behind the proposed method is to optimize state transition (i.e. path that indicates the way adaptable variables of the system change) by minimizing the cost of that transition. Figure 5 presents an imaginary grid, vertex that indicates the source state, vertex that indicates the destination state, and two paths. The cost of the purple path equals:
The cost of the blue path equals:
(2) Figure 5 . AN IMAGINARY GRID WITH TWO PATHS BETWEEN VS AND VD
Figure 4. A GRAPH WITH 6 VERTICES AND 7 EDGES
The two paths presented in Fig. 5 are computed using two different cost functions. In case of a printer, one cost function may be related to the quality of the print while the second one may be related to the energy that is used to make the transition. It is also possible that the cost function considers both the quality of the print and the energy used to make the transition. In such a case, a tradeoff needs to be made. Figure 2 shows supervisory-level controller with precomputed optimal input for a low-level controller. To define the optimal input for the system, three steps need to be performed:
 Building a grid,  Calculating costs between neighboring grid points,  Applying an algorithm that finds the shortest path from source to destination.
The grid is built of a discrete set of substates and the transitions between them. Each vertex of the grid corresponds to a system state represented by a vector of adaptable input variables. The edges in the grid are associated to neighboring pairs of vertices. The neighboring vertices are the vertices between which transition is possible within one time unit. The source and the destination vertices are defined by the states between which the transition takes place ( and ). Figure 6 shows an example of a steady-state approximation for computing transition costs from to . To compute the costs , we assume that the system has been in state for an arbitrary long time ( ). By doing so, we make an approximation of the state transition costs not taking into account the actual "history" of the system. After time , a state transition takes place. That state transition ends at time . After that time, the system operates in state . As presented in the Fig. 6 , the cost of the state transition is calculated only over the time interval .
When all transition costs are computed, they are used as input for Dijkstra's algorithm or the A* algorithm and the shortest path is computed. After that, the obtained shortest path is used as the pre-computed optimal input for the system.
CASE STUDY: DESIGNING A RECONFIGURABLE PRINTER
To illustrate the implementation and applicability of the method, we have applied it to the design of a reconfigurable printer. Within Océ-Technologies B.V., a physical model of the printer system has been developed using Simulink [23] . That model defines four adaptable input variables: temperature during printing, speed of printing, latitude that determines a "safety margin" for and to guarantee high-quality printing, and paper mass . A reconfigurable printer should be able to go from a state ( , , , ) to a state ( , , , ) at runtime. During such a transition, the output quality measure should be within a range . For confidentiality reasons, the actual values of and cannot be given. We have chosen to use a regular, uniform grid. The resolution of the grid was set to:
Grid edges for which was opposite to for one or more dimensions were excluded. It was assumed that only two kinds of paper are used, 80 g/m 2 and 200 g/m 2 . Since paper mass cannot be varied continuously, a step function was used instead of the ramp shown in Fig. 6 .
The cost function was not a part of the system. Therefore, it had to be properly introduced in the simulation model. The cost function was defined as follows: (4) where is a measure of print quality, which depends on the relation between the speed of transferring the toner to the paper, the temperature of both the toner and the paper, and the pressure applied while transferring the toner to the paper. Smaller values indicate better quality. β is a user-defined parameter.
As shown in Fig. 6 , the cost of the state transition was calculated only over the time . In this study, was set at 500 seconds.
was set to , where denotes the -norm. In this way, each possible path from to takes the same time. is a user-defined parameter. The minimum transition time was chosen such that there is no overand/or undershooting.
To illustrate some characteristics of the method, various scenarios to compute optimal input for the system have been used. These scenarios are described in Tab. 1. When β is set to Figure 7 shows typical results obtained when applying introduced method. The scenarios SC 9, SC 17, SC 12, and SC 20 (from top to bottom, respectively) have been selected to show the way the user-defined parameters and β influence state transitions paths. Figure 7 presents the print quality (left) obtained after applying pre-computed optimal input (right) to the printer Simulink model. The range , which indicates when the output quality measure is optimal, is presented in the figure by two red dashed lines. The red stars in the "quality" figures indicate steps of state transitions. Figure 7 shows that the number of transition steps was not the same for each scenario. For example, for SC 9, eight steps were needed to make the transition, while for SC 17, SC 12, and SC 20 only seven steps were needed.
RESULTS
The print quality curves are different for each scenario and its pre-computed optimal input. The effect of increasing can clearly be observed. Higher values of result in a stronger penalty for large values of . Increasing results in more gradual changes of adaptable input variables (because increases). This results also in smaller absolute values of .
The results show that when is small (e.g. = 1), then β has a large impact on the cost and the optimal path (see Fig. 7 , scenarios SC 9 and SC 17). When is large (e.g. = 4), however, it seems that β has lower impact on the cost and the optimal path (see Fig. 7, scenarios SC 12 and SC 20) . Figure 7 shows an example when two different scenarios (i.e. SC 12 and SC 20) give different costs, but the optimal path for these two scenarios is exactly the same.
DISCUSSION
The goal of this paper was to communicate our experience in developing methods to manage system behavior using runtime state transitions. We have proposed an alternative approach to commonly used control theory. In our approach, the behavior of the system is handled using a pre-computed optimal input and not by a sensor that senses an output value and subtracts it from a desired value (like in control theory).
In the section Case Study: Designing a Reconfigurable Printer, we have shown an application of the method and some initial results. The proposed method, though simple, shows its potential and possible benefits that can be obtained when applying it to real systems. Although no history (dynamics) of the system was used to pre-compute optimal input, our method was able to handle dynamic system behavior. Nevertheless, further development of the method is required.
The method makes use of a steady-state approximation of a dynamic system. As a consequence, the computed costs are not necessarily correct. At the beginning, there is no (or small) effect of history on calculating the cost (e.g. from (source) to ). Each further calculation of the cost is more and more effected by the history. In the future work, it will be investigated how the history of the system should be implemented in the introduced method. Moreover, it will be investigated whether taking history into account will have an effect on pre-computed optimal input.
For the clarity of the paper, the tests described here were designed such that i) changes made by adaptable variables ( , , , and ) had to be performed as quickly as possible, and ii) time was set at 500 seconds. It is, however, not known whether such approach is "optimal". It is, therefore, recommended to investigate the optimal size of the transition steps and the optimal time .
The method was tested using a regular, uniform grid. Further work should include tests of the method when a grid with obstacles, representing forbidden system states, is used. jnm Another study should investigate whether using hierarchical grids [24] , [25] is of benefit to achieve faster computation times when dealing with large grids. Also a method to define optimal resolution of the grid should be developed. The pre-computed input was optimized for constant highquality printing. The method, however, should be validated for different costs (e.g. energy used, a tradeoff between quality and energy used).
Pareto optimization is often used to deal with trade-offs in reconfigurable systems [26] - [29] . Theoretically, moving along the Pareto frontier results in optimal system performance. Ferguson and Lewis [30] , however, reported that following the trajectory depicted by the Pareto frontier might be unsatisfactory when designing reconfigurable systems, since changes in configurations take time and development of a controller would be very complex. Our future research will investigate whether the method introduced in this paper can successfully be used to find optimal state transitions between two Pareto optimal points.
As mentioned in the Introduction, most of current research on reconfigurability focuses only on changes in the physical configuration of systems. The method presented in this paper was developed to handle dynamic system behavior. Further research is needed to investigate whether this method is able to handle both dynamic system behavior and physical reconfiguration of the system at (the same) runtime.
CONCLUSIONS
A new method to handle dynamic behavior of the system using a pre-computed optimal input has been developed. This method makes use of graph search algorithms that solve shortest path problems and that are commonly used in routing: Dijkstra's algorithm. The method was applied to the design a reconfigurable printer, which has to change its configuration to achieve maximum performance (i.e. high quality of print) when operating conditions are changing (e.g. speed of printing). A simulation study, of a new methodology has been conducted using a Simulink model. The method, though simple, shows its potential and possible benefits that can be obtained when applying it in real systems.
