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Introduction
Ce mémoire de synthèse porte sur deux thématiques de recherche : la longue mémoire
dans les champs aléatoires et les processus ponctuels en interaction. Ces deux domaines
ont pour point commun l’étude de la dépendance dans des processus spatiaux. Le premier
concerne la forte dépendance dans des processus portés par un réseau (comme des séries
temporelles ou des images pixellisées), le second s’intéresse à la dépendance dans la
position de points dans l’espace, éventuellement au travers de marques associées, ce qui
concerne notamment des objets géométriques en interaction. Ma contribution porte plus
spécifiquement sur l’étude de certaines classes de modèles, et sur l’obtention de résultats
asymptotiques qui valident ou motivent certaines procédures statistiques.
Ce document est scindé en deux parties. La première concerne principalement la
longue mémoire. Ce thème de recherche fut au coeur de mon travail de thèse de docto-
rat, dirigé par Marie-Claude Viano. Il s’est prolongé par la suite au travers de différents
projets, en collaboration avec Pierre-Olivier Amblard, Jean-François Coeurjolly, Remigi-
jus Leipus, Anne Philippe et Donatas Surgailis. La seconde partie concerne les processus
ponctuels et la géométrie aléatoire. Cette thématique a émergé plus récemment dans
mon travail de recherche à la suite d’échanges avec David Dereudre, aboutissant aux
publications [Lav12] et [Lav9]. Mon intérêt pour ce domaine s’est confirmé au travers
d’autres projets, en collaboration avec Jean-François Coeurjolly, David Dereudre, Rémy
Drouilhet, Katerina Helisová, Jesper Møller et Ege Rubak.
Première partie : autour de la longue mémoire
Dans le premier chapitre de cette partie, je présente plusieurs modèles de champs
aléatoires à longue mémoire, issus principalement de [Lav15]. La plupart sont similaires
aux modélisations rencontrées en séries temporelles (filtrage d’un bruit blanc, agréga-
tion de champs à courte mémoire) mais leur étude théorique est parfois plus délicate.
Par ailleurs, on montre que la longue mémoire est étroitement liée à l’apparition de la
transition de phase dans les systèmes gibbsiens sur un réseau. Ces différents points de
vue montrent que l’émergence de la longue mémoire dans les champs aléatoires n’est
pas rare et en motivent l’étude. Ils soulignent également la spécificité des champs par
rapport aux séries temporelles : la longue mémoire peut émerger de façon isotrope mais
aussi anisotrope (par exemple dans une seule direction). Ce chapitre sera également
l’occasion de présenter le mouvement brownien fractionnaire multivarié, dont j’ai étu-
dié les principales propriétés avec Anne Philippe et Donatas Surgailis dans [Lav11] et
avec Pierre-Olivier Amblard, Jean-François Coeurjolly et Anne Philippe dans [Lav7].
2Nous verrons que la série multivariée formée de ses accroissements peut exhiber de la
longue mémoire (comme c’est le cas pour les accroissements du mouvement brownien
fractionnaire univarié), mais que la dépendance croisée entre ses composantes est très
contrainte.
Le second chapitre est plus théorique. Il concerne le comportement asymptotique de
certaines statistiques en présence de longue mémoire. Il s’agit des sommes partielles,
du processus empirique et de certaines formes quadratiques. Ces objets sont au coeur
de nombreuses procédures statistiques et leur étude est fondamentale. Elle a été menée
de façon intense dans le cas des séries temporelles. Dans le cas des champs aléatoires,
la difficulté réside dans les différents types de longue mémoire possibles (isotrope, ani-
sotrope), qui rendent inappropriées les techniques de preuve employées en dimension
1. Dans [Lav14], j’ai montré que les sommes partielles ne suivent généralement pas un
théorème limite central, dans le sens où ni la normalisation ni la limite n’est standard, et
ce quelque soit le type de longue mémoire rencontrée. De même, dans le cas de fonction-
nelles de champs gaussiens à longue mémoire, le processus empirique est asymptotique-
ment dégénéré ([Lav16], [Lav15]). Ces résultats confirment les comportements rencontrés
dans le cadre des séries temporelles. L’étude de certaines formes quadratiques de champs
gaussiens, menée dans [Lav8], conduit au même type de conclusions. Cependant nous
montrons que certaines situations inédites peuvent apparaître dans le cas de champs
dont la longue mémoire n’est portée que par une seule direction. La preuve de ces résul-
tats asymptotiques repose essentiellement sur une technique de convergence des mesures
spectrales associées aux champs.
Le troisième chapitre est consacré à la présentation de plusieurs procédures de tests
en présence de longue mémoire. Chacun d’entre eux exploite la spécificité du comporte-
ment des sommes partielles en présence de longue mémoire, au travers de la statistique
V/S. Cette quantité correspond en effet au rapport entre la variance empirique des
sommes partielles et l’estimation de leur variance asymptotique. Dans [Lav13], je gé-
néralise le test V/S (initialement proposé dans les séries temporelles) pour tester la
présence de longue mémoire dans les champs, que cette dernière soit isotrope ou non. En
collaboration avec Anne Philippe et Donatas Surgailis, nous avons ensuite proposé dans
[Lav10] une procédure pour tester l’égalité des paramètres de longue mémoire dans deux
séries temporelles, en comparant leur statistique V/S. Enfin dans [Lav3], nous testons
la rupture du paramètre de longue mémoire dans une série temporelle en étudiant les
fluctuations de la statistique V/S. Cette problématique est très liée à l’étude de la per-
sistance dans les séries économiques, qui est un thème actuel important en économétrie.
Seconde partie : processus ponctuels et géométrie aléatoire
Les processus ponctuels en interaction peuvent se modéliser de différentes manières.
La plus naturelle est sans doute au travers d’un potentiel qui explicite l’interaction pré-
cise entre points voisins, conduisant à la classe des modèles de Gibbs. Le premier chapitre
de cette seconde partie est consacré à la présentation de différents modèles de Gibbs,
et notamment de leur application à la géométrie aléatoire. Il est en effet assez commun
de modéliser certaines structures géométriques, comme des mosaïques ou des ensembles
aléatoires, à partir d’un processus ponctuel de Poisson. Les propriétés d’indépendance
3inhérentes aux processus de Poisson limitent la pertinence de ces modèles en pratique.
Afin d’obtenir des structures géométriques plus réalistes, il parait naturel d’introduire un
potentiel d’interaction qui favorise, voire même force, certaines géométries (par exemple
des cellules suffisamment régulières dans une mosaïque). Les mosaïques de Delaunay et
de Voronoï gibbsiennes sont un exemple de tels modèles. Nous les avons étudiées avec
David Dereudre dans [Lav9]. Le modèle Quermass, généralisation du modèle booléen au
cadre gibbsien, sera également présenté. Nous conclurons enfin ce premier chapitre par
les processus ponctuels déterminantaux. Cette classe de processus ponctuels répulsifs
s’avère être une alternative intéressante aux modèles de Gibbs. Nous les étudions d’un
point de vue statistique avec Jesper Møller et Ege Rubak dans [Lav2]. Nous montrons
en particulier qu’ils sont facilement simulables (contrairement aux processus de Gibbs),
et qu’il est assez simple d’en proposer des modèles paramétriques flexibles.
Le second chapitre s’intéresse aux problèmes d’inférence dans les processus ponc-
tuels de Gibbs. Il s’agit de l’estimation des paramètres et de la validation de modèles.
La méthode d’estimation la plus naturelle consiste à maximiser la vraisemblance du mo-
dèle paramétrique de Gibbs choisi. Cette technique requiert l’estimation par simulation
d’une constante normalisatrice, ce qui est très coûteux en pratique, particulièrement en
présence d’interactions géométriques. C’est pourquoi d’autres procédures d’estimation
ont été développées. Nous nous intéressons à l’estimation par pseudo-vraisemblance et
à l’estimation par contraste de Takacs-Fiksel, qui en est une généralisation. Dans un
premier travail avec David Dereudre [Lav12], nous étendons la procédure par pseudo-
vraisemblance au cas d’interactions non-héréditaires et en prouvons la consistance. L’hé-
rédité, qui est une hypothèse standard en mécanique statistique, n’a en effet plus lieu en
présence d’interactions géométriques fortes. Nous généralisons pour ce faire l’équation
d’équilibre de Campbell (due à H.-O. Georgii, X. Nguyen et H. Zessin dans le cas hérédi-
taire) au cas non-héréditaire. Une application à l’estimation des mosaïques de Delaunay
et de Voronoï gibbsiennes est conduite dans [Lav9].
En collaboration avec Jean-François Coeurjolly, David Dereudre et Rémy Drouilhet
[Lav6], nous avons étudié en détail la procédure de Takacs Fiksel. Elle généralise la
procédure par pseudo-vraisemblance et a l’intérêt d’offrir une grande richesse d’applica-
tions. Nous en présentons quelques exemples dans la partie 5.2. Elle rend notamment
possible l’estimation du modèle Quermass, alors qu’il est impossible d’observer les points
à partir d’une réalisation de ce modèle. Cette application fait l’objet d’un travail en col-
laboration avec David Dereudre et Katerina Helisová [Lav1]. Dans [Lav6], nous prouvons
la consistance et la normalité asymptotique de l’estimateur de Takacs Fiksel dans un
contexte très général, et nous proposons des critères précis assurant l’identifiabilité de
cette procédure.
Enfin, la validation du choix d’un modèle paramétrique de Gibbs sera présentée
dans la partie 5.3. Nous abordons cet aspect au travers de l’étude des résidus dans un
travail en commun avec Jean-François Coeurjolly [Lav4]. Nous prouvons la convergence
presque sûre des résidus vers zéro et nous obtenons leur loi asymptotique. Ce résultat
permet d’envisager plusieurs procédures de tests d’adéquation, ce qui est inédit dans
ce contexte. Nous proposons en particulier une généralisation du test des quadrants
(initialement consacré à la validation d’un processus de Poisson) aux mesures de Gibbs.
4
Introduction
This dissertation deals with two topics : long memory in random fields and interacting
point processes. These two domains are about dependence in spatial random processes.
The first one concerns strong dependence in random fields on a network (like time series
or images), while the second one deals with the dependence in the location of random
points. These random points can be associated with some marks, so that dependence
in geometric objects is concerned. To be more specific, my contribution is about the
study of some classes of models, and the proof of asymptotic results related with some
statistical procedures.
This document is divided into two parts. The first part mainly concerns long memory.
This research topic was at the heart of my phd, supervised by Marie-Claude Viano and
defended in 2005. I continued then to investigate this subject through some collabo-
rations with Pierre-Olivier Amblard, Jean-François Coeurjolly, Remigijus Leipus, Anne
Philippe and Donatas Surgailis. The second part concerns point processes and random
geometry. I started to work in this domain more recently, after some collaboration with
David Dereudre, yielding to the publications [Lav12] and [Lav9]. My interest in this
topic was confirmed by other projects, in collaboration with Jean-François Coeurjolly,
David Dereudre, Rémy Drouilhet, Katerina Helisová, Jesper Møller and Ege Rubak.
First part : long memory
In the first chapter, I present several models of long memory random fields, mainly
coming from [Lav15]. Most of these models are similar to their time series counter-
part (white noise filtering, aggregation of autoregressive dynamics), but their theoretical
study is sometimes more involved. On the other hand, we show that long memory is
closely related to the occurence of phase transition in a Gibbs system on a network.
All these different points of view demonstrate that long memory in random fields is not
a rare feature, which is a motivation for its investigation. They also stress the specifi-
city of random fields in comparison with time series : long memory may be isotropic
or anisotropic (like in one particular direction). This first chapter gives moreover the
oportunity to present the multivariate fractional Brownian motion. I studied some of
its main features with Anne Philippe and Donatas Surgailis in [Lav11] and with Pierre-
Olivier Amblard, Jean-François Coeurjolly and Anne Philippe in [Lav7]. We will show
that the multivariate series formed by its increments can exhibit long memory (as it is
the case for the increments of the univariate fractional Brownian motion), but that the
cross-dependence between the marginals is very constrained.
6The second chapter is more theoretical. It deals with the asymptotic behavior of cer-
tain statistics in presence of long memory : the partial sums, the empirical process and
some quadratic forms. These objects are the key ingredient of a lot of statistical proce-
dures and their study is fundamental. They have been widely studied in the setting of
time series. For random fields, the difficulty stands in the different possible types of long
memory (isotropic or not), that make the classical techniques of proof used in dimension
1 unefficient. In [Lav14], I proved that the partial sums do not generally follow a central
limit theorem, in the sense that the normalisation and the limit are not standard. Si-
milarly, for subordinated Gaussian fields, the empirical process is degenerated ([Lav16],
[Lav15]). These results confirm the features proved in the setting of time series. The
study of some quadratic forms in [Lav8] leads to the same kind of conclusions. However,
we prove that new limiting behaviors may appear when long memory occurs along one
direction only. The proofs of these asymptotic results mainly rely on the convergence of
spectral measures.
The third chapter presents several testing procedures in presence of long memory.
Each of them takes profit of the particular behavior of partial sums in presence of long
memory, through the V/S statistic. This statistic corresponds to the ratio between the
empirical variance of the partial sums and an estimation of their asymptotic variance. In
[Lav13], I propose a generalization of the V/S procedure (initially introduced for time
series) to test the presence of long memory in a random fields. No parametric assump-
tions are made and the long memory can be isotropic or not. In [Lav10], in collaboration
with Anne Philippe and Donatas Surgailis, we introduce a procedure to compare the
long memory parameters of two time series, based on a comparison of their V/S sta-
tistic. Finally, in [Lav3], we test whether the long memory parameter of a time series
is constant over time. This question is related to the study of dynamics of persistence,
which is a major question in econometry.
Second part : point processes and random geometry
Interacting point processes can be modelled in different ways. The most natural is
probably to display a potential function which specifically explicits the interaction bet-
ween neighbor points. This latter point of view leads to the class of Gibbs models. The
first chapter of this second part is devoted to the presentation of some Gibbs models,
in particular to their applications in random geometry. It is indeed common to model
some geometrical structures, like tessellations or random sets, by using a Poisson point
process. But the independence properties induced by Poisson processes can make these
models irrelevant for applications. In order to construct some more realistic geometrical
structures, it seems natural to introduce a potential function that favors or even forces
some geometrical features (like for instance regular cells in a tessellation). Gibbs Delau-
nay (or Voronoï) tessellations are one example of such models. We have studied them in
collaboration with David Dereudre in [Lav9]. The Quermass model, which is a genera-
lization of the boolean model to a Gibbsian setting, will also be presented. Finally, this
first chapter will be concluded by the class of determinantal point processes. This class
of repulsive point processes turns out to be an interesting alternative to Gibbs models.
We investigate their statistical aspects with Jesper Møller and Ege Rubak in [Lav2]. We
7show in particular that they can be simulated easily (contrary to Gibbs processes), and
that a large class of flexible parametric models of determinantal processes are available.
The second chapter deals with inference problems in Gibbs point processes, more
specifically parametric estimation and model validation. The most natural procedure of
estimation consists in maximizing the likelihood of the parametric Gibbs model that
has been chosen. This technique requires to estimate, by simulation, an intractable nor-
malizing constant, which turns out to be time consuming in practice, especially in the
presence of strong geometrical interactions. This is the reason why alternative estimation
procedures have been developed. We are interested in particular in the pseudo-likelihood
approach and in the Takacs-Fiksel procedure. In a joint work with David Dereudre
[Lav12], we expand the pseudo-likelihood procedure to non-hereditary interactions and
we prove its consistency. As a matter of fact, heredity, which is a common assumption
in statistical mechanics, does not hold in presence of strong geometrical interactions.
In this study, we first generalize the Campbell equilibrium equation, initially proved by
H.-O. Georgii, X. Nguyen and H. Zessin, to the non-hereditary case. An application to
the estimation of Gibbs Delaunay Voronoï tessellations is displayed in [Lav9].
In collaboration with Jean-François Coeurjolly, David Dereudre and Rémy Drouilhet
[Lav6], we have studied in detail the Takacs-Fiksel procedure. It generalizes the pseudo-
likelihood approach and turns out to be very flexible for applications. We present some
examples in section 5.2. This procedure allows in particular to estimate all parameters
of the Quermass model, whereas observing the points pattern from a realization of
this model is impossible. This application is the subject of a collaboration with David
Dereudre and Katerina Helisová [Lav1]. In [Lav6], we prove consistency and asymptotic
normality of the Takacs-Fiksel estimator in a very general setting, and some criteria for
the identifiability of the procedure are given.
Finally, model validation is investigated in section 5.3. It is based on the asymptotic
study of the residuals, investigated with Jean-François Coeurjolly in [Lav4]. We prove
that under the true parametric model, the residuals converge almost surely to zero, and
we obtain their asymptotic law. This result allows us to propose several goodness of fit
procedures, which is new for Gibbs models. One of these tests constitutes an extension
of the widely used quadrat counting test, which allows to test the null hypothesis of a
homogeneous Poisson point process.
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Première partie
Autour de la longue mémoire

Chapitre 1
Modèles en lien avec la longue mémoire
Il existe plusieurs définitions de la longue mémoire. Un point de vue général consiste à
considérer qu’un processus stationnaire de variance finie est à longue mémoire lorsque
sa fonction de covariance est non sommable. Nous revenons plus précisément sur cette
définition dans la partie 1.2 dans le cadre général des champs aléatoires sur un réseau.
La longue mémoire apparaît notamment dans la série des accroissements du mou-
vement brownien fractionnaire. Nous en rappelons quelques propriétés dans la première
partie avant d’en présenter une généralisation au cadre multivarié. Quelques résultats
issus de [Lav11] et [Lav7] sont résumés. En particulier, nous montrons que les accrois-
sements forment une série multivariée à longue mémoire, mais que de fortes contraintes
dans la dépendance croisée entre les marginales apparaissent.
La seconde partie s’intéresse plus spécifiquement à des modèles de champs à longue
mémoire sur un réseau. Ils peuvent être construits de différentes manières. Nous présen-
tons quelques exemples tirés principalement de [Lav15] et [Lav5].
La dernière partie propose quelques simulations du mouvement brownien multivarié
et de champs aléatoires à longue mémoire.
1.1 Autour du mouvement brownien fractionnaire
1.1.1 Rappels sur le mouvement brownien fractionnaire
Nous rappelons brièvement la définition et les principales propriétés du mouvement
brownien fractionnaire. Une description plus complète pourra être trouvée dans [105] et
[99].
Le mouvement brownien fractionnaire (X(t))t∈R est le processus gaussien centré,
paramétré par H ∈]0, 1[ et σ > 0, de fonction de covariance
EX(s)X(t) =
σ2
2
{|s|2H + |t|2H − |t− s|2H} , s, t ∈ R (1.1.1)
Le cas particulier H = 1/2 correspond au mouvement brownien standard. Le paramètre
H est appelé paramètre de Hurst ou paramètre d’auto-similarité. On peut en effet mon-
trer que pour tout λ > 0, les processus X(λt) et λHX(t) ont même loi, ce qui caractérise
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l’aspect auto-similaire du processus. Le paramètre de Hurst gouverne la régularité des
trajectoires de X : elles sont presque sûrement de dimension de Hausdorff 2 − H et
d’exposant de Hölder uniforme H. Il gouverne également la dépendance des accroisse-
ments du mouvement brownien fractionnaire. Ces derniers sont en effet stationnaires et
la fonction de covariance de la série ∆X(n) := X(n)−X(n− 1), n ∈ Z, vaut
E∆X(n)∆X(n+ h) =
σ2
2
(|h− 1|2H − 2|h|2H + |h+ 1|2H) (1.1.2)
qui est équivalent à |h|2H−2, à une constante multiplicative près, lorsque |h| → ∞ (et
H 6= 1/2). Ainsi lorsque H > 1/2, la série ∆X est à longue mémoire dans le sens où sa
fonction de covariance n’est pas sommable.
Toutes ces propriétés ont rendu le mouvement brownien fractionnaire très attractif
pour les applications. De plus elles le caractérisent : le mouvement brownien fractionnaire
est le seul processus gaussien vérifiant toutes les propriétés énoncées ci-dessus.
1.1.2 Le mouvement brownien fractionnaire multivarié
Dans deux articles écrits en collaboration avec Pierre-Olivier Amblard, Jean-François
Coeurjolly, Anne Philippe et Donatas Surgailis ([Lav11] et [Lav7]), nous nous sommes
intéressés à la généralisation du mouvement brownien fractionnaire au cas vectoriel. La
définition axiomatique est la suivante. On retrouve le cas précédent lorsque p = 1.
Définition 1.1. Un mouvement brownien fractionnaire multivarié (p-mfBm) de para-
mètre H ∈ (0, 1)p est un processus p-multivarié partant de 0 ∈ Rp et ayant les trois
propriétés suivantes :
• il est gaussien,
• il est auto-similaire de paramètre H ∈]0, 1[p,
• il est à accroissements stationnaires.
L’auto-similarité est à comprendre au sens de la définition suivante.
Définition 1.2. Un processus multivarié (X(t) = (X1(t), · · · , Xp(t)))t∈R est auto-similaire
s’il existe un vecteur H = (H1, · · · , Hp) ∈]0, 1[p tel que pour tout λ > 0,
(X1(λt), · · · , Xp(λt)))t∈R fidi=
(
λH1X1(t), · · · , λHpXp(t)
)
t∈R, (1.1.3)
où fidi= désigne l’égalité des lois fini-dimensionnelles.
Un processus multivarié auto-similaire est un cas particulier d’opérateur auto-similaire
(voir [67], [59], [76], [29]). Ce point de vue permet d’en déduire certaines propriétés, en
particulier des représentations sous forme d’intégrales stochastiques (moyenne-mobile et
spectrale), qui sont présentées dans [Lav7].
Partant de la définition 1.1, il est assez simple d’en déduire la fonction de covariance
(1.1.1) lorsque p = 1. Le cas vectoriel p > 1 est plus délicat à traiter. Il fait l’objet
du résultat suivant. Il se montre en résolvant une équation fonctionnelle du type étudié
dans [2] et [3].
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Proposition 1.1 ([Lav11]). La fonction de covariance d’un p-mfBm admet nécessai-
rement la représentation suivante. Pour tout (i, j) ∈ {1, . . . , p}2, i 6= j, en notant
σ2i := var(Xi(1)),
1. Si Hi+Hj 6= 1, il existe (ρi,j, ηi,j) ∈ [−1, 1]×R avec ρi,j = ρj,i = corr(Xi(1), Xj(1)),
et ηi,j = −ηj,i tels que
EXi(s)Xj(t) =
σiσj
2
{
(ρi,j + ηi,jsign(s))|s|Hi+Hj + (ρi,j − ηi,jsign(t))|t|Hi+Hj
−(ρi,j − ηi,jsign(t− s))|t− s|Hi+Hj
}
. (1.1.4)
2. Si Hi+Hj = 1, il existe (ρ˜i,j, η˜i,j) ∈ [−1, 1]×R avec ρ˜i,j = ρ˜j,i = corr(Xi(1), Xj(1)),
et η˜i,j = −η˜j,i tels que
EXi(s)Xj(t) =
σiσj
2
{ρ˜i,j(|s|+ |t| − |s− t|) + η˜i,j(t log |t| − s log |s| − (t− s) log |t− s|)} .
(1.1.5)
La fonction de covariance d’un p-mfBm dépend des paramètres ρi,j et ηi,j définis,
selon la proposition précédente, lorsque Hi +Hj 6= 1, par
ρi,j = corr(Xi(1), Xj(1)), ηi,j =
corr(Xi(1), Xj(−1))− corr(Xi(−1), Xj(1))
2− 2Hi+Hj .
Réciproquement, nous établissons dans [Lav7] une condition nécessaire et suffisante
sur ces paramètres pour qu’une fonction de covariance définie par (1.1.4) ou (1.1.5) existe.
Cette condition est déduite d’une identification de la densité spectrale des accroissements
du p-mfBm obtenue de deux manières : d’une part comme transformée de Fourier de
la fonction de covariance donnée ci-dessus, d’autre part à partir de la représentation
spectrale du p-mfBm. Posons
τi,j =
{
ρi,j sin
(
pi
2
(Hi +Hj)
)− i ηi,j cos (pi2 (Hi +Hj)) si Hi +Hj 6= 1,
ρ˜i,j − i pi2 η˜i,j si Hi +Hj = 1.
(1.1.6)
Proposition 1.2. La matrice Σ := (Σi,j)1≤i,j≤p dont les entrées Σi,j sont définies par
(1.1.4) ou (1.1.5) est une matrice de covariance si et seulement si la matrice hermitienne
(Γ(Hi +Hj + 1)τi,j)1≤i,j≤p est semi-définie positive.
Lorsque p = 2, l’ensemble des valeurs possibles pour ρ := ρ1,2 et η := η1,2 se réduit à
l’intérieur d’une ellipse, fonction de H1 et H2. Quelques exemples de ces ensembles sont
représentés dans la figure 1.1 pour différentes valeurs de H2 lorsque H1 = 0.1. Dans le
cas H1 +H2 6= 1, le paramètre η a été reparamétré en η′ = η/(1−H1−H2) pour rendre
la comparaison possible avec le cas H1 +H2 = 1.
On en déduit que la corrélation maximale entre les deux composantes d’un 2-mfBm
s’obtient lorsque η = 0. Elle s’avère faible lorsque les paramètres de Hurst de chaque
composante sont très différents, ce qui témoigne du caractère assez contraignant du
p-mfBm.
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Figure 1.1 – Exemples de l’ensemble des valeurs possibles pour (ρ, η′) lorsque p = 2.
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1.1.3 Les accroissements du mfBm : longue mémoire multivariée
Il est naturel de s’intéresser à la structure de dépendance des accroissements du p-mfBm
∆X := (X(n + 1) − X(n))n∈Z. Ces derniers forment une série temporelle stationnaire
multivariée. En notant γi,j(h) = E∆Xi(t)∆Xj(t+ h), il est assez facile de déduire de la
proposition 1.1 que lorsque |h| → +∞,
γi,j(h) ∼ σiσj|h|Hi+Hj−2κi,j(sign(h)), (1.1.7)
où
κi,j(sign(h)) =
{
(ρi,j − ηi,jsign(h))(Hi +Hj)(Hi +Hj − 1) si Hi +Hj 6= 1,
η˜i,jsign(h) si Hi +Hj = 1.
Il est également possible de calculer la densité spectrale de ∆X (cf [21] et [Lav7]).
On déduit de (1.1.7) que chaque compostante du p-mfBm est à longue mémoire lorsque
Hi > 1/2, conformément à (1.1.2). Mais on remarque surtout une dépendance très dirigée
entre chaque composante marginale de ∆X : deux composantes sont soit indépendantes,
soit
• si Hi +Hj < 1, alors leur covariance croisée est sommable,
• si Hi + Hj ≥ 1, alors leur covariance croisée est non-sommable même si l’une des
deux composantes est à courte mémoire.
L’utilisation du mfBm pour construire des modèles de séries multivariées à longue
mémoire montre ainsi ses limites. En guise de perspective, il serait intéressant de pouvoir
proposer un modèle de séries multivariées gaussiennes plus souple, permettant à la fois
des dynamiques marginales à longue mémoire et des interactions plus ou moins fortes
entre composantes.
1.2 Différentes modélisations de champs à longue mé-
moire
Nous considérons dans cette partie des champs aléatoires portés par le réseau Zd. Lorsque
d = 1, le cadre se réduit à celui des séries temporelles. Lorsque d = 2, ces objets
permettent notamment de modéliser des images.
Nous dirons qu’un champ stationnaire et de variance finie est à longue mémoire si
sa fonction de covariance est non-sommable. En particulier, un champ dont la densité
spectrale est non bornée est nécessairement à longue mémoire. C’est ce point de vue qui
sera souvent employé ci-dessous.
Nous dirons abusivement qu’un champ est à longue mémoire isotrope si l’une des
deux conditions suivantes est vérifiée
(i) sa densité spectrale f est continue partout sauf en l’origine où elle vérifie :
f(x) ∼
0
||x||α−d b
(
x
||x||
)
L
(
1
||x||
)
, 0 < α < d. (1.2.1)
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(ii) sa fonction de covariance r vérifie
r(n) = ||n||−αL(||n||)b
(
n
||n||
)
+ en, 0 < α < d. (1.2.2)
où, dans les expressions (1.2.1) et (1.2.2), L est une fonction à variation lente à l’infini, b
est une fonction continue sur la sphère unité de Rd, (ek)k∈Zd est une suite sommable. Ces
deux points de vue ne sont pas équivalents mais sont fortement liés, comme le confirme
un résultat dû à Wainger [111] qui affirme que (i) est quasiment une conséquence de (ii).
La terminologie "isotrope" est justifiée par le fait que le terme dictant le comportement
à longue mémoire est radial dans les deux expressions.
La longue mémoire dans les champs peut être construite de différentes manières.
Nous donnons quelques exemples ci-dessous.
1.2.1 Les accroissements du drap brownien fractionnaire
On l’a vu dans la partie 1.1.1, les accroissements du mouvement brownien fractionnaire
(d = 1) forment une série stationnaire à longue mémoire lorsque le paramètre de Hurst
est supérieur à 1/2. Ce point de vue se généralise aux accroissements rectangulaires du
drap brownien fractionnaire lorsque d > 1.
Le drap brownien fractionnaire peut-être défini comme le champ gaussien sur Rd,
(B(t))t∈Rd , centré, nul sur les axes, paramétré par ck > 0 et Hk ∈]0, 1[, k = 1, . . . , d, de
fonction de covariance
EB(s)B(t) =
d∏
k=1
ck
{|sk|2Hk + |tk|2Hk − |tk − sk|2Hk} ,
où s = (s1, . . . , sd), t = (t1, . . . , td) et Hk est le paramètre de Hurst dans la direction k.
Les accroissements rectangulaires (d’ordre 1) de B sont définis de la façon suivante :
∆B(n1, . . . , nd) =
∑
ε1...εd∈{0,1}
(−1)d+
Pd
i=1 εiB (n1 + ε1, . . . , nd + εd) . (1.2.3)
La structure tensorielle du drap brownien fractionnaire nous permet d’obtenir la
fonction de covariance de ∆B de façon similaire à (1.1.2)
E∆B(n)∆B(n+ h) =
d∏
k=1
ck(|hk − 1|2Hk − 2|hk|2Hk + |hk + 1|2Hk), (1.2.4)
où n = (n1, . . . , nd) et h = (h1, . . . , hd) sont dans Zd.
Ainsi les accroissements du drap brownien fractionnaire forment un champ gaussien
stationnaire dont la dépendance est anisotrope. Ce champ est à longue mémoire dès que
Hk > 1/2 pour un k ∈ {1, . . . , d}.
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1.2.2 La longue mémoire obtenue par filtrage d’un bruit (les
champs linéaires)
Soit un bruit blanc (εn)n∈Zd de variance σ2 et une suite (ak)k∈Zd telle que
∑
a2k < ∞.
On considère le champ linéaire suivant :
Xn =
∑
k∈Zd
akεn−k. (1.2.5)
Ce champ constitue un filtrage du bruit ε. En notant a(λ) :=
∑
k∈Zd ake
i<k,λ>, pour tout
λ ∈ [−pi, pi]d, on peut montrer que le champ X admet comme densité spectrale :
fX(λ) =
σ2
(2pi)d
|a(λ)|2 , ∀λ ∈ [−pi, pi]d. (1.2.6)
Ainsi ce champ est à longue mémoire dès que la fonction λ→ |a(λ)| est non-bornée.
On peut définir de manière équivalente le champ X dans le domaine spectral de la
façon suivante, pourvu que a ∈ L2([−pi, pi]d),
Xn =
∫
[−pi,pi]d
ei<n,λ>a(λ)dZ(λ), (1.2.7)
où Z est la mesure spectrale de ε : pour tout n, εn =
∫
[−pi,pi]d e
i<n,λ>dZ(λ).
Exemple 1.1. Lorsque d = 1, en prenant a(λ) = |1 − eiλ|−α, 0 < α < 1/2, (Xn)n∈Zd
correspond à une série fractionnaire d’ordre α, notée F (α), autrement appelée série
intégrée d’ordre α, définie plus classiquement par l’équation
(1− L)αXn = εn,
où L représente l’opérateur retard.
Exemple 1.2. Lorsque d = 2, le filtre a(λ1, λ2) = |1− eiλ1|−α1|1− eiλ2|−α2 , 0 < α1, α2 <
1/2, conduit à un champ dont la structure de dépendance est très similaire aux accrois-
sements du drap brownien fractionnaire présentés dans la partie 1.2.1.
Le filtre a(λ1, λ2) = |2 − cos(λ1) − cos(λ2)|−α, 0 < α < 1/2, conduit à un champ à
longue mémoire isotrope.
Le filtre a(λ1, λ2) = |1 − ei(λ1+kλ2)|−α, 0 < α < 1/2, k ∈ Z, conduit à un champ
fortement anisotrope dont la longue mémoire est dirigée selon une seule direction. On
peut en effet déduire dans ce cas que la fonction de covariance σ(h1, h2) est non-sommable
le long de la droite h2 = kh1 et nulle ailleurs (Lemme 8 de [Lav8]).
Exemple 1.3. En dimension supérieure, de simples champs autorégressifs peuvent exhiber
de la longue mémoire. Pour d = 5, le filtre a(λ1, . . . , λ5) = |5− (cos(λ1) + · · ·+ cos(λ5))|−1
appartient à L2([−pi, pi]5) et induit de la longue mémoire isotrope. Ce filtrage correspond
à la représentation autoregressive
Xn1,...,n5 −
1
5
(Xn1−1,n2,...,n5 +Xn1,n2−1,n3,n4,n5 + · · ·+Xn1,...,n4,n5−1) = εn1,...,n5 .
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1.2.3 L’agrégation de champs à courte mémoire
Lorsque d = 1, l’agrégation de séries temporelles autorégressives à paramètres aléatoires
a été introduite par Robinson [95] et étudiée plus profondément par Granger [50] (voir
aussi [89] et [116]). Ces auteurs ont montré que l’agrégation de processus autorégressifs
pouvait produire un processus à longue mémoire. Ce point de vue est célèbre en éco-
nométrie car il justifie l’observation de phénomènes à longue mémoire dans des séries
macro-économiques, alors que les dynamiques micro-économiques sont à courte mémoire.
La même idée peut être développée pour les champs. Soit une suite (Y (q))q≥1 de
copies indépendantes du champ autorégressif
P (L1, . . . , Ld)Yn1,...,nd = εn1,...,nd , (1.2.8)
où P est un polynôme à coefficients aléatoires, Li correspond à l’opérateur retard appli-
qué au i-ème indice, et (εn)n∈Zd est un bruit blanc centré de variance σ2. La représenta-
tion (1.2.8) admet une solution stationnaire dans L2 si et seulement si
E
∫
[−pi,pi]d
|P (eiλ1 , . . . , eiλd)|−2dλ1 . . . dλd <∞. (1.2.9)
Cette solution admet alors la densité spectrale
f(λ) =
σ2
(2pi)d
E
∣∣P (eiλ1 , . . . , eiλd)∣∣−2 . (1.2.10)
Le champ agrégé X est défini par
Xn = lim
N→∞
1√
N
N∑
q=0
Y (q)n , n ∈ Zd .
Ce champ existe bien d’après le théorème limite central, il est gaussien et admet la même
densité spectrale (1.2.10) que les Y (q). Le champ agrégé est donc à longue mémoire dès
que la loi des coefficients de P est telle que E
∣∣P (eiλ1 , . . . , eiλd)∣∣−2 est non-borné.
La difficulté de cette construction est d’une part de proposer des lois possibles sur
les coefficients du polynôme P garantissant (1.2.9), d’autre part d’obtenir le comporte-
ment précis de la densité spectrale (1.2.10) afin de pouvoir l’exploiter d’un point de vue
statistique.
Exemple 1.4. Lorsque d = 1, le choix le plus simple P (L) = 1− aL est étudié dans [95]
et [50]. Le processus agrégé est à longue mémoire lorsque la loi de a admet une densité
de probabilité sur [0, 1] de la forme Φ(x)(1− x)α, 0 < α < 1 et Φ est borné, continu en
x = 1 avec Φ(1) 6= 0. Dans ce cas, la densité spectrale de X est équivalente en l’origine
à c|λ|α−1, c > 0. Ces résultats se déduisent de l’étude générale effectuée dans [89] pour
d = 1.
Lorsque d = 2, une plus grande variété de dynamiques autorégressives à agréger peut
être considérée.
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Exemple 1.5. En choisissant P (L1, L2) = (1 − aL1)(1 − bL2), où a (resp. b) admet une
densité sur [0, 1] de la forme Φ1(x)(1− x)α (resp. Φ2(x)(1− x)β) où 0 < α, β < 1 et Φ1,
Φ2 sont bornés, continus en x = 1 avec Φ1(1)Φ2(1) 6= 0, on obtient un champ agrégé de
densité spectrale f(λ1, λ2) ∼ c|λ1|α1−1|λ2|α2−1, c > 0, en l’origine. Ce résultat se déduit
des propriétés établies pour d = 1 dans [89].
Exemple 1.6. En choisissant P (L1, L2) = (1− aLk1L2), k ∈ Z, où a est à densité de pro-
babilité comme dans l’exemple 1.4, on déduit également de [89] que la densité spectrale
de Z se comporte en c|λ2 + kλ1|α−1 à l’origine.
Exemple 1.7. La construction de champs à longue mémoire isotrope par agrégation né-
cessite une étude plus approfondie. En considérant P (L1, L2) = 4−a(L1+L−11 +L2+L−12 ),
où a suit la même loi que ci-dessus, on obtient un champ agrégé de densité spectrale
f(λ1, λ2) ∼ c(λ21 + λ22)α−1, c > 0, en l’origine. Ce résultat est établi dans [Lav5].
Une étude systématique de l’agrégation de champs autorégressifs aux plus proches
voisins fait l’objet d’un projet de recherche en cours avec R. Leipus et D. Surgailis.
1.2.4 Champs de Gibbs sur un réseau
Les champs de Gibbs sur Zd modélisent l’état d’un système de particules positionnées
sur le réseau Zd. L’état de chaque particule est caractérisé par un ensemble de valeurs. La
modélisation du système s’effectue au niveau microscopique : elle explique l’état moyen
de chaque particule ainsi que l’interaction entre particules voisines. Une présentation
détaillée est donnée dans [42] et [52].
Il existe un lien étroit entre l’instabilité d’un système ainsi modélisé et la présence
de longue mémoire. L’instabilité d’un champ de Gibbs est généralement caractérisée par
la transition de phase. Donnons deux exemples, détaillés dans [Lav15].
Le modèle d’Ising modélise l’état magnétique d’un système. Il dépend de la tempé-
rature extérieure. A partir de la dimension d = 2, il existe une température critique en
dessous de laquelle il y a transition de phase entre l’état ferromagnétique et l’état pa-
ramagnétique du système. On peut montrer qu’en cette température critique, le champ
de Gibbs est à longue mémoire isotrope (cf [63] et [38]).
Dans les modèles à interactions quadratiques, étudiés dans [30] et [66], le champ
résultant est gaussien. On peut montrer qu’il y a équivalence entre l’apparition de la
transition de phase dans ces modèles et la présence de longue mémoire dans le champ
gaussien associé. Selon le choix des interactions, la longue mémoire peut être isotrope
ou anisotrope.
1.3 Simulations
1.3.1 Simulation du brownien fractionnaire multivarié
La technique de simulation est décrite dans [Lav7]. La démarche consiste à simuler le
processus multivarié stationnaire formé par les accroissements ∆X du mfBm (cf 1.1.3)
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Figure 1.2 – Exemples de trajectoires de taille n = 1000 d’un p-mfBm pour p = 5 (les
trajectoires de gauche ont été décentrées).
puis de l’intégrer. Les accroissements sont simulés en s’inspirant de la méthode de Wood
and Chan [114] qui consiste à plonger la matrice de covariance de ∆X dans une matrice
circulante par blocs.
Des simulations d’un p-mfBm pour p = 5 sont présentées dans la figure 1.2. Les
paramètres de Hurst sont répartis de façon uniforme dans [0.3, 0.4] pour le graphique de
gauche, dans [0.8, 0.9] pour celui du centre et dans [0.4, 0.8] pour celui de droite. Pour tout
i, j, ρi,j = 0.6 (à gauche et au milieu), ρi,j = 0.3 (à droite) et ηi,j = 0.15× (1−Hi−Hj)
ce qui garantit l’existence du p-mfBm selon la proposition 1.2.
1.3.2 Simulation de champs à longue mémoire
Différentes techniques de simulation peuvent être envisagées. En dimension d = 1, on
pourra se référer à [11] pour une présentation et une comparaison des principales mé-
thodes existantes.
En dimension supérieure, les champs peuvent être simulées en théorie par des tech-
niques similaires. Par exemple, partant d’un champ i.i.d. on peut le filtrer comme en
(1.2.5) et tronquer la représentation linéaire. Dans le cas des champs gaussiens, on peut
utiliser la décomposition de Cholesky de la matrice de covariance, ou de façon plus ef-
ficace plonger cette dernière dans une matrice circulante. On peut également s’appuyer
sur l’agrégation d’un grand nombre de champs à courte mémoire, comme dans la partie
1.2.3. La méthode spectrale est également envisageable (voir ci-dessous). Des techniques
plus spécifiques au cadre des champs ont enfin été développées, comme la méthode des
bandes tournantes, cf [69].
La technique basée sur une matrice circulante et le filtrage tronqué semblent être
les méthodes les plus populaires pour simuler des séries temporelles à longue mémoire
(d = 1). Mais lorsque d > 1, le coût algorithmique associé à ces méthodes devient
très important. La méthode spectrale ne souffre pas de ce défaut tout en fournissant des
résultats convaincants. C’est la méthode retenue dans [Lav13]. Son principe est le suivant
(voir [69]). Pour simuler un champ gaussien en dimension d = 2 de densité spectrale f :
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1. Générer N réalisations indépendantes (Z(1)1 , Z
(1)
2 ), . . . , (Z
(N)
1 , Z
(N)
2 ) sur [−pi, pi]2 se-
lon la loi ayant pour densité la densité spectrale f (renormalisée pour être d’inté-
grale 1) ;
2. Générer N réalisations indépendantes U1, . . . , UN selon une loi uniforme sur [0, 1] ;
3. Calculer, pour tout (i, j), Xi,j =
√
2
N
∑N
k=1 cos(Z
(k)
1 i+ Z
(k)
2 j + 2piUk).
D’après le théorème limite central, pour N suffisamment grand, X est approximati-
vement gaussien de densité spectrale f .
La figure 1.3 contient des exemples de champs aléatoires gaussiens simulés par la
méthode spectrale. Les trois réalisations du haut sont de densité spectrale f(λ1, λ2) ∼
(λ21 +λ
2
2)
−α/2 en l’origine avec respectivement α = 0.5, α = 1 et α = 1.5. Les réalisations
du bas sont à longue mémoire anisotrope. Les deux premières sont de densité spectrale
f(λ1, λ2) ∼ |λ1|−α|λ2|−α avec respectivement α = 0.5 et α = 0.75 ; celle en bas à droite
est de densité spectrale f(λ1, λ2) ∼ |λ1 − λ2|−0.5 en l’origine.
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Figure 1.3 – Exemples de champs gaussiens à longue mémoire : isotrope (haut), aniso-
trope (bas)
Chapitre 2
Theorèmes limite en présence de
longue mémoire
2.1 Sommes partielles
2.1.1 Sommes partielles d’un champ à longue mémoire
Le comportement en loi des sommes partielles est au coeur de nombreuses applications
statistiques. C’est notamment lui qui dirige la loi du processus empirique en présence de
longue mémoire (voir la partie 2.2). C’est également sur le comportement des sommes
partielles que reposent la plupart des procédures de tests statistiques pour détecter la
longue mémoire (voir le chapitre suivant).
L’étude de la loi asymptotique des sommes partielles d’un champ à longue mémoire
a débuté par les travaux de R. L. Dobrushin et P. Major publiés en 1979 [31], parallè-
lement à ceux de M. Taqqu [107]. Ces auteurs supposent que le champ est fonction de
champs gaussiens et que sa longue mémoire est isotrope. Leurs résultats établissent que
le théorème limite central n’a généralement plus lieu en présence de longue mémoire.
La normalisation n’est plus dans ce cas nd/2 et le processus limite n’est plus nécessaire-
ment gaussien ni à accroissements indépendants. Ces travaux ont été généralisés au cas
de champs à longue mémoire isotrope pouvant s’écrire comme une fonction de champs
linéaires (non nécessairement gaussiens) par D. Surgailis en 1982 [101], dont le résultat
a été affiné par F. Avram et M. Taqqu dans [6]. Dans [Lav14], une généralisation vers les
champs à longue mémoire anisotrope est considérée. Nous en déduisons en particulier le
résultat présenté dans le théorème suivant pour d = 2.
Théorème 2.1 ([Lav14]). Soit (εk)k∈Z2 une suite de variables aléatoires i.i.d. Soit
(Xk)k∈Z2 le champ linéaire défini par
Xk =
∑
j∈Z2
ajεk−j,
où le filtre associé a(λ) :=
∑
j∈Z2 aje
i<j,λ> est dans L2([−pi, pi]2). Si a est équivalent en
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0 à une fonction homogène a˜ de degré α ∈]− 1; 0[, i.e. ∀λ a˜(λx) = |λ|α a˜(x), alors
1
n1−α
[nt1]∑
k1=0
[nt2]∑
k2=0
Xk1,k2
fidi−→
n→∞
∫
R2
a˜(x1, x2)
2∏
j=1
eitjxj − 1
ixj
dW0(x1, x2), (2.1.1)
où W0 est la mesure spectrale associée au bruit blanc gaussien
Dans le théorème précédent, le degré d’homogénéité est négatif, ce qui implique que le
champ X est à longue mémoire. Sa densité spectrale est en effet proportionnelle à |a(λ)|2
qui est non bornée. De plus sa longue mémoire peut-être isotrope ou anisotrope selon la
forme de a˜. Ce théorème confirme le comportement atypique des sommes partielles en
présence de longue mémoire, même si cette dernière n’a lieu que dans une seule direction
du plan.
Le théorème 2.1 est généralisé dans [Lav14] au cas d quelconque et au cas où le
processus (εk)k∈Z2 n’est plus i.i.d. mais suit un théorème limite central. La preuve de
ce résultat repose sur un théorème de convergence des mesures spectrales établi dans
[Lav14]. Elle est inspirée d’un résultat similaire prouvé en dimension d = 1 dans [109]
et [68].
Les résultats de convergence des sommes partielles d’un champ à longue mémoire
présentés dans [31], [101] et [Lav14] ont été établis au sens des lois fini-dimensionnelles.
Pour rendre cette convergence valide dans l’espace fonctionnel de Skorohod D([0, 1]d), il
est nécessaire d’étudier l’équitension des sommes partielles. Lorsque d = 1, un critère est
proposé par M. Taqqu dans [106]. Ce problème est abordé pour d > 1 dans [Lav15] et
[Lav16] où un critère pratique d’équitension est déduit d’un résultat général établi par
P.J. Bickel et M. J. Wichura dans [15]. Ce critère s’applique aux sommes partielles en
présence de longue mémoire isotrope ou anisotrope comme ci-dessus et permet d’étendre
les convergences dans D([0, 1]d).
2.1.2 Le Brownien fractionnaire multivarié comme limite de sommes
partielles
Dans le théorème 2.1, on remarque que dans le cas particulier a˜(λ1, λ2) = |λ1|−α1|λ2|−α2 ,
0 < α1, α2 < 1/2, la limite correspond au drap Brownien fractionnaire, qui apparaît
sous forme de sa représentation harmonisable. Cela généralise un résultat bien connu
en dimension d = 1 qui présente le mouvement Brownien fractionnaire comme limite
de certaines sommes partielles (voir par exemple l’étude de Y. Davydov dans [25]). De
même, le mouvement Brownien fractionnaire multivarié, défini dans la partie 1.1.2, peut
être vu comme limite en loi d’un vecteur de sommes partielles de processus superlinéaires.
C’est ce que nous avons montré dans [Lav7] et qui est résumé ci-dessous.
Soit (εj(k))k∈Z, j = 1, . . . , p, p suites i.i.d, indépendantes, de moyenne nulle et de
variance unité. Soit les processus superlinéaires suivants :
Xi(t) =
p∑
j=1
∑
k∈Z
ψi,j(t− k)εj(k), i = 1, . . . , p, (2.1.2)
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où ψi,j(k) sont des coefficients réels avec
∑
k∈Z ψ
2
i,j(k) <∞.
De plus, nous supposons que ψi,j(k) = ψ+i,j(k) + ψ
−
i,j(k) où ψ
+
i,j(k) satisfait l’une des
conditions suivantes :
(i) ψ+i,j(k) =
(
α+i,j + o(1)
)
k
d+i,j−1
+ lorsque |k| → ∞, avec 0 < d+i,j < 12 et α+i,j 6= 0,
(ii) ψ+i,j(k) =
(
α+i,j + o(1)
)
k
d+i,j−1
+ lorsque |k| → ∞, avec −12 < d+i,j < 0,
∑
k∈Z ψ
+
i,j(k) =
0 et α+i,j 6= 0,
(iii)
∑
k∈Z
∣∣ψ+i,j(k)∣∣ <∞ et on pose α+i,j := ∑k∈Z ψ+i,j(k) 6= 0, d+i,j := 0.
De même, ψ−i,j(k) est supposé suivre la condition (i), (ii) ou (iii) où k+, d
+
i,j et α
+
i,j sont
remplacés par k−, d−i,j et α
−
i,j.
Proposition 2.1. Soit di = max(d+i1, d
−
i1, · · · , d+ip, d−ip), pour i = 1, . . . , p. Soit le vecteur
de sommes partielles, pour τ ∈ R,
Sn(τ) =
n−d1−(1/2) [nτ ]∑
t=1
X1(t), · · · , n−dp−(1/2)
[nτ ]∑
t=1
Xp(t)
 .
Alors les loi fini-dimensionnelles de (Sn(τ))τ∈R convergent vers celles d’un p-mfBm.
La démonstration de ce résultat utilise la technique des intégrales discrètes stochas-
tiques développées par D. Surgailis [102]. Il est également possible, sous certaines condi-
tions, de montrer un résultat d’équitension de Sn(.) qui permet d’étendre la convergence
précédente à D([0, 1]).
2.2 Processus empirique
Nous nous intéressons au comportement en loi du processus empirique d’un champ sta-
tionnaire X à longue mémoire, défini pour x ∈ R et (t1, . . . , td) ∈ [0, 1]d par
[nt1]∑
j1=1
. . .
[ntd]∑
jd=1
(
1{Xj≤x} − F (x)
)
où F est la fonction de répartition de X1 et j := (j1, . . . , jd). Connaître la loi limite
du processus empirique permet d’obtenir facilement le comportement asymptotique de
nombreuses statistiques comme les statistiques de Von Mises et les U-statistiques.
Lorsque le champ X est fonction d’un champ gaussien, un principe de réduction uni-
forme est établi dans [Lav15] et [Lav16], inspiré d’un résultat similaire dû à H. Dehling
et M. Taqqu [26]. Ce principe permet de majorer uniformément la différence entre le pro-
cessus empirique et son premier terme dans le développement sur une base de Hermite.
Dans de nombreux cas, ce premier terme n’est rien d’autre que les sommes partielles
de X et la différence tend uniformément vers 0. Ainsi, dans ce cas, le comportement en
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loi du processus empirique se déduit de celui des sommes partielles établi dans la partie
précédente.
Nous donnons un exemple typique ci-dessous. Des résultats faisant intervenir d’autres
types de longue mémoire sont présentés dans [Lav15].
Théorème 2.2 ([Lav15]). Soit (εn)n∈Zd une suite i.i.d. gaussienne. On considère le
champ linéaire
Xn =
∑
k∈Zd
akεn−k,
où les (ak) sont, à une constante normalisatrice près garantissant V ar(X1) = 1, les
coefficients de Fourier du filtre
a(λ) =
d∏
j=1
|λj|αj , (2.2.1)
où, pour tout j, −1/2 < αj < 0.
Alors, en notant F la fonction de répartition de X1,
1
nd/2−
Pd
j=1 αj
[nt1]∑
j1=1
. . .
[ntd]∑
jd=1
(
1{Xj≤x} − F (x)
) D(R¯×[0,1]d)−→ J1(x)B(t),
où
J1(x) = E[1{X1≤x}X1],
et où B(t) correspond au drap Brownien fractionnaire de paramètres Hk = 1/2 − αk,
k = 1, . . . , d (voir la partie 1.2.1). La convergence a lieu dans D(R× [0, 1]d) muni de la
topologie uniforme et de la tribu engendrée par les boules ouvertes.
Le résultat précédent est caractéristique du comportement dégénéré du processus
empirique en présence de longue mémoire. A t fixé, la limite n’est pas un processus
aléatoire classique indexé par x (comme l’est le pont Brownien que l’on rencontre en
situation de courte mémoire) mais une variable aléatoire multipliée par une fonction
déterministe J1(x).
2.3 Formes quadratiques
2.3.1 Résultats généraux
On considère la forme quadratique Qn associée au champ stationnaire X et à une suite
sommable (gi)i∈Nd définie par
Qn =
1
nd
∑
i∈An
∑
j∈An
gi−jXiXj (2.3.1)
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où An = {1, . . . , n}d. Ce type de formes quadratiques englobe certaines statistiques
comme la fonction de covariance d’un champ centré, mais est aussi au coeur de l’étude
de la loi asymptotique de l’estimateur de Whittle des paramètres de longue mémoire
d’un champ.
L’étude de la loi limite de Qn a fait l’objet de nombreux travaux lorsque d = 1 ([39],
[40], [5], [48], [108], [49], [46]). Elle dépend du type de champ considéré et de la suite (gi).
En supposant que X est gaussien de densité spectrale f et en notant g la série de Fourier
associée à (gi), deux situations typiques se distinguent que nous pouvons résumer ainsi
(pour d = 1) :
Si f(x) ∼ |x|2α et g(x) ∼ |x|2β quand x→ 0 (α, β > −1/2),
alors
• si α + β > −1
4
, la loi limite de n−1/2Qn est gaussienne,
• si α + β < −1
4
, la loi limite de n2(α+β)Qn n’est pas gaussienne (ni dégénérée).
Ainsi, si la longue mémoire de X n’est pas trop forte ou si une compensation inter-
vient entre f et g, alors Qn suit un théorème limite central. Dans le cas contraire, la
convergence en loi de Qn a lieu avec une normalisation non standard et la limite n’est
plus gaussienne.
Dans le cas d > 1, une telle dichotomie n’est plus aussi simple à énoncer, à cause des
multiples singularités possibles de f en l’origine (isotrope ou anisotrope par exemple). Ce
problème est étudié dans [55], [32], [45] et [18]. Ces travaux établissent principalement un
théorème limite central pour Qn dans des situations spécifiques : si f et g sont dans L2 ;
ou si X est à longue mémoire isotrope ou à longue mémoire de type produit (comme le
sont les accroissements du drap Brownien fractionnaire) et g suit des conditions précises.
Ces résultats ont été appliqués pour l’étude de l’estimateur de Whittle dans [55], [74] et
[18].
La situation où Qn ne suit plus un théorème limite central a été très peu explorée
en dimension d > 1, mis à part un cas particulier traitée dans [32]. Dans [Lav8], en
collaboration avec Anne Philippe, nous nous intéressons à ce problème dans le cas où X
est gaussien. Nous proposons une condition quasiment optimale sous laquelle la loi Qn
n’est plus asymptotiquement gaussienne.
Théorème 2.3 ([Lav8]). Soit X un champ linéaire gaussien centré défini au travers
d’un filtre a suivant la représentation (1.2.5). Soit Qn défini par (2.3.1) et g la série de
Fourier associée à la suite (gi).
On suppose que pour tout x ∈ [−pi, pi]d, a(−x) = a(x), g(−x) = g(x) et que{
a(x) = a˜(x)L1(x),
g(x) = g˜(x)L2(x),
où a˜ est homogène de degré α, g˜ est homogène de degré 2β et où L1 et L2 sont des
fonctions bornées, continues en 0 avec Li(0) 6= 0 (i = 1, 2).
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Si la condition (H) suivante est vérifiée
(H) :
∫∫
R2d
a˜2(x)a˜2(y)
[∫
Rd
|g˜(t)|
d∏
k=1
1
(1 + |xk + tk|)(1 + |yk − tk|)dt
]2
dxdy <∞,
alors
nd+2α+2β(Qn − E(Qn)) L
2−→
L21(0)L2(0)
∫∫
R2d
a˜(x)a˜(y)
∫
Rd
g˜(t)H(x+ t)H(y − t)dtdW0(x)dW0(y), (2.3.2)
où H(z) =
∏d
j=1
eizj−1
izj
et W0 est la mesure spectrale associée au bruit blanc gaussien.
La condition (H) est quasiment nécessaire pour que la convergence (2.3.2) ait lieu
car elle garantit l’existence de l’intégrale dans (2.3.2). Pour des fonctions a et g données,
elle peut se vérifier assez facilement en utilisant les théorèmes "power counting" établis
par N. Terrin et M. Taqqu dans [108]. On peut montrer qu’elle est vérifiée dans toutes
les situations "hors théorème limite central" étudiées en dimension d = 1. Elle permet
de plus d’intégrer des situations originales en dimension d > 1. Elle est par exemple
vérifiée dans le cas suivant (voir [Lav8]) :{
|a˜(x)| ≤ c∏di=1 |xi|α/d
|g˜(x)| ≤ c′∏di=1 |xi|2β/d, (2.3.3)
avec c > 0, c′ > 0 et où α > −d/2, β > −d/2, α + β < −d/4. Cet exemple permet
de considérer un champ X à longue mémoire isotrope et certaines situations de longue
mémoire anisotrope.
La preuve du théorème 2.3 repose sur une technique différente des études effectuées
au préalable. L’idée est de réécrire Qn sous forme d’une double intégrale stochastique par
rapport à W0 suivant la construction et la formule d’Ito établies dans [77]. Le résultat
se déduit alors d’une simple convergence dans L2(R2d).
2.3.2 Application à la fonction de covariance
Le résultat précédent permet notamment d’établir la loi limite de la fonction de cova-
riance d’un champ gaussien X de densité spectrale f :
rˆ(h) =
1
nd
∑
i∈An
XiXi+h.
En dimension d = 1, le comportement asymptotique de rˆ(h) se décline selon que f ∈ L2
ou f /∈ L2 (voir [57]). En dimension supérieure, le même type de dichotomie peut
se déduire de la proposition suivante. Néanmoins, certains cas intermédiaires peuvent
apparaître, comme cela sera illustré dans la proposition 2.3, lorsque le champ admet une
seule direction de longue mémoire. Il est par ailleurs à noter que lorsque f ∈ L2, rˆ(h)
admet le même comportement asymptotique que sa version recentrée où Xi est remplacé
par Xi −Xn (cf [Lav8]). Ce n’est plus le cas lorsque f /∈ L2.
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Proposition 2.2 ([Lav8]). Soit X un champ linéaire gaussien vérifiant les hypothèses
du théorème 2.3 avec
|a˜(x)| ≤ c
d∏
i=1
|xi|α/d (2.3.4)
où c > 0. Alors pour tout h ∈ Zd,
• si α > −d/4,
nd/2(rˆ(h)− r(h)) L−→ N
(
0, 2(2pi)df̂ 22h
)
, (2.3.5)
où f̂ 22h correspond au (2h)-ème coefficient de Fourier de f
2.
• si α < −d/4,
nd+2α(rˆ(h)− r(h)) L−→ L21(0)
∫∫
R2d
a˜(x)a˜(y)H(x+ y)dW0(x)dW0(y). (2.3.6)
La preuve du résultat précédent s’appuie sur un résultat de M. S. Ginovian [45]
lorsque α > −d/4 et sur le théorème 2.3 lorsque lorsque α < −d/4. La proposition
précédente est cohérente avec la dichotomie observée en dimension d = 1 selon que
f ∈ L2 ou f /∈ L2. Cependant l’exemple suivant montre que pour d > 1, rˆ(h) peut avoir
une limite gaussienne même lorsque f /∈ L2.
Proposition 2.3 ([Lav8]). Soit X un champ gaussien stationnaire centré en dimension
d = 2 dont la densité spectrale s’écrit
f(x1, x2) =
1
2pi
f˜(x1 + px2),
où p ∈ Z et où f˜ , définie sur [−pi, pi], est une densité spectrale en dimension d = 1. On
suppose de plus que pour tout x ∈ [−pi, pi], f˜(x) = L(x)|x|2α où −1/2 < α < 0 et où L
est une fonction bornée, continue en 0 et non nulle en 0. Alors, lorsque α < −1/4 et
h2 6= ph1,
n(4α+3)/2(rˆ(h1, h2)− r(h1, h2)) L−→ N
(
0, σ2α,p
)
, (2.3.7)
où σ2α,p = limn→∞ n4α+3V ar(rˆ(h1, h2)).
Ce dernier résultat peut se montrer directement à l’aide d’un théorème limite central
sur les tableaux triangulaires établi dans [97].
2.3.3 Perspectives
Le théorème 2.3 fournit des conditions quasiment minimales garantissant l’émergence du
théorème limite "non-central" pour les formes quadratiques (2.3.1) d’un champ gaussien.
Un résultat complémentaire, qui fournirait des conditions minimales pour un théorème
limite central, n’est pas connu dans le cadre des champs. En dimension d = 1, des
conditions suffisantes fines ont été montrées par Giraitis et Surgailis dans [48] et par
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Ginovian et Sahakian dans [46]. Le même type de résultats peut certainement être étendu
dans le cadre des champs. Par ailleurs, les travaux de Nualart, Ortiz-Latorre et Peccati
(cf [88], [87]), fournissant des conditions minimales pour montrer un TLC pour des
intégrales stochastiques, devraient pouvoir s’appliquer aux formes quadratiques (2.3.1).
On peut espérer de cette approche inédite une amélioration des précédents résultats.
Des estimateurs des paramètres de longue mémoire d’un champ gaussien ont été
étudiés dans [18], [4], [41], [112], [51], pour des modèles particuliers (à longue mémoire
isotrope ou à longue mémoire de type produit tensoriel). Obtenir un TLC pour les formes
quadratiques (2.3.1) sous des conditions minimales permettrait de valider l’estimateur
de Whittle des paramètres de longue mémoire d’un champ gaussien pour une plus large
classe de modèles.
Chapitre 3
Tests statistiques en présence de
longue mémoire
3.1 Détecter la longue mémoire dans un champ aléa-
toire
De nombreuses procédures de tests ont été proposées pour détecter la présence de longue
mémoire dans une série temporelle stationnaire (d = 1). Des tests d’adéquation à des
familles de modèles paramétriques ont été développés (cf. [12], [96], [35], [20]). Mais la
plupart des procédures proposées sont non paramétriques et se basent sur une estimation
des variations des sommes partielles du processus. Citons le test R/S ([73]), le KPSS test
([65], [71]), le test V/S ([47]). De ces procédures, il apparaît que le test V/S est le plus
puissant. Il est basé sur une estimation de la variance des sommes partielles du processus.
Notons enfin qu’une autre procédure a été récemment introduite dans [103], basée sur
les incréments des sommes partielles : elle s’avère plus robuste aux perturbations non
stationnaires que les autres tout en gardant une puissance comparable au test V/S.
Dans [Lav13], le test V/S est généralisé au cadre des champs. L’objectif est de pouvoir
détecter la présence de longue mémoire sans avoir à émettre d’hypothèses sur la forme
de cette dernière (isotrope, anisotrope). Ceci est possible d’après les résultats observés
dans la partie 2.1.1. Nous avons vu qu’en règle générale les sommes partielles d’un
champ à longue mémoire convergent en loi avec une normalisation non standard. Cette
observation justifie les hypothèses de test suivantes :
H0 : Hypothèse de courte mémoire. X est un champ aléatoire stationnaire du
second ordre de fonction de covariance r tel que CM1, CM2 et CM3 ci-dessous sont
vérifiées.
CM1 ∑
j∈Zd
|r(j)| <∞ et σ2 :=
∑
j∈Zd
r(j) > 0.
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CM2
1
σnd/2
∑
k∈An(t)
(Xk − E(X0)) D([0,1]
d)−→ B 1
2
(t),
où B 1
2
est le drap brownien standard et An(t) = Zd ∩
∏d
i=1(1, b(n− 1)tic+ 1).
CM3
sup
i∈Zd
∑
(j,k)∈Z2d
|c4(i, j, k)| <∞,
où c4(i, j, k) représente les cumulants d’ordre 4 de X, c’est à dire, en notant X˜i =
Xi−E(Xi), c4(i, j, k) = E[X˜0X˜iX˜jX˜k]− r(i)r(k− j)− r(j)r(k− i)− r(k)r(j− i).
H1 : Hypothèse de longue mémoire. X est un champ aléatoire stationnaire du
second ordre tel que LM1 et LM2 ci-dessous sont vérifiées.
LM1
1
nγL(n)
∑
k∈An(t)
(Xk − E(X0)) D([0,1]
d)−→ Y (t), (3.1.1)
avec γ > d/2, où L est une fonction à variations lentes à l’infini et Y est un champ
aléatoire non dégénéré.
LM2
V ar
 ∑
k∈An(1)
Xk
 = O(n2γL2(n)). (3.1.2)
Les hypothèses CM1 et CM2 sont naturelles dans un cadre de courte mémoire.
L’hypothèse CM3 est introduite pour des raisons techniques mais elle peut en réalité
être allégée comme nous l’avons montré dans le travail ultérieur [Lav10]. Les hypothèses
LM1 et LM2 proposées dans l’alternative reflètent le comportement de la plupart des
champs à longue mémoire (voir la partie 2.1.1).
La statistique V/S utilisée pour tester H0 contre H1 est définie de la façon suivante.
Soit Sn,j les sommes partielles calculées sur le quadrant de taille j :
Sn,j =
∑
i∈Aj
(
Xi −Xn
)
, (3.1.3)
où Xn = n−d
∑
j∈An Xj et Aj = {1, . . . , j}d. La statistique V/S est une estimation de
la variance des sommes partielles renormalisées telles qu’elles apparaissent dans CM2,
que l’on peut écrire de façon informelle
Mn =
1
sˆ2n
n−dV̂ ar (Sn,j, j ∈ An) := Vn
sˆ2n
, (3.1.4)
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où sˆ2n est un estimateur de σ2 et V̂ ar désigne la variance empirique. On a plus précisé-
ment :
Mn =
n−2d
sˆ2n
∑
j∈An
Sn,j
2 − n−d
(∑
j∈An
Sn,j
)2 , (3.1.5)
où
sˆ2n =
∑
j∈Bq−1
ωq,j rˆ(j), (3.1.6)
avec Bq = {−q, . . . , q}d, q ∈ {1, . . . , n}, rˆ est la fonction de covariance empirique de X
et ωq,j sont les poids de Bartlett, ωq,j =
∏d
i=1(1− |ji|q+1).
La consistance du test est garantie par la proposition suivante. Le paramètre q in-
tervenant dans la définition de sˆ2n est noté qn pour souligner sa dépendance en n.
Proposition 3.1. Si limn→∞ qn =∞ et limn→∞ qn/n = 0, alors,
(i) Sous H0,
Mn
L−→M, (3.1.7)
où M peut s’écrire explicitement en fonction du drap brownien B.
(ii) Sous H1,
Mn
P−→∞. (3.1.8)
L’implémentation pratique du test nécessite de connaître les quantiles de la loi limite
de Mn sous H0 : ils s’obtiennent assez facilement par simulation. Par ailleurs, il est
nécessaire de choisir le paramètre q pour une taille d’échantillon n donnée. Le choix
optimal de q (garantissant un niveau du test satisfaisant) est délicat. Il ne dépend pas
que de n mais aussi de la structure de dépendance du champ sous H0. Ce problème sera
abordé plus en détail dans la partie suivante où un choix adaptatif de q est proposé dans
un contexte légèrement différent.
Dans [Lav13], des simulations effectuées sur des champs à courte mémoire de taille
128 × 128 puis 256 × 256 confirment le bon niveau du test. Quant à sa puissance, elle
dépend de l’anisotropie de la longue mémoire. Le test est plus puissant en présence de
longue mémoire de type produit, la puissance se dégrade en présence de longue mémoire
isotrope et peut devenir médiocre lorsque le champ est à longue mémoire le long d’une
seule direction diagonale. Ces effets semblent dus au choix des quadrants à partir des-
quelles les sommes partielles Sn,j sont calculées. Pour optimiser la puissance du test en
pratique, il est donc recommandé d’évaluer au préalable le type d’anisotropie afin de
modifier la définition de ces quadrants.
3.2 Comparaison des paramètres de longue mémoire
On suppose dans cette partie que l’on dispose de deux séries temporelles stationnaires
X1 et X2 à longue mémoire (d = 1 dans toute cette partie). On note d1 (resp. d2) le
paramètre de longue mémoire de X1 (resp. X2), dont la définition précise provient de la
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normalisation nécessaire à la convergence en loi des sommes partielles (voir ci-dessous).
On désire tester H0 : d1 = d2, en autorisant une corrélation entre les deux séries X1 et
X2. Ce problème fait l’objet d’un article écrit en collaboration avec Anne Philippe et
Donatas Surgailis [Lav10].
3.2.1 Présentation et consistance d’un test unilatéral
En accord avec la démarche appliquée dans la partie précédente pour détecter la longue
mémoire, l’idée est ici de comparer les statistiques V/S associées aux deux séries. La
statistique de test proposée est la suivante :
Tn =
Vn,1/sˆ
2
n,1
Vn,2/sˆ2n,2
+
Vn,2/sˆ
2
n,2
Vn,1/sˆ2n,1
, (3.2.1)
où Vn,1 et sˆ2n,1 (resp. Vn,2 et sˆ2n,2) sont définies comme dans (3.1.4) associés à la série X1
(resp. X2).
En supposant que les sommes partielles de (X1, X2) convergent en loi vers un mou-
vement brownien fractionnaire bivarié comme dans la proposition 2.1, on en déduit
facilement que (
(q/n)2d1Vn,1/sˆ
2
n,1, (q/n)
2d2Vn,2/sˆ
2
n,2
) L−→ (U1, U2)
où U1 et U2 peuvent être exprimées explicitement en fonction d’un mouvement brownien
fractionnaire bivarié. Ainsi, si d1 = d2,
Tn
L−→ U1/U2 + U2/U1.
La démarche précédente souffre néanmoins d’un défaut. Si X1 et X2 sont corrélés, alors
leurs sommes partielles le sont aussi, U1 n’est pas indépendant de U2, et la loi limite
de Tn dépend de cette corrélation qu’il faudrait estimer en pratique. Pour éviter cette
étape, nous proposons dans [Lav10] de considérer la statistique T˜n qui correspond à Tn
où X1 est remplacée par X˜1 défini par :
X˜1(t) = X1(t)− sˆn,12
sˆ2n,2
X2(t), t = 1, . . . , n. (3.2.2)
Dans la formule précédente, sˆn,12 :=
∑q
j=−q(1 − |j|q+1)rˆ12(j), où rˆ12(j) est la fonction de
covariance croisée entre X1 et X2. Cette quantité estime la covariance asymptotique
entre les sommes partielles normalisées de X1 et X2.
L’intérêt de cette modification est de rendre les sommes partielles de X˜1 et X2 non
corrélées, de telle sorte que la loi limite de Tn ne dépende plus d’un paramètre de
corrélation inconnu.
Sous certaines conditions garantissant d’une part la consistance de sˆ2n,1, sˆ2n,2 et sˆn,12,
d’autre part la convergence en loi jointe des sommes partielles deX1 etX2, nous prouvons
dans [Lav10] la consistance du test unilatéral :
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- Si d1 = d2, lorsque n, qn, n/qn →∞,
T˜n
L−→ U1/U2 + U2/U1,
où U1 et U2 sont indépendantes, de même loi pouvant s’exprimer explicitement en
fonction d’un mouvement brownien fractionnaire de paramètre d1.
- Si d1 > d2, lorsque n, qn, n/qn →∞,
T˜n
P−→∞.
Nous montrons également que les conditions requises sont remplies par des séries X1 et
X2 superlinéaires (au sens de la partie 2.1.2).
3.2.2 Calibration des paramètres
La région critique du test dépend du paramètre d1 = d2 intervenant dans la loi limite
sous H0. On l’estime par (dˆ1 + dˆ2)/2 où dˆi est un estimateur consistant de di, i = 1, 2.
Outre cette étape, la difficulté majeure en pratique est le choix optimal du paramètre q
pour garantir un bon niveau de test à n fixé. Ce choix dépend de n mais aussi fortement
du paramètre de longue mémoire et de la partie courte mémoire des processus X1 et X2.
Nous proposons dans [Lav10] un choix adaptatif qui repose sur la minimisation sous
H0 de l’erreur quadratique
E
( sˆ2n,1/σ21
sˆ2n,2/σ
2
2
− 1
)2
,
où σ21 et σ22 sont les limites en probabilité de sˆ2n,1, sˆ2n,2 renormalisés de façon similaire
sous H0. Cette quantité peut être approchée par un développement faisant intervenir q,
obtenu à partir d’approximations établies dans [1]. La minimisation en q conduit alors
au choix :
qˆ = 0.3|Iˆ|1/2
{
n1/(3+4dˆ), si dˆ < 1/4,
n1/2−dˆ, si dˆ > 1/4,
(3.2.3)
où dˆ = (dˆ1 + dˆ2)/2 est un estimateur de la longue mémoire (commune) d,
Iˆ =
∫ pi
0
( gˆ1(x)
gˆ1(0)
− gˆ2(x)
gˆ2(0)
) dx
x2dˆ sin2(x/2)
, (3.2.4)
avec gˆi un estimateur de la partie courte mémoire de la densité spectrale fi de Xi, i =
1, 2 : gi(x) = fi(x)/|x|−2di . Ce dernier estimateur peut être choisi comme la densité
spectrale du meilleur processus autorégressif approchant (1− L)dˆiXi au sens du critère
BIC, suivant la démarche en deux étapes déjà employée dans [93].
Des simulations ont été effectuées dans [Lav10] lorsque X1 et X2 suivent des représen-
tations FARIMA diverses et sont plus ou moins corrélées. Le niveau du test est respecté
dans tous les cas, ce qui confirme l’importance du choix adaptatif de q dont les valeurs
varient beaucoup selon les situations.
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3.3 Test de rupture sur le paramètre de longue mé-
moire
L’objectif est ici de repérer un changement dans la valeur du paramètre de longue mé-
moire d’une série temporelle. Cette étude a été menée en collaboration avec A. Philippe,
R. Leipus et D. Surgailis dans [Lav3]. Cette question est très liée à l’étude de la persis-
tance dans les séries économiques, qui est un sujet majeur abordé en économétrie. La
difficulté par rapport au problème de la partie précédente est que la comparaison du
paramètre de longue mémoire se fait au sein d’une même série, ce qui complique l’étude
théorique. Cette partie traite exclusivement de séries temporelles et la notation d fait ici
référence au paramètre de longue mémoire et non à la dimension.
Afin de préciser les hypothèses et la statistique du test, nous introduisons les sommes
partielles "forward" et "backward" de la série X :
Sk(X) = Sk :=
k∑
j=1
Xj, S
∗
n−k(X) = S
∗
n−k :=
n∑
j=k+1
Xj.
On en déduit en particulier S∗n−k = Sn − Sk et Sk = S∗n − S∗n−k.
Etant donné l’intervalle T = [θ0, θ1] ⊂ (0, 1), nous considérons la statistique de test
suivante :
In(X) :=
∫
T
V ∗n−[nτ ](X)
V[nτ ](X)
dτ, (3.3.1)
où la statistique "forward" Vk est calculée à partir de X1, . . . , Xk conformément à (3.1.4),
tandis que son équivalent "backward" V ∗n−k est calculée à partir des (n − k) dernières
valeurs par
V ∗n−k(X) =
1
(n− k)2
[ n∑
j=k+1
(
S∗n−j+1 −
n− j + 1
n− k S
∗
n−k
)2
− 1
n− k
( n∑
j=k+1
(
S∗n−j+1 −
n− j + 1
n− k S
∗
n−k
))2]
.
L’hypothèse nulle (longue mémoire constante) est précisément la suivante.
H0 : Il existe une normalisation An →∞ telle que
A−1n S[nτ ]
D[0,1]−→ Z(τ), (3.3.2)
où {Z(τ), τ ∈ [0, 1]} est un processus non-dégénéré, presque sûrement continu.
Cette hypothèse nulle est très générale. Elle ne se limite pas aux processus sta-
tionnaires et contient en particulier les processus linéaires intégrés d’ordre d > −.5 (cf
[Lav3]). Le processus limite Z correspond dans ce cas au brownien fractionnaire (pour
−.5 < d < .5) ou au brownien fractionnaire intégré (pour d > .5).
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Sous l’hypothèse alternative ci-dessous, les sommes partielles de X convergent en loi
avec une normalisation plus faible en fin de série qu’en début de série. Ce phénomène
est caractéristique d’une augmentation de la longue mémoire au cours du temps. Cette
hypothèse est notamment vérifiée lors d’un changement de comportement I(d1) à I(d2)
pour −.5 < d1 < d2, tel que peuvent l’exhiber les processus intégrés d’ordre fractionnaire
variant dans le temps considérés dans [90].
H1 : Il existe une normalisation An →∞ telle que(
A−1n S[nτ1], A
−1
n S
∗
[nτ2]
) D[0,θ1]×D[0,1−θ0]−→ (Z1(τ1), Z2(τ2)), (3.3.3)
où Z1(τ) ≡ 0, τ ∈ [θ0, θ1] et {Z2(τ), τ ∈ [1 − θ1, 1 − θ0]} est un processus non-dégénéré
et presque sûrement continu.
Il est assez simple de montrer que sous H0,
In(X)
L−→ I :=
∫
τ∈T
Q1−τ (Z∗)
Qτ (Z)
dτ,
où Z∗(u) := Z(1)− Z(1− u), u ∈ [0, 1], et Qτ est la version continue de Vk(X) :
Qτ (Z) :=
1
τ 2
[ ∫ τ
0
(
Z(u)− u
τ
Z(τ)
)2
du− 1
τ
(∫ τ
0
(
Z(u)− u
τ
Z(τ)
)
du
)2]
.
Cette convergence permet de proposer la région critique suivante, pour une erreur de
première espèce α ∈ (0, 1) fixée,
RC = {In(X) > qI(1− α)}
où qI(1− α) désigne le quantile d’ordre (1− α) de I.
La consistance du test se déduit immédiatement de H0 et H1, par application du
théorème de continuité : on obtient sous l’alternative In(X)→∞ en probabilité.
Remarque 3.1. D’autres fonctions continues du ratio τ 7→ V
∗
n−[nτ ](X)
V[nτ ](X)
pourraient être en-
visagées comme statistiques de test au lieu de In. Dans [Lav3], nous avons comparé les
performances de In avec Wn et Rn définis par
Wn(X) := sup
τ∈T
V ∗n−[nτ ](X)
V[nτ ](X)
, Rn(X) :=
infτ∈T V ∗n−[nτ ](X)
infτ∈T V[nτ ](X)
.
Les résultats de nos simulations montrent que la procédure basée sur In semble être la
plus puissante. Il est enfin à noter que pour tester une décroissance du paramètre de
longue mémoire, il suffit d’utiliser la statistique suivante
I
′
n(X) :=
∫
T
V[nτ ](X)
V ∗n−[nτ ](X)
dτ.
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Deuxième partie
Processus ponctuels et géométrie
aléatoire

Chapitre 4
Quelques modèles de processus
ponctuels et de géométrie aléatoire
Un processus ponctuel sur Rd modélise une répartition aléatoire de points dans l’espace.
Dans le cas où ces points sont affectés d’une marque (une couleur, une valeur numérique,
une forme géométrique, etc), on parle de processus ponctuel marqué. La définition ma-
thématique précise sera donnée dans la partie 4.1. Une présentation complète pourra
être trouvée dans les monographies [100], [24], [84], [60].
Le processus de Poisson homogène est le processus ponctuel le plus connu. Il modélise
une répartition uniforme "complètement aléatoire" de points dans l’espace, au sens où
le nombre de points dans deux sous-ensembles disjoints quelconques est indépendant et
de même loi (une loi de Poisson de paramètre fixé). Le processus de Poisson inhomogène
permet une intensité de points différente selon les régions de l’espace, mais conserve la
propriété d’indépendance précédente.
De part ses propriétés d’indépendance, le processus de Poisson n’est pas réaliste
pour la plupart des applications. D’autres modèles ont été introduits pour tenir compte
de l’éventuelle attraction ou répulsion des points entre eux. Les processus de Cox en
représentent une grande famille : ce sont des processus de Poisson dont l’intensité est
elle-même une fonction aléatoire. Ces processus conduisent à la réalisation d’amas de
points, et peuvent être donc vus comme une classe de processus attractifs. Les processus
de Gibbs forment une autre famille de modèles de processus ponctuels. Ils permettent
de spécifier l’interaction précise entre points voisins. Cette dernière peut être attractive
ou répulsive.
Nous nous focaliserons plus particulièrement sur les processus de Gibbs, éventuelle-
ment marqués, que nous présentons dans la partie 4.1. L’application à des modèles de
géométrie aléatoire sera présentée dans les parties 4.2 et 4.3. L’interaction dans ce cas
repose sur des caractéristiques géométriques liées aux points et privilégie donc des géo-
métries particulières. Nous présenterons enfin les processus ponctuels déterminantaux,
qui génèrent de la répulsion entre les points. Nous verrons qu’ils forment une classe de
modèles flexibles, facilement manipulables, qui peut être une alternative aux processus
gibbsiens (répulsifs) parfois coûteux à simuler et à identifier en pratique.
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4.1 Modèles de Gibbs
4.1.1 Définition
Nous notons S := Rd×M l’espace d’état sur lequel seront définis les processus ponctuels
marqués. L’espaceM sera typiquement celui associé aux marques, il est muni d’une tribu
M et d’une mesure de probabilité λm. L’espace Rd est associé à la position des points.
L’ensemble S est mesuré par µ := λ⊗λm, où λ est la mesure de Lebesgue. Nous noterons
xm := (x,m) un élément de S.
Une configuration de points marqués ϕ est un sous-ensemble localement fini de S,
plus précisément ϕΛ := ϕ ∩ (Λ ×M) a un nombre fini d’éléments, noté |ϕΛ|, pour tout
borélien borné Λ ⊂ Rd.
L’ensemble des configurations de points dans S est noté Ω, muni de la tribu F
générée par les variables de comptage ϕ → |ϕΛ×A| pour tout borélien borné Λ ⊂ Rd et
tout A ∈M.
Un processus ponctuel, de loi P , est défini comme une variable aléatoire Φ sur (Ω,F).
Le processus de Poisson sur S, de mesure d’intensité ν ⊗ λm, est noté piν , tandis que
piνΛ désigne sa restriction à un sous ensemble Λ ⊂ Rd. Le processus de Poisson standard
est obtenu lorsque ν = λ, il sera noté pi := piλ.
Les processus de Gibbs sont des modifications du processus de Poisson à l’aide d’un
potentiel d’interaction VΛ, Λ ⊂ Rd, défini comme une fonction de Ω dans R ∪ {+∞}.
D’un point de vue physique, ce potentiel quantifie l’énergie d’une configuration ϕΛ dans
Λ, sa configuration à l’extérieur de Λ ayant été fixée. Anticipant les problèmes d’inférence
qui seront traités dans le chapitre suivant, nous considérons une famille paramétrique de
potentiels VΛ(., θ), pour θ ∈ Rp. La définition de la mesure de Gibbs associée, telle qu’on
peut la trouver dans [92], requiert de supposer que la famille de potentiels (VΛ(.; θ))Λ⊂Rd
est compatible, i.e. pour tout Λ ⊂ Λ′, il existe une fonction mesurable ψΛ,Λ′ de Ω dans
R ∪ {+∞} telle que
∀ϕ ∈ Ω VΛ′(ϕ; θ) = VΛ(ϕ; θ) + ψΛ,Λ′(ϕΛc ; θ). (4.1.1)
Définition 4.1. Une mesure de probabilité Pθ sur Ω est une mesure de Gibbs associée à
la famille de potentiels (VΛ(.; θ))Λ⊂Rd et à la mesure ν ⊗ λm sur S, si pour tout Λ ⊂ Rd,
pour Pθ-presque toute configuration extérieure ϕΛc , la loi de Pθ sachant ϕΛc admet la
densité conditionnelle par rapport à piνΛ suivante :
fΛ(ϕΛ|ϕΛc ; θ) = 1
ZΛ(ϕΛc ; θ)
e−VΛ(ϕ;θ),
où ZΛ(ϕΛc ; θ) est une constante de normalisation appelée fonction de partition.
L’existence d’une mesure sur Ω vérifiant ces spécifications conditionnelles est un
problème difficile et dépend du type de potentiels considéré. Des conditions générales
d’existence ont été établies dans [98], [92], [13], [28]. Tous les modèles considérés dans
ce rapport existent pour toute valeur du paramètre θ. Par ailleurs, l’existence de la me-
sure de Gibbs n’assure pas son unicité. Lorsque plusieurs mesures satisfont la définition
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précédente, on parle de transition de phase. Etant donné un modèle paramétrique de
potentiels, il est fréquent d’observer l’apparition de transition de phase pour un certain
ensemble de valeurs du paramètre θ. Nous verrons dans le chapitre suivant que l’étude
statistique des modèles sera quand même possible dans cette situation.
Remarquons enfin que lorsque VΛ(ϕ; θ) = +∞, la configuration ϕ a une probabilité
nulle d’apparaître sous Pθ.
4.1.2 Simulation, exemples
On distingue deux types d’algorithmes de simulations : les algorithmes MCMC de type
"naissance-mort", et la simulation parfaite. La première est très générale et très simple
à programmer, mais la loi du processus obtenu n’est qu’approximative puisqu’elle cor-
respond à la loi limite stationnaire d’une chaîne de Markov. La seconde est exacte mais
s’avère plus délicate à mettre en oeuvre et n’est pas disponible pour tous les modèles.
Nous référons à [84] pour une présentation des deux approches.
Exemple 4.1 (Un processus de Strauss marqué). On suppose que les points disposent de
deux marques possibles, modélisées par un cercle (c) ou un triangle (t) : M = {c, t}. On
se place dans le cas homogène où ν = λ et on considère l’interaction de Strauss suivante,
où la somme se fait pour tout couple dont au moins un élément est dans Λ,
VΛ(ϕ; θ) = θ11|ϕcΛ|+ θ12|ϕtΛ|
+ θ21
∑
(xc,yc)
1||yc−xc||<0.05 + θ22
∑
(xt,yt)
1||yt−xt||<0.05 + θ23
∑
(xt,yc)
1||yc−xt||<0.05
Les paramètres θ11 et θ12 contrôlent l’intensité des points de chaque type (cercle ou
triangle), tandis que les autres paramètres, positifs, quantifient la répulsion entre points
voisins (à distance inférieure à 0.05), en fonction de leur marque.
Deux réalisations sur [0, 1]2 sont présentées dans la figure 4.1. La répulsion entre
points de marques différentes est plus prononcée à droite qu’à gauche.
θ = (−5,−5, 0.2, 0.2, 0.2) θ = (−5,−5, 0.1, 0.1, 2)
Figure 4.1 – Simulations du processus de Strauss marqué (exemple 4.1).
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4.2 Mosaïques gibbsiennes
On considère dans cette partie des points non marqués et nous nous plaçons par simplicité
dans le plan (d = 2). Dans [Lav9], en collaboration avec David Dereudre, nous étudions
des mosaïques de Delaunay et de Voronoï soumises à un potentiel d’interaction qui
favorise, pénalise voire interdit certaines propriétés géométriques de la mosaïque. L’étude
de telles mosaïques est motivée par des applications en microstructure des matériaux et
en biologie (cf [56], [91], [70], [34], [33]). Ces modèles apparaissent d’un point de vue plus
théorique dans [100], [94] et [7]. Leur existence dans un cadre très général est prouvée
dans [13] et [28]. Quelques modèles considérés dans [Lav9] sont présentés ci-dessous.
Leur simulation requiert un algorithme MCMC de type naissance-mort-déplacement. La
convergence de cet algorithme est moins évidente que dans les cas standards car certaines
configurations sont interdites. Néanmoins, nous montrons dans [Lav9] que l’algorithme
converge en général, pourvu que la configuration initiale soit autorisée. L’estimation des
paramètres de ces modèles est considérée dans le chapitre suivant.
4.2.1 Triangulation de Delaunay gibbsienne
Etant donnée une configuration de points ϕ, on peut construire la triangulation de
Delaunay associée, notée Del(ϕ). Il s’agit d’un pavage du plan par des triangles, de telle
sorte que le cercle circonscrit à chacun d’entre eux ne contient qu’un seul point de ϕ.
Dans [Lav9], nous nous intéressons à des mosaïques de Delaunay soumises à un
potentiel d’interaction gibbsien. Plus précisément, en notant DelΛ(ϕ) la restriction de
Del(ϕ) à Λ et en considérant la relation de voisinage T ∼Del T ′ lorsque les triangles T
et T ′ ont une arête commune, nous considérons des potentiels du type :
VΛ(ϕ; θ) =
∑
T∈DelΛ(ϕ)
V1(T ; θ) +
∑
{T,T ′}⊂Del(ϕ)
T∼DelT ′
T ou T ′ dans DelΛ(ϕ)
V2(T, T
′; θ) (4.2.1)
où V1(.; θ) est une fonction de l’espace des triangles dans R∪ {+∞} et V2(., .; θ) est une
fonction symétrique à valeurs dans R ∪ {+∞}.
Ainsi le potentiel agit sur chaque triangle : selon la définition de V1, certaines proprié-
tés géométriques seront privilégiées. D’autre part il tient compte de l’interaction entre
deux triangles voisins au travers de V2 qui, typiquement, sera basé sur une comparaison
de certaines de leurs caractéristiques géométriques.
Exemple 4.2 (Une triangulation non-stationnaire cristallisée). Nous supposons ici que ν
est à densité g et que le potentiel d’interaction se définit comme suit, avec α ∈ [0, pi/3[,
V1(T ;α) =
{
+∞ si α(T ) ≤ α
0 sinon et V2 = 0,
où α(T ) est l’angle minimal du triangle T .
Dans ce modèle, tous les angles sont forcés à être supérieur à α. Lorsque α est proche
4.2 Mosaïques gibbsiennes 47
de pi/3, la triangulation est très proche d’un modèle de cristallisation. Il n’y a pas
d’interaction entre triangles voisins. De plus, l’intensité des triangles peut varier selon
la densité de ν. Une réalisation de ce modèle est présentée dans la figure 4.2.
Figure 4.2 – Simulation de l’exemple 4.2 sur [0, 1]2 avec α = pi/6 et g(x, y) = 100[(x−0.5)2+
(y − 0.5)2]−0.75.
Exemple 4.3 (Une triangulation avec contrainte périmétrique). Nous considérons une
intensité homogène ν = zλ, z > 0, et l’interaction suivante, pour α > 0, θ ∈ R,
V1(T ;α, θ) =
{
+∞ si R(T ) ≥ α
θP(T ) sinon et V2 = 0,
où R(T ) est le rayon du cercle circonscrit à T et P(T ) est le périmètre de T .
Ce modèle interdit aux triangles d’être trop grands, et pénalise (resp. favorise) les tri-
angles ayant un grand périmètre lorsque θ > 0 (resp. θ < 0). Deux réalisations corres-
pondant à θ < 0 et θ > 0 sont présentées dans la figure 4.3.
4.2.2 Mosaïques de Voronoï gibbsienne
Etant donnée une configuration de points ϕ, on lui associe le pavage du plan de Voronoï
Vor(ϕ) de la façon suivante : un point du plan appartient à la cellule de Voronoï générée
par x ∈ ϕ, si x est son plus proche voisin dans ϕ. Les mosaïques de Voronoï sont
donc formées de polygones convexes et constituent le dual des mosaïques de Delaunay.
Les sommets d’une mosaïque de Voronoï correspondent en effet aux centres des cercles
circonscrits aux triangles de la mosaïque de Delaunay.
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θ = −5 θ = 5
Figure 4.3 – Simulation de l’exemple 4.3 sur [0, 1]2 avec α = 0.08, z = 1000 et θ = −5, θ = 5.
De manière similaire à ci-dessus, un potentiel d’interaction portant sur la géométrie
de la mosaïque de Voronoï associée à ϕ est proposé dans [Lav9]. Notons VorΛ(ϕ) la
restriction de Vor(ϕ) à Λ. La relation de voisinage C ∼Vor C ′ signifie que deux cellules
C et C ′ de Vor(ϕ) ont une arête commune.
VΛ(ϕ; θ) =
∑
C∈VorΛ(ϕ)
V1(C; θ) +
∑
{C,C′}⊂Vor(ϕ)
C∼VorC′
C ou C′ dans VorΛ(ϕ)
V2(C,C
′; θ) (4.2.2)
où V1(.; θ) est une fonction de l’espace des cellules C à valeurs dans R∪{+∞} et V2(., .; θ)
est une fonction symétrique à valeurs dans R ∪ {+∞}.
Exemple 4.4 (Modèle de surface de contact minimale). On considère une intensité ho-
mogène et l’interaction suivante, pour θ ∈ R,
V1 = 0 et V2(C,C ′; θ) = θ l(C,C ′),
où l(C,C ′) est la longueur de l’arête commune entre C et C ′.
Lorsque θ > 0, ce modèle pénalise les surfaces de contact trop importantes. Il est notam-
ment bien adapté à la modélisation de mousses lorsque θ est élevé comme le montrent
les simulations de la figure 4.4.
Exemple 4.5 (Cellules contraintes avec interaction volumique entre cellules voisines).
L’intensité est homogène ν = zλ, z > 0 et l’interaction s’écrit
V1(C;α,B) =

+∞ si hmax(C) ≥ α
+∞ si h2max(C) ≥ BVol(C)
0 sinon,
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Figure 4.4 – Simulations de l’exemple 4.4 conditionné à n = 400 où n est le nombre de
cellules, avec θ = 200 (à gauche) et θ = 1000 (à droite).
et
V2(C,C
′; θ) = θ
(
max(Vol(C),Vol(C ′))
min(Vol(C),Vol(C ′)) − 1
) 1
2
,
où hmax(C) désigne la plus grande distance entre le noyau x et les arêtes de C.
Ce potentiel d’interaction interdit les cellules trop grandes (via la paramètre α) ou
trop effilées (via le paramètre B) et pénalise (resp. favorise) les cellules voisines de
volumes différents si θ > 0 (resp. θ < 0). L’effet de ces paramètres est mis en valeur
dans la figure 4.5.
4.3 Le modèle Quermass
Le modèle Quermass a été introduit dans [64]. Il a pour objectif de modéliser des en-
sembles aléatoires tels que des micro-émulsions (cf [72], [81]). Il est composé d’union de
boules aléatoires, généralisant le modèle booléen. Le potentiel d’interaction porte sur la
géométrie de l’ensemble aléatoire ainsi construit : son aire, son périmètre, sa caractéris-
tique d’Euler-Poincaré (nombre de composantes connexes moins nombre de trous). Dans
l’expression ci-dessous, le modèle booléen correspond à θ2 = θ3 = θ4 = 0, c’est à dire au
modèle Quermass sans interaction. Le cas particulier θ2 = θ4 = 0 est connu sous le nom
d’area process ([10]) ou modèle de Widow Rowlinson lorsque θ3 > 0 ([113]).
Plus précisément, le modèle Quermass est un processus ponctuel marqué, chaque
point x de ϕ étant affecté d’une marque R > 0 correspondant au rayon de la boule
B(x,R) centrée en x. On suppose que l’intensité est homogène (sans perte de géné-
ralité ν = λ) et λm est la loi des rayons. Le potentiel d’interaction s’écrit, pour une
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B = +∞, θ = −0.5 B = 1, θ = −0.5
B = +∞, θ = 0.5 B = 1, θ = 0.5
Figure 4.5 – Simulations de l’exemple 4.5 sur [0, 1]2 avec α = 0.05, z = 100, B = +∞ (à
gauche), B = 1 (à droite), θ = −0.5 (en haut), θ = 0.5 (en bas).
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configuration finie de points ϕ (i.e. à support borné), en notant θ := (θ1, θ2, θ3, θ4) ∈ R4,
V (ϕ; θ) = θ1|ϕ|+ θ2 P(Γ) + θ3 A(Γ) + θ4 E(Γ) où Γ =
⋃
(x,R)∈ϕ
B(x,R) (4.3.1)
et P(Γ), A(Γ) et E(Γ) représentent respectivement le périmètre, l’aire et la caractéris-
tique d’Euler-Poincaré de Γ.
Dans le cas où les rayons sont uniformément bornés (i.e. il existe R0 > 0 tel que
λm([0, R0]) = 1), le potentiel d’interaction conditionnel intervenant dans la définition
4.1 s’écrit :
VΛ (ϕ; θ) = V
(
ϕΛ⊕B(0,2R0); θ
)− V (ϕΛ⊕B(0,2R0)\Λ; θ) ,
où V est défini par (4.3.1). La définition s’étend aux rayons non bornés en se restreignant
aux configurations dites tempérées, cf [27].
La simulation du modèle Quermass peut s’effectuer grâce à un algorithme MCMC
de type naissance-mort, en tirant partie de la structure sous-jacente en mosaïque de
Laguerre pour faciliter le calcul des caractéristiques géométriques (cf [82]). Des exemples
sont présentés dans la figure 4.6. On remarque que les réalisations ne permettent pas
d’identifier toutes les boules composant Γ, en particulier les points de ϕ ne sont pas
identifiables. Cela rend l’inférence statistique du modèle Quermass délicate. Ce problème
sera traité dans le chapitre suivant, partie 5.2.3.
θ = (0.2, 0.4, 0, 0) θ = (0.1, 0, 0.2, 0) θ = (0.1, 0, 0, 1)
Figure 4.6 – Simulations du processus Quermass sur [0, 50]2, lorsque λm = U([.5, 2]) et pour
différentes valeurs du paramètre θ.
4.4 Les processus déterminantaux
Les processus déterminantaux ne sont pas définis au travers d’un potentiel comme dans
la définition 4.1, même s’ils peuvent être vus dans certains cas comme des processus
gibbsiens (voir [43]). Leur définition repose sur la forme des intensités jointes d’ordre n.
Ils forment une classe de processus ponctuels répulsifs plus facilement maniables que les
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processus répulsifs de Gibbs introduits au travers d’un potentiel. Ils sont apparus no-
tamment en physique et en théorie des matrices aléatoires avant d’être considérés d’un
point de vue général par O. Macchi dans [75]. Leur étude théorique s’est principalement
développée ces dix dernières années. Une synthèse détaillée pourra être trouvée dans [58].
En collaboration avec Jesper Møller et Ege Rubak, nous avons initié une étude statis-
tique de ces modèles dans [Lav2]. L’objectif est de proposer des modèles paramétriques
de processus déterminantaux, suffisamment flexibles pour pouvoir modéliser différents
degrés de répulsion entre les points, tout en étant facilement simulables et estimables.
4.4.1 Définition
Pour n ∈ N, la fonction d’intensité jointe d’ordre n du processus ponctuel Φ est la
fonction ρ(n) : Rnd → [0,∞) vérifiant pour, toute fonction borélienne h : Rnd → [0,∞),
E
6=∑
x1,...,xn∈Φ
h(x1, . . . , xn) =
∫
· · ·
∫
ρ(n)(x1, . . . , xn)h(x1, . . . , xn) dx1 · · · dxn (4.4.1)
où 6= sur le signe somme signifie que les éléments x1, . . . , xn sont deux à deux distincts
et E désigne l’espérance par rapport à la loi de Φ.
Définition 4.2. Le processus Φ est dit déterminantal de noyau C : Rd × Rd → C si
ρ(n)(x1, . . . , xn) = det[C](x1, . . . , xn), (x1, . . . , xn) ∈ Rnd, n = 1, 2, . . . (4.4.2)
où [C](x1, . . . , xn) désigne la matrice d’élément général C(xi, xj) et det(A) est le déter-
minant de la matrice A.
Un processus déterminantal a notamment une mesure d’intensité de densité ρ(x) =
C(x, x) et une fonction de corrélation par paires (si C est hermitien) :
g(x, y) :=
ρ(2)(x, y)
ρ(x)ρ(y)
= 1− |C(x, y)|
2
C(x, x)C(y, y)
.
Puisque pour tout x, y, g(x, y) ≤ 1 (ou d’après (4.4.2)), on remarque qu’un processus
déterminantal est nécessairement répulsif.
La définition 4.2 impose un certain nombre de conditions sur le noyau C. Inversement,
on peut montrer une condition nécessaire d’existence assez simple. Pour tout compact
S de Rd, on définit l’opérateur intégral TS : L2(S)→ L2(S) associé à C par
TS(h)(x) =
∫
S
C(x, y)h(y) dy, x ∈ S.
Théorème 4.1 ([58]). Supposons que C est une fonction de covariance continue. Alors
une condition nécessaire et suffisante pour qu’un processus déterminantal associé à C
existe est que pour tout compact S ⊂ Rd, supk λSk ≤ 1, où (λSk )k est la suite des valeurs
propres de l’opérateur TS.
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Lorsque le processus déterminantal existe, son unicité est garantie (cf Lemme 4.2.6
dans [58]). On obtient un processus stationnaire en prenant C(x, y) = C0(x − y) une
fonction de covariance stationnaire. Dans ce cas, la condition d’existence ci-dessus se
clarifie.
Proposition 4.1 ([Lav2]). Supposons que C0 est une fonction de covariance continue
et intégrable, et notons f la densité spectrale associée. Alors le processus déterminantal
associé à C0 existe si et seulement si f ≤ 1.
Etant donnée une fonction de covariance continue et intégrable, il est donc facile de
construire un processus déterminantal stationnaire en renormalisant cette dernière par
un majorant de la densité spectrale associée.
4.4.2 Simulation
Soit C une fonction de covariance continue. D’après le théorème de Mercer, sur tout
compact S,
C(x, y) =
∞∑
k=1
λkΨk(x)Ψk(y), (x, y) ∈ S × S, (4.4.3)
où (λk)k est la suite des valeurs propres de l’opérateur TS défini plus haut et (Ψk)k est
une suite de fonctions orthonormées dans L2(S) qui en constitue une base. On suppose
supk λk ≤ 1 pour garantir l’existence du processus déterminantal associé, conformément
au théorème 4.1.
D’après le théorème 4.5.3 dans [58], le processus déterminantal associé à C a la même
loi que le processus déterminantal de noyau
K(x, y) =
∞∑
k=1
BkΨk(x)Ψk(y). (4.4.4)
où Bk sont de variables aléatoires indépendantes suivant une loi de Bernoulli de para-
mètre λk.
Ainsi la simulation d’un processus déterminantal de noyau C sur S se fait en deux
étapes
1. Simuler les variables aléatoires Bk, k = 1, 2, . . . ,
2. Simuler le processus déterminantal de noyau K donné par (4.4.4) sachant les Bk.
On montre dans [Lav2] que la seconde étape peut se faire selon l’algorithme sui-
vant. Il s’agit d’une version simplifiée (au cas où l’espace d’état est Rd) et optimisée de
l’algorithme général présenté dans [58].
Comme
∑
λk =
∫
S
C(x, x)dx <∞, le nombre de variables Bk non-nulles simulés dans
l’étape 1 est nécessairement fini. Notons n ce nombre. Quitte à renuméroter les indices, on
a, conditionnellement aux Bk, K(x, y) = v(y)∗v(x), avec v(x) := (Ψ1(x), . . . ,Ψn(x))T ,
où T désigne la transposée et ∗ la conjuguée transposée d’un vecteur. On considère la
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norme euclidienne ‖v(x)‖2 = v(x)∗v(x) = K(x, x).
Algorithme de simulation du processus déterminantal de noyau K(x, y) = v(y)∗v(x) :
• Simuler Xn selon la distribution de densité pn(x) = ‖v(x)‖2/n, x ∈ S
• Poser e1 = v(Xn)/‖v(Xn)‖
• Pour i allant de (n− 1) à 1 :
– simuler Xi selon la distribution de densité
pi(x) =
1
i
[
‖v(x)‖2 −
n−i∑
j=1
|e∗jv(x)|2
]
, x ∈ S (4.4.5)
– poser wi = v(Xi)−
∑n−i
j=1
(
e∗jv(Xi)
)
ej, en−i+1 = wi/‖wi‖
• Retourner {X1, . . . , Xn}
4.4.3 Représentation spectrale approchée
Dans une démarche statistique, il est naturel de choisir un modèle paramétrique pour
C, ce qui détermine l’intensité et la fonction de corrélation par paires du processus.
Cela revient à choisir un modèle de covariance, à une renormalisation près, cf théorème
4.1. Mais l’algorithme de simulation précédent nécessite de connaître les valeurs propres
λk intervenant dans la décomposition (4.4.3) de C. Il est assez difficile d’obtenir cette
décomposition dans le cas général, même de manière numérique. Nous nous sommes
donc attachés dans [Lav2] à proposer un développement approché pratique.
Dans le cas stationnaire où C(x, y) = C0(y − x), il est toujours possible de dé-
velopper C0 sur 2S à l’aide d’une base de Fourier. En supposant pour simplifier que
2S = [−1/2, 1/2]d, les coefficients de cette décomposition valent
λk =
∫
[−1/2,1/2]d
C0(u)e
−2piik·u du.
Or en supposant C0 intégrable, sa densité spectrale f au point k vérifie
f(k) =
∫
Rd
C0(u)e
−2piik·u du.
Ainsi, si C0 admet une portée suffisamment faible, on a λk ≈ f(k).
Cette approximation peut-être rendue rigoureuse pour une large classe de modèles
paramétriques pour C0 (cf [Lav2]). Elle est acceptable pourvu que le nombre de points
attendu sur S ne soit pas trop petit. On peut comprendre la qualité de cette approxi-
mation de la façon suivante : puisque le processus est répulsif, étant donné un nombre
minimal de points sur S, C0 ne peut avoir une trop forte portée (la fonction de covariance
vaut en effet −|C0(x− y)|2).
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Il est à noter qu’un processus déterminantal non-homogène peut être facilement
construit à partir d’un processus déterminantal stationnaire. En effet soit p : Rd → [0, 1]
et Φ un processus déterminantal stationnaire de noyau C0, alors le processus ponctuel
obtenu en supprimant les points x ∈ Φ avec probabilité p(x) est déterminantal de noyau
C(x, y) =
√
p(x)C0(y − x)
√
p(y).
Exemple 4.6. Considérons une fonction de covariance de type Whittle-Matern en dimen-
sion d = 2
C0(x) = ρ
21−ν
Γ(ν)
‖x/α‖νKν(‖x/α‖), x ∈ R2, ρ > 0, ν > 0, α > 0, (4.4.6)
où Kν est la fonction modifiée de Bessel du second type. Lorsque ν = 0.5, C0 correspond
à la fonction de covariance de type exponentiel. La densité spectrale associée vaut (cf
[115])
f(x) = ρ ν
4piα2
(1 + ‖2piαx‖2)ν+1 , x ∈ R
2,
de telle sorte que la condition f ≤ 1 est vérifiée lorsque
0 ≤ ρ ≤ 1
4νpiα2
.
Trois réalisations du processus déterminantal associé à C0 pour ρ = 100, α = 0.01 et
respectivement ν = 1, ν = 4, ν = 7 (du moins répulsif au plus répulsif) sont repré-
sentées dans la figure 4.7. La simulation utilise l’approximation expliquée ci-dessus et
l’algorithme de la partie précédente.
Figure 4.7 – Simulations du processus déterminantal de l’exemple 4.6 avec ρ = 100, α = 0.01
et de gauche à droite ν = 1, ν = 4, ν = 7.
4.4.4 Perspectives
Les processus déterminantaux semblent être un modèle très prometteur en statistique
spatiale. Ils permettent de modéliser simplement les processus ponctuels répulsifs à partir
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de leur fonction de corrélation par paires. Leur étude statistique ne fait que démarrer et
de nombreuses questions restent en suspens.
L’inférence dans les processus déterminantaux est abordée dans [Lav2] : les para-
mètres du noyau C sont estimés par une méthode de contraste identifiant la fonction
de corrélation par paires, ou par maximum de vraisemblance (la densité d’un processus
déterminantal sur un compact peut en effet s’exprimer en fonction de C). Néanmoins
d’autres méthodes sont envisageables, comme l’estimation par vraisemblance composite
(voir [110]), ou encore des approches bayésiennes.
Les propriétés asymptotiques des procédures d’estimation précédentes restent à éta-
blir. La validation du modèle déterminantal (analyse de résidus, tests d’adéquation,etc.)
constitue également une piste intéressante à explorer. Pour ces questions, le lien avec la
caractérisation gibbsienne établie dans [43] pourrait être exploitée finement.
Chapitre 5
Inférence pour les processus ponctuels
de Gibbs
On considère une réalisation ϕΛ d’un processus de Gibbs sur un ensemble Λ. On s’inté-
resse dans ce chapitre à l’estimation des paramètres intervenant dans sa définition 4.1
ainsi qu’à la validation du modèle paramétrique choisi. On se place dans la situation où
Pθ est stationnaire pour tout θ ∈ Θ. Cela suppose en outre que la famille de potentiels
(VΛ(.; θ))Λ⊂Rd est invariante par translation et que la mesure d’intensité sous-jacente est
homogène. On peut dans ce cas supposer sans perte de généralité que ν = λ.
La méthode d’estimation la plus naturelle consiste à maximiser en θ la vraisemblance
(conditionnelle) ZΛ(ϕΛc ; θ)−1e−VΛ(ϕ;θ), où la configuration extérieure ϕΛc peut-être choi-
sie de différentes manières (cf [84]). L’inconvénient de cette méthode est qu’elle requiert
la connaissance de la fonction de partition Z qui est généralement incalculable. La maxi-
misation fait donc nécessairement appel à une simulation de cette fonction de partition
sur une grille de valeurs de θ, ce qui s’avère très coûteux en temps de calcul voire même
impossible pour certains modèles.
D’autres techniques d’estimation ont donc été développées pour rendre l’estimation
plus abordable, ou pour fournir des valeurs initiales pertinentes à la maximisation de la
vraisemblance. Il s’agit en particulier de la pseudo-vraisemblance, initialement introduite
par J. Besag [14] et développée dans [62], [61], [78], [79], [17], [22]. La procédure de
Takacs-Fiksel issue de [36], [104], [37] en est une généralisation. La validité de ces deux
techniques repose sur l’équation d’équilibre de Campbell prouvée dans [44] et [85] :
Lemme 5.1 (Georgii-Nguyen-Zessin). Supposons que Pθ existe et est héréditaire pour
tout θ ∈ Θ. Pour toute fonction mesurable h(·, ·; θ) : S × Ω → R telle que les quantités
suivantes existent et sont finies, pour tout θ ∈ Θ,
E
(∫
Rd×M
h (xm,Φ; θ) e−V (x
m|Φ;θ∗)µ(dxm)
)
= E
(∑
xm∈Φ
h (xm,Φ \ xm; θ)
)
, (5.0.1)
où V (xm|ϕ; θ) := VΛ(ϕ ∪ xm; θ)− VΛ(ϕ; θ), (pour tout Λ 3 x) est l’énergie locale de xm
dans ϕ et où E désigne l’espérance par rapport à Pθ∗ pour θ∗ ∈ Θ fixé.
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L’hypothèse d’hérédité présente dans le lemme précédent est expliquée dans la partie
5.1. Elle est restrictive pour certains modèle gibbsiens soumis à de fortes contraintes,
comme ceux présentés dans la partie 4.2. Dans [Lav12], en collaboration avec David
Dereudre, nous avons généralisé l’équation d’équilibre ci-dessus au cas non-héréditaire
et ainsi proposé une procédure consistante d’estimation par pseudo-vraisemblance. Ces
résultats sont résumés dans la partie 5.1 et quelques applications à l’estimation de mo-
saïques gibbsiennes sont présentées.
La procédure de Takacs-Fiksel est étudiée en détail dans un travail en commun avec
Jean-François Coeurjolly, Remy Drouilhet et David Dereudre [Lav6]. Les principaux ré-
sultats sont résumés dans la partie 5.2. Nous avons montré, dans un cadre très général,
la consistance et la normalité asymptotique de l’estimateur. La richesse de ses applica-
tions est illustrée dans la partie 5.2.1. Cette procédure permet notamment de proposer
un estimateur explicite pour les paramètres du modèle de Strauss et elle permet l’esti-
mation de tous les paramètres du modèle Quermass (cf partie 4.3), malgré le problème
de non-identifiabilité des boules.
Une dernière partie est consacrée à la validation d’un modèle de Gibbs au travers des
résidus. La notion de résidus d’un processus de Gibbs a été introduite par A. Baddeley, R.
Turner, J. Møller et M. Hazelton dans [9] et approfondie dans [8]. En collaboration avec
Jean-François Coeurjolly [Lav4], nous avons montré la consistance et obtenu la loi limite
des résidus dans un cadre très large. Ceci permet de construire des tests d’adéquation,
inédits dans le cadre des modèles de Gibbs. Cette contribution est résumée dans la partie
5.3.
5.1 Pseudo-vraisemblance dans le cas non-héréditaire
5.1.1 Equilibre de Campbell généralisé
La mesure de Gibbs Pθ est dite héréditaire si elle est définie selon la définition 4.1 à
partir de potentiels héréditaires. Une famille de potentiels est héréditaire si pour tout
Λ ⊂ Rd, pour toute configuration ϕ ∈ Ω, et tout xm ∈ Λ×M,
VΛ(ϕ; θ) = +∞⇒ VΛ(ϕ ∪ xm; θ) = +∞, (5.1.1)
ou de façon équivalente, pour tout xm ∈ ϕΛ, fΛ(ϕΛ|ϕΛc ; θ) > 0⇒ fΛ(ϕΛ\xm|ϕΛc ; θ) > 0.
Ainsi, sous la mesure héréditaire Pθ, de toute configuration autorisée de points, on
peut extraire n’importe quel point et conserver une configuration autorisée.
Cette hypothèse, très classique en mécanique statistique, n’est pas naturelle pour les
modèles de Gibbs avec interactions géométriques. Considérons par exemple les mosaïques
de Voronoï gibbsiennes dont les cellules sont forcées à n’être ni trop grandes ni trop
effilées (cf l’exemple 4.5 dans 4.2). Ce type de modèle n’est pas héréditaire. Les cellules
obtenues en enlevant un point à une configuration autorisée peuvent en effet apparaître
trop grandes ou trop allongées.
En l’absence d’hérédité, la formule d’équilibre (5.0.1) devient fausse. En particulier,
l’énergie locale V (xm|ϕ; θ) n’est plus définie pour tout xm. Dans [Lav12], nous avons
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montré une version généralisée de (5.0.1), valable dans le cas non-héréditaire. Pour cela,
nous introduisons la notion de points extractibles.
Définition 5.1. Un point xm ∈ ϕ est dit extractible ("removable" en anglais) s’il existe
un ensemble borné Λ contenant x tel que VΛ(ϕ\xm; θ) < +∞. L’ensemble des points
extractibles de ϕ est noté Rθ(ϕ).
L’énergie locale d’un point extractible peut alors être considérée selon la définition
classique. La généralisation de la formule de Georgii-Nguyen-Zessin est la suivante.
Théorème 5.1 ([Lav12]). Supposons que Pθ existe pour tout θ ∈ Θ. Pour toute fonction
mesurable h(·, ·; θ) : S × Ω → R telle que les quantités suivantes existent et sont finies,
pour tout θ ∈ Θ et θ∗ ∈ Θ
E
(∫
Rd×M
h (xm,Φ; θ) e−V (x
m|Φ;θ∗)µ(dxm)
)
= E
 ∑
xm∈Rθ∗ (Φ)
h (xm,Φ \ xm; θ)
 , (5.1.2)
où E désigne l’espérance par rapport à Pθ∗.
La seule différence avec (5.0.1) est que la somme est restreinte aux points extractibles.
Dans le cas héréditaire, tous les points de ϕ sont extractibles et on retrouve (5.0.1).
5.1.2 Contraste généralisé, estimation en deux étapes
La fonction de contraste de la log-pseudo-vraisemblance s’écrit dans le cas non-héréditaire
LPLΛ(ϕ; θ) = −
∫
Λ×M
e−V (x
m|ϕ;θ)µ(dxm) −
∑
xm∈R∗θ(ϕΛ)
V (xm|ϕ \ xm; θ). (5.1.3)
D’après la définition 5.1, on remarque que l’ensembleRθ(ϕ) ne dépend que du support
de la mesure de Gibbs Pθ, c’est à dire l’ensemble des configurations ϕ telles que VΛ(ϕ; θ) <
+∞, pour tout ensemble borélien borné Λ.
Si le support de Pθ ne dépend pas du paramètre θ, alors Rθ∗(ϕ) ne dépend pas de θ∗
et la log-pseudo-vraisemblance peut être calculée pour tout θ.
Si le support de Pθ dépend de θ := (θ1, . . . , θp), nous notons θhc := (θ1, . . . , θq),
q ≤ p, l’ensemble des paramètres qui définissent ce support. On les nomme abusive-
ment paramètres "hardcore", en référence au paramètre hardcore du modèle de Gibbs
des sphères dures. Les autres paramètres θsm := (θq+1, . . . , θp) modélisent l’interaction
classique entre les points (interaction "smooth"). Dans ce cas, Rθ∗(ϕ) = Rθ∗hc(ϕ) n’est
pas connu. On propose dans [Lav12] une estimation en deux étapes :
1. On estime les paramètres hardcore θhc par leur contre-partie empirique θˆhc (par
exemple pour estimer le paramètre contrôlant la taille maximale des cellules dans
une mosaïque de Voronoï, on relève la taille empirique maximale, etc.)
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2. On estime θsm par pseudo-vraisemblance en maximisant (5.1.3), où Rθ∗(ϕ) est
remplacé par Rθˆhc(ϕ).
Pour prouver la consistance de cette procédure, on suppose que la famille d’ensembles
Rθhc est monotone et continue en θhc (dans un sens précisé dans [Lav12]). Une série
d’hypothèses classiques dans le cadre de l’estimation par pseudo-vraisemblance est par
ailleurs effectuée (cf [17]), la plus contraignante étant relative à la locale stabilité de la
famille de potentiels (il existe une constante K ≥ 0 telle que pour tout Λ, pour tout
xm ∈ Λ, V (xm|ϕ; θ) ≥ −K). Les autres hypothèses sont peu restrictives, elles concernent
l’identifiabilité du paramètre θ∗ et des conditions d’intégrabilité et de continuité (en θ)
de la famille de potentiels. Il est à noter que ces hypothèses sont vérifiées pour la plupart
des modèles exponentiels (i.e. le potentiel est linéaire en les paramètres), incluant le
processus de Strauss marqué, le "area-process", le processus de Geyer, etc. (cf [17],
[Lav6]).
Théorème 5.2 ([Lav12]). Sous les hypothèses précédentes, (θˆhc, θˆsm) −→ (θ∗hc, θ∗sm) pour
Pθ∗-presque toute configuration, lorsque le domaine d’observation Λ tend vers Rd.
Les ingrédients de la preuve sont l’équation d’équilibre (5.1.2), le théorème ergodique
(cf [86]), et un argument classique pour la consistance d’un estimateur par contraste (cf
théorème 3.4.3 de [52]).
La loi asymptotique de l’estimateur (θˆhc, θˆsm) reste un problème ouvert et devrait
dépendre fortement de la vitesse de convergence de θˆhc, même concernant la loi marginale
de θˆsm, ce qui est difficile à évaluer. En revanche, lorsque θhc est connu, la normalité
asymptotique de θˆsm se déduit de façon similaire au cas héréditaire. Elle est montrée
sous des hypothèses de régularité et en supposant que le potentiel est à portée finie dans
[17] et [22].
5.1.3 Exemple : estimation dans le modèle de Voronoï gibbsien
Nous appliquons la procédure précédente au modèle présenté dans l’exemple 4.5, qui est
non héréditaire. Il s’agit d’un modèle de Voronoï gibbsien qui interdit les cellules trop
grandes ou trop effilées et repose sur une interaction volumique entre cellules voisines.
Les paramètres hardcore sont θhc := (α,B) et les paramètres d’intensité et d’interaction
sont θsm := (z, θ).
Etant donnée une réalisation ϕ sur Λ, les paramètres hardcore sont estimés naturel-
lement par :
αˆ = max{hmax(C), C ∈ VorΛ(ϕ)},
Bˆ = max{h2max(C)/Vol(C), C ∈ VorΛ(ϕ)}.
Les paramètres z et θ sont estimés en maximisant la log-pseudo-vraisemblance qui vaut
dans ce cas :
LPLΛ(ϕ; θ) = −
∫
Λ
z e−V2(x|ϕ;θ)dx −
∑
x∈Rθˆhc (ϕΛ)
(V2(x|ϕ \ x; θ)− ln(z)) ,
5.2 Procédure de Takacs-Fiksel 61
où V2(x|ϕ; θ) := V2(ϕΛ ∪ x; θ)− V2(ϕΛ; θ).
Lorsque α = 0.05, B = 0.625 et z = 100, nous voyons dans la figure 5.1 l’ensemble
Rθˆhc sur deux réalisations, lorsque respectivement θ = −0.5 et θ = 0.5. La rigidité de
ce modèle est clairement mis en avant : peu de points sont extractibles, surtout lorsque
θ > 0.
Le comportement des estimateurs sur 200 répliques est illustré dans les figures 5.2 et
5.3.
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Figure 5.1 – Points extractibles (petits cercles) sur 2 réalisations du modèle de l’exemple 4.5,
lorsque α = 0.05, B = 0.625, z = 100 et θ = −0.5 (à gauche), θ = 0.5 (à droite).
5.2 Procédure de Takacs-Fiksel
Nous supposons dans cette partie que les interactions sont héréditaires au sens où la
propriété (5.1.1) est satisfaite. Il est néanmoins possible de généraliser l’étude au cas
non-héréditaire en s’appuyant sur le théorème 5.1, voir la partie 6 dans [Lav6].
5.2.1 Méthode et motivations
La procédure de Takacs-Fiksel repose sur une version empirique de l’équation d’équi-
libre (5.0.1). Etant donnée une fonction h(·, ·; θ) : S × Ω → R, on définit pour toute
configuration ϕ ∈ Ω, tout θ ∈ Ω et Λ ⊂ Rd
CΛ(ϕ;h, θ) :=
∫
Λ×M
h(xm, ϕ; θ)e−V (x
m|ϕ;θ)µ(dxm)−
∑
xm∈ϕΛ
h(xm, ϕ \ xm; θ). (5.2.1)
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Figure 5.2 – Distributions des estimations du modèle de l’exemple 4.5, lorsque α = 0.05,
B = 0.625, z = 100 et θ = −0.5, à partir de 200 répliques.
De façon heuristique, lorsque Λ tend vers Rd, d’après le théorème ergodique et en utilisant
(5.0.1), |Λ|−1CΛ(ϕ;h, θ∗) −→ 0 pour Pθ∗-presque toute configuration. L’estimateur de
Takacs-Fiksel repose sur cette observation. Etant données K fonctions hk(·, ·; θ) : S ×
Ω→ R (pour k = 1, . . . , K), il est défini par
θ̂TF (ϕ) := arg min
θ∈Θ
K∑
k=1
CΛ(ϕ;hk, θ)
2. (5.2.2)
Pour assurer l’identifiabilité de l’estimation, il est à peu près clair qu’il faut choisir
au moins autant de fonctions tests hk que la dimension du paramètre à estimer θ. Une
contribution importante du travail commun [Lav6] a été de montrer qu’il faut en général
strictement plus de fonctions tests que la dimension de θ (cf la partie 5.2.2).
L’intérêt principal de cette méthode est qu’elle conduit à une famille d’estimateurs,
selon les fonctions tests hk choisies dans (5.2.2). Cette flexibilité permet de construire
des estimateurs performants adaptés au modèle. Donnons quelques exemples extraits de
[Lav6]. Le premier montre que l’estimateur par pseudo-vraisemblance est un estimateur
de Takacs-Fiksel.
Exemple 5.1. Si θ est un paramètre de dimension p, le choix hk(xm, ϕ; θ) = ∂∂θkV (x
m|ϕ; θ),
k = 1, . . . , p conduit à l’estimateur par pseudo-vraisemblance. En effet θ̂TF défini par
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Figure 5.3 – Distribution des estimations du modèle de l’exemple 4.5, lorsque α = 0.05,
B = 0.625, z = 100 et θ = 0.5, à partir de 200 répliques.
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(5.2.2) est alors la solution du système CΛ(ϕ;hk, θ) = 0, k = 1, . . . , p, ce qui signifie que
θ̂TF est un pôle de la fonction LPLΛ(ϕ, .) définie par (5.1.3).
Exemple 5.2. Si l’on choisit des fonctions tests du type h(xm, ϕ; θ) = h˜(xm, ϕ)eV (xm|ϕ;θ),
alors le calcul des fonctions CΛ(ϕ;hk, θ) devient très rapide car l’intégrale intervenant
dans leur définition ne dépend plus de θ et ne doit être calculée qu’une seule fois.
Exemple 5.3. Considérons le modèle de Strauss non marqué. Il fait intervenir deux pa-
ramètres : l’intensité θ1 et le paramètre d’interaction θ2. Le choix des fonctions tests
hk(x, ϕ; θ) = e
(k−1)θ2 si
∣∣ϕB(x,R)∣∣ = k − 1, hk(x, ϕ; θ) = 0 sinon, pour k = 1, 2 conduit
aux estimateurs explicites
θ̂1(ϕ) = ln
(
V0,Λ(ϕ)
N0,Λ(ϕ)
)
, θ̂2(ϕ) = ln
(
V1,Λ(ϕ)
N1,Λ(ϕ)
)
− ln
(
V0,Λ(ϕ)
N0,Λ(ϕ)
)
. (5.2.3)
où Nk,Λ(ϕ) désigne le nombre de points x ∈ ϕΛ tels que |B(x,R)∩ (ϕ\x)| = k et Vk,Λ(ϕ)
correspond au volume de l’ensemble {y ∈ Λ, |B(y,R) ∩ ϕ| = k}.
5.2.2 Résultats théoriques
Identifiabilité
Une question fondamentale concerne l’identifiabilité de la procédure d’estimation, au-
trement dit l’unicité (asymptotique) de la solution (5.2.2). Plaçons-nous pour simplifier
dans le cas exponentiel, i.e. le potentiel est linéaire en θ : V (xm|ϕ; θ) := θ1V1(xm|ϕ) +
. . .+θpVp(x
m|ϕ) = θTV(xm|ϕ) où V := (V1, . . . , Vp). Il est assez aisé, en utilisant l’équa-
tion d’équilibre (5.0.1), la stationnarité de Pθ∗ et le théorème ergodique, de montrer que
l’identifiabilité revient dans ce cas à exiger que
K∑
k=1
E
(
hk(0
M ,Φ; θ)
(
e−θ
TV (0M |Φ) − e−θ∗TV (0M |Φ)
))2
= 0 =⇒ θ = θ∗, (5.2.4)
où E désigne l’espérance par rapport à Pθ∗ .
Il est généralement admis que pour assurer (5.2.4), il faut au moins K = p fonctions
tests différentes si p représente la dimension de θ. Or choisir K = p peut s’avérer in-
suffisant. Par exemple dans le cas courant où p = 2 avec V1 = 1, si l’on choisit h1 = 1
et h2 = eθ
∗
1+θ
∗
2V2(x
m|ϕ), deux solutions sont possibles dans (5.2.4) : (θ∗1, θ∗2) et (θ˜1, 0) où
θ˜1 = θ
∗
1 − ln(E(e−θ∗2V2(0M |Φ))).
Dans [Lav6], nous donnons un critère d’identifiabilité dans le cas exponentiel lorsque
K = p. Il repose sur la fonction suivante :
Ψθ : Rp −→ Rp
v 7−→

E
(
h1(0
M ,Φ; θ)
∣∣∣V(0M |Φ) = v)
...
E
(
hp(0
M ,Φ; θ)
∣∣∣V(0M |Φ) = v)
 . (5.2.5)
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Nous montrons que si cette fonction préserve le signe du déterminant (et sous une hy-
pothèse de non-dégénérescence), alors l’identifiabilité (5.2.4) est assurée. Nous montrons
de plus que cette condition est quasiment nécessaire dans le cas p = 2.
Il est à noter que cette condition est très contraignante et impose à Ψθ d’être qua-
siment linéaire en v. Elle est satisfaite dans le cas où la méthode de Takacs-Fiksel
correspond à la pseudo-vraisemblance : dans ce cas hk = Vk et donc Ψθ est la fonction
identité. Pour d’autres choix de fonctions test hk, l’identifiabilité est loin d’être garantie
lorsque K = p.
Si l’on choisit K ≥ p+1 fonctions tests différentes, la situation devient plus favorable
et l’identifiabilité (5.2.4) est en général vérifiée (un critère suffisant est proposé dans
[Lav6]).
Comportement asymptotique
Des premiers résultats asymptotiques ont été obtenus par J.M. Billiot [16], concernant la
consistance dans un modèle d’interactions par paires, et par L. Heinrich dans [54] pour
la normalité asymptotique sous certaines conditions de mélange.
Dans [Lav6], pour obtenir la consistance et la normalité asymptotique de l’estimateur
de Takacs-Fiksel, on se place dans un cadre stationnaire et on suppose, outre l’identifia-
bilité traitée ci-dessus, des conditions d’intégrabilité et de continuité de l’énergie locale
V (0m|ϕ; θ) et des fonctions tests hk. Pour la normalité asymptotique, on suppose de plus
que le potentiel est à portée finie, i.e. il existe D ≥ 0 tel que pour tout (m,ϕ) ∈M× Ω
et tout θ ∈ Θ, V (0m|ϕ; θ) = V (0m|ϕB(0,D); θ), ce qui est satisfait pour la plupart des
modèles de Gibbs classiques. On ne fait aucune hypothèse de mélange, contrairement à
[54].
Théorème 5.3 ([Lav6]). En supposant que Pθ existe et est stationnaire pour tout θ ∈ Θ,
alors θ̂TF converge vers θ∗ pour Pθ∗-presque toute configuration ϕ, lorsque |Λ| → Rd. De
plus, si Pθ∗ est ergodique, |Λ|1/2(θ̂TF − θ∗) converge en loi vers une gaussienne, dont on
connaît explicitement la variance.
La variance asymptotique a une forme compliquée et la question de son optimisation
par rapport au choix des fonction tests hk reste ouverte.
La consistance est une conséquence assez directe du théorème ergodique et de l’équa-
tion d’équilibre (5.0.1).
La preuve de la normalité asymptotique suit un schéma classique adapté aux estima-
teurs par minimum de contraste, cf [52]. Elle requiert essentiellement un théorème limite
central pour le gradient de la fonction de contraste
∑K
k=1CΛ(ϕ;hk, θ)
2, lorsque |Λ| → Rd,
ce qui revient à montrer un théorème limite central pour le gradient C(1)Λ (ϕ;hk, θ).
A priori, il n’est pas évident qu’un théorème limite central s’applique quelque soit θ∗.
En effet, pour certaines valeurs de θ∗, il peut y avoir transition de phase, et dans ce cas
la mesure de Gibbs Pθ∗ n’a plus de bonnes propriétés de mélange. La force du théorème
est qu’il s’applique quelque soit θ∗, pourvu que la mesure existe, est stationnaire et er-
godique. Cette généralisation est fondamentale car les hypothèses de mélange supposées
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dans [54] réduisent de façon drastique les valeurs possibles pour le paramètre θ∗, ce qui
n’est pas naturel d’un point de vue statistique.
Le résultat permettant d’obtenir le théorème limite central est le suivant. Il a été
proposé pour le modèle d’Ising dans [53], puis étendu au cadre des processus ponctuels
dans [61] et [23]. Nous l’avons généralisé dans [Lav4] à des tableaux triangulaires et dans
un cadre multivarié et non-stationnaire. La preuve repose sur la méthode de Stein et en
utilisant la décomposition introduite dans [19].
Théorème 5.4 ([Lav4]). Soit Xn,i, n ∈ N, i ∈ Zd, un tableau triangulaire de champs
aléatoires dans un espace mesurable S. Pour n ∈ N, soit Kn ⊂ Zd et pour k ∈ Kn,
supposons que
Zn,k = fn,k (Xn,k+i, i ∈ I0) , (5.2.6)
où I0 = {i ∈ Zd, |i| ≤ 1} et fn,k : SI0 → Rp. Soit Sn =
∑
k∈Kn Zn,k. Si
(i) supn∈N supk∈Kn E|Zn,k|3 <∞,
(ii) ∀n ∈ N, ∀k ∈ Kn, E(Zn,k|Xn,j, j 6= k) = 0,
(iii) |Kn| → +∞ lorsque n→∞,
(iv) Il existe une matrice symétrique Σ ≥ 0 telle que
E
∥∥∥∥∥∥|Kn|−1
∑
(j,k)∈K2n, |j−k|≤1
Zn,kZ
T
n,j − Σ
∥∥∥∥∥∥→ 0,
alors |Kn|−1/2Sn d−→ N (0,Σ) lorsque n→∞.
Concrètement, l’ensemble Λ est décomposé en sous-cubes ∆k, k = 1, . . . , n de sorte
que C(1)Λ (ϕ;hk, θ) s’écrit comme une somme Sn où Xk = Φ∆k . La propriété de centrage
conditionnel (ii) du théorème précédent est la condition clé. Elle est toujours vérifiée pour
le contraste de Takacs-Fiksel. L’hypothèse de convergence de la covariance empirique (iv)
devient alors l’hypothèse centrale : on la vérifie dans [Lav6] lorsque le potentiel est à
portée finie.
5.2.3 Application au modèle Quermass
Le modèle Quermass a été présenté dans la partie 4.3. Il modélise des ensembles aléatoires
par une union de boules en interaction, l’interaction dépendant du périmètre, de l’aire et
de la caractéristique d’Euler-Poincaré de l’ensemble ainsi formé. Certaines simulations
sont présentées dans la figure 4.6. Dans un travail joint avec David Dereudre et Katerina
Helisovà [Lav1], nous nous intéressons à l’estimation des paramètres intervenant dans la
définition du potentiel.
L’estimation dans le modèle Quermass est un problème délicat car, étant donnée une
réalisation ϕ du modèle, on n’observe pas les points xR := (x,R) ∈ ϕ mais uniquement
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l’ensemble Γ =
⋃
(x,R)∈ϕ B(x,R). Le maximum de vraisemblance ainsi que l’estimation
par pseudo-vraisemblance ne sont donc pas utilisables dans ce contexte pour estimer tous
les paramètres. Une estimation partielle par maximum de vraisemblance est néanmoins
conduite dans [83].
Le contraste de Takacs-Fiksel défini au travers de (5.2.1) peut s’affranchir de la
connaissance des points xR si d’une part h(xR, ϕ; θ) et d’autre part la somme dans
(5.2.1) sont calculables. C’est le cas pour le choix des fonctions tests suivantes, pour
tout α ≥ 0 :
pα(x
R, ϕ; θ) := P (C(x,R + α) ∩ Γc) , (5.2.7)
où C(x,R) est la sphère {y, ||y−x|| = R} et P désigne le périmètre. Pour toute configu-
ration ϕ, la somme dans (5.2.1) devient simplement le périmètre de l’ensemble Γ gonflé
de α (noté Γ⊕α) : ∑
xR∈ϕ
pα(x
R, ϕ \ xR; θ) = P(Γ⊕α).
Un autre choix de fonction test est le suivant :
piso(x
R, ϕ; θ) =
{
1 si P (C(x,R) ∩ Γc) = 2piR
0 sinon.
(5.2.8)
Dans ce cas
∑
xR∈ϕ piso(x
R, ϕ \ xR; θ) correspond au nombre de boules isolées dans Γ.
Ce choix est moins satisfaisant en pratique car il suppose de définir ce qu’est une boule
isolée sur des données réelles.
Supposons pour simplifier que le modèle ne contient que deux paramètres non nuls :
l’intensité θ1 et un autre paramètre géométrique θ2 qui sera relatif soit au périmètre,
soit à l’aire, soit à la caractéristique d’Euler-Poincaré (respectivement θ2, θ3 ou θ4 dans
(4.3.1)). Dans ce cas, en supposant que l’identifiabilité ait lieu, le choix K ≥ 2 dans
(5.2.2) suffit à mettre en oeuvre l’estimation des deux paramètres. Plusieurs estimateurs
sont envisageables, par exemple :
• (θˆ1,α, θˆ2,α) : K = 2 dans (5.2.2) avec (h1, h2) := (p0, pα), α > 0 fixé.
• (θˆ1,all, θˆ2,all) : K ≥ 2 et (h1, . . . , hK) = (p0, pα1 , . . . , pαK−1) pour différents αi > 0,
i = 1, . . . , K − 1.
• (θˆ1,sum, θˆ2,sum) : K = 2 avec (h1, h2) = (p0,
∑
i pαi) pour plusieurs αi > 0.
• (θˆ1,iso, θˆ2,iso) : K = 2 avec (h1, h2) = (p0, piso).
Le troisième estimateur exploite la somme des périmètres de plusieurs gonflements
de Γ, en ce sens il apporte une information relative à l’aire du complémentaire de Γ.
Le choix d’un estimateur particulier est délicat. Dans [Lav1], nous observons que des
valeurs de α relativement faibles, c’est à dire de légers gonflements, semblent être préfé-
rables. Trois modèles sont estimés dans la figure 5.4, il s’agit respectivement de gauche
à droite des mêmes modèles que ceux représentés dans la figure 4.6. Les résultats issus
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des estimateurs globaux (θˆ1,all, θˆ2,all) et (θˆ1,sum, θˆ2,sum) sont représentés sous forme d’un
nuage de points dans la première ligne de la figure 5.4, tandis que la second ligne se
concentre sur la distribution du second paramètre. L’estimateur (θˆ1,iso, θˆ2,iso) est égale-
ment reporté. Tous les estimateurs se comportent de façon comparable et sont capables
de bien capter l’intensité sous-jacente θ1 des points malgré leur non-observation.
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Figure 5.4 – Estimation sur 100 répliques des modèles de la figure 4.6. En haut : nuage
de points de (θˆ1,all, θˆ2,all) (triangles), (θˆ1,sum, θˆ2,sum) (croix) et (θˆ1,iso, θˆ2,iso) (cercles) ; en bas :
distribution du second paramètre estimé.
5.3 Analyse des résidus, tests d’adéquation
Dans une démarche paramétrique, il est fondamental de pouvoir évaluer la qualité du
modèle estimé. Cette analyse se fait classiquement à l’aide des résidus de la modélisation.
La définition générale des résidus d’un modèle de Gibbs a été proposée dans [9]. Ils sont
définis sur un ensemble Λ, pour toute fonction test h et pour un estimateur θˆ par
RΛ
(
ϕ;h, θ̂
)
:=
∫
Λ×M
h
(
xm, ϕ; θ̂
)
e−V (x
m|ϕ;bθ)µ(dxm)− ∑
xm∈ϕΛ
h
(
xm, ϕ \ xm; θ̂
)
. (5.3.1)
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Ces résidus sont similaires au contraste de Takacs-Fiksel (5.2.1) calculé en la meilleure
valeur possible du paramètre. Si le modèle est bien spécifié, d’après l’équation (5.0.1)
et selon le théorème ergodique, ces résidus doivent être négligeables pourvu que Λ soit
suffisamment grand. Différentes fonctions tests h ont été retenues dans la littérature
• h
(
xm, ϕ; θ̂
)
= 1 : les résidus bruts,
• h
(
xm, ϕ; θ̂
)
= eV (x
m|ϕ;bθ) : les résidus inverses,
• h
(
xm, ϕ; θ̂
)
= eV (x
m|ϕ;bθ)/2 : les résidus de Pearson,
• hr
(
xm, ϕ; θ̂
)
= 1[0,r](d(x
m, ϕ))eV (x
m|ϕ;bθ), où d(xm, ϕ) = infym∈ϕ ‖y − x‖.
Les trois premiers exemples sont introduits et étudiés dans [9] et [8]. Le dernier choix
est considéré dans [Lav4], il conduit à des résidus de la forme
RΛ
(
ϕ;hr, θ̂
)
= F̂Param(r)− F̂NonParam(r) (5.3.2)
où F (r) := P (Φ ∩ B(0, r) 6= ∅) est la fonction de vide, et F̂Param(r), F̂NonParam(r) sont
respectivement une estimation paramétrique et non-paramétrique de F (r). Ce choix
semble intéressant car la fonction de vide caractérise quasiment la loi d’un processus
ponctuel.
En collaboration avec Jean-François Coeurjolly, nous étudions dans [Lav4] le com-
portement asymptotique des résidus lorsque Λ → Rd. Nous prouvons la convergence
presque-sûre de |Λ|−1RΛ
(
ϕ;h, θ̂
)
vers 0 et nous établissons un théorème limite central.
Ces résultats sont notamment prouvés à l’aide du théorème 5.4 (essentiellement sous des
hypothèses de régularités et de portée finie de la fonction test h et du potentiel V ), et en
supposant de plus que l’estimateur θˆ est consistant et suit un théorème limite central.
Ces hypothèses sont en particulier vérifiées lorsque l’on considère un modèle expo-
nentiel (i.e. le potentiel est linéaire en les paramètres) à portée finie, l’estimateur par
pseudo-vraisemblance, et les fonctions tests ci-dessus.
Le comportement en loi des résidus est généralement à la base de la construction de
tests d’adéquation. Nous proposons dans [Lav4] deux approches pour valider un modèle
de Gibbs ajusté sur Λ.
• Première approche. On considère s résidus calculés sur Λ, associés à différentes
fonctions tests h1, . . . , hs (voir à gauche de la figure 5.5).
• Deuxième approche. On scinde Λ en J sous-domaines distincts et on calcule
RΛj
(
ϕ;h, θ̂
)
pour j = 1, . . . ,J et pour h fixé (voir à droite de la figure 5.5).
La première approche fournit une évaluation très complète de la qualité d’ajustement
du modèle (en considérant par exemple un vecteur de résidus de la forme (5.3.2) pour
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
RΛ(ϕ, h1, θ̂)
...
RΛ(ϕ, hj, θ̂)
...
RΛ(ϕ, hs, θ̂)
Figure 5.5 – Deux approches de validation par les résidus.
différentes valeurs du rayon r). Sous l’hypothèse que le modèle est bien spécifié, nous
montrons dans [Lav4] que le vecteur des résidus suit asymptotiquement une loi normale
multivariée et nous proposons un estimateur de la matrice de covariance. La norme du
vecteur des résidus (renormalisé par la covariance empirique) suit alors asymptotique-
ment une loi du chi-deux, ce qui fournit une statistique de test d’adéquation. Les défauts
de cette approche sont que d’une part la matrice de covariance dépend des propriétés
de l’estimateur θˆ choisi dans (5.3.1), d’autre part que cette dernière peut être difficile à
estimer, enfin que les conditions pour qu’elle soit inversible sont délicates à vérifier.
La seconde approche est conforme à l’esprit du test des quadrants pour tester l’adé-
quation à un processus de Poisson homogène. On montre que la loi jointe des résidus
calculés sur chaque sous-domaine est gaussienne, de variance explicite. On peut donc
considérer la norme du vecteur des résidus ainsi formé, la renormaliser par la covariance
empirique, et ainsi obtenir un test d’adéquation du chi-deux. Cette procédure, détaillée
dans [Lav4], souffre des mêmes défauts que la précédente. Il est néanmoins possible de
modifier la statistique en considérant le vecteur des résidus centré. Cela conduit à un
test du chi-deux plus convaincant comme nous le résumons dans la proposition suivante.
Proposition 5.1 ([Lav4]). Soit RJ (ϕ;h, θˆ) le vecteur des résidus calculés sur les J
sous-domaines Λ1, . . . ,ΛJ (supposés de même taille) et RJ ,n(ϕ;h, θˆ) la moyenne empi-
rique de ce vecteur. Alors, lorsque Λ → Rd, sous des hypothèses de régularités de V et
h, et en les supposant de portée finie,
|Λ1|−1σˆ−1‖RJ (ϕ;h, θˆ)−RJ (ϕ;h, θˆ)‖2 d−→ χ2J−1, (5.3.3)
où σˆ est un estimateur de σ > 0, quantité qui ne dépend que de h et du potentiel V .
Le résultat précédent fournit un test d’adéquation des quadrants pour les modèles
de Gibbs. On peut montrer qu’il est équivalent au test des quadrants classiques dans le
cas d’un processus de Poisson homogène. La statistique de test dans (5.3.3) ne requiert
pas l’estimation d’une matrice de covariance, mais uniquement de la constante σ. Nous
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montrons dans [Lav4] que σ > 0 (qui s’avère en général vrai) est facile à vérifier pour
un modèle et une fonction test h donnés. Nous proposons également un estimateur non-
paramétrique σˆ.
5.4 Perspectives
L’inférence dans les processus ponctuels de Gibbs reste peu étudiée d’un point de vue
théorique et beaucoup reste à faire. Une première question concerne les propriétés asymp-
totiques de l’estimateur par maximum de vraisemblance. De façon surprenante, il n’a
toujours pas été prouvé que cette technique, pourtant si populaire, est consistante. Sui-
vant des idées esquissées dans une note non publiée de S. Mase ([80]), nous avons bon
espoir de résoudre ce problème dans un cadre assez général. La question du comporte-
ment en loi du maximum de vraisemblance et de son efficacité est évidemment naturelle
mais plus ambitieuse.
Les résultats théoriques présentés dans ce chapitre permettent de construire des
intervalles de confiance, pourvu que les variances asymptotiques soient estimées. Des
estimateurs de ces variances sont disponibles, mais ils ne sont pas satisfaisants et doivent
être améliorés. Une alternative à ces estimations consiste à utiliser des méthodes de
rééchantillonnage de type Bootstrap, dont la justification théorique mériterait d’être
apportée.
Cette dernière question est en lien avec le test d’adéquation présenté dans la pro-
position 5.1. Sa mise en oeuvre pratique requiert l’estimation de la constante σ et ses
performances dépendent fortement de la qualité de cette estimation. L’évaluation numé-
rique du test, notamment de sa puissance, fait l’objet d’un travail en cours.
Enfin, il semble essentiel de proposer et d’étudier des méthodes d’inférence dans les
processus ponctuels non-stationnaires, ainsi que dans les processus spatio-temporels, qui
sont de plus en plus utilisés en pratique.
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