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1 Introduction
The partially linear regression model was introduced in Engle, Granger, Rice and Weiss (1986),
y = βTX + θ(Z) + ε (1)
where θ(.) is an unknown scalar function and ε is a zero mean error orthogonal to both X and
θ(.). This model embodies a compromise between employing a general nonparametric specification
g(X,Z), which, if the conditioning variables are high dimensional, would lead to serious loss of preci-
sion, and a fully parametric specification which may result in badly biased estimators and inconsistent
hypothesis tests. The implicit asymmetry between the effects of X and Z may be attractive when
X consists of dummy or categorical variables, as in Stock (1989, 1991). This specification arises in
various sample selection models, see Ahn and Powell (1993), Newey, Powell, and Walker (1990), and
Lee, Rosenzweig and Pitt (1992). It is also the basis of a general specification test for functional form
introduced in Delgado and Stengos (1994). The model has been used in a number of applications.
We will use a panel data version of this model to model climate change.
The issue of global warming has received a great deal of attention recently. This paper is concerned
with developing a semiparametric model to describe the trend in UK regional temperatures and other
weather outcomes over the last century. The data we work with conditions the analysis we propose.
We work with the monthly averaged maximum and minimum temperatures observed at the twenty
six Meteorological Office stations. The data is an unbalanced panel. We propose a semiparametric
partial linear panel model in which there is a common trend component that is allowed to evolve in
a nonparametric way. This permits the most general possible pattern for the evolution of a common
secular change in temperature. We also allow for a deterministic seasonal component in temperature,
since we are working with monthly data. Gao and Hawthorne (2006) used a univariate partially linear
model to explain annual global temperature in terms of a nonparametric time trend and a covariate
the southern oscillation index (SOI). They applied existing theory to deduce the properties of their
estimators and developed a new adaptive test of the shape of the trend function. See Campbell and
Diebold (2005) for some alternative analysis of multivariate climate time series data. Peteiro-Lopez
and Gonzalez-Manteiga (2006) worked with a multivariate model with cross-sectionally correlated
errors and different trends for each series. They establish distribution theory for the parametric
components and derive the bias and variance of the nonparametric components. Their setting is
similar to ours except that we impose a common trend structure. Furthermore, the covariates in our
parametric part are also common and deterministic, as they represent seasonality. Most importantly
we allow for unbalanced dataset, which is important in applications. This difference has important
implications for efficient estimation. The asymptotic framework we work with allows a non-trivial
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fraction of the data to be missing. We propose to use a profile likelihood method, which in the
unbalanced case is different from the sequential two-step squares method proposed by Robinson
(1998) in the univariate case and employed by Peteiro-Lopez and Gonzalez-Manteiga (2006) in the
multivariate case. This method is fully efficient in the Gaussian case as established in Severini and
Wong (1992). Finally, we allow for heteroskedasticity and serial correlation in the error terms.
We apply our methods to the UK dataset. We show the nonparametric trend in comparison
with a more standard parametric approach. In both cases there is an upward trend over the last
twenty years that is statistically significant. We compare our results with those obtained by Gao and
Hawthorne (2006). We also use our model to forecast future temperature.
2 Model and Data
The subject that we are interested are monthly temperatures {yit}, where i signifies different stations
and t is the corresponding time when the temperature is recorded, t = 1, . . . , T and i = 1, . . . , n.
In practice, there may be missing data in the sense that some stations began keeping records before
other stations. In our application, Oxford started in 1857, while Cardiff Bute Park only began in
1977. So we suppose that station i starts at time ti, i = 1, . . . , n, thus records for station i are only
available from time ti to T . Order the stations by their starting point so that t1 ≤ t2 ≤ · · · ≤ tn < T.
The complete record occurs after tn. At any point in time there are nt stations available with nt
varying from one to n. The most general model we consider is of the following form
yit = αi + β
⊤
i Dt + γ
⊤
i Xit + gi(t/T ) + εit,
where i = 1, . . . , n and t = ti, . . . , T. Here, Dt ∈ Rd is a vector of seasonal dummy variables, Xit are
a vector of observed covariates, and the error terms εit satisfy E(εit|Xit) = 0 a.s.. The functions gi(·)
are unknown but smooth. These represent the trend in temperatures at location i. We shall further
assume that gi(·) = g(·), so that there is a single common trend, which imposes a standard way of
thinking about climate change. For simplicity we also dispense with the additional covariates X (in
our application we are concerned with documenting the temperature record rather than assigning
changes to particular causes). The parameter vector θ = (α1, . . . , αn, β
⊤
1 , . . . β
⊤
n )
⊤ is unknown and
describes the seasonal and level effects for the different locations. The model is not identified as
it stands, since one can add a constant to each αi and subtract the same constant from g(·). For
identification we suppose that
∑n
i=1 αi = 0, in which case the function g(.) represents the common
level of average temperature relative to average seasonal variation. According to Wikipedia (2009):
"Climate change is any long-term significant change in the “average weather” of a region or the earth
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as a whole. Average weather may include average temperature, precipitation and wind patterns."
Our model directly permits the measuring of this average weather trend through the function g(·).
In doing the asymptotics we suppose that T →∞ but n is fixed (in fact n = 26 in our application).
In conclusion the model we adopt for the application is as follows
yit = αi + β
⊤
i Dt + g(t/T ) + εit, (2)
where the error term may be heteroskedastic across i and serially correlated over time. Let β⊤i =




Cjβj +Bg + ε, (3)
where y, ε is the nT × 1 data,error vector with zeros in place of missing observations, while α ∈ Rn,
g = (g(1/T ), . . . , g(1))⊤ ∈ RT , and βj = (β1j , . . . , βnj) ∈ Rn. In this case, A,B are matrices
of conformable dimensions of zeros and ones that reflect the commonality and missingness as well,
see below. The matrices Cj contains the dummy variable Dj. This representation is different from
equation (2) of Peteiro-Lopez and Gonzalez-Manteiga (2006); it allows for the "missingness" of data
in some observation units and preserves a simple algebraic structure that is useful in the sequel.












































3 Profile Likelihood Estimation
Our model may be estimated using different nonparametric methods. We consider in this paper the
widely used kernel estimators. Specifically, we consider the Gaussian profile likelihood procedure for
the general unbalanced case - see additional discussions in Remarks 2 - 3 for advantages of using
profile likelihood estimation. This in general leads to semiparametrically efficient estimators, Severini
and Wong (1992).
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3.1 The Estimator of g
We first define the local profile likelihood in the local parameter η ∈ R:















yis − αi − β⊤i Ds − η
)2
Kh((t− s)/T ),
where Is denotes the set of stations available at time s, which is of cardinality ns and we assumed
the ordering of the stations is consistently chosen. Here, K is a kernel function and h is a bandwidth









































Notice that if we standardize the kernel so that T−1
∑T
s=1Kh(u − s/T ) = 1, then, when T is large,





Kh((s− t)/T ), for all t with tm/T < t/T < tm+1/T.
3.2 The Estimator of θ







yjt − αj − β⊤j Dt − ĝθ(t/T )
)2
.
We maximize this subject to the constraint that
n∑
i=1
αi = 0, equivalently finding the first order
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i11, i ≤ mt
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, as T →∞
do not depend on the unknown parameters. The profile likelihood equations are linear in θ and can
be solved explicitly to give the constrained estimators θ̂.We then define the nonparametric estimator
ĝ(u) = ĝθ̂(u).
3.3 In Matrix Notation
We may re-write the vector of η̂ as
ĝθ = (ĝθ(1/T ), . . . , ĝθ(1))






































where θ = (α⊤, β⊤1 , . . . , β
⊤
d )
⊤ ∈ Rn(d+1) and X˜ = (A˜, C˜1, . . . , C˜d) is nT by n(d + 1), while: y˜ = My,
A˜ = MA, and C˜j = MCj withM = InT −B(i⊤n ⊗K). Ignoring the restriction we can write the above
first order conditions in the following matrix form X˜⊤X˜θ̂ = X˜⊤y˜, except that X˜⊤X˜ is singular.
Define q⊤ = (1, . . . , 1, 0, . . . , 0), then the linear restriction is represented as q⊤θ = 0. Then define the
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matrix R, which is a k × (k − 1) matrix, where k = n(d + 1), such that (q, R) is non singular and












; R4 = Ind×nd,
where in−1 is the n−1×1 vector of ones, and R2, R3 are matrices of zeros of conformable dimensions.






where R⊤X˜⊤X˜R is non-singular.1 Then,








In computing the least squares estimators in our application we make some additional steps because
T is very large, 1858 in fact. We partition A = (A⊤1 , . . . , A
⊤
n )








⊤, . . . , (BnK
∑n
j=1Aj)
⊤)⊤, where Bj′KAj is a T × n matrix. In this way one can
avoid matrices of dimensions nT × nT or even nT × T, which are too large to fit into memory.
4 Asymptotic Properties
In this section we present the asymptotic properties of the estimators defined above. The follow-
ing conditions are quite standard in kernel estimation. For the convenience of asymptotic analy-
sis, we introduce β-mixing (absolutely regular), which is defined as follows. A stationary process






|P (A| F t−∞)− P (A)|
}
converges to zero as n → ∞. β-mixing includes many linear and nonlinear time series models as




α = (α1, . . . , αn−1)⊤. We can interpret the above as a reparameterizion to θ =
(α1, . . . , αn−1, β
⊤
1
, . . . β⊤
n




αi and then changing A → A∗ in (3) to reflect the different struc-
ture. For example, in the special case given above, A∗ = (1, 1, 1, 0,−1,−1)⊤. Then compute θ̂ by an unconstrained
regression.
7
1. For each i, εit is a stationary β-mixing with mixing decay rate βit with lim supt b
tmax1≤i≤n βit <
∞ for some b > 1, ∑∞h=−∞E (εitεit+h) = ω2i and s2i = ∑∞k=−∞E (εitεi,t+12k) with 0 < ω ≤
min1≤i≤n ωi ≤ max1≤i≤n ωi ≤ ω <∞.
2. The function g : [0 , 1 ]→R, is continuously differentiable up to the order τ ≥ p.
3. The kernel K has support [−1, 1] and is symmetric about zero and satisfies ∫ K(u)du = 1. In
addition,
∫




4. The bandwidth satisfies:
(a) As T →∞, h→ 0, and Th→∞, Th2p → 0
(b) h = cTT−1/2p+1 with 0 < lim inf
T→∞
cT ≤ lim sup
T→∞
cT <∞.
Assumptions A1 is a typical assumption in the time series literature and ensures that εit is sta-
tionary with weak dependence and that appropriate limiting theory can be applied. This condition
is useful in our technical development and, no doubt could be replaced by a range of similar assump-
tions. Assumption A2 concerns about the smoothness of the trend function and ensures a Taylor
expansion to appropriate order. Assumption A3 for the kernel function and Assumption A4 for the
bandwidth expansion are quite standard in nonparametric estimation: in part a, the bandwidth is
chosen to ensure root-T asymptotics for parametric quantities; in part b, the bandwidth is chosen to
be optimal for estimation of the nonparametric component.
The asymptotics depends on our assumptions about t1 ≤ t2 ≤ · · · ≤ tn. In the simplest case when
t1 ≤ t2 ≤ · · · ≤ tn are finite numbers, the asymptotic results are the same as those with complete data
- the differences in the starting dates are asymptotically ignorable, thus the asymptotic distributions
are unaffected by the difference of starting dates. We shall assume that ti →∞ in such a way that
ti = ⌊riT⌋ , where ri ∈ (0, 1), (5)
for i = 1, . . . , n, (and rn+1 = 1) in which case the starting time affects the estimators asymptotically.
To present the main result we need some notation. Let akj =
∑n
s=j (rs+1 − rs) /sk, k = 1, 2, 3, 4,





1, . . . , δiω
2









1, . . . , δis
2




∆n = diag {1, . . . , 1− ri, . . . , 1− rn} .
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(a21 − 2a11 +
∑n
l=2 a2l) . . .
(




. . . (na2,n − 2a1,n)
(









(na2,n − 2a1,n) (na2,n − 2a1,n) (na2n − 2a1n)

.
Then define the matrices:
Q =
[
∆n +Gn (∆n +Gn)⊗ 112 i11





Ωn +An [Ωn +An]⊗ 112 i⊤11
[Ωn +An]⊗ 112 i⊤11 Sn ⊗ 112I11 +An ⊗ 1122J11
]
, (7)



























and δ(s) is a weighting function on [0, 1], δ(s) = 1/j, if rj < s < rj+1, j = 1, 2, . . . , n. We summarize
the limiting distributions as follows.
T 1. Suppose that Assumptions A1 - A4 hold, and assume that the initial observation




R⊤θ̂ −R⊤θ + hp (R⊤QR)−1R⊤g∗)⇒ N (0, (R⊤QR)−1R⊤ΩR (R⊤QR)−1) .
R 1. The asymptotic distribution of the profile likelihood estimator is complicated largely
due to the unbalanced data structure, which affects the limiting distributions under our assumptions.
R 2. The partial linear model that we study in this paper may be estimated by other
methods - see an early version of this paper ALX(2008) for studies of other methods. Comparing the
profile likelihood estimator with the other estimators, the profile likelihood estimator is a joint esti-
mation for the nonparametric and parametric parts, while the other estimators such as the traditional
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methods used in the literature of partial linear regressions are sequential two-step estimators. It’s
easy to see that the profile likelihood estimator has a smaller bias term than the two step estimator.
R 3. Heteroskedasticity across i, weak correlation over t, and seasonality all affect the
limiting results. These effects are reflected through ω2i and s
2
i in the limits.
If we consider the special case with complete data, all observations start at t = 1, then ri = 0,















This cancellation occurs because of the recentering due to the parametric part of the model.
Thus we have the following simplified asymptotic results for the profile likelihood estimator with
complete data. Let





















Jn ⊗ i⊤11 1122J11n
]
,





























































l , j < i
.
C 1. Suppose that Assumptions A1 - A4 hold, in the case with complete data, the































σ2, i = j
− 1
n
σ2 j = i .
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We next analyze the estimator of the trend function. The asymptotic results of this estimator is
summarized in Theorem 2 below whose proofs are again given in the Appendix.
T 2. Suppose that Assumptions A1 - A4 hold, and assume that the initial observation
condition are given by (5). Then, as T →∞,
√







, for u ∈ [rm, rm+1), m = 1, . . . , n− 1,
√







, for u > rn.















In the special case with complete data, we have the following special result.
C 2. Suppose that Assumptions A1 - A4 hold and all observations start at t = 1.
Then, as T →∞, √








R 4. It is possible to extend the above results to allow for cross-sectional dependence as
well, since the CLT is coming from the weak dependence in the large time series dimension. Suppose
instead that εt = (ε1t, . . . , εnt)⊤ = Ξ(t/T )1/2ηt, where the vector ηt = (η1t, . . . , ηnt)
⊤ is stationary
β-mixing with the same decay rate as in assumption A1, while Ξ(u) is a symmetric positive definite
matrix of smooth functions. Let Ψ(s) = Eηtη
⊤
t+s and Ψ∞ =
∑∞
s=−∞Ψ(s). Then the asymptotic
variance in (9) becomes ||K||22i⊤Ξ(u)1/2Ψ∞Ξ(u)1/2i/n, where i = (1, 1, . . . , 1)⊤. However, the results
for θ̂ are much more complicated in this case.
R 5. One can also expect that Theorem 2 continues to hold in the case where n → ∞.
In this case, the rate of convergence of ĝ(u) is of order 1/
√
Tmh, and if u > rn this rate is 1/
√
Tnh.
The precise rates attainable depend on the distribution of the sequence r1, r2, . . . throughout [0, 1].
However, the asymptotic distribution is the same regardless of whether n is large or not. The
corresponding results for θ̂ have to be rethought in this case because the dimensions of this parameter
vector increases.
5 Forecasting
In this section we consider forecasting based on the semiparametric model (2). In particular, we
consider q-step forecasting, i.e. forecasting of yi,T+q based on information upto time T . Our primary
interest is to forecast yi,T+q with finite q, although our analysis allows for forecasts with q → ∞
under appropriate expansion rate of q. The common structure in our model allows us to exploit the
forecasting gains entailed by these restrictions (reduction in forecasting variance), which amount to
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homogeneity restrictions in a panel-data environment. These restrictions were found to be helpful
in the empirical application of Hoogstrate, Palm, and Pfann (2000) for GDP forecasts. In a recent
paper, Issler and Lima (2009) have a theoretical explanation of why these restrictions might work in
practice.
Notice that
yi,T+q = αi + β
⊤
i DT+q + g(1 + q/T ) + εi,T+q.
Therefore, a simple forecast for yi,T+q, that ignores the error dynamics, can be obtained based on
estimators for αi, βi and a predictor of g(1 + q/T ) based on observations i = 1, . . . , n and t ≤ T .
Since estimators for αi, βi are studied in the previous sections, we study forecasting of g(1+ q/T ) in
this section and construct a predictor of yi,T+q using the predicted g(1+q/T ). We are also interested
in forecasting the average temperature, yT+q =
∑n
i=1 yi,T+q/n, given by
yT+q = β
⊤





i=1 βi/n, and εT+q =
∑n
i=1 εi,T+q/n.
We first consider the simple case when {εit}t are martingale difference sequences. Since forecasting
of g(1 + q/T ) is the key issue, we note that
ETyi,T+q = αi + β
⊤
i DT+q + g(1 + q/T ),
where ET denotes conditional expectation given the data.
We make the following assumptions to facilitate forecasting the common trend.
A1’ For each i, εit is a martingale difference sequence, E (ε2it) = σ
2
i , and 0 < σ ≤ min1≤i≤n σi ≤
max1≤i≤n σi ≤ σ <∞.
A2’ The function g : [0 , 1 + ǫ]→R, some ǫ > 0, is continuously differentiable up to the order τ ≥ p.
A5 K is a one-sided kernel satisfying (a) K and K′ are continuous on [−1, 0]; (b) µ∗0(K) > 0 and




A6 The bandwidth h satisfies A4(a) and the bandwidth h1 satisfies h/h1 → 0 as T →∞.
We construct a local polynomial predictor for g(1 + q/T ). Notice that g (·) is a smooth function
under Assumption A2’; therefore, when T → ∞, q/T → 0, by a Taylor expansion of g(·) around
u = 1 to the τ -th order (τ = p− 1),


























As will be more clear later in this section, forecasting at time T is largely affected by data






(yit − α̂i − β̂
⊤
i Dt) = yt − β̂
⊤
Dt,
for tn ≤ t ≤ T. Let K (·) be a one-sided kernel whose properties are defined in Assumption A5 above,



















where h1 is a bandwidth parameter satisfying Assumption A6.













µ∗0(K) µ∗1(K) . . . µ∗τ (K)
µ∗1(K) µ∗2(K) µ∗τ+1(K)
. . . . . . . . .
µ∗τ (K) µ∗τ+1(K) . . . µ∗2τ (K)
 , V (K) =

ν∗0(K) ν∗1(K) . . . ν∗τ (K)
ν∗1(K) ν∗2(K) ν∗τ+1(K)
. . . . . . . . . ·





K (u)ukdu, ν∗j(K) =
∫ 0
−1
ujK2(u)du. Let also Dh = diag (1, h, . . . , hτ ) .




γ̂ − γ − hτ+11 M(K)−1B(K)










The above result indicates that the leading bias effect of local polynomial estimation of (γ0, γ1, . . . , γτ )
is given by hτ+1DhM(K)−1B(K), and the leading variance effect is given by
ω2D−1h M(K)−1V (K)M(K)−1D−1h /nTh. The local polynomial predictor for g(1 + q/T ) is then given
by








and our predictor for yi,T+q is given by
ŷi,T+q = α̂i + β̂
⊤
i DT+q + ĝ(1 + q/T ). (12)
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The forecast for average temperature is just the average forecast, so
ŷT+q = β̂
⊤
DT+q + ĝ(1 + q/T ), (13)





The forecasting error is given in the following theorem. Let Pτ = (1, (q/Th), . . . , (q/Th)τ )⊤. Let
E∗T denotes asymptotic conditional expectation given the data.
T 4. Suppose that Assumptions A1, A2 ′, A3, A4, and A5 hold, as T → ∞, the fore-
casting bias in ŷi,T+q is given by
E∗T [ŷi,T+q − yi,T+q] = bg = hτ+1
[P⊤τ M(K)−1B(K) + o(1)] ,
and the forecasting error variance in ŷi,T+q is given by
E∗T
[






[P⊤τ M(K)−1V (K)M(K)−1Pτ + o(1)])σ2,
where, σ2 is defined in Theorem 3. For the forecast of average temperature, ŷT+q, the forecasting bias













[P⊤τ M(K)−1V (K)M(K)−1Pτ + o(1)])σ2.
The results of Theorems 3 and 4 indicate that the forecasting error of ŷi,T+q is dominated by that
of the local polynomial forecaster of ĝ(1+q/T ). In particular, for the leading case of forecasting with
finite q, the bias term is dominated by the first term in bg : hτ+1B0, where B0 is the first element
in the (τ + 1)-vector M(K)−1B(K). The forecasting error variance is dominated by σ2i + V0σ2/Tnh,
where V0 is the (1,1)-element of matrix M(K)−1V (K)M(K)−1. Similar result can be obtained for
the average temperature forecaster ŷT+q. These results also hold for more general cases as long as
q/Th→ 0.
If we allow that q →∞, the order of magnitude of the forecasting error is determined jointly by
the bandwidth h and the forecasting distance q/T . In the case of ŷi,T+q, if q/Th→ 0, the bias term
is dominated by the first term in bg : hτ+1B0, and the forecasting error variance is dominated by
σ2i + V0σ
2/Tnh, where B0 and V0 are defined in the same way as above. If q/Th→ δ ∈ (0,∞), the
leading bias term is affected by all terms in bg : hτ+1∆⊤τ M(K)−1B(K), where ∆τ = (1, δ, . . . , δτ )⊤.
The leading variance terms is giving by: σ2i + ∆
⊤
τ M(K)−1V (K)M(K)−1∆τσ2/Tnh. If q/Th → ∞,
our theory is not applicable.
R 4. In the general case when {εit}t are weakly dependent,
ETyi,T+q = αi + β
⊤
i DT+q + g(1 + q/T ) + ETεi,T+q,
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where ET denotes conditional expectation given the data. Under our condition A1, ETεi,T+q = 0
(although ETεi,T+q → 0 as q →∞). To forecast ETεi,T+q, we should fit a time series model (say, an
ARMA model as Box and Jenkins) to the error term, and using the existing forecasting method to
construct a predictor. In this case, we may detrend and remove the seasonal components from yi,t
using our estimates α̂i, β̂i, and ĝ(t/T ), i.e.
ε̂i,t = yi,t − α̂i − β̂
⊤
i Dt − ĝ(t/T )
and then fit the estimated stochastic component ε̂i,t by an appropriate ARMA model to obtain
forecast of εi,T+q, say, ÊTεi,T+q. A predictor for yi,T+q can then be constructed by ĝ(1 + q/T ) that
we obtained earlier in this section together with other components, i.e.
y˜i,T+q = α̂i + β̂
⊤
i DT+q + ĝ(1 + q/T ) + ÊTεi,T+q.
In the AR(1) special case εi,t = ρεi,t−1+ηit, where ηit is iid, we haveETεi,T+q = ρ
qεi,T . More generally,
for ARMA process errors one could use the standard linear forecasting techniques associated with
Box and Jenkins. Alternatively, we may ignore the error dynamics and simple construct forecasts for
yi,T+q and yT+q by (12) and (13). Such predictors are asymptotically equivalent to predictors that
takes into account the weak correlation in εi,t for long-run forecasting (the case q →∞), but are less
efficient for short-run forecasting than predictors that utilize the correlation property.
6 Application
Our dataset contains the average maximum temperature within a month (TMAX), the average
minimum temperature within a month (TMIN), the difference between the average maximum and
minimum temperatures within a month b(TRANGE), all measured in degrees Celsius and also the
number of hours of sunshine and the number of millimeters of rainfall. The primary data source is
the met office web site for each of the twenty six stations.2 The first observations were taken in 1853
at Armagh and Oxford so that we have a total of 1858 time series records.
2The data are available at http://www.metoffice.gov.uk/climate/uk/stationdata/
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Figure 1.
In the working paper version of this paper we provide the full results of a univariate parametric
analysis based on a quadratic trend. This shows evidence of seasonality and an upward trend for
all stations. There is also some evidence of serial correlation in the residuals but little evidence of
GARCH effects. The error correlation does not affect the estimation of the regression coefficients
and changes only slightly the standard errors. Similar results were obtained for both maximum
and minimum temperature. We also report results for the range. These are somewhat different.
Specifically, the trend coefficients are significant in only nine cases, with seven of those cases having
a similar upward trend, whereas the other two actually have a negative trend in range. Range has
also a significant seasonal effect and a significant autocorrelation coefficient in most cases. The results
for sunshine hours are not so consistent as for temperature. There are seven stations with significant
trends, six of them with increasing trend. Overall though many other stations have negative, albeit
insignificant, trends. With rainfall, the trend is not significant in any station.
One critique of such a parametric analysis is that the implied trend is a little unrealistic and poorly
estimated. Extrapolating beyond the sample implies an outrageously high temperature twenty years
from now, which is just not credible. This is why we have advocated a semiparametric approach.
We next present the results of the semiparametric analysis. In Tables 1 and 2 we give the
estimated values of θ and the associated standard errors for TMAX and TMIN. The parameter
16
values are strongly significant and show evidence of geographic variability in the level of temperature
and seasonality. These results are broadly consistent with the individual purely parametric results
we gave in the working paper version.
We present in Figures 2 and 3 the implied trend from the parametric analysis. The jagged nature
of the graph is caused by the introduction of new stations. Also note that the implied trend at the
end of the period is quite extreme. Our results are somewhat different from those obtained in Gao
and Hawthorne (2006) for example, since we find evidence of trend starting much later. In Figures
4 and 5 we give the estimated nonparametric trend over the same period. The trend is much more
moderate especially at the end of the period. In Figures 6 and 7 we give the trend just for the recent
period by only considering the balanced subset of the data. Even though the nonparametric trend
indicates some variation i.e., some downward movements, but generally it climbs upward, this being
more pronounced after 1995. In both cases, balanced and unbalanced, we can easily claim that there
is an upward trend for the TMAX and TMIN values. These were implemented using a Gaussian
kernel and Silverman’s rule of thumb bandwidth (which in this case yield h ≃ 0.05). As we remarked
in the text, the estimation of the common trend is purely local and unaffected by earlier data. The
standard errors for the nonparametric estimators of TMAX and TMIN over the shown period are
0.476709, 0.48602 respectively, indicating the level of significance of the estimated curves.
We next present the result of an out of sample analysis. We compute the estimated forecast
based on local linear smoothing. We report the absolute error for the p-step forecast, where p =
1, 2, . . . , 12, so forecasting out to one year ahead. The forecast errors given in Figures 8 and 9 appear
reasonable and are better than the corresponding parametric results, which substantially overpredict
the temperature in this period.
****Figures and Tables Here***
7 Conclusion
In conclusion, we have developed a semiparametric model we think is appropriate for modelling the
changes in temperatures observed at a cross section of locations. The model and methods are defined
for the important practical case of unbalanced data. The methods we develop give similar results to
a parametric analysis and help to confirm the main finding of a gradual upward trend in temperature




8.1 Proof of Theorems
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Substitute the true model yit = αi + β
⊤
i Dt + g(t/T ) + εit into the above FOC, notice that
yit − α̂i − β̂
⊤
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Ca,11 . . . Ca,1n
. . . . . .
Ca,n1 . . . Ca,nn
 , CT,b =
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Cb,11 . . . Cb,1n
. . . . . .
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CB,11 . . . CB,1n
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g(s/T )Kh((t− s)/T )


























































































































 ∑Tt=tj ∂ĝθ(t/T )∂βi − 1T ∑l	=i∑Tt=tl 1mt (∑Ts=tj Kh((t− s)/T )∂ĝθ(t/T )∂βi )









D⊤t − 1mt 1T
∑T
s=ti
























































































g(s/T )Kh((t− s)/T )



















































































then we have [
CT,a CT,b
CT,A CT,B





































= dT + eT . (14)















where R is the K × (K − 1) normalized orthogonal complements of q.
By results of Lemmas 1 and 2, as T →∞ :
CT,a ⇒





= ∆n +Gn = Cn,
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CT,B → ∆n ⊗ 1
12




CT → Q =
[
∆n +Gn (∆n +Gn)⊗ 112 i11
(∆n +Gn)⊗ 112 i⊤11 ∆n ⊗ 112I11 +Gn ⊗ 1122 i⊤11i11
]
.







































, if rj < s < rj+1, j = 1, 2, . . . , n.
w(s) = 1− δ(s) = 1− 1
j
, if rj < s < rj+1, j = 1, 2, . . . , n.
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[Ωn +An]⊗ 112 i⊤11 Sn ⊗ 112I11 +An ⊗ 1122J11
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K([u− t/T ] /h)εit
}
Again, for each i,
∑
tK([u− t/T ] /h)εit is a weighted sum of weakly correlated random variables





K([u− t/T ] /h)εit ⇒ ωi||K||21/22 ξi.
25






























































































the preliminary estimation of θ does not affect the first order asymptotics for this estimator.
Thus for tm/T < u < tm+1/T , m = 1, . . . , n− 1,
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For u > tn/T ,
√















P  T 3 	 4. Notice that when q/T → 0, as T → ∞, under Assumption
A2′, by a Taylor expansion,



















































The local polynomial estimator can be written as












































































By result of ALX(2008),

















































































µ∗0(K) µ∗1(K) . . . µ∗τ (K)
µ∗1(K) µ∗2(K) µ∗τ+1(K)
. . . . . . . . .
µ∗τ (K) µ∗τ+1(K) . . . µ∗2τ (K)
 = M(K).
Notice that, although with incomplete data, when we consider the end point T and neighbourhood
























































ν∗0(K) ν∗1(K) . . . ν∗τ (K)
ν∗1(K) ν∗2(K) ν∗τ+1(K)
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K (u)2 ul+kdu = ω2i ν∗l+k(K).














































































and our forecaster for g(1 + q/T ) is given by








Thus, the forecasting error is





































































whose order of magnitude are jointly determined by the bandwidth h and the forecasting distance
q/T . In particular, the prediction error is given by






DT+q − [ĝ(1 + q/T )− g(1 + q/T )] ,
Since the parameter estimates are of smaller error, for any fixed q,















where V0 is the (1,1)-element in the matrix 1nω
2M(K)−1V (K)M(K)−1.
8.2 Lemmas
L 1. For each i, as T →∞:








































CB,ii → C˜ii = (1− ri) 1
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L 2. For i = j, as T →∞:












































































































, if rj < s < rj+1, j = 1, 2, . . . , n.
w(s) = 1− δ(s) = 1− 1
j
, if rj < s < rj+1, j = 1, 2, . . . , n.























(na4,j − 4na3,j + 4a2,j)ω2j
σ2A1 = s
2






(na4j − 4na3j + 4a2j)ω2j .
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8.3 Proof of Lemmas



































































































Kh((t− s)/T )︸ ︷︷ ︸
=1







































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































, i ≤ mt
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na4,max(i,j) − 4na3,max(i,j) + 4a2,max(i,j)
))
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I11, if j = 12k,
0, if j = 12k .















































































































































































































































































































































































































































































































































































































































































































































n2a4,max(i,j,l) − 4na3,max(i,j,l) + 4a2,max(i,j,l)
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ω2l ,


























































































δi = (1− ri − 2a1i + a2i)






, l < i
λi =
(
n2a4,i − 4na3,i + 4a2,i
)








j , l < i
the covariance matrix of eT = (e⊤a , e
⊤
A)

















































































































































































































= Sn ⊗ 1
12
I11 +An ⊗ 1
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Appendix D: Figures for the Application Analysis
Results
Average Trend by OLS








3.5 Figure 2: AVERAGE TREND in TMAX by OLS






2.5 Figure 3: AVERAGE TREND in TMIN by OLS
Trend by Nonparametric Method:Unbalanced Case








Figure 4: TREND in TMAX by NONPARAMETRIC METHOD - UNBALANCED CASE









0.09 Figure 5: TREND in TMIN by NONPARAMETRIC METHOD - UNBALANCED CASE
Trend by Nonparametric Method: Balanced Case








1.150 Figure 6: TREND in TMAX by NONPARAMETRIC METHOD - BALANCED CASE








Figure 7: TREND in TMIN by NONPARAMETRIC METHOD - BALANCED CASE
Forecasting by Nonparametric Method
Table 1: Maximum Temperature Nonparametric Results
STATION TIME ALPHA BETAs RSS
Aberporth 1942-2007 15.1545 -4.8198 2.4600 -3.7686 3.4780 -2.7198 4.4884 -1.6743 5.4908 -1.0563 6.4845 0.4039 0.0177
(0.4872) (0.4987) (0.4875) (0.5051) (0.4978) (0.4800) (0.4975) (0.4796) (0.4893) (0.4900) (0.4880) (0.4793)
Armagh 1865-2007 15.3314 5.8443 13.1241 6.8956 14.1421 7.9443 15.1526 8.9534 16.1549 10.0314 17.1486 10.4707 0.1213
(0.4969) (0.4798) (0.4792) (0.4928) (0.4871) (0.4925) (0.4889) (0.4900) (0.5090) (0.4920) (0.4982) (0.4788)
Bradford 1908-2007 14.2064 -4.9778 2.3021 -3.9265 3.3201 -2.8777 4.3305 -1.8322 5.3329 -1.0553 6.3266 0.2460 0.0840
(0.4793) (0.4799) (0.5464) (0.5566) (0.5468) (0.5657) (0.5610) (0.5319) (0.5561) (0.5316) (0.5497) (0.5413)
Braemar 1959-2007 12.4661 6.2878 13.5676 7.3390 14.5856 8.3878 15.5960 9.4333 16.5984 10.4748 17.5921 11.1030 0.0500
(0.5372) (0.5304) (0.5553) (0.5319) (0.5303) (0.5547) (0.5453) (0.5588) (0.5427) (0.5494) (0.5715) (0.5548)
Cambridge 1959-2007 16.2552 -3.7045 3.5753 -2.6532 4.5933 -1.6045 5.6038 -0.5589 6.6061 0.4826 7.5998 1.4374 0.0004
(0.5566) (0.5293) (0.5305) (0.5318) (0.5412) (0.5522) (0.5418) (0.5611) (0.5557) (0.5270) (0.5515) (0.5262)
Cardi¤ 1977-2007 15.6739 3.0741 10.3539 4.1253 11.3719 5.1741 12.3823 6.2196 13.3847 7.2611 14.3784 8.2978 0.0244
(0.5444) (0.5364) (0.5329) (0.5254) (0.5506) (0.5268) (0.5261) (0.5502) (0.5405) (0.5540) (0.5382) (0.5449)
Durham 1880-2007 14.4470 3.7297 11.0095 4.7809 12.0275 5.8297 13.0379 6.5113 14.0403 7.6098 15.0340 8.9534 0.0125
(0.5625) (0.5506) (0.5520) (0.5249) (0.5257) (0.5270) (0.5450) (0.5550) (0.5451) (0.5641) (0.5590) (0.5301)
Eastbourne 1959-2007 15.8710 3.0741 10.3539 4.1253 11.3719 5.1741 12.3823 6.2196 13.3847 7.2611 14.3784 8.2978 0.0020
(0.5545) (0.5300) (0.5476) (0.5395) (0.5359) (0.5286) (0.5536) (0.5298) (0.5285) (0.5530) (0.5432) (0.5568)
Greenwich 1959-2004 16.1333 -5.4322 1.8477 -4.3809 2.8657 -3.3321 3.8761 -2.2866 4.8785 -1.2451 5.8722 -0.5548 0.0085
(0.5408) (0.5479) (0.5656) (0.5535) (0.5546) (0.5280) (0.5291) (0.5299) (0.5424) (0.5533) (0.5431) (0.5626)
Hurn 1957-2007 8.7890 12.5155 19.7954 13.5668 20.8133 14.6155 21.8238 15.6611 22.8261 16.4415 23.8199 17.7393 0.0191
(0.5572) (0.5284) (0.5525) (0.5273) (0.5458) (0.5376) (0.5334) (0.5262) (0.5522) (0.5281) (0.5272) (0.5513)
Lerwick 1930-2007 6.1471 13.2163 20.4961 14.2675 21.5141 15.3163 22.5246 16.3619 23.5269 17.1254 24.5206 18.4401 0.0296
(0.5417) (0.5553) (0.5393) (0.5460) (0.5634) (0.5513) (0.5530) (0.5256) (0.5269) (0.5282) (0.5435) (0.5536)
Leuchers 1957-2007 6.9764 3.0741 10.3539 4.1253 11.3719 5.1741 12.3823 6.2196 13.3847 7.2611 14.3784 8.2978 0.0401
(0.5433) (0.5624) (0.5569) (0.5284) (0.5527) (0.5282) (0.5456) (0.5378) (0.5349) (0.5270) (0.5521) (0.5279)
Newton Rigg 1959-2007 5.2113 3.9111 11.1910 4.9624 12.2090 5.6380 13.2194 7.0567 14.2217 7.7849 15.2155 9.1349 0.0506
(0.5269) (0.5512) (0.5415) (0.5550) (0.5390) (0.5461) (0.5643) (0.5524) (0.5529) (0.5270) (0.5277) (0.5283)
Oxford 1853-2007 4.9145 3.0741 10.3539 4.1253 13.0460 5.1741 12.3823 -1.2794 1.9531 15.2543 14.3784 8.2978 0.0612
(0.5429) (0.5538) (0.5438) (0.5634) (0.5580) (0.5290) (0.5532) (0.5281) (0.5466) (0.5381) (0.5340) (0.5273)
Paisley 1959-2007 3.7738 3.0741 10.3539 4.1253 13.8831 5.1741 12.3823 -9.6978 8.3368 21.5850 14.3784 8.2978 0.0072
(0.5528) (0.5290) (0.5278) (0.5520) (0.5426) (0.5559) (0.5399) (0.5468) (0.5639) (0.5516) (0.5538) (0.5261)
Ringway 1949-2004 5.8577 -6.3399 0.9399 -5.2887 14.7201 -4.2399 2.9683 -3.1853 3.9707 -2.1529 4.9644 -1.5097 0.0082
(0.5275) (0.5289) (0.5425) (0.5525) (0.5421) (0.5612) (0.5557) (0.5274) (0.5518) (0.5271) (0.5445) (0.5368)
Ross-on-wye 1930-2007 8.7682 -3.5391 3.7408 -2.4878 5.1857 -1.4390 5.7692 -0.3935 6.7715 0.6480 7.7653 1.4127 0.0113
(0.5342) (0.5259) (0.5510) (0.5268) (0.5259) (0.5502) (0.5403) (0.5539) (0.5380) (0.5452) (0.5637) (0.5517)
Shawbury 1957-2007 10.4095 -14.4370 -7.1572 -13.3858 5.4648 -12.3370 -5.1287 -11.2915 -4.1264 -10.4299 -3.1327 -9.1391 0.1033
(0.5520) (0.5262) (0.5268) (0.5273) (0.5433) (0.5542) (0.5444) (0.5636) (0.5586) (0.5293) (0.5538) (0.5284)
She¢ ed 1883-2007 15.8198 6.1523 13.4321 7.2035 5.7438 8.2523 15.4605 9.2978 16.4629 10.3393 17.4566 11.0581 0.0127
(0.5470) (0.5388) (0.5343) (0.5277) (0.5530) (0.5295) (0.5278) (0.5523) (0.5430) (0.5562) (0.5405) (0.5473)
Southampton 1855-2004 12.7800 -3.9741 3.3057 -2.9229 6.0228 -1.8741 5.3341 -1.1075 6.3365 0.2129 7.3302 1.2496 0.0124
(0.5639) (0.5517) (0.5543) (0.5261) (0.5276) (0.5292) (0.5418) (0.5518) (0.5414) (0.5606) (0.5549) (0.5265)
St Mawgan 1957-2007 11.7145 13.6632 20.9431 14.4184 6.3018 15.7632 22.9715 16.5131 23.9738 16.8030 24.9676 18.8870 0.0135
(0.5510) (0.5260) (0.5437) (0.5361) (0.5337) (0.5252) (0.5504) (0.5260) (0.5252) (0.5494) (0.5396) (0.5534)
Stornoway 1873-2007 13.0459 -10.1131 -2.8333 -9.0619 6.5808 -8.0131 -0.8049 -6.9676 0.1975 -5.9261 1.1912 -4.9243 0.0145
(0.5374) (0.5443) (0.5634) (0.5513) (0.5515) (0.5256) (0.5260) (0.5266) (0.5426) (0.5532) (0.5433) (0.5625)
Sutton Bonnington 1959-2007 15.4447 4.6062 11.8860 5.6575 6.8599 6.7062 13.9145 7.7518 14.9168 8.5469 15.9105 6.4822 0.0156
(0.5577) (0.5286) (0.5527) (0.5278) (0.5463) (0.5380) (0.5335) (0.5268) (0.5518) (0.5285) (0.5269) (0.5511)
Tiree 1930-2007 25.9146 7.9759 3.9880 9.9699 7.1389 4.8250 12.0626 6.0228 3.0114 3.9880 8.5748 6.8309 0.0166
(0.5417) (0.5551) (0.5394) (0.5461) (0.5631) (0.5508) (0.5532) (0.5253) (0.5266) (0.5281) (0.5409) (0.5517)
Valley 1930-2007 25.8283 8.2550 4.1275 10.3187 7.4179 4.9645 12.4113 6.3018 3.1509 4.1275 8.9236 7.1797 0.0177
(0.5408) (0.5604) (0.5546) (0.5261) (0.5506) (0.5255) (0.5436) (0.5356) (0.5330) (0.5250) (0.5500) (0.5255)
Yeovilton 1964-2007 32.7795 8.5340 4.2670 10.6675 7.6969 5.1741 12.3823 6.5808 3.2904 4.2670 14.3784 8.2978 0.0187
(0.5249) (0.5493) (0.5394) (0.5529) (0.5371) (0.5438) (0.5624) (0.5507) (0.5512) (0.5249) (0.5255) (0.5260)
* The values in the parentheses indicate the standard errors.
Table 2: Minimum Temperature Nonparametric Results
STATION TIME ALPHA BETAs RSS
Aberporth 1942-2007 2.3700 1.4734 0.2254 5.6285 0.6890 0.2364 2.0505 -0.3964 0.8742 1.4239 0.5348 0.4685 0.0060
(0.3929) (0.3956) (0.3924) (0.4025) (0.3999) (0.3910) (0.3934) (0.3915) (0.3931) (0.3933) (0.3937) (0.3900)
Armagh 1865-2007 -12.1000 -0.3669 0.2042 1.9268 0.0289 -0.4264 0.5512 -0.1645 0.0073 0.1473 -0.0057 -0.0322 0.0414
(0.3936) (0.3909) (0.3905) (0.3917) (0.3914) (0.3907) (0.3932) (0.3937) (0.3966) (0.3918) (0.3954) (0.3910)
Bradford 1908-2007 2.4400 -0.6241 -0.1922 5.4360 0.6477 0.9084 1.5923 -1.4851 0.3493 0.8633 1.8578 0.8119 0.0286
(0.3914) (0.3907) (0.4418) (0.4447) (0.4411) (0.4531) (0.4514) (0.4316) (0.4433) (0.4327) (0.4422) (0.4346)
Braemar 1959-2007 -23.2000 -1.1384 -0.7543 2.7556 -1.8227 -8.1432 -0.4675 -4.3715 -1.5970 -1.4042 -6.1424 -0.4642 0.0170
(0.4347) (0.4302) (0.4432) (0.4317) (0.4310) (0.4443) (0.4382) (0.4466) (0.4373) (0.4422) (0.4535) (0.4450)
Cambridge 1959-2007 -10.0000 1.5187 0.1604 3.2441 -0.2018 -1.0108 0.5976 -0.9870 -0.1347 0.0658 -2.9559 -0.1144 0.0001
(0.4446) (0.4313) (0.4321) (0.4311) (0.4372) (0.4405) (0.4366) (0.4489) (0.4468) (0.4273) (0.4390) (0.4282)
Cardi¤ 1977-2007 14.1000 10.1165 2.7597 9.7292 3.0061 2.9027 4.4568 1.5635 2.7471 4.4601 4.2095 1.9633 0.0083
(0.4379) (0.4303) (0.4306) (0.4261) (0.4389) (0.4273) (0.4269) (0.4399) (0.4344) (0.4422) (0.4331) (0.4382)
Durham 1880-2007 -10.6000 -0.9650 -0.0809 2.6062 -0.2255 -1.4849 0.6923 -0.9738 -0.1399 0.1163 0.5467 -0.0260 0.0043
(0.4443) (0.4416) (0.4402) (0.4275) (0.4279) (0.4269) (0.4409) (0.4439) (0.4400) (0.4521) (0.4503) (0.4306)
Eastbourne 1959-2007 14.1000 1.0138 0.2478 2.6369 -0.1960 -0.2964 0.5028 -0.7961 -0.1243 0.3758 -2.6351 -0.0318 0.0007
(0.4424) (0.4317) (0.4411) (0.4335) (0.4337) (0.4290) (0.4422) (0.4304) (0.4298) (0.4431) (0.4371) (0.4454)
Greenwich 1959-2004 2.3300 0.4489 0.0478 2.0135 -0.3236 -0.5904 -0.0544 0.1148 1.0281 -0.8050 -2.2322 0.4821 0.0029
(0.4361) (0.4414) (0.4415) (0.4441) (0.4434) (0.4304) (0.4311) (0.4299) (0.4379) (0.4411) (0.4372) (0.4495)
Hurn 1957-2007 0.6770 1.4351 0.5469 3.3147 0.3461 1.3415 1.5557 -0.8845 -0.0024 1.2413 -0.6726 0.5926 0.0065
(0.4474) (0.4281) (0.4396) (0.4290) (0.4387) (0.4311) (0.4310) (0.4266) (0.4396) (0.4280) (0.4276) (0.4405)
Lerwick 1930-2007 -0.3170 -0.6313 -0.4225 0.0437 -0.0396 -3.2641 -0.3394 -2.2625 -1.1694 0.1087 -0.5898 -0.4956 0.0101
(0.4351) (0.4430) (0.4337) (0.4391) (0.4449) (0.4421) (0.4409) (0.4278) (0.4285) (0.4277) (0.4399) (0.4427)
Leuchers 1957-2007 14.1000 -0.1221 -0.6054 0.1052 -0.7358 -2.4101 0.5969 -3.4711 -1.8482 -0.4097 -2.0278 -0.2939 0.0137
(0.4387) (0.4510) (0.4490) (0.4294) (0.4411) (0.4304) (0.4399) (0.4323) (0.4327) (0.4279) (0.4348) (0.4293)
Newton Rigg 1959-2007 -10.7000 1.6483 0.1243 2.5238 -0.5422 -2.6037 0.7267 -1.2317 0.5687 -0.1050 -3.0580 -0.1080 0.0173
(0.4287) (0.4418) (0.4362) (0.4442) (0.4350) (0.4402) (0.4468) (0.4433) (0.4423) (0.4296) (0.4301) (0.4289)
Oxford 1853-2007 11.1000 0.8900 0.2388 4.4482 0.5737 0.7781 1.2236 0.3525 1.0488 0.5365 1.2410 0.4168 0.0209
(0.4386) (0.4418) (0.4380) (0.4503) (0.4484) (0.4289) (0.4404) (0.4297) (0.4395) (0.4318) (0.4315) (0.4274)
Paisley 1959-2007 13.1000 1.1270 -0.0092 1.0388 -0.7462 -2.0505 0.6267 -1.4248 0.2422 -0.0785 -2.2996 -0.1408 0.0024
(0.4404) (0.4289) (0.4283) (0.4412) (0.4362) (0.4438) (0.4345) (0.4398) (0.4454) (0.4428) (0.4417) (0.4284)
Ringway 1949-2004 -3.7600 1.3717 0.1330 3.0629 0.2753 0.0132 0.8333 1.2322 2.1747 -0.1999 -0.0831 1.0261 0.0028
(0.4291) (0.4284) (0.4391) (0.4354) (0.4379) (0.4501) (0.4481) (0.4287) (0.4340) (0.4296) (0.4391) (0.4317)
Ross-on-wye 1930-2007 4.7800 3.3694 0.6580 4.5835 0.7623 0.3430 1.1623 -0.1583 0.7323 1.3839 1.5353 0.6428 0.0038
(0.4321) (0.4272) (0.4404) (0.4286) (0.4280) (0.4344) (0.4356) (0.4433) (0.4342) (0.4330) (0.4395) (0.4428)
Shawbury 1957-2007 -3.1400 2.3822 0.4179 3.7905 0.3513 0.5314 1.7280 -1.1052 0.0875 1.1700 -0.4155 0.6032 0.0352
(0.4415) (0.4290) (0.4294) (0.4282) (0.4388) (0.4421) (0.4383) (0.4506) (0.4487) (0.4293) (0.4407) (0.4300)
She¢ ed 1883-2007 1.4000 -3.5342 -0.7545 3.0605 -0.5274 -1.3703 0.1892 -1.7463 -0.5579 -0.6915 -1.1898 -0.2726 0.0043
(0.4399) (0.4320) (0.4318) (0.4277) (0.4406) (0.4291) (0.4284) (0.4415) (0.4366) (0.4439) (0.4348) (0.4400)
Southampton 1855-2004 1.1700 0.9202 0.1034 3.2253 0.5978 0.5331 0.8900 0.6020 0.6692 0.1148 1.1430 0.5367 0.0042
(0.4456) (0.4432) (0.4419) (0.4285) (0.4293) (0.4285) (0.4317) (0.4413) (0.4307) (0.4493) (0.4473) (0.4279)
St Mawgan 1957-2007 -25.3000 2.2557 1.0314 3.6950 0.7932 2.6404 2.1836 0.2021 0.8031 1.8220 0.5734 1.0597 0.0046
(0.4332) (0.4287) (0.4383) (0.4249) (0.4255) (0.4266) (0.4333) (0.4278) (0.4273) (0.4402) (0.4349) (0.4361)
Stornoway 1873-2007 -4.0600 -1.1364 -0.3128 0.5396 -0.2145 -1.4758 0.4455 -1.6589 -0.6657 -0.2020 -0.2599 -0.0102 0.0050
(0.4334) (0.4387) (0.4391) (0.4424) (0.4344) (0.4284) (0.4288) (0.4275) (0.4382) (0.4413) (0.4375) (0.4499)
Sutton Bonnington 1959-2007 -10.7000 1.9809 0.1297 2.9827 -0.3925 -1.5656 0.5088 -1.2404 -0.2772 0.0450 -2.9690 -0.0229 0.0053
(0.4481) (0.4285) (0.4399) (0.4295) (0.4392) (0.4314) (0.4313) (0.4270) (0.4397) (0.4284) (0.4277) (0.4407)
Tiree 1930-2007 14.0500 1.0180 0.3159 1.7306 0.4153 -0.3880 0.5462 -0.4916 0.0478 1.1533 0.7886 0.1933 0.0057
(0.4362) (0.4431) (0.4339) (0.4392) (0.4451) (0.4427) (0.4411) (0.4279) (0.4287) (0.4278) (0.4375) (0.4345)
Valley 1930-2007 15.0000 2.4432 0.8413 3.8132 0.8073 0.6812 1.2713 0.4618 0.8848 1.8880 1.6453 0.7447 0.0060
(0.4365) (0.4420) (0.4399) (0.4274) (0.4390) (0.4280) (0.4314) (0.4305) (0.4310) (0.4262) (0.4392) (0.4272)
Yeovilton 1964-2007 15.2000 6.0330 1.9238 8.0683 1.6078 2.8385 3.1332 0.6487 2.6123 3.1542 1.8167 1.6489 0.0064
(0.4269) (0.4333) (0.4285) (0.4355) (0.4268) (0.4381) (0.4445) (0.4291) (0.4341) (0.4279) (0.4281) (0.4269)
* The values in the parentheses indicate the standard errors.
