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Background. Development of effective methods for evaluating solvency of individuals and risk of banks in providing 
consumer loans.  
Objective. Determining of the mechanisms for implementation of scoring models in the form of scoring cards.                
Analysis of the possibility of using scoring cards as a tool for credit risk management. 
Methods. Construction of scoring cards and preliminary analysis of input data using specialized component of the 
SAS Enterprise Miner. 
Results. The main stages of scoring cards development were considered. The scoring card was constructed that is 
based on actual statistical data on granting of the consumer loans. The research also presents comparative analysis of 
the scoring cards with other statistical methods of subjects classification. 
Conclusions. It was established in this study that the scoring cards have better forecasting ability than other statistical 
methods such as decision trees, neural networks and logistic regression. The format of development the forecasting 
models in the form of scoring cards is the easiest for interpreting. However, application of this method requires                 
considerable investments as well as continuous updating and renewal of credit histories for borrowers. 
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Вступ 
У період стабільного розвитку в Україні 
спостерігалося бурхливе зростання ринку іпо-
течного та побутового кредитування, що спри-
чинило розвиток досі невідомого для нашої 
країни напряму прикладного математичного 
моделювання — кредитного скорингу. В умовах 
економічної та політичної кризи і нестабільнос-
ті коректне розв’язання задач виявлення пла-
тоспроможних клієнтів стає для фінансових 
установ завданням прямого виживання на рин-
ку кредитних послуг. Незважаючи на те, що 
споживче кредитування є одним із найбільш 
прибуткових видів банківської діяльності, воно 
водночас найбільш ризиковане, оскільки бага-
то банків стикаються з проблемою неповер-
нення виданих фізичним особам кредитів [1, 2]. 
У зв’язку з цим розробка та застосування нових 
більш досконалих методик оцінювання кредито-
спроможності осіб і ризику банків при наданні 
кредитів в умовах сучасних кризових явищ у 
фінансовій сфері є критично важливими. 
Ефективним заходом, що дає змогу опти-
мально розв’язувати задачі оцінювання креди-
тоспроможності осіб, є кредитний скоринг, 
який являє собою математичну або статистич-
ну модель, за допомогою якої банк визначає, 
ймовірність того, що потенційний позичальник 
поверне кредит у встановлений термін. Метою 
кредитного скорингу є оптимізація прийняття рі-
шень із надання споживчих кредитів, що й ви-
значає актуальність дійсного дослідження [3, 4]. 
Класичним видом скорингової моделі є 
скорингова карта. Перші скорингові карти 
з’явилися в 40-ві роки ХХ ст. у США. Скорин-
гові бали тоді виставлялися на основі експерт-
них оцінок, а за основу брали не більше десяти 
характеристик. Нині для побудови скорингових 
карт використовуються більш точні математич-
ні методи і спеціальний аналітичний інструмен-
тарій, що дає можливість працювати із сотнями 
характеристик [5]. Звичайно, за наявності до-
статньої кількості даних статистичний скоринг 
кращий, оскільки, на відміну від експертного, 
відображає ті закономірності, які реально спо-
стерігаються в портфелі. 
На сьогодні у сфері бізнес-аналітики най-
більш відомими й авторитетними вендорами є 
компанії SAS, SPSS, KXEN, FICO, PROGNOZ 
й інші. Але всесвітньо визнаним лідером у 
сфері інтелектуального аналізу даних та спеціа-
лізованих рішень для розв’язання задач скорин-
гу є компанія SAS Institute, продукти якої ви-
користовуються в 50 % банківських установ 
США та покривають 30 % світового ринку рі-
шень для бізнес-аналітики. В Україні відповід-
ні рішення використовуються в ТОП-30 найбіль-
ших банках. 
Постановка задачі 
Метою роботи є побудова скорингової кар-
ти для оцінювання кредитних ризиків банків-
ських установ за допомогою системи SAS En-
terprise Miner і виконання порівняльного аналі-
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зу скорингової карти з іншими статистичними 
та математичними методами, що дають змогу 
оцінити кредитоспроможність позичальників, а 
саме з логістичною регресією, деревами рішень 
та нейронними мережами. Для побудови скорин-
гової моделі необхідно підготувати навчальну ви-
бірку даних, відібрати найбільш значущі харак-
теристики клієнтів, які потрібно включити в мо-
дель, розробити саму модель та оцінити її якість. 
Для порівняння скорингових моделей і вибору 
найкращої необхідно застосувати такі критерії 
оцінки якості, як ROC-крива та індекс GINI. 
Процес розробки скорингової карти 
Побудова моделі кредитного скорингу по-
чинається зі збору достатньої кількості репре-
зентативних даних про позичальників банку, 
для яких вже завершився строк кредитування, 
тобто наявна інформація про виконання або не-
виконання ними зобов’язання по кредиту. Якість 
вихідних даних для побудови статистичної мо-
делі визначає її точність прогнозування і успіх 
розробки скорингової системи в цілому. Для 
розробки скорингових карт потрібні надійні та 
чисті дані з мінімальною допустимою кількістю 
“хороших” і “поганих” записів. Обсяг необхід-
них даних може бути різним, але в цілому він 
повинен відповідати вимогам статистичної зна-
чущості та випадковості [6]. Для розробки ско-
рингової карти на практиці, за рекомендаціями 
фахівців банківського скорингу, зазвичай вико-
ристовують не менше 2000 “поганих” і 2000 “хо-
роших” записів про клієнтів, які можуть  бути 
випадковим чином відібрані із загальної попу-
ляції клієнтів відповідного банку або бюро 
кредитних історій. Окрім цього, в спеціальних 
методах скорингування можуть знадобитися до-
датково 2000 відхилених заявок, за якими не-
обхідно провести аналіз причин відхилення. 
Вихідні дані для побудови моделі можуть міс-
тити внутрішні дані анкет позичальників бан-
ку, а також зовнішні дані кредитних історій. 
Дані про певний тип клієнтів необхідно 
виключити з вихідної інформаційної бази. Це 
можуть бути нетипові клієнти — шахраї, спів-
робітники банку, VIP-клієнти, померлі, непов-
нолітні, кредити за вкраденими картками тощо. 
Також з бази повинні бути виключені кредити 
з аномально великими сумами кредитів, нестан-
дартними умовами погашення, нетиповими ці-
лями позики. Додатковим критерієм відбору 
даних може бути вид кредитування, для якого 
буде розроблятися скорингова карта [6]. 
Більшість фінансових даних характеризу-
ються відсутністю деяких значень або, навпаки, 
наявністю значень, які недоцільні для тієї чи 
іншої характеристики. Це можуть бути поля, 
значення яких не були зафіксовані, які більше 
не використовуються, які були недоступні або 
не були заповнені заявниками, а також непра-
вильно введені дані, викиди або значення, що 
різко виділяються. Є декілька способів позбу-
тися таких значень, наприклад: 
1) виключити всі дані з пропущеними зна-
ченнями, оскільки аналіз ведеться по всіх змін-
них. Для випадку фінансових даних такий спо-
сіб у більшості випадків дає дуже мало даних 
для подальшого аналізу; 
2) виключити з моделі характеристики або 
записи, для яких частка пропущених значень 
істотна (наприклад, перевищує 20 %); 
3) включити до скорингової карти харак-
теристику-ідентифікатор наявності пропуску по 
атрибуту клієнта; 
4) замінити пропущені значення, викорис-
товуючи спеціалізовані методи статистики по 
заповненню даних (синтетичний розподіл) або 
прогнозуванню (зазвичай дерева рішень або 
регресійні методи). 
Вибір залежної (цільової) змінної визнача-
ється метою побудови скорингової моделі. Цілі 
можуть бути загальними, наприклад скорочен-
ня втрат за новими кредитними рахунками, і 
конкретними, наприклад скорочення числа 
дефолтів по схвалених заявках протягом 3-х мі-
сяців після прийняття позитивного рішення. 
Залежна змінна може набувати кількісних та 
якісних значень. Найбільш часто використову-
ється категоріальний вид вимірювання залеж-
ної змінної з двома категоріями: “хороший” та 
“поганий” клієнт. Зазвичай до категорії “пога-
ний” відносять клієнтів, що мають простроче-
ну заборгованість 90 і більше днів [7].  
Як незалежні змінні при побудові скорин-
гової моделі можуть використовуватися дані з 
кредитної заявки: соціально-демографічні дані 
про позичальника (стать, сімейний стан, вік, 
посада, наявність дітей, дохід позичальника 
тощо), інформація про запитуваний кредит 
(строк погашення кредиту за договором, сума 
кредиту, розмір початкового внеску, мета кре-
диту тощо). Одним із основних джерел даних 
для формування незалежних змінних є дані 
Бюро кредитних історій на момент подачі заяв-
ки позичальником: рейтинг позичальника, де-
тальна інформація про наявні кредити в інших 
банках, детальна інформація про прострочені 
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або повністю погашені минулі кредити, наяв-
ність інших банківських продуктів і послуг у 
позичальника тощо. Також для формування 
незалежних змінних може використовуватися 
внутрішня кредитна історія позичальника: по-
точний баланс рахунку, заборгованість на по-
точний момент, кількість рахунків, число по-
передніх кредитів у банку, найбільше значення 
суми заборгованості за попередніми кредитни-
ми рахунками [6].  
Таким чином, незалежні або скорингові 
вхідні змінні можуть бути подані в різних шка-
лах вимірювання залежно від можливості об’єк-
тивних вимірів відібраних характеристик. На 
практиці можуть бути побудовані скорингові 
моделі з такими типами незалежних змінних: 
тільки з кількісними, тільки з категоріальними, 
з категоріальними і кількісними змінними од-
ночасно. Найчастіше для побудови скоринго-
вих карт використовують категоріальні змінні. 
Категоризація кількісних змінних дає змогу до-
сягти таких основних переваг при побудові 
скорингової карти: полегшити обробку викидів 
та екстремальних значень кількісних змінних, 
спростити інтерпретацію скорингової карти, 
відобразити складні нелінійні зв’язки. 
В остаточну модель включаються най-
більш значущі незалежні змінні, які відповідно 
до статистичних даних краще за інших дають 
змогу зробити прогноз. Для оцінки ступеня 
взаємозв’язку між незалежними змінними і за-
лежною в кредитному скорингу прийнято ви-
користовувати показник інформаційного зна-
чення, або IV (Information Value), що обчислю-
ється за формулою 
(1)
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id  — відносні частки “поганих” та 
“хороших” кредитів в і-й категорії, k  — кіль-
кість категорій незалежної змінної.  
Чим вище інформаційне значення змінної, 
тим більшу вагу вона має з точки зору корис-
ності при побудові моделі. Можна керуватися 
правилами при відборі змінних для побудови 
скорингової карти згідно з табл. 1. 
Важливим етапом побудови скорингової 
моделі є перевірка її достовірності й апробація 
на реальних даних. Про ступінь валідації моде-
лі свідчить здатність її правильно класифікува-
ти об’єкти, здатність моделі відрізняти “хоро-
ших” позичальників від “поганих”. Модель по-
винна давати коректні прогнози не тільки на 
навчальній сукупності даних, але і на практиці 
при її застосуванні. Одна зі стратегій валідації 
моделі — формування випадковим чином двох 
вибірок: навчальної — по якій будується мо-
дель, і тестової — вона використовується для 
перевірки моделі. Перевірку достовірності мо-
делі, як правило, проводять на навчальній і 
контрольній вибірках у пропорціях приблизно 
70—80 і 30—20 % відповідно від вихідних даних 
для побудови моделі. Хороша модель повинна 
давати прийнятні результати прогнозування як 
на навчальній, так і на контрольній вибірці. 
Схожі показники, отримані на обох вибірках, — 
ознака того, що на практиці модель буде більш 
стабільною і даватиме коректні прогнози [8].  
Таблиця 1. Оцінка значущості незалежної змінної за 
значенням IV 
Значення IV Прогнозна здатність 
< 0,2 Не має 
0,02—0,1 Низька 
0,1—0,3 Середня 
0,3—0,5 Висока 
> 0,5 Чудова 
Найпоширеніша статистична модель для 
побудови скорингової карти при бінарній за-
лежній змінній — логістична регресія. Логістич-
на регресія, як і більшість інших методів про-
гнозного моделювання, використовує набір ха-
рактеристик — регресорів для прогнозування 
ймовірності того чи іншого результату. Мате-
матична модель логістичної регресії виражає 
залежність логарифму шансу (логіта) від ліній-
ної комбінації незалежних змінних (регресо-
рів). Рівняння логіт-перетворення ймовірності 
події має такий вигляд: 
0 1 1ln ... ,1
i
k k
i
p
x x
p
⎛ ⎞ = β + β + + β + ε⎜ ⎟−⎝ ⎠  
де ip  — імовірність настання дефолту по кре-
диту і-го позичальника, jx  — значення неза-
лежної змінної, 0β  — незалежна константа мо-
делі, kβ  — параметри моделі, ε  — компонент 
випадкової похибки. 
Рівняння логіт-перетворення відображає лі-
нійну залежність ймовірності настання забор-
гованості по кредиту залежно від значень неза-
лежних змінних. Константа в моделі відобра-
жає природний рівень ризику настання події, 
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що моделюється, за умови рівності всіх неза-
лежних змінних нулю. Значення коефіцієнтів 
при незалежних змінних, які відображають сту-
пінь їх впливу на шанс дефолту в логарифміч-
ній шкалі, використовуються для побудови 
скорингової карти [7]. 
Заключним етапом розробки скорингової 
моделі є переведення коефіцієнтів логістичної 
регресії в скорингові бали. Якщо взяти оцінки 
коефіцієнтів логістичної регресії і помножити 
їх на значення незалежних змінних, то вийде 
підсумковий скоринговий бал у шкалі натураль-
них логарифмів: 
1 1 ... ,k kпідсумковий бал x x= β + + β
) )
 
де ix  — значення регресорів для і-го позичаль-
ника, jβ
)
 — оцінки коефіцієнтів логістичної ре-
гресії.  
Для зведення скорингових балів у лінійну 
шкалу використовують прийом масштабування. 
Масштабування не змінює прогнозної здатнос-
ті скорингової карти, а лише переводить ско-
рингові бали в нову шкалу, зручну для викорис-
тання. Скоринговий бал у лінійній шкалі є від-
ношенням шансів “хороших” позичальників  
до “поганих”. Для масштабування необхідно 
насамперед задати діапазон числової шкали з 
мінімумом і максимумом (наприклад, від 0 до 
1000). На результат масштабування також впли-
вають два показники: кількість балів, які по-
двоюють шанси стати “хорошим” позичальни-
ком, і значення шкали, в якому досягається за-
дане відношення шансів “хороших” до “пога-
них”. Найбільш часто використовують скорин-
гові карти, в яких кожні 20 балів подвоюють 
шанси стати “хорошим”. Інший варіант — кож-
ні 40 балів подвоюють шанси стати “хорошим” 
позичальником. Для зведення коефіцієнта логіс-
тичної регресії в скоринговий бал у лінійній 
шкалі застосовують таке перетворення: 
,jбал R b= ⋅
)
 
де R  — множник, A  — зміщення. Множник 
визначають за формулою 
,
ln (2)
D
R =
 
де D  — кількість балів, що подвоює шанси. 
Зміщення визначають за формулою 
ln( ),A B R C⋅= −
 
де B  — значення на шкалі балів, у якій спів-
відношення шансів становить :1C .  
Методи і підходи до оцінювання скоринго-
вих моделей 
На етапі верифікації використовують су-
купність критеріїв, засобів і процедур, що да-
ють можливість оцінити якість побудованої 
скорингової моделі. 
Найбільш типовими оцінками якості мо-
делей у задачах прогнозування є середня квад-
ратична (Mean Squared Error — MSE) і середня 
абсолютна (Mean Absolute Error — MAE) похибки: 
2
1
1
( ) ,
N
i i
i
MSE d y
N =
= −∑  
1
1
| |,
N
i i
i
MAE d y
N =
= −∑
 
де N — кількість спостережень, id  — реальне 
значення цільової змінної i-го спостереження, 
iy  — прогнозне значення. 
Середньоквадратичний функціонал силь-
ніше штрафує за великі відхилення порівняно 
із середнім абсолютним і тому більш чутливий 
до викидів. При використанні будь-якого з цих 
двох функціоналів може бути корисно проана-
лізувати, які об’єкти роблять найбільший вне-
сок у загальну помилку: не виключено, що на 
цих об’єктах була допущена помилка при об-
численні ознак або цільової величини. 
Середньоквадратична похибка підходить 
для порівняння двох моделей або для контро-
лю якості під час навчання, але не дає змоги 
зробити висновки про те, наскільки добре мо-
дель розв’язує задачу. Наприклад, MSE = 10 є 
дуже поганим показником, якщо цільова змін-
на набуває значення від 0 до 1, і дуже хоро-
шим, якщо цільова змінна лежить в інтервалі 
(10000, 100000). У таких ситуаціях замість серед-
ньоквадратичної помилки доцільно викорис-
товувати коефіцієнт детермінації, або коефіці-
єнт 2R : 
2
2 1
2
1
( )
1 ,
( )
N
i i
i
N
i
i
d y
R
y y
=
=
−
= −
−
∑
∑
 
де 
1
1 N
i
i
y y
N =
= ∑  — середнє значення цільової змін-
ної. 
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Коефіцієнт детермінації — це співвідношен-
ня дисперсій основної змінної: оцінки, отрима-
ної за моделлю, і фактичних значень. Якщо 
вона близька до одиниці, то модель добре прог-
нозує дані, якщо ж вона близька до нуля, то 
прогнози можна порівняти за якістю з конс-
тантним прогнозуванням. 
Ефективний спосіб оцінки точності моде-
лі, навченої класифікувати вхідні дані на два 
класи, спирається на вивчення її ROC-кривої 
(Receiver Operating Characteristic — робоча ха-
рактеристика приймача). ROC-крива показує 
залежність частки правильно класифікованих 
позитивних прикладів від частки неправильно 
класифікованих негативних прикладів [8]. Пер-
ші називаються істинно позитивними, а інші — 
хибно негативними. При цьому передбача-
ється, що класифікатор має певний параметр, 
змінюючи який, ми будемо отримувати те чи 
інше розбиття на два класи. Цей параметр на-
зивають порогом відсікання (cut-offvalue). За-
лежно від нього отримуватимуться різні вели-
чини помилок I і II роду. 
Розглянемо таблицю спряженості (confusi-
on matrix), яка будується на основі результатів 
класифікації моделі та фактичної приналежності 
прикладів до класів (табл. 2), де: 
TP (True Positives) — правильно класифі-
ковані позитивні клієнти; 
TN (True Negatives) — неправильно класи-
фіковані негативні клієнти; 
FN (False Negatives) — позитивні клієнти, 
класифіковані як негативні (похибка I роду); 
FP (False Positives) — негативні клієнти, 
класифіковані як позитивні (похибка II роду). 
Таблиця 2. Таблиця спряженості 
Фактична приналежність Результат     
класифікації 
моделі Позитивний Негативний 
Позитивний TP (істинно     позитивні) 
FP (хибно       
позитивні) 
Негативний FN (хибно      негативні) 
TN (істинно    
негативні) 
Для аналізу якості моделі частіше викори-
стовують не абсолютні показники, а відносні — 
частки (rates), виражені у відсотках. 
Частка істинно позитивних прикладів 
(True Positives Rate):  
100 %
TP
TPR
TP FN
= ⋅+ ; 
Частка хибно позитивних прикладів (False 
Positives Rate):  
100 %
FP
FPR
TN FP
= ⋅+ . 
Для побудови ROC-кривої вводять ще два 
поняття: чутливість і специфічність моделі. 
Ними визначається об’єктивна цінність будь-
якого бінарного класифікатора. 
Чутливість (Sensitivity) моделі — це частка 
істинно позитивних випадків: 
100 %
TP
Sensitivity TPR
TP FN
= = ⋅+ . 
Специфічність (Specificity) моделі — це част-
ка істинно негативних випадків, які були пра-
вильно ідентифіковані моделлю: 
100 % 100 %
TN
Specificity FPR
TN FP
= ⋅ = −+ . 
Модель з високою чутливістю частіше пра-
вильно класифікує позитивні приклади, а мо-
дель з високою специфічністю, навпаки, час-
тіше виявляє негативні приклади.  
ROC-криву отримують у такий спосіб: 
— для кожного значення порога відсікан-
ня, яке змінюється від 0 до 1 з кроком dx (на-
приклад, 0,01) розраховуються значення чутли-
вості та специфічності;  
— будується графік залежності: по осі y  
відкладається чутливість, по осі x відкладається 
100 % − Specificity  (сто відсотків мінус специ-
фічність). 
Вибір оптимального значення порога від-
сікання залежить від ціни здійснення похибок 
І і ІІ роду при класифікації. При зниженні по-
рога відсікання чутливість моделі буде збільшу-
ватися, тобто здатність моделі правильно вияв-
ляти тих позичальників, які матимуть простро-
чення платежу. За оптимальний поріг відсікан-
ня можна покласти точку балансу між чутли-
вістю та специфічністю. 
Для порівняння різних моделей (при побу-
дові декількох моделей з різними параметрами) 
можна використовувати площу під ROC-кри- 
вою — AUC (Area Under Curve). Площа під кри-
вою AUC змінюється від 0,5 до 1 (табл. 3).  
Слід зазначити, що показник площі під 
кривою призначений тільки для порівняльного 
аналізу моделей між собою. Значення площі 
під кривою не містить ніякої інформації про 
чутливість і специфічність моделі. 
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Таблиця 3. Оцінка якості моделі за значенням площі 
AUC 
Значення AUC Якість моделі 
0,9—1 Відмінна 
0,8—0,9 Дуже добра 
0,7—0,8 Добра 
0,6—0,7 Середня 
0,5—0,6 Незадовільна 
При аналізі якості моделі за значенням 
площі під ROC-кривою часто обчислюють ін-
декс GINI. Цей показник переводить значення 
площі під кривою в діапазон від 0 до 1, чим біль-
ша його величина, тим вища дискримінуюча 
здатність моделі. Розраховується індекс GINI за 
формулою 
2 1.GINI AUC= −  
Система SAS Enterprise Miner 
SAS Enterprise Miner — це спеціалізований 
інструмент компанії SAS Institute, вартістю до 
100 000 євро в базовій комплектації, розробле-
ний спеціально для розв’язання задач інтелек-
туального аналізу даних, до яких належать             
насамперед задачі прогнозного моделювання та 
виявлення структур даних [9].  
Цей інструмент створений для виявлення в 
масивах даних інформації, необхідної для прий-
няття рішень. Розроблений спеціально для по-
шуку та аналізу прихованих закономірностей у 
даних (Data mining) Enterprise Miner включає в 
себе ефективні методи статистичного аналізу, 
відповідну методологію виконання проектів до-
слідження даних (SEMMA) і зручний графічний 
інтерфейс користувача. Абревіатура SEMMA 
створена від слів Sample (відбір даних), Explorer 
(дослідження відношень у даних), Modify (мо-
дифікація даних), Model (моделювання взаємо-
залежностей), Assess (оцінка отриманих моделей 
і результатів), що позначають відповідні логічні 
етапи аналітичного проекту [10].  
Вся обробка та аналіз даних виконуються 
за допомогою вузлів Enterprise Miner (nodes). 
Для кожного типу задач (відповідно до методо-
логії SEMMA) існує низка відповідних вузлів. 
Своєю чергою задача кредитного скорингу 
є частковим піднапрямом задач прогнозного 
моделювання, для розв’язання яких компанією 
був спеціально розроблений набір інструментів 
у вигляді інтегрованих компонентів SAS Credit 
Scoring. Це спеціальні вузли для розв’язання 
задач, пов’язаних із розробкою і використан-
ням скорингових моделей. 
• Scorecard — автоматично обчислює ско-
рингові карти за результатами лог-регресійної 
моделі, побудованої на даних навчальної вибір-
ки. Крім того, цей вузол надає низку звітів зі 
статистичними показниками щодо якості (прог-
нозуючої здатності) побудованої скорингової 
карти і дає змогу визначити оптимальний бал 
відсікання. 
• Interactive Grouping — забезпечує авто-
матичний вибір найбільш значущих вхідних 
змінних і автоматичне (або інтерактивне) фор-
мування груп значень (характеристик) для вхід-
них змінних із неперервними значеннями. Для 
автоматичного вибору найбільш значущих вхід-
них змінних використовується коефіцієнт GINI 
або Information Value. Для автоматичного фор-
мування груп значень як критерії розбиття діа-
пазону значень на групи використовується кое-
фіцієнт Weight of Evidence (WOE). 
• Reject Interface дає можливість допов-
нити навчальну вибірку даними по претенден-
тах, яким було відмовлено у видачі кредиту з 
автоматичною сценарною розміткою прецеден-
тів на позитивні/негативні (розмітка Good/Bad). 
Практичний приклад побудови скорингових 
моделей 
Для побудови скорингової карти в системі 
SAS Enterprise Miner було використано вибірку 
даних М1 з німецького банку, що надає креди-
ти фізичним особам. Вибірка містить 3000 за-
писів по клієнтах, у яких вже закінчився строк 
кредитування, та включає в себе інформацію 
щодо 17 показників (анкетних даних) по кож-
ній особі. Опишемо кожен показник більш де-
тально (табл. 4). 
Процес побудови скорингової карти 
включав у себе такі послідовні етапи: розбиття 
вихідної вибірки на навчальний набір даних 
(70 %) і тестовий (30 %), категоризацію непере-
рвних змінних на основі значення критерію 
WOE, відбір найбільш значущих вхідних змін-
них для побудови моделі за допомогою показ-
ника інформаційного значення (Information 
Value) та безпосередньо саму побудову скорин-
гової карти (рис. 1).  
Результатом моделювання є побудована ско-
рингова карта (табл. 5), яка складається з показ-
ників (атрибутів), діапазонів значень кожного 
атрибута і скорингового балу по кожному з діа-
пазонів. Для оцінки кредитоспроможності но-
вого претендента досить підсумувати бали по 
кожному показнику скорингової карти. 
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Таблиця 4. Опис змінних з вибірки М1  
Назва         
змінної 
Опис 
TITLE Стать особи 
CHILDREN Кількість дітей 
AGE Вік 
NMBLOAN Кількість кредитів, наданих    
цим банком 
FINLOAN Кількість закритих кредитів 
INCOME Дохід особи 
EC_CARD Наявність банківської карти 
STATUS Сімейний стан 
LOANS Кількість відкритих кредитів 
REGN Регіон 
CASH Запитувані грошові кошти 
PRODUCT Тип бізнесу 
NAT Національність особи 
CAR Наявність транспортного засобу
CARDS Тип банківської карти 
RESID Тип місця проживання               
(власне/орендоване) 
GB (Good/Bad) “Хороший” чи “поганий” клієнт 
Для порівняння скорингової карти з ін-
шими статистичними та математичними мето-
дами моделювання, що дають змогу оцінити 
кредитоспроможність позичальників, було ви-
користано три набори даних з різних банків, а 
саме М1, М2 та М3, які містять у собі інфор-
мацію про клієнтів (вік, стать, кількість дітей, 
заробітну плату, суму кредиту тощо) та інфор-
мацію про результат погашення кредиту. 
Таблиця 6. Опис наборів даних 
Характеристики даних М1 М2 М3 
Кількість спостережень 3000 5837 2002 
Кількість показників 17 27 30 
Етапи побудови та порівняння скоринго-
вих моделей зображені на рис. 2. Спочатку кож-
на з трьох вихідних вибірок даних була поділе-
на на навчальний та валідаційний набори да-
них у пропорції 70:30 % відповідно. Після цьо-
го були побудовані скорингові моделі за допо-
могою таких методів: дерева рішень, логістична 
регресія, нейронні мережі та скорингова карта. 
У результаті з використанням вузла “Порівнян-
ня моделей” були обчисленні різні статистичні 
параметри оцінки якості моделей та вибрана 
найкраща модель. 
Для вибору найкращої моделі було вико-
ристано значення площі AUC під ROC-кривою 
та індекс GINI. Проаналізувавши значення отри-
маних статистичних показників якості моделей 
(табл. 7—9), можна побачити, що скорингова 
карта дала найкращі результати на всіх трьох 
вибірках. 
Таблиця 7. Порівняльна таблиця характеристик для ско-
рингових моделей, побудованих на даних вибірки М1 
Назва методу 
Індекс 
GINI 
Значення 
AUC 
Якість  
моделі 
Дерева рішень 0,403 0,701 Добра 
Логістична регресія 0,389 0,695 Середня
Нейронні мережі 0,407 0,704 Добра 
Скорингова карта 0,449 0,724 Добра 
 
 
 
 
 
Рис. 1. Етапи побудови скорингової карти в системі SAS Enterprise Miner 
Таблиця 5. Фрагмент побудованої скорингової карти 
Атрибут Діапазони значень 
Скорингові 
бали 
Вік < 23 −17 
23 ≤ Вік < 28 −5 
28 ≤ Вік < 31 5 
31 ≤ Вік < 46, пропуски 13 
Вік 
Вік ≥ 46 26 
Відсутній − 4 Наявність 
транспорту Наявний 10 
0, 23, 4, 6, 8, пропуски 8 
3, 5 6 
1 5 
Кількість       
дітей 
2 4 
0, пропуски 8 Наявність 
банківської 
карти 1 3 
Дохід < 1000, пропуски 9 
1000 ≤ Дохід < 1900 4 
1900 ≤ Дохід < 2500 5 
2500 ≤ Дохід < 3000 7 
Дохід, євро 
3000 ≤ Дохід  8 
Вихідний набір 
даних  
(М1) 
Розбиття даних 
на навчальну та 
тестову вибірки 
Побудова 
скорингової      
карти 
Категоризація      
змінних та вибір     
найбільш значущих 
із них
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Таблиця 8. Порівняльна таблиця характеристик для ско-
рингових моделей, побудованих на даних вибірки М2 
Назва методу 
Індекс 
GINI 
Значення 
AUC 
Якість 
моделі 
Дерева рішень 035 0,675 Середня
Логістична регресія 0,455 0,727 Добра 
Нейронні мережі 0,433 0,716 Добра 
Скорингова карта 0,529 0,764 Добра 
Таблиця 9. Порівняльна таблиця характеристик для ско-
рингових моделей, побудованих на даних вибірки М3  
Назва методу 
Індекс 
GINI
Значення 
AUC 
Якість    
моделі 
Дерева рішень 0,317 0,658 Середня 
Логістична регресія 0,632 0,816 
Дуже      
добра 
Нейронні мережі 0,639 0,82 
Дуже      
добра 
Скорингова карта 0,64 0,82 
Дуже     
добра 
Висновки 
Розглянуто задачу розробки методики оці-
нювання кредитоспроможності потенційних клі-
єнтів банків. Для розв’язання цієї задачі вибра-
но скорингову модель у вигляді скорингової 
карти, яка будується на результатах оцінюван-
ня логістичної регресії. Для визначення ефек-
тивності цього методу виконано порівняльний 
аналіз з іншими математичними та статистич-
ними методами. Критеріями вибору кращої ско-
рингової моделі були такі: значення площі під 
ROC-кривою та індекс GINI. Встановлено, що 
найкращі результати прогнозування кредито-
спроможності надає скорингова карта. 
Встановлено, що формат розробки прог-
нозних моделей у вигляді скорингових карт 
простіший для інтерпретації порівняно з інши-
ми і привабливий для широкого кола ризик-
менеджерів й аналітиків, які не мають глибо-
ких знань щодо сучасних методів статистично-
го й інтелектуального аналізу даних. Принципи 
розробки скорингових карт зрозумілі більшості 
та відповідають нормативним вимогам до за-
безпечення прозорості методик. Скорингову 
карту дуже легко діагностувати і контролювати 
з використанням стандартних форм звітності. 
Це робить скорингову карту ефективним ін-
струментом управління ризиками. 
Отже, використання скорингових карт є до-
сить перспективним та ефективним методом оці-
нювання кредитоспроможності позичальників. 
Це дасть можливість банкам знизити ризик не-
повернення виданих кредитів і відсотків за ними, 
а отже, позитивно відобразиться на їх фінансо-
вих результатах та сумі прибутку. Проте засто-
сування цього методу вимагає значних капітало-
вкладень та налаштування міжбанківської ко-
мунікації з метою неперервного поповнення й 
оновлення кредитних історій позичальників. 
Напрямами подальших досліджень є удоскона-
лення розглянутої методики скорингового ана-
лізу та визначення переваг і недоліків впровад-
ження автоматизованих скорингових систем        
у роботу комерційних банків. Перспективним 
напрямом досліджень є також використання 
комбінованих процедур прогнозування креди-
тоспроможності клієнтів на основі альтернатив-
них, ідеологічно різних, методів аналізу даних, 
що забезпечують значне підвищення якості 
оцінок прогнозів.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Рис. 2. Етапи побудови й аналізу скорингових моделей у системі SAS EnterpriseMiner 
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С.А. Бакун, П.І. Бідюк  
МЕТОДИКА ПОБУДОВИ СКОРИНГОВИХ КАРТ ІЗ ВИКОРИСТАННЯМ ПЛАТФОРМИ SAS 
Проблематика. Розробка ефективних методик оцінювання кредитоспроможності осіб і ризику банків при наданні спожив-
чих кредитів.  
Мета дослідження. Визначення механізму реалізації скорингової моделі у вигляді скорингової карти. Аналіз можливостей 
використання методу скорингових карт як інструменту управління кредитним ризиком.  
Методика реалізації. Побудова скорингової карти та попередній аналіз вихідних даних за допомогою спеціалізованих 
компонент системи SAS Enterprise Miner.  
Результати дослідження. Розглянуто основні етапи розробки скорингових карт. Побудовано скорингову карту на основі 
реальних статистичних даних щодо видачі споживчих кредитів. Проведено порівняльний аналіз скорингової карти з іншими ста-
тистичними методами класифікації потенційних позичальників кредитів. 
Висновки. Встановлено, що скорингові карти мають кращу прогнозну здатність стосовно платоспроможності клієнтів, ніж 
інші статистичні методи, такі як дерева рішень, нейронні мережі та логістична регресія. Формат розробки прогнозних моделей у 
вигляді скорингової карти є найбільш простим для інтерпретації. Проте застосування цього методу вимагає значних капітало-
вкладень і постійного поповнення та оновлення кредитних історій позичальників.  
Ключові слова: управління ризиками; інтелектуальний аналіз даних; кредитний скоринг; скорингова карта; логістична 
регресія; якість класифікації. 
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С.А. Бакун, П.И. Бидюк 
МЕТОДИКА ПОСТРОЕНИЯ СКОРИНГОВЫХ КАРТ С ИСПОЛЬЗОВАНИЕМ ПЛАТФОРМЫ SAS 
Проблематика. Разработка эффективных методик оценки кредитоспособности лиц и риска банков при предоставлении 
потребительских кредитов. 
Цель исследования. Определение механизма реализации скоринговой модели в виде скоринговой карты. Анализ воз-
можностей использования метода скоринговых карт как инструмента управления кредитным риском. 
Методика реализации. Построение скоринговой карты и предварительный анализ исходных данных с помощью специа-
лизированных компонент системы SAS Enterprise Miner. 
Результаты исследования. Рассмотрены основные этапы разработки скоринговых карт. Построена скоринговая карта 
на основе реальных статистических данных о выдаче потребительских кредитов. Проведен сравнительный анализ скоринговой 
карты с другими статистическими методами классификации потенциальных заемщиков кредитов. 
Выводы. Установлено, что скоринговые карты имеют лучшую прогнозирующую способность относительно платежеспо-
собности клиентов, чем другие статистические методы, такие как деревья решений, нейронные сети и логистическая регрес-
сия. Формат разработки прогнозных моделей в виде скоринговой карты является наиболее простым для интерпретации. Одна-
ко применение этого метода требует значительных капиталовложений, а также постоянного пополнения и обновления кредит-
ных историй заемщиков. 
Ключевые слова: управление рисками; интеллектуальный анализ данных; кредитный скоринг; скоринговая карта; логис-
тическая регрессия; качество классификации. 
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