Abstract. Answering a question posed by Conway and Norton in their seminal 1979 paper on moonshine, we prove the existence of a graded infinite-dimensional module for the sporadic simple group of O'Nan, for which the McKay-Thompson series are weight 3/2 modular forms. These series are linear combinations of generating functions for traces of singular moduli, class numbers, and central critical values of quadratic twists of weight 2 modular L-functions. As a consequence, for primes p dividing the order of the O'Nan group we obtain congruences between O'Nan group character values and class numbers, p-parts of Selmer groups, and Tate-Shafarevich groups of certain elliptic curves. This work represents the first example of moonshine involving arithmetic invariants of this type, and provides evidence supporting the view that moonshine is a phenomenon in which infinite-dimensional graded modules organize the arithmetic of products of Jacobians of modular curves.
Introduction and Statement of Results
The sporadic simple groups are the twenty-six exceptions to the classification [1] of finite simple groups: those examples that aren't included in any of the natural families. From this perspective they appear to be unnatural. Do they appear in nature?
At least for the monster, being the largest of the sporadics, the answer appears to be positive. By the last decade of the last century, Ogg's observation [61] on primes dividing the order of the monster, McKay's famous formula 196884 = 1 + 196883, and the much broader family of coincidences observed by Thompson [76, 77] and ConwayNorton [24] , were proven by Borcherds [6] to reflect the existence of a certain distinguished algebraic structure. This moonshine module, constructed by Frenkel-Lepowsky-Meurman [37, 38, 39] , admits the monster as its full symmetry group, and has modular functions for traces. It is a cornerstone of monstrous moonshine, and indicates a pathway by which ideas from theoretical physics, and string theory in particular, may ultimately reveal a natural origin for the monster group and its curious connection to modularity.
In addition to the monster itself, nineteen of the sporadic simple groups appear as quotients of subgroups of the monster. As such, we may expect that monstrous moonshine extends to them in some form. This is consequent upon the generalized moonshine conjecture, which was formulated by Norton [60] following preliminary observations of Conway-Norton [24] and Queen [65] , and has been recently proven in powerful work by Carnahan [17] .
The theory of moonshine has deepened in this century. In 2010, Eguchi-Ooguri-Tachikawa [34] sparked a resurgence in the field with their observation that the elliptic genus of a K3 surface-a trace function arising from a non-linear sigma model with K3 target-is, 2010 Mathematics Subject Classification. 11F22, 11F37. 1 essentially, the product of an indefinite theta function and a q-series whose coefficients are dimensions of modules for Mathieu's largest sporadic group, M 24 . In fact, this q-series is a mock modular form which, together with most of Ramanujan's mock theta functions, belongs to a family of distinguished examples [20] arising from a family of finite groups. This is umbral moonshine [21, 22, 23] , and the existence of corresponding umbral moonshine modules has been verified by Gannon [41] in the case of M 24 , and in general by Griffin and two of the authors of this work [32] . We refer the reader to [39, 40] for fuller discussions of monstrous moonshine, and to [33] for an updated account that includes umbral developments.
Very recently, yet another form of moonshine has appeared in work of Harvey-Rayhaun [49] which manifests a kind of half-integral weight enrichment, or extension, of generalized moonshine for Thompson's sporadic group. The existence of a corresponding module has been confirmed by Griffin and one of the authors [45] .
All the umbral groups are involved in the monster in some way, so we are left to wonder if there are natural explanations for the remaining six pariah sporadic groups: the Janko groups J 1 , J 3 , and J 4 , the Lyons group Ly, the Rudvalis group Ru, and the O'Nan group O'N. Can moonshine shed light on these groups too? Conway and Norton asked this question 1 (cf. p. 321 of [24] ) in their seminal 1979 paper: "Finally, we ask whether the sporadic simple groups that may not be involved in [the monster]... have moonshine properties."
Rudvalis group analogues of the moonshine module were constructed in [29, 30] , but the physical significance of these structures is yet to be illuminated. In this work we present a new form of moonshine which reveals a role for the O'Nan group in arithmetic: as an organizing object for congruences between class numbers, p-parts of Selmer groups and Tate-Shafarevich groups of elliptic curves. This is the first occurrence of moonshine of this type. Since J 1 is a subgroup of O'N it suggests that at least two pariah groups play an active part in some of the deepest open questions in arithmetic.
1.1. Moonshine and Divisors. Before describing our results in more detail, we offer a conceptual number theoretic perspective which ties together some recent developments in moonshine. Suppose that G is a finite group. At a base level, moonshine is a phenomenon which associates an infinite-dimensional graded G-module, say V G , to a collection of modular forms, one for each conjugacy class. For monstrous, umbral, and Thompson moonshine we have
[g]∈Conj(G)
The defining feature of the f [g] is that their m th coefficients equal the graded traces tr(g|V G m ). In monstrous moonshine, the f [g] are Hauptmoduln for genus 0 groups Γ [g] (essentially level o(g) congruence subgroups). At the cusp ∞, they have Fourier expansion
(note q := e 2πiτ throughout), and are holomorphic at other cusps. In particular, this means that div(f [g] ) = cz − ∞ for some z ∈ X(Γ [g] ) and some integer c. In contrast, the f [g] in umbral and Thompson moonshine are not functions on modular curves, so it does not generally make sense to consider their divisors. Instead, they are weight 1/2 harmonic Maass forms (with multiplier) for Γ [g] , which means that the McKay-Thompson series are generally mock modular forms, the holomorphic parts of the f [g] . Although they are not functions on these modular curves, it turns out that they actually encode even more information about divisors on X(Γ [g] ). For each discriminant D, there is a map Ψ D for which
where K(Γ [g] ) is the field of modular functions for Γ [g] . The Ψ D (f [g] ) are generalized Borcherds products as defined by Bruinier and one of the authors [16] . They are meromorphic modular functions with a discriminant D Heegner divisor, and their fields of definition are dictated by the Fourier coefficients of the f [g] .
As the preceding discussion illustrates, monstrous, umbral, and Thompson moonshine are (surprising) phenomena in which a single infinite-dimensional graded G-module organizes information about divisors on products of modular curves that are indexed by the conjugacy classes of G. Moreover, the levels of these modular curves are (essentially) the orders of elements in these classes. In the case of monstrous moonshine, the divisors are simple: they are of the form cz − ∞. In umbral and Thompson moonshine, we obtain Heegner divisors on X(Γ [g] ).
The appearance of Heegner divisors recalls the seminal work of Zagier [84] on traces of singular moduli on X 0 (1). Loosely speaking, Zagier proved that the generating function for such traces in D-aspect can be weight 3/2 weakly holomorphic modular forms. One of his motivations was to offer a classical perspective on special cases of Borcherds' work [7] on infinite product expansions of modular forms with Heegner divisor. Although Zagier's paper has inspired too many papers to mention, we highlight an important note by Gross [46] . Gross observed that these types of theorems could be recast in terms of generalized Jacobians with cuspidal moduli. In particular, the generalized Jacobian of X 0 (1) with respect to the cuspidal divisor 2(∞) is isomorphic to the additive group, and so the sum of the conjugates of Heegner points in the generalized Jacobian is equal to the trace of their modular invariants.
Here we adopt this perspective. Although we do not directly apply these results in this work, our view is that the McKay-Thompson series presented here should be viewed in this way, as generating functions for traces of singular moduli and as functionals on Heegner divisors. This interpretation is an extension of the celebrated theorem of Gross-KohnenZagier [47] which asserts that the generating function for Heegner divisors on X 0 (N) are weight 3/2 cusp forms with values in the Jacobian of X 0 (N). This earlier theorem can be thought of as a result on central critical values of quadratic twists of weight 2 modular L-functions.
Main Results.
In view of these developments, it is natural to seek weight 3/2 moonshine. One can loosely think of this as the moonshine obtained by summing weight 1/2 moonshine in D-aspect (e.g. umbral and Thompson moonshine), where the resulting McKayThompson series are generating functions for the arithmetic of these Heegner divisors. Namely, we seek moonshine of the form
where Jac(X(Γ [g] ) denotes a suitable generalized Jacobian of X(Γ [g] ). In such moonshine, the f [g] will be generating functions for suitable functionals over Heegner divisors. They will be sums of generating functions for traces of singular moduli, class numbers, and square-roots of central L-values of quadratic twists of weight 2 modular forms.
Here we establish the first example of moonshine of this type, and it is pleasing that pariah sporadic groups appear. We prove moonshine for the O'Nan group O'N, a group discovered in 1976 as part of the flurry of activity related to the classification of finite simple groups [62] and shown not to be involved in the monster by Griess [44, Lemma 14.5] . This group was first constructed by Sims (cf. [62, p. 421] ), and Ryba [68] later gave an alternative construction. It has order #O'N = 2 9 · 3 4 · 5 · 7 3 · 11 · 19 · 31, and it has 30 conjugacy classes. It contains the first Janko group J 1 , also not involved in the monster [80] , as a subgroup. 
Moreover, each F [g] is on the group Γ 0 (4o(g)), with a non-trivial character in case o(g) = 16, and satisfies the Kohnen plus space condition.
Remark. There is an alternative to Theorem 1.1 in which the F [g] have trivial characters for all g, but are mock modular for o(g) = 16. That formulation featured in an earlier version of this work. The present statement is motivated by cohomological considerations and related structures in the representation theory of vertex operator algebras, as we explain in more detail in Section 3. We also characterize the F [g] precisely in Section 3.
Remark. In other prominent examples of moonshine (e.g. monstrous [24] and umbral [21, 22] Remark. Using the description of the dimensions of the graded components W m in terms of traces of singular moduli (cf. Appendix D), we find that Armed with Theorem 1.1 and the explicit identities expressing the F [g] in terms of singular moduli, class numbers and critical L-values, it is natural to ask whether the infinitedimensional O'N-module W reveals arithmetic information about the modular curves they organize, which include the positive genus curves
2). For example, are there interesting congruences modulo primes p|#O'N which relate the graded components W m to classical objects in number theory and arithmetic geometry? This is indeed the case, and we now describe surprising congruences which relate graded dimensions and traces of W to class numbers and Selmer groups and Tate-Shafarevich groups of elliptic curves.
Remark. Suppose that p is prime and g n (resp. g np ) are elements of O'N with order n (resp. np). Then by Theorem 1.1, we have that tr(g n |W m ) ≡ tr(g np |W m ) (mod p) for all m. In particular, if o(g) = p, then for all m we have dim W m ≡ tr(g|W m ) (mod p).
The following theorem concerns congruences modulo small primes p and ideal class groups of imaginary quadratic fields. Here and in the following, we denote by H(D) the Hurwitz class number of positive definite binary quadratic forms of discriminant −D < 0 (cf. Section 5). (1) If −D < −8 is even and g 2 ∈ O'N has order 2, then
Remark. Systematic congruences which assert for
do not seem to hold for p ≥ 17. However, this congruence holds for p = 13, a bonus because 13 ∤ #O'N.
Remark. As the proof of Theorem 1.2 will reveal, it holds true that if −D < −8 is an even fundamental discriminant, then H(D) is even, and dim W D ≡ 0 (mod 2 4 ).
In view of Theorem 1.2, it is natural to consider the primes p = 11, 19 and 31 which also divide #O'N. For these primes, a refinement of the congruences above is necessary. In particular, for the primes 11 and 19 we obtain congruences which relate dim W D to Selmer groups and Tate-Shafarevich groups of elliptic curves (cf. [71, Chapter X]).
Let E/Q be an elliptic curve given by
where a 1 , a 2 , a 3 , a 4 , a 6 ∈ Z. For fundamental discriminants ∆, let E(∆) denote its ∆-quadratic twist, and let rk(E(∆)) denote its Mordell-Weil rank over Q. 
where Sel(E(D))[ℓ] is the ℓ-Selmer group of E(∆), and X(E(D))[ℓ] denotes the elements of the Tate-Shafarevich group X(E(∆)) with order dividing ℓ. For p = 11 and 19, we let E p /Q be the Γ 0 (p)-optimal elliptic curves given by the Weierstrass models 
Remark. The claim about ranks in Theorem 1.3 (2) is unconditional thanks to the work of Kolyvagin [56] .
Remark. By Goldfeld's famous conjecture on ranks of quadratic twists of elliptic curves [43] , it turns out that the hypothesis in Theorem 1.3 (2) is expected to hold for 100% of the −D for which
Therefore, for almost all such −D, we should have a test for determining the presence of order p elements in these Tate-Shafarevich groups.
Remark. There is a more complicated congruence for the prime p = 31. 
where σ(
Remark. 
The two theorems on congruences above only pertain to the dimensions of the graded components of the O'N-module W . We now turn to congruences for graded traces for elements of order 2 and 3. To this end, we let E 14 and E 15 be the corresponding optimal elliptic curves over Q (cf. see [57, Elliptic Curve 14.a6, Elliptic Curve 15.a5]) given by
Using work of Skinner-Urban [72, 73] related to the Iwasawa main conjectures for GL 2 , we obtain the following unconditional result. 
Remark. We note that Theorem 1.4 does not apply for p = 2 (resp. p = 3) when N = 14 (resp. N = 15). In the case of p = 2 the work of Skinner-Urban does not apply. For p = 3 the connection between graded traces and central values of Hasse-Weil L-functions does not hold. Namely, a critical hypothesis due to Kohnen in terms of eigenvalues of Atkin-Lehner involutions fails (cf. Proposition 4.4).
Remark. In view of the new results presented here, it is natural to wonder where one should look for further moonshine. It seems likely that other sporadic groups will fall within the scope of weight 3/2 moonshine. In another direction, one can ask about other half-integral weights. Also, it is natural to wonder if there are extensions of moonshine to Shimura curves and varieties. Are there infinite-dimensional G-modules which organize the arithmetic of their divisors? In Section 3, we prove a theorem which, using harmonic Maass forms, explicitly constructs weakly holomorphic weight 3/2 modular forms, one for each conjugacy class of O'N. Furthermore, we establish that these modular forms have integer Fourier coefficients. To complete the proof, we apply the Schur orthogonality relations to these functions to construct weight 3/2 modular forms whose coefficients encode the multiplicities of the irreducibles of the graded components of the alleged module W . The proof is complete once it is established that these multiplicities are integral. Since the obstruction to integrality is bounded by group theoretical considerations, the proof of integrality follows by confirming sufficiently many congruence relations among these forms. These calculations confirm that W is a virtual module. However, as mentioned earlier, it turns out that the multiplicities of each irreducible are non-negative in W m once m > 16. This claim follows from an analytic argument which involves bounding sums of Kloosterman sums. These statements are proved in Section 4. In Section 5 we recall properties of singular moduli, and we interpret the modular forms number theoretically in terms of singular moduli and class numbers and cusp forms. We prove Theorems 1.2, 1.3 and 1.4 in Section 6. These proofs require the explicit formulas for the F [g] , the results in Section 5, and the work of Skinner-Urban on the Birch and Swinnerton-Dyer Conjecture. We conclude the paper in Section 7 with numerical examples of some of these results.
Rademacher Sums.
Here and throughout, we let τ = u + iv, u, v ∈ R, denote a variable in the upper half-plane H and we use the shorthand e(α) := e 2πiα .
Definition 2.1. We call a smooth function f :
Z of level N if the following conditions are satisfied: (1) We have f | k γ(τ ) = f (τ ) for all γ ∈ Γ 0 (N) and τ ∈ H, where we define
with
and where we assume
The function f is annihilated by the weight k hyperbolic Laplacian,
We denote the space of harmonic Maass forms of weight k, level N by H k (Γ 0 (N)).
Remark. We note that condition (3) in the definition above differs from other definitions which occur commonly in the literature. For example, harmonic Maass forms with principal parts are those forms for which the O(v c ) bound is replaced by O(e −cv ) for c > 0. Namely, the harmonic Maass forms we consider here are permitted to have 0 th Fourier coefficients which are essentially powers of v.
For the basic properties of these functions, we again refer to the literature mentioned above. We mention however the following lemmas.
where for some m 0 ∈ Z we have the Fourier expansions
and
The q-series f + in (2.1) is called the holomorphic part of the harmonic Maass form f . An important differential operator in the theory of harmonic Maass forms is the ξ-operator, a variation of the Maass lowering operator. Proposition 2.3. The operator
k ∂f ∂τ is a well-defined and surjective anti-linear map with kernel M ! k (Γ 0 (N)). Mock modular forms are the holomorphic parts of harmonic Maass forms. Any mock modular form has an associated modular form, called its shadow, which is the image of its corresponding harmonic Maass form under the ξ-operator. A mock modular form with vanishing shadow is a (weakly holomorphic) modular form.
The next lemma seems to have been missed by the literature.
Lemma 2.4. A harmonic Maass form whose holomorphic part vanishes at all cusps is a (holomorphic) cusp form.
Proof. This is a direct consequence of the properties of the Bruinier-Funke pairing (cf. Proposition 3.5 in [14] ).
A convenient way to construct mock modular forms, which are holomorphic parts of harmonic Maass forms, is through Rademacher sums. These were introduced by Rademacher in his work on coefficients of the J-function [66] , and further developed in the context of moonshine mainly by Cheng, Frenkel and one of the authors [18, 19, 31] .
Rademacher sums can be thought of as low weight analogues of Poincaré series. For a fixed level N and some K > 0, we define the set
Given an integer µ we can use this to formally define the Rademacher sum
where as usual Γ ∞ := {± ( 1 n 0 1 ) : n ∈ Z} denotes the stabilizer of ∞ in Γ 0 (N). If convergent, these sums define mock modular forms of the indicated weight, level and character. Convergence for these series however is in general a delicate matter when the weight k is between 0 and 2. We will be interested in these series when the weight is k = 3 2 in which case it has been established in [18, Section 5] that they do converge (possibly using a certain regularization explained in loc. cit.) and define holomorphic functions on H.
By construction, Rademacher sums are 1-periodic and therefore have a Fourier expansion. It is given in terms of infinite sums of Kloosterman sums 
where
for µ < 0 and
k,N to a harmonic Maass form has a pole of order µ at the cusp ∞ and vanishes at all other cusps.
Remark. One can also consider Rademacher sums of weights ≤ 1/2, which are the main subject of [18] and play a crucial rule in both umbral and Thompson moonshine. The formulas look very similar in those cases, but since they are not needed, we omit them here.
2.2.
Kohnen's Plus Space. In [55] , Kohnen introduced the notion of the so-called plus space, a natural subspace of weight k + 1 2 cusp forms for Γ 0 (4N) which is isomorphic via the Shimura correspondence to the space of weight 2k cusp forms of level N as a Hecke module, provided that N is odd and square-free. This space is easily characterized via Fourier expansions. Namely, it consists of all forms in S k+ 4N) ) and also H k+ 1 2 (Γ 0 (4N))) whose Fourier coefficients are supported on exponents n with n ≡ 0, (−1) k (mod 4). There is a natural projection operator
for N odd given in terms of slash operators (see loc. cit.), which extends to spaces of weakly holomorphic modular forms and harmonic Maass forms. The action of this projection operator on principal parts of harmonic Maass forms is described in the following lemma (cf. Lemma 2.9 in [45] ).
Lemma 2.6. Let N be odd and let f ∈ H k+ 1 2
, and suppose also that f has a non-vanishing principal part only at the cusp ∞ and is bounded at the other cusps of Γ 0 (4N). Then the projection f | pr of f to the plus space has a pole of order m at ∞ and has a pole of order for µ ≤ 0 such that µ ≡ 0, 3 (mod 4) and N odd. Then we have that
where we have
(n/|µ|) 1 4 otherwise,
δ odd (n) := 1 if n is odd, 0 otherwise, and (2.8)
otherwise.
The following proposition shows that the vanishing of Kloosterman sums automatically forces certain even-level Rademacher sums to be in the plus space. are supported on exponents divisible by 4.
Proof. We begin by noting that if c is divisible by 8, then the Kloosterman sum K(m, n, c) in (2.2) vanishes unless m − n ≡ 0, 3 (mod 4). If c is divisible by 16, the same sum vanishes unless m ≡ n (mod 4). Therefore, the claim follows from Theorem 2.5.
Remark. This is an easy restatement (and slight correction) of [45, Lemma 2.10].
Remark. Proposition 2.8 actually follows from the splitting properties of the Weil representation, which is a stronger statement than the vanishing of Kloosterman sums we employed in the proof. However, since we don't use the language of vector-valued modular forms in this paper we use the above more elementary argument.
Remark. We note that the formulas in Proposition 2.7 also hold for even N if one defines the projection operator pr for even levels as a suitable sieving operator, which one easily sees by a comparison to Theorem 2.5.
The Relevant Modular Forms
Here we use the results from the previous section to realize the McKay-Thompson series for the O'N-module W whose existence shall be proved later. The main result here is the following theorem. To state it we define a character ρ For the remaining conjugacy classes we remark that whenever a prime p divides o(g), we need the congruence 
is zero unless o(g) = 16, in which case it is the element of order 2 in H 4 (Z/16Z, Z) ≃ Z/16Z. The significance of this is that if V is a holomorphic vertex operator algebra with an action by a finite group G then it is conjectured that the (G-twisted) representation theory of V , including the modularity of its associated trace functions, is controlled by an element of 32) . That is, the characters determined by a generator of H 4 (O'N, Z) are exactly those that are satisfied by the Jacobi forms ϕ [g] of Equation (1.1), and this is compatible with the existence of a holomorphic vertex operator algebra that realizes these functions, and hence also the F [g] , and the O'N-module of Theorem 1.1. We refer to §2 of [41] , and references therein, for more on the relationship between H 3 (G, U (1)), modular forms and vertex operator algebra, and refer to §3. ,4o(g) (τ ) + 2R
[0] at the cusp
. This establishes the existence of a function
satisfying properties (a) and (b) in Theorem 3.1 (1) for o(g) = 16. To achieve this much for o(g) = 16 we use (τ )) since ρ [g] in this case is trivial on Γ 0 (128), and −1 on Γ 0 (64) \ Γ 0 (128).
By Lemma 2.4 we see that the above properties determine a mock modular form uniquely up to cusp forms. Unless o(g) ∈ {11, 14, 15, 16, 19, 28, 31} there are no cusp forms of weight 3/2 in the plus spaces with the required characters, so one checks directly that in all those cases condition (c) is satisfied. In the remaining cases, condition (c) uniquely determines the contribution from cusp forms, because, as one can check using standard computer algebra systems 4 , any weight 3/2 cusp form of one of the given levels in the plus space with the relevant character is uniquely determined by the coefficients of q 3 , q 4 , and q 7 . We now show that the functions F [g] are actually all weakly holomorphic instead of just mock modular. First suppose that o(g) is odd or 2||o(g). Then, because in those cases o(g) is square-free, the shadow of F [g] (τ ) must be a multiple of
which follows from the Serre-Stark basis theorem [70] . We compute the Bruinier-Funke pairings (see Proposition 3.5 in [14] )
where c is some constant, which immediately shows that the shadow of the mock modular form
,4o(g) (τ ) + 2R
[0],+ ,4o(g) (τ ) is 0, whence it is indeed a weakly holomorphic modular form.
If o(g) is divisible by 4 or 8, but not 16, the space of possible shadows is a priori 2-dimensional, generated by ϑ(τ ) and ϑ(4τ ), but Proposition 2.8 and the fact that the shadow of a Rademacher sum is again a Rademacher sum show that the shadow's Fourier coefficients must be supported on exponents divisible by 4. So in fact, only multiplies of ϑ(4τ ) can occur as shadows and the same computation as above shows the claim in these cases. For o(g) = 16 the space of possible shadows is a priori one-dimensional, spanned by ϑ(τ ) −ϑ(4τ ), but this function is supported on odd exponents so is also ruled out by the Rademacher sum construction.
It remains to show that the coefficients of the F [g] are all rational integers. This follows by checking finitely many coefficients and applying Sturm's Theorem [74] , in a manner directly similar to the proof of Proposition 3.2 in [45] , for example. As we will also see in Section 4.1, a possible bound up to which coefficients need to be checked to verify the claim is 225.
Proof of Theorem 1.1
Here we prove that the mock modular forms given in Theorem 3.1 are McKay-Thompson series for the infinite-dimensional O'N-module W . We begin by stating a refined form of Theorem 1.1. Tables B.1 
to B.3).
We break down the proof of this theorem into separate pieces. Using the Schur orthogonality relations on the irreducible representations of O'N we construct weight 3/2 mock modular forms whose coefficients are the multiplicities of the irreducible components if and only if W exists. Therefore, the proof of Theorem 4.1 boils down to proving that these multiplicities are integral for all m, and non-negative for m ∈ {7, 8, 12, 16}. In Section 4.1 we establish integrality, and then in Section 4.2 we establish the claim on non-negativity.
Integrality of Multiplicities.
For every prime p|#O'N we find linear congruences among the alleged McKay-Thompson series. Here, we prove these, but first we note that their truth implies the following systematic congruences. 
In Appendix C, we list these congruences, which sometimes hold with higher prime power moduli than stated in Theorem 4.2. Assuming their correctness for the moment, we can show integrality just as described in [45] . For the convenience of the reader, we recall the method briefly.
Let C ∈ Z 30×∞ denote the matrix formed by the coefficients of the functions denote the matrix performing this operation and let N ∈ Z 30×18 be the matrix that undoes it, so that m = XNN * C. Now for each prime p|#O'N, we can reduce the matrix N * C according to the aforementioned congruences as in [45] by left-multiplying by a matrix M p ∈ Q 18×18 , which is easily seen to have full rank. Hence we get
The congruences in Appendix C ensure that the matrix M p N * C ∈ Q 18×∞ has all integer entries and one can check directly that the matrix XNM
entries for every p. This shows that m has p-integral entries as well for each p|#O'N, hence its entries must be integers, as claimed. It remains to show the congruences. Since by Theorem 3.1 all the functions F [g] (τ ) are weakly holomorphic modular forms, we can prove all the congruences with standard techniques from the theory of modular forms. For example, we may multiply each of the congruences by the unique cusp form g in S + 25 2 (Γ 0 (4)) such that g(τ ) = q 4 + O(q 5 ) (which has integral coefficients), thereby reducing the problem to congruences among holomorphic modular forms of weight 14. These can be checked in all cases using the Sturm bound [74] , which is at most 225 in all cases.
Positivity of Multiplicities.
Denote by mult j (n) the multiplicity of the irreducible character χ j of O'N in the virtual module W n as in Theorem 4.1, whose associated generalized character is given by the coefficients a [g] (n), cf. Theorem 3.1. Then the Schur orthogonality relations and the triangle inequality tell us that (4.1)
where the summations run over conjugacy classes of O'N. Hence in order to show the eventual positivity of all mult j (n), we want to establish explicit lower bounds on a 1A (n), and upper bounds on a [g] (n) for g = 1. Recall that
[0],+ We bound each of the components individually, following the strategy already employed in [32, 41, 45] , which we sketch briefly for the convenience of the reader. Note however that in the cited papers, only the coefficients of one Rademacher sum had to be considered, since the "corrections" there were known to come from weight 1 2 modular forms, whose coefficients are bounded, while in our case, also the corrections can grow with n.
Since the computations necessary to bound the contribution coming from the Rademacher sum R , which is obviously going to be the dominant part, have been carried out in detail in [41, 45] , we omit them here. The idea is to use the known formula for the coefficients of the Rademacher sum in terms of infinite sums of Kloosterman sums weighted by I-Bessel functions, see Section 2. One then splits this sum into three parts, a dominant part, an absolutely convergent remainder term and a value of a Selberg-Kloosterman zeta function, the first two of which may be bounded by elementary means, and for the third, one uses Proposition 4.1 in [45] (which we note is directly applicable to our situation).
4.2.1. Bounding Coefficients of Rademacher Sums. From Proposition 5.2 below, we see that the µ = 0 Rademacher sum can be explicitly given in terms of generating functions of generalized Hurwitz class numbers H (N ) (n) (see Section 5 for the definition). While strong bounds for class numbers are known (see for instance Chapter 23 in [54] and the references therein), they are usually not explicit. For our purposes, crude bounds on class numbers suffice. 
where we can choose
Proof. First we note that we trivially have the bound
by definition. Now suppose for the moment that D is a fundamental discriminant. Then Dirichlet's class number formula gives 
By [82, pp. 73f .], Dirichlet's formula is also valid for non-fundamental discriminants if only primitive forms are counted, so that we get the bound
where τ (n) denotes the number of square divisors of n. Considering the prime factorisation of D, it is elementary to see that τ (D) ≤ c ε D ε for any ε > 0 and c ε as claimed.
This result together with Proposition 5.2 gives a sufficient and explicit bound for the coefficients of the Rademacher sum R . For the actual computations we choose ε = +ε ) (for n square-free). Unconditional bounds (again for square-free n) have been obtained by Iwaniec [53] for weights ≥ 5/2 and Duke [27] for weight 3/2 (see also [28] ). These bounds have one main disadvantage for our purposes, namely that the constants involved in them are not explicit or not computable. Here, we outline how to give completely explicit and computable, but very crude, estimates for the cusp form coefficients in question.
Let P
[m]
4N denote the cuspidal Poincaré series of weight 3/2 characterized by the Petersson coefficient formula,
where the Petersson inner product on S
is defined by the usual double integral
The Fourier coefficients of these Poincaré series are given in terms of infinite sums of Kloosterman sums times J-Bessel functions (see Proposition 4 in [55] ), and essentially the same computation used to bound the coefficients of the Rademacher sums R can be used here as well. It is then only necessary to express the cusp forms G (o(g)) (see again Appendix D) in terms of these Poincaré series, which is particularly easy in the cases where o(g) = 31 is odd, since in those cases, the space S
is a newform. Hence we have
, where we choose m to be the order of G (o(g)) at ∞. It therefore remains to compute the Petersson norm of the newform G (o(g)) . This can be done by means of the following result due to Kohnen, which is an explicit version of Waldspurger's theorem (see Corollary 1 in [55] ). = w ℓ for all ℓ. Then we have
where L(F, D; s) denotes the twist of the newform F by the quadratic character Since the twisted L-series has a functional equation of the usual type, there are efficient methods to compute its values numerically (the authors used the built-in intrinsics of Magma [9] ). Computing the Petersson norm of F is also possible to high accuracy, e.g. by using the well-known relationship (cf. [25, 83] )
F is the newform is associated to the elliptic E/Q, the covolume of whose period lattice we denote by vol(E) and whose modular parametrization 5 is given by ϕ E , or for N prime using Theorem 2 in [83] .
Remark. Kohnen's result Proposition 4.4 has been extended to many situations, e.g. by Ueda and his collaborators [78, 79] to certain even levels and forms not in the plus-space, see in particular Corollary 1 in [58] , so that the above reasoning carries over to o(g) ∈ {14, 28}, by noting that G (14) and G (28) both arise from the unique normalized cusp form in S 3 2 (Γ 0 (28)) (not in the plus space), the former by applying sieve operators, the latter by applying the V 4 -operator.
Remark. For o(g) = 31, the above reasoning only needs to be modified to take into account that G (31) is not a Hecke eigenform, but its decomposition into newforms is given in Appendix D. Using that these newforms are orthogonal, the only difference becomes that one needs to take into account two Poincaré series instead of just one.
Putting the estimates for the Rademacher sums R , as well as the occuring cusp forms together and plugging them all into (4.1), one finds that the multiplicities are nonnegative as soon as n ≥ 113 (the worst case occurs for the character χ 1 ). Inspecting the remaining coefficients by computer then completes the proof of Theorem 4.1.
Traces of Singular Moduli
In this section, we discuss and recall some basic notation and facts about traces of singular moduli. Their study originates in seminal work by Zagier [84] , and has since been an important subject in number theory (cf. for instance [4, 12, 15, 59] , just to name a few). They appeared in connection with moonshine for the Thompson group in [49] . 5.1. Genus Zero Levels. It is well-known that for N ∈ {1, 2, 3, 4, 5, 6, 7, 8, 10, 12, 16} the modular curve X 0 (N) has genus 0, so that in those cases, there is a Hauptmodul J (N ) . These Hauptmoduln are given explicitly in Table 5 .1 in terms of the Dedekind eta-function η(τ ) := q 1 24 n>0 (1 − q n ) and the Eisenstein series E 4 (τ ) :
To make use of these Hauptmoduln we require some notation. Denote by Q 
the unique root of Q(x, 1) in H. For a function f : H → C invariant under the action of Γ 0 (N) we then define the trace function
where as traces of the Hauptmoduln in Table 5 .1.
Proposition 5.1. Let N ∈ N such that X 0 (N) has genus 0 and
is the unique modular function for Γ 0 (N) with this Fourier expansion at infinity and no poles anywhere else and d := gcd(N, 2). Then we have
for certain rational numbers c 1 and c 2 . In particular, the function T (N ) has integer Fourier coefficients.
Remark. It should be pointed out that Theorem 1.2 in [59] is only stated for odd levels, although the proof goes through for even levels as well. we get the following.
where µ and ϕ denote the Möbius function and Euler's totient function, respectively.
Proof. This follows from a straightforward modification of the proof of Theorem 1.2 in [59] .
Note that the above Proposition 5.2 is indeed valid for all N, not just those such that X 0 (N) has genus 0.
Putting Propositions 5.1 and 5.2 together we obtain explicit descriptions of the functions where N is such that X 0 (N) has positive genus. So there is no notion of a Hauptmodul there. However, it is known that for all these levels, the modular curve X + 0 (N), being the quotient of X 0 (N) by all Atkin-Lehner involutions, does have genus 0 (see e.g. [36] ). So there exists a Hauptmodul J (N,+) (τ ) for the corresponding group Γ + 0 (N). See Table 5 .2 for these. There, E 2 (τ ) := 1 − 24 n>0 nq n (1 − q n ) −1 is the quasimodular Eisenstein series, f 19 = q − 2q 3 + O(q 4 ) denotes the weight 2 newform associated to the elliptic curve
, and
denotes the unique newform in S 2 (Γ 0 (31)) up to Galois conjugation (which is denoted by an exponent σ).
Armed with these Hauptmoduln we can now express the Fourier coefficients of all the remaining Rademacher sums R
in terms of singular moduli of holomorphic modular functions and class numbers. 
for some rational numbers c 1 and c 2 , where ω(N) denotes the number of distinct prime factors of N. for both N = 16 and N = 32 in this case. The resulting expressions are given in Appendix D.
Number Theoretic Applications
In this section we prove the arithmetic applications of O'Nan moonshine given in Theorems 1.2 to 1.4. All these proofs rely on the following easy observation. 
for some integer α p . By Lemma 6.1, the terms Tr 
This completes the proof. 
where r denotes the order of vanishing of L(E, s) at s = 1, which equals the MordellWeil rank of E, Ω E is the real period of E, #X(E) and Reg(E) denote the order of the Tate-Shafarevich group and the regulator of E, respectively, the c ℓ (E) for prime ℓ are the Tamagawa numbers of E, and #E(Q) tors signifies the order of the torsion subgroup of the Q-rational points of E.
The weak Birch and Swinnerton-Dyer conjecture-that the order of vanishing of L(E, s) at s = 1 equals the rank of E-was established for curves of ranks 0 and 1 through work of Gross-Zagier [48] and Kolyvagin [56] . More recently, Bhargava-Shankar [5] proved, using Kolyvagin's theorem and the proof of the Iwasawa main conjectures for GL 2 by SkinnerUrban [73] (among other deep results), that a positive proportion of all elliptic curves satisfy the weak Birch and Swinnerton-Dyer Conjecture.
It is known that the left-hand side of (6.1) is always a rational number, see for instance [2, Theorem 3.2]. The following result shows that in certain situations, a local version of Conjecture 6.2, which is going to be sufficient for our purposes, holds. 
We are especially interested in quadratic twists of elliptic curves. In this context, the following result by Agashe, giving the real period of such a twist, turns out to be very useful. . Let E/Q be an elliptic curve of conductor N and let −D < 0 be a fundamental discriminant coprime to N. Then we have that
where c E denotes the Manin constant of E, c ∞ (E(−D)) denotes the number of components of E(−D) over R, and ω − (E) denotes the second period of the period lattice of E.
Remark. The famous Manin Conjecture states that c E = 1.
Combining this with a theorem of Kohnen [55] (cf. Proposition 4.4), we obtain the following.
Lemma 6.5. Let E/Q be an elliptic curve of odd, square-free conductor N and let −D < 0 be a fundamental discriminant satisfying −D ℓ = w ℓ , where w ℓ denotes the eigenvalue of the newform F E ∈ S 2 (Γ 0 (N)) associated to E and the Atkin-Lehner involution W ℓ , ℓ|N. Denote
(Γ 0 (4N)) be the weight 3/2 cusp form associated to F E under the Shintani lift. For p ≥ 3 prime we then have that
Proof. By combining Proposition 4.4 and Lemma 6.4, we find for the fundamental discriminants −D < 0 as in the lemma that
We see that the only quantities in this formula depending on D are c ∞ (E(−D)) and b E (D).
Since the former is always either 1 or 2 and p is odd, it doesn't affect the p-adic valuation at all, which proves the lemma.
Remark. If the conductor N is even but still square-free, the same result still holds along the same lines, using the remark following Proposition 4.4. The exact formula in this case only differs from (6.2) by a power of 2, which doesn't affect the p-adic valuation.
6.3. Proofs. In this section, we prove Theorems 1.3 and 1.4. The proofs of both theorems are very similar in their main steps, so we combine them here.
Proof of Theorems 1.3 and 1.4. By applying the expressions for the relevant F [g] in terms of traces of singular moduli, class numbers and weight 3/2 cusp forms in Appendix D, and the congruences in Appendix C, we find that Table  15 .1]) that for an elliptic curve E/Q we have that p|c ℓ (E) if and only if the reduction type of E at ℓ is I n with p|n, which means that ord ℓ (∆(E)) = n, where ∆(E) denotes the (minimal) discriminant of E. An inspection of Tate's algorithm for the computation of Tamagawa numbers and the well-known formulas for minimal discriminants from the Kraus-Laska algorithm reveals that in our case, because we are considering twists of elliptic curves by fundamental discriminants, all the Tamagawa numbers must be in {1, 2, 3, 4}. [7] and E 15 (−D) [5] are surjective and hence irreducible. Furthermore, it is immediate to check that E 14 (−D) (resp. E 15 (−D)) has multiplicative reduction modulo 2 (resp. 3) and that E 14 (−D) [7] (resp. E 15 (−D) [5] ) ramifies there, so the conditions of Theorem 6.3 are satisfied, completing the proof of Theorem 1.4.
Examples
Here we offer some numerical examples which illustrate the congruences described in the introduction.
7.1. Class Number Congruences. Here are example class number congruences that arise from Theorem 1.2. Recall that this theorem offers congruences modulo 16, 9, 5, and 7 for certain fundamental discriminants −D < 0 which satisfy given congruence conditions. The three columns in Tables 7.1 to 7.4 are congruent, which illustrates the theorem. 
143376 ≡ 6 (mod 9) 6 ≡ 6 (mod 9) −12 ≡ 6 (mod 9) 7 8288256 ≡ 3 (mod 9) 12 ≡ 3 (mod 9) −24 ≡ 3 (mod 9) 19 392037661056 ≡ 3 (mod 9) 12 ≡ 3 (mod 9) −24 ≡ 3 (mod 9) 31 779869748441088 ≡ 0 (mod 9) 36 ≡ 0 (mod 9) −72 ≡ 0 (mod 9) Table 7 . Table 7 . Here we offer data related to the curves E 14 and E 15 . In the notation of Theorem 1.4, we consider fundamental discriminants −D such that We have the following numerics 7 . In Tables 7.5 and 7 .6, the second and third columns offer graded traces and differences of class numbers. The fourth and fifth columns offer MordellWeil ranks and orders of Tate-Shafarevich groups assuming the Birch and Swinnerton-Dyer Conjecture. By Theorem 1.4, these columns are congruent if and only the corresponding p-Selmer group is nontrivial. First note that if these two columns are incongruent, then both the Mordell-Weil rank over Q and the p-part of the Tate-Shafarevich groups are trivial. However, when these columns are congruent, notice that either the rank is positive or the Tate-Shafarevich group is nontrivial at p. ≡ F 10A + F 20AB (mod 2)
There is exactly one newform f (31) in S +
