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It is shown that an Aharonov-Casher vector potential in a two-dimensional geometry can lead
to helical edge states. The Aharonov-Casher vector potential is the electromagnetic dual of the
magnetic vector potential, and leads to traveling states at the sample edge in analogy to the in-
teger quantum Hall effect. The helical edge states are predicted to appear in a narrow channel
geometry with parabolic or sufficiently symmetric confinement potential. The implications of the
helical Aharonov-Casher edge states and experimental considerations in specific materials systems
are discussed.
PACS numbers: 73.43.-f, 73.23.-b, 03.30.+p, 03.65.Vf, 73.21.Hb, 72.25.Dc
The quantum Hall effects, both fractional and integer,
occur in two-dimensional carrier systems (2DSs) upon
application of a magnetic field B perpendicular to the
carrier plane [1, 2]. A description of the integer quan-
tum Hall effect (IQHE) starts with the introduction of a
magnetic vector potential, describing the interaction be-
tween a charge and a magnetic field. We consider here
the physical phenomena generated by replacing the mag-
netic vector potential by the Aharonov-Casher (AC) vec-
tor potential (defined below) describing the interaction
between a magnetic moment or spin and an electric field.
We find that in a narrow channel geometry one can then
observe helical edge states akin to those characterizing
the quantum spin Hall effect (QSHE) state [3–7].
The IQHE can be described as arising from one-
dimensional (1D) states at the sample edges, in which
backscattering is forbidden [8, 9]. The edge states arise
from a broken translational invariance induced by the
edge, lifting the Landau level degeneracy and leading to
propagating chiral edge states. The chirality implies that
states propagating in opposite directions are found at op-
posite sample edges, with the spatial separation protect-
ing the states from backscattering. The protection results
in quantization of the Hall conductivity and vanishing
longitudinal resistance. The QSHE also occurs at the
edge of a 2DS, but its 1D edge states show a spin struc-
ture [3, 5]. The QSHE state and its three-dimensional
topological insulator analogs [3–7] have attracted consid-
erable attention for the implications of their topologically
protected states. Unlike in the IQHE where spin polarity
does not affect edge state propagation direction, in the
QSHE opposite spin polarities at the same edge prop-
agate in opposite directions (helical edge states). The
spin-polarized channels are protected from scattering un-
less time-reversal symmetry is broken, flipping the spin
and leading to backscattering within one edge [3]. We
will see that the AC vector potential generates such a
spin structure in a narrow channel. A semi-classical con-
text, briefly described here, provides insight into these
phenomena. Classically, a Lorentz transformation can
reduce the magnetic field creating the IQHE to zero as
FIG. 1: (a): Sketch of the channel geometry, with parabolic
potential at the edges. (b): The duality between the AB effect
induced by qA and the AC effect induced by (1/c2)(µ× E),
illustrated by interferometric ring geometries.
perceived by a moving observer, if also a electric field is
present in the plane of the 2DS. Confinement of the carri-
ers at the sample edge serves as the source of electric field.
The magnetic vector potential yields the AC vector po-
tential under Lorentz transformation, and concomitantly,
the moving observer perceives the electrical charges as
magnetic moments. The moving observer still notices
edge phenomena, but the IQHE edge states are perceived
as edge states of magnetic moments (although not nec-
essarily helical). Spin is distinct from classical moments,
and specific phenomena arise from spin, such as the he-
licity of states in the QSHE. We point out that, notwith-
standing classical limitations, thought-experiments using
the Lorentz transformation point to a mapping that may
help in the description of other edge phenomena, since in
principle the transformation converts between different
types of physically non-trivial edge states. As example,
beyond the scope of this paper, one may ask what a mov-
ing observer will conclude about the fractional quantum
Hall effect [10].
Referring to Fig. 1a, an IQHE experiment can be per-
formed by applying B along the z-axis, perpendicular
to a 2DS situated in the x − y plane. To derive IQHE
edge states, a potential describing the sample edges must
be introduced [9, 11]. With the edge parallel to the
x-axis, we introduce a parabolic confinement [11–13],
V (x, y) = 1
2
mω2p y
2. Hence a confinement electric field
E = (0, E , 0) is present on both sides of the sample, with a
2y-component linear in y, E = −(m/q)ω2p y (carrier charge
and mass are represented by q and m). The magnetic
vector potential A enters the Hamiltonian in the term
(1/2m)(p − qA)2. We now replace qA with its electro-
magnetic dual, the AC vector potential 1c2µ×E, describ-
ing the interaction of a magnetic moment µ with electric
field E. Here c denotes the speed of light as experienced
by the electrons under electromagnetic interactions, dif-
fering from the vacuum value of c (values are discussed
below). We solve for HACΨ(x, y) = EΨ(x, y), with
HAC =
1
2m
(p−
1
c2
µ× E)2 +
1
2
mω2p y
2 (1)
Whereas the Aharonov-Bohm (AB) effect [14] uses the
line integral
∮
qA ·dl to describe the phase accumulated
by a charged particle along a trajectory that encloses
a magnetic field flux, its electromagnetic dual, the AC
effect [15] uses (1/c2)
∮
(µ × E) · dl for the phase accu-
mulated by a magnetic moment along a trajectory in an
electric field. The duality [16] is schematically illustrated
in the interferometric ring geometries of Fig. 1b, as would
be used to detect the effects in mesoscopic experiments.
The AC effect was experimentally confirmed using neu-
tron beam interferometry [17]. In the solid-state its sim-
ilarity to the materials property of spin-orbit interaction
(SOI) has led to experiments [18–20] and theoretical work
[21–23]. The Landau-like levels induced by the AC vec-
tor potential for various profiles of E were described in
Ref. [24].
In Eq. (1) and in Fig. 1a-b, we for now consider
µ ‖ zˆ, such that µ = (0, 0, µz). We will be able
relax this requirement later, since only the product
µ × E is involved. We introduce ωA = µzω
2
p/(qc
2) =
1
2
ωp(µz/µB)(~ωp/mc
2), with µB the Bohr magneton.
Here ωA holds the same role in HAC as the cyclotron
frequency ωC = qB/m holds in the IQHE. Using a wave
function localized in y and with plane-wave nature along
x over a sample of length L, Ψ(x, y) = 1√
L
eikx ζ(y), we
obtain for the transverse function ζ(y):
[ 1
2m
(~k−mωA y)
2+
p2y
2m
+
1
2
mω2p y
2
]
ζ(y) = E ζ(y) (2)
which, using a procedure identical to that yielding edge
states in the IQHE [9, 11], can be rewritten as a harmonic
oscillator shifted in y:
[
λ
~
2k2
2m
+
p2y
2m
+
1
2
mΩ2(y − ηk)2
]
ζ(y) = E ζ(y) (3)
with λ = ω2p/(ω
2
p + ω
2
A), Ω =
√
ω2p + ω
2
A and
η = ~ωA/[m(ω
2
p + ω
2
A)]. We find that the energy,
En,k = λ(~
2k2)/(2m) + ~Ω(n + 1
2
), and that ζn,k(y) =
e−q
2/2Hn(q) with q = y−ηk and with Hn(q) the n
th Her-
mite polynomial. The transverse wave function is hence
centered at yc = ηk. A similar spatial separation was de-
rived in the context of spin accumulation at the bound-
aries under confinement-induced SOI [12, 25, 26] (cfr be-
low) or in the context of quantized magnetization trans-
port [27]. However, given the mapping of Eqs. (1)- (3) on
IQHE equivalents, an analysis in terms of edge states is
compelling. The velocity of the state is 1
~
dEn,k
dk = λ(
~k
m ).
The position yc = ηk and the velocity are hence both pro-
portional to k. Yet, yc also depends on µz, via ωA. To
conclude the same position yc and same energy En,k for
given states, the signs of k and µz must be changed simul-
taneously. Hence at the same edge, states with µz > 0
propagate in a direction opposite to states with µz < 0,
as illustrated in Fig. 2a. Figure 2b schematically depicts
the energy dispersion close to the edge. At the edge, the
Fermi level EF cuts through a finite number of dispersion
curves En,k, labeled by n, at their respective locations yc,
with higher n corresponding to locations further removed
from the edge. In the bulk the En,k develop a gap, in
analogy with Landau levels generating edge states in the
IQHE. Equation (1) applies for an arbitrary µ, and in
particular applies for the moment from a particle of spin
1/2. In that case, µz > 0 and µz < 0 are naturally identi-
fied with the two projections of the spin along the quanti-
zation axis [23, 28]. In the case of spin 1/2, after solving
Eq. (1), an observer will hence conclude to the existence
of helical edge states, as depicted in Fig. 2a. Helical edge
states (based on the projection of spin in the z-direction)
are also found in the QSHE [3, 5]. Backscattering at
one edge in Fig. 2a requires µ to be flipped, µz → −µz,
an operation which, involving a magnetic quantity, re-
quires time reversal symmetry to be broken. Hence, un-
less scattering potentials are present whereby time re-
versal symmetry is broken, an incident electron will be
transmitted across disordered regions, and backscatter-
ing is suppressed as the temperature T → 0. Thus the
physical picture closely parallels the QSHE, and a sim-
ilar reasoning emerges regarding measurable quantities
[3]. The helical edge states here arise in a simple meso-
scopic wire with parabolic confinement potential, under
the action of the AC vector potential, and do not require
the special band structure under which the QSHE was so
far described [3–5].
The electric field E assumes two roles: the linearity
of E in y over the width of the sample leads to an AC
vector potential equivalent to the magnetic vector po-
tential of a homogeneous B, and, the resulting parabolic
V (x, y) defines the sample’s edges. The double role is
illustrated by Ω =
√
ω2p + ω
2
A, where both ωA and ωp de-
pend on the existence of the parabolic potential, whereas
ωC is independently created by B in the IQHE equiva-
lent Ω =
√
ω2p + ω
2
C . The need in Eq. (1) to maintain
E across the sample width indicates a particular rele-
vance for narrow channels, such as encountered in meso-
scopic experiments and point-contacts. The energy gap
3FIG. 2: (a): Schematic depiction of the helical edge states
induced by the AC vector potential. If at a given edge the
signs of k and µz are changed simultaneously, the location of
the edge state does not change. Counterpropagating states of
opposite µz but same n are in fact superposed. (b): Schematic
depiction of En,k vs the wave function center point yc. As in
the IQHE, propagating states (labeled by n, k and here also
µz) exist at y-coordinates where EF intersects En,k.
~Ω yields an insulating bulk when EF lies within this
gap, while the edges remain metallic (Fig. 2b). The gap
isolates the edge states and plays an important role in
the IQHE and QSHE. We should thus ascertain how de-
viations from parabolicity in V (x, y) affect the isolation
of the helical edge states. To first order, we find that
a perturbation symmetric in y alters the magnitude of
the gap but does not qualitatively affect the isolation of
edge states. A perturbation asymmetric in y leads to a
shift in En,k(yc) and can affect the isolation if of suffi-
cient strength, establishing the benefits of a symmetric
V (x, y). With a vector potential at hand in Eq. (1), we
can now follow the Laughlin gauge-invariance argument
for quantization in the IQHE [8, 29]. We find that the
AC flux through Laughlin’s cylinder is now quantized as
(1/c2)
∮
µ·(E×dl) = n 2pi~. In the dual effect magnetiza-
tion, rather than charge, at the sample edges is expected
to be quantized, as is indeed predicted for the QSHE [3].
In the broadest terms, we recognize that the AC vector
potential, when transformed from the magnetic vector
potential, introduces phenomena at the edge of a narrow
channel.
We now compare the results from Eq. (1) to
confinement-induced SOI. The SOI term in the Hamil-
tonian can be written as HSO = βσ · (k × E), where σ
is the vector of Pauli matrices, and where E is identified
with the in-plane confinement electric field [12, 25, 30].
With the y-component of E as E = −(m/q)ω2p y, with
k ‖ xˆ and considering the projection of spin along zˆ, we
can write HSO = −~k ωS y. This defines ωS , with a role
equivalent to ωA above. In analogy to Eq. (2), we find
that the transverse function ζ(y) follows:
[~2k2
2m
− ~k ωS y +
p2y
2m
+
1
2
mω2p y
2
]
ζ(y) = E ζ(y) (4)
We rescale the potential term in Eq. (4) to a weaker
confinement potential 1
2
mω
′
2
p y
2, with ω
′
2
p = ω
2
p − ω
2
S ,
and recover a form identical to Eq. (2) with the sub-
stitution of ωp → ω
′
p (rescaling of the potential does
not affect the physical conclusions). After rewriting
Eq. (4) as a shifted harmonic oscillator, the energy is
expressed as En,k = λ
′(~2k2)/(2m) + ~Ω′(n + 1
2
), with
λ′ = ω
′
2
p /(ω
′
2
p + ω
2
S) and Ω
′ =
√
ω′2p + ω
2
S. The trans-
verse wave function becomes ζn,k(y) = e
−q2/2Hn(q) with
q = y−η′k where η′ = ~ωS/[m(ω
′
2
p +ω
2
S)]. Hence ζn,k(y)
is now centered at yc = η
′k. Equation (4), in com-
plete analogy to Eq. (2), will then indeed yield spatially-
separated helical edge states, counterpropagating for op-
posite spins. The helical edge states induced by HSO are
thus equivalent to the AC edge states. Such SOI states
are of interest in mesoscopic geometries, particularly in
split-gate point-contacts. A parabolic V (x, y) with an in-
plane E however only approximates the complex three-
dimensional E encountered in split-gate point-contacts
[13, 31]. For instance, a y-dependent z-component of
E, Ez(y), likely exists in these systems, in addition to
the in-plane component of E. As mentioned above how-
ever, only µ×E matters, and with Bychkov-Rashba SOI
[32] aligning spin perpendicular to k and to zˆ, Ez(y) can
then lead to a term analogous to −~k ωS y. We conclude
that in point-contacts, either the y- or inhomogeneous
z-component of E can yield helical edge states, with im-
plications for transport phenomena [33].
We now outline experimental challenges to observe the
helical states from Eq. (1). We assume that the observer
uses the electron spin for µ and the confinement field for
E. As described above for SOI, the term µ × E can in
mesoscopic geometries either arise from the projections
of spin along zˆ (via Ey) or along yˆ (via Ez(y)). To max-
imize µ and minimize the effective c, we consider the
quasi-relativistic [34] narrow-gap semiconductors with
large electron g-factors (g), InGaAs [28], InAs [35] or
InSb [36, 37]. The band structure implies a momentum
vs energy response differing from that in vacuum, de-
termining the electron dynamics under electromagnetic
fields. Non-parabolicity in the conduction band can be
expressed in terms of an effective c ≈
√
Eg/2m∗, where
Eg denotes the bandgap and m
∗ the effective mass at the
Γ-point [34]. For InGaAs, InAs and InSb it is found that
c ≈ 1.2×106m/s, about 250 times lower than the vacuum
value. The magnetic moment is considered as µ = 1
2
g µB.
As all three materials yield similar estimates, we consider
a 2DS in InAs (Γ-point m∗=0.024 me with me the free
electron mass, and g=-15). At a 2D density 1012 cm−2,
taking non-parabolicity into account, EF = 83meV . To
derive a value for ωp we use EF as the approximate clas-
sical turning point of V (x, y), and assume a depletion
layer width of 0.15 µm at the edge, within the range
of values encountered in 2DS (depletion layers in InSb
2DSs [37, 38] are wider than in InAs 2DSs [20], likely
due to the accumulation layer present at InAs surfaces
4[39]). We find E ≈ 1 × 106V/m (similar values of E ,
about an order of magnitude below breakdown, are typi-
cal in semiconductor heterostructures, justifying the ap-
proach). With these values we find ~ωA ≈ 0.01meV , cor-
responding to 0.13 K. It is enlightening to cast this esti-
mate in an IQHE equivalent: ~ωA corresponds to ∼ 7mT
in a GaAs 2DS IQHE experiment. While allowing the
interferometric mesoscopic ring experiments mentioned
above, such fields point to experimental challenges for
experiments closely copying the standard IQHE geome-
tries. Equation (1) also predicts Shubnikov-De Haas-like
oscillations in magnetotransport, from density-of-states
effects. Such electrical measurements avoid difficulties
encountered with measuring magnetization properties in
the QSHE. In the edge state regime, one can also envision
measurements based on altering the edge state structure
via side gates, or using applied magnetic fields to align µ
parallel to E.
In conclusion, we address Aharonov-Casher edge states
in a narrow channel. Helical edge states are predicted,
which closely share several features with the edge states
in the recently-described QSHE. The vector potential
transformation used in this work raises the possibility
that other sets of closely-related effects may exist. We
acknowledge illuminating discussions with S. Ren, D.
Minic, K. Park and V. Scarola, and this work is sup-
ported by DOE through award DE-FG02-08ER46532.
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