A novel method of generating initial conditions for cosmological simulations based on the filtering of white noise is proposed. It is shown that it is possible to obtain any desired zero-mean Gaussian Stochastic Process (GSP) by applying an appropriate filter to a white noise (i.e., correlation-free) process. Since instances of white-noise processes are easy to generate in practice from standard random number generators, it is therefore possible to create instances of arbitrary GSPs using only a random number generator and a convolution. The convolution may be carried out in time proportional to N log N using a fast method based on tree codes. This method distinguishes itself from other methods based on Fourier Transform in that it allows one to sample GSPs with arbitrary sets of window functions, so it may be used to initialize numerical experiments with information at multiple length scales, or with noncubic lattices.
Introduction
It is generally believed that in the distant past, the matter distribution in the universe was much more uniform than it is today. The structures that we see today (galaxies, clusters, sheets, voids, etc.) are presumed to have formed via gravitational instability from fluctuations which initially had much smaller amplitudes. These primordial fluctuations may have arisen from quantum gravity, inflation, cosmic strings, or other physical processes. In any event, it is convenient to describe them statistically. N-body simulations provide one approach to the study of gravitational instabilities. They are especially useful after the fluctuations have become nonlinear, when analytic methods become less reliable. N-body simulations, however, must be provided with input that faithfully reproduces the statistical properties of the hypothesized early fluctuations. This requirement leads one to study the numerical generation of stochastic processes, i.e., random functions with certain well-defined statistical properties.
Notation
Loosely speaking, a stochastic process is a probability space in which the elements are themselves functionals. In the discussion of conventional probability, one might consider drawing balls from an urn. In the discussion of stochastic processes, one draws entire functionals, i.e., objects that can be integrated against smooth functions to produce real or complex numbers. In order to discuss stochastic processes with any precision at all one must introduce considerable notation.
In the simulation of cosmological structure formation, the functionals represent the dimensionless overdensity f(x) = (x) b in a model universe. Notice that care is taken to call this a functional rather than a function. For the favored mathematical models, the object f(x) generally does not have a well-defined value at a particular point x in space. It is only well defined when it is integrated over a finite volume.
Quantum mechanics provides us with a concise notation with which to represent such integrals. For example, given one or more smooth window functions, W i , the integrals:
(1) are well defined, and constitute a finite set of random variables. The properties of a stochastic process are defined by the joint probability distributions of the quantities w i for any finite set of window functions W i .
In the general case, the joint probability distribution may be anything that satisfies the rules for such an object (i.e., non-negative, integrates to unity, etc.).
Just as with simple random variables, it is often useful and convenient to refer to the mean, , and covariance, , of a stochastic process, defined as h j = hfj;
(2) = jfi hfj ? j i h j ; (3) where the overbar x means an average over all functions in the probability space.
The mean is a functional, and the covariance is an operator. Neither of them is stochastic, but they serve to characterize the stochastic process. Usually, the mean and covariance are well defined when evaluated at points, even if the field f itself is not. If the Dirac delta functions located at x and y are denoted by jxi and jyi respectively, then one can write the mean and covariance in their more familiar forms as functions of one and two spatial variables:
h jxi = (x); (4) hxj jyi = (x; y):
The stochastic processes that arise in cosmological modeling are frequently stationary or homogeneous. A process is stationary if the joint probability distribution for arbitrary samples is independent of translation.
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In general, stationarity implies that the mean, (x), is constant, and that the covariance may be written as a function of a single variable:
Similar implications hold for higher order moments. For stationary processes, the function is the two-point correlation function familiar to cosmological modelers. It is also common to describe stationary processes in terms of their power spectrum, P(k), equal to the Fourier transform of the correlation function:
In cosmological modeling, the function is usually taken as isotropic, i.e., it is a function only of the magnitude of its argument. If is isotropic, then P(k) is also isotropic, but it is not simply the one-dimensional Fourier transform of the one-dimensional . In fact, the exact form depends on the dimensionality of space. In three dimensions, the result is
This normalization agrees with that in Bardeen et al. (1986) but is larger by a factor of 2 2 than that in Holtzman (1989) and Peebles (1981) .
By analogy with finite random variables, it should be clear that there is much more to a stochastic process than its mean and covariance. Two random variables can have the same mean and covariance yet be utterly different in character. The same is true of stochastic processes. On the other hand, certain classes of random variables, e.g., Gaussian, Poisson, etc., are conventionally defined by their mean and covariance. Similar conventions exist for stochastic processes.
A Gaussian stochastic process (GSP) is, by definition, completely determined by its mean and covariance. The joint probability distribution for any finite set of N window functions W i is defined to be an N-dimensional (finite) Gaussian distribution with its own mean W (a vector) and covariance W W (a matrix): i W = h jW i i (9) ij W W = hW i j jW j i :
The joint probability density for the samples, w i , is then given by
The task of creating input for a numerical study of Gaussian fluctuations is equivalent to choosing a representative set of w i from the probability distribution described by equation (11) for a set of window functions W i that sample a computational volume. These values of w i are then used to assign masses to particles which are evolved dynamically under the nonlinear influence of their mutual gravitational interaction to investigate the cosmological consequences of a particular choice of initial conditions. The data are initialized at a sufficiently early time that the fluctuations are all in the linear regime, i.e., w i 1.
In this case, the resulting particle masses are small deviations from the unperturbed mass associated with the volume of space sampled by W i . This method of initialization assumes that the N-body integrator is capable of handling particles of different masses. If it is necessary to represent the spectrum by perturbing the positions of equal-mass bodies, then density perturbations, i.e., w i , may be computed on a lattice, and positions may then be perturbed according to the Z'eldovich approximation (Efstathiou et al. 1985) .
Construction of Gaussian Stochastic Processes
It is easy to verify from the definitions in equations (2) and (3) that if ? is a linear operator and f 0 is a stochastic process, then the filtered process hfj = hf 0 j ?
has mean and covariance given by h j = h 0 j ?;
= ? y 0 ?;
where ? y is the transpose of ?.
If the original process represents uncorrelated white noise, then 0 is a Dirac delta function, and is the convolution of ? with its transpose. If ? is a stationary filter, (i.e., it is a function only of distance), then is also stationary, and its power spectrum is given by
Obviously, equation (15) can be inverted to produce a filter? which may be applied to a white-noise signal to obtain any desired power spectrum:
Interestingly, the phase, (k) is irrelevant. The result will have the same statistical properties no matter what phases are used. One is free to choose (k) = 0, in which case?(k) is positive-real, and ?(x) is symmetric so one can drop the distinction between ? and ? y . Equation (16) confirms the well-known result that it is possible to construct a GSP by computing the convolution of a white-noise field with a filter whose transfer function is given by the square root of the August 1995power spectrum (see Efstathiou et al. (1985) ). It is conventional to perform this convolution in the Fourier domain, where it reduces to a multiplication, and then to use the fast Fourier transform (FFT) algorithm to recover the amplitudes in the real domain. It is fast and efficient, but it is limited by its reliance on the FFT which requires a regular lattice of points with constant spacing. It would be extremely valuable for cosmological modeling to be able to construct instances of power spectra with non uniform resolution, i.e., greater detail in some regions, and less detail in others.
Rather than work in Fourier space, one can perform the integrals directly in real space. Notice that we do not need to evaluate the random field f at individual points. If we have a set of windows, W i , then a statistically fair set of weights, with joint probability distribution given by equation (11), is obtained as
where hnj is an uncorrelated, unit-amplitude white-noise field. The W i are not necessarily uniformly spaced. In fact, they may even overlap.
The integrals implied by equation (17) may be approximated as discrete sums. Some care must be taken because the presence of white-noise field under the integral prohibits pointwise evaluation of the integrand. We may proceed formally by defining an integration scheme using a piecewise constant approximation to the operator identity: I X j i hx j ; (18) where the hx j are Dirac functions located at points x and the j i are nonoverlapping, unit-amplitude top-hat functions that fill the space around the x .
If we substitute equation (18) in equation (17), we obtain
where q = hnj i and ? i (x ) = hx j ? jW i i. The q are independent, zero-mean, Gaussian random variables with variance equal to h j i, i.e., the volume of j i. We may use any convenient random number generator to produce them. The matrix elements ? i (x ) are just values of the convolutions of known functions, so it is straightforward, but time consuming to evaluate equation (19) numerically.
A few assumptions about the nature of the window functions and power spectra can further simplify the problem. If the W i are translations of a single basic shape, i.e.,
then the matrix elements are just functions of separation, i.e., ? i (x ) = G(x i ? x ): If W(x) and P(k)
are spherically symmetric, the angular part of the integral defining G is trivial, and G is itself spherically symmetric:
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This function may be computed in advance and tabulated, given knowledge of the power spectrum and the shapes of the window functions W. Under these conditions, equation (19) reduces to w i
Equation (18) is an approximation, so it is important to investigate how much error it introduces into the final result. The summation on the right-hand side of equation (19) differs from the left-hand side by an amount that depends on the structure of the filter ? on scales smaller than the volumes sampled by . The errors, e i = hnj ? jW i i ?
are also a set of random variables. A simple calculation reveals that they have zero mean (i.e., the approximation in equation (19) is unbiased) and covariance:
e i e j = h i j j i ; (24) where i is given by: (25) i.e., it is a measure of how well a piecewise constant approximation reproduces the filtered window function ? i . If either ? or W i (and hence ? i ) is smooth over the scales sampled by the , then i is negligible, and equation (19) or equation (22) will faithfully reconstruct the w i that represent the desired sampled stochastic process.
Evaluation of the sums
If there are M independent q , and N samples to be created, the time required to evaluate equation (22) directly, once for each sample, is proportional to MN. However, since the same set of white-noise coefficients, q , is used for all of the samples w i , it is possible to use so-called fast methods to carry out the summations. One proceeds by analogy with the gravitational N-body problem, wherein one may group collections of sources (in this case white-noise coefficients) into multipoles, thereby reducing the necessary computation to O(N log M). The equivalence is made clear by noting that Newtonian gravity is recovered by replacing q i with m i and the Green's function with the Newtonian potential in equation (22).
In order to proceed, one requires a tree code that can be used with an arbitrary Green's function. A sufficiently general formulation is given by Salmon & Warren (1994) . Briefly, space may be divided into cells, labeled by , with centers x . Within each cell, the sources q are combined into a scalar monopole, Q , and a vector dipole, D . Note that, in contrast to the gravitational case, we cannot choose a center to make the dipole vanish because the sources, q are not all positive. Positive and negative sources may cancel, leaving the dipole as the leading term. The estimate for w i is
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One detail not considered by Salmon & Warren (1994) is the computation of error bounds for non-Newtonian Green's functions. An upper bound follows easily from their equation 30 by evaluating the second derivatives at the worst possible place for each source. The maximum possible error introduced by evaluating a particular dipole approximation in lieu of its individual components is given by: (27) where b max( ) is the maximum linear extent of cell , B 2( ) = P 2 jq j jx ? x j 2 is a moment of the source distribution within , and E(r) is a function that depends only on the properties of the filter G:
which is easy to tabulate along with G and its derivatives. Once tabulated, a consistent error bound may be imposed on the fast convolution simply by rejecting any multipole approximation whose E i exceeds some prescribed tolerance.
As a practical matter, it may be reasonable to take the set of points x equivalent to the set of points x i , in which case M = N and the time required to evaluate the w i is proportional to N log N. Alternatively, it may be desirable to make the domain of the white-noise sources x somewhat smaller than the domain of the samples, x i . This would have the effect of allowing the w i to trail off smoothly into the background, and may have desirable numerical consequences. It should not have adverse numerical consequences, except for consumption of CPU cycles that might have been better applied elsewhere.
Numerical tests
To demonstrate the flexibility of the method, I have used it to create a set of initial data for an N-body experiment with hierarchical resolution, i.e., a system where the spatial resolution of the initial data decreases as one moves out from a central "interesting" region. By modeling a central region at high resolution and an environment at low resolution, one hopes to avoid issues of boundary conditions (i.e., periodic versus vacuum versus larger simulation) that plague models of limited spatial extent. In the innermost sphere, fluctuations have been evaluated on a face-centered cubic (fcc) lattice to achieve the smoothest possible sampling. Close-packed spheres arranged on an fcc lattice fill a factor of p 2 more than similar spheres on a simple cubic (sc) lattice. The mass resolution is decreased by a factor of 2 in successive shells as one moves outward from the center. This is achieved by changing the underlying lattice type from face-centered cubic to body-centered cubic (bcc) to simple cubic. In fact, there is nothing inherent in the method that requires any kind of lattice at all. The bodies could be positioned completely at random, but it is generally believed that spurious shot-noise effects are minimized by using a regular structure. Within each shell, the window functions, W i , used to sample the stochastic process are spherical top-hat functions,
with radii given by r w in Table 1 . The maximum and minimum extent of the shells are chosen arbitrarily, guided by the observation that the system will be mixed over about one correlation length, approximately equal to 8 h ?1 Mpc for the cold dark matter (CDM) power spectrum used here. Parameters for the various shells are shown in Table 1 . The sources used to sample the white-noise field were coincident with the particles in the inner four shells. No sources were placed in the outermost shell. This has the effect of generating fluctuations that fade to zero over about a correlation length in the outermost shell. It is hoped that this will further reduce any residual boundary effects from the vacuum outside 60 h ?1 Mpc. Of course, any measurements should not include the outermost shell.
The power spectrum itself is taken from Holtzman (1989) , for an h = 0:5, = 1, b = 0:05 model. The normalization is such that spheres of radius 8 h ?1 Mpc have unit rms M M fluctuations. Structures of this size and smaller will have gone nonlinear well before redshift Z = 0, but it is a simple matter to rescale the fluctuations by a factor of (1 + Z) ?1 to recover a system at early times that is well described by linear theory. The Green's function, G(r), obtained by numerical integration of equation (21) is shown in Figure 1 .
The correlation function of the resulting data set may be plotted on a single graph if one restricts attention to pairs whose separation is greater than their individual window sizes. For smaller separations, the pairwise covariance depends on the sizes of the windows themselves. In the extreme case of r ij = 0, the pairwise covariance should recover the correct rms fluctuation in M M for spheres of the appropriate size. Obviously, this value should be different for the different window sizes, which sample space at different resolutions. The outermost shell is not included at all because its fluctuations are intentionally suppressed to provide a smooth transition to the vacuum.
The correlation function at modest separations is computed as follows: choose 20 million pairs of points at random. Reject any pair whose members are too close. Classify the remaining pairs in bins according to their separation, and compute the mean value of m i m j for all pairs in each bin. The bins are chosen to have approximately constant spacing on a logarithmic scale. This means that many more pairs will be considered for larger separations, which results in improved statistics at larger separations, where the correlation approaches zero. The resulting histogram is shown in Figure 2 , along with the result of numerically integrating the power spectrum to obtain (r). The curves show good agreement over the range of length scales modeled.
A slice through the data is shown in Figure 3 . It was obtained by choosing 128 2 points on a plane, not necessarily coincident with the samples w i , and computing a Gaussian smoothed local average of nearby w i , with a smoothing length of 1 h ?1 Mpc. Contours are plotted at levels corresponding to zero, and 1 .
Notice that there is no feature in the plot at the radii corresponding to the shells in Table 1 . Fluctuations in M M are continuous across the shell transitions, even though the underlying sampling rate changes by a factor of 2 at each transition.
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Constrained Gaussian Stochastic Processes
It is often of interest to select a representative of the stochastic process which is atypical in some precise way. For example, one might be interested in the dynamics, structure, and evolution of peaks in the primordial density field. Under such circumstances, one would wish to select a set of initial conditions at random, but subject to the constraint that a peak with some specified characteristics appears in the simulated volume. Alternatively, one can view this process as selecting a density field fairly from an alternative stochastic process, derived from the the original process according to the laws of conditional probability.
Two methods have been proposed for accomplishing this. Bertschinger (1987) uses Monte Carlo field-theoretic techniques to sample the high-dimensional function space, while Hoffman & Ribak (1992) use an iterated Fourier transform method. Both techniques are complex and approximate. It is shown here that a much simpler exact method exists which requires nothing more than evaluation of a few (low-dimension) integrals.
Consider a constrained GSP, defined by a set of linear constraints applied to an unconstrained field f, i.e., the process consisting of only those instances of f that satisfy
for some set of window functions L a and real values l a . Appendix B shows that the result of constraining a GSP is again a GSP with a new mean and covariance. This is a simple extension of a well-known result from probability theory about the statistics of constrained jointly Gaussian random variables. The mean and covariance of the constrained process are given by where the vector a = h jL a i gives the expectation values of the constraints, and the matrix ab LL = hL a j jL b i is the joint covariance matrix for the constraints. Even though the unconstrained process may have been zero-mean and stationary, the constrained process has neither of these properties. Thus, if we wish to construct samples of the constrained process directly, we must use methods more powerful than those introduced in x 3. This is the essential difficulty that has led to complex methods for constructing constrained GSPs.
A special case of equation (31) 
where ij = (x i ? x j ), as in Hoffman & Ribak (1992) . Setting x equal to y recovers equation 3 in Hoffman & Ribak (1992) , while constraining only one point recovers their equation 18.
Rather than attempt to construct a non-stationary process satisfying equations (30) and (31) 
This is a linear transformation of hfj, so the result is certainly a GSP. Using the definitions in equations (2) and (3), it is easy to verify that the mean of f (c) and its covariance are identically equal to equations (30) and (31), respectively. Since a GSP is uniquely determined by its mean and covariance, f (c) is indistinguishable from the constrained GSP. It is identical by every statistical measure to the process obtained by selecting only those samples of f which satisfy the constraints. It is manifestly not zero-mean,
and not stationary, but we can construct it trivially from the unconstrained field.
The prescription implied by equation (33) is remarkably simple. It says to first compute a , the amount by which the original unconstrained field fails to satisfy each of the linear constraints. Then, using the a as coefficients, one simply adds back various easily computed functions which have the effect of satisfying the constraint and producing the right statistics. 
which expresses the constrained samples in terms of the unconstrained samples and a few matrix operations and integrals, e.g.:
Examples
The simplest example of the use of equation (33) is to constrain the field to have a particular value l 0 at x 0 . In this case, there is only one linear operator L, equal to the Dirac delta function: jx 0 i. If the samples jW i i are also just delta functions jxi, then
where (x) = (x)= (0) is the normalized correlation function (following Bardeen et al. (1986) ).
Notice that the process defined by equation (33) takes the correct value at x 0 , but x 0 is not necessarily an extremum. We may enforce that x 0 is a local extremum by adding the additional constraints that rf (c) (x 0 ) = 0. (One can determine by inspection whether the resulting point is a saddle point or an inflection point, and simply try again with a new instance of f if desired). We now have four independent constraints (in three dimensions), but it is easy to show that if the power spectrum is isotropic, the August 1995directional derivatives at a point are uncorrelated, so the matrix ab = diag( (0); 00 (0); 00 (0); 00 (0)). Numerically, this is trivial to evaluate. The normalized correlation function and its derivatives are presumably well-known functions of separation. To construct a peaked field, one simply adds appropriate amounts of and 0 to an unconstrained field, in such a way as to satisfy the constraints.
The mean profile around the peak is obtained simply from equation (30): (c) (x) = l 0 (x ? x 0 ); (39) and the variance around the mean profile is obtained from equation (31):
which is an exact form of the asymptotic result, equation. (7.12), in Bardeen et al. (1986) .
The field defined by equation (38) exhibits a peak at x 0 . Evaluating equation (38) with different instances of the unconstrained field, f(x), will result in a variety of instances of the constrained field. Higher derivatives of the field at x 0 will take on values with an appropriate normal distribution. Previous work on constructing constrained Gaussian fields has focused not only on peaks but on "typical" peaks, i.e., on fields which have a particular value, a zero gradient, and a "most likely" set of second derivatives at a point. It is not obvious that the additional constraints on the second derivatives are particularly useful, as all the statistical properties of peaks of a given amplitude can be obtained by choosing a fair sample of unconstrained fields and evaluating equation (38) . Nevertheless, there is nothing preventing one from introducing six more constraints on the second derivatives of f. The matrix ab LL is now rank 10, but, fortunately, most of the entries are zero. Even so, the result is complex and unwieldy and is not reproduced here.
Of course, in most cases, neither (0) nor the point samples f(x) are well defined, as the fluctuations in point samples of the most interesting GSPs (i.e., white noise, power-law, and CDM spectra) are unbounded. We can avoid this unfortunate behavior by following Bardeen et al. (1986) and filtering the field before sampling it. With an appropriate filter, the field is well defined at points and the formulae above are sufficient. Alternatively, we can constrain the field not at a point, but with a window function, L, of finite width near the point x i . That is, we impose the constraint that D f (c) jL E = l. Now, the variance LL is the well-known rms fluctuation in the measured value of L, i.e.,
and the constrained, sampled field is given by 
The corrections, C i , are a simple set of integrals which may be tabulated. Assuming translational symmetry of the W i , as in equation (20),
Finally, we may constrain the field so that as the constraint window L is moved over the field f (c) , it encounters a local maximum of amplitude l at the origin. In other words, in addition to the constraint on (41), and
The sampled, constrained field is given by 
Numerical tests
The formalism presented above for constructing constrained fields is exact. Equation (33) is not an approximation. In principle, it is not necessary to verify it numerically, except to ensure that there are no coding errors in the numerical implementation. Nevertheless, we proceed here to reproduce some of the numerical tests in Bertschinger (1987) , and Hoffman & Ribak (1992) . Figure 4 shows an instance of a Gaussian process with power spectrum given by P(k) = (k + 0:5) ?1 exp((k=20) 2 ) (cf. Bertschinger (1987) ), sampled on the interval [-2, 2]. The field has typical fluctuations: 0 = (0) 1=2 = 1:05. Constrained fields, obtained by applying equations (37) and (38) to the unconstrained field, with x 0 = 0 and l 0 = 3 0 , are also shown.
Away from the origin, the constrained fields quickly approach the unconstrained field. Figure 5 shows the same data as Figure 4 , but on a smaller scale in the neighborhood of the constraint. In addition, the 1 curves are shown. Very close to the origin, the field constrained to have zero derivative has a much smaller variance about its mean. Beyond the correlation length, however, the field with its derivative constrained differs insignificantly from the field with only its value constrained. The figure also illustrates the fact a field whose value is constrained at x 0 is very likely to have a peak of magnitude slightly higher than l 0 within a correlation length of x 0 . This means that the extra effort involved in constraining the derivative of the field may not be necessary if one is only interested in studying a few typical peaks, and the precise amplitude and location of the peaks is not crucial.
In order to demonstrate that the method applies equally well to three-dimensional data, Figure 
Summary
Two problems related to constructing initial conditions for N-body simulation have been solved. The first allows one to sample a Gaussian stochastic process at arbitrary points, with arbitrary window functions. The window functions need not be on a cubic lattice, and they need not be of uniform size and shape. In order to run efficiently, the method uses a generalization of tree-code techniques that are in common use for evaluation of forces in N-body experiments.
The second problem is that of constructing constrained realizations of Gaussian stochastic processes. The solution here follows from a careful analysis of the probability distribution associated with constrained Gaussian processes. A constrained realization with precisely the correct statistics may be derived from an unconstrained realization by a simple, one-step filtering procedure. This method is independent of the method used to generate the unconstrained field, i.e., the unconstrained realization may be produced by the methods outlined in x 3, or by FFT based methods. Any number of constraints may be applied, and they may constrain the values of the field, its derivatives, and integrals or the value of any other linear operator acting on the field. In order to be well defined, the constraints themselves must have finite rms fluctuations when applied to the unconstrained field, and it must be possible to invert the covariance matrix associated with the constraints. In practice, this is just a low-rank matrix whose entries are integrals over the power spectrum. The total work involved in constructing a constrained field from an unconstrained one amounts to only a few floating-point operations per field value.
Ben Bromley provided useful comments on an early draft of this paper. Table 2 shows the notational conventions used in this paper and those in Bertschinger (1987) and Hoffman & Ribak (1992) . In some cases the correspondence may not be exact, or the same symbol may take on multiple meanings that are implied by context. Nevertheless, it is hoped that this "Rosetta stone" will help readers compare the results from the three papers.
A. Notational conventions
B. Mean and covariance of constrained GSPs
The fact that a constrained GSP is also a GSP with mean and covariance given by equations (30) and (31) may be verified by considering the definition of the conditional probability density for samples of the constrained field. Let X be the measurement vector consisting of both "true" measurements, W, together with the constraints, L. Then according to the usual definition of conditional probability, the probability of measuring W under the condition that L is constrained to take on the values l, is given by:
Since the unconstrained field is Gaussian, the distributions in both numerator and denominator on the right-hand side of equation (B1) are given by equation (11). It is now an exercise in linear algebra to manipulate the right-hand side of equation (B1) so that, in its entirety, it takes the form of equation (11) 
Using the above, the quadratic form that appears in "action" of P(X = x) may be rewritten 
The following identity may also be verified by inspection: 
Combining equations (B5) and (B8) it is a simple matter to transform the right-hand side of equation (B1) into a Gaussian probability density with mean W (c) and covariance W W (c) Furthermore, W (c) and W W (c) are related to (c) (equation (30)) and (c) (equation (31)) exactly as in equations (9) and (10).
Therefore, the GSP defined by equations (30) and (31) Table 1 : Parameters for the Shells in the Hierarchically Sampled Data Set Used to Test the Method. R max is the maximum size of the given shell. M is the mean particle mass, r nn is the nearest-neighbor interparticle separation for particles in the shell, and r w is the radius of the window function W i used for those particles.
In all cases, the window functions were spherical top-hat functions normalized so they recover 
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