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Randomized singular value decomposition
A B S T R A C T
In this work we address regularization parameter estimation for ill-posed linear inverse problems with an 𝓁2
penalty. Regularization parameter selection is of utmost importance for all of inverse problems and estimating
it generally relies on the experience of the practitioner. For regularization with an 𝓁2 penalty there exist a
lot of parameter selection methods that exploit the fact that the solution and the residual can be written in
explicit form. Parameter selection methods are functionals that depend on the regularization parameter where
the minimizer is the desired regularization parameter that should lead to a good solution. Evaluation of these
parameter selection methods still requires solving the inverse problem multiple times. Efficient evaluation
of the parameter selection methods can be done through model order reduction. Two popular model order
reduction techniques are Lanczos based methods (a Krylov subspace method) and the Randomized Singular
Value Decomposition (RSVD). In this work we compare the two approaches. We derive error bounds for the
parameter selection methods using the RSVD. We compare the performance of the Lanczos process versus the
performance of RSVD for efficient parameter selection. The RSVD algorithm we use is based on the Adaptive
Randomized Range Finder algorithm which allows for easy determination of the dimension of the reduced
order model. Some parameter selection also require the evaluation of the trace of a large matrix. We compare
the use of a randomized trace estimator versus the use of the Ritz values from the Lanczos process. The
examples we use for our experiments are two model problems from geosciences.
1. Introduction
Inverse problems are ubiquitous in the earth-sciences with appli-
cations ranging from seismology to seismic exploration. Often, these
inverse problems are ill-posed, meaning that a unique, stable solu-
tion does not exist. Regularization is needed to render the problem
well-posed. In this paper we discuss finite-dimensional, linear inverse
problems which can be posed as
min
𝐦
‖𝐺𝐦 − 𝐝‖22 + 𝜆‖𝐿𝐦‖
2
2, (1)
where 𝐺 ∈ R𝑚×𝑛 is the forward operator ; 𝐝 ∈ R𝑚 denotes the data;
𝐦 ∈ R𝑛 are the parameters of interest; 𝐿 ∈ R𝑝×𝑛 is the regularization
operator and 𝜆 ∈ R+ is the regularization parameter. The regulariza-
tion operator incorporates the prior information needed to make the
problem uniquely solvable. Without loss of generality, we assume that
𝐿 = 𝐼 , as every problem of the form (1) can be transformed to this
form (Hansen, 2013). The regularization parameter balances the prior
information and information from the data. The solution can be written
in closed form, given by
?̂?𝜆 = 𝐺𝜆𝐝, (2)
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with
𝐺𝜆 = (𝐺𝑇𝐺 + 𝜆𝐼)−1𝐺𝑇 . (3)
Although this expression is convenient for derivations, in practice it
is usually not feasible to form the matrix 𝐺𝜆 explicitly. Therefore, the
solution ?̂?𝜆 is usually approximated using an iterative solver. A major
issue in solving (1) is the selection of the regularization parameter 𝜆.
Methods for selecting the regularization parameter are called parameter
selection methods. A complete overview and comparison of parameter
selection methods is given in Bauer and Lukas (2011). Parameter selec-
tion methods, generally, rely on repeatedly solving (1) and selecting the
value of 𝜆 that satisfies some auxiliary criteria. These criteria usually
involve minimizing a functional 𝑉 (𝜆) whose evaluation involves the
solution of (1). This yields a 𝜆,
𝜆 = arg min
𝜆
𝑉 (𝜆). (4)
Solving the inverse problem even once is costly and therefore, finding
the optimal parameter 𝜆 is computationally intensive. In order to
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overcome this computational drawback, various methods for approx-
imating 𝑉 (𝜆) have been proposed.
1.1. Approach
The general approach is to approximate 𝑉 (𝜆) in such a way that
it is cheaper to evaluate and thus allows for efficient estimation of 𝜆.
Evaluating 𝑉 involves two main tasks; evaluating a weighted norm of
a given vector
𝐮𝑇 𝑓𝜆(𝐴)𝐮, (5)






Here 𝐴 is a positive semi-definite matrix which is either 𝐺𝑇𝐺 or 𝐺𝐺𝑇
and 𝐮 = 𝐝 or 𝐮 = 𝐺𝑇 𝐝. 𝐺 ∈ R𝑚×𝑛 and for notational simplicity we write
𝐴 ∈ R𝑑×𝑑 , where 𝑑 is either 𝑚 or 𝑛. An obvious approach is to replace
𝐺 by a low-rank approximation 𝐺𝑘 and use this to approximate (5) and
(6). An important aspect is the approximation error, its influence on
the approximation of 𝑉 and ultimately on the estimated 𝜆. For most
applications, it is not feasible to explicitly form a (truncated) Singular
Value Decomposition (SVD) of 𝐺, so we will need to approximate
the truncated SVD in order to obtain a reduced order model 𝐺𝑘.
Traditionally, Krylov subspace method have been very popular for this
purpose (Kilmer and O’Leary, 2001). These methods can be used to
find upper and lower bounds for (5) as well (Golub and von Matt,
1995, 1997). Recently, randomized techniques have gained popularity.
The Randomized Singular Value Decomposition (RSVD) was used for
defining the reduced forward operator 𝐺𝑘 (Wei et al., 2016; Xiang and
Zou, 2013, 2015). The trace (6) can be estimated using randomized
trace estimation (Hutchinson, 1990; Ubaru et al., 2017).
1.2. Contributions and outline
In this paper we compare the use of Krylov based subspace methods
versus the use of RSVD for solving discrete inverse problems, specifi-
cally with regard to selecting the regularization parameter. We briefly
present some parameter selection methods and review the Lanczos
process and the RSVD and cite the relevant literature. For the Lanczos
process we focus on the fact that we can obtain lower and upper
bounds for the parameter selection methods. We provide error bounds
for the parameter selection methods when approximated using the
TSVD and the RSVD. We also discuss the use of Hutchinson’s trace
estimator for the parameter selection methods. We present a theorem
that provides probabilistic bounds for the trace estimation combined
with a low dimensional approximation with the Lanczos process, based
on the work by Ubaru et al. (2017). We also show that obtaining guar-
antees for the accuracy of the trace estimator is too computationally
expensive. We compare the randomized trace estimator to estimating
the trace using the Ritz values obtained from the Lanczos process or
the RSVD. In our numerical examples we present two examples from
geosciences. The first example is a severely ill-posed problem and the
second is a mildly ill-posed underdetermined problem. We discuss the
performance of the Lanczos process and an adaptive RSVD algorithm
for parameter selection and discuss the performance of the randomized
trace estimator and the Lanczos/RSVD based trace estimator.
The paper is organized as follows. In Section 2 we review the
necessary theory on parameter selection methods and the Lanczos
process and the RSVD. In Section 3 we show template algorithms to
obtain a lower dimensional approximation for two parameter selection
methods. In Section 4 we discuss the performance of the algorithms for






























)−4 𝐺𝑇 𝐝 No
2. Theory
2.1. Parameter selection methods
In this section we review the parameter selection methods that
we use in this work. Among the parameter selection methods there
is an important distinction to be made: methods that require knowl-
edge about the noise level in the data and/or the underlying model
and methods that do not. Methods that do not require any knowl-
edge on the model and/or the noise level on the data are sometimes
called heuristic methods. We consider a standard deterministic ap-
proach, for a Bayesian approach to solving linear inverse problems see,
e.g. Zunino and Mosegaard (2019), Neupauer and Borchers (2001) and
Mejer Hansen and Mosegaard (2008). The main method we cover that
requires knowledge on the noise level is the Discrepancy Principle (DP).
We use a stochastic Gaussian noise model of the form
𝐝 = 𝐝true + 𝝃, (7)
where 𝝃 ∼  (0, 𝛿2𝐼) is uncorrelated Gaussian noise with mean zero and
variance 𝛿2 and 𝐝true is defined as 𝐝true ∶= 𝐺𝐦, i.e., the true noiseless
data. The methods we cover that do not require any knowledge on
the noise level or the model are Generalized Cross Validation (GCV),
Reginska’s rule and the Quasi Optimality Criterion (QO). An overview
of the functionals 𝑉 corresponding to each method is shown in Table 1.
In order the express these in terms of the weighted norm (5) and




)−2 𝐺𝑇 𝐝, (8)
and




A derivation of these identities is included in appendix (Appendix A).
Below, we briefly discuss each method in detail.
2.1.1. Reginska’s rule
Reginska’s rule (Reginska, 1996) is a variant of the well-known L-
curve (Hansen, 1992). We choose to use Reginska’s rule because it








It has been proven in Reginska (1996) that if the L-curve has maximal
curvature at 𝜆 and has a tangent with slope 𝛼, then 𝑉𝑅𝑅(𝛼) has a
minimizer at 𝜆. In practice, 𝛼 is generally chosen to be 1.
2.1.2. Generalized cross validation
Generalized Cross Validation (GCV) was first introduced by Golub
et al. (1979) as a method for choosing the regularization parameter
and is an alternative to UPRE (Section 2.4) when the noise level is not
known. It is important to note that although the noise level need not
be known, there is an underlying assumption of a white Gaussian noise
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The idea behind GCV is that it tries to estimate 𝜆 in such a way that
the data is explained well, while preventing overfitting. It is known the
GCV has desirable statistical properties, but that it deals poorly with
correlated noise. It also tends to undersmooth solutions. For further
issues we refer the reader to Golub et al. (1979), Hansen (1992), Wahba
(1990), Varah (1983) and Hansen (2010). There exist a few variants of
the GCV that are in a sense weighted forms of the GCV and overcome
some of the drawbacks of the GCV. All variants have been shown to
be more stable than the GCV (Chung et al., 2008; Lukas, 2006, 2008)
in the sense that they emphasize the generally flat minimum of the
GCV by making it more pronounced. The Unbiased Predictive Risk
Estimator (UPRE) (Vogel, 2002), also known as Mallow’s 𝐶𝑝 (Mallows,
1973), is based on the predictive risk. It is in a sense the predecessor of
the GCV, as the GCV was developed as a noise-free alternative to the
UPRE (Wahba, 1990).
2.1.3. The Discrepancy Principle
The Discrepancy Principle is an easy to use method that was first in-
troduced by Morozov (1984a). The optimal 𝜆 found by the Discrepancy




)−2 𝐝 = 𝜂𝛿2𝑚,
where 𝜂 ≥ 1 is a user-defined constant. The parameter 𝜂 is introduced to







)−2 𝐝 − 𝜂𝛿2𝑚
)2
.
It is known that the Discrepancy Principle generally tends to over-
smooth the solution (Hansen and O’Leary, 1993), i.e. the value for 𝜆
is too large. Another drawback is that the estimate of the noise level
has to be accurate, and that small errors in the estimate can lead to
large deviations in the solution (Hansen, 1998).
2.1.4. Quasi-optimality criterion
The quasi-optimality criterion is one of the first heuristic param-
eter choice criteria (Bakushinskii, 1981; Leonov, 1978, 1991; Moro-





)−4 𝐺𝑇 𝐝. (12)
For a derivation of this expression we refer the reader to Engl et al.
(1996).
2.2. Model order reduction and trace estimation
In this section we review various methods for approximation quan-
tities of the form
𝑊 (𝐴) = 𝐰𝑇 𝑓𝜆(𝐴)𝐰,
and





where 𝑓𝜆(𝑥) = (𝑥 + 𝜆)−𝑝, 𝑝 ∈ N and 𝐴 ∈ R𝑑×𝑑 is a symmetric
positive semi-definite (SPSD) matrix. We define a matrix function in the
conventional sense. Given the eigenvalue decomposition 𝐴 = 𝑄𝛬𝑄𝑇 ,
the function is defined as 𝑄𝑓𝜆(𝛬)𝑄𝑇 , where 𝑓𝜆(𝛬) is a diagonal matrix
with 𝑓𝜆(𝜆𝑖) as its entries.
2.2.1. Truncated SVD
In this section we provide bounds for the parameter selection rules
based on the Truncated SVD (Hansen, 1987). They will be the basis
for the error bounds derived for the RSVD which will be presented in
Section 2.3.1.



















𝑖 . Then the relative errors are bounded by
|
|
𝑊 (𝐴) −𝑊 (𝐴𝑘)||
𝑊 (𝐴)



























































































A different bound can be obtained by making the following observation:
𝐰𝑇 𝑓𝜆(𝐴)𝐰 = trace(𝐰𝑇 𝑓𝜆(𝐴)𝐰)
= trace(𝑓𝜆(𝐴)𝐰𝐰𝑇 )
= trace(𝑈𝑓𝜆(𝛴)𝑈𝑇𝐰𝐰𝑇 ).
Now using the fact that 𝐰𝐰𝑇 is a rank 1 matrix with eigenvalue ‖𝐰‖2,
we can use von Neumann’s trace inequality to obtain:
‖𝐰‖2𝑓𝜆(𝜎𝑑 ) ≤ 𝐰𝑇 𝑓𝜆(𝐴)𝐰 ≤ ‖𝐰‖2𝑓𝜆(𝜎1).
Putting both inequalities together we obtain (13). For 𝑇 (𝐴) we get
|
|












It is important to note that the above error estimate depends on 𝜆.
As 𝜆 → 0, 𝑓 ′𝜆 → ∞. However, given a certain 𝜆 > 0, there exists a bound
for the derivative, but it will become large for small 𝜆. This means that
there is an inverse relation between 𝑘 and 𝜆: for large 𝜆 𝑘 can be small,
whereas for small 𝜆, 𝑘 has to be large.
2.2.2. Krylov methods and Gauss quadrature
The approach makes use of the fact that the quantity 𝐰𝑇 𝑓 (𝐴)𝐰 can
be written as an integral with a certain measure, i.e.




where 𝜔 is a piecewise constant measure with discontinuities at the
eigenvalues of 𝐴. A short intuitive explanation of this equality is given









𝑤𝑖𝑓𝜆(𝑥𝑖) + 𝐸𝑘(𝑓𝜆) ∶= 𝐼𝑘(𝑓𝜆) + 𝐸𝑘(𝑓𝜆), (16)
where 𝐼𝑘(𝑓 ) denotes the approximation with 𝑘 nodes and 𝐸𝑘(𝑓 ) the
associated error. The 𝑤𝑖 are the weights and the 𝑥𝑖 are the nodes.
The weights and nodes for the Gauss quadrature rule are chosen such
that the quadrature rule is exact for all polynomials of degree 2𝑘. It
can be shown that the there is no quadrature rule that is exact for all
polynomials of order larger than 2𝑘. A variant, the Gauss–Radau rule,
fixes one node, which means that the Gauss–Radau rule is exact for
polynomials up to degree 2𝑘 − 1. The errors for the 𝑘-point Gauss rule
(𝐸𝑘) and the 𝑘-point Gauss–Radau rule (𝐸𝑘) are given by (Stoer and
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Recall that the parameter selection methods are functions of the form
𝑓𝜆(𝑥) = (𝑥 + 𝜆)−𝑝 where 𝑝 ∈ N, typically, 𝑝 = 1, 2 or 4. The derivatives
for this class of functions are:
𝑓 (2𝑘)𝜆 (𝑥) = (−1)
(2𝑘)𝑞(𝑞 + 1)⋯ (𝑞 + 2𝑘 − 1)(𝑥 + 𝜆)−(𝑞+2𝑘) > 0 (19)
𝑓 (2𝑘−1)𝜆 (𝑥) = (−1)
(2𝑘−1)𝑞(𝑞 + 1)⋯ (𝑞 + 2𝑘 − 2)(𝑥 + 𝜆)−(𝑞+2𝑘−1) < 0 (20)
The nodes and weights for the Gauss quadrature are obtained by the
eigendecomposition of the tridiagonal matrix 𝑇𝑘, which obtained by
Lanczos tridiagonalization with starting vector 𝐰. Let 𝑇𝑘 = 𝑄𝛬𝑄𝑇 ,
then the nodes of the quadrature are given by the eigenvalues and the
weights are given by the first entry of the corresponding eigenvector.
2.3. Evaluating the Gauss and Gauss–Radau rule
Let 𝑇𝑘 be the tridiagonal matrix obtained by the Lanczos process
with starting vector 𝐰. For a general form 𝐰𝑇 𝑓 (𝐴)𝐰 the 𝑘-point Gauss












𝑇 𝑓 (𝛬)𝑄𝐞1 (22)
= ‖𝐰‖2𝐞𝑇1 𝑓 (𝑇𝑘)𝐞1. (23)
The functions that have to be evaluated are either functions of the
form 𝐰𝑇𝐺(𝐺𝑇𝐺 + 𝜆𝐼)−𝑝𝐺𝑇𝐰 or 𝐰𝑇 (𝐺𝐺𝑇 + 𝜆𝐼)−𝑝𝐰. For functions of
the form 𝐰𝑇 (𝐺𝐺𝑇 + 𝜆𝐼)−𝑝𝐰 the matrix 𝑇𝑘 is obtained by using the
Lanczos bidiagonalization process with starting vector 𝐛. Let 𝐵𝑘 denote
the lower bidiagonal matrix obtained by the Lanczos bidiagonalization
algorithm and let ?̄?𝑘 be 𝐵𝑘 with its last column removed. Then the
Gauss and Gauss–Radau are obtained by (Calvetti et al., 1999):
𝐼𝑘(𝑓 ) = ‖𝐰‖2𝐞𝑇1 𝑓 (𝐵𝑘𝐵
𝑇
𝑘 )𝐞1, (24)
𝐼𝑘(𝑓 ) = ‖𝐰‖2𝐞𝑇1 𝑓 (𝐵𝑘−1𝐵
𝑇
𝑘−1)𝐞1. (25)
For functions of the form 𝐰𝑇𝐺(𝐺𝑇𝐺+ 𝜆𝐼)−𝑝𝐺𝑇𝐰 the matrix 𝑇𝑘 can still
be obtained by the Lanczos lower bidiagonalization process, however,
it has to be slightly modified. Let 𝐵𝑘 be the lower bidiagonal matrix
obtained by the Lanczos bidiagonalization process. Let 𝐵𝑘 = 𝑄𝐵𝑘 be
the QR decomposition of 𝐵𝑘. Then the Gauss and Gauss–Radau rules
are obtained by (Calvetti et al., 1999):
𝐼𝑘(𝑓 ) = ‖𝐰‖2𝐞𝑇1 𝑓 (𝐵𝑘𝐵
𝑇
𝑘 )𝐞1, (26)
𝐼𝑘(𝑓 ) = ‖𝐰‖2𝐞𝑇1 𝑓 (𝐵𝑘−1𝐵
𝑇
𝑘−1)𝐞1. (27)
The QR decomposition can be carried out in (𝑘) steps. Alternatively,
the matrix 𝑇𝑘 = 𝐵𝑘𝐵𝑇𝑘 for the Gauss and Gauss–Radau rule for functions
of the form 𝐰𝑇𝐺(𝐺𝑇𝐺 + 𝜆𝐼)−𝑝𝐺𝑇𝐰 may be obtained by the Lanczos
upper bidiagonalization algorithm (Golub and von Matt, 1997).
2.3.1. Randomized SVD
In this section we present the algorithms that are used to compute
the RSVD. Moreover, we provide error bounds for the parameter se-
lection methods. Although the RSVD algorithm has been used before
for the purpose of solving discrete ill-posed problems, see e.g. Xiang
and Zou (2013, 2015) and Vatankhah et al. (2018), the algorithms pre-
sented there are fixed rank algorithms in the sense that they return an
RSVD given an a-priori target rank. Here, we use an two-step algorithm
from Halko et al. (2011) which similar to the Lanczos algorithm is iter-
ative in nature. The first step is to extract a good approximation to the
range of 𝐺, which is done iteratively. The second step is to extract the
RSVD. The first step of the algorithm, called the Adaptive Randomized
Range Finder (Halko et al., 2011, algorithm 4.2), is presented in 1.
The second step is shown in 2. We show the RSVD algorithm, taken
from Halko et al. (2011), in Algorithm 2. We now present the error
bounds for the parameter selection methods for the RSVD.
Algorithm 1 Randomized Range Finder (Algorithm 4.2 from Halko
et al., 2011)
Require: General matrix 𝐺 ∈ R𝑚×𝑛, tolerance 𝜖 and an integer 𝑟.
Ensure: Matrix 𝑄𝑘 s.t. ‖𝐺−𝑄𝑘𝑄𝑇𝑘𝐺‖ < 𝜖 holds with probability at least
1 − min{𝑚, 𝑛}10−𝑟.
1: Draw a standard normally distributed matrix 𝛺 ∈ R𝑛×𝑟.
2: Compute 𝑌 = 𝐺𝛺.








5: j = j+1.
6: 𝐲(𝑗) = 𝐲(𝑗) −𝑄𝑗−1𝑄𝑇𝑗−1𝐲
(𝑗).












11: Orthogonalize 𝐲(𝑗+1),… , 𝐲(𝑗+𝑟−1) against 𝐪(𝑗).
12: end while
Algorithm 2 RSVD algorithm (Algorithm 5.1 from Halko et al., 2011)
Require: General matrix 𝐺 ∈ R𝑚×𝑛, tolerance 𝜖 and an integer 𝑟.
Ensure: 𝐺 ≈ 𝑈𝑘𝛴𝑙𝑉 𝑇𝑘 , 𝑈 and 𝑉 are orthonormal and 𝛴𝑘 diagonal.
1: Compute 𝑄𝑘 using algorithm 1.
2: Compute 𝐵 = 𝑄𝑇𝑘𝐺.
3: Compute the SVD of 𝐵: 𝐵 = 𝑈𝑘𝛴𝑘𝑉 𝑇𝑘 .
4: Compute 𝑈 = 𝑄𝑘𝑈 .
Theorem 2 (Adapted from Halko et al., 2011, Corollary 10.9). Let









where (𝜎2𝑖 ,𝐮𝑖) denotes an eigenpair of 𝐴. Let 𝐴𝑘 = 𝑈𝑘𝛴𝑘𝑉
𝑇





be the RSVD of 𝐴 given by Algorithm 2. Then the relative
errors are bounded by
|
|


















with failure probability at most 6𝑝−𝑝,
|
|



















Proof. The proof is similar to the proof of Theorem 1xcept that the
errors between 𝐴 and 𝐴𝑘 are now determined by the RSVD algorithm.
The error bound is directly taken from Halko et al. (2011, Corollary
10.9). □
Note that the RSVD in this theorem is the RSVD of 𝐴, which is either
𝐺𝐺𝑇 or 𝐺𝑇𝐺. In practice we use the RSVD of 𝐺.
2.3.2. Randomized trace estimation
In this section we discuss estimating the trace. The trace of a
symmetric positive definite matrix 𝐴 can be estimated by a randomiza-
tion approach, using Hutchinson’s trace estimator (Hutchinson, 1990),
given by:
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This estimator is an unbiased estimator for the trace (Golub and von
Matt, 1995, theorem 1). The entries of the vector 𝐯𝑖 are chosen accord-
ing to a uniform distribution on the interval [0, 1]. Let 𝑡𝑖 denote the 𝑖th
number drawn from this distribution, then the entries of 𝐯 are given by
𝑣𝑖 =
{
+1 if 𝑡𝑖 ≥ 1∕2
−1 if 𝑡𝑖 < 1∕2
(31)
The vectors 𝐯 drawn from the distribution (31) are referred to as
Rademacher vectors. For a matrix function, we can estimate its trace
by the quantity 𝐯𝑇 𝑓𝜆(𝐴)𝐯. To increase the accuracy of the estimator,
the trace can be estimated by 𝑉 𝑇𝑁 𝑓𝜆(𝐴)𝑉𝑁 , where 𝑉𝑁 is a matrix with
𝑁 columns and each column is of the form (31). We cannot bound
the trace exactly, but there exist probabilistic bounds for the trace
estimator. In Ubaru et al. (2017) a probabilistic bound for combined
randomized trace estimation and model order reduction through Krylov
subspaces is presented. The authors present an a priori bound for the
combined randomized trace estimator and Gauss quadrature. In our
case, we have to rely on an a priori bound for the randomized trace
estimator. However, the accuracy of the Gauss quadrature to the trace
estimator is estimated a posteriori based on how close the lower and
upper bound are. We state a theorem similar to theorem 4.1 in Ubaru
et al. (2017). Our approximation is either the upper or the lower bound




𝑇 (𝐴) − 𝑇𝑁 (𝐴𝑘)|| ≤ ||𝑇 (𝐴) − 𝑇𝑁 (𝐴)|| + ||𝑇𝑁 (𝐴) − 𝑇𝑁 (𝐴𝑘)|| .
The first term concerns the accuracy of the trace estimator itself. The
second term is approximated using the lower and upper bounds by
using the Lanczos process. For the first term there exist standard prob-
abilistic bounds, (Ubaru et al., 2017; Hutchinson, 1990). The second
term is bounded in Ubaru et al. (2017) for general functions using a
different error bound for the Gauss quadrature. Here, we present an a
posteriori bound based on the lower and upper bounds. We have
|
|
𝑇𝑁 (𝐴) − 𝑇𝑁 (𝐴𝑘)|| ≤ ||𝐼𝑘 − 𝐼𝑘|| .
To obtain a useful bound we now require
|
|




Using the fact that 𝑓𝜆(𝑥) = (𝑥 + 𝜆)−𝑝 , 𝑝 > 0, we require
|
|







This leads to the following theorem.
Theorem 3 (Adapted from Ubaru et al., 2017). Choose 𝑁 ≥ (24∕𝜖2)
log(2∕𝜂) number of starting Rademacher vectors. Carry out 𝑘 iterations of
the Lanczos process such that
|
|



















≥ 1 − 𝜂. (32)
Of course, 𝜎1 is not available. However, we can estimate 𝜎1 using the
first Ritz value 𝜃1. Unfortunately though, there is no estimate available
for the quantity |
|
𝜎1 − 𝜃1|| that does not depend on the singular values
of 𝐴. By standard convergence theory for the Lanczos process, we do
know that the largest Ritz value converges to the largest singular value
first. Therefore, we expect the approximation to be quite accurate and
use 𝜃1 instead of 𝜎1 to calculate the error bound. It should be noted,
however, that a theorem of this form is not particularly useful for this
application. In the limit, i.e. 𝜖, 𝜂 → 1, we have 𝑁 ≳ 16 already, which
can be prohibitively expensive. Preferably, we would like to use very
few random vectors. We will investigate the impact of increasing 𝑁
for small 𝑁 (roughly 1–10) in our numerical experiments. It has been
reported before in Bai et al. (1996) that 𝑁 = 1 has the optimal trade-
off between computational complexity and accuracy. In our numerical
experiments we investigate the influence of increasing 𝑁 for small 𝑁 .
2.3.3. Obtaining the solution
It is important be able to evaluate the parameter selection methods
quickly in order to obtain a suitable 𝜆. However, we are ultimately in-
terested in the solution to the problem and the question arises whether
we can obtain the solution to the problem quickly using the reduced
order model for the parameter selection method. For the RSVD this
is trivial: we simply use the RSVD we have also used to evaluate the
parameter selection method. For the Lanczos process we do the same
thing. Theorem 3.1 from Kilmer and O’Leary (2001) shows that the so-
lution obtained from Lanczos process for the norm of the solution is the
same as the solution from Conjugate Gradient applied to (𝐺𝑇𝐺+𝜆𝐼)𝐦 =
𝐺𝑇 𝐝. This can be obtained easily from the 𝐵𝑘 obtained from evaluating
the norm of the residual. Hence, for every parameter selection method
we can easily obtain a solution to the problem with an estimate for 𝜆.
2.4. Computational costs
We compare the computational costs for Lanczos bidiagonaliza-
tion to the presented RSVD algorithm in terms of FLOPs. We start
with Lanczos bidiagonalization. The costs for the standard Lanczos
bidiagonalization algorithm for a matrix 𝐺 ∈ R𝑚×𝑛 are
𝑘nnz(𝐴)(𝑚 + 𝑛) + 5(𝑚 + 𝑛), (33)
where the first term is for the matrix–vector multiplication and the
second term is for various subtractions, divisions and taking the norm of
vectors. It should be noted that the Lanczos bidiagonalization algorithm
is known to be unstable, i.e. the orthogonal bases lose orthogonality,
and may require reorthogonalization (Golub and Van Loan, 2013). It
has been shown that a loss of orthogonalization has a strong influence
on the estimated eigenvalues, but the effect on the solution of a linear
system is small (Hansen, 1998, page 158). The costs for Algorithm 1
are reported in Halko et al. (2011), section 6.2, and are
𝑘𝑚𝑅 + 𝑘nnz(𝐴)𝑛 + 𝑘2𝑚, (34)
where the first term is the cost for generating 𝛺, the second term
is the cost of matrix–vector multiplication and the third term is the
cost for the orthogonalization of 𝑄, in this case done by the Gram–
Schmidt algorithm. If, for numerical stability, we use Householder
reflectors, this cost would increase to roughly 2𝑘2𝑚 − 23𝑘
3 (Golub and
Van Loan, 2013, section 5.2.2). The costs for extracting the SVD are
(𝑚𝑘2) with the addition of 2𝑚𝑛𝑘 FLOPs for the multiplications with 𝑄.
The big advantage of the RSVD is the possibility to easily parallelize
the computation and the fact that only one pass over the data is
needed. The ability to parallelize makes that, although the amount of
matrix–vector multiplications may be similar, the RSVD algorithm is
faster in terms of computational time. When access to the matrix 𝐴 is
prohibitively expensive the RSVD is certainly the desired option. For an
in depth discussion on this topic see Halko et al. (2011), section 6.2.
3. Algorithms
In this section we show a blueprint for an algorithm based on
either Lanczos quadrature or the RSVD for selecting the regularization
parameter. We wish to make some small clarifying notes. We use the
sampling for 𝜆 in order to be able to detect if there is a minimizer
and to easily check how close the upper and lower bounds are. If
we find a minimizer where the upper and lower bounds are not close
enough, we resample around the minimizer. We always check whether
the minimizer is not at the boundary of the sampled 𝜆. In this case we
simply resample again. Minimizing only the upper bound halves the
amount of evaluations we have to do for the sampled 𝜆. Evaluating for
a given 𝜆 is cheap, as it involves solving systems involving 𝐵𝑘.
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Fig. 1. Setup for the gravity problem. Figure is taken from Hansen (2010).
Fig. 2. Singular values of the matrix 𝐺 for the gravity problem where 𝑚 = 𝑛 = 1000.
Table 2
Comparison of quadrature bounds versus the RSVD for 𝜖 = 10−1. 𝑚 = 𝑛 = 1000. Results








GCV 1.3 ⋅ 10−2 ± 1.2 ⋅ 10−2 11.9 ± 1 1.1 ⋅ 10−2 ± 1.2 ⋅ 10−2 15
Reginska 2.4 ⋅ 10−3 ± 2.5 ⋅ 10−3 9.5 ± 0.7 4.0 ⋅ 10−4 ± 9.0 ⋅ 10−5 15
QO 8.3 ⋅ 10−3 ± 8.8 ⋅ 10−3 9 ± 0 8.5 ⋅ 10−3 ± 5.1 ⋅ 10−3 15
DP 6.1 ⋅ 10−4 ± 1.6 ⋅ 10−3 7.5 ± 1 1.4 ⋅ 10−2 ± 1.3 ⋅ 10−2 15
Table 3
Comparison of quadrature bounds versus the RSVD for 𝜖 = 10−2. 𝑚 = 𝑛 = 1000. Results








GCV 1.2 ⋅ 10−3 ± 1.1 ⋅ 10−3 14.2 ± 1.4 1.3 ⋅ 10−3 ± 1.8 ⋅ 10−3 18
Reginska 9.5 ⋅ 10−4 ± 1.4 ⋅ 10−3 9.5 ± 0.5 1.6 ⋅ 10−5 ± 1.1 ⋅ 10−5 18
QO 1.1 ⋅ 10−3 ± 2.2 ⋅ 10−3 9.6 ± 0.5 3.2 ⋅ 10−5 ± 1.7 ⋅ 10−5 18
DP 7.5 ⋅ 10−6 ± 1.4 ⋅ 10−5 8.4 ± 1 1.6 ⋅ 10−4 ± 4.7 ⋅ 10−5 18
4. Numerical experiments
4.1. Gravity surveying
We consider the classical example of gravity surveying, see e.g.
Hansen (2010). Let 𝑚(𝑡) be the gravity field at location 𝑡 and 𝑑(𝑠) be
the measured force at the surface at location 𝑠. Let ℎ denote the depth





(ℎ2 + (𝑠 − 𝑡)2)3∕2
𝑚(𝑡)d𝑡.
Algorithm 3 Quadrature bounds for Reginska’s rule.





Ensure: 𝜆𝑈Reginska and 𝜆
𝐿
Reginska with relative error 𝜖.
1: while Not converged do
2: Carry out a step of Lanczos bidiagonalization yielding 𝐵𝑘+1,𝑘 and
𝐵𝑘,𝑘.
3: Compute the matrices 𝐵𝑘,𝑘 and 𝐵𝑘,𝑘−1.
4: Compute the upper bound for the norm of the solution and the
norm of the residual:














5: if upper bound yields a minimizer then
6: Calculate lower bound at the minimizer.
7: if relative error is smaller then 𝜖 then








9: if |ubReginska(𝜆𝑈Reginska) − lbReginska(𝜆
𝑈
Reginska)| <
𝜖 and |𝜆𝑈Reginska − 𝜆
𝐿




13: Resample 𝜆 around the minimizer.
14: end if
15: end if
16: 𝑘 → 𝑘 + 1.
17: end while
Table 4
Comparison of quadrature bounds versus the RSVD for 𝜖 = 10−3. 𝑚 = 𝑛 = 1000. Results








GCV 2.5 ⋅ 10−4 ± 2.1 ⋅ 10−4 15.5 ± 1.7 7.8 ⋅ 10−4 ± 2.4 ⋅ 10−3 21
Reginska 2.4 ⋅ 10−5 ± 2.5 ⋅ 10−5 10 ± 0 6.4 ⋅ 10−7 ± 7.9 ⋅ 10−7 21
QO 9.0 ⋅ 10−5 ± 1.2 ⋅ 10−4 9.9 ± 0.7 3.1 ⋅ 10−5 ± 1.9 ⋅ 10−5 21
DP 2.5 ⋅ 10−8 ± 1.8 ⋅ 10−7 9.9 ± 0.6 4.3 ⋅ 10−5 ± 5.3 ⋅ 10−5 21
The problem is to retrieve 𝑚(𝑡) from measurements 𝑑(𝑠). We show the
setup in Fig. 1. Because this is a Fredholm integral operator of the
first kind, the problem of retrieving 𝑚(𝑡) is ill-posed. Specifically, the
gravity surveying problem is severely ill-posed due to the severe decay
of the singular values, as can be observed from Fig. 2. We regularize
the problem using standard form Tikhonov regularization. We show the
approximation error and dimension of the lower dimensional space for
𝜖 = 10−1, 10−2 and 10−3 in Tables 2, 3 and 4 respectively. Because we
use a probabilistic measure to check for convergence the size of 𝑄𝑘 may
vary with different realizations.
In Fig. 3 we show the performance of the randomized trace esti-
mator for varying 𝑁 , where we have averaged over 10 realizations of
the random vectors 𝐮. We show the average of the 10 realizations and
the dotted lines indicate one standard deviation. It is clear that with
increasing 𝑁 we obtain a better approximation on average. Moreover,
the standard deviation drastically decreases. However, twenty random
vectors is generally too computationally expensive and with regard to
Theorem 3, does not give us any strong guarantees on how close it
will be to the true trace. In Fig. 4 we show the trace estimator using
the Ritz values. The accuracy of the trace estimator using the Ritz
values rapidly increases as 𝑘 increases. For large values of 𝜆 the trace is
Computers and Geosciences 137 (2020) 104427
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Fig. 3. Randomized trace estimator for increasing 𝑁 for the gravity problem. We show the average for 10 random realizations and the dotted line are plus minus one standard
deviation.
Algorithm 4 Quadrature bounds for GCV with randomized trace
estimator.






Ensure: 𝜆𝑈GCV and 𝜆
𝐿
GCV with relative error 𝜖.
1: while Not converged do
2: Carry out a step of Lanczos bidiagonalization for starting vectors
𝐛, 𝐮1,… ,𝐮𝑘 yielding 𝐵𝑘+1,𝑘 and 𝐵𝑘,𝑘 for every starting vector.
3: Sample 𝜆. We choose 10 values on a log scale between 𝜆min and
𝜆max.
4: Compute the lower and upper bound for the norm of the residual















5: if upper bound yields a minimizer then
6: Calculate lower bound at the minimizer.
7: if relative error is smaller then 𝜖 then

















13: Resample 𝜆 around the minimizer.
14: end if
15: end if
16: 𝑘 → 𝑘 + 1.
17: end while
well approximated early, but for small 𝜆 we need more iterations. It is
important to note that we are interested in approximating the trace well
around the optimal 𝜆, which is unlikely to be very small. For 𝑘 = 30 we
have already obtained a near perfect approximation of the trace. The
extra work needed in calculating the Ritz values is small, as we are
computing the SVD of a 𝑘× 𝑘 symmetric tridiagonal matrix. For 𝑘 = 14
we have already obtained a satisfactory approximation of the trace, as
the trace around the optimal 𝜆 is well approximated. This is due to the
fact that the spectrum decays very quickly, as can be seen from Fig. 2.
4.2. Cross-well tomography
We consider classical linear cross-well tomography, an example
taken from the AIR tools package (Hansen and Saxild-Hansen, 2012).
Algorithm 5 Quadrature bounds for GCV with Ritz value based trace
estimator.






Ensure: 𝜆𝑈GCV and 𝜆
𝐿
GCV with relative error 𝜖.
1: while Not converged do
2: Carry out a step of Lanczos bidiagonalization for starting vector
𝐝 yielding 𝐵𝑘+1,𝑘 and 𝐵𝑘,𝑘.
3: Sample 𝜆. We choose 10 values on a log scale between 𝜆min and
𝜆max.






5: Estimate the trace using the Ritz values 𝐵𝑘𝐵𝑇𝑘 = 𝑈𝛩𝑉
𝑇 , 𝛩 =
diag(𝜃1,… , 𝜃𝑘). trace
(








𝑘 ∶= 𝑇 (𝐴𝑘)
6: if upper bound yields a minimizer then
7: Calculate error with upper bound from previous iteration.
8: if relative error is smaller then 𝜖 then






















14: Resample 𝜆 around the minimizer.
15: end if
16: end if
17: 𝑘 → 𝑘 + 1.
18: end while
Algorithm 6 RSVD for any parameter selection method.
Require: Data 𝐝, matrix 𝐺, a tolerance 𝜖 and an integer 𝑟.
Ensure: ?̂? such that the inequality (28) holds.
1: Compute 𝑄𝑘 using the Adaptive Randomized Range Finder
algorithm.
2: Compute the RSVD of 𝑄𝑇𝑘𝐴 = 𝑈𝑘𝛴𝑘𝑉
𝑇
𝑘 . Obtain 𝐴 ≈ 𝐴𝑘 =
𝑄𝑘𝑈𝑘𝛴𝑘𝑉 𝑇𝑘 .
3: Use 𝐴𝑘 to evaluate the parameter selection methods.
We show the setup of the problem in Fig. 5. On the right are the sources
and on the left are the receivers. We show the rays travelling from one
source to all receivers. The data are the traveltimes from source 𝑖 to
Computers and Geosciences 137 (2020) 104427
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Fig. 4. Approximation of the trace using the Ritz values for increasing 𝑘.
Fig. 5. Linear cross-well tomography.
receiver 𝑗 and the goal is to reconstruct the well. We show the data
and the well in Fig. 6.
Typically, for this setup we have far less sources and receivers than
gridpoints. This means that the problem is underdetermined. The well
has a smooth structure, and since the problem is underdetermined,
we use general form Tikhonov regularization where 𝐿 is the discrete
Laplace operator: this enforces a smooth reconstruction. The problem
is mildly ill-posed due to the fact that the singular values decay mildly,
Table 5
Comparison of quadrature bounds versus the RSVD. 𝑚 = 400 and
𝑛 = 2500. Results are averages plus-minus one standard deviation over





GCV 2.4 ⋅ 10−1 ± 1.7 ⋅ 10−1 15 ± 2.5
Reginska 3.1 ⋅ 10−3 ± 6.5 ⋅ 10−3 9.4 ± 0.8
DP 1.4 ⋅ 10−3 ± 7.6 ⋅ 10−4 20.7 ± 4
as can be observed from Fig. 8. For the noise level we use 𝛿 = 10−1.
For the Adaptive Randomized Range Finder we use a modified scheme
based on the RSVD for underdetermined problems from Xiang and Zou
(2015). Instead of using 𝐴𝛺 we use 𝛺𝐴, or equivalently, 𝐴𝑇𝛺, to obtain
the RSVD. For the Adaptive Randomized Range Finder we use the
same parameters as for the gravity problem. Interestingly, the Adaptive
Randomized Range Finder does not converge until we have obtained
the full QR decomposition. We show the true errors ‖𝐺 − 𝑄𝑘𝑄𝑇𝑘𝐺‖𝐹
for all 𝑘 in Fig. 7. The performance of the Lanczos method is shown
in Table 5. The Quasi-Optimality Criterion did not yield a minimizer,
hence we have omitted this rule from the results. Notice that although
the trace estimator seems rather accurate, there is still a considerable
error compared to the optimal 𝜆. This does not mean that the solution
will necessarily be bad though.
We compare the randomized trace estimator versus the approxi-
mation based on the Ritz values for the GCV in Fig. 9. We show the
accuracy of the randomized trace estimator for varying 𝑁 in Fig. 10 and
the approximation of the trace based on the Ritz values for increasing
𝑘 in Fig. 11.
5. Conclusion
In this paper we have compared the use of the Lanczos process
for parameter selection methods versus the use of the RSVD. We have
derived bounds for the parameter selection methods when estimated
using the RSVD. We have presented a theorem that provides proba-
bilistic bounds for trace estimation combined with a low dimensional
approximation obtained by the Lanczos method. This theorem pro-
vides us with certain guarantees in terms of accuracy. However, these
guarantees require too many computations. We have compared the
use of Lanczos quadrature and RSVD for two model problems from
geosciences: gravity surveying and linearized cross-well tomography.
We have also compared the use of Hutchinson’s trace estimator versus
the trace estimator based on the estimates for the singular values from
the Lanczos process and the RSVD. The gravity surveying problem
is severely ill-posed and we have shown that, for this problem, the
Fig. 6. Traveltimes and the well for the tomography problem.
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Fig. 7. ‖𝐺 −𝑄𝑘𝑄𝑇𝑘𝐺‖𝐹 for all 𝑘.
Fig. 8. Singular values of the matrix 𝐺𝐿−1 for the tomography problem.
Lanczos quadrature method and the RSVD yield comparable results.
We have also shown that the trace estimator based on the Ritz val-
ues of the Lanczos process (or the estimated singular values of the
RSVD) outperforms the randomized trace estimator for the GCV. For
the tomography problem, which is a mildly ill-posed underdetermined
problem, we have shown that the RSVD failed to provide a satisfactory
low dimensional approximation to evaluate the parameter selection
methods. The Lanczos quadrature method was able to provide a lower
dimensional approximation. The key difference is that, due to the fact
that we obtain lower and upper bounds for the parameter selection
methods, we obtain a lower dimensional model given the 𝜆 estimated
by the parameter selection method. For the tomography problem this is
a great advantage, because the optimal 𝜆 is quite large. A large 𝜆 allows
for a lower dimensional approximation than a small 𝜆, something which
is reflected by the error bounds for the Lanczos quadrature method, and
the bounds derived by us for the RSVD. For the tomography problem,
we have shown that Hutchinson’s trace estimator gives a far better
approximation of the trace for small 𝑘 than using the estimates obtained
by the Lanczos procedure.
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Appendix A
We give s short derivation of (9). We have
‖𝐺?̂?𝜆 − 𝐝‖ = ‖
(
𝐺(𝐺𝑇𝐺 + 𝜆𝐼)−1𝐺𝑇 − 𝐼
)
𝐝‖. (A.1)
We now use the following relation:
(𝐺𝑇𝐺 + 𝜆𝐼)−1(𝐺𝑇𝐺 + 𝜆𝐼)𝐺𝑇 = 𝐺𝑇 (A.2)
⟺ (𝐺𝑇𝐺 + 𝜆𝐼)−1𝐺𝑇 (𝐺𝐺𝑇 + 𝜆𝐼) = 𝐺𝑇 (A.3)
⟺ (𝐺𝑇𝐺 + 𝜆𝐼)−1𝐺𝑇 = 𝐺𝑇 (𝐺𝐺𝑇 + 𝜆𝐼)−1 (A.4)
Plugging this into (A.1) gives
‖𝐺?̂?𝜆 − 𝐝‖ = ‖
(




(𝐺𝐺𝑇 + 𝜆𝐼)(𝐺𝐺𝑇 + 𝜆𝐼)−1 = 𝐼 (A.6)
⟺ 𝐺𝐺𝑇 (𝐺𝐺𝑇 + 𝜆𝐼)−1 = 𝐼 − 𝜆(𝐺𝐺𝑇 + 𝜆𝐼)−1 (A.7)
Plugging this into (A.5) yields the desired result
‖𝐺?̂?𝜆 − 𝐝‖2 = 𝜆2𝐝𝑇 (𝐺𝐺𝑇 + 𝜆𝐼)−2𝐝. (A.8)
Fig. 9. Comparison of trace estimators for the GCV for 𝑘 = 30. The circles denote the minimizers.
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Fig. 10. Randomized trace estimator for increasing 𝑁 for the tomography problem. We show the average for 10 random realizations and the dotted line are plus minus one
standard deviation.
Fig. 11. Approximation of the trace using the Ritz values for increasing 𝑘.
Appendix B
In this section we describe the relation (15). Our aim is to give an ex-
planation of how the piece-wise measure works for the reader that has
no experience with measure theory, without any mathematical rigour,
but simply to give an intuitive idea. To understand the measure in (15),
it suffices to think of a measure as a weighted integral. Consider the
following integral where 𝑔(𝑥) is a continuously differentiable function:
∫𝛺
𝑓 (𝑥)d𝑔(𝑥) = ∫𝛺
𝑓 (𝑥)
d𝑔(𝑥)
d𝑥 d𝑥 = ∫𝛺
𝑓 (𝑥)𝑔′(𝑥)d𝑥. (B.1)
Hence, if the measure is a continuously differentiable function we
can regard the measure as a weighted integral, where 𝑔′(𝑥) is the
weight. Now if the function 𝑔(𝑥) is piecewise constant it is no longer
differentiable. Consider the following function:
𝑓 (𝑥) =
{
0 if 0 ≤ 𝑥 ≤ 1
1 if 0 < 𝑥 ≤ 2
(B.2)
The function is everywhere differentiable except at 𝑥 = 1. Now, for
ℎ > 0





If ℎ → 0 the function will go to infinity. We can regard the derivative
of this function at 𝑥 = 1 as a delta function. Hence, when integrating a
function with a piecewise constant measure we can regard this as taking
point evaluations. If we let the discontinuities be at the eigenvalues of
a matrix, we get (15).
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