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ABSTRACT
We propose maximum likelihood (ML) estimators for service
demands in closed queueing networks with load-independent
and load-dependent stations. Our ML estimators are ex-
pressed in implicit form and require only to compute mean
queue lengths and marginal queue length probabilities from
an empirical dataset. Further, in the load-independent case,
we provide an explicit approximate formula for the ML es-
timator together with confidence intervals.
1. INTRODUCTION
Closed queueing networks are often used to model com-
plex distributed systems, such as enterprise and cloud web
applications. After defining the topology of the queueing
network, the problem of estimating the service demands of
jobs at queueing stations is often a challenging task, since
computational requirements are difficult to measure directly.
Moreover, real-world applications can exhibit a load-dependent
behavior leading to service demands that vary under differ-
ent workload intensities, often as a result of parallelism in
multi-core servers. Load-dependence poses additional dif-
ficulties in parameterizing queueing networks, since it be-
comes necessary to estimate also the scaling factors which
scale the average service demands according to the number
of jobs executing at the queueing station.
Existing works on demand estimation have mainly in-
vestigated service demand estimation for load-independent
queueing networks [2,5]. In this context, monitoring metrics
such as response time and CPU utilization are commonly
used as input data to perform the estimation. However, ac-
quiring these metrics can be infeasible, complex or prone to
introduce excessive overheads for a production system. In-
stead, queue length data can often be obtained rather easily
and recently has shown potential in estimating service de-
mands [4]. Still, the approach in [4] incurs substantial com-
putational overheads to assign prior information to demands
and does not cope with the load-dependent case.
In this paper, we define a demand estimation method from
queue-length data. We propose a ML approach to esti-
mate the service demands for load-independent and load-
dependent queueing networks. In addition, an approxima-
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tion of the service demand estimation based on the Bard-
Schweitzer algorithm [1] for load-independent queueing net-
works is developed, and it is shown to be accurate and in-
expensive. Finally, expressions for the confidence intervals
for the load-independent case are derived and validated.
2. REFERENCE MODEL
We consider product-form closed queueing networks, un-
der the assumptions of the BCMP theorem [1]. Models have
R job classes, M queues, a think time of θ0j for job class j,
a service demand θij at queue i for class j, and a population
of Nj jobs of class j. Indexes range in 1 ≤ i, k ≤ M, 1 ≤
j, h ≤ R. When needed, we will explicit the dependence of
the above metrics on the demand vector θ = (θ01, . . . , θMR).
Let n0j be the total number of class j jobs in thinking
state and let nij be the number of jobs of class j at sta-
tion i of class j. Define ni =
∑R
j=1 nij as the number of
jobs at station i. Then the probability of observing state
n = (n01, . . . , n0R, n11, . . . , n1R, . . . , nMR) at equilibrium is
known from the BCMP theorem to be
P(n|θ) =
R∏
j=1
θ
n0j
0j
n0j !
M∏
i=1
ni!
R∏
j=1
θ
nij
ij
nij !G(θ)
ni∏
u=1
γi(u), (1)
where γi(u) is the scaling function for station i when its
queue-length is u and G(θ) is the normalizing constant that
assures
∑
n∈S P(n|θ) = 1, being S = {
∑M
i=0 nij = Nj , nij ≥
0} the state space. The case γi(u) = 1, 1 ≤ u ≤ ni, in
which each demand is independent of the station queue-
length state, is referred to as the load-independent case.
In order to perform a demand estimation, let us consider
L independent state samples nl ∈ D, being D a dataset of
empirical observations. The problem of estimating the true
demand vector θ may be solved by considering a maximum
likelihood (ML) estimator
θˆ = arg max
θ∈Θ
L(θ) = arg max
θ∈Θ
L∏
l=1
P(nl|θ) (2)
where Θ is the parameter space for the demand vector θ
and the scaling factors γi(u), L(·) is the likelihood function
and P(·|θ) is defined as in (1). In the following sections, we
characterize the expression of the ML estimator.
3. LOAD-INDEPENDENT MODELS
3.1 Exact Results
1
We begin with assuming the parameter space Θ to be
compact. In particular, since demands are expressed in time
units, we can consider θij ∈ [θ−ij , θ+ij ], ∀θij ∈ Θ, where θ−ij ≥ 0
and γi(u) = 1, ∀i,∀u. Further we assume θ0,j > 0, which is
needed for identifiability of the demands and also implies
that the likelihood function is continuous. Under the above
conditions, it is known that an ML estimator exists. We
also assume the true demand θ∗ to be an interior point of
Θ.
Theorem 1. Given a dataset D, a necessary condition
for an interior point of Θ to be an ML estimator θˆ of the
service demand is that
Qij(θˆ) = Q˜ij(D), ∀i, j,
where Q˜ij(D) =
∑L
l=1 n
l
ij/L are the empirical mean queue-
lengths observed in D.
The main contribution of the above theorem is to indi-
cate that, corresponding to intuition, calibration of a closed
queueing network model may be simply performed by match-
ing theoretical predictions of mean queue-lengths to obser-
vations. The mean queue lengths Qij(θˆ) can be computed,
for example, using the MVA algorithm [1]. However, the
theorem does not specify how one can compute the demand
vector θˆ, since the expression is in implicit form. An ap-
proximation is proposed in Section 3.2.
We now characterize the confidence intervals of θˆ using
the fact that the Fisher information matrix I can be com-
puted by evaluating the negative Hessian matrix at θˆ.
Theorem 2. Assume θˆkh > 0, ∀k, h, and the ML esti-
mator θˆ to be an interior point of Θ. Assume θˆ to satisfy
the regularity conditions for asymptotically normality. The
confidence interval for the ML estimator is then given by
θˆij ± c
√
(I(θˆ)−1)ij,ij
where c is the appropriate critical value1 and I(θˆ) is the
matrix with elements
I(θˆ)ij,kh =

L
θˆ2ij
(Qkh(θˆ)(Q
+i
kh(θˆ,N − 1j)−Qkh(θˆ)) + Q˜kh), i = k, j = h
LQij(θˆ)
θˆij θˆkh
(Q+ikh(θˆ,N − 1j)−Qkh(θˆ)), otherwise
where N = (N1, . . . , NR) and Q
+i
kh(θˆ,N − 1j) is the mean
queue length in a model obtained by adding a replica of queue
i and removing a job of class j from the system.
The above expression for the confidence intervals can as-
sist in evaluating the ML estimation accuracy. The main
result is that, similarly to the ML estimator, also the con-
fidence interval can be computed using the standard MVA
algorithm. As we show later in this paper, the situation is
more complex in load-dependent models.
3.2 Approximate Closed-Form Expression
We have computed the ML estimator in Theorem 1 on
test instances using both numerical optimization and fixed
point iteration, with the latter being generally more effi-
cient, but not converging on all the instances. To simplify
computations, we note that using the Bard-Schweitzer (B-S)
approximation [1], we can approximate the ML estimator.
1For example, 1.96 for a 95% confidence interval.
Theorem 3. Assume
∑M
k=1 Q˜kj 6= Nj, ∀j. Let θbs be an
interior point of Θ and Qbsij (θ
bs) = Q˜ij(D), where Q
bs
ij (·) is
the B-S approximation of Qij(·). Then
θbsij =
Q˜ij(D)
(Nj −∑Mk=1 Q˜kj) θ0,j(1 +∑Rh=1 Q˜ih − Q˜ij(D)/Nj)
(3)
It can be noted that Theorem 3 is a closed-formula that
can be readily computed using the empirical mean queue
lengths. This makes it suitable for online use. For ease of
reference, we refer to it as the QMLE estimator.
4. NUMERICAL VALIDATION
For evaluating the proposed algorithms, our experiments
have been run on a desktop machine with an Intel Core i7-
2600 CPU, running at 3.4GHz with 16 GB of memory. We
use the absolute percentage error as the evaluation criteria.
The evaluation of the proposed algorithms are based on
simulated queue length data. The data is generated from
the underlying Markov Chain of a closed network. The sim-
ulation method is standard as described in [1]. In total, we
simulate 500,000 service completion events.
4.1 Load-independent queueing networks
For comparison, we have also implemented several other
demand estimation algorithms for load-independent cases.
They are CI [2], UBR [5], GQL [4] and ERPS [2]. CI re-
quires the complete sample path of the requests for analysis.
UBR uses the CPU utilization and the throughput for re-
gression based on the utilization law [1]. ERPS takes the
response times and queue lengths observed at arrival times
to estimate the service demand and GQL is based on Gibbs
sampling with queue length samples collected at run time.
The input data for CI, UBR and ERPS is generated from
the same simulation events as of the queue length samples.
The parameters for the random models are M ∈ {2, 4, 8},
R ∈ {2, 3, 4}, K = ∑j Nj ∈ {4, 20, 40} with θ0j = 1. For
each model generated from the above parameters, 80 sub-
models are defined by randomly generating Nj and θij from
the uniform distribution. Without loss of generality, de-
mands are normalized so that
∑R
j=1 θij = 1. Here, we limit
to assess the QMLE estimator in Theorem 3 since it is much
more practical to compute than the exact one in Theorem 1.
Figure 1 presents a sensitivity analysis of the considered
algorithms. The result of UBR is not included since the er-
ror is around 100%. From the figure, it can be noticed that
CI is the most accurate method since it relies on knowl-
edge of the complete sample path. However, this method
cannot be applied in production systems, where only sam-
ple measurements are available. The error of QMLE and
GQL is almost the same, around 5%, which shows the effec-
tiveness of QMLE since GQL is defined using a much more
complex algorithm featuring Gibbs sampling and iterative
approximation of the normalising constant G(θ). ERPS is
worse in terms of accuracy, but generally still quite accurate.
As expected, the accuracy of QMLE and GQL increases
as the number of observed queue length samples increases.
However, with only 500 queue length data QMLE already
achieves 10% error. Figure 4.1.1 shows the execution time
of each method. Clearly the proposed QMLE is orders mag-
nitude better than the other algorithms.
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4.1.1 Confidence Interval validation
We have also implemented a fixed point iteration method
based on Theorem 1 to estimate θˆ. The test is based on
a queueing model with M = 2, R = 3,K = 4. Each test
consists of H experiments with a queue length dataset D
of L = {500, 2000, 5000} entries generated from the same
model. We use 95% confidence intervals.
Figure 5 presents the confidence interval validation result.
H is set to 100, 500, 1000. The vertical axis shows the per-
centage of the cases that the exact demand lies in the confi-
dence interval of the estimated demand. For different L and
H, results suggest that the confidence interval is correct.
5. LOAD-DEPENDENT EXTENSION
We conclude the paper by illustrating how the previous
results generalize to the load-dependent case. Here the prob-
lem is more complex since one needs to estimate not just
the demands θij , but also the scaling factors γi(u), which
together define the mean demand θij(u) = θijγi(u) at sta-
tions with u enqueued jobs. Let γ be the vector including
the scaling factors γi(u), ∀i, u. Here, assumptions are simi-
lar to the load-independent case except that also the γi(u)
are unknown. We assume these terms γi(u) to be bounded
and, without loss of generality, γi(1) = 1. These conditions
guarantee existence of the estimators for the load-dependent
case.
Theorem 4. Given a dataset D, a necessary condition
for a (θˆ, γˆ) pair in the interior point of Θ to be a ML esti-
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Figure 3: Confidence interval validation
mator of demands and scaling factors is that
P(ni = t|θˆ, γˆ) = P(n˜i = t|D), ∀i, t
where P(n˜i = t) is the empirical marginal queue length prob-
ability defined on D.
The result is qualitatively similar to the one in Theorem 1,
and analogous considerations apply. In particular, the load-
dependent MVA can be used in an optimization program to
obtain θˆ and γˆ.
We have also derived the expression for the confidence
intervals of the ML estimators θˆ and γˆ obtained from Theo-
rem 4. Differently from the load-independent case, comput-
ing confidence intervals in the load-dependent case requires
second-order moments, i.e. E[nijnkh|θˆ], for which efficient
computational algorithms do not exist in the load-dependent
setting [3]. Therefore, the applicability of confidence inter-
vals will be limited to models with a small- or medium-sized
population, where these moments can be obtained by di-
rect computation over the state space. Through prelimi-
nary evaluation with a small model, we have verified the
correctness of the derived expression, which leaves the task
to improve the computational efficiency. Still, this compu-
tational bottleneck further highlights the significance of the
result in the load-independent case, where all terms can be
computed efficiently thanks to the MVA algorithm.
6. CONCLUSION
In this paper, we have studied the problem of estimat-
ing service demands from queue-length data. Our results
characterize the ML estimators for both load-independent
and load-dependent closed queueing networks. Confidence
interval expressions have also been derived for the load-
independent case. Our ongoing research indicates that sim-
ilar results could be derived for load-dependent models, but
these require developing an efficient moment analysis for
load-dependent closed queueing networks, capable of gen-
eralizing known results for load-independent models [3].
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