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Abstract
In the field of target tracking there are many challenges associated with error in sensor mea-
surements. Sensors can be subject to sources of consistent error such as temperature warping of the
physical equipment, environmental effects in the surrounding atmosphere, and internal clock errors.
These errors are known as sensor measurement biases. Biases can corrupt many different types of sensor
measurements with many different error models. To overcome such error it is necessary to estimate the
biases affecting the system. Two primary methods of bias estimation are examined in this work. The
first is simultaneous target state and sensor bias estimation, which assumes a target motion model and
applies the biases to it in order to fit the measurement data. The second method is the bias pseudo-
measurement method. In this method the sensor measurements are converted into a common Cartesian
reference frame and differenced to eliminate the true target state and estimate the biases alone. The
advantage of this method is that estimation of the biases is decoupled from the target state estimation.
As part of this method it is necessary to use an unbiased conversion to convert the original sensor
measurements into Cartesian. This is because of the conversion bias present as a result of the noise
passing through the nonlinear conversion from one type of measurement to another. The estimation of
the measurement bias can be hampered by the presence of the conversion bias. In this work a variety of
methods of bias estimation and unbiased conversion are examined for different types of sensors. Both
of the bias estimation methods can be combined with Maximum Likelihood methods. In simulations
the bias estimation methods are compared to the Cramér-Rao Lower Bound and each is shown to attain
it, meaning that the methods are efficient.
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II. INTRODUCTION
Target tracking is a field that includes many challenges that can affect the accuracy of sensor
measurements. Most errors are usually modeled as noise, however it is common for error to
be present that cannot be represented as noise. This error is called a sensor measurement bias
and can take many forms based on the sensors involved. The goal of this work is to provide
a comprehensive guide to efficient bias estimation that meets the Cramér-Rao Lower Bound
(CRLB). The CRLB is a bound on the performance of an estimator based on the parameters
chosen and the data available. In this case the parameters would be the biases and the data
would be sensor measurements of a target of opportunity. Numerous methods of bias estimation
exist in the literature, however, many are reliant on incorporation into a tracker, which may be
infeasible, or requires excessive use of approximations, which results in bias estimates that are
not efficient. It is necessary to have methods of bias estimation that use all of the available
information from the measurement data to produce bias estimates.
This work contains a summary of bias estimation and related techniques. First in section II-B
an analysis of different sensors and measurement biases that are common in networks. In the
subsections II-B1, II-B2, and II-B3, we detail bias estimation in 3-D spherical measurements, 3-
D direction sine measurements, and passive angle-only measurements in 3-D space. Additionally
dynamic biases are discussed in subsection II-B4. Next in section II-C an analysis of simultaneous
target state and sensor bias estimation is included in order to highlight its advantages and
disadvantages. After this in section II-D an analysis of the bias pseudo-measurement method is
made. In section II-E the unbiased conversion method from sensor measurements into Cartesian
is explained with details for 3-D spherical and direction sine measurements in subsection II-E1
and passive angle-only measurements in subsection II-E2.
A. Publications to Date
1) Journal Papers:
Journal papers with primary authorship that have been published:
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Michael Kowalski, Djedjiga Belfadel, Yaakov Bar-Shalom, and Peter Willett, “CRLB for estima-
tion of 3-D sensor biases in spherical coordinates and its attainability,” in Journal of Advances
in Information Fusion, vol 14, no. 1, pp. 98-111, July 2019.
Michael Kowalski, Peter Willett, Tim Fair, and Yaakov Bar-Shalom, “CRLB for estimating time-
varying rotational biases in passive sensors,” in IEEE Transactions on Aerospace and Electronic
Systems, vol. 56, no. 1, pp. 343-355, Feb. 2020.
Available: https://doi.org/10.1109/TAES.2019.2917992
Michael Kowalski, Yaakov Bar-Shalom, Peter Willett, Djedjiga Belfadel and Fred Daum, “Bias
CRLB in sine space for a three-dimensional sensor,” in IEEE Transactions on Aerospace and
Electronic Systems, vol. 56, no. 1, pp. 673-686, Feb. 2020.
Available: https://doi.org/10.1109/TAES.2019.2917986
Journal paper with primary authorship that have been accepted:
Michael Kowalski, Yaakov Bar-Shalom, Peter Willett, Benny Milgrom, and Ronen Ben-Dov,
“Statistically efficient multi-sensor rotational bias estimation for passive sensors without target
state estimation” in Journal of Advances in Information Fusion
Tentative Journal paper with primary authorship:
Michael Kowalski, Yaakov Bar-Shalom, Peter Willett, Tim Fair, “Unbiased conversion of passive
sensor measurements using closest point of approach” under review for public release
2) Conference Proceedings:
Michael Kowalski and Peter Willett, “Simultaneous target state and sensor bias estimation: Is
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more better?,” Proc. 7th IEEE International Workshop on Computational Advances in Multi-
Sensor Adaptive Processing (CAMSAP), Curacao, Dec. 2017
Michael Kowalski, Djedjiga Belfadel, Yaakov Bar-Shalom, Peter Willett, “CRLB for estimation
of 3-D sensor biases in spherical coordinates,” Proc. SPIE, Signal Processing, Sensor/Information
Fusion, and Target Recognition XXVII, 10646-1S (27 April 2018)
Michael Kowalski, Yaakov Bar-Shalom, Peter Willett, Benny Milgrom, Ronen Ben-Dov, “CRLB
for multi-sensor rotational bias estimation for passive sensors without target state estimation,”
Proc. SPIE, Signal Processing, Sensor/Information Fusion, and Target Recognition XXVIII,
11018-05 (7 May 2019)
Michael Kowalski, Yaakov Bar-Shalom, Peter Willett, and Tim Fair, “Unbiased conversion
of passive sensor measurements,” Proc. 8th IEEE International Workshop on Computational
Advances in Multi-Sensor Adaptive Processing (CAMSAP), Guadeloupe, Dec. 2019
B. Types of Biases and Sensors
In the literature, one can find many methods of bias estimation and compensation for tracking.
There are three common sensor measurement models used for bias estimation: angle-only sensors,
such as cameras, polar/spherical sensors, which are a simplification or conversion of active
sensors, and sine space sensors, such as commonly used phased array radar. These measurements
can be in either 2-D or 3-D, and each of these models can suffer from different biases. Most
practical systems include active sensors, mainly phased array radar, that yield directional sine
measurements [7].
1) 3-D Spherical Measurements: Initially in the literature the direction sine measurements
were simplified to polar and spherical form. In the present work one of the contributions is
a novel application of the bias pseudo-measurement method and CRLB combined with a ML
4
method using Iterated Least Squares (ILS) to solve the problem of estimating both multiplicative
and additive biases for 3-D spherical sensors. This is an extension of the work in [38]–[40] to
3-D sensors. This work also builds on previous bias estimation research in [18], [20], [22] by
using a nonlinear weighted ML method to avoid the problems with biased estimates and lack
of statistical efficiency. Additionally multiplicative biases are used instead of the combination of
rotational biases, position biases, and additive measurement biases. The difficulty with this is that
it increases the complexity of the bias estimation problem: now there are two sources of error in
the measurement other than noise and the error from the multiplicative bias varies depending on
the location of the target. More targets are required and it becomes necessary for the targets to be
spaced such that the multiplicative bias can be differentiated from the additive bias. Therefore an
analysis of the CRLB is made to determine if this method can achieve accuracy in bias estimates
that is comparable to the error from noise.
2) 3-D Directional Sine Measurements: In order to model phased array radar systems in a
more realistic manner, it is necessary to expand the simple spherical methods to direction sines.
However, very little material is present in the literature for bias estimation in such sensors.
Previous work in [25] estimated Range, U, and V (RUV) biases in offset, scale, and rotation,
but assumed knowledge of the target state as a prerequisite for least squares estimation. In [42]
a Schmidt-Kalman filter method was used to estimate the biases which included estimation of
the state. The present work contains a novel approach that assumes constant additive biases in
direction sine (u and v) coordinates as well as a common u and v scale bias [51]. A more
general model would include separate multiplicative biases in all three observables. However,
biases in range appear to be negligible, as modern phased array radars have very accurate
range measurements, while those in sine arise from a common origin of array-face distortion
both horizontally and vertically. Since inclusion of more parameters to be estimated always
means deterioration of the core estimates, it is best to be parsimonious with the bias parameter
cardinality. Previous bias estimation has been able to utilize various means of estimating scale
and additive biases simultaneously in polar and spherical sensors. In [37], least squares and
Kalman filtering are used to estimate these biases in 2-D sensors. In [26], it is shown that
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dynamic scale and additive biases can be estimated from asynchronous sensors using fusion
and Kalman filtering methods. Similarly, recursive least squares can be used while additionally
decoupling the individual sensor bias vectors for estimation [55]. However, all of these methods
use 2-D polar measurements, and it is important to expand the scope of bias estimation for 3-D
sensors to include RUV coordinates.
3) Passive Angle-Only Measurements in 3-D: For passive sensors that employ angle-only
measurements the biases it is more common that the biases are rotational [11]. These biases are
nonlinear and can be a challenge to estimate for most systems. Passive sensors additionally have
a challenge that a Cartesian position cannot be obtained from a single line-of-sight direction
measurement. As these sensors are line-of-sight (LOS) sensors, the biases present are chosen to
be modeled as a rotation of the line of sight around the sensor. The sensors provide two angle
measurements and have 3-D alignment error. The rotation is a nonlinear Euler rotation using
yaw (azimuth), pitch (elevation), and roll (rotation of the field of view) which is a challenge
to estimate. Rotational bias estimation has been examined using simultaneous target state and
bias estimation in the past but little has been done for the pseudo-measurement method. In
particular the methods developed in [13], [55] achieve this by using a conversion via LOS
triangulation, however this method has drawbacks as a result of its nonlinear conversion that
relies on projecting the lines of sight into a single plane. The present work seeks to improve
upon these by implementing the closest point of approach method of conversion, which avoids
observability problems by working in 3-D instead of 2-D.
The bias in a sensor generally is around a single pixel, but if these errors are not accounted for
then significant errors can be present in final estimates or potentially even ghost targets when
the erroneous data corresponds to a separate target moving in a different path. One method
to deal with such biases is to add sensor biases as a parameter in state estimation algorithms.
In the literature nonlinear least squares with singular value decomposition has been used to
estimate biases [33]. A method using maximum a posteriori data association and data association
based on sensor state estimates has been examined in [17] and [34]. Another method involving
simultaneous sensor bias and target state estimation is developed by [10], and now this will
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be expanded by understanding how changing variables can cause the system to improve or
reduce accuracy. Many publications have already proved the effectiveness of bias estimation in
synchronous and asynchronous networks via a Kalman filter [38] [47], but it is important to
understand how bias estimation reacts to different measurement scenarios. In sensor networks
there are many different situational variables that can vary depending on resources that are
available in the network. In some cases bias estimation can cause less accuracy than estimation
algorithms that don’t estimate biases. By knowing when to use and avoid bias estimation
algorithms it is possible to implement algorithm decision choices into sensor networks that
allow the network to use the algorithm most appropriate for the situation. Bias estimation
has been proven to be effective in the case of significant biases, however practically biases
may be small enough that bias estimation may be unnecessary or detrimental in most sensor
networks. Therefore experimentation must be done to determine what circumstances may reduce
the effectiveness of bias estimation below that of estimation algorithms that do not include bias
in the state, which we call bias agnostic estimation. Bias estimation requires additional resources
and steps to be taken in the estimation algorithm that can reduce the accuracy in some cases. In
this method additional state elements must be estimated for each sensor. These additional state
elements can cause the algorithm to have less accuracy when the noise is significantly larger
than the bias. Additional biased sensors require additional state components to be estimated, and
therefore the additional measurements may not be enough to compensate, especially if the added
sensor has a large bias in the measurements. Furthermore the location of the sensors can have
significant impact on whether or not bias estimation is effective. Sensors positioned relatively
close to the target have less error from bias.
4) Dynamic Biases: Sensors are often attached to platforms that are capable of maneuvers or
rotational adjustments. During such motion, it is likely for sensor biases to change and thereby
force recalibration after the maneuver. By modifying bias estimation to estimate this change, it
is possible to avoid the need for further recalibration and avoid error in measurements during
maneuvers. In the literature, there have been several approaches to the estimation of changes in
sensor biases as part of estimation. The most common modeling of change is as a Gaussian-
7
Markov process with an evolution model for the biases and the inclusion of process noise [16]
[26] [39] [54]. Another method models an abrupt change in the bias of a sensor in a multisensor
network which can be detected to remove the sensor from the measurement vector [24]. When
working with Gauss-Markov biases one cannot use least squares methods unless the bias at each
point is estimated separately, which is computationally intensive. Instead, a Kalman Filter can
be used for this type of model to accommodate process noise [48] [54]. In [33] a Kalman filter
method is used; however, it assumes knowledge of the bias rates of change and their temporal
evolution model. For the present work the bias change is modeled as linear and the CRLB is
derived for the biases and their rate of change. That is, a straight line is fit to the Gaussian-Markov
process, which can be – at least over short time frames – within error tolerance. In the present
work a simultaneous target state and sensor bias estimation is carried out using the Maximum
Likelihood (ML) approach implemented via Iterated Least Squares (ILS), in which a linear rate
of change in the biases is assumed. This approach builds on [33] in that it estimates an unknown
rate of change in rotational biases for angle-only sensors operating in 3-D space: [33] assumed
knowledge of the bias evolution and avoids implementing it within the simulations. There is no
knowledge of the initial bias or its rate of change assumed, and an estimate of these parameters
is made based on the data set. Additional previous methods used additive and multiplicative
constant biases for spherical sensors [26], [39]. The ML approach is chosen because it produces
estimates whose statistical efficiency can be corroborated through hypothesis testing [6].
By examining the CRLB, it is additionally possible to determine when is it necessary to
estimate the change in the biases. In bias estimation, it is important to choose an accurate
but not overly complex model for the scenario at hand. If biases are very low then it can be
detrimental to estimate them as the bias estimates may fit the noise rather than the biases, thereby
causing overfitting error [6]. A more complex estimator is also more difficult to implement and
more computationally intensive. This may correspondingly apply to a changing bias as well, as
it is possible that for a small rate of change (or total change) the increased estimation space
(additional rate-of-change parameters) will be more harmful than helpful. It is important to be
able to identify how much bias change is necessary to merit the increased estimator complexity;
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therefore, this paper will examine the CRLB and Root Mean-Square-Error (RMSE) for linear
rate of bias change estimation with varying levels of noise and biases.
C. Simultaneous Target State and Sensor Bias Estimation
One method of bias estimation that is commonly used is to concurrently estimate the target
states and the sensor biases. This method is effective as it is easy to use an ML method and
achieve efficient bias estimates via the CRLB. All of the measurements are applied to the model
chosen without the loss of any information present. Additionally there are fewer issues with
measurement synchronization [38]. In this method the state of the target is estimated alongside
the sensor biases. In the past it has been used especially for passive sensors [8], [11], [12] to
circumvent the issue of being unable to construct a Cartesian position from a single line-of-sight
measurement. In [9] it is shown to be possible to estimate biases from a single sensor using
this method. However the main problem with this method is that it is necessary to reduce the
target’s state to a simple deterministic model. It is infeasible to estimate the target’s position
at each time step [37] as the parameter vector being estimated would be prohibitively large,
resulting in prohibitive computation time and numerical problems in ill-conditioned systems.
Model mismatch can be a significant problem in this method, as an underfitted or overfitted
model can fit error from biases as a part of the target motion or fit target motion mismatch as a
part of the biases. Furthermore as additional targets are added, the additional data can counter-
intuitively reduce accuracy of bias estimates as a result of increasing the size of the parameter
vector by the chosen number of target state parameters. Additionally this method is poor at
handling process noise, as a deterministic model is preferred to reduce the size of the estimated
parameter vector. Estimating additional sensor biases can also be a challenge as adding more
sensor biases into the parameter vector along with high measurement uncertainty can reduce




In order to resolve the problems associated with simultaneous target state and sensor bias
estimation it is possible to use a bias pseudo-measurement method [38]–[40]. By converting the
original sensor measurements into a common Cartesian reference frame and differencing them
it is possible to eliminate the target position from the measurements and have measurements
of the biases alone. This reduces the estimated parameter vector to purely the biases involved
in the sensors employed. Through the use of the pseudo-measurement model it is possible to
avoid the need to estimate the states of the targets and estimate only the sensor biases. Once
the sensor biases are estimated they can be removed from the measurements and the (nearly)
bias free measurements can then be used in tracking systems. An advantage of this method
is that the addition of data from additional targets will not change the size of the parameter
vector. A problem associated with this method is the loss of information from the original
measurements by converting them into bias pseudo-measurements, thereby potentially resulting
in worse bias estimation performance. An important metric when using pseudo-measurements is
the HCRLB which is discussed in [18], [20], [22] and evaluated using ML methods. The HCRLB
is the CRLB but calculated using all measurements and a parameter vector including the bias
variables and all nuisance variables. In this case the nuisance variables that are included are the
target states. The removal of the target state in the calculation of the CRLB may result in a
higher metric than the true lower bound which takes into account all of the nuisance parameters
available to the estimator. This means that it is necessary to include this metric in simulation
results to understand how much accuracy is lost using the pseudo-measurement model. It is
important to note that the HCRLB is a lower bound and may not be achieved by an estimator,
however Expectation Maximization (EM) approaches can be used to improve results such that
they are closer to the HCRLB [19], [21]. Furthermore estimating every nuisance variable may be
computationally intensive, which would make the pseudo-measurement method attractive despite
the loss of accuracy.
In the past the bias pseudo-measurement method has been applied to many different bias
estimation methods. In [44] and [43] a joint track-to-track bias estimation and fusion approach
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based on equivalent measurements of the local tracks was proposed. In [36] an approach is used
to carry out track-to-track association by assuming additive biases in 2D Cartesian coordinates.
In [27], another approach based on pseudo-measurements along with Expectation-Maximization
(EM) to perform joint fusion and registration was proposed. A different method that uses a
multistart local search to handle the joint track-to-track association and bias estimation problem
was introduced in [46]. The concept of pseudo-measurement was used in [39] for exact bias
estimation with further extensions in [40] and [38]. These methods require perfect knowledge
about each local filter and its dynamic model. Also, as the number of sensors increases, the
bias estimation problem suffers from the curse of dimensionality because of the commonly used
stacked bias vector implementation [23]. In [18], [20], [22] pseudo-measurements are used with
Maximum Likelihood (ML) to estimate a combination of rotational biases, position biases, and
additive measurement biases in addition to presenting the Hybrid Cramér-Rao Lower Bound
(HCRLB) as a metric for evaluating estimator efficiency. This is expanded upon in [19], [21]
with EM methods used instead of ML.
There has been effort to apply pseudo-measurement techniques to passive sensors operating in
3-D space [13], [55]. In [55] it was shown that achieving the Cramér-Rao Lower Bound (CRLB)
is difficult. The main contribution of the implementation of the bias pseudo-measurement method
to passive angle-only sensors in the present work over [13], [55] is to show attainability of the
CRLB, i.e., our algorithm is statistically efficient. Furthermore [55] is limited to 2-D Cartesian
space with angle-only sensors and bias only in the one angle. In addition, [13] is limited to
biases in azimuth and elevation, lacking a roll bias.
E. Unbiased Conversion of Sensor Measurements into Cartesian
As part of converting the original measurements into bias pseudo-measurements it is necessary
to convert the sensor measurements into a common Cartesian space. This process results in a
separate “conversion bias” that is present in the Cartesian measurements after conversion. This
is a result of noise being propagated through a nonlinear conversion that removes the zero-mean
quality it had in the original measurements. Additionally the independence across individual
components is lost as a result of conversion; however, the noise remains independent over time
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and therefore remains white. It is necessary to account for the nonlinear measurement conversion
by accounting for the bias and also by converting the measurement noise covariance. It is
necessary to adjust the converted noise covariance to more accurately represent the converted
measurements.
1) 3-D Spherical and Direction Sines: The conversion bias is well documented in the literature
[6] [41] for spherical to Cartesian conversion where the noise pattern resembles a curved lens
in Cartesian space rather than a sphere. Previous work on unbiased conversion from spherical to
Cartesian coordinates has been done by [41], and further investigation has shown how to eliminate
conversion bias in the state with the use of a converted covariance matrix [57]. Direction sine
measurements are a challenge for trackers due to the nonlinear coordinate transformation into
Cartesian space. Research in [56] has shown that, through the use of a second order expansion,
it is possible to perform an unbiased conversion from range and sine space (RUV) coordinates
into Cartesian, which allows many different target tracking methods to be used.
2) Passive Angle-Only Measurements in 3-D space: Passive sensors are a familiar topic
in target tracking and present challenges due to the collection of angle-only measurements.
These measurements oftentimes require data fusion in order to combat the common problems
of observability. Even with data fusion, problems such as ghosting can reduce the effectiveness
of target tracking or require additional resources within the network [6]. The literature contains
copious research into overcoming these problems such as nonlinear least squares [3] and Maxi-
mum Likelihood Estimation [44]. Many of these applications require initialization by converting
the angle measurements into Cartesian. But the conversion bias had not been examined for
passive angle-only sensors as the prevailing method of coordinate conversion from angle-only
LOS measurements into Cartesian was to use ML estimation [45]. The ML method uses a
search to obtain an (iterative) estimate of the Cartesian position. However this method can be
computationally intensive and it does not yield an explicit expression from which a Jacobian
can be calculated. The Jacobian can be necessary for applications such as the bias pseudo-
measurement method. In the case of an ML search it is practically impossible to produce a
Jacobian matrix of the converted Cartesian coordinates with respect to the original angle-only
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measurements as the “location” of the ML estimate’s convergence point is not analytically related
to the angle-only measurements. As such it could not be used for the bias pseudo-measurement
method.
Instead of ML it is possible to use planar triangulation or closest point of approach (CPA)
to achieve a converted Cartesian measurement and calculate the Jacobian using the explicit
expression. This method projects the lines of sight in 3-D into one plane in order to force the
two lines of sight to intersect. From this two of the Cartesian coordinates of the target are
generated. The line of sight combined with two of the Cartesian coordinates can be used to then
find the third Cartesian coordinate. In [45] planar triangulation is used to initialize a maximum
likelihood approach to converting angle only measurements into Cartesian. The law of sines is
used in [13] to generate ranges in order to convert the angle measurements into Cartesian.
Conversion via triangulation is flawed particularly as the conversion is overly reliant on
azimuth, therefore a different approach can be used. In [52] the closest point of approach between
the two line-of-sight rays is used to create composite Cartesian coordinates. Instead of forcing
an intersection, this method finds the closest Cartesian positions on the two LOS rays. By taking
their mean a position measurement of the target in Cartesian is obtained. This work investigates
the CPA method to produce a (non-iterative) expression of the Cartesian position based on two
line of sight measurements in 3-D that is suitable for the bias pseudo-measurement method.
When using planar triangulation or CPA the conversion of angle measurements into Cartesian
is a nonlinear transformation that requires an unbiased conversion [6] [35] [41]. In this work, the
Taylor series expansion approach to deriving an unbiased conversion for a nonlinear transfor-
mation from [56] is replicated for the conversion of passive sensor measurements to Cartesian.
The method is also similarly evaluated to determine whether the second order conversion is
necessary.
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III. CRLB FOR ESTIMATION OF 3-D SENSOR BIASES IN SPHERICAL COORDINATES AND
ITS ATTAINABILITY
A. Problem Formulation
1) Coordinate Frames and Measurement Space: In a typical three-dimensional (3-D) sensor,
the measured values of position are in spherical coordinates — range, azimuth and elevation.
Assume there are NS synchronized sensors, with known positions, reporting range, azimuth
and elevation measurements in spherical coordinates of t = 1, ..., NT targets in the common





s(k). The noise and bias free measurements originating from target t for


































= xt(k)− xs(k) (2)
where xt(k) = [xt(k), yt(k), zt(k)] is the true position in Cartesian coordinates of target t at time
step k and xs(k) = [xs(k), ys(k), zs(k)] is the true position in Cartesian coordinates of sensor s
at time step k. Transforming (47) to a Cartesian coordinate frame, yields




























For a given sensor, each measurement is modeled as a function of the actual (true) target state,
systematic errors (biases) and random errors (noise). The model for the measurements originating































s = 1, . . . , NS t = 1, . . . , NT
where rt,ms (k), α
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and ιεs(k) are the scale biases in the range, azimuth and elevation, respectively. The measurement
noises wrs(k), w
α
s (k) and w
ε
s(k) in range, azimuth and elevation are zero-mean with corresponding




ε , respectively, and are assumed mutually independent. The bias vector
















and is modeled as an unknown constant over a certain window of scans (non–random variable).
Consequently, the maximum likelihood (ML) estimator [4] or the least squares (LS) estimator
[53] can be used for bias estimation. On the other hand, a Gauss-Markov random model [49]
can also be used, in which case a Kalman filter can be adopted for bias estimation. We model


















1 0 0 rts(k) 0 0
0 1 0 0 αts(k) 0
0 0 1 0 0 εts(k)
 (7)
Here, the measured azimuth αt,ms (k), elevation ε
t,m
s (k) and range r
t,m
s (k) can be utilized in (52)
without any significant loss of performance [38]–[40].
The problem is to estimate the bias vectors βs for all sensors. After bias estimation, all the
biases can be compensated for to obtain the state estimates.
Since the motion equations of targets are naturally expressed in Cartesian coordinates, if the
spherical measurements can be converted to Cartesian (via nonlinear transformation) without
introducing coordinate conversion bias and obtain the correct covariance for the converted mea-
surements one can then perform the state estimation within a completely linear framework. Then,
sensor s has the measurement equation in Cartesian coordinates (with the same Hs(k) = H(k)
for all sensors)




s(k)βs + xs(k) + ws(k) (8)












 4= H (10)
Using the measured azimuth αt,ms (k), elevation ε
t,m
s (k) and range r
t,m
s (k) from sensor s, the
Jacobian of the Cartesian measurements with respect to the biases in each coordinate, Bts(k),
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can be written (omitting subscripts s, t, superscript m, and timestep k for simplicity) as
Bts(k) =

cosα cos ε −r sinα cos ε −r cosα sin ε
sinα cos ε r cosα cos ε −r sinα sin ε
sin ε 0 r cos ε
 (11)
The transformation of the measurements from spherical to Cartesian coordinates that has to
be used is the unbiased one [41]. This was found necessary to ensure the accuracy of the bias
estimates and is discussed in more detail at the end of the section.
The unbiased conversion converts the original measurements with the following equations:



































The new (unbiased) covariance matrix of the measurements in Cartesian coordinates (omitting













































2 + σ2r)(1− λ′α cos 2αts)(1 + λ′ε cos 2εts)
Rs,tzz = (λ
−2




























































−2σ2ε = λ4ε (16)
The debiasing coefficients (16) are used in the calculation of the converted covariance matrix
and this conversion bias interferes with the estimation of the consistent measurement biases.
If the debiasing coefficients are zero then the converted covariance matrix results in negative
values which causes negative values in the CRLB. Furthermore the conversion bias adds to
the error resulting from the measurement biases. The estimator has difficulty in differentiating
this error from the error from the biases. If there is no noise or extremely little noise it is
possible to use a standard conversion to estimate the biases, but without CRLB efficiency. This
is unreliable though and results may vary depending on the number of targets, their positions,
and the magnitude of the biases; and in any case the unbiased conversion adds little numerical
complication.
Additionally the calculation of the covariance matrix is necessary for use in ML methods in
order to avoid biased estimates and to generate the CRLB. If a Least Squares method is used
but with identity noise rather than an accurate measurement noise matrix it is likely to result in
statistically inefficient estimates and potentially biased estimates [18], [20], [22].
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B. Synchronous Sensor Registration For the 3-D Case
In this section, the bias estimation method introduced in [38]–[40] for synchronous sensors
with known sensor locations is reviewed and extended to the three dimensional case, with various
simulations and the calculation of the lower bounds for bias estimation in multisensor–multitarget
scenarios.
The estimator uses a batch of measurements from a number of time steps to estimate the
biases. The parameter vector to be estimated consists of the biases, and pseudo measurements
are used to measure the effect of the biases. The pseudo measurements remove the true target
states in order to only measure the effect of the biases. The target states are not estimated with
this estimator.







x(k + 1) = F (k)x(k) + v(k) (18)
where F (k) is the transition matrix, and v(k) is a zero-mean additive white Gaussian noise with
covariance Q(k).
Because the local trackers are not able to estimate the biases on their own, they yield inaccurate
estimates of tracks by assuming no bias in their measurements. Hence, the state space model
considered by local trackers for a specific target t and sensor s is




T]T + v(k) (19)
zts(k) = H(k)xt(k) + ws(k) (20)
where Ft(k) is a submatrix of F (k). In this method the transition matrix can be unknown as
the target state is not estimated. The difference between (579) and (20) is that the latter has no
bias term and, as a result, the local tracks are bias-ignorant [38]–[40]. Note that this mismatch
should be compensated for.
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1) The pseudo-measurement of the bias vector: In this subsection, a discussion on how to find
an informative pseudo-measurement by using the local tracks for the case NS = 2 synchronized
3-D sensors is presented, generalizing the method given in [38]–[40].
The pseudo-measurement of the bias vector, is defined as
zt,p(k) , zc1,t(k)− zc2,t(k) (21)
In the above the true position of the target is eliminated because of cancellation since each such
position is multiplied by the same matrix (24). This results in the following equation
zt,p(k) = B1,t(k)C1,t(k)β1
−B2,t(k)C2,t(k)β2 + w1(k)− w2(k) (22)
The pseudo-measurement of the bias vector can be written as
zt,p(k) = Ht(k)b + w̃(k) (23)
where the pseudo-measurement matrixH, the bias parameter vector b and the pseudo-measurement













w̃(k) , w1(k)− w2(k) (26)
The bias pseudo-measurement noises w̃ are additive white Gaussian with zero–mean, and their
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covariance is
Rt(k) = R1,t(k) +R2,t(k) (27)
The key property of (26) is its whiteness, which results in a bias estimate that is exact. In
this approach, there is no approximation in deriving (63)–(66) unlike the methods previously
proposed in [2], [28], [50]. This was one of the main contributions of [39].
2) The Iterated Least Squares Method: If the biases are constant for each measurement over
the batch of scans, then an ILS method can be used. This estimator finds the ML estimate [6] of
the bias vector b. This estimator uses the Jacobian calculated previously in (24) for the pseudo-
measurements of the bias vector as well as the noise covariance matrix (66). The measurements






T, ..., zpNT (K)
T]T (28)
The Jacobian matrix batch is defined for each estimator iteration j as











R1(1) 0 0 0 0
0 ... 0 0 0
0 0 R1(K) 0 0
0 0 0 ... 0
0 0 0 0 RNT (K)

(30)




jTR−1Hj]−1HjTR−1[zp − h(bje)] (31)
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At each iteration the current state estimate is used to generate a predicted measurement vector
to compare to the actual measurements
h(bje) = H
jbje (32)
When the state no longer changes significantly then the estimator stops and takes the final
iteration as its estimated parameter. To initialize the estimator the biases are assumed to be zero
b0e = [0, 0, ..., 0]
T (33)
In order for the estimator to be observable a bare minimum of measurements is needed to satisfy
the requirement that there will be at least one pseudo measurement per parameter vector element.
This results in the following inequality:
3KNT (NS − 1) ≥ 6NS (34)





In practice more measurements than this are required together with measurement diversity to
obtain satisfactory accuracy. In order to have sufficient measurement diversity there must be
targets spaced such that for one target the error from the multiplicative bias is larger than the
additive and for another target the error from the additive bias is larger than the error from the
multiplicative.
3) Cramér-Rao Lower Bound for the Biases: To investigate the performance of the estimator
it is necessary to calculate the CRLB. The CRLB is defined [6] as the inverse of the Fisher
Information Matrix (FIM).
CRLB = J−1 = [HTR−1H]−1 (36)
The CRLB is based on the batch of Jacobians which is calculated in (70) and (24) as well as
the batch of noise covariance matrices calculated in (71), (66), and (58). The calculation of the
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CRLB does not require any knowledge of the target state, although the spherical measurements
are used in calculating (57) and (52). It will be shown in the next section that the covariance of
the bias estimates attains the CRLB, i.e., the ML estimator is efficient for this problem.
We additionally calculate the HCRLB which is a more accurate lower bound as some of
the information in the 3-D spherical measurements has been eliminated to produce the pseudo-
measurements. The HCRLB takes into account the nuisance variables not originally estimated,










where the Jacobian and covariance associated with the HCRLB are defined as









σ2r 0 0 ...
0 σ2ε 0 ...
0 0 σ2ι ...
... ... ... ...

(40)
For brevity the individual derivatives are not included. The HCRLB is calculated using the true
values of the biases and target states.
In situations where the target motion is unknown the HCRLB tends not to deviate far from
the CRLB as the information about the target states is not very accurate compared to the large
amount of data contributing to the biases.
C. Simulation results
Simulations are made to test the performance of the approach proposed. Estimation of the
biases can be difficult as a number of distinct targets must be used in order to differentiate the
effects of the multiplicative and additive biases. In our simulation sensor 1 is fixed at (0, 0, 0) km,
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125 Targets X-Z Projection 125 Targets Y-Z Projection

































Fig. 1. 125 target layout with projections. X’s represent sensors and O’s represent targets.
sensor 2 is fixed at (25, 100, 0) km, and targets velocity is (−300, 0, 0) m/s. The target positions
are setup in a cone extended from sensor 1. The ranges are in [50, 500] km, the azimuths are
in [−1, 1] radians, and the elevations are in [0.1, 1.5] radians. The additive and multiplicative
biases, as well as the noise variances, are in range [20 m, 10−4, 100 m2], and in azimuth and
elevation [3 mrad, 3× 10−3, 1 mrad2].
The target positions include a swath of range, azimuth, and elevation that allows each bias
to make its effect apparent versus the other. In order to ensure this, the targets are radially
placed in a cone from one sensor. In cases of high range, azimuth, and elevation values, the
multiplicative biases dominate, whereas in cases of low range, azimuth, and elevation values,
the additive biases that dominate. In our simulations the targets move at 300 m/s across time
steps with ten measurements at one measurement per second. The sensor configuration is shown
24
































27 Targets X-Z Projection 27 Targets Y-Z Projection


































Fig. 2. 27 target layout with projections. X’s represent sensors and O’s represent targets.
in Figure 1 for 125 targets and Figure 2 for 27 targets.
The results of the simulations include the CRLB, RMSE from nMC Monte Carlo Runs, and
a probability interval around the CRLB for each bias. The probability interval is calculated for
the 95 percent region using the bias error samples from the Monte Carlo runs. The 95 percent
probability interval is calculated by the following equations where σSE is the standard deviation
of the squared error from the nMC Monte Carlo runs.
0.95 = P (a < RMSE < b) (41)
a =
√









1) Baseline Simulations: The first simulations are a baseline test to determine the performance
and efficiency of the estimator. To begin, a simulation was performed with NT = 125 targets
and K = 10 time steps, the results of which are shown in Table I. In this simulation it is shown
that it is possible to achieve RMSE values that are compatible to the CRLB. The CRLB and
RMSE are based on the error in the final bias estimates. The RMSE lies within the 95 percent
probability interval around the CRLB in all cases, thus the estimator is proved to be efficient [6].
Furthermore, the CRLB values are compared to the true bias and the noise standard deviation.
Table I also contains the results which show that the residual bias RMSE is consistently lower
than the noise standard deviation. Furthermore the error from RMSE is lower than the noise
standard deviation for all cases except range multiplicative bias at the larger ranges.
TABLE I











Additive 4.96 m 4.96 m 4.7 m [4.3, 5.5] m 10 m
Sensor 1 Range
Multiplicative 4.21 · 10
-5 4.21 · 10-5 3.88 · 10-5 [3.66 · 10-5, 4.63 · 10-5] 10 m
Sensor 1 Azimuth
Additive 4.85 · 10
-2 mrad 4.85 · 10-2 mrad 5.55 · 10-2 mrad [3.98 · 10-2, 5.45 · 10-2] mrad 1 mrad
Sensor 1 Azimuth
Multiplicative 7.89 · 10
-5 7.89 · 10-5 7.56 · 10-5 [6.81 · 10-5, 8.80 · 10-5] 1 mrad
Sensor 1 Elevation
Additive 1.15 · 10
-1 mrad 1.14 · 10-1 mrad 1.27 · 10-1 mrad [9.24 · 10-2, 1.33 · 10-1] mrad 1 mrad
Sensor 1 Elevation
Multiplicative 9.42 · 10
-5 9.41 · 10-5 9.82 · 10-5 [7.74 · 10-5, 1.08 · 10-4] 1 mrad
Sensor 2 Range
Additive 5.67 m 5.67 m 5.4 m [5.0, 6.2] m 10 m
Sensor 2 Range
Multiplicative 4.43 · 10
-5 4.43 · 10-5 4.33 · 10-5 [3.80 · 10-5, 4.92 · 10-5] 10 m
Sensor 2 Azimuth
Additive 8.44 · 10
-2 mrad 8.44 · 10-2 mrad 9.32 · 10-2 mrad [6.65 · 10-2, 9.83 · 10-2] mrad 1 mrad
Sensor 2 Azimuth
Multiplicative 6.82 · 10
-5 6.82 · 10-5 8.00 · 10-5 [5.33 · 10-5, 7.97 · 10-5] 1 mrad
Sensor 2 Elevation
Additive 9.66 · 10
-2 mrad 9.66 · 10-2 mrad 1.00 · 10-1 mrad [8.18 · 10-2, 1.10 · 10-1] mrad 1 mrad
Sensor 2 Elevation
Multiplicative 9.58 · 10

























20 m 10-4 3 mrad 3·10-3 3 mrad 3·10-3
This initial simulation contains many targets, therefore another simulation is made with 27
targets instead. The results are displayed in same manner as before in Table II. The results show
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TABLE II










Additive 7.7 m 7.7 m 8.3 m [6.5, 8.7] m 10 m
Sensor 1 Range
Multiplicative 8.84 · 10
-5 8.84 · 10-5 9.15 · 10-5 [7.59 · 10-5, 9.84 · 10-5] 10 m
Sensor 1 Azimuth
Additive 1.12 · 10
-1 mrad 1.12 · 10-1 mrad 1.05 · 10-1 mrad [9.65 · 10-2, 1.23 · 10-1] mrad 1 mrad
Sensor 1 Azimuth
Multiplicative 1.81 · 10
-4 1.81 · 10-4 1.73 · 10-4 [1.56 · 10-4, 2.02 · 10-4] 1 mrad
Sensor 1 Elevation
Additive 2.28 · 10
-1 mrad 2.28 · 10-1 mrad 2.19 · 10-1 mrad [1.93 · 10-1, 2.59 · 10-1] mrad 1 mrad
Sensor 1 Elevation
Multiplicative 1.82 · 10
-4 1.81 · 10-4 1.72 · 10-4 [1.49 · 10-4, 2.08 · 10-4] 1 mrad
Sensor 2 Range
Additive 11.1 m 11.1 m 11.4 m [9.5, 12.4] m 10 m
Sensor 2 Range
Multiplicative 9.64 · 10
-5 9.63 · 10-5 1.01 · 10-4 [8.21 · 10-5, 1.08 · 10-4] 10 m
Sensor 2 Azimuth
Additive 2.00 · 10
-1 mrad 2.00 · 10-1 mrad 2.03 · 10-1 mrad [1.70 · 10-1, 2.25 · 10-1] mrad 1 mrad
Sensor 2 Azimuth
Multiplicative 1.53 · 10
-4 1.53 · 10-4 1.47 · 10-4 [1.32 · 10-4, 1.71 · 10-4] 1 mrad
Sensor 2 Elevation
Additive 1.76 · 10
-1 mrad 1.76 · 10-1 mrad 1.77 · 10-1 mrad [1.52 · 10-1, 1.98 · 10-1] mrad 1 mrad
Sensor 2 Elevation
Multiplicative 1.82 · 10

























20 m 10-4 3 mrad 3·10-3 3 mrad 3·10-3
that the performance is not reduced much more than the 125 target case. The estimator is still
efficient and has error in the angle biases that is lower than the noise standard deviation and
the full bias. The range biases are significantly worse, and the error in the range additive bias
is almost equal to the noise standard deviation. The range multiplicative bias has RMSE that
is nearly equal to the full bias, meaning that the estimation of this bias is comparable to not
estimating it at all. Finally a simulation is performed in which only a single measurement is
available from each time step and with 125 targets. These results are given in Table III. In this
simulation we see the results are very similar to the previous simulation with 10 timesteps and
27 targets. The range bias estimates have RMSE that is poor and comparable to the full bias. The
angle bias RMSE’s are still lower than the noise standard deviation. The estimator is efficient
although even the CRLB itself is very poor for the range biases.
The HCRLB for these simulations are nearly identical to the CRLB, meaning that very little
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TABLE III










Additive 16.4 m 16.4 m 17.5 m [13.3, 18.8] m 10 m
Sensor 1 Range
Multiplicative 1.36 · 10
-4 1.36 · 10-4 1.24 · 10-4 [1.16 · 10-4, 1.52 · 10-4] 10 m
Sensor 1 Azimuth
Additive 1.53 · 10
-1 mrad 1.53 · 10-1 mrad 1.59 · 10-1 mrad [1.25 · 10-1, 1.72 · 10-1] mrad 1 mrad
Sensor 1 Azimuth
Multiplicative 2.53 · 10
-4 2.53 · 10-4 2.32 · 10-4 [2.21 · 10-4, 2.80 · 10-4] 1 mrad
Sensor 1 Elevation
Additive 3.66 · 10
-1 mrad 3.65 · 10-1 mrad 3.61 · 10-1 mrad [3.13 · 10-1, 4.12 · 10-1] mrad 1 mrad
Sensor 1 Elevation
Multiplicative 3.01 · 10
-4 3.01 · 10-4 2.83 · 10-4 [2.65 · 10-4, 3.31 · 10-4] 1 mrad
Sensor 2 Range
Additive 18.7 m 18.7 m 17.8 m [16.1, 20.8] m 10 m
Sensor 2 Range
Multiplicative 1.43 · 10
-4 1.43 · 10-4 1.27 · 10-4 [1.24 · 10-4, 1.59 · 10-4] 10 m
Sensor 2 Azimuth
Additive 2.68 · 10
-1 mrad 2.68 · 10-1 mrad 2.83 · 10-1 mrad [2.19 · 10-1, 3.08 · 10-1] mrad 1 mrad
Sensor 2 Azimuth
Multiplicative 2.19 · 10
-4 2.19 · 10-4 2.28 · 10-4 [1.81 · 10-4, 2.50 · 10-4] 1 mrad
Sensor 2 Elevation
Additive 3.09 · 10
-1 mrad 3.09 · 10-1 mrad 3.02 · 10-1 mrad [2.68 · 10-1, 3.47 · 10-1] mrad 1 mrad
Sensor 2 Elevation
Multiplicative 3.05 · 10

























20 m 10-4 3 mrad 3·10-3 3 mrad 3·10-3
accuracy has been lost by using pseudo-measurements instead of the original measurements.
This shows that when little information is known about the nuisance parameters then the pseudo-
measurement method is effective for avoiding the need to estimate the target state.
Efficient estimates are possible with this estimator and it is possible to reduce the CRLB to
reasonable levels of variance by using measurements from many targets. In the case of only a
single time step the error is larger than the magnitude of the bias, meaning that it is necessary
to include more measurements in order to achieve reasonable results. Furthermore it is possible
through bias estimation to reduce the error from the biases to levels that are less than the standard
deviation of the noise, as shown in Tables I, II, and III.
2) Comparing Performance vs. Number of Targets: Additionally it is important to evaluate
the bias estimation performance versus the number of targets. To simulate this the number of
targets is varied from 5 to 125 targets, starting with low-range targets and slowly expanding
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outward according to the target cone shown in Figure 1. This means that range measurements
have poor diversity and the estimates for the range biases are less accurate for small numbers
of targets. The results of this simulation are given in Figure 3. The results show that at around
45 targets the CRLB and RMSE are near the lowest point, and that further addition of targets
continue to improve the results at a slow rate. Furthermore we see that in the case of angle
biases once there are 30 targets the bias RMSE values are about one tenth of the full bias value.
It is likely though that in a different target layout the results may differ, as this layout includes
different combinations of range, azimuth, and elevation to ensure that the multiplicative biases
can be estimated and not confused with the additive biases. To observe this difference another
simulation is made with random target placement.
In each Monte Carlo run the targets are placed uniformly in a cube around the cone previously
used. An example of this placement is given in Figure 4. The same simulation is made as earlier
and the results are seen in Figure 5. The results are nearly the same as before, except for the
range additive bias. This is a result of the poor range diversity, especially of low range targets.
Overall these results show that it is important to have measurement diversity to reduce the CRLB
to reasonable levels and it is useful to have a large number of targets for this reason.
D. Conclusions
In this paper an ML method is used to accurately estimate both multiplicative and additive
biases in a two sensor scenario. Measurement data is converted into pseudo-measurements to
isolate the effects of the biases in order to estimate them while ignoring estimation of the target
state. The results show that despite the twelve separate estimated biases it is possible to match
the RMSE and CRLB of the bias estimates by using a sufficient number of targets positioned
in a manner to differentiate the biases. This proves the method is statistically efficient, although
CRLB values are subject to the sensor and target geometry. In good conditions the estimator
can reduce the error from RMSE in bias estimates to a fraction of the noise standard deviation.
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Range Additive Bias K = 10, MC = 10
Sensor 1 RMSE
Sensor 2 RMSE
Sensor 1 CRLB Square Root
Sensor 2 CRLB Square Root
Magnitude of Bias





















Range Multiplicative Bias K = 10, MC = 10
Sensor 1 RMSE
Sensor 2 RMSE
Sensor 1 CRLB Square Root
Sensor 2 CRLB Square Root
Magnitude of Bias






















Azimuth Additive Bias K = 10, MC = 10
Sensor 1 RMSE
Sensor 2 RMSE
Sensor 1 CRLB Square Root
Sensor 2 CRLB Square Root
Magnitude of Bias




















Azimuth Multiplicative Bias K = 10, MC = 10
Sensor 1 RMSE
Sensor 2 RMSE
Sensor 1 CRLB Square Root
Sensor 2 CRLB Square Root
Magnitude of Bias
























Elevation Additive Bias K = 10, MC = 10
Sensor 1 RMSE
Sensor 2 RMSE
Sensor 1 CRLB Square Root
Sensor 2 CRLB Square Root
Magnitude of Bias




















Elevation Multiplicative Bias K = 10, MC = 10
Sensor 1 RMSE
Sensor 2 RMSE
Sensor 1 CRLB Square Root
Sensor 2 CRLB Square Root
Magnitude of Bias
Fig. 3. Comparing RMSE and CRLB with Number of Targets K = 1 time steps
30



































125 Target Random Placement X-Z Projection 125 Target Random Placement Y-Z
Projection


































Fig. 4. 125 random target layout with projections. X’s represent sensors and O’s represent targets.
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Range Additive Bias K = 10, MC = 10 Random Target Placement
Sensor 1 RMSE
Sensor 2 RMSE
Sensor 1 CRLB Square Root
Sensor 2 CRLB Square Root
Magnitude of Bias



















Range Multiplicative Bias K = 10, MC = 10 Random Target Placement
Sensor 1 RMSE
Sensor 2 RMSE
Sensor 1 CRLB Square Root
Sensor 2 CRLB Square Root
Magnitude of Bias




















Azimuth Additive Bias K = 10, MC = 10 Random Target Placement
Sensor 1 RMSE
Sensor 2 RMSE
Sensor 1 CRLB Square Root
Sensor 2 CRLB Square Root
Magnitude of Bias



















Azimuth Multiplicative Bias K = 10, MC = 10 Random Target Placement
Sensor 1 RMSE
Sensor 2 RMSE
Sensor 1 CRLB Square Root
Sensor 2 CRLB Square Root
Magnitude of Bias
























Elevation Additive Bias K = 10, MC = 10 Random Target Placement
Sensor 1 RMSE
Sensor 2 RMSE
Sensor 1 CRLB Square Root
Sensor 2 CRLB Square Root
Magnitude of Bias


















Elevation Multiplicative Bias K = 10, MC = 10 Random Target Placement
Sensor 1 RMSE
Sensor 2 RMSE
Sensor 1 CRLB Square Root
Sensor 2 CRLB Square Root
Magnitude of Bias
Fig. 5. Comparing RMSE and CRLB with Number of Targets K = 1 time steps
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IV. BIAS CRLB IN SINE SPACE FOR A 3-DIMENSIONAL SENSOR
A. Problem Formulation
1) Coordinates Frames and Measurement Space: In a typical 3-D sine space sensor, the
measured values of position are in RUV coordinates. The network is assumed to use NS
synchronized sensors, with known positions in Cartesian coordinates
χs(k) = [εs(k), βs(k), γs(k)]
′ (44)
Each sensor reports the range and direction sines of a target of opportunity1 with unknown
position
xt(k) = [xt(k), yt(k), zt(k)]′ (45)
with K total time steps. The target is viewed separately by each sensor in its reference frame.




The target’s movement is not relevant to the estimation of the biases, as later the target’s state is
eliminated from the measurements. Therefore this method can be adapted to any target motion
model. The true measurements (without noise and biases) are represented by rts(k), u
t
s(k) and














1For the sake of simplicity of notation one such target is assumed, which will be shown in the sequel can yield accurate bias
estimates.
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1− uts(k)2 − vts(k)2 (48)
The actual sensor measurements can be written as a sum of the true measurements and the
sources of error: noise and bias. The model for measurements for the target at time step k in

























 s = 1, . . . , NS (49)
where rms (k), u
m
s (k) and v
m
s (k) are the measured range and direction sines, b
u
s , and b
v
s are the
offset biases in the direction sines, and ιuvs is the scale bias in the direction sines. It is possible
to include additional bias parameters for range, but in real sensors the range estimates are
extremely accurate [51], and it is in the direction sines that biases dominate. The measurements
are additionally corrupted by noises wrs(k), w
u
s (k) and w
v
s(k) in range and direction sines. The





assumed mutually independent. The noise variances are assumed to be known by the system.










is modeled as an unknown constant over a batch of measurement scans. With these sources of






















In (52), the true directional sines are unavailable, so instead the measured directional sines are
used. This approximation shows very little reduction in accuracy [39]. These measurements are
debiased in the transformation to Cartesian during estimation. While the problem is to estimate
the sensor biases, the RUV measurements will be converted into Cartesian coordinates, which,
as shown in the sequel, is the key to elision of the need to estimate the target position. The
(nonlinear) RUV to Cartesian transformation can, however, introduce new biases, which can be
eliminated using an unbiased conversion. In this formulation, the bias vectors βs for each sensor
can be estimated and absolute registration can be achieved.
2) Unbiased Conversion of Measurements from RUV to Cartesian: In order to avoid the
additional challenge of estimating the target state, pseudo-measurements will be generated by
converting the RUV measurements to Cartesian and differencing them to isolate the effects of
the sensor biases. This requires an unbiased (nonlinear) RUV to Cartesian conversion in which
the covariance matrix can be derived.
The original RUV measurements, denoted by superscript m to specify measurement, are
converted to Cartesian, denoted by superscript c for conversion. This transformation is made




















































It is necessary to use this unbiased conversion in order to avoid the problem of the conversion
biases adding to the measurement biases being estimated. These Cartesian measurements derived
from the conversion can be modeled similarly to (51) for sensor s and the target. This generates
a set of linear equations with which one can perform bias estimation. The conversion requires
the calculation of the Jacobian Bs(k) and includes a converted measurement noise wcs(k) with
covariance Rcs(k). This new measurement equation, used later in generating the sensor bias
pseudo-measurements, can be written as




where the target position x(k) is given in (566).
Similarly to calculating (53), the measured range rms (k) and direction sines, u
m
s (k) and v
m
s (k),
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This new measurement equation also requires an unbiased conversion for the covariance matrix




















































































































































































From equations (52), (57), and (58), it is apparent that this method is not completely state
independent, but now in order to calculate the components of the Jacobian and the noise
covariance for the pseudo-measurements, the Cartesian target state is not needed. The original
biased noisy directional sine measurements can be used to make the initial calculation for initial
flawed matrices, and these can be debiased as the estimator iterates. In the simulations it is
shown that the CRLB calculated from the measurements is very similar to the CRLB calculated
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from the truth. The noise loses its independence between Cartesian coordinates as part of the
conversion and it loses its quality of being identically distributed. However the noise remains
independent over time and therefore is white.
3) Generating the Pseudo-Measurements of the Sensor Bias Parameters: Once this new mea-
surement equation has been defined it is possible to generate the bias pseudo-measurements and
estimate the biases. By differencing the Cartesian measurements from the unbiased conversion
one can eliminate the target state and generate a measurement of only the bias parameters of
two sensors [39]. This method relies upon the measurements being synchronous2 in order to
eliminate the true target state at the appropriate time step. The pseudo-measurement (superscript
p) for sensors 1 and 2 in the case of Ns = 2 can be defined as follows:
zp(k) , zc1(k)− zc2(k) = T1(k)−1B1(k)C1(k)β1 − T2(k)−1B2(k)C2(k)β2 + wc1(k)−wc2(k)(61)
Once this is done it is possible to combine the two bias vectors into a parameter vector b, combine
the Jacobians into the pseudo-measurement matrix H(k), and combine the pseudo-measurement
noises into w̃p(k).
zp(k) = H(k)b + w̃p(k) (62)





w̃p(k) , wc1(k)−wc2(k) (65)
The bias pseudo-measurement noises w̃p(k) are additive, zero-mean, white Gaussian, with co-
variance as a sum of the individual converted covariance matrices calculated in (58). The noise
loses its independence between Cartesian coordinates as part of the conversion, but it maintains
its independence in time and is therefore white3. Furthermore the noise is independent between
2If the measurements are not synchronous then this method cannot function as the target states will be different.
3The converted measurement noise of each sensor depends on the sensor’s current measurements, which are used for the
linearization in the conversion. Thus each converted noise is white (and also independent of the other sensor’s converted noise).
Consequently the difference of noises wc1(k) − wc2(k) is a white sequence. The dependence on the state might cause the
converted noise to become nonstationary but it does not affect their whiteness.
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sensors which allows the noises to be combined with the covariance calculated as
R(k) = Rc1(k) +Rc2(k) (66)
As the noises in (65) are independent in time, it is possible to produce an exact ML (under the
Gaussian assumption) bias estimate in a manner similar to [39] (which was a 2-D sensor) for
the 3-D sensor sine space biases.
B. Maximum Likelihood Bias Estimation via Iterated Least Squares
Using Maximum Likelihood (ML) one can estimate the biases and observe how the system
geometry can affect the CRLB. The ILS method outputs the ML estimate for the desired
parameters. To accomplish this, a batch of all measurements throughout all time steps is used to
estimate the biases. The parameter to be estimated comprises only the biases, and the pseudo-
measurement developed in (61) is used to measure the effect of the biases. This pseudo-
measurement removes the true target state and estimates only the biases.
The parameter that is estimated is defined as the bias vector b which is assumed to be constant
over all time steps. This method can be adapted to include additional parameters such as a change
in the bias over the time steps. This estimator uses the Jacobian calculated previously in (63) for
the pseudo-measurements of the bias vector as well as the noise covariance matrix calculated in
(66). All of the measurements are stacked into a batch vector so that all the data can be used in
bias estimation, as follows
zp = [zp(1)′, zp(2)′, ..., zp(K)′]
′ (67)
The ML estimate is found by maximizing the likelihood function Λ of b based on the pseudo-
measurements zp
Λ(b; zp) = p(zp|b) (68)
bML = arg max
b
Λ(b; zp) (69)
In order to obtain the ML estimate the ILS method is used. To use this, the batch Jacobian
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matrix is defined similarly to (67)
H = [H(1)′, H(2)′, ..., H(K)′]′ (70)
The noise covariance of the batch vector is a block-diagonal matrix composed of the individual
pseudo-measurement covariance matrices, namely,
R =

R(1) 0 0 0 0
0 ... 0 0 0
0 0 R(k) 0 0
0 0 0 ... 0
0 0 0 0 R(K)

(71)




j)′(Rj)−1(Hj)]−1(Hj)′(Rj)−1[zp − h(b̂je)] (72)
As part of the update, the current state is used to generate expected measurements, which are
compared to the actual measurements used by the system. As the pseudo-measurements are a
linear function of the bias parameters, it is possible to similarly produce the expected pseudo-
measurements using the Jacobian batch vector Hj of the current bias estimate b̂je, namely,
h(b̂je) = H
jb̂je (73)
For computational ease it is also possible to exploit the independence of the scans to split up












As the estimator iterates, it will converge at an estimate for the biases at which point this
converged estimate is chosen as the final estimate. The difference between estimates required
to determine convergence can be chosen by the user but should be fairly small compared to
the noise and the bias magnitude. As the estimator iterates, Hj and Rj are recalculated from
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equations (52), (57), and (58) using the debiased measurements











Unless there is some information known about the biases, it is most reasonable to initialize the
biases at zero, i.e.,
b̂0e = [0, 0, ..., 0]
T (78)
To satisfy the observability requirements of the estimator there must be at least one measurement
for each bias parameter. This results in the following inequality [10]
3K(NS − 1) ≥ 3NS (79)
where K is the number of measurement snapshots and NS is the number of sensors.
The CRLB is defined [6] as the inverse of the Fisher Information Matrix (FIM).
CRLB = J−1 = [(H)′R−1(H)]−1 (80)
The CRLB uses the matrices previously calculated as part of the ILS update iterations (70)–
(71). The CRLB acts as the lower bound of the variance of an unbiased estimator for the
associated parameters. This is true for any unbiased estimator, not only the ML/ILS estimator.
By calculating the CRLB for a scenario one can evaluate if it is possible to effectively estimate
the biases inherently and through additional metrics such as the condition number. If the CRLB
and its metrics are poor, then one can avoid accepting poor bias estimates.
C. Simulation results
1) The Simulations: In this subsection, the simulations are made in which the performance of
this formulation is compared in various sensor and target geometries. To begin, the simulations
are modeled as a scenario that is a simplification of orbital tracking. An Earth Centered Inertial
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(ECI) Equatorial coordinate system is used with 2 sensors that are stationary4 with respect to
the Earth’s surface, positioned at 1o and -1o latitude respectively and at -1o and 1o longitude
respectively. The sensors move in ECI with the rotation of the earth over time. The target of




























Fig. 6. Orbital model for simulations.
The sensors used in the simulations gather one set of RUV measurements every second and are
assumed to be synchronous. For simplicity, the boresights are pointed along the X axis, which is
directly upwards relative to the ground, and then rotated 40o in pitch (elevation) relative to ECI.
Unlike the full orbit of Figure 6, the focus is placed on shorter time frames of measurements





where G is the gravitational constant and Me is the mass of the earth.
2) Verification of the Statistical Efficiency and CRLB analysis: The ILS implementation of
the ML estimation method is known to be statistically efficient in nonlinear cases that are not
ill-conditioned [6], but in the present problem one can have an ill-conditioned system as a result
4There is little loss in generality by making the assumption of stationary sensors as many long-range systems use stationary
sensors. Furthermore when sensors move it is likely that their biases are not constant as the motion can affect the calibration of
the sensor.
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of the significantly nonlinear conversion of measurements. A second order conversion has been
used to prevent conversion error from affecting the estimator, but higher order components could
propagate into the bias estimates. Before any particular efforts are made to evaluate scenarios
based on the CRLB it is necessary to verify that the method is statistically efficient. To accomplish
this, bias estimation is performed and the root mean square errors (RMSE) is compared to the
CRLB for all bias components. The parameters and geometry used for this are seen in Figure
7 and Table IV. The noise and biases used are similar to those present in real sensors5. The
results of this are seen in Table XIII. Included in these results are the 95% confidence interval
for the RMSE evaluated with the following equations (assuming statistical efficiency, which will
be confirmed)
P (a < RMSE < b) = 0.95 (82)
a =
√





CRLB + 1.96 · σSE√
nMC
(84)
where nMC is the number of Monte Carlo runs and σSE is the standard deviation of the square
error. The above, if RMSE ∈ [a, b], amounts to a hypothesis test that confirms efficiency [6].
TABLE IV








Sensor 1 1 m 1×10-3 1×10-3
Sensor 2 1 m 1×10-3 1×10-3
Sensor Measurement Biases
u Additive v Additive u,v Multiplicative
Sensor 1 Biases 1×10-3 1×10-3 1×10-3
Sensor 2 Biases 1×10-3 1×10-3 1×10-3


























Fig. 7. Sensors and target movement over 200 seconds (in ECI).
TABLE V
EFFECT OF BIASES





1000 km 10o 0.174 1 km 174 m
1000 km 45o 0.707 1 km 707 m
Our results show that not only is this method statistically efficient (i.e., it meets the CRLB)
but it is possible to achieve bias estimates with RMSE’s significantly lower than the noise level.
It is also necessary to investigate the CRLB using the same simulation parameters to show that
the CRLB calculated initially is comparable to the CRLB calculated using the truth. The true
CRLB is calculated using the true target coordinates in RUV and the true biases. The initial
CRLB is calculated using the biased noisy measurements and a null bias. To compare the two
CRLB’s the ratio between them is taken, showing how the true CRLB varies from the initial.
Table VII displays the results of this analysis. The initial CRLB does not deviate significantly
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TABLE VI
VERIFYING STATISTICAL EFFICIENCY WITH THE CRLB, nMC = 100 RUNS
Sensor 1




























































u Additive 1.0073 1.0065 1.1234 1.0016 1.0199 1.1036
Sensor 1




1.1234 1.0623 1.0103 0.9831 1.0120 1.0119
Sensor 2
u Additive 1.0016 1.0096 0.9831 0.9995 1.0420 0.9830
Sensor 2




1.1036 1.0162 1.0119 0.9830 1.0114 1.0109
from the true CRLB. Certain elements of the true CRLB are around 10% greater or lower than
the initial CRLB. It is concluded from this that the initial CRLB calculated from the noisy biased
measurements and with a null bias estimate is usable as an estimate of the true CRLB. This
is useful because it shows that the CRLB is obtainable without needing to perform estimation.
Additionally, this verifies that a target state estimate is not needed to estimate the biases or to
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obtain the CRLB.
3) The Importance of Measurement Diversity: In our verification of the statistical efficiency,
the geometry includes favorable measurement “diversity”, and therefore the square root of the
CRLB for the biases is significantly lower than the full bias and noise standard deviation. As
there is a combination of multiplicative biases and additive biases, it is necessary to include
enough variation in the u and v measurements such that the estimator can accurately determine
the magnitude of the u,v multiplicative bias. We refer to this as measurement “diversity” and
we define this as a variety within the measurements, such as high and low values of u and v
measurements. A system with good “diversity” contains a large swath of u and v measurements,
ideally ranging from −1 to 1. A system with poor “diversity” would have a small swath of
measurements, such as from 0.4 to 0.5. When measurements are low in magnitude, then the
additive bias dominates; when they are high in magnitude the multiplicative bias dominates.
This effect is seen in Table V. The more variety in measurements that is available, the more
data is available for separating the scale from the additive biases.
To explore this, the same set of simulations is performed, but this time the positions of
the sensors are changed to produce much less measurement diversity and explore how well
the method performs. The same parameters from Table IV are used, although we vary the
separation of the sensors from each other and from the nearest point from the target. This is
done to reduce the measurement diversity by keeping the u and v values from changing. In this
case the separation of the sensors is in terms of longitude degrees on the surface of the earth.
At the equator this is around 111.3 km of separation per degree. This separation is shown in
Figures 8, 9, and 10. The corresponding measurement diversity is shown in Figures 11, 12, and
13 as a graph of the u and v measurements over time. The results of this simulation are seen in
Figures 14 and 15.
These results show that as the sensors move further away from each other there is less
measurement diversity and therefore much higher CRLB’s and RMSE’s. As the separation
increases they are positioned further away from the target which is centered between them. This


























Fig. 8. Sensor and target positioning with 2 degrees of separation between the sensors.
7000






















Fig. 9. Sensor and target positioning with 20 degrees of separation between the sensors.

























Fig. 10. Sensor and target positioning with 40 degrees of separation between the sensors.
such as from positive to negative or high values to low values. Sensor 1 bias estimation is much
better than for sensor 2 because the u and v measurements are more diverse. This makes it much
easier to estimate the u,v multiplicative bias, which correspondingly produces better v additive
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Fig. 11. Measurement diversity over time with 2 degrees of separation.






















Fig. 12. Measurement diversity over time with 20 degrees of separation.






















Fig. 13. Measurement diversity over time with 40 degrees of separation.
bias estimates.
Additionally, as the diversity deteriorates, the RMSE is no longer statistically efficient, which
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Sensor Performance compared to Sensor Separation
Sensor 1 U Additive
Sensor 1 V Additive
Sensor 1 UV Multiplicative
Sensor 2 U Additive
Sensor 2 V Additive
Sensor 2 UV Multiplicative
Fig. 14. CRLB square root when increasing sensor separation.






















Sensor Performance compared to Sensor Separation
Sensor 1 U Additive
Sensor 1 V Additive
Sensor 1 UV Multiplicative
Sensor 2 U Additive
Sensor 2 V Additive
Sensor 2 UV Multiplicative
Fig. 15. RMSE when increasing sensor separation.








compared to Sensor Separation
Fig. 16. Condition number of the CRLB when increasing sensor separation.
is to be expected in an ill-conditioned system. Figure 16 confirms that the condition number
increases dramatically as the separation increases. This verifies that diversity of measurements
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is important to the conditioning of the system as well as the CRLB. However, this raises some
additional concerns. When the conditioning of the system is poor, does the observation of the
initial CRLB calculation investigated in Table VII still hold? To explore this, we examine the
true and initial CRLB’s once more with poor conditioning. This result is seen in Table VIII.
TABLE VIII
















u Additive 1.1655 1.1074 1.1147 1.1690 1.1575 1.1599
Sensor 1




1.1147 1.0417 1.0319 1.1178 1.0956 1.1006
Sensor 2
u Additive 1.1690 1.1183 1.1178 1.1742 1.1616 1.1664
Sensor 2




1.1599 1.0928 1.1006 1.1664 1.1506 1.1536
From the results it is apparent that the initial CRLB becomes less accurate when the system
is ill-conditioned. Despite this, it is still within reasonable error bounds, as the true CRLB is
about 15% larger than the initial CRLB. In particularly ill-conditioned systems the initial CRLB
will deviate further from the true CRLB; however, this deviation appears to be relatively small
and consistent across the CRLB.
However, it is important to question whether the geometry of the sensors or the diversity is
the factor controlling the performance. Another way to examine the importance of measurement
diversity is to compare performance to the number of time steps. This determines how many
measurement samples are used and how much the measurements change. This also allows us to
evaluate diversity with other parameters held constant. Using the same geometry and parameters
from Figure 7 and Table IV, we vary the number of time steps from 5 to 201. As part of this
analysis, the u and v measurements are shown for the sensors with respect to time to show how
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the diversity improves. The results are seen in Figure 17–19. From these results it is apparent that
the CRLB does not decrease to values comparable to the magnitude of the bias until there are
around 100 time steps or 100 seconds of measurements. As time steps are added there are more
u and v values included until nearly the entire range of possible u and v values is represented.
0 50 100 150 200

















Sensor 1 U Additive
Sensor 1 V Additive
Sensor 1 UV Multiplicative
Sensor 2 U Additive
Sensor 2 V Additive
Sensor 2 UV Multiplicative
Fig. 17. CRLB of the bias estimator vs. the number of time steps.
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Sensor 1 U Additive
Sensor 1 V Additive
Sensor 1 UV Multiplicative
Sensor 2 U Additive
Sensor 2 V Additive
Sensor 2 UV Multiplicative
Fig. 18. RMSE of the bias estimator vs. the number of time steps.
To determine if this is a result of diversity or number of measurements, a change is made in
which the target travels twice as fast, resulting in faster change in u and v values. Similarly we
halve the speed of the target and try the same. These results are shown in Figures 20–22 and
Figures 23–25. When measurement diversity is achieved faster, there is a corresponding reduction
in the number of time steps required to achieve reasonable bias estimates. In the case of Figures
20–22, it is possible to reach it in about half as many time steps, where at around 50 most of
the components have CRLB’s that are lower than the magnitude of the bias. Correspondingly,
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Fig. 19. Measurement diversity over time.
the opposite happens in Figures 23–25 when the speed is halved; it takes almost 200 time
steps to have bias estimates with CRLB less than the bias magnitude. This means that when
performing bias estimation in this way, measurement diversity is very important, and, depending
on the resources available, either more time steps or more targets may be necessary to achieve
sufficient estimator accuracy. The sensor geometry is held constant with these simulations and
only the target speed is changed, therefore the measurement diversity is the significant factor for
separating the scale from the additive biases. This method is statistically efficient, which means
that this is applicable to the statistical performance of any method assuming there are only RUV
measurements available.
D. Conclusions
This paper proposes a method by which additive and multiplicative biases in sine space (for
direction sines) in a 3-D sensor are estimated. Using the pseudo-measurement method it is
possible to convert the RUV measurements to Cartesian (using an unbiased conversion), and
difference them to extract the effect of the biases. It is possible to obtain the CRLB using noisy
measurements, and the result is nearly identical to the true CRLB. The ML/ILS estimator using
unbiased converted bias pseudo-measurements is shown to be efficient. By having a sufficient
diversity of u and v measurements (meaning that the target traverses a non-trivial swath of u
and v values during the period of observation) it is possible to reduce the CRLB to less than
the measurement noise standard deviation. This is attractive compared to previous RUV bias
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Sensor 1 U Additive
Sensor 1 V Additive
Sensor 1 UV Multiplicative
Sensor 2 U Additive
Sensor 2 V Additive
Sensor 2 UV Multiplicative
Fig. 20. CRLB of the bias estimator vs. the number of time steps with double target speed.
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Sensor 1 U Additive
Sensor 1 V Additive
Sensor 1 UV Multiplicative
Sensor 2 U Additive
Sensor 2 V Additive
Sensor 2 UV Multiplicative
Fig. 21. RMSE of the bias estimator vs. the number of time steps with double target speed.




















Fig. 22. Measurement diversity over time with double target speed.
methods, because it is no longer necessary to estimate the bias jointly with the target state.
The concise bias representation allows for accurate bias estimates that are applicable to relevant
distortion effects.
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Sensor 1 U Additive
Sensor 1 V Additive
Sensor 1 UV Multiplicative
Sensor 2 U Additive
Sensor 2 V Additive
Sensor 2 UV Multiplicative
Fig. 23. CRLB of the bias estimator vs. the number of time steps with half target speed.
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Sensor 1 U Additive
Sensor 1 V Additive
Sensor 1 UV Multiplicative
Sensor 2 U Additive
Sensor 2 V Additive
Sensor 2 UV Multiplicative
Fig. 24. RMSE of the bias estimator vs. the number of time steps with half target speed.




















Fig. 25. Measurement diversity over time with half target speed.
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V. UNBIASED CONVERSION OF PASSIVE SENSOR MEASUREMENTS
A. Problem Formulation
Passive angle-only sensors in 3-D space are used for this paper. Passive sensors only give
angle measurements pointing in the direction of the target. In three dimensions this is made
up of two angles, azimuth and elevation. The sensors are assumed to be synchronous and the
network consists of Ns sensors. At a timestep k the position of sensor s, assumed to be known,
are
xs(k) = [xs(k), ys(k), zs(k)]
T (85)
For simplicity there is only a single target t and its position is similarly
xt(k) = [xt(k), yt(k), zt(k)]T (86)
The sensors generate measurements of the target from their own reference frame
xts(k) = x
t(k)− xs(k) (87)


















The measurements are combined with noises wαs (k) and w
ε
s(k) to produce the final measurement
model where superscript m signifies that the angles are the measurements generated by the
sensors. The noise for each sensor is assumed uncorrelated independent white Gaussian with
variances (σαs )
2 and (σεs)











wαs (k) ∼ N (0, (σαs )2) wεs(k) ∼ N (0, (σεs)2) (90)
The noise variances are assumed to be known by the system. These measurements are assumed
to be synchronous but this model can be modified for the asynchronous case. It may be possible
to apply an unbiased conversion using a von Mises distribution [5], which also models additive
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noise on angle-only measurements. This paper will focus on Gaussian modeling of the noise, as
is used in previous work in unbiased conversions [6] [35] [41] [56].
B. Conversion Using Triangulation
The method for conversion we investigate is triangulation to generate a single Cartesian
measurement using angle measurements from two sensors. This method projects the three di-
mensional lines of sight into one x− y plane to force two lines of sight to intersect. From this
the x and y coordinates of the target are generated. Additionally, the elevation measurement
from one sensor is used to generate the z coordinate. The superscript c is used to signify that it
is a conversion.
xt,c1,2(k) =



















zt,c1,2(k) = z1(k) + tan(ε
t,m
1 (k))





A criticism of this method is that only one of the elevation measurements is used, thereby possibly
underutilizing available data. From the second elevation measurement another measurement of
the z coordinate can be obtained.
zt,c2,1(k) = z2(k) + tan(ε
t,m
2 (k))





In the presence of noise this method is imperfect as the two lines of sight will not intersect exactly
in 3-D space. However, when the noise variance is low then it is possible to use this method and
the effect of the noise can be approximated with a conversion. Furthermore, the noise can cause a
bias in the converted measurement but this bias can be calculated and removed. To approximate
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the noise covariance and debias the converted measurements a Taylor series expansion is used.






































































For simplicity the y and z expansions have been neglected and are included in the sequel to this
work. A second order expansion is used here, however further orders can be used for a more
accurate conversion. The expected value of the expanded term contains the conversion bias.










































E[xt,c1,2(k)] ≈ xt(k) + βx,1,2 (97)
By calculating and subtracting the bias it is possible to avoid this error. The superscript db is




E[xt,µ1,2(k)] ≈ xt(k) (99)
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The covariance matrix for the converted measurements can be calculated with the same Taylor




V (x) C(x, y) C(x, z1,2) C(x, z2,1)
C(x, y) V (y) C(y, z1,2) C(y, z2,1)
C(x, z1,2) C(y, z1,2) V (z1,2) C(z1,2, z2,1)
C(x, z2,1) C(y, z2,1) C(z1,2, z2,1) V (z2,1)

(102)
where V is the variance of the variable defined by











































































and the covariance C is defined by


















































































































C. Simulations and Results
1) Simulation Parameters: To analyze the conversion a long range orbital scenario is in-
troduced in which the orbiting target passes the field of view of two sea level sensors. The
target passes the sensors causing angle measurements that begin relatively perpendicular and
become parallel over time. When the measurements are parallel this results in an unobservable
system where conversion into Cartesian is prone to error except in cases of very low noise. The
simulation setup is shown in Figure 39. An important element of this setup is that the angle
between the two lines of sight is varied over the timeline of the simulation. In particular the
angle ranges from 0.65 radians to 0.1 radians. However in this setup the angle in the x-y domain,
which is relevant to the azimuth angles, changes differently. This x-y angle changes from 0.65
radians to zero radians, and then from zero to 0.08 radians. The shaded region in the graphs is
unobservable, showing the sensitivity of this method to azimuth. For this method to be effective
a minimum of 0.05 radians of azimuth should be present between the two lines of sight. The
measurement noise values and simulation parameters are given in Table XI and are kept the
same for both sensors for simplicity. The performance of the conversion is analyzed over 105
Monte Carlo runs. For simplicity only one of the converted z measurements is used, however






















Fig. 26. Sensor and Target Setup
TABLE IX





Sensor 1 1 mrad 1 mrad
Sensor 2 1 mrad 1 mrad
2) Bias Analysis: The value of this conversion is first investigated by evaluating the signifi-
cance of the bias. The conventional conversion is the first order conversion which is based on







The bias of the converted coordinates over the simulation time steps is seen in Figure 33. The
bias increases significantly as the measurements become more parallel. Eventually the system
becomes unobservable (around time 300) and the conversion is unable to produce an accurate
Cartesian measurement. The bias becomes very large as the system becomes unobservable and
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Fig. 27. Conversion bias over time.




















Fig. 28. Residual bias after using the second order conversion.
merits debiasing. The results of debiasing are seen in Figure 34. After debiasing the mean of
the results is appropriately centered on zero, meaning a significant error from the conversion has
been removed. Higher order Taylor expansions may lead to more accurate debiasing.
3) Covariance Analysis: The accuracy of the covariance matrix from equation (183) is also
analyzed for the second order conversion. The metric for analyzing the covariance is the Nor-
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The NES for the first and second order conversion are compared to each other and the 99 percent
confidence region shown in Figure 35. The NES is relatively consistent for both conversion meth-











Lower Bound 99% Interval
Upper Bound 99% Interval
Fig. 29. Comparison of Covariance NES.
ods, however when the system loses observability the NES for the second order conversion drops,
meaning that the error is inconsistently low. This demonstrates that the second order conversion
is therefore pessimistic. The noise in a poor observability scenario is not perfectly represented
by a multivariate Gaussian, but the covariance calculated reflects larger noise covariance in order
to encompass the non-Gaussian noise.
D. Conclusion
When observability of a target drops for passive sensors it is necessary to account for higher
order dynamics present in the conversion from angle-only measurements to Cartesian measure-
ments. The bias present in the conversion can interfere with passive sensing applications such as
target tracking and bias estimation. By using a second order Taylor series expansion it is possible
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to effectively remove the bias from converted measurements. Additionally a more accurate model
of the covariance of the converted noise is achieved.
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VI. CRLB FOR MULTI-SENSOR ROTATIONAL BIAS ESTIMATION FOR PASSIVE SENSORS
WITHOUT TARGET STATE ESTIMATION
A. Problem Formulation
Passive angle-only sensors in 3-D are considered in this paper. The sensors are assumed to
be synchronous and the network consists of Ns sensors taking measurements over a time period
of K time steps. At time step k the position of sensor s, assumed to be known, is
xs(k) = [xs(k), ys(k), zs(k)]
T (112)
There are Nt targets of opportunity. The (unknown) position6 of target t is
xt(k) = [xt(k), yt(k), zt(k)]T (113)
The sensors generate measurements of the target from their own reference frame
xts(k) = x
t(k)− xs(k) (114)
The sensors have rotations which consists of a nominal rotation ωns and rotational bias ω
b
s. This
rotation is modeled as Euler angle rotations of the sensor frame






where the biases are Euler angles of θ, φ, and ψ which are yaw, pitch, and roll, respectively.
In this paper we use the superscripts n and b to specify that variables are from the nominal
and bias rotated coordinate reference frame respectively. If both superscripts are used then that
6The measurements can originate from the same target at different times or from different targets at the same or different
times, as long as their origin is known.
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− sin(φis) cos(φis) sin(ψis) cos(φis) cos(ψis)




















These (biased) measurements are combined with noises wt,n,b,αs (k) and w
t,n,b,ε
s (k) to produce
the final measurement model. The noises in each sensor are assumed uncorrelated, independent,
zero mean, white Gaussian with variances (σαs )
2 and (σεs)
2. The effect of the nominal rotation
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where C is the Jacobian of the two measured angles with respect to the sensor rotation angles
Ct,bs (k) =










Ct,bs1 (k) 0 0
0 Ct,bs2 (k) 0
0 0 ...
 (123)
wt,n,b,αs (k) ∼ N (0, (σαs )2) wt,n,b,εs (k) ∼ N (0, (σεs)2) (124)
The noise variances are assumed to be known by the system. These measurements are assumed
to be synchronous but it is not necessary and this model can be modified for the asynchronous
case[38]. The partial derivatives for C will be included in the sequel work.
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B. Conversion Into Cartesian Coordinates
The noisy angle measurements from two sensors can be combined to produce a Cartesian
measurement using triangulation. This method7 first projects the three dimensional lines of sight
into one x-y plane to force two lines of sight to intersect. From this the x and y coordinates
of the target are generated. Additionally the elevation measurement from one sensor is used to
generate the z coordinate. Before this is done the nominal rotation, which is known, must be
removed from the equation to produce a rotated measurement. The measurements are rotated
using the function hi. This calculation will be made in the sequel paper. There is an effect on
the noise as a result of the nominal rotation which is taken into account using the Jacobian D.
The partial derivatives for D are calculated in the sequel paper.
Dt,n,bs (k) =







 Dt,n,bs1 (k) 0
0 Dt,n,bs2 (k)
 (126)













≈ ξt,bs (k) +wt,bs (k) (129)
≈ ξts(k) + Ct,bs (k)ωbs +Dt,n,bs (k)wt,n,bs (k) (130)
7One can use here a ML method as in [45], which requires a numerical search and does not yield the necessary Jacobians
used in the sequel.
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The superscript c is used to indicate the conversion which is calculated using the equations
xt,b,c12 (k) =



















zt,b,c12′ (k) = z1(k) + tan(ε
t,b
1 (k))
∣∣∣∣∣(y1(k)− y2(k)) cos(αt,b2 (k)) + (x2(k)− x1(k)) sin(αt,b2 (k))sin(αt,b1 (k)− αt,b2 (k))
∣∣∣∣∣
(133)
In this method only one of the elevation measurements is used, thereby underutilizing available
data. From the second elevation measurement another measurement of the z coordinate can be
obtained.
zt,b,c12′′ (k) = z2(k) + tan(ε
t,b
2 (k))
∣∣∣∣∣(y2(k)− y1(k)) cos(αt,b1 (k)) + (x1(k)− x2(k)) sin(αt,b1 (k))sin(αt,b2 (k)− αt,b1 (k))
∣∣∣∣∣
(134)
We apply this conversion hc to the noisy measurements by using them in place of the true
















The two z coordinate measurements can be merged into a single measurement, however this






















































































































2 0 0 0
0 (σε1)
2 0 0
0 0 (σα2 )
2 0






The matrices B, C, and D can be calculated without needing knowledge of the target’s state.
These calculations are given in the sequel paper. As the partial derivatives require using the az-
imuth and elevation from the sensor to the target, this method is not completely state independent,
but the true Cartesian state is not needed.
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C. Bias Estimation
1) Generating the Pseudo-Measurements: By differencing two converted measurements (from
angle-only to Cartesian) it is possible to isolate the translational effects of the biases from
four angle-only sensors. These new “pseudo-measurements” are denoted with superscript p. The























































2) Maximum Likelihood Estimation: After the measurements are converted into bias pseudo-
measurements it is possible to stack the measurements into a batch and use maximum likelihood
estimation (MLE) to estimate the biases. The batches for the measurements and their respective
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In this paper the Iterated Least Squares (ILS) implementation of the MLE is used to estimate
the biases from the pseudo-measurements. This method uses an initial estimate of zero biases







j)′(Rj)−1(Hj)]−1(Hj)′(Rj)−1[ζ − hp(ω̂b,j1,2,3,4)] (149)
hp(ω̂b,j1,2,3,4) = H
jω̂b,j1,2,3,4 (150)
ω̂b,j=01,2,3,4 = [0, 0, ..., 0]
T (151)
D. Cramér-Rao Lower Bound
As part of estimating the biases it is important to have a metric for the accuracy of the bias
estimates using a given method. The CRLB is a lower bound on the variance of an unbiased
estimator of an unknown fixed parameter. This allows us to compare the performance of this
method to other bias estimation methods, such as those using simultaneous target state and bias
estimation. Our method (both bias estimation and CRLB) eliminates completely the need to use
the target state thanks to the differencing approach. To calculate the CRLB one must take the
inverse of the Fisher Information Matrix as follows
J = H ′R−1H (152)
CRLB = J−1 = (H ′R−1H)−1 (153)
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The diagonal elements of the CRLB, (σCRLBi )
2, correspond to the variances of the individual
bias estimates. However it is important to note that the estimator may not achieve a variance
that attains the CRLB. While this bound is, in theory, attained asymptotically, we show that for
the scenarios considered one can accept the CRLB covariance as the actual one via hypothesis
testing at 5% error. When the RMSE of the estimator is equal to σCRLBi , then the estimator is
statistically efficient. To evaluate the estimator rigorously its RMSE σi for each component is
compared to the 95% confidence interval of the square root of the CRLB calculated as
P (a < σi < b) = 0.95 (154)
a = σCRLBi − 1.96 · σi√nMC (155)
b = σCRLBi + 1.96 · σi√nMC (156)
where σi is the standard deviation of error in component i from nMC Monte-Carlo runs.
The normalized estimator error squared (NEES)[6] can also be evaluated with the chi-square
test to verify consistency. The NEES for each Monte-Carlo Run is
εi = (ωb1,2,3,4 − ω̂
b,i
1,2,3,4)
′J i(ωb1,2,3,4 − ω̂
b,i
1,2,3,4) i = 1, 2, ..., nMC (157)
The estimator is considered efficient if the mean of the NEES (multiplied by the number of
Monte-Carlo runs) lies within the 95% probability region for a Chi-Square variable with degrees
of freedom equal to the number of bias variables multiplied by the number of Monte-Carlo runs.
The probability region is defined as

























In this case with four sensors and three biases in each sensor there are twelve parameters and
the NEES will be around 12.
E. Simulations and Results
1) Simulation Parameters: It is necessary to examine the performance of the bias estimation
method through simulation. In particular, the root mean square error (RMSE) of the method is
to be compared to the Cramér-Rao Lower Bound (CRLB) to verify that the RMSE meets the
CRLB, i.e. statistical efficiency is achieved. The simulation is based on a long range system in
Earth Centered Inertial (ECI) coordinates with two targets in orbit and four stationary sensors at
sea level. The motion of the targets allows for the sensors to gather measurements from distinct
places in the sensor’s field of vision in order to ensure informative measurements. The target

























Fig. 30. Sensor and target setup in ECI coordinates. K = 200 seconds
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TABLE X
VERIFICATION OF THE STATISTICAL EFFICIENCY WITH THE CRLB, nMC = 100 RUNS, ALL QUANTITIES ARE IN MRAD





























































The sensors have measurement noise standard deviation of 0.1 mrad and biases of 1 mrad.
The sensors take one measurement per second over 200 seconds (K = 201) and 100 Monte
Carlo Runs are used.
2) Statistical Efficiency: The CRLB is the lower bound on the variance of this estimator,
meaning that the RMSE must be compatible with the square root of the CRLB. If the RMSE
is accepted as equal (via a statistical hypothesis test) to the CRLB square root the estimator
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is considered statistically efficient. The simulations are performed and the results are shown in
Table XIII. Using this method it is possible to estimate the biases of four separate sensors and
reduce the error to less than the magnitude of the true bias. Furthermore the RMSE is within the
confidence interval, and is statistically efficient. If more measurements are available from either
more time or targets then it may be possible to reduce the error to more desired parameters.
F. Conclusion
By using sensor data fusion to convert angle-only measurements to Cartesian coordinates it is
possible to perform sensor registration in 3-D for passive sensors. The nonlinearity of rotational
biases poses a significant challenge for bias estimation to achieve the CRLB. A Taylor series
expansion was used without the need to estimate the target’s state. The resulting bias estimates
were shown to be statistically efficient. Additionally the requirement of four synchronous sensors
is difficult to fulfill in practice, so a generalization to asynchronous sensors is under development.
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VII. UNBIASED CONVERSION OF PASSIVE SENSOR MEASUREMENTS USING CLOSEST
POINT OF APPROACH
A. Problem Formulation
Passive angle-only sensors operating in 3-D space are used for this paper. Passive sensors
only give angle measurements pointing in the direction of the target. In three dimensions this
is made up of two angles, azimuth and elevation. The sensors are assumed to be synchronous
and the network consists of Ns sensors. At a timestep k the position of sensor s, assumed to be
known, are
xs(k) = [xs(k), ys(k), zs(k)]
T (163)
For simplicity there is only a single target t and its position is similarly
xt(k) = [xt(k), yt(k), zt(k)]T (164)
The sensors generate measurements of the target from their own reference frame
xts(k) = x
t(k)− xs(k) (165)


















The measurements are combined with noises wαs (k) and w
ε
s(k) to produce the final measurement
model where superscript m signifies that the angles are the measurements generated by the
sensors. The noise for each sensor is assumed uncorrelated independent white gaussian with
variances (σαs )
2 and (σεs)











wαs (k) ∼ N (0, (σαs )2) wεs(k) ∼ N (0, (σεs)2) (168)
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Fig. 31. Using CPA to convert azimuth measurements into 3-D Cartesian measurements.
The noise variances are assumed to be known by the system. These measurements are assumed
to be synchronous but this model can be modified for the asynchronous case.
B. Conversion Using Closest Point of Approach
1) The Conversion: The method for conversion investigated in this work is using closest point
of approach to generate a single Cartesian measurement using angle measurements from two
sensors. This method finds the points on the two line-of-sight rays that are closest to each other
and then labels the midpoint between the two points as the composite Cartesian position. This









































The derivation for these equations is included in the appendix. In ML applications [32] the two
Cartesian coordinate measurements can be used separately rather than merged for the parameter
estimate.
In the presence of noise this method is imperfect as the two lines of sight will not intersect
exactly in 3-D space. As such, estimation methods are commonly used to estimate the true target
state, which will be discussed later in the paper. However, in circumstances when estimation
methods are undesirable it is possible to use this method and the effect of the noise can be
approximated with a conversion. Furthermore, the noise can cause a bias in the converted
measurement but this bias can be calculated and removed.
It is important to note that this is an explicit expression of the conversion. Unlike iterative meth-
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ods such as Maximum Likelihood it is possible to calculate a Jacobian of the converted Cartesian
positions with respect to the original line-of-sight measurements. As such the derivatives can
be calculated and in turn used to calculate the bias and covariance. The explicit expression and
these derivatives are useful in other applications such as the generation of pseudo-measurements
for bias estimation [32].
2) The Bias of the Conversion and its Compensation: To approximate the noise covariance
and debias the converted measurements a Taylor series expansion is used. For simplicity the y and
z expansions as well as the individual derivatives are moved to the Appendix. The superscript
m denotes that the converted Cartesian measurements are made with the noisy line-of-sight
measurements






























































A second order expansion is used here, however further orders can be used for a more accurate
conversion. The expected value of the expanded term contains the conversion bias.



































E[xt,c,m1,2 (k)] ≈ xt(k) + cx,1,2 (178)
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By calculating and subtracting the bias it is possible to avoid this error, producing the debiased
measurements denoted by superscript db.
xt,c,m,db1,2 (k) = x
t,c,m
1,2 (k)− cx,1,2 (179)
E[xt,c,m,db1,2 (k)] ≈ xt(k) (180)






























3) The Covariance of the Converted Errors: The covariance matrix for the converted mea-
surements can be calculated with the same Taylor series expansion. The covariance matrix (with
the superscripts removed for simplicity) is
Rt,c,db1,2 =
V (x1,2(k)) CV (x1,2(k), y1,2(k)) CV (x1,2(k), z1,2(k))
CV (x1,2(k), y1,2(k)) V (y1,2(k)) CV (y1,2(k), z1,2(k))
CV (x1,2(k), z1,2(k)) CV (y1,2(k), z1,2(k)) V (z1,2(k))
 (183)
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where V is the variance of the variable defined by
V (xt,c,m,db1,2 (k)) = E[x
t,c,m,db
1,2 (k)







































































and the covariance CV is defined by
CV (xt,c,m,db1,2 (k), y
t,c,m,db















































































































The full derivation of these equations and the appropriate derivatives are found in the Appendix.
At this point the previous unbiased conversion and covariance evaluation can be defined as the
second order conversion. In the simulations this will be compared to a first order conversion, in
which the same conversion via closest point of approach is made, but debiasing is not performed
and the second order components are ignored in the covariance calculation.
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C. Simulations and Results
1) Simulation Parameters: To analyze the conversion a long range orbital scenario is intro-
duced in which the orbiting target passes the field of view of two sea level sensors. The target
passes the sensors causing angle measurements that begin relatively perpendicular and become
parallel over time. When the measurements are parallel this results in an unobservable system
where conversion into Cartesian is prone to error except in cases of low noise. The simulation





















Fig. 32. Sensor and Target Setup
in Table XI and are kept the same for both sensors for simplicity. The performance of the
conversion is analyzed over 100000 Monte Carlo runs.
2) Cartesian Position Bias Evaluation: The value of this conversion is first investigated by
evaluating the significance of the bias. The conventional conversion is the first order conversion




t(k)− E[xt,c,m1,2 (k)] (188)
µy = y
t(k)− E[yt,c,m1,2 (k)] (189)
µz = z
t(k)− E[zt,c,m1,2 (k)] (190)
The significance of the bias is defined as the norm of the bias divided by the standard deviation
of the noise in Cartesian coordinates. The noise is roughly converted by multiplying the range








(xt(k)− xs(k))2 + (yt(k)− ys(k))2 + (zt(k)− zs(k))2 sin(σαs )
(191)
The biases and their significance over the simulation time steps is seen in Figure 33. The
bias increases significantly as the measurements become more parallel. The significance of the
bias is very high as the angle between lines-of-sight decreases and the measurements merit
debiasing. The results of debiasing are seen in Figure 34. After debiasing the mean of the
results is appropriately centered on zero, meaning a significant error from the conversion has
been removed. Higher order Taylor expansions may lead to more accurate debiasing.
3) Covariance Analysis: The accuracy of the covariance matrix from equation (183) is also
analyzed for the second order conversion. The metric for analyzing the covariance is the Nor-
TABLE XI






Sensor 1 1 mrad 1 mrad
Sensor 2 1 mrad 1 mrad
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Bias present in X 1st Order Conversion
X
Quadratic Fitting


















Bias present in Y 1st Order Conversion
Y
Cubic Fitting


















Bias present in Z 1st Order Conversion
Z
Cubic Fitting
























   Cubic Polynomial Fitting
Fig. 33. Conversion bias and its significance over time




















The NES for the first and second order conversion are compared to each other and the 99 percent
confidence region shown in Figure 35. The NES for the first order conversion is significantly
higher than the confidence interval meaning that the covariance calculated is not accurately
containing the measurement points. In this case the covariance is too small. The second order
conversion very accurately remedies this problem and results in a consistent NES. This calculated
covariance matrix can be safely used to represent the converted Cartesian measurements.
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Residual Bias in X after Debiasing using 2nd Order Conversion
2nd Order X
Linear Fit


















Residual Bias in Y after Debiasing using 2nd Order Conversion
2nd Order Y
Linear Fitting


















Residual Bias in Z after Debiasing using 2nd Order Conversion
2nd Order Z
Linear Fitting
Fig. 34. Results of debiasing using the second order conversion
4) Comparison with ML Conversion: In the previous subsections the proposed method is
shown to remove nearly all bias and calculates an accurate, albeit pessimistic, covariance matrix.
However it is important to consider comparing the method with the already present method of
generating composite measurements using maximum likelihood (ML). This method is presented
in [45] and involves implementation of the ML using Iterated Least Squares (ILS). Intuitively one
can deduce that the ML method should produce more accurate results for Cartesian coordinates
from fusing two angle-only measurements because it is efficient compared to the Cramér-Rao
Lower Bound (CRLB). However the proposed method has an advantage in that it is an explicit
(non-iterative) expression of the Cartesian position based on two LOS measurements in 3-
D as opposed to a search to obtain the (iterative) MLE of the Cartesian position. This also
means the Jacobian of the converted Cartesian coordinates with respect to the original angle-
only measurements can be calculated. In the case of ML it is practically impossible to produce
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NES 1st and 2nd Order
1st Order
2nd Order
Lower Bound 99% Interval
Upper Bound 99% Interval
Fig. 35. Comparison of Covariance NES
the Jacobian matrix as the “location” of the ML estimate’s convergence point is not analytically
related to the angle-only measurements. Furthermore the proposed method is significantly faster
than the ML estimate as no matrix multiplication is required and the conversion is done in one
step rather than requiring multiple iterations. In this section the performance of the proposed
method is compared to the ML method to verify the improvement in computation speed and
examine the difference in standard deviation. Two experiments are made for comparison, one
with the proposed method compared to one iteration of ILS in the ML method, and one where
the proposed method compared to ten iterations of ILS in the ML method. The single iteration
is the fastest the ML method can perform, but may lose some accuracy compared to using ten
iterations to converge. Additionally the methods are compared with more or fewer measurements.
The same parameters are used from the previous simulations. Computation time is evaluated using
MATLAB and is averaged over 100 Monte Carlo runs. The results are displayed in Table XII
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and in Figures 36 and 37.
TABLE XII







K = 100 s 0.0084 s 0.0165 s 0.0966 s
K = 1000 s 0.0755 s 0.1401 s 0.9228 s































































Fig. 36. Comparison of the biases in the proposed method and the ML method
The table shows that the computation time is significantly reduced by using the proposed
method. The explicit conversion takes half the time compared to the ML method for one iteration
and hence naturally nearly twenty times less time for ten iterations. Additionally the explicit
conversion is nearly identical in performance to the ML method in terms of standard deviation and
residual bias. The ML method is slightly better for situations with poor azimuth observability and
situations of very good observability. The graph for the single iteration ML method is neglected
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Ratio of Calculated Standard Deviation: 




Fig. 37. Ratio of Cartesian coordinate standard deviations from the proposed method over the ML method using 10 iterations.
as it is nearly identical in performance to the 10 iteration ML method. The results show that the
ML method can be favored in situations where computation speed is not a factor and an explicit
expression of the conversion is not needed, but the explicit conversion is a very small reduction
in performance if needed. Both methods have negligible bias and the residual bias is nearly the
same.
D. Conclusion
When observability of a target drops for passive sensors it is necessary to account for higher
order dynamics present in the conversion from angle-only measurements to Cartesian measure-
ments. The bias present in the conversion can interfere with passive sensing applications such as
target tracking and bias estimation. By using a second order Taylor series expansion it is possible
to effectively remove the bias from converted measurements. Additionally a more accurate model
of the covariance of the converted noise is achieved. This method is useful as it is nearly equal in
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accuracy to ML methods but also it is significantly faster and includes an explicit (non-iterative)
expression of the Cartesian position that can be used for applications.
E. Appendix
1) Introduction of the Conversion: In order to calculate the unbiased conversion it is necessary
to derive the expressions for the converted measurements and then the derivatives of the converted
























The closest point of approach method involves converting the line-of-sight measurements into a







The sensor positions are assumed to be known, and the line between them is used to determine
the closest point of approach






The closest point of approach for each sensor using the derivation in [1] and multiplied by the
line-of-sight ray to find the Cartesian positions on each line-of-sight that are closest to each
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For simplicity in the appendix the following substitutions are made
N1 = L
′






Nx,1 = L1[1]N1 (205)
Ny,1 = L1[2]N1 (206)
Nz,1 = L1[3]N1 (207)
Nx,2 = L2[1]N2 (208)
Ny,2 = L2[2]N2 (209)
Nz,2 = L2[3]N2 (210)
D = 1− (L′1L2)2 (211)
90
which results in the equations










































By making these substitutions it is possible to use calculus rules to more efficiently represent
the derivatives of the composite measurements.
2) Debiasing Calculation: It is necessary to calculate the bias for each Cartesian coordinate
by using a Taylor series expansion to include the noise variables. For terseness, the symbol ζ is
used to represent any of the Cartesian Coordinates.
ζ = x, y, z (221)






























































The bias is defined as the difference between the truth and the expected value of the converted
measurement. The first order terms are eliminated from the bias, but the second order terms
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contribute to the mean

















E[ζt,c,m1,2 (k)] ≈ ζt(k) + cζ,1,2 (223)
ζt,c,m,db1,2 (k) = ζ
t,c,m
1,2 (k)− cζ,1,2 (224)
E[ζt,c,m,db1,2 (k)] ≈ ζt(k) (225)
3) Variance Calculation: The Variance is defined as the expected value of the measurement
squared minus the mean squared
V ar(ζt,c,m,db1,2 (k)) = E[ζ
t,c,m,db
1,2 (k)
2]− E[ζt,c,m,db1,2 (k)]2 (226)































































































































































The final variance equation is as follows






































































4) Covariance Calculation: Similarly the covariance is calculated for each combination of
two Cartesian coordinates. As before ζ is used to represent any particular Cartesian coordinate.
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γ is used to represent a different Cartesian coordinate. The calculation begins with the definition
ζ = x, y, z (230)
γ = x, y, z (231)
γ 6= ζ (232)
Covar(ζt,c,m,db1,2 (k), γ
t,c,m,db












































































































































































































































































































































































































5) Derivatives of Converted Measurements: It is necessary to calculate the derivatives of the
converted measurement with respect to the original measurements. This process begins with the
first order derivatives. The derivatives are defined in terms of the substitutions made earlier.











Nx,1 = L1[1]N1 (240)
Ny,1 = L1[2]N1 (241)
Nz,1 = L1[3]N1 (242)
Nx,2 = L2[1]N2 (243)
Ny,2 = L2[2]N2 (244)
Nz,2 = L2[3]N2 (245)
D = 1− (L′1L2)2 (246)
which results in the equations











































φ = α1, α2, ε1, ε2 (256)
ψ = α1, α2, ε1, ε2 (257)




















































































































































































= cos(ε1) sin(α1)(x1 − x2)− cos(α1) cos(ε1)(y1 − y2)
− cos(α2) cos(ε2) cos(ε1) sin(α1) sin(ε2)(z1 − z2)
+ cos(ε2) sin(α2) cos(α1) cos(ε1) sin(ε2)(z1 − z2)
− cos(α2) cos(ε2) cos(α2) cos(ε1) cos(ε2) sin(α1)(x1 − x2)
+ cos(ε2) sin(α2) cos(α1) cos(α2) cos(ε1) cos(ε2)(x1 − x2)
− cos(α2) cos(ε2) cos(ε1) cos(ε2) sin(α1) sin(α2)(y1 − y2)




= sin(ε2) cos(α2) cos(ε2) sin(ε1)(y1 − y2)
− sin(ε2) cos(ε2) sin(α2) sin(ε1)(x1 − x2)
+ cos(α2) cos(ε2) cos(ε1) sin(α1) sin(ε2)(z1 − z2)
− cos(ε2) sin(α2) cos(α1) cos(ε1) sin(ε2)(z1 − z2)
+ cos(α2) cos(ε2) cos(α1) cos(α2) cos(ε1) cos(ε2)(y1 − y2)
+ cos(α2) cos(ε2) cos(α2) cos(ε1) cos(ε2) sin(α1)(x1 − x2)
−2 cos(ε2) sin(α2) cos(α1) cos(α2) cos(ε1) cos(ε2)(x1 − x2)
− cos(ε2) sin(α2) cos(α1) cos(ε1) cos(ε2) sin(α2)(y1 − y2)
+2 cos(ε2) sin(α2) cos(α2) cos(ε1) cos(ε2) sin(α1)(y1 − y2)
− cos(ε2) sin(α2) cos(ε1) cos(ε2) sin(α1) sin(α2)(x1 − x2) (288)
∂N1
∂ε1
= − cos(ε1)(z1 − z2) + cos(α1) sin(ε1)(x1 − x2)
+ sin(α1) sin(ε1)(y1 − y2)
+ sin(ε2) cos(ε1) sin(ε2)(z1 − z2)
+ sin(ε2) cos(α2) cos(ε1) cos(ε2)(x1 − x2)
+ sin(ε2) cos(ε1) cos(ε2) sin(α2)(y1 − y2)
− cos(α2) cos(ε2) cos(α1) sin(ε1) sin(ε2)(z1 − z2)
− cos(ε2) sin(α2) sin(α1) sin(ε1) sin(ε2)(z1 − z2)
− cos(α2) cos(ε2) cos(α1) cos(α2) cos(ε2) sin(ε1)(x1 − x2)
− cos(α2) cos(ε2) cos(α1) cos(ε2) sin(α2) sin(ε1)(y1 − y2)
− cos(ε2) sin(α2) cos(α2) cos(ε2) sin(α1) sin(ε1)(x1 − x2)




= 2 cos(ε2) sin(ε1) sin(ε2)(z1 − z2)
+ cos(ε2) cos(α2) cos(ε2) sin(ε1)(x1 − x2)
+ cos(ε2) cos(ε2) sin(α2) sin(ε1)(y1 − y2)
− sin(ε2) cos(α2) sin(ε1) sin(ε2)(x1 − x2)
− sin(ε2) sin(α2) sin(ε1) sin(ε2)(y1 − y2)
− cos(α2) sin(ε2) cos(α1) cos(ε1) sin(ε2)(z1 − z2)
+ cos(ε2) sin(α2) cos(ε1) cos(ε2) sin(α1)(z1 − z2)
− sin(α2) sin(ε2) cos(ε1) sin(α1) sin(ε2)(z1 − z2)
+ cos(α2) cos(ε2) cos(α1) cos(ε1) cos(ε2)(z1 − z2)
−2 cos(α2) sin(ε2) cos(α1) cos(α2) cos(ε1) cos(ε2)(x1 − x2)
−2 cos(α2) sin(ε2) cos(α1) cos(ε1) cos(ε2) sin(α2)(y1 − y2)
−2 sin(α2) sin(ε2) cos(α2) cos(ε1) cos(ε2) sin(α1)(x1 − x2)
−2 sin(α2) sin(ε2) cos(ε1) cos(ε2) sin(α1) sin(α2)(y1 − y2) (290)
∂N2
∂α1
= cos(α2) cos(ε2) cos(ε1)
2(y1 − y2)
+ cos(ε2) sin(α2) cos(ε1)
2(x1 − x2)
−2 cos(α2) cos(ε2) cos(α1)2 cos(ε1)2(y1 − y2)
− sin(ε2) cos(α1) cos(ε1) sin(ε1)(y1 − y2)
−2 cos(ε2) sin(α2) cos(α1)2 cos(ε1)2(x1 − x2)
+ sin(ε2) cos(ε1) sin(α1) sin(ε1)(x1 − x2)
+ cos(α2) cos(ε2) cos(ε1) sin(α1) sin(ε1)(z1 − z2)
− cos(ε2) sin(α2) cos(α1) cos(ε1) sin(ε1)(z1 − z2)
+2 cos(α2) cos(ε2) cos(α1) cos(ε1)
2 sin(α1)(x1 − x2)




= cos(α2) cos(ε2)(y1 − y2)
− cos(ε2) sin(α2)(x1 − x2)
+ cos(ε2) sin(α2) cos(α1)
2 cos(ε1)
2(x1 − x2)
− cos(α2) cos(ε2) cos(ε1)2 sin(α1)2(y1 − y2)
− cos(α2) cos(ε2) cos(ε1) sin(α1) sin(ε1)(z1 − z2)
+ cos(ε2) sin(α2) cos(α1) cos(ε1) sin(ε1)(z1 − z2)
− cos(α2) cos(ε2) cos(α1) cos(ε1)2 sin(α1)(x1 − x2)
+ cos(ε2) sin(α2) cos(α1) cos(ε1)
2 sin(α1)(y1 − y2) (292)
∂N2
∂ε1
= −2 sin(ε2) cos(ε1) sin(ε1)(z1 − z2)
− sin(ε2) cos(α1) cos(ε1)2(x1 − x2)
+ sin(ε2) cos(α1) sin(ε1)
2(x1 − x2)
− sin(ε2) cos(ε1)2 sin(α1)(y1 − y2)
+ sin(ε2) sin(α1) sin(ε1)
2(y1 − y2)
− cos(α2) cos(ε2) cos(α1) cos(ε1)2(z1 − z2)
+ cos(α2) cos(ε2) cos(α1) sin(ε1)
2(z1 − z2)
− cos(ε2) sin(α2) cos(ε1)2 sin(α1)(z1 − z2)
+ cos(ε2) sin(α2) sin(α1) sin(ε1)
2(z1 − z2)
+2 cos(α2) cos(ε2) cos(α1)
2 cos(ε1) sin(ε1)(x1 − x2)
+2 cos(ε2) sin(α2) cos(ε1) sin(α1)
2 sin(ε1)(y1 − y2)
+2 cos(α2) cos(ε2) cos(α1) cos(ε1) sin(α1) sin(ε1)(y1 − y2)




= cos(ε2)(z1 − z2)
− cos(ε2) sin(ε1)2(z1 − z2)
− cos(α2) sin(ε2)(x1 − x2)
− sin(α2) sin(ε2)(y1 − y2)
+ sin(α2) sin(ε2) cos(ε1)
2 sin(α1)
2(y1 − y2)
− cos(ε2) cos(α1) cos(ε1) sin(ε1)(x1 − x2)
− cos(ε2) cos(ε1) sin(α1) sin(ε1)(y1 − y2)
+ cos(α2) sin(ε2) cos(α1)
2 cos(ε1)
2(x1 − x2)
+ cos(α2) sin(ε2) cos(α1) cos(ε1) sin(ε1)(z1 − z2)
+ sin(α2) sin(ε2) cos(ε1) sin(α1) sin(ε1)(z1 − z2)
+ cos(α2) sin(ε2) cos(α1) cos(ε1)
2 sin(α1)(y1 − y2)
+ sin(α2) sin(ε2) cos(α1) cos(ε1)
2 sin(α1)(x1 − x2) (294)
∂D
∂α1
= 2 cos(ε2) cos(ε1)(cos(α2) sin(ε2) sin(α1) sin(ε1)
− sin(α2) sin(ε2) cos(α1) sin(ε1)
+ cos(α2) cos(ε2) sin(α2) cos(ε1)− cos(ε2) cos(α1) cos(ε1) sin(α1)
+2 cos(α2)
2 cos(ε2) cos(α1) cos(ε1) sin(α1)
−2 cos(α2) cos(ε2) sin(α2) cos(α1)2 cos(ε1)) (295)
∂D
∂α2
= −2 cos(ε2) cos(ε1) (cos(α2) sin(ε2) sin(α1) sin(ε1)− sin(α2) sin(ε2) cos(α1) sin(ε1)
+ cos(α2) cos(ε2) sin(α2) cos(ε1)− cos(ε2) cos(α1) cos(ε1) sin(α1)
+2 cos(α2)
2 cos(ε2) cos(α1) cos(ε1) sin(α1)






= 2 cos(ε2) sin(α2) sin(ε2) sin(α1) sin(ε1)
2









−2 cos(α2) cos(ε2) sin(ε2) cos(α1) cos(ε1)2
+2 cos(α2) cos(ε2) sin(ε2) cos(α1) sin(ε1)
2
−2 cos(ε2) sin(α2) sin(ε2) cos(ε1)2 sin(α1)
+4 cos(α2) cos(ε2)
2 sin(α2) cos(α1) cos(ε1) sin(α1) sin(ε1) (297)
∂D
∂ε2
= 2 cos(α2) sin(ε2)
2 cos(α1) cos(ε1) sin(ε1)
−2 cos(α2) cos(ε2)2 cos(α1) cos(ε1) sin(ε1)
−2 cos(ε2) sin(ε2) sin(ε1)2
−2 cos(ε2)2 sin(α2) cos(ε1) sin(α1) sin(ε1)
+2 cos(α2)









+4 cos(α2) cos(ε2) sin(α2) sin(ε2) cos(α1) cos(ε1)
2 sin(α1) (298)
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= cos(α1) cos(ε1)(x1 − x2) + cos(ε1) sin(α1)(y1 − y2)
− cos(ε2) sin(α2) cos(ε1) sin(α1) sin(ε2)(z1 − z2)
− cos(α2) cos(ε2) cos(α1) cos(ε1) sin(ε2)(z1 − z2)
− cos(α2) cos(ε2) cos(α1) cos(α2) cos(ε1) cos(ε2)(x1 − x2)
− cos(α2) cos(ε2) cos(α1) cos(ε1) cos(ε2) sin(α2)(y1 − y2)
− cos(ε2) sin(α2) cos(α2) cos(ε1) cos(ε2) sin(α1)(x1 − x2)




= − sin(ε2) cos(α2) cos(ε2) sin(ε1)(x1 − x2)
− sin(ε2) cos(ε2) sin(α2) sin(ε1)(y1 − y2)
− cos(ε2) sin(α2) cos(ε1) sin(α1) sin(ε2)(z1 − z2)
− cos(α2) cos(ε2) cos(α1) cos(ε1) sin(ε2)(z1 − z2)
−2 cos(α2) cos(ε2) cos(α1) cos(α2) cos(ε1) cos(ε2)(x1 − x2)
−4 cos(α2) cos(ε2) cos(α1) cos(ε1) cos(ε2) sin(α2)(y1 − y2)
+2 cos(α2) cos(ε2) cos(α2) cos(ε1) cos(ε2) sin(α1)(y1 − y2)
−4 cos(α2) cos(ε2) cos(ε1) cos(ε2) sin(α1) sin(α2)(x1 − x2)
+2 cos(ε2) sin(α2) cos(α1) cos(ε1) cos(ε2) sin(α2)(x1 − x2)
−2 cos(ε2) sin(α2) cos(ε1) cos(ε2) sin(α1) sin(α2)(y1 − y2) (366)
∂2N1
∂2ε1
= sin(ε1)(z1 − z2) + cos(α1) cos(ε1)(x1 − x2)
+ cos(ε1) sin(α1)(y1 − y2)− sin(ε2) sin(ε1) sin(ε2)(z1 − z2)
− sin(ε2) cos(α2) cos(ε2) sin(ε1)(x1 − x2)
− sin(ε2) cos(ε2) sin(α2) sin(ε1)(y1 − y2)
− cos(ε2) sin(α2) cos(ε1) sin(α1) sin(ε2)(z1 − z2)
− cos(α2) cos(ε2) cos(α1) cos(ε1) sin(ε2)(z1 − z2)
− cos(α2) cos(ε2) cos(α1) cos(α2) cos(ε1) cos(ε2)(x1 − x2)
− cos(α2) cos(ε2) cos(α1) cos(ε1) cos(ε2) sin(α2)(y1 − y2)
− cos(ε2) sin(α2) cos(α2) cos(ε1) cos(ε2) sin(α1)(x1 − x2)




= 2 cos(ε2) cos(ε2) sin(ε1)(z1 − z2)
−2 sin(ε2) sin(ε1) sin(ε2)(z1 − z2)
−4 cos(ε2) cos(α2) sin(ε1) sin(ε2)(x1 − x2)
−4 cos(ε2) sin(α2) sin(ε1) sin(ε2)(y1 − y2)
−4 cos(ε2) sin(α2) cos(ε1) sin(α1) sin(ε2)(z1 − z2)
−4 cos(α2) cos(ε2) cos(α1) cos(ε1) sin(ε2)(z1 − z2)
−2 cos(α2) cos(ε2) cos(α1) cos(α2) cos(ε1) cos(ε2)(x1 − x2)
−2 cos(α2) cos(ε2) cos(α1) cos(ε1) cos(ε2) sin(α2)(y1 − y2)
+2 cos(α2) sin(ε2) cos(α1) cos(α2) cos(ε1) sin(ε2)(x1 − x2)
−2 cos(ε2) sin(α2) cos(α2) cos(ε1) cos(ε2) sin(α1)(x1 − x2)
+2 cos(α2) sin(ε2) cos(α1) cos(ε1) sin(α2) sin(ε2)(y1 − y2)
−2 cos(ε2) sin(α2) cos(ε1) cos(ε2) sin(α1) sin(α2)(y1 − y2)
+2 sin(α2) sin(ε2) cos(α2) cos(ε1) sin(α1) sin(ε2)(x1 − x2)
+2 sin(α2) sin(ε2) cos(ε1) sin(α1) sin(α2) sin(ε2)(y1 − y2) (368)
∂2N1
∂α1∂α2
= cos(ε2) cos(ε1)(cos(α2) cos(α1) sin(ε2)(z1 − z2)
+ sin(α2) sin(α1) sin(ε2)(z1 − z2)
+ cos(2α2) cos(α1) cos(ε2)(x1 − x2)
− cos(2α2) cos(ε2) sin(α1)(y1 − y2)
+ sin(2α2) cos(α1) cos(ε2)(y1 − y2)




= sin(ε1)(cos(α1)(y1 − y2)− sin(α1)(x1 − x2)
+ cos(α2) cos(ε2) sin(α1) sin(ε2)(z1 − z2)
− cos(ε2) sin(α2) cos(α1) sin(ε2)(z1 − z2)
+ cos(α2) cos(ε2) cos(α2) cos(ε2) sin(α1)(x1 − x2)
− cos(ε2) sin(α2) cos(α1) cos(α2) cos(ε2)(x1 − x2)
+ cos(α2) cos(ε2) cos(ε2) sin(α1) sin(α2)(y1 − y2)
− cos(ε2) sin(α2) cos(α1) cos(ε2) sin(α2)(y1 − y2)) (370)
∂2N1
∂α1∂ε2
= − sin(α1 − α2) cos(ε1)(cos(ε2) cos(ε2)(z1 − z2)
− sin(ε2) sin(ε2)(z1 − z2)
−2 cos(ε2) cos(α2) sin(ε2)(x1 − x2)
−2 cos(ε2) sin(α2) sin(ε2)(y1 − y2)) (371)
∂2N1
∂α2∂ε1
= sin(ε2) cos(α2) cos(ε1) cos(ε2)(y1 − y2)
− sin(ε2) cos(ε1) cos(ε2) sin(α2)(x1 − x2)
− cos(α2) cos(ε2) sin(α1) sin(ε1) sin(ε2)(z1 − z2)
+ cos(ε2) sin(α2) cos(α1) sin(ε1) sin(ε2)(z1 − z2)
− cos(α2) cos(ε2) cos(α1) cos(α2) cos(ε2) sin(ε1)(y1 − y2)
+2 cos(α2) cos(ε2) cos(α1) cos(ε2) sin(α2) sin(ε1)(x1 − x2)
− cos(α2) cos(ε2) cos(α2) cos(ε2) sin(α1) sin(ε1)(x1 − x2)
−2 cos(α2) cos(ε2) cos(ε2) sin(α1) sin(α2) sin(ε1)(y1 − y2)
+ cos(ε2) sin(α2) cos(α1) cos(ε2) sin(α2) sin(ε1)(y1 − y2)




= cos(ε2) cos(α2) cos(ε2) sin(ε1)(y1 − y2)
− cos(ε2) cos(ε2) sin(α2) sin(ε1)(x1 − x2)
− sin(ε2) cos(α2) sin(ε1) sin(ε2)(y1 − y2)
+ sin(ε2) sin(α2) sin(ε1) sin(ε2)(x1 − x2)
− cos(α2) sin(ε2) cos(ε1) sin(α1) sin(ε2)(z1 − z2)
+ sin(α2) sin(ε2) cos(α1) cos(ε1) sin(ε2)(z1 − z2)
+ cos(α2) cos(ε2) cos(ε1) cos(ε2) sin(α1)(z1 − z2)
− cos(ε2) sin(α2) cos(α1) cos(ε1) cos(ε2)(z1 − z2)
−2 cos(α2) cos(ε2) cos(α1) cos(α2) cos(ε1) sin(ε2)(y1 − y2)
+4 cos(α2) cos(ε2) cos(α1) cos(ε1) sin(α2) sin(ε2)(x1 − x2)
−2 cos(α2) cos(ε2) cos(α2) cos(ε1) sin(α1) sin(ε2)(x1 − x2)
−4 cos(α2) cos(ε2) cos(ε1) sin(α1) sin(α2) sin(ε2)(y1 − y2)
+2 cos(ε2) sin(α2) cos(α1) cos(ε1) sin(α2) sin(ε2)(y1 − y2)





= 2 cos(ε2) cos(ε1) sin(ε2)(z1 − z2)
+ cos(ε2) cos(α2) cos(ε1) cos(ε2)(x1 − x2)
+ cos(ε2) cos(ε1) cos(ε2) sin(α2)(y1 − y2)
− sin(ε2) cos(α2) cos(ε1) sin(ε2)(x1 − x2)
− sin(ε2) cos(ε1) sin(α2) sin(ε2)(y1 − y2)
+ cos(α2) sin(ε2) cos(α1) sin(ε1) sin(ε2)(z1 − z2)
− cos(ε2) sin(α2) cos(ε2) sin(α1) sin(ε1)(z1 − z2)
+ sin(α2) sin(ε2) sin(α1) sin(ε1) sin(ε2)(z1 − z2)
− cos(α2) cos(ε2) cos(α1) cos(ε2) sin(ε1)(z1 − z2)
+2 cos(α2) cos(ε2) cos(α1) cos(α2) sin(ε1) sin(ε2)(x1 − x2)
+2 cos(α2) cos(ε2) cos(α1) sin(α2) sin(ε1) sin(ε2)(y1 − y2)
+2 cos(ε2) sin(α2) cos(α2) sin(α1) sin(ε1) sin(ε2)(x1 − x2)
+2 cos(ε2) sin(α2) sin(α1) sin(α2) sin(ε1) sin(ε2)(y1 − y2) (374)
∂2N2
∂2α1
= −2 cos(α2) cos(ε2) cos(ε1)2(x1 − x2)
+2 cos(ε2) sin(α2) cos(ε1)
2(y1 − y2)
+4 cos(α2) cos(ε2) cos(α1)
2 cos(ε1)
2(x1 − x2)
+ sin(ε2) cos(α1) cos(ε1) sin(ε1)(x1 − x2)
−4 cos(ε2) sin(α2) cos(α1)2 cos(ε1)2(y1 − y2)
+ sin(ε2) cos(ε1) sin(α1) sin(ε1)(y1 − y2)
+ cos(ε2) sin(α2) cos(ε1) sin(α1) sin(ε1)(z1 − z2)
+4 cos(α2) cos(ε2) cos(α1) cos(ε1)
2 sin(α1)(y1 − y2)
+4 cos(ε2) sin(α2) cos(α1) cos(ε1)
2 sin(α1)(x1 − x2)




= − cos(α2) cos(ε2)(x1 − x2)
− cos(ε2) sin(α2)(y1 − y2)
+ cos(α2) cos(ε2) cos(α1)
2 cos(ε1)
2(x1 − x2)
+ cos(ε2) sin(α2) cos(ε1)
2 sin(α1)
2(y1 − y2)
+ cos(ε2) sin(α2) cos(ε1) sin(α1) sin(ε1)(z1 − z2)
+ cos(α2) cos(ε2) cos(α1) cos(ε1)
2 sin(α1)(y1 − y2)
+ cos(ε2) sin(α2) cos(α1) cos(ε1)
2 sin(α1)(x1 − x2)
+ cos(α2) cos(ε2) cos(α1) cos(ε1) sin(ε1)(z1 − z2) (376)
∂2N2
∂2ε1
= −2 sin(ε2) cos(ε1)2(z1 − z2)
+2 sin(ε2) sin(ε1)
2(z1 − z2)
−2 cos(ε2) sin(α2) sin(α1)2 sin(ε1)2(y1 − y2)
+2 cos(α2) cos(ε2) cos(α1)
2 cos(ε1)
2(x1 − x2)
+4 sin(ε2) cos(α1) cos(ε1) sin(ε1)(x1 − x2)
−2 cos(α2) cos(ε2) cos(α1)2 sin(ε1)2(x1 − x2)
+4 sin(ε2) cos(ε1) sin(α1) sin(ε1)(y1 − y2)
+2 cos(ε2) sin(α2) cos(ε1)
2 sin(α1)
2(y1 − y2)
+4 cos(ε2) sin(α2) cos(ε1) sin(α1) sin(ε1)(z1 − z2)
+2 cos(α2) cos(ε2) cos(α1) cos(ε1)
2 sin(α1)(y1 − y2)
+2 cos(ε2) sin(α2) cos(α1) cos(ε1)
2 sin(α1)(x1 − x2)
−2 cos(α2) cos(ε2) cos(α1) sin(α1) sin(ε1)2(y1 − y2)
−2 cos(ε2) sin(α2) cos(α1) sin(α1) sin(ε1)2(x1 − x2)




= − sin(ε2)(z1 − z2)
+ sin(ε2) sin(ε1)
2(z1 − z2)
− cos(α2) cos(ε2)(x1 − x2)
− cos(ε2) sin(α2)(y1 − y2)
+ cos(α2) cos(ε2) cos(α1)
2 cos(ε1)
2(x1 − x2)
+ sin(ε2) cos(α1) cos(ε1) sin(ε1)(x1 − x2)
+ sin(ε2) cos(ε1) sin(α1) sin(ε1)(y1 − y2)
+ cos(ε2) sin(α2) cos(ε1)
2 sin(α1)
2(y1 − y2)
+ cos(ε2) sin(α2) cos(ε1) sin(α1) sin(ε1)(z1 − z2)
+ cos(α2) cos(ε2) cos(α1) cos(ε1)
2 sin(α1)(y1 − y2)
+ cos(ε2) sin(α2) cos(α1) cos(ε1)
2 sin(α1)(x1 − x2)
+ cos(α2) cos(ε2) cos(α1) cos(ε1) sin(ε1)(z1 − z2) (378)
∂2N2
∂α1∂α2
= − cos(ε2) cos(ε1)(cos(α2) cos(α1) sin(ε1)(z1 − z2)
+ sin(α2) sin(α1) sin(ε1)(z1 − z2)
+ cos(2α1) cos(α2) cos(ε1)(x1 − x2)
− cos(2α1) sin(α2) cos(ε1)(y1 − y2)
+ cos(α2) sin(2α1) cos(ε1)(y1 − y2)




= sin(ε2) cos(α1)(y1 − y2)
− sin(ε2) sin(α1)(x1 − x2)
−2 sin(ε2) cos(α1) cos(ε1)2(y1 − y2)
− cos(α2) cos(ε2) sin(α1)(z1 − z2)
+ cos(ε2) sin(α2) cos(α1)(z1 − z2)
+2 sin(ε2) cos(ε1)
2 sin(α1)(x1 − x2)
−2 cos(α2) cos(ε2) cos(ε1) sin(ε1)(y1 − y2)
−2 cos(ε2) sin(α2) cos(ε1) sin(ε1)(x1 − x2)
+2 cos(α2) cos(ε2) cos(ε1)
2 sin(α1)(z1 − z2)
−2 cos(ε2) sin(α2) cos(α1) cos(ε1)2(z1 − z2)
+4 cos(α2) cos(ε2) cos(α1)
2 cos(ε1) sin(ε1)(y1 − y2)
+4 cos(ε2) sin(α2) cos(α1)
2 cos(ε1) sin(ε1)(x1 − x2)
−4 cos(α2) cos(ε2) cos(α1) cos(ε1) sin(α1) sin(ε1)(x1 − x2)




= − cos(α2) sin(ε2) cos(ε1)2(y1 − y2)
− sin(α2) sin(ε2) cos(ε1)2(x1 − x2)
− cos(ε2) cos(α1) cos(ε1) sin(ε1)(y1 − y2)
+ cos(ε2) cos(ε1) sin(α1) sin(ε1)(x1 − x2)
+2 cos(α2) sin(ε2) cos(α1)
2 cos(ε1)
2(y1 − y2)
+2 sin(α2) sin(ε2) cos(α1)
2 cos(ε1)
2(x1 − x2)
− cos(α2) sin(ε2) cos(ε1) sin(α1) sin(ε1)(z1 − z2)
+ sin(α2) sin(ε2) cos(α1) cos(ε1) sin(ε1)(z1 − z2)
−2 cos(α2) sin(ε2) cos(α1) cos(ε1)2 sin(α1)(x1 − x2)
+2 sin(α2) sin(ε2) cos(α1) cos(ε1)
2 sin(α1)(y1 − y2) (381)
∂2N2
∂α2∂ε1
= cos(ε2) sin(α1 − α2)((z1 − z2)
−2 cos(ε1)2(z1 − z2)
+2 cos(α1) cos(ε1) sin(ε1)(x1 − x2)
+2 cos(ε1) sin(α1) sin(ε1)(y1 − y2)) (382)
∂2N2
∂α2∂ε2
= − cos(α2) sin(ε2)(y1 − y2)
+ sin(α2) sin(ε2)(x1 − x2)
− sin(α2) sin(ε2) cos(α1)2 cos(ε1)2(x1 − x2)
+ cos(α2) sin(ε2) cos(ε1)
2 sin(α1)
2(y1 − y2)
+ cos(α2) sin(ε2) cos(ε1) sin(α1) sin(ε1)(z1 − z2)
− sin(α2) sin(ε2) cos(α1) cos(ε1) sin(ε1)(z1 − z2)
+ cos(α2) sin(ε2) cos(α1) cos(ε1)
2 sin(α1)(x1 − x2)




= −2 cos(ε2) cos(ε1) sin(ε1)(z1 − z2)
− cos(ε2) cos(α1) cos(ε1)2(x1 − x2)
+ cos(ε2) cos(α1) sin(ε1)
2(x1 − x2)
− cos(ε2) cos(ε1)2 sin(α1)(y1 − y2)
+ cos(ε2) sin(α1) sin(ε1)
2(y1 − y2)
+ cos(α2) sin(ε2) cos(α1) cos(ε1)
2(z1 − z2)
− cos(α2) sin(ε2) cos(α1) sin(ε1)2(z1 − z2)
+ sin(α2) sin(ε2) cos(ε1)
2 sin(α1)(z1 − z2)
− sin(α2) sin(ε2) sin(α1) sin(ε1)2(z1 − z2)
−2 cos(α2) sin(ε2) cos(α1)2 cos(ε1) sin(ε1)(x1 − x2)
−2 sin(α2) sin(ε2) cos(ε1) sin(α1)2 sin(ε1)(y1 − y2)
−2 cos(α2) sin(ε2) cos(α1) cos(ε1) sin(α1) sin(ε1)(y1 − y2)
−2 sin(α2) sin(ε2) cos(α1) cos(ε1) sin(α1) sin(ε1)(x1 − x2) (384)
∂2D
∂2α1
= 2 cos(ε2) cos(ε1)(cos(ε2) cos(ε1)
−2 cos(ε2) cos(α1)2 cos(ε1)




+ cos(α2) sin(ε2) cos(α1) sin(ε1)
+ sin(α2) sin(ε2) sin(α1) sin(ε1)




= 2 cos(ε2) cos(ε1)(cos(ε2) cos(ε1)
−2 cos(ε2) cos(α1)2 cos(ε1)




+ cos(α2) sin(ε2) cos(α1) sin(ε1)
+ sin(α2) sin(ε2) sin(α1) sin(ε1)


















−2 cos(ε2)2 sin(α2)2 sin(α1)2 sin(ε1)2
+4 cos(α2) cos(ε2)
2 sin(α2) cos(α1) cos(ε1)
2 sin(α1)
−4 cos(α2) cos(ε2)2 sin(α2) cos(α1) sin(α1) sin(ε1)2
+8 cos(α2) cos(ε2) sin(ε2) cos(α1) cos(ε1) sin(ε1)



















−2 sin(α2)2 sin(ε2)2 cos(ε1)2 sin(α1)2
+4 cos(α2) cos(ε2)
2 sin(α2) cos(α1) cos(ε1)
2 sin(α1)
−4 cos(α2) sin(α2) sin(ε2)2 cos(α1) cos(ε1)2 sin(α1)
+8 cos(α2) cos(ε2) sin(ε2) cos(α1) cos(ε1) sin(ε1)
+8 cos(ε2) sin(α2) sin(ε2) cos(ε1) sin(α1) sin(ε1) (388)
∂2D
∂α1∂α2
= −2 cos(ε2) cos(ε1)(cos(ε2) cos(ε1)
−2 cos(ε2) cos(α1)2 cos(ε1)




+ cos(α2) sin(ε2) cos(α1) sin(ε1)
+ sin(α2) sin(ε2) sin(α1) sin(ε1)




= −2 cos(ε2)(cos(α2) sin(ε2) sin(α1)
− sin(α2) sin(ε2) cos(α1)
−2 cos(α2) sin(ε2) cos(ε1)2 sin(α1)
+2 sin(α2) sin(ε2) cos(α1) cos(ε1)
2
+2 cos(α2) cos(ε2) sin(α2) cos(ε1) sin(ε1)
−2 cos(ε2) cos(α1) cos(ε1) sin(α1) sin(ε1)
+4 cos(α2)
2 cos(ε2) cos(α1) cos(ε1) sin(α1) sin(ε1)
−4 cos(α2) cos(ε2) sin(α2) cos(α1)2 cos(ε1) sin(ε1)) (390)
∂2D
∂α1∂ε2
= 2 sin(α2) cos(α1) cos(ε1) sin(ε1)
−2 cos(α2) cos(ε1) sin(α1) sin(ε1)
−4 cos(α2) cos(ε2) sin(α2) sin(ε2) cos(ε1)2
+4 cos(α2) cos(ε2)
2 cos(ε1) sin(α1) sin(ε1)
+4 cos(ε2) sin(ε2) cos(α1) cos(ε1)
2 sin(α1)
−4 cos(ε2)2 sin(α2) cos(α1) cos(ε1) sin(ε1)
−8 cos(α2)2 cos(ε2) sin(ε2) cos(α1) cos(ε1)2 sin(α1)






= 2 cos(ε2)(cos(α2) sin(ε2) sin(α1)
− sin(α2) sin(ε2) cos(α1)
−2 cos(α2) sin(ε2) cos(ε1)2 sin(α1)
+2 sin(α2) sin(ε2) cos(α1) cos(ε1)
2
+2 cos(α2) cos(ε2) sin(α2) cos(ε1) sin(ε1)
−2 cos(ε2) cos(α1) cos(ε1) sin(α1) sin(ε1)
+4 cos(α2)
2 cos(ε2) cos(α1) cos(ε1) sin(α1) sin(ε1)
−4 cos(α2) cos(ε2) sin(α2) cos(α1)2 cos(ε1) sin(ε1)) (392)
∂2D
∂α2∂ε2
= 2 cos(α2) cos(ε1) sin(α1) sin(ε1)
−2 sin(α2) cos(α1) cos(ε1) sin(ε1)
+4 cos(α2) cos(ε2) sin(α2) sin(ε2) cos(ε1)
2
−4 cos(α2) cos(ε2)2 cos(ε1) sin(α1) sin(ε1)
−4 cos(ε2) sin(ε2) cos(α1) cos(ε1)2 sin(α1)
+4 cos(ε2)
2 sin(α2) cos(α1) cos(ε1) sin(ε1)
+8 cos(α2)
2 cos(ε2) sin(ε2) cos(α1) cos(ε1)
2 sin(α1)














−8 cos(α2) cos(ε2)2 cos(α1) cos(ε1)2
−8 cos(ε2)2 sin(α2) cos(ε1)2 sin(α1)
−8 cos(ε2) sin(ε2) cos(ε1) sin(ε1)
+4 cos(ε2) sin(ε2) cos(α1)
2 cos(ε1) sin(ε1)
+4 cos(α2)
2 cos(ε2) sin(ε2) cos(ε1) sin(ε1)
−8 cos(α2)2 cos(ε2) sin(ε2) cos(α1)2 cos(ε1) sin(ε1)
−8 cos(α2) cos(ε2) sin(α2) sin(ε2) cos(α1) cos(ε1) sin(α1) sin(ε1) (394)
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VIII. STATISTICALLY EFFICIENT MULTI-SENSOR ROTATIONAL BIAS ESTIMATION FOR
PASSIVE SENSORS WITHOUT TARGET STATE ESTIMATION
A. Problem Formulation
The problem formulation for this work involves target tracking using passive angle-only
sensors in 3-D Cartesian space. There are Nt targets of opportunity and Ns sensors that move over
K time steps. The common Cartesian reference frame is in Earth Centered Earth Fixed (ECEF)
coordinates. The position of each sensor s, which is assumed to be known by the network, is
defined as
xs(k) = [xs(k), ys(k), zs(k)]
T (395)
These sensors are assumed synchronous. Each target t has a position in the common Cartesian
frame unknown to the network, given by
xt(k) = [xt(k), yt(k), zt(k)]T (396)
The targets can move in arbitrary ways, but their positions related to the measurement origin must
be known for all times. Each sensor has a line-of-sight to the targets based in its own reference
frame. The position of the target t with respect to the sensor s in the common Cartesian frame
translate to the sensor location is
xts(k) = x
t(k)− xs(k) (397)
The sensor reference frame is rotated (with respect to the common Cartesian frame) using the
Euler angle rotation method. The sensors are affected by the known nominal rotation ωns and
the unknown bias rotation ωbs. The target position in the rotated sensor frame is then






The biases consist of yaw, pitch, and roll, defined as θ, φ, and ψ, respectively. For clarity the
superscripts n and b are used to denote rotation variables for the nominal rotation and bias
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− sin(φis) cos(φis) sin(ψis) cos(φis) cos(ψis)

i = n, b (401)
The rotated positions (398) that are used by the sensors produce the rotated azimuth and elevation


















Uncorrelated (across sensors), independent (across time), zero mean, white Gaussian noise is
added to obtain the measurements, denoted by wt,n,b,αs (k) and w
t,n,b,ε
s (k) for azimuth and elevation
respectively. These noises have variances (σαs )
2 and (σεs)
2. An expansion is used to approximate
the effect of the nominal rotation in (399) and biases in (400) through the use of Jacobians (see











































































with the measurement noises for the sensor LOS angles being
wt,αs (k) ∼ N (0, (σαs )2) wt,εs (k) ∼ N (0, (σεs)2) (404)
The matrix Ct,n,bs is the Jacobian of the sensor LOS angles (at the nominal and bias rotation)
with respect to the nominal rotation. The matrix Ct,bs is the Jacobian of the sensor LOS angles
(at the nominal rotation) with respect to the bias rotation. The corresponding partial derivatives
are given in the Appendix. These measurements are assumed to be synchronous, although an
asynchronous extension is possible [38]. It is important to note that this Taylor series expansion is
an approximation, and in certain cases, the nonlinearity may cause additional error. It is possible
to add higher order elements into the expansion, as this is only a first order expansion, in order
to reduce this error.
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B. Conversion Into the Common Cartesian Coordinates
In order to produce bias pseudo-measurements it is necessary to first convert the angle-only
measurements into the common frame of reference. This is done by converting them into the
common Cartesian coordinates. This can be done using the triangulation method [30] and closest
point of approach (CPA) [31]. In [32] the pseudo-measurement method was originally proposed
for passive sensors, albeit with the planar triangulation method. The method was successful,
however, it required a relatively low noise standard deviation. For this work, the CPA method
is considered as it is more accurate for converting to Cartesian [31], even achieving the CRLB
of coordinate conversion. This is much simpler than the ML method used for conversion as in
[45], which requires a numerical search and does not yield the necessary Jacobians.
Before the conversion to the common Cartesian coordinates can be made it is necessary to
remove the nominal rotation so the lines of sight are in the same common Cartesian coordinate
reference frame. This rotation is known and can be removed by inverting it using the function
hi, defined in (407). This calculation is included in the Appendix. It is also necessary to account
for this in the noise covariance through the Jacobian D that transforms the sensor LOS angle
noises into the rotated LOS noises (this rotation converts the sensor LOS angles into the common
Cartesian system angles). This Jacobian is
Dt,n,bs (k) =






The converted noise in the common Cartesian system angles is





The angle measurement equation in the common Cartesian frame is








≈ ξt,bs (k) +wt,bs (k) (408)
≈ ξts(k) + Ct,bs (k)ωbs +Dt,n,bs (k)wts(k) (409)
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Fig. 38. Using CPA to convert azimuth measurements into 3-D Cartesian measurements. The sensors have their own rotated
Cartesian frames with respect to the common Cartesian frame (ECI or ECEF) shown in the center. The LOS measurements are
present as rays L1 and L2. The two closest positions on the lines of sight are found, xt,c1,2′(k) and x
t,c
1,2′′(k) with respect to the
common frame and the midpoint xt,c1,2(k) is accepted as the measurement of the target position.
The expanded definition of (407) as well as the individual partial derivatives are given in the
Appendix where the approximation is the Taylor series to first order. 8 The CPA method uses
two lines of sight and finds for each LOS the closest Cartesian positions along the other LOS.
The midpoint of these two points is the closest point of approach and can be accepted as
a measurement of the Cartesian position of the target. This process is illustrated in Fig. 38.
Normally the midpoint of these positions is used as a single Cartesian measurement, however
it is useful for bias estimation to keep these positions separate in order to improve the diversity
of the pseudo-measurements. The superscript c is used to indicate conversion via closest point






 = x1(k) + λt1(k)(λt1(k)′p1,2(k))− (λt1(k)′λt2(k))(λt2(k)′p1,2(k))1− (λt1(k)′λt2(k))2 (410)
8This conversion is an approximation as the presence of the unknown bias may add some error from the nonlinear conversion
from the sensor frame to the common frame. The approximation’s error is based on the presence of higher order components,


































In place of the true azimuth and elevation the conversion hc is made using the noisy measure-
ments.  xt,c12′(k)
xt,c12′′(k)
 = hc (ξt1,2(k)) (415)


































As it is a Taylor series expansion this equation is an approximation. Depending on the case higher
order expansion via additional Jacobian terms may be necessary to avoid error. The matrix Bt1,2
is the Jacobian of the common Cartesian measurements with respect to the LOS angles in the














 ∼ N (010×1, Rt,b,c1,2 (k)) (419)







2 0 0 0
0 (σε1)
2 0 0
0 0 (σα2 )
2 0












It is not necessary to calculate the Cartesian target states in order to generate the Jacobian
matrices B, C, and D — they are evaluated at the measured angles. The individual derivatives
and gradients are given in the Appendix. A higher order conversion may be used similarly to [41]
in order to avoid conversion error in the noise covariance matrix as the noise is an approximation
via a Taylor series expansion.
C. Bias Estimation
1) Generation of the Bias Pseudo-Measurements: The key step of our method is to difference
Cartesian measurements from two pairs of sensors in order eliminate the true target state and
be left with solely the effect of the biases and noise converted into Cartesian space. As the true
Cartesian state is unknown, it is advantageous to remove it from our measurements. This way
any error in the estimation of the Cartesian state does not affect the estimation of the biases.
The process of converting all of the sensor measurements into a common Cartesian frame allows
its removal by simply differencing the measurements. This isolates the error from biases and
noise. With the isolated error, it is possible to estimate the biases by attempting to fit the errors
to what is expected in terms of the models used for noise and bias. Denoted by superscript p,
























































The subscript for parameters (1, 2, 3, 4) denotes that the parameter includes information from
the four sensors. The pseudo-measurements are considered an approximation as a result of the
previous Taylor series expansions.
2) Maximum Likelihood Estimation of the Biases: It is possible to estimate the biases by using
the bias pseudo-measurements, and there are various methods for this. In this paper, we seek the
maximum likelihood estimate (MLE) for the biases, and note that it is desirable to accompany
the MLE with the Cramer-Rao Lower Bound (CRLB), since when the MLE is efficient (we will
check this) its error performance tracks the CRLB closely. To achieve this, first the measurements































As the JacobianH is calculated using the biased LOS measurements it is necessary to recalculate
it using the debiased measurements as the biases are estimated. This means an iterative method
is required — the Iterated Least Squares (ILS) implementation of the MLE is used. In this
method, an initial estimate of zero bias is used and is iteratively updated until the bias estimate
















ω̂b,j=01,2,3,4 = [0, 0, ..., 0]
T (432)
D. Cramér-Rao Lower Bound
In order to understand the performance of this bias estimation method it is necessary to
derive a metric for accuracy. The CRLB offers a lower bound on the covariance of an unbiased
estimator of a fixed parameter, and hence the RMSE of our method can be compared to it to
test for statistical efficiency. Additionally, the performances of other estimation methods can be
compared to the present method using this metric. For example, a simultaneous target state and
bias estimation method can be compared to this method, which removes the need to estimate
the target state. The CRLB is calculated by taking the inverse of the Fisher Information Matrix
J = H ′R−1H (433)
i.e.,
CRLB = J−1 = (H ′R−1H)−1 (434)
To find the variances for the individual bias estimates it is necessary to examine the diagonal
elements of the CRLB, (σCRLBi )
2. In the case of approximations — such as those we use here
— it may be that an efficient result is not obtained. Otherwise the bound is, in theory, attained
asymptotically. In the case of this work, the CRLB covariance is accepted via hypothesis testing
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at 5% error. For the estimator to be efficient, the RMSE must be equal to σCRLBi . To evaluate
the estimator rigorously, its RMSE σi for each component is compared to the 95% probability
interval of the square root of the CRLB calculated as
P (a < σi < b) = 0.95 (435)
a = σCRLBi − 1.96 · σi√nMC (436)
b = σCRLBi + 1.96 · σi√nMC (437)
where σi is the standard deviation of error in component i from nMC Monte-Carlo runs.
The normalized estimator error squared (NEES) [6] can also be evaluated with the chi-square
test to verify consistency. The NEES for each Monte-Carlo Run is
εi = (ωb1,2,3,4 − ω̂
b,i
1,2,3,4)
′J i(ωb1,2,3,4 − ω̂
b,i
1,2,3,4) i = 1, 2, ..., nMC (438)
The estimator is considered efficient if the mean of the NEES (multiplied by the number of
Monte-Carlo runs) lies within the 95% probability region for a Chi-Square variable with degrees
of freedom equal to the number of bias variables multiplied by the number of Monte-Carlo runs.
The probability region (with 3 angle biases for each sensor) is defined as
























In this case, with four sensors and three biases in each sensor, there are twelve parameters and
the NEES should be around 12.
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E. Simulations and Results
1) Simulation Parameters: In order to evaluate the performance of this method, it is necessary
to create a simulation of appropriate realism. To accomplish this two scenarios are created, the
first being a long distance orbital scenario and the second being a short-range maneuvering
scenario. In the long-range scenario there are four fixed sensors positioned near the equator at
sea level observing two targets orbiting the Earth in a deterministic way. This scenario is useful
because it is a baseline for performance in a deterministic motion scenario, which can be then
compared to simultaneous target state and sensor bias estimation. In the short-range scenario
there are four ground-based sensors observing several targets that are moving towards a position
on the ground with mid-air maneuvers. The reason for the short-range scenario is to show the
ability of this method to estimate biases despite the difficulties in tracking a highly maneuvering
target. These scenarios are shown in Figure 39 and Figure 40. The sensors have measurement
noise standard deviation of 1 mrad and biases of 1 mrad. In the long-range scenario the sensors
Fig. 39. Long range sensor and target setup in ECEF coordinates. K = 350 seconds
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take one measurement per second over 350 seconds (K = 350) and 100 Monte-Carlo runs are
used. In the short-range scenario the sensors take ten measurements per second over 40 seconds
(K = 400) and 100 Monte-Carlo runs are used.
2) Statistical Efficiency: The CRLB is the lower bound on the variance of this estimator,
meaning that the RMSE must be comparable to the square root of the CRLB. If the RMSE is
accepted as equal (via a statistical hypothesis test) to the CRLB square root, then the estimator
is considered statistically efficient. The simulations are first made to verify that this is the case
for the estimator. Furthermore the results are compared to the method previously resulted in
[32] and the Hybrid Cramér-Rao Lower Bound (HCRLB), an additional metric proposed in
[18], [20]. The HCRLB refers to the CRLB of joint target/bias estimation based on the original
measurements, and hence can be considered the true lower bound. Since here we digest the
original measurements into pseudo-measurements, there is potential loss of information, implying



























Fig. 40. Short range sensor and target setup in ECEF coordinates. K = 400 seconds
137
TABLE XIII
LONG RANGE SCENARIO: VERIFICATION OF THE STATISTICAL EFFICIENCY WITH THE CRLB, nMC = 100 RUNS, ALL





































































this method is compared to a previously developed method [32] that includes only the Cartesian
positions from the conversion via triangulation, to show that using this method results in a lower
CRLB as the conversion has not lost information about the biases.
For the long range scenario the results are seen in Table XIII. We can see that for this scenario
the new method is efficient and capable of estimating the biases with an error that is significantly
lower than the noise standard deviation (1 mrad). The RMSE lies within the probability interval
for all biases and the RMSE is less than 40% of the noise standard deviation for all biases.
Perhaps of even more interest, the method shown in the present work achieves the HCRLB,
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TABLE XIV
SHORT RANGE SCENARIO: VERIFICATION OF THE STATISTICAL EFFICIENCY WITH THE CRLB, nMC = 100 RUNS, ALL





































































while the previous method [18], [20], [32] fails to do so. This means that no information about
the biases is lost in converting the coordinates and no information can be added by using
additional transformations and combinations of pseudo-measurements (such as using both CPA
and Triangulation9). For the short-range scenario, the results are seen in Table XIV, and similar
conclusions can be drawn: the new method achieves efficiency even in the case of a maneuvering
target. The reason why no information is lost is that the useful data related to the target position is
included in the LOS angle measurements, which are incorporated into the pseudo-measurements.
9This can be loosely compared to counting one’s money forward and backward (à la dynamic programming) and adding the
two
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This is further related to the use of ILS, as during each iteration the LOS angles are updated to
prevent error as the bias estimates iteratively update. It is not necessary to estimate the Cartesian
position.
3) CRLB Relative to Number of Timesteps: The previous simulation results showed that the
new method is efficient and capable of achieving strong bias estimates in favorable conditions.
However, it is important to understand how much data may be necessary to have a good bias
estimate and what to expect in bad conditions. The CRLB is calculated for the short-range
scenario but with a spread of time steps from 10 time steps (at 10 Hz, i.e., 1 second) to 400
time steps (40 seconds). The results of this are seen in Figure 41 and Figure 42.









































Fig. 41. CRLB square root of bias estimates compared to number of time steps for the short-range scenario with two targets.
In the case of this two-target short-range scenario, we see that within 150 time steps (15
seconds) all the bias errors reduce to below half of the noise standard deviation. This is par-
ticularly good as the bias estimation is able to overcome the bias error relatively quickly, and
certainly before the targets reach their destination. Furthermore, the RMSE graph matches the
140




































Fig. 42. RMSE of bias estimates compared to number of time steps for the short-range scenario with two targets.
CRLB graph, showing that this method retains efficiency even as the number of measurements
decreases, which would accordingly reduce the observability and accuracy of bias estimation.
This result proves a degree of resilience of this method to poor observability, as the method
remains efficient, even when the error in the bias estimates is likely worse than the biases
themselves. However in this case there are two targets, and hence there is a more diverse set of
data for elimination of the biases.
Next, we investigate the perhaps more common situation that there be only a single target.
Figure 43 and Figure 44 show that the performance deteriorates. The CRLB of the bias estimates
does not reduce to below the noise standard deviation until around 300 time steps (30 seconds)
and two of the biases are significantly higher as a result of the sensor’s position relative to
the target’s motion. The RMSE remains comparable to the CRLB even as the error increases
significantly higher than the uncorrected bias error, proving efficiency in poor observability
scenarios. Furthermore, we see that having two targets is better than having twice as much time,
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Fig. 43. CRLB square root of bias estimates compared to number of time steps for the short-range scenario with one target.
as seen by the CRLB being lower for two targets (Fig. 41) at 150 time steps than one target (Fig.
43) at 300 time steps. The biases affect the targets in Cartesian space differently as a result of
their positions, therefore the accuracy is improved greatly as a result of having additional targets.
As it is impossible to achieve more accurate bias estimates than the CRLB, it may be necessary
to either have knowledge of the target’s state or include additional targets, such as friendly ones
and known objects that are observed by the sensor, to improve bias estimates within a shorter
time frame. Methods of including such “stationary emitters” are included in works such as [14]
and [15].
F. Conclusion
The CPA based method is an effective tool for bias estimation in passive sensor data fusion
applications. The bias pseudo-measurement method can be applied to angle-only sensors in 3-
D to estimate the biases without target state estimation. The bias estimation CRLB is attained
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Fig. 44. CRLB square root of bias estimates compared to number of time steps for the short range scenario with one target.
using this method and can be informative about whether the system has enough data to perform
bias estimation or if it is necessary to include additional information to improve accuracy.
Furthermore, it is possible to reduce the bias residual error to significantly below the noise
standard deviation. The simulations show that having additional targets improves bias estimation
accuracy more than having a corresponding increase in time-steps, meaning a more diverse set
of measurements is better than simply having more.
G. Appendix
The Jacobians used in this paper need to be calculated in order to convert the measurements
and use Iterated Least Squares. We first specify the problem formulation that is used for our
measurements and parameters. Before we can produce our bias pseudo-measurements, the effect
of the nominal rotation must be accounted for and removed from the measurements. We use the
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where the variable λt,bs is the LOS ray in common Cartesian space rotated by the bias rotation.

























































 = T (ωns )−1λt,n,bs (k) (447)
(448)
The equations for the individual Cartesian components of the ray rotated by the inverse nominal
rotation are








































These equations are used in the calculation of the individual partial derivatives for the Jacobian
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= − sin(αt,n,bs (k)) cos(εt,n,bs (k)) (463)
∂λt,n,b,xs (k)
∂εt,n,bs (k)
= − cos(αt,n,bs (k)) sin(εt,n,bs (k)) (464)
∂λt,n,b,ys (k)
∂αt,n,bs (k)











= cos(εt,n,bs (k)) (468)
(469)
With D calculated, the next step is representing the effects of the biases on the azimuth and
elevation measurements using the Jacobian C.
Ct,bs (k) =























 = T (ωbs)−1λt,bs (k) (471)
(472)























































































































































































To calculate C it is necessary to evaluate how the biases affect the azimuth and elevation
measurements, which requires knowledge of the unbiased azimuth and elevation measurements.
To do this we can debias our measurements using the same method as before with the nominal
rotation based on the current bias estimate.
ξts(k) ≈ ξ̂t,js (k) =
 α̂t,js (k)
ε̂t,js (k)





















































































































































































= − cos(φbs) sin(ψbs) (505)
In order to transform the effect of the biases when converting into Cartesian we use the Jacobian































































































































κt12 = 1− ((λt1)′λt2)2 (516)
which results in the equations






























































































































































































































































































1)(x1 − x2)− cos(αt1) cos(εt1)(y1 − y2)













































































−2 cos(εt2) sin(αt2) cos(αt1) cos(αt2) cos(εt1) cos(εt2)(x1 − x2)












− cos(εt2) sin(αt2) cos(εt1) cos(εt2) sin(αt1) sin(αt2)(x1 − x2) (554)
∂γt1
∂εt1























− cos(αt2) cos(εt2) cos(αt1) sin(εt1) sin(εt2)(z1 − z2)
− cos(εt2) sin(αt2) sin(αt1) sin(εt1) sin(εt2)(z1 − z2)
− cos(αt2) cos(εt2) cos(αt1) cos(αt2) cos(εt2) sin(εt1)(x1 − x2)
− cos(αt2) cos(εt2) cos(αt1) cos(εt2) sin(αt2) sin(εt1)(y1 − y2)
− cos(εt2) sin(αt2) cos(αt2) cos(εt2) sin(αt1) sin(εt1)(x1 − x2)























− sin(εt2) cos(αt2) sin(εt1) sin(εt2)(x1 − x2)
− sin(εt2) sin(αt2) sin(εt1) sin(εt2)(y1 − y2)




















−2 cos(αt2) sin(εt2) cos(αt1) cos(αt2) cos(εt1) cos(εt2)(x1 − x2)
−2 cos(αt2) sin(εt2) cos(αt1) cos(εt1) cos(εt2) sin(αt2)(y1 − y2)
−2 sin(αt2) sin(εt2) cos(αt2) cos(εt1) cos(εt2) sin(αt1)(x1 − x2)















−2 cos(αt2) cos(εt2) cos(αt1)2 cos(εt1)2(y1 − y2)
− sin(εt2) cos(αt1) cos(εt1) sin(εt1)(y1 − y2)

























2 sin(αt1)(x1 − x2)















− cos(αt2) cos(εt2) cos(εt1)2 sin(αt1)2(y1 − y2)


















2 sin(αt1)(y1 − y2) (558)
∂γt2
∂εt1
= −2 sin(εt2) cos(εt1) sin(εt1)(z1 − z2)









































































= cos(εt2)(z1 − z2)
− cos(εt2) sin(εt1)2(z1 − z2)
− cos(αt2) sin(εt2)(x1 − x2)








− cos(εt2) cos(αt1) cos(εt1) sin(εt1)(x1 − x2)









































2 sin(αt1)(x1 − x2) (560)
∂κt12
∂αt1



























−2 cos(αt2) cos(εt2) sin(αt2) cos(αt1)2 cos(εt1)) (561)
∂κt12
∂αt2























































































−2 cos(αt2) cos(εt2)2 cos(αt1) cos(εt1) sin(εt1)
−2 cos(εt2) sin(εt2) sin(εt1)2






































IX. CRLB FOR ESTIMATING TIME-VARYING ROTATIONAL BIASES IN PASSIVE SENSORS
A. Problem Formulation
1) Coordinates Frames and Measurement Space: The sensors used in this paper are angle-
only (azimuth and elevation) operating in 3-D sensors. The network is assumed to use NS
synchronized sensors, with known positions in Cartesian coordinates in Earth Centered Inertial
(ECI) frame at timestep k
xs(k) = [xs(k), ys(k), zs(k)]
′ (565)
The sensors collect their measurements from a single target with unknown position defined as
xt(k) = [xt(k), yt(k), zt(k)]′ (566)
with K total time steps. For simplicity a single target is used but additional targets can be added
to the system with potential performance improvement or reduction based on observability [29].
Each sensor views the target from its own reference frame
xts(k) = x
t(k)− xs(k) (567)
In this method simultaneous target state and sensor bias estimation is used, which means the
target is assumed to have deterministic motion. This deterministic motion model is assumed
to be known by the sensor, such as a ballistic trajectory or orbital model, but its state is not
known. In the simulation, a constant acceleration model is used for the target motion. To model
gravity a parameter g(xt(k)) is used as a component of acceleration as a function of the target’s
(unknown) position. The time between measurement scans is ∆t. In the simulations, it is 1
second. This results in the target evolution model













The gravity model is shown in the appendix (609)–(611). The gravity parameter can be removed
for simplicity if desired. The estimation method used in this paper assumes deterministic motion10
with no process noise, therefore any process noise will reduce accuracy of the final target state
and bias estimates. It is possible to assume low or no process noise if the biases are estimated
over a small time frame of measurements. Using the positions derived in (567) the sensors
















The biases in this model are represented as an Euler rotation of the sensor’s coordinate reference
frame. This rotation Ts(k) produces the biased position of the target in the sensor reference frame
xt,bs (k), where superscript b denotes that the coordinate is under the effect of the biases. The
rotation is applied as
xt,bs (k) = Ts(k)(x
t(k)− xs(k)) (571)












− sin(φ) cos(φ) sin(ψ) cos(φ) cos(ψ)
 (572)
where θs(k), φs(k), and ψs(k) are the yaw, pitch, and roll biases for sensor s at timestep k.
The biases are assumed to change according to a linear model
ωs(k) = [θs(k), φs(k), ψs(k)]
′
= ωs(1) + (k − 1)∆tω̇s (573)
ω̇s = [θ̇s, φ̇s, ψ̇s]
′ (574)
where the subscript emphasizes that each sensor has its own systematic errors. The biases and
10If the process noise is very large a different estimation method should be used such as a Kalman filter method similar to
the method used in [39] or a method comparable to what is used in [33].
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wαs (k) = N (0, (σαs )2) (577)







where ζts(k) is the noisy measured elevation and azimuth. In addition to the biases affecting the
measurements there is corruption from noise wαs (k) and w
ε
s(k) in elevation and azimuth. The
noises are zero-mean with variances (σαs )
2 and (σεs)
2 and are assumed mutually independent.
The noise variances are assumed to be known by the system. The measurements are stacked into
a matrix batch (579) for use in estimation. These measurements are assumed to be synchronous
but synchronicity is not necessary and this model can be trivially modified for the asynchronous
case.








and from this vector it is possible to derive the bias at each time step from (573).
B. Iterated Least Squares Bias Estimation
Using the measurement batch defined in (579) it is possible to estimate the bias vector (580)
using ILS. The ML estimate of the bias vector can be obtained from the ILS method [6]. This
method additionally estimates the target’s state based on the assumption of the deterministic
motion from (568). The parameter vector is defined for the biases and state with unknown
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values that are to be estimated by the ILS procedure. This vector is defined as
p =
[




xt(1)′, ẋt(1)′, ẍt(k)′, ω1(1)




The ILS iteration includes generating expected measurements using the previous parameter vector
estimate p̂, where the hat notation is used to note that the parameter is an estimate and not the
truth. The iteration index is omitted here for simplicity until (590). These generated measurements

























 = hts,k (p̂) (584)






′ , ..,hNs,1 (p̂)
′ ,h1,2 (p̂)
′ , ..,hNs,K (p̂)
′]′ (585)
In order to estimate the parameter vector it is necessary to find the Jacobian of the sensor
measurements with respect to the parameter vector. This results in the following matrix with the
individual derivatives (all evaluated at the parameter estimate from the previous iteration, with
initialization to be discussed shortly) found in equations (599)–(684) of the appendix
H = ∇p h(p) = [(H t1,1)′, (H t2,1)′, .., (H tNs,1)
′, (H t1,2)
′, .., (H tNs,K)
′]′ (586)
161





























In addition, the noise covariances are appropriately stacked to correspond with the Jacobian
Rs(k) =















Finally it is necessary to combine all of these matrices into an equation for the parameter estimate
update with j as the iteration index
p̂ j+1 = p̂ j + [(Ĥj)′R−1(Ĥj)]−1(Ĥj)′R−1[~ζ − h(p̂ j)] (590)
This is iterated until the ILS converges upon a final estimate. Similarly, one may calculate the
CRLB for the final parameter estimate
CRLB = [(H)′R−1(H)]−1 (591)
The CRLB is a very useful statistic that is the lower bound on the estimator variance. The mean
square error (MSE) of any estimator is bounded by this statistic, and contains information on
whether it is possible to achieve a reasonable estimate on the biases and bias rate of change.
Similarly the CRLB square root serves as a bound on the RMSE. For example if in the scenario
considered biases that are around 1 mrad in magnitude, and the CRLB square root is 2 mrad, the
RMSE cannot be lower than 2 mrad, and hence it is likely unrewarding to seek any reasonable
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estimate of the biases. It is important to note the lower bound holds only for unbiased estimators.
If the estimator is biased then the CRLB (as presented) is no longer an accurate metric. This may
be case when a method does not use an unbiased conversion when transforming the measurements
[6] or when certain parameters are neglected. The estimation method used by this work is
empirically verified to be unbiased.
In order to apply ML via ILS it is necessary to have an initial parameter estimate to begin



































∣∣∣ (ys1 (k)−ys2 (k)) cos(αts2 (k))+(xs2 (k)−xs1 (k)) sin(αts2 (k))sin(αts1 (k)−αts2 (k)) ∣∣∣ (594)
for k = 1, 2, 3; these are used for initializing the velocity and acceleration (mapped to k = 1).
Once the measurements have been converted from angle-only to Cartesian then it is possible to
derive the initial parameter vector.
p̂ 0 = [(xt(1)0)′, (ẋt(1)0)′, (ẍt(k)0)′, 0, . . . , 0]′ (595)
The method used for deriving these parameters is shown in the appendix (685)–(697). The biases
and their rates of change are unknown, therefore the initialization begins with them at zero. This
parameter vector is used to initialize the ILS, which will eventually converge to the final estimate
based on the measurements. It is important to note that Ĥ0 evaluated at the initialization is not
the same as the Jacobian calculated at the truth. The Jacobian Ĥ evaluated at the estimate is an
approximation, which translates some error into the CRLB calculation using (591). As such an
iterative estimator is used as it includes recalculation of Ĥj at each iteration of the parameter

























Fig. 45. Sensor and target setup over 100 seconds
the ”observed information”. The Jacobian calculated at the final parameter estimate is assumed
to be a reasonable approximation [8], [11], [12], and the CRLB calculated is assumed to be a
reasonable approximation of the truth.
C. Simulations and Results
1) Simulation Parameters: In order to evaluate the performance of the method we perform
simulations in which the statistical efficiency of the ML/ILS method is evaluated and in which
the Mean Square Error (MSE) and CRLB are observed for a scenario. The simulation uses an
orbital model in ECI coordinates utilizing 3 stationary sensors on the earth and a single target
with movement as described by the motion model (568). The sensors’ motion in ECI coordinates
is due to the earth’s rotation. This is shown in Figure 45.
The sensors gather one measurement every second for a short period of just over one and a
half minutes (K = 101) and the measurements are synchronous.
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TABLE XV








= ψs(1) = 10
Rate of Change in Bias
(Roll, Pitch, Yaw)
θ̇s = φ̇s = ψ̇s = 1
2) Statistical Efficiency: The ML/ILS estimation is chosen as an estimation method because
it has been observed in numerous problems to be statistically efficient [6] for a finite number
of observations (theoretically the MLE is only asymptotically efficient). Additionally, ILS is
effective in non-linear cases although it is possible to lose efficiency in ill-conditioned systems.
In the scenario implemented, the root mean square errors (RMSE) are compared to the square
root of the CRLB for the target state and sensor bias components. The parameters for this
simulation are given in Table XV where nMC is the number of Monte Carlo runs used in the
simulation. The results for the target parameters are given in Table XVI and the results for
the sensor biases and their rates of change are given in Tables XVII and XVIII. The CRLB is
evaluated at the estimate while the values in parentheses are at the true value (as requied by the
theory) and they are practically the same.
In the results it is shown by hypothesis testing that the ILS method is statistically efficient
because the RMSE lies within the 95% confidence interval around the CRLB square root [6].
The confidence interval is calculated as
P (a < RMSE < b) = 0.95 (596)
a =
√





CRLB + 1.96 · σSE√
nMC
(598)
where σSE is the standard deviation of the square error. Despite the CRLB being defined as
the lower bound of variance for the estimator it is possible for the RMSE to be lower than
the CRLB square root. The RMSE is based on Monte Carlo simulations which can have more
or less accurate parameter estimates based on the random noise. However, by showing that the
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TABLE XVI
VERIFICATION OF EFFICIENCY FOR TARGET STATE PARAMETERS
RMSE
Square Root of CRLB
at an Estimate








































(0.132 m/s2) [0.126, 0.138] m/s
2 -85 m/s2
RMSE lies within the confidence interval around the CRLB square root, we prove via hypothesis
testing that the estimator can be accepted as efficient. Additionally in these results, the CRLB
square root for the parameters is lower than the parameter values. In certain cases, it may be
possible that the CRLB may be very high, in which case it is impossible to estimate the biases
accurately. This is useful because one can compare the estimates of the parameters to the CRLB
and determine if the estimates are valid and usable. If the CRLB for the bias and bias change
is within acceptable error tolerance, the estimate can be accepted and used to compensate for
bias error.
3) When to use Bias Rate of Change Estimation: One of the concerns with this method of
bias rate of change estimation is the number of parameters being estimated. For every sensor,
there are six parameters: roll, pitch, yaw, and their rates of change. This added complexity may
be unnecessary and potentially detrimental if the bias rate of change is very low [6]. In order
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TABLE XVII
VERIFICATION OF EFFICIENCY FOR SENSOR BIAS PARAMETERS (IN MRAD; TRUE VALUES ARE ALL 10 MRAD)
RMSE
Square Root of CRLB
at an Estimate
















































to verify the necessity of bias rate of change estimation, the estimation scheme is compared to
estimating without bias rates of change and estimation without biases (bias-agnostic estimation).
In this comparison, the bias rates of change are varied. The parameters for this simulation are
shown in Table XIX.
In the simulation the mean of the x, y, and z RMSE’s are compared for target initial position,
initial velocity, and acceleration. The graphs show the ratio of the RMSE means for one estimator
to the RMSE means of another. The results for comparing bias and bias rate of change estimation
to constant bias estimation are shown in Figure 46. At around 10–20 µradians/s it becomes
necessary to use changing bias estimation. At lower bias rates of change it is detrimental to use
bias rate of change estimation as the ratio is greater than zero in log scale, meaning that the
RMSE is greater for bias rate of change estimation.
Similarly, the bias and bias rate of change estimation is compared to bias-agnostic estimation.
167
TABLE XVIII
VERIFICATION OF EFFICIENCY FOR SENSOR BIAS RATE OF CHANGE (ALL UNITS IN µRAD/S; TRUE VALUES ALL 1 MRAD/S
RMSE
Square Root of CRLB
at an Estimate
























































Rate of Change in Bias
(Roll, Pitch, Yaw)
θs(1) = φs(1)
= ψs(1) = 10
θ̇s = φ̇s = ψ̇s
= 0.001− 1
The results are displayed in Figure 47. It is apparent that the inclusion of the estimation of initial
biases is necessary for accuracy in this case. In this case it is always better to use the bias rate
of change estimation rather than bias agnostic estimation, but if the initial bias were lower then
this may not be true [29]. This observation is useful because it shows that in the presence of a
static bias, using an overfitting model and estimating bias rate of change when it is not needed
does not deteriorate the performance to less than an underfit model.
Finally, it may be possible that bias agnostic estimation and constant bias estimation may
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Position RMSE mean Ratio
Velocity RMSE mean Ratio
Acceleration RMSE mean Ratio
Equal RMSE
Fig. 46. Comparing bias and bias rate estimation to constant bias estimation. The graphs show the same information but with
different scales.
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1












































Position RMSE mean Ratio
Velocity RMSE mean Ratio
Acceleration RMSE mean Ratio
Equal RMSE
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1















































Position RMSE mean Ratio
Velocity RMSE mean Ratio
Acceleration RMSE mean Ratio
Equal RMSE
Fig. 47. Comparing bias and bias rate estimation to bias agnostic estimation. The graphs show the same information but with
different scales.
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Position RMSE mean Ratio
Velocity RMSE mean Ratio
Acceleration RMSE mean Ratio
Equal RMSE
Fig. 48. Comparing constant bias estimation to bias agnostic estimation. The graphs show the same information but with
different scales.
be equally inaccurate in the presence of large bias rates of change. The same method is used
again but now constant bias estimation is compared to bias agnostic estimation. These results
are seen in Figure 48. This hypothesis is shown to have merit as in large bias change cases the
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bias agnostic estimator has less error than the constant bias estimator. This is likely a result of a
higher CRLB from a more complex estimator. When the bias rates of change are not included in
the estimator then the estimation of constant biases does not significantly improve the accuracy
of the estimator. This means that when the bias rates of change are high than both underfitting
models are poor and it is possible for a more complex but still underfit model to perform worse
than a simple underfit model.
The results in Figures 46 to 48 show us that there is a critical point where the points of
estimation are equal. If the bias rate of change is higher than this then estimation is effective
and if it is lower than this level, it becomes detrimental. But is there a way to predict this point
based on the information available? It is possible that by examining the CRLB for the changing
bias estimation one can determine which model to use. The CRLB is the lower bound on the
variance of the estimator; therefore, if the standard deviation of the estimator is higher than the
bias rate of change itself then the error from the inaccurate estimate is likely to be larger than
the error from ignoring the bias rate of change.
In Table XX we see the error (CRLB and observed from simulation) at a nominal “critical
point” at which there is a crossover: this is the bias rate of change below which the better
strategy is to ignore the time-varying nature of the bias and use an “agnostic” estimation, and
above which the bias rate of change is better estimated. With reference to the figures and to have
a common point of comparison, this is chosen as 10 µrad/s. From the table we see that the bias
rates of change are lower than the square root of their corresponding CRLB component then
it corresponds to this critical point where is detrimental to estimate it. If a priori information
about the potential magnitude of the bias change is available then it is possible to choose the
estimation method best suited for the scenario at hand. A reasonable rule for this is to avoid
estimating the bias rates of change if they are not known to be at least equal to the square root of
the CRLB. If no a priori information is available, then a posteriori it is possible to compare the
bias estimate to its CRLB square root. If the estimate has lower magnitude than CRLB square
root, it is likely that using the estimate would result in more error than ignoring the bias rate of
change and estimating the other biases without it.
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TABLE XX
BIAS RATE OF CHANGE RMSE AND CRLB SQUARE ROOTS WHEN TARGET STATE ERROR IS EQUAL (WHEN BIAS RATES OF




Roll Bias 9.04 9.40
Sensor 1
Pitch Bias 5.77 6.22
Sensor 1
Yaw Bias 11.5 11.0
Sensor 2
Roll Bias 19.9 23.0
Sensor 2
Pitch Bias 6.03 6.77
Sensor 2
Yaw Bias 12.0 12.6
Sensor 3
Roll Bias 16.72 19.7
Sensor 3
Pitch Bias 6.61 6.94
Sensor 3
Yaw Bias 17.71 19.02
D. Conclusion
In bias estimation scenarios, it is possible for the biases to be time-varying, and the con-
sideration of such dynamics is necessary for estimator accuracy. The CRLB of the augmented
parameter space is derived, and can serve both as a benchmark of estimation performance and as
a predictor of estimability. The ML estimation implemented via iterated Least Squares is shown
to be an effective means of estimating a linear change in biases over a batch of measurement
scans. The ML/ILS method yields statistically efficient estimates with RMSE that is comparable
to the CRLB square root when target motion is deterministic. Although the estimation of bias
rates of change can be an effective means of reducing errors, it can actually be unnecessary
(and even counter-productive) to model bias as an affine function of time as opposed to constant
when the rate of change is very small. If the CRLB square root for the bias rate of change is
greater than the expected bias rate of change or its estimate then it is detrimental to estimate it.
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This is a useful metric to avoid model overfitting error. The method presented in this work lays
a framework for future exploration into dynamic bias estimation that can be tailored to different
sensor maneuvers and applications.
E. Appendix
To calculate the Jacobian it is necessary to express the derivatives of the measurements in
terms of the state elements. To begin, the chain rule is used to split up each measurement
derivative into the partial derivatives with respect to the target position in the sensor reference









′, ω̇′1, . . . ,ωNs(1)
′, ω̇′Ns
]′ (600)
= [xt(1), yt(1), zt(1), ẋt(1), ẏt(1), żt(1), ẍ, ÿ, z̈, . . .
θ1(1), φ1(1), ψ1(1), θ̇1, φ̇1, ψ̇1, . . . ]
′ (601)
= [p(1), p(2), . . . , p(9 + 6Ns)]
′ (602)

































































Before the derivatives can be calculated, it is necessary to define the target position in the
reference frame of the sensors. This position is the difference between the target position and
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the sensor position multiplied by the rotation matrix Ts(k) of the biases. The target position is
assumed to be deterministic with constant acceleration. Gravity can be added as a nonlinear but
deterministic factor using the gravitational constant G and the mass of the earth Me. Process
noise is neglected as it is assumed to be negligible for this method, although this method can
be adapted to account for process noise. The sensor position is assumed to be known by the
network with no error.




































































































ωs(k) = [θs(k), φs(k), ψs(k)]
= ωs(1) + ∆t(k − 1)ω̇s (615)
ω̇s = [θ̇s, φ̇s, ψ̇s] (616)











− sin(φ) cos(φ) sin(ψ) cos(φ) cos(ψ)

=
 Ts,11(k) Ts,12(k) Ts,13(k)Ts,21(k) Ts,22(k) Ts,23(k)
Ts,31(k) Ts,32(k) Ts,33(k)
 (618)
The measurements are defined in a way such that the derivatives can be taken easily. The
measurements are in terms of the target position with respect to the sensor reference frame. The
azimuth and elevation measurement is taken for the target from each sensor.
htα,s,k(p) = α
t,b









s (k) = tan
−1
 zt,bs (k)√




The derivatives with respect to the target position, velocity, and acceleration are simply the
coefficients seen in equations (612), (613) and (614). When gravity is added, the equation
becomes more complex, as the gravity component is nonlinear. For terseness (625)–(642) include














































































































































































































































































t(i)2 − yt(i)2 − zt(i)2)
















(xt(i)2 + yt(i)2 + zt(i)2)2.5
(642)
The derivatives with respect to the bias are the derivatives of the rotation matrix multiplied by
the respective difference between the target and sensor position.
b = [ω1(1), ω̇1, . . . , ωNs(1), ω̇Ns ]
′ (643)
= [θ1(1), φ1(1), ψ1(1), θ̇1, φ̇1, ψ̇1, θNs(1), φNs(1), ψNs(1), θ̇Ns , φ̇Ns , ψ̇Ns ]
′ (644)

































































The derivative for the rotation with respect to the initial biases is given in the following equations.
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For simplicity (615) is used to generate θs(k), φs(k), and ψs(k).
∂Ts,11(k)
∂θs(1)
= − sin(θs(k)) cos(φs(k)) (649)
∂Ts,11(k)
∂φs(1)






= − sin(θs(k)) sin(φs(k)) sin(ψs(k))− cos(θs(k)) cos(ψs(k)) (652)
∂Ts,12(k)
∂φs(1)
= cos(θs(k)) cos(φs(k)) sin(ψs(k)) (653)
∂Ts,12(k)
∂ψs(1)
= cos(θs(k)) sin(φs(k)) cos(ψs(k)) + sin(θs(k)) sin(ψs(k)) (654)
∂Ts,13(k)
∂θs(1)
= − sin(θs(k)) sin(φs(k)) cos(ψs(k)) + cos(θs(k)) sin(ψs(k)) (655)
∂Ts,13(k)
∂φs(1)
= cos(θs(k)) cos(φs(k)) cos(ψs(k)) (656)
∂Ts,13(k)
∂ψs(1)
= − cos(θs(k)) sin(φs(k)) sin(ψs(k)) + sin(θs(k)) cos(ψs(k)) (657)
∂Ts,21(k)
∂θs(1)
= cos(θs(k)) cos(φs(k)) (658)
∂Ts,21(k)
∂φs(1)






= cos(θs(k)) sin(φs(k)) sin(ψs(k))− sin(θs(k)) cos(ψs(k)) (661)
∂Ts,22(k)
∂φs(1)
= sin(θs(k)) cos(φs(k)) sin(ψs(k)) (662)
∂Ts,22(k)
∂ψs(1)




= cos(θs(k)) sin(φs(k)) cos(ψs(k)) + sin(θs(k)) sin(ψs(k)) (664)
∂Ts,23(k)
∂φs(1)
= − sin(θs(k)) cos(φs(k)) cos(ψs(k)) (665)
∂Ts,23(k)
∂ψs(1)















= − sin(φs(k)) sin(ψs(k)) (671)
∂Ts,32(k)
∂ψs(1)






= − sin(φs(k)) cos(ψs(k)) (674)
∂Ts,33(k)
∂ψs(1)
= − cos(φs(k)) sin(ψs(k)) (675)
The derivative for the rotations with respect to the rate of bias change is simply the derivative
with respect to the initial bias multiplied by the number of time steps.
∂Ts,ij(k)
∂θ̇s










= ∆t(k − 1)∂Ts,ij(k)
∂ψs(1)
(678)
The derivative for the measurements with respect to the target position in the sensor reference
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There are many possible methods of choosing an initial path, and the method that is utilized by
these simulations is as follows. It is flawed due to the presence of conversion bias from converting
the noise, however in scenarios with low noise it is reasonable to use. The initialization uses the
sensor positions xs(k) = [xs(k), ys(k), zs(k)]′ and the sensor measurements for azimuth and
elevation ζts(k) defined in (576). For every unique combination of sensors, there is a converted
measurement from azimuth and elevation to Cartesian and these are used to generate the initial
parameter vector.
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0 − xts1,s2(k)
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In these works a strong contribution is made to the field of bias estimation. Much of the
previous research has not extended to sensors in 3-D space with complex bias models, and now
these works help accomplish this. In particular angle-only sensors in 3-D space have not been
handled using the bias pseudo-measurements and this work introduces two conversion approaches
to accomplishing this task. Unbiased Conversion methods had not been implemented into many
bias estimation algorithms, and this work gives examples of their inclusion in spherical and RUV
coordinates as well as novel unbiased conversions for angle-only sensors in 3-D space.
In future work many of the techniques presented in the present work can be expanded into
more practical systems. The main problems with these methods are that of asynchronous and
non-associated measurements. If the measurements are not synchronous then there must be a
propagation of the measurement through time as in [38]. The problem of association is much
more difficult as a bias may result in an assignment of a measurement to an incorrect target,
or potentially a non-existent ghost target. As such, it is necessary to expand this work into
the application of data association. This can be done by either integrating the process of bias
estimation before or during assignment.
Some other work that can be made here is to address the problem of model selection. The
bias models here are approximations of biases that are caused by real phenomena in sensor
applications. Depending on the situation one model may fit the bias error better than another.
Detection algorithms can detect the bias error that is present in a system and choose the bias
model with the highest probability of applying. Furthermore the bias model can change over time.
As such algorithms such as the Interacting Multiple-Model (IMM) estimator can be incorporated
to change the model used during calibrations done within sensor maneuvers, i.e., when the
sensor’s parameters are changing.
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