Abstract -Neural Network is said to emulate the brain, though, its processing is not quite how the biological brain really works. The Neural Network has witnessed significant improvement since 1943 to date. However, modifications on the Neural Network mainly focus on the structure itself, not the activation function despite the critical role of activation function in the performance of the Neural Network. In this paper, we present the modification of Neural Network activation function to improve the performance of the Neural Network. The theoretical background of the modification, including mathematical proof is fully described in the paper. The modified activation function is code name as SigHyper. The performance of SigHyper was evaluated against state of the art activation function on the crude oil price dataset. Results suggested that the proposed SigHyper was found to improved accuracy of the Neural Network. Analysis of variance showed that the accuracy of the SigHyper is significant. It was established that the SigHyper require further improvement. The activation function proposed in this research has added to the activation functions already discussed in the literature. The study may motivate researchers to further modify activation functions, hence, improve the performance of the Neural Network.
I. INTRODUCTION
Artificial Neural Networks (ANNs) proposed by [1] , recorded successful results in the modeling of nonlinear problems across discipline, and the ANNs have the capability of generalizing, adaptability, self-organization, fault tolerance, real time and etc. the ANNs has been applied across a broad spectrum of discipline for solving problems [2] . Recently, the ANNs are applied for modeling in energy [3] [4] [5] [6] , data mining [7] , weather [8] [9] , medical [10] [11] , stock market [12] , industries [13] , etc. However, the robustness of the ANNs heavily depend on its structure, training algorithm, and the optimal choice of training parameters which makes the optimization of ANNs to solve problems become difficult and retards its robustness [2] .
Since the inception of the ANNs, more attention has been given to the modifications of its structure and significant improvement was achieved. Example of some major modifications of the structure of the ANNs includes adding recurrent structure to the ANNs by [14] . These recurrent networks associate static patterns with output patterns that are sequentially ordered. Hidden nodes visualize their own previous output to serve as a guide for subsequent behavior. Memory is provided in the network with the recurrent connections [14] . Jordan [15] modified Elman's network to include context units, and augmented the model with an input layer. However, these units only interact with the hidden layer, not the external layer. The previous values of Elman's neural network output fed back into hidden units while the hidden neuron output fed back to itself in the Jordan's neural network. Specht [16] proposes probabilistic ANN. The network has the capability of interpreting the network structure in the form of a probability density function. In contrast to other types of ANNs, PNNs are only applicable in solving classification problems. A functional link ANNs was first proposed by [17] . The FLNN is a higher order ANN without hidden layers (linear in nature). Despite the linearity, it is capable of capturing non-linear relationships when fed with suitable and adequate sets of input polynomials. A Support vector machine (SVM) is relatively a new variant of ANN proposed by [18] and it is capable of solving problems in classification, regression analysis and forecasting. Training SVMs are equivalent to the linear constrained quadratic programming problem, which translates to the exceptional and global optimum. SVMs are immune to local minima unlike the case of other ANNs, the optimum solution to a problem depends on the support vectors which are a subset of the training exemplars. Radial basis function network (RBFN) is another class of ANNs with a form of local learning and is also a competent alternative to the other ANNs. The regular structure of the RBFN comprises the input, hidden and output layers [19] . The major differences between the RBFN and the other ANNs are that, the RBFN is composed of a single hidden layer with a radial basis function. The input variables of the RBFN are all transmitted to each neuron in the hidden layer without being computed with initial random values of the weights.
The major issue with the above cited studies, is that attention is more focus on the structure of ANN without giving adequate attention to other critical component of the ANNs such as the activation function [20] , whereas activation function has been proven to have a significant influence on the performance of the ANNs [20] [21] . Therefore, this study proposed to modify the activation function of ANN by summing of logsig and hyperbolic (SigHyper) to extract the common features of both the activation functions since they are nonlinear and easily differentiable [20, 22] to improve the computational speed and accuracy of the ANNs. Logsig and Hyperbolic were chosen among other activation functions because they are more established in the literature [22] and widely accepted by the research community [5, [21] [22] [23] .
II. BASIC THEORY OF ANN
The original aim of the development of NN was to mathematically represent the processing of information in biological systems [1] . The NN is a system that processes information similar to the human brain and constitutes a general mathematical representation of human reasoning. The ANNs are built on the following assumptions [24] : i.
Information is processed by neurons ii.
Signals are communicated between neurons through established links iii.
Every connection between neurons is associated with weight; transmitted signals between neurons are multiplied by the weight iv. Every network neuron applies an activation function Let us assume we have n dimensional input x to the input layer of ANNs and set all weights in the network to random values within [-1,1] . Computation of the network (Net) input to hidden layer with n neurons can be expressed as [25] [26] :
Where ji w represent the connection weight from I to neuron j and x is the spattern to input layer at neuron i. computation at the hidden layer neuron produce the output: Computation of training output for output neurons 
The weights in the output layer are updated as follows:
Where N and K are number of epoch and learning rate respectively.
Update of weights in hidden layer
Update error for the first epoch
Where E is the error produce by the network and the algorithms repeat the operation with another input x and set E = 0, the operation is repeated until the best results cannot be improve, then the training is terminate.
III. THE PROPOSE MODIFICATION
The logsig activation function is given as:
The hyperbolic activation function is expressed as:
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Applying law of indices to Eqn. (21), we get Eqn. (22) ) ( ) (
" " (27) The SigHyper is the modified activation function proposed in the study which will be implemented in the next phase of this research.
IV. CUCKOO SEARCH ALGORITHM
The cuckoo search algorithm (CS) is to be used for training the back-propagation ANN to avoid the possibility of being stuck in local minima. The CS is to optimize the weights and bias of the back-propagation ANN code name CSBP. The CS is a global search algorithm for searching a global optimum solution. In CS, the fitness can be proportional to the objective function value without difficulties. The three major ideas of the CS proposed by Yang and Deb [27] as rules of the optimization algorithm for the CS are as follows: (1) Each of the cuckoo lays one egg at a time and puts it in a randomly chosen nest; (2) the nests with the optimum quality eggs will move to the next generation; (3) the available nest host is fixed and the egg laid by a cuckoo is discovered by the host bird with the probability of worse nests to be abandoned ( processes with an entry wise multiplication process. However, levy flight provides a random walk, whereas their random step lengths are drawn from the levy flight distribution for large steps. The CS initialized the population (n) for the nest, and randomly selected the best nest via levy flight. Thus, the cuckoo birds are always looking for a better place in order to reduce the chance of their eggs being discarded. The CS requires the setting of parameters for execution such as n, etc. However, the most critical parameters required to obtain the optimal solution from CS are P a and 1 D [28] .
V. DATASET
The dataset for Brent crude oil price was collected from the Energy Information Administration of the United States Department of Energy [29] . The dataset was collected from 1987 to 2011 in view of the fact the period of data collection is determined by the availability of the data [30] . The dataset was collected on a monthly frequency because some of the variables, e.g. oil demand and supply data are only available on monthly frequency [31] . The dataset was normalized within [-1, 1] to improve effectiveness of computation in the ANN neurons and to improve convergence speed and accuracy. The dataset were partition into 80% for training and 20% for testing according to the convention in literature [32] .
VI. EXPERIMENTAL SETUP
The proposed activation function was coded and implemented in MATLAB R2012b on a machine: Intel Core (TM) 2 Quad CPU 2.33GHz RAM 2GB, 32-bit operating system. The ANN was trained using the CS and the activation function in the hidden layer neurons of the ANN was varied. The ANN and CS require initialization to start running. The CS was to optimize the weights and bias of the ANN. The parameters of the CS P a and 1 D were 0.25 and 1 adopted from [27] . The number of inputs and output neurons of the ANN was set to 10 and 1 respectively, because the independent variables in the dataset were 10 and the dependent variable which is the Brent crude oil price was one. The hidden layer neurons were set to five realized through trial-and-error. The activation function in the hidden layer was the proposed SigHyper and linear was used in the output layer. The experiment was repeated with logsig activation function to compare its performance with the SigHyper. Thus, we have CSBP with SigHyper and CSBP with logsig. Maximum epoch and fitness function were 3000 and mean square error (mse). The experiment was repeated 10 times to ensure consistent performance since a meta-heuristic algorithms requires several executions to allow the user select the best result. The performance of the two algorithms was observed and recorded.
VII. RESULTS AND DISCUSSION
This section presents and discusses the performance of the proposed SigHyper in comparison to the logsig. Table I showed the performance of both the activation functions in the training phase and it was found that the CSBP with SigHyper performs better than the CSBP with losig in terms of accuracy. This implies that the proposed algorithm has improved the accuracy of the state of the art activation function. We used analysis of variance (ANOVA) to measure the significance of the accuracy achieved by CSBP with SigHyper. The ANOVA results are presented in Table III showing that there is a significant difference (P-value = 0.05) between the accuracy of the CSBP with SigHyper and CSBP with logsig. This implies that the accuracy of CSBP with SigHyper is significantly better than the accuracy of the CSBP with logsig on training dataset. Table IV showed the accuracy of the CSBP with SigHyper on test dataset. The results indicated that the CSBP with SigHyper is better than the CSBP with logsig similar to the accuracy performance in the training phase, whereas the computation time of the CSBP with SigHyper as shown in Table V has not improved. The ANOVA results in Table VI suggest that there is a significant difference between the accuracy of the CSBP with SigHyper and CSBP with logsig. This shows that the accuracy of the CSBP with SigHyper is significantly better than the accuracy of the CSBP with logsig.
The possible reason why the proposed SigHyper performs better than logsig in terms of accuracy, it could probably because of the modification made to the activation function. The modification may have hybridized the strengths of the hyperbolic and the logsig to make the proposed SigHyper more effective than the individual activation function. The possible explanation of the proposed SigHyper not to improve computation time is probably because the modified SigHyper has more variables than the individual activation function which could have added time for the computation. This clearly showed there is a room for improving the proposed activation function in terms of computation time. In some applications, computation time is not much critical, for example, prediction of crude oil prices mainly focuses on accuracy not the convergence speed, most literature on the prediction of crude oil price do not report convergence time in their study [33] [34] [35] [36] . However, in medical applications, both accuracy and computational time are critical [37] [38] [39] .
VIII.CONCLUSIONS AND FURTHER RESEARCH
The objective of the study is to modify the activation function of the ANN to advance its performance. In this paper, we present the propose modification of the activation function by integrating logsig and hyperbolic to propose SigHyper activation function. Comparative simulation analysis showed that the CSBP with SigHyper significantly performs better than the CSBP with logsig. The activation function proposed in this paper has added to the activation functions in the literature. This paper, is a work in progress, the second phase of the research will involve further improvement of the SigHyper to enhance computation time of the SigHyper.
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