Using 67 published and unpublished studies, we conduct a meta-analysis of the literature on intra-industry productivity spillovers from foreign direct investment. The combined significance test of individual t-statistics is inconclusive, but it is apparent that papers published in leading journals tend to report insignificant results. Meta-regression analysis confirms that cross-sectional and industry-level studies are likely to find relatively strong spillover effects and that the choice of the proxy for foreign presence is important. The pattern, however, seems to weaken over time. Evidence for publication selection bias was detected employing the funnel asymmetry test, and the spillover effect corrected for publication bias is not significantly different from zero.
Introduction
Governments all over the world pay fortunes, either in cash or as tax holidays, to attract inward foreign direct investment (FDI) under their jurisdiction. There are many reasons why governments attempt to lure multinational companies (MNCs), but the principal one resides in their expectations of positive productivity externalities spilling over from MNCs to domestic firms (Blomström and Kokko, 2003) . A substantial body of empirical literature on productivity spillovers has been published since the 1970s, and many narrative literature reviews have been conducted (see, inter alia, Pack and Saggi, 1997) . The first quantitative survey, commonly called a meta-analysis, was conducted by Görg and Strobl (2001) , followed by Meyer and Sinani (2005) and Wooster and Diebel (2006) .
Meta-analysis is a relatively new method in economics; it has been employed only since the 1980s, and the meta-regression approach, which is the main focus of this paper, was developed by Stanley and Jarrell (1989) . The recent economic research by means of meta-analysis covers for instance Gallet (2007) trying to uncover the extent to which study characteristics influence the estimates of tuition and income elasticities, Li et al. (2007) investigating systematic variation across the results of studies on the environmental Kuznets curve, Fidrmuc and Korhonen (2006) studying the business cycle correlation between the euro area and the Central and Eastern European economies, and Havránek (2010) investigating the effect of currency unions on intra-union trade.
A meta-analyst rigorously combines the outcomes of several papers that study the same phenomenon. A meta-regression analyst, to be specific, collects a number of statistics from the literature -e.g., correlation coefficients or t statistics of estimates of the effect in question -and regresses them on several proxies of study design to investigate systematic dependencies (for a good introduction to the meta--regression technique, see Stanley, 2001) . Concerning the meta-analyses of the spillover literature, Görg and Strobl (2001) apply ordinary least squares (OLS) meta--regression, Meyer and Sinani (2005) employ panel data methods, and Wooster and Diebel (2006) perform logistic meta-regression. We combine all the three methods and include also robust estimations to check the sensitivity of our results. The sample of literature used in this meta-analysis, containing 67 original empirical studies, is also much broader than in the previous analyses. What is more, we apply the modern methodology of correcting for publication bias (Doucouliagos and Stanley, 2009; Doucouliagos and Laroche, 2009) to the spillover literature.
The present paper is structured as follows. Section 2 lists channels of transfers of intra-industry (or horizontal) spillovers from MNCs to domestic firms, discusses the determinants of spillovers, and describes the standard design of empirical studies on horizontal spillovers. Section 3 discusses in detail the literature selection procedure we employed and describes the properties of the resulting data set. Section 4 investigates the combined significance of the collected t statistics. In Section 5 the meta--regression analysis is performed. Section 6 tests for the presence of publication bias in the spillover literature. Section 7 concludes.
Horizontal Spillovers from FDI
The history of the literature on intra-industry productivity spillovers 1 dates from 1960, covering the work of MacDougall (1960) , Corden (1974) , and Caves (1974) , who analyzed the welfare effects of FDI, its impact on optimal tariff policy, industrial level, and international trade openness. A deeper specification is provided in Blomström and Kokko (1996) , embodied in the three main channels of technology transfer:
Competition effect
The entry of foreign enterprises contributes to development on the industrial, technological, and managerial level and to export dynamics through the creation of a competitive environment. Nevertheless, multinational companies may evoke crowding-out effects, generating harmful externalities for domestic firms. MNCs can acquire significant market shares, reducing the opportunities of domestic firms to exploit returns to scale (Aitken and Harrison, 1999) , or drain scarce resources. Such detrimental effects of FDI are highlighted by several researchers (for instance, Haddad and Harrison, 1993, who, in fact, present evidence of negative horizontal spillovers).
Demonstration effect
Realization of the demonstration effect stems from the differences in technology level between foreign investors and host-country firms. MNCs enter the host--country market and establish affiliates which possess superior technology compared to the local companies. Locals observe and imitate these affiliates in the same industry, thus becoming more productive. In some cases, only direct contact with new technologies can overcome conservative attitudes toward the implementation of up--to-date technologies (Blomström and Kokko, 1996) .
Labor turnover
Host country citizens employed by the foreign investor might benefit from contact with advanced technologies and production methods. Based on the transfer of human capital, knowledge, and skills to the host country labor force, this labor exchange phenomenon can enhance the competitiveness of domestic firms. MNCs train local labor force since this is still cheaper than importing skilled labor from their home country, even though, in most cases, they cannot prevent labor turnover (Görg and Greenaway, 2004) .
Researchers have recently been turning their attention toward the question of spillover heterogeneity. It has been shown that the existence, polarity, and magnitude of FDI spillovers depends on various factors related especially to MNCs, domestic firms, and regional characteristics (for a comprehensive survey of spillover determinants, see Crespo and Fontoura, 2007) .
The most frequently pronounced determinant is the absorptive capacity of domestic firms -their ability to adopt new technologies from MNCs. The technological gap is often employed to approximate this determinant: the importance of FDI spillovers is maximized if the technological gap is moderate -not too high but also not too low (Kokko, 1994) . As another proxy, R&D expenditures are also used (Griffith et al., 2003) . At the macro level, many authors associate the absorptive capacity with the host country's development (see Xu, 2000, or Lipsey and Sjöholm, 2004 in the context of the labor channel: developing countries may benefit less from labor turnover since it is difficult for domestic firms to offer wages competitive with MNCs), human capital (more advanced technology is connected with a higher proportion of skilled labor - Kokko and Blomström, 1995) or a developed financial system (which reduces the investment risk of domestic firms willing to adopt new technologies - Hermes and Lensink, 2003) .
The theory behind regional effects, another major determinant, suggests that FDI spillovers decrease with increasing geographical distance between domestic firms and MNCs (Audretsch, 1998) , since the three channels described above are limited in space (Girma, 2003; Torlak, 2004) . Additionally, there are various determinants related to domestic firms' characteristics. With regard to firms' export capacity, FDI spillovers may be higher for non-exporting domestic firms since the exporting ones already face sufficient competition pressures (Blomström and Sjöholm, 1999) , the domestic market is less relevant for them and they are more experienced with foreign competition Schoors and Tol, 2002) ; therefore, the entry of MNCs would not cause high competition effects for such companies. Another factor is firm size; small firms unable to profit from returns to scale may be less able to compete with MNCs. Concerning different types of firms, private or state ownership, for example, may influence firms' absorptive capacity (see Sinani and Meyer, 2004) .
The other important factors include trade policy environment: with inward--oriented policy, for example, MNCs are likely to use technologies unknown to do-mestic firms (Kokko et al., 2001) . Lee and Mansfield (1996) suggest that the level of protection of intellectual property rights increases the probability that MNCs will use more advanced technology, augmenting the magnitude of spillovers. Fosfuri et al. (2001) find evidence for the importance of the type of training received by workers at MNCs and the existence of restrictions on labor mobility. According to Wang and Blomström (1992) , MNCs facing strong competition would use more advanced technology; on the other hand, Fosfuri et al. (2001) argue that this would lead MNCs to protect their know-how more carefully.
Many of the firm-level determinants have been tested in the spillover literature and found significant for the magnitude and polarity of productivity spillovers. While in this article we search for methodological spillover determinants (i.e., how the methodology chosen by the researcher can systematically influence the reported results), it is important to keep in mind that there might exist some real heterogeneity in the spillover literature.
Since it is not possible to measure the three channels of technology transfer directly, empirical studies on horizontal productivity spillovers are usually performed in the following way: researchers collect data on firms' productivity or output (on either the firm or industry level) and regress it on a measure of foreign presence in the firms' industries, controlling also for additional variables (capital/output ratio, industry competition, etc.). If the estimate of the parameter for foreign presence is found to be positive and significant, the authors conclude that there is some statistical evidence for the existence of intra-industry spillovers.
Sample of Literature
In the present paper, 97 results from 67 different studies are used, which is a significant increase compared to Görg and Strobl (2001) , who used a sample of 21 studies, or Meyer and Sinani (2005) and Wooster and Diebel (2006) , who had at their disposal 41 and 32 studies, respectively. We tried to include all relevant papers listed in the previous meta-analyses; additional searches were performed in the EconLit, RePEc, and Google Scholar databases using combinations of the keywords "foreign direct investment," "productivity spillovers," and "technology transfer."
We follow the approach of Görg and Strobl (2001) in the selection process, i.e., only those studies which do not diverge significantly from the standard methodology as described in Section 2 are included, and only English-written papers are considered. No pre-selection for quality was employed. In first place, we do not use results for inter-industry (or vertical), innovation, market access, and financing spillovers. These categories are qualitatively relative, but the tested specifications are, in our opinion, too dissimilar to be pooled together in the framework of a meta-analysis, and it would be much more appropriate to analyze such streams of literature separately. The more distant are the models used, the more heterogeneous the sample becomes and the less reliable are the results drawn from it.
Excluding inter-industry, innovation, market access, and financing spillovers, there is still a substantial body of empirical literature dealing with horizontal productivity spillovers. Many papers present multiple models, and thus multiple results. As a rule, we tried to choose the one that was considered the best by the researchers themselves. If the preferred model was not suitable for the analysis, i.e., it diverged too much from the standard methodology, the model with the highest R-squared was selected. There are also studies that examine different countries with the same methodology, or one country with different specifications which are, nevertheless, consistent with the mainstream approach (such estimates are called "conceptually independent" in the meta-analysis literature). For example, Konings (2000) studies spillovers in Bulgaria, Poland, and Romania separately, thus three observations were included from his paper. Liu (2008) first presents a purely firm-level model but subsequently adds industry dummies, thus we obtain two observations from this paper, etc. On the other hand, Sadik and Bolbol (2001) apply not industry-or firm-, but country-level aggregation, and Zhu and Tan (2000) use a city-level data set, therefore we do not include these papers -although Wooster and Diebel (2006) do use them. Rattsoe and Stokke (2003) employ two proxies for foreign presence at the same time: the shares of trade in GDP and FDI in overall investment, neither of them belonging to the standard measures in the spillover literature -thus this paper is also excluded from the meta-analysis. In the meta-regression framework, it is difficult to model idiosyncratic research choices.
We realize that the selection process is the most vulnerable part of the present work, but the final sample is broad and represents the work of researchers from dozens of countries and evidence from many economies around the world. Both journal articles and working papers were used. The list of studies and some of their characteristics can be found in Table 7 in Appendix A. 2 The first aspect of the study design that we include in the meta-analysis is the status of the country for which the data are used. From the whole sample of 97 observations, 41 models use data for developing countries, 34 use data for transition countries, and 22 use data for advanced economies. Countries are distributed into groups according to the European Economic Association (transition countries list) and the World Bank (developing economies list) as of 2008. The second aspect is the (non)existence of a time dimension in the data. Thirty-two models use cross--sectional data; the remaining 65 models rely on panel-data techniques. The third aspect is the definition of MNCs' presence. Thirty-two specifications define foreign presence in the industry as foreign firms' share in employment, 25 use assets, 21 output (or value added), and 19 share in sales. The fourth aspect is the level of aggregation. Forty models use purely firm-level data, whereas 35 also include industry dummies and 22 aggregate data on the level of industries. The fifth aspect is the definition of the response variable. Thirty-nine specifications use output growth, 54 models apply labor (or total factor) productivity level or log-level, and the rest employ other measures (for details of the different measures, see Görg and Strobl, 2001) . Exact definitions of all variables and their summary statistics can be found in Table 8 in Appendix A.
Combined Significance
Once we have collected a broad sample of empirical studies on intra-industry spillovers, the most natural question appears to be: can we somehow decide whether or not there is any general evidence for the existence of the spillover effect? The crucial results of every empirical study of productivity spillovers are the significance, polarity, and magnitude of the estimate of the regression parameter which corresponds to the variable used as a proxy for foreign presence in the industry. Since each research er can use different units, it is not appropriate to take the magnitude of estimates as the representative variable. The t statistic, on the other hand, is a dimensionless variable which is widely employed for the purposes of meta-analysis (it is also used by all three existing meta-analyses of the spillover literature: Görg and Strobl, 2001; Meyer and Sinani, 2005; Wooster and Diebel, 2006) .
The first possible way of evaluating combined significance is to employ the so--called "vote-counting method" (see, inter alia, Hunter and Schmidt, 1990) . Following this approach, one would count the median value of the t statistics in the sample; let us denote it T M . If the median value was significant, this could be taken as evidence for the existence of the phenomenon in question. This method has been criticized by Djankov and Murrell (2002) , for example. Instead of the vote-counting method, they examine the following statistics:
where K denotes the number of models included in the meta-analysis (i.e., K =97 in our case) and t k is the t statistic taken from the k-th model. Provided that all studies are independent and have a sufficiently large number of degrees of freedom, T is normally distributed and combined significance can be easily tested. Note that, from this point of view, the vote-counting method substantially undervalues the "real" effect. Indeed, many meta-analysts (e.g., Hedges and Olkin, 1985) consider it to be obsolete. Still, it is widely used, especially in narrative literature reviews. Djankov and Murrell (2002) also propose another modification of (1):
where w k are the weights assigned to the k-th model, T W being normally distributed. Both (1) and (2) are used in meta-analyses of the spillover literature. Meyer and Sinani (2005) assign higher weights to models that employ "sophisticated econometric methods". Wooster and Diebel (2006) use the inverse of the number of models taken from a particular paper (for example, if three models are taken from the paper, each has a weight of 1/3). We define a combined weight which accounts for (i) the number of models taken from a particular paper as in Wooster and Diebel (2006) , and (ii) the "quality" of the paper. Quality is proxied by the level of publication, i.e., working papers have the lowest weight (w = 0.25), articles published in lesser journals have moderate weight (w = 0.5), and articles published in the top 60 economics journals according to the list by Kalaitzidakis et al. (2003) have the full weight (w = 1). It would be possible to take more complicated weights, e.g., some distribution of impact factors, but then there would be a problem with weights for working papers. Nevertheless, even such simple weights have a significant impact on the results, as can be seen from Table 1 . Table 1 shows the combined significance of the spillover effect in different groups of the sample. Both the normally distributed statistics T (1) and T W (2), and T M is median t statistic; T and T W are based on (1) and (2), respectively.
the median value T M are reported. The values of t k from our sample vary significantly, from a low of -11.58 to a peak of 27.7. Because such excessive values have a rather dramatic effect on the combined significance, we also report T, T W , and T M for a narrower sample without these outliers. More specifically, we employ the restriction | | 8 k t , thus the narrower sample contains 87 observations. From these six measures of combined significance, we would prefer T W without outliers. It is evident at first sight that the weighted value (T W ) is in most cases below the simple measure T, indicating that better-quality papers may report lower t statistics, or that discounting the weights for multiple models taken from one paper has a powerful effect. Nevertheless, for the pooled sample both T and T W are highly significant, even with the exclusion of outliers. T M , on the other hand, is not significant. To conclude, the spillover effect is, in general, not significant according to the vote-counting method, but it is significant applying the Djankov and Murrell (2002) methodology.
There are two groups in the sample for which the spillover effect is significant independently of the methodology in use or spillover exclusion, namely, studies using cross-sectional data and studies with industry-level aggregation. Specifications that measure MNCs' presence as a share of employment are together not significant only when the combined t statistic is measured by T M without outliers. On the other hand, for firm-level specifications, panel data models, studies using sales as a measure of foreign presence, and papers published in the top 60 world economics journals, combined t statistics are positively significant only if they are measured simply as T and outliers are included; the remaining five measures are insignificant or even negatively significant. Based on this finding, one could argue that there might be a tendency in the most prestigious journals to publish rather skeptical empirical studies on productivity spillovers, or -perhaps more probably -that papers of high quality might be more likely to find no or even negative spillover effects. However, at first sight, it seems that the effect of quality on the results is not linear, since studies published in lesser journals are more likely to find positive spillovers than studies published only as working papers. But recent working papers can still be published in a journal, be they top ones or not, thus the "mixed" results for working papers do not contradict our main argument. Based on several sensitivity checks, we would argue that the trend among the most respected journals is obvious and that minor changes to the definitions of the top journals would not change the conclusion.
It is also worth noting that for transition countries excluding outliers all three combined t statistics are insignificant and even negative. This may be surprising, since transition countries are usually considered to be likely to benefit highly from FDI, as in their case the technology gap between domestic firms and MNCs is moderate (see, e.g., Blomström and Kokko, 2003) . Furthermore, it seems that newer studies (those published after 2002, dividing the sample approximately into two halves) might be more likely to report insignificant results, although the effect of study age does not appear to be very strong.
Meta-Regression Analysis
We have already seen that various aspects of study design are likely to influence the results, namely, the t statistic for the estimate of the coefficient that represents the measure of foreign presence in the industry. In this section, we would like to investigate this pattern more thoroughly, using a different approach known as meta-regression analysis. As a benchmark case, we follow Görg and Strobl (2001) , who run an OLS regression:
where the meta-response variable Y k is the t statistic from the k-th specification and meta-explanatory variables X kl reflect different aspects of study design according to the five main features from Section 3, i.e., those that can be chosen by the researchers ex ante. 3 For this reason, we do not include a dummy for the level of publication. Because in the absence of publication bias there should be a significant and positive relation between the number of degrees of freedom in the particular model and its reported (absolute) t statistic value, the logarithm of degrees of freedom provides an ad- ditional meta-explanatory variable. Another aspect we would like to control for is the time period for which the study was conducted, thus we include the average year of study period as a meta-explanatory variable. The final model consists of 11 meta--explanatory variables for 97 observations, which gives us far more degrees of freedom than Görg and Strobl (2001) have (25 observations for 9 regressors). Descriptions of all the variables can be found in Table 8 in Appendix A. First, we examine the relationships between the meta-explanatory variables. The table of correlation coefficients (Table 10) is included in Appendix C -the highest absolute value of all the correlation coefficients, 0.63, does not seem to indicate multicollinearity. The condition number is high, but if we exclude the average year of study period it declines to 16. In the regression model, the exclusion of this variable does not change the estimated signs or the significances of the estimates, thus we mostly work with the complete number of meta-explanatory variables. Further discussion of multicollinearity can be found in Appendix B.
All the regressions were conducted in Stata 10 and the most important results employing different estimators are summarized in Table 2 . Detailed results of the stand-ard meta-regression using OLS are reported in Table 11 in Appendix C. We found it necessary to exclude the most obscure observations -with | |> 8 k t
. There are three main reasons for such selection. Firstly, observations with such a high absolute t statistic also have the largest Cook's distances for specification 1 of Table 11 and their predicted residuals are high. Secondly, there is a large gap between the observation with the absolute t statistic of 5.9 and the next higher one of 8.4 . Thirdly, this is a similar cut-off level to that used by Görg and Strobl (2001) . Nevertheless, we report both types of specifications (with and without outliers) in Table 11 .
Performing the standard tests of suitability of the model (referring to specification OLS of Table 2) , the Ramsey RESET test does not reject the null hypothesis, and thus the selected specification is not considered to be wrong. The results of multicollinearity analysis and analysis of non-linear relationships do not change when outliers are excluded. To deal with the possible presence of heteroskedasticity of disturbances, we use heteroskedasticity robust standard errors computed with the Huber-White sandwich estimator. To test for normality of disturbances, we employ the Shapiro-Wilk test, which rejects the null hypothesis. This is one of the reasons why we decided also to employ other methods, not only plain OLS like Görg and Strobl (2001) .
The most obvious choice is to use some of the robust estimators, which can also help to assess whether the selected cut-off level for outliers in OLS was the right one. We decided for two alternative estimators: iteratively re-weighted least squares (IRLS) with Huber and Tukey bisquare weight functions tuned for 95% Gaussian efficiency (see Hamilton, 2006, pp. 239-256) and median regression 4 from the family of quantile regressions. The results of the robust meta-regression can be found in Table 12 in Appendix C. Concerning the selection of outliers in OLS, we can see that, for example, IRLS predicts results that are very similar to those of OLS without outliers. Therefore, we can conclude that the cut-off | | 8 k t
does not seem to be improperly chosen.
Following Meyer and Sinani (2005) , we also perform a random effects meta--regression. The cross-sectional dimension is represented by different papers; the other dimension is the order of the model taken from a particular paper. Because we have 97 observations from 67 papers at our disposal, it would not be practical to use the fixed-effects model, as many observations would be dropped and the number of degrees of freedom would diminish significantly, thus it is not even possible to test for fixed effects reliably. Therefore, we will assume that the study-specific effect is normally distributed. We will test the following unbalanced panel data model:
Details of the random-effects meta-regression are reported in Table 13 in Appendix C. It is apparent that, excluding outliers, there is no substantial difference in the predictions of OLS and random-effects regression. Testing for random effects, the Breusch-Pagan Lagrange multiplier test does not reject the null hypothesis (it is significant only at the 15% level), thus it might suffice to perform plain OLS in this case. But there is one other advantage of the panel-data method: as Stanley (2001) remarks, if a meta-analyst takes a lot of observations from one paper, a single researcher (or even a single work) can dominate the whole meta-regression; panel-data methods might deliver more "balanced" results.
Another approach is to restrict the meta-response variable to a binary variable and employ the probit regression (for a related example, see Wooster and Diebel, 2006) . Therefore, we construct a dummy variable which equals one when the t statistic is positive, and zero otherwise. Moreover, we construct a similar dummy for significance: the dummy equals one if the absolute value of the t statistic reaches the 5% critical value, and zero otherwise. Both models are estimated with normal probability regression and details can be found in Table 14 in Appendix C. Although there are slight differences between the results of the probit model when the response variable is the dummy for positiveness (specification 1 from Table 14 ) and our benchmark-case OLS, basically it tells the same story in terms of the significances and polarities of the estimates When the dummy for significance is used as the meta-response variable, the only significant meta-explanatory variables are number of degrees of freedom in the study, average year of study period, and cross-sectionality of data. Our results suggest that a higher number of observations leads to more significant results (either positive or negative), which is what one would expect. Cross-sectional data bring more significant t-statistics. Moreover, the reported degree of significance seems to be declining over time -studies using newer data are more likely to find insignificant results.
The results of all the meta-regression methods are summarized in Table 2 . We prefer random effects since this method accounts for dependencies within studies and between-study heterogeneity. The results of the other estimators are, nevertheless, not qualitatively different, which suggests that the results are robust to the particular methodology used. There are three meta-explanatory variables which are robustly significant at the 5% level. Our results show that cross-sectional data, industry-level aggregation, and the use of share in employment as a proxy for foreign presence yields, in general, more positively significant outcomes than the other specifications. It does not seem to matter, on the other hand, how the response variable is defined.
The significance of the cross-sectionality of the original data set confirms the findings of Görg and Strobl (2001) , who claim that the bias could be caused by time invariant variables which are not identified by the explanatory variables in cross--sectional spillover studies. Panel data methods can, on the other hand, uncover these effects, and thus are more reliable. Cross-sectional studies, especially in combination with industry-level data, can thus cause a causality problem -foreign investors may seek efficient and more productive industries for their investments, thus researchers would report a positive spillover effect, even if the particular industry had high productivity long before MNCs entered it. On the other hand, Proenca et al. (2006) argue that the classical panel data methods of spillover estimation may generate a downward bias and they recommend using the extended generalized method of moments.
Contrary to Görg and Strobl (2001) , we also find the level of aggregation and the use of share in employment as a proxy for foreign presence significant. Concerning the former, industry-level aggregation over heterogeneous firms may generally lead to biased results (Görg and Greenaway, 2004) , since it does not cope with firm--specific effects that can be correlated with foreign presence. Concerning the latter, employment-intensive foreign investments could generate larger spillovers through the labor turnover channel, contrary to sales-intensive foreign investors, who may, on the other hand, be more involved in the competition effect, which has ambiguous impacts on host-country firms (Meyer and Sinani, 2005) . This could explain the significant coefficient that was obtained for the variable EMPL and might suggest that using the share of employment as a proxy for foreign presence is not a misspecification; however, the definition of the proxy for foreign presence deserves attention. Researchers should always check their outcomes on various definitions of proxies and try to explain possible different outcomes. 5 It is also evident that the dominant specification of spillover testing has been changing over time. Since the first researchers followed the pioneering work of Caves (1974) and used cross-sectional data and industry-level aggregation, little had changed before Haddad and Harrison (1993) published their study on Morocco, where they -using firm-level panel data -found evidence of negative horizontal spillovers due to the competition effect. Nevertheless, not many researchers used panel data again till 1999, when the other highly influential work of Aitken and Harrison (1999) was published. Since then, panel-data and firm-level analysis has become more frequent and has been almost totally dominating the literature since 2003, leaving cross-sectional and industry-level methods mostly for countries where detailed data are not easily accessible, e.g., China. Because our results suggest that the (non)presence of a time dimension in the data is one of the crucial aspects of the study design, we decide to split the sample into two halves (studies published before 2003 and those published after), and employ the Chow test to check whether it was appropriate to pool the data in the first place. The Chow test is significant only at the 23% level, thus the data were probably pooled correctly. Still, it might be beneficial to estimate the model separately for the two time periods. 6 The results of the meta-regressions for older studies are reported in Table 3 . In the case of probit, the dummy for industry-level data had to be omitted since otherwise the probit model would not have converged. 7 The Breusch-Pagan Lagrange multiplier test is significant at the 10% level and the random-effects model is preferred to plain OLS. Similarly as for the pooled sample of all studies, it seems to matter whether the data are cross-sectional, aggregated on the industry level, and whether the share of foreign presence is measured in employment. Contrary to the pooled sample, however, the fact whether data for transition countries are used and whether foreign presence is measured as share in output is also significant. In the older studies, firms in transition countries are more likely to benefit from horizontal FDI spillovers. 5 There is a general problem connected with defining "foreign presence." As Castellani and Zanfei (2007) show, the common approach can cause downward bias in spillover estimates, since it assumes that changes of the same proportion in aggregate and foreign activities within an industry do not affect the response variable, whilst the contrary can be the case in reality. 6 We also ran the Chow test for equality of regression coefficients for developing and other country subsamples, respectively. The null hypothesis was not rejected. When we estimated the model for both subsamples separately, the differences were not qualitatively important and thus are not reported. 7 This does not mean, though, that INDUSTRY is insignificant. Conversely, it predicts a perfect fit -industry-level aggregation always yields positive t statistics for spillovers in older studies. The results for newer studies can be found in Table 4 . In the case of probit, one dummy (developing country) had to be dropped for the model to converge. The Breusch--Pagan test is not significant at any reasonable level, thus we put more weight on plain OLS. Estimated dependencies are much less apparent now than for the older studies. It is again important whether the data are cross-sectional and what the level of aggregation is, but no other meta-explanatory variable is significant in more than only one specification of Table 4 . Thus, it appears that the pattern, still having basically the same shape, is getting weaker over time. This would suggest that, at least recently, researchers have been aware of this dependency of results on the study design and have begun to employ more balanced approaches, maybe even to compensate for the "expected" results. Indeed, the empirical literature has been diverging a lot since the work of Görg and Strobl (2001) was published. A significant number of new studies test for both intra-industry and inter-industry spillovers. The authors check multiple methodologies and compare the results. Nevertheless, there are still simple cross-sectional and/or industry-level studies, the results of which can mostly be predicted ex ante. Notes: OLS and RE computed excluding outliers; heteroskedasticity robust (Huber-White sandwich est.) t sta-tistics in parenthesis. * p < 0.10, ** p < 0.05, *** p < 0.01 Stanley (2001) highlights the "file drawer" problem that occurs when researchers tend to publish only or mostly studies that are able to demonstrate significant results or that are consistent with the predominant theory because these are more likely to be accepted for publication in academic journals. It has been shown, e.g., by Card and Krueger (1995) that the "file drawer" problem can be extremely significant in economic publishing. Specifically, for the literature on minimum wages and employment they find vast evidence of publication bias. The same phenomenon was detected by Görg and Strobl (2001) in the spillover literature and both subsequent meta-analyses - Meyer and Sinani (2005) and Wooster and Diebel (2006) report similar results using the same methodology.
Publication Bias
First, we employ the test advocated by Card and Krueger (1995) and applied by Görg and Strobl (2001) to the spillover literature. The set-up is illustrated in (5)we regress the absolute value of the t statistics reported by the k-th model on the natural logarithm of the square root of the number of degrees of freedom in the k-th 
where M k is the number of degrees of freedom in the k-th model. The crucial point of this test is the (non)significance and magnitude of the estimated parameter . Under the null hypothesis of no publication bias, it should hold that = 1. In other words, the logarithm of the square root of degrees of freedom should increase the final model's t statistic for foreign presence proportionally angle-wise 45 degrees. The results of the publication bias test are reported in Table 5 . It is a good sign that, under any specification, the estimate of is significant at least at the 5% level and it is positive, which suggests that more degrees of freedom, ceteris paribus, increase the results' level of significance, as should be the case with unbiased literature. The estimated values of are very close to 1 for all specifications. Testing the hypothesis = 1 with a simple t test, we conclude that there is no sign of pub- Table 5 as well).
However, the presented test for publication bias, employed by all previous meta--analyses of the spillover effect, was criticized by Doucouliagos and Stanley (2009) . They show that the methodology of Card and Krueger (1995) in fact confuses publication bias with testing for the underlying "true effect." An alternative way to test for publication bias is to transform the t statistics to partial correlation coefficients following Doucouliagos and Laroche (2009) and compute the corresponding standard errors. This conversion is necessary; regression coefficients cannot be used because they are not directly comparable. Partial correlation coefficients, similar to the simple correlation coefficients, show the statistical strength of the relationship between two variables -in this case, domestic firms' productivity and foreign presence in the sector. Now the most precise estimates of the underlying effect should lie close to the "true" partial correlation coefficient, and the estimates with lower precision should be more dispersed around this value. A natural measure of precision is the inverse of the standard error; 1/se. In the absence of publication bias, plotting precision against partial correlation coefficients should thus yield a symmetric inverted funnel (Stanley and Doucouliagos, 2010a) .
The literature on horizontal FDI spillovers produces Figure 1 . The funnel is not entirely symmetric; the positive part is evidently heavier, suggesting that negative estimates have a lower chance of being published. Compared to other areas of empirical economic research, however, the publication bias is moderate (see Doucouliagos and Stanley, 2008) . It is apparent that the estimates with the highest precision are concentrated very close to zero, which suggests that the underlying effect beyond publication bias may be very small. Some researchers even argue that it might paradoxically be efficient to discard 90% of the data and draw inferences only from the 10% remaining observations with the highest precision (Stanley and Doucouliagos, 2010b) . Since the funnel has only a single peak, we can also see that our sample is relatively homogeneous. It is the nature of such visual tests, however, that they can be interpreted subjectively. Fortunately, a simple formalization of the "funnel asymmetry test" exists. It allows us to test the presence and magnitude of publication bias and the underlying effect of foreign presence on domestic firms' productivity. Notes: Heteroskedasticity robust t statistics in parenthesis. * p < 0.10, ** p < 0.05, *** p < 0.01
In the absence of publication bias, the estimates should be randomly distributed around the true value ( ) with no dependence on the standard error [ 1 in (6) should be zero]:
where r denotes the partial correlation coefficient estimated in the literature, se the corresponding standard error, and the normal disturbance term. Because specification (6) is obviously heteroskedastic, the weighted least squares version is usually employed:
Specification (7) can also be derived directly from the funnel plot by switching the axes and dividing the partial correlation coefficients by the standard errors to remove heteroskedasticity.
The results of the funnel asymmetry test are reported in Table 6 . Following Krassoi-Peach and and Doucouliagos and Stanley (2009) , we use standard OLS as a benchmark and additionally employ robust and random effects versions of the regression (the random effects panel estimator accounts for heterogeneity between studies). All estimators yield similar results. The constant term is significant, which suggests that publication bias is present in the spillover literature; its intensity (we obtain values from 1.2 to 1.9) can be classified as moderate following Stanley and Doucouliagos (2010a) . 8 While the majority of applied economics shows more severe publication selection bias, the results contradict those of the traditional test for publication bias introduced by Card and Krueger (1995) and first applied to the spillover literature by Görg and Strobl (2001) . The new methodology allows us to estimate the "true" effect net of publication bias [ from (6)], which is also presented in Table 6 . The true effect is (negatively) significant only in one specification -and even in this case it is very small and probably of little practical importance. We thus present evidence that the average reported spillover effect, which is strongly positive (see Section 4), arises largely due to publication bias.
Conclusion
This paper presents a meta-analysis of the empirical literature on horizontal productivity spillovers from FDI. We gather a sample of 97 models from 67 studies published either in academic journals or as working papers. Using the vote-counting method, the spillover effect is not significant in general; employing the approach of Djankov and Murrell (2002) , on the other hand, there is some evidence that positive spillovers from FDI might exist. Nevertheless, this is not the case with the narrower sample of studies that were published in the best economics journals or that use panel and firm-level data (and thus are more reliable). Once publication selection bias is accounted for, the aggregated effect is insignificant, no matter what methodology is used. Therefore, we argue that there is no general persuasive empirical evidence on intra-industry spillovers.
We further investigate which study aspects affect the reported significance and polarity of spillovers using a meta-regression analysis which was elaborated by Stanley and Jarrell (1989) . Subject to several sensitivity checks, we find that the study results are predictably affected by the study design, namely, by the use of cross-sectional or panel data, industry-or firm-level aggregation, and specification of the proxy of foreign presence in the industry. Our results suggest that cross-sectional studies tend to report excessively high spillovers, as do models with industry-level aggregation and employment as a proxy for foreign presence. However, this pattern appears to become weaker over time, suggesting that newer studies may suffer less from such bias.
Following Card and Krueger (1995) , we test for publication bias in the spillover literature. Contrary to Görg and Strobl (2001) , we do not find evidence of publication bias employing this methodology. When the preferred funnel asymmetry test (Doucouliagos and Stanley, 2009; Doucouliagos and Laroche, 2009 ) is used, however, moderate publication bias is identified in the literature.
Economic and business researchers all over the world have devoted many man--hours to investigating horizontal spillovers from foreign direct investment. Is it "much ado about nothing" as Görg and Greenaway (2004) suggest in the title of their article? While the spillover effect is probably heterogeneous across different countries and industries, the worrying issue is that the results are systematically dependent on the methodology chosen. In other words, the researcher can influence her results ex ante by simply choosing a particular methodology. A strong consensus has formed in the international research community that firm-level panel data are the appropriate tool for testing for the presence of spillovers from foreign direct investment. For many countries, however, such detailed data are often difficult to construct, and cross-sectional studies are still being published. The outcome of such studies is predictable to a large extent. The pattern, however, does not concern only the nature of the data. Contrary to Görg and Strobl (2001) , our meta-regression analysis shows that the definition of the proxy for foreign presence is important as well and can also yield predictable results. Unfortunately, many studies do not report sensitivity analysis with respect to the definition of foreign presence. When they do, as for instance in Geršl (2008) , they often find that the spillover effect is not robust. Such pattern of predictability is widespread in economic research. Indeed, Stanley (2001) shows how one of his older meta--regression analyses on the union wage premium (Jarrell and Stanley, 1990) , coincidentally published in the same issue as a new empirical study on the topic, precisely estimated the results of that study once its characteristics were plugged into the meta--regression. It is natural that heterogeneous research brings heterogeneous results. Researchers should, however, be aware of the predictability pattern, best identified by meta-regression analyses, and report as much thorough sensitivity analysis as possible.
The other problematic issue of the spillover literature is publication bias. While the identified magnitude of the bias is not extreme, it is high enough to produce statistically significant results on average where there are probably none in reality. In a meta-meta analysis (meta-regression analysis of meta-analyses), Doucouliagos and Stanley (2008) show that theory competition is crucial for the resulting empirical publication bias in a particular field. For example, the neoclassical theory predicts the effect of raising the minimum wage on employment to be negative. Doucouliagos and Stanley (2009) illustrate how it is harder for positive estimates to be published, which causes the simple average taken from the literature to be biased toward negative values. Thus, in this respect, it is beneficial for each empirical field to have a competitive theoretical background. Concerning the spillover literature, theory competition has increased considerably during the last two decades. Negative results have become accepted without much ado. It is thus possible that publication bias will become less problematic in the coming years. Indeed, a funnel asymmetry test executed on the subsample of new studies is not significant at the 5% level, indicating no formal evidence for publication selection among such studies.
Future research should focus on inter-industry spillovers, since they seem to be more promising. The number of empirical studies in this field is growing and will soon be sufficient for a meta-regression analysis. Intra-industry productivity spillovers, on the other hand, appear to stay nonexistent or undetectable after correcting for publication bias.
