This paper proposes considering version spaces as an approach to reliable instance classification. The key idea is to construct version spaces containing the hypotheses of the target concept or its close approximations. So, the unanimous-voting classification rule of version spaces does not misclassify; i.e., instance classifications become reliable.
Introduction
In the last decade machine-learning classifiers were applied to various classification problems [6] . Nevertheless, only few classifiers were employed in real applications, especially in critical domains. The main reason is that it is difficult to determine if a classification assigned to a particular instance is reliable.
There are several approaches to reliable instance classification [1, 6, 7, 9, 11] . Most of them output confidence values for each classification. If these values are above a certain threshold, the instance classifications are considered as reliable.
The two most prominent approaches to reliable instance classification are the Bayesian framework [9] and the typicalness framework [6, 7, 11] (see section 8) . The Bayesian framework is a natural approach to reliable classification but it is often misleading. The typicalness framework partially overcomes this problem but it depends heavily on the learning algorithm used.
To overcome these problems of the presented frameworks we propose to consider version spaces [8, 9, 13] as an approach to reliable instance classification. The key idea is to construct version spaces containing hypotheses of the target concepts to be learned or their close approximations. In this way the unanimous-voting rule does not misclassify instances; i.e., instance classifications are reliable.
We analyze the instance classification of version spaces for the case when data are non-noisy and hypothesis space is expressive as well as for the opposite three cases. For the latter instance classification can be unreliable and we propose a volume-extension approach. The approach is to grow the volumes of version spaces s.t. instance misclassifications are blocked.
To demonstrate version spaces for reliable classification we implement the unanimous-voting rule by testing version spaces for collapse [4, 13] . We show that testing can be done by any learning algorithm and use support vector machines (SVM) [3, 16] . The resulting combination is called version space support vector machines (VSSVM). We combine VSSVM with the volume-extension approach. VSSVM experiments show 100% accuracy and good coverage.
The paper is organized as follows. The task of reliable instance classification is formalized in section 2. Section 3 considers version spaces and reliable instance classification, and then introduces the volume-extension approach. SVM are described in section 4. Section 5 introduces VSSVM. The volumeextension approach for VSSVM is in section 6. Section 7 presents experiments with VSSVM. A comparison is given in section 8. Finally, section 9 concludes the paper.
Task of Reliable Instance Classification
Assume that we have l different training instances x i in R n . Each x i has a class label y i ∈ Y with respect to a binary target concept, i.e., Y = {−1, +1}. The class labels separate the instances into two sets I + and I − (x i ∈ I + iff y i = +1;
, the task of reliable instance classification is to find a hypothesis h that correctly classifies future, unseen instances. When correct classification is not possible, h outputs 0.
Version Spaces
This section considers version spaces for reliable instance classification.
Definition and Classification Rule
Version spaces are sets of hypotheses consistent with training data [8, 9, 13] . Definition 1. Given a hypothesis space H and training data I + , I − , the version space V S(I + , I − ) is defined as follows:
where cons(h, I
The version-space classification rule is the unanimous voting. Given a version space V S(I + , I − ), an instance x receives a classification y ∈ Y ∪ {0} as follows:
is the set of all instances that cannot be classified by V S(I + , I − ).
By theorem 1 below, the unanimous-voting rule can be implemented if version spaces can be tested for collapse [4, 13] . If V S(I + , I − ) is nonempty and an instance x is to be classified, theorem 1 states that all the hypotheses in V S(I
, and
The problem to test version spaces for collapse is equivalent to the consistency problem. The consistency problem is to determine the existence of a hypothesis consistent with training data. Hence, the unanimous-voting rule of version spaces can be implemented by any consistency algorithm [4, 13] .
In practice the algorithms used are not always perfect consistency algorithms. An algorithm is not a perfect consistency algorithm if it is not able to find always a consistent hypothesis when the hypothesis belongs to the hypothesis space. If the algorithm used is not a perfect consistency algorithm, version spaces are defined such that they are non-empty iff the algorithm finds a consistent hypothesis. The algorithm parameters P influence when version spaces are empty.
Analysis of Reliable Instance Classification
Version spaces are sensitive with respect to class noise in training data and expressiveness of hypothesis space [8, 9, 13] . Class noise indicates that the class labels of some instances are incorrect. Expressiveness of a hypothesis space H indicates if the hypothesis h t of the target concept is in H.
Below we study the reliability of instance classification with version spaces. 
Volume-Extension Approach
The volume-extension approach is a new approach to overcome simultaneously the problems with noisy training data and inexpressive hypothesis spaces. Assume a hypothesis space H and an implementation of the unanimous-voting rule based on an imperfect consistency algorithm with parameters P . Then, if a version space V S(I + , I − ) misclassifies instances, the approach redefines the hypothesis space H and/or the parameters P s.t. the volume of the new version space V S (I + , I − ) grows and blocks instance misclassifications. Below we consider this approach for all the three problematic cases in subsection 3.2.
Case 2: since the volume of NVS is the error region for V S(I + , I − ), we redefine H/P s.t. the volume of V S (I + , I − ) comprises maximally the volume of NVS ;
Case 3: since the causes of misclassification for V S(I + , I − ) are the hypotheses in V S(I + , I − ) not approximating the target concept well, we redefine H/P s.t. V S (I + , I − ) includes more hypotheses approximating better the target concept. This means that if we have an instance x misclassified by V S(I + , I − ), we redefine H (P ) s.t. V S (I + , I − ) includes a hypothesis classifying x as the target concept. Thus, x will not be classified, so the misclassification is blocked.
Case 4: case 4 comprises cases 2 and 3, and the previous explanations hold here.
To apply the volume-extension approach we have to guarantee that the volumes of new version spaces V S (I + , I − ) comprise those of version spaces V S(I + , I − ). When we redefine a hypothesis space H to a new one H this is guaranteed by theorem 2 below when for each I + , I − if there is a consistent hypothesis h ∈ H, then there is a consistent hypothesis h ∈ H .
Theorem 2. Consider hypothesis spaces H and H s.t. for each I
+ , I − if there is h ∈ H consistent with I + , I − , then there is h ∈ H consistent with I + , I − as well. Then, for each I
To apply the volume-extension approach we have to guarantee that by re-defining the parameters P of the imperfect consistency algorithm in the unanimous-voting-rule implementation we have to find dependencies checking for each two parameter sets P and P if the volumes of version spaces V S comprise those of version spaces V S.
We conclude that the volume extension approach can cause blocking instance misclassification for cases 2, 3, and 4. This result and case 1 allow us to state that version spaces are an approach to reliable instance classification.
Support Vector Machines
Support Vector Machines (SVM) [3, 16] were proposed for the classification task. The hypothesis space of SVM is the set of all oriented hyperplanes in a Euclidian space R n or in a higher dimensional feature space F obtained by a mapping φ(x) on the instances x from R n . The parameters of the SVM hyperplane are derived from the solution of the following optimization problem:
is a kernel function that calculates inner products of instances x i and x j in feature space F . One kernel is the Radial Basis
2 where γ is a parameter. When a kernel is used, instead of the original hypothesis space H of SVM we have a hypothesis space of hyperplanes in a higher dimensional feature space F . We denote this space as H(p) where p is the kernel parameter.
Maximizing the term − l i,j=1 α i α j y i y j k(x i , x j ) in (1) corresponds to maximizing the margin between the two classes. The constant C determines the trade-off between the margin and the amount of training errors. The alphas are the weights associated with the training instances. All instances with nonzero weights are called "support vectors", and only they determine the position of the SVM hyperplane h(p, C, I
+ , I − ). This hyperplane consists of all points
The b parameter is found from the so-called Kuhn-Tucker conditions associated with (1) . The classification of a new instance x is found by: h(p, C, I
. In this paper we are interested in the asymptotic behaviors of SVM with the RBF kernel w.r.t. the parameter γ of RBF and the constant C [5] . The γ parameter determines the level of proximity between any two points in the feature space F . If γ increases, any two points become more dissimilar. Thus, it becomes easier to separate them by the SVM hyperplane with the same C parameter. Thus, we assume for arbitrary data I + , I − that γ is monotonic with the probability that h(γ, C, I
+ , I − ) is consistent with I + , I − . For the constant C the things are similarly, when C increases, the sum of training errors increases, while other things stay equal. Consequently, the SVM algorithm will try to find a new balance between the margin width and amount of training errors. In particular, the margin will decrease and, simultaneously with that, the amount of classification errors will generally go down. Therefore, we assume for arbitrary data I + , I − that the parameter C is monotonic with the probability that h(γ, C, I
+ , I − ) is consistent with I + , I − .
Version Space Support Vector Machines
This section introduces version space support vector machines (VSSVM). In subsection 5.1 we define VSSVM. In subsections 5.2 and 5.3 we provide the classification algorithm of VSSVM and an example.
Definition
VSSVM are version spaces that can be tested for collapse with SVM. Since SVM are imperfect consistency algorithms if C < ∞, we define the VSSVM to be empty when the hypothesis h(p, C, I
+ , I − ) generated by the SVM is not consistent with the training data I + , I − (cf. section 3.1).
Definition 3. Given a hypothesis space H(p), a constant C, and training data I + , I − , the version space support vector machine V S
According to definition 3 to test whether VSSVM are empty we need to apply SVM. To apply SVM we need only the training data I + , I − . Hence, the training sets are the version-space representation of VSSVM.
VSSVM are version spaces. Hence, the inductive bias of VSSVM is the restriction bias [9, 13] . The kernel parameter p defines the hypothesis space H(p) of VSSVM and the parameter C determines when VSSVM are empty in H(p). Hence, the restriction bias of VSSVM is controlled by these two parameters.
Classification Algorithm
The classification algorithm of VSSVM implements the unanimous-voting rule. It is based on theorem 1. To test version spaces for collapse SVM are employed.
The classification algorithm is given in figure 1 . Assume that an instance x is to be classified. Then, the algorithm builds a hyperplane h(p, C, I
+ , I − ) is inconsistent with I + , I − , according to definition 3, the version space V S assigns class +1 to x. If not, the algorithm checks analogously if it can assign class −1. If both classes cannot be assigned, 0 is returned; i.e., the classification of x is unknown.
Example
We illustrate our classification algorithm for the space H of all oriented lines in R 2 and training data: figure 2) . For large C (C = +∞) only the points to the right of the three line segments through the training points (1, 0) and (1, 1) will be classified as positive and the corresponding region to the left of the three line segments through the training points (−1, 0) and (−1, 1) will be classified as negative. Running our algorithm with C = 30 results in the classifications in figure 2: positively classified: +, negatively classified: * , and not classified: 2. It is clear from the figure that for C = 30 the volume of VSSVM is smaller and thus the coverage is larger, than for C = +∞.
The Volume-Extension Approach for VSSVM
To overcome the problems of noisy training data and inexpressive hypothesis spaces for VSSVMs we apply our volume-extension approach for the RBF kernel without re-defining the hypothesis space H(p). Below we show that increasing the parameters C and γ increases the volume of VSSVM. In section 4 we assumed that the parameters γ and C are monotonic with the probability that the SVM hyperplane h(γ, C, I
+ , I − ) is consistent with data I + , I
− . This implies that for two values γ 1 and γ 2 of the parameter γ s.t. γ 1 < γ 2 and arbitrary I + , I − the probability that h(γ 2 , C, I + , I − ) is consistent with I + , I − is higher than the probability that h(γ 1 , C, I + , I − ) is consistent with I + , I − . This implies by theorem 3 below that the volume of V S is a subset of the volume of V S γ2 C (I + , I − ) if γ 1 < γ 2 . Thus, our initial assumption (γ is monotonic with the probability of cons(h(γ, C, I
+ , I − ), I + , I − )), implies that (A1) the volume of VSSVM is monotonic with the parameter γ. Analogously, we can show that (A2) the volume of VSSVM is monotonic with the parameter C using theorem 4 below. We note that (A1) and (A2) are our key assumptions which are additionally supported by our experiments. 
Theorem 4. Let C 1 and C 2 be values of the parameter C such that for each
Applying the volume-extension approach means to find C and γ in order to (re)define hypothesis spaces and VSSVM such that instances are classified reliably. Using the assumptions that the volume of VSSVM is monotonic with C and γ we can find minimal values for C and γ using binary search such that instances are classified reliably and the volume of VSSVM is minimized.
Experiments
We experimented with VSSVM using the RBF kernel. We conducted two types of experiments. The first one assumed that the training data are noise free and the hypothesis spaces are expressive. The second type had the opposite assumption. The method for evaluation was the leave-one-out method.
With the leave-one-out method one instance is left out from the training set and this instance is used for testing the classifier obtained by training on the training set without that instance. This process is repeated for all instances in the original training set. So all instances are used as a test instance for a training set not containing the instance.
We measure our results in terms of coverage and accuracy. The coverage is the percentage classified test instances in the leave-one-out process with respect to all instances. The accuracy is the percentage correctly classified test instances with respect to all the classified test instances (the covered instances).
Experiments: Non-noisy Data and Expressive Hypothesis Space
These experiments were done for VSSVM. When training data are noise free and the hypothesis space H(γ) is expressive we have case 1; i.e., instances classified by VSSVM are classified correctly. To guarantee this property in the leave-one-out experiments, we had to guarantee for each instance x ∈ I + that if x is classified by V S γ C (I + \ {x}, I − ) (the version space if x is left out), then x is classified correctly. For this purpose in our experiments we required two conditions:
If condition (a) holds, we have three possible cases for an instance x ∈ I + : (a1) x is classified correctly as +1 by V S Table 1 provides the results of our experiments with VSSVM for 8 binary datasets [2] . The accuracy of VSSVM is 100%, and the coverage is maximized. 
is the accuracy of VSSVM.
Experiments: Noisy Data and/or Inexpressive Hypothesis Space
VSSVM Experiments. When training data are noisy and/or the hypothesis space H(γ) is inexpressive we have one of cases 2, 3, and 4; i.e., VSSVM can misclassify instances. Therefore, in the leave-one-out experiments, we had to provide the possibility that an instance
. For this purpose in our experiments we required only condition (a) from the previous subsection to hold.
To find values of the parameters γ and C we used the approach from the previous subsection. The only difference is that in these experiments we used values γ min and C min specific for different V S Table 2 provides the results of the experiments with VSSVM. The accuracy is decreased.
Experiments with VSSVM and the Volume-Extension Approach. The columns VSSVM of tables 1 and 2 show that the problems with noisy training data and inexpressive hypothesis spaces decrease the accuracy of VSSVM. Therefore, we applied our volume-extension approach for VSSVM. We run two sets of experiments. In the first one we applied the volume-extension approach by sequentially increasing the parameter C, given γ, to the point when the accuracy of VSSVM reached 100%. The setup of the experiments coincides with that of the experiments for VSSVM when only condition (a) holds. The only difference is that we added sequentially a growing increase I C to the found minimal value C min for each V S γ C (I + \ {x}, I − ) and each V S γ C (I + , I − \ {x}) (see sub-column I C of table 3). In the second set of experiments we applied the volume-extension approach for the parameter γ using an analogous experimental setup.
In figure 3 we show the coverage and accuracy of VSSVM when we used the volume-extension approach for the parameters γ and C for the sonar data [2] . The figure shows that the coverage and the accuracy of VSSVM are monotonic with γ and C. This confirms the applicability of our assumptions about the monotonicity of the volume of VSSVM with respect to γ and C. Note that the monotonicity for the coverage does not hold strictly: In our experiments we found sometimes nonmonotonic behavior close to γ The results of our experiments with VSSVM and the volume-extension approach are given in columns Vol.Extenstion:C and Vol.Extenstion:γ of table 3. They show that by applying the volume-extension approach the accuracy is again 100%. This means that the volume-extension approach is capable of solving the problems with noisy training data and inexpressive hypothesis spaces.
Data Set Parameters
Vol. Extension: Table 3 . Volume-extension experiments: Noisy Training Data and/or Inexpressive Hypothesis Space. Column Parameters presents the ranges of the parameters γ and C. Column Vol.Extenstion:C presents the results of VSSVM when the Volume Extension Approach is applied for parameter C. Here IC is the minimal increase of C for which the accuracy of 100% for VSSVM is found. Column Vol.Extenstion:γ presents the results of VSSVM when the Volume Extension Approach is applied for parameter γ. Here Iγ is the minimal increase of γ for which the accuracy of 100% for VSSVM is found.
Comparison with Relevant Work

Version Spaces
We compare VSSVM with the relevant work in version spaces in the context of the problems of inexpressive hypothesis spaces and noisy training data.
Inexpressive Hypothesis Spaces. To overcome the problem of inexpressive hypothesis spaces the inductive bias of version spaces, the restriction bias, was proposed to be relaxed by extending hypothesis spaces. The static approaches assumed that hypothesis spaces are rich and extended in advance [8, 10, 12, 13] . Hence, the learning process was guided by restriction and search biases. The dynamic approaches extended dynamically hypothesis spaces [15] w.r.t. classification problems. These spaces were assumed to be correct. Hence, the learning process was guided by restriction bias. VSSVM and the volume-extension approach correspond to the dynamic approaches. The main advantage of VSSVM is that the hypothesis spaces can be much easier extended using C and γ.
Noisy Training Data. To overcome the problem of noisy training data restriction bias is combined with search bias. For example, the extended version-space approach [8] maintained in parallel a set of version spaces consistent with different subsets of training data determined by parameters introducing the search bias. Other approaches implemented search biases on version-space representations [12] [13] [14] . VSSVM correspond best to the approaches based on extended version spaces. The key difference is that the inductive bias of VSSVM is the restriction bias only. Hence, VSSVM prove that the restriction bias is useful.
Reliable Instance Classification
Bayesian Framework. The Bayesian framework [8] is one of the first approaches used for reliable instance classification. This is due to the fact that the posterior class probabilities are natural estimates of the reliability of instance classification. These probabilities are computed from prior probabilities. Since it is difficult to estimate correctly the prior probabilities, the Bayesian framework is often misleading [7] . VSSVM can be also misleading but they can be corrected by the volume-extension approach (see table 2 ).
Meta
Learning. An approach that learns a meta classifier to predict the correctness of instance classifications was given in [1] . Its main problem was that the meta classifier is never correct; i.e., the approach can misclassify. VSSVM can also misclassify but they can be corrected by the volume-extension approach.
Typicalness Framework. The typicalness framework is introduced in [6, 7, 11] . To compare VSSVM and the typicalness framework we need a strangeness function. Consider instance x i with a label y i in a sequence S of labelled instances. When VSSVM classifies x i based on the other instances in S, we have three possibilities: (1) x i gets label y i ; (2) x i is not classified; (3) x i gets label −y i . We consider these three cases as cases of increasing strangeness of x i with a given label y i in S. Therefore, we define our VSSVM strangeness function as: This strangeness function results in a typicalness of 1 if the instance x i is classified by VSSVM with the class y i . The typicalness of the classification −y i is about 1/(l + 1) where l is the number of training instances. If the typicalness of a classification y i is close to 1 and that of the opposite classification −y i is almost 0, then the classification y i is reliable. Thus, instance classifications by VSSVM are reliable in the sense of the typicalness framework.
Conclusion
In this paper we showed that version spaces and VSSVM can provide reliable instance classifications for the case when training data are non-noisy and hypothesis spaces are expressive as well as for the opposite three cases. This is due to the nature of version spaces and the volume-extension approach proposed.
We foresee two future research directions. The first one is to extend version spaces and VSSVM for non-binary classification tasks. The second direction is to extend VSSVM for problems for which no consistent hypotheses exist.
