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СИСТЕМАХ
2. ПРОБЛЕМА ВРЕМЕННОЙ СОСТОЯТЕЛЬНОСТИ КООПЕРАТИВНЫХ
РЕШЕНИЙ





На практике долгосрочные управленческие решения вырабатываются на основе реко-
мендаций и потребностей, выявляемых на всех уровнях системы управления, в резуль-
тате из большого числа возможных вариантов, на основе некоторого трудно формали-
зуемого алгоритма, выбирается одно единственное решение, подлежащее дальнейшей 
реализации. Этот плохо формализуемый и трудно улавливаемый алгоритм выбора по 
существу является реализацией установившегося в данной системе менеджмента прин-
ципа оптимальности, осмысливание и научный анализ которого иногда может привести 
к обескураживающим выводам. Здесь мы сталкиваемся с интересной проблемой – вос-
становлением принципа оптимальности, лежащего в основе принятия решений по на-
борам конкретно выработанных решений. Независимо от того в какой степени мы су-
меем продвинуться в решении этой проблемы, сам факт наличия такого принципа оп-
тимальности не вызывает сомнения. В то же время свойства этого принципа оптималь-
ности мы можем наблюдать и без проведения глубокого исследования.  
4Отметим два, на наш взгляд, наиболее важных свойства присутствующих и дов-
леющих на принятие долгосрочных решений (долгосрочный менеджмент). Первое –
необходимость проверки качества принимаемого решения по нескольким критериям. 
Второе – различная оценка качества решения различными сторонами, участвующими в 
выработке решения. Это наводит нас на мысль о том, что неуловимый принцип опти-
мальности, лежащий в основе выбора решения, имеет теоретико-игровой, конфликтный 
характер, поскольку также как и в теоретико-игровых моделях, здесь мы имеем не-
сколько сторон, влияющих на принятие решения, в соответствии со своими не обяза-
тельно совпадающими интересами. 
Прогресс в технологиях, коммуникациях, промышленной организации, международной 
торговле, экономической интеграции и политических реформах способствовал созда-
нию быстро развивающихся социально-экономических связей включающих межрегио-
нальную и межгосударственную деятельность, а также взаимодействие задействован-
ных объектов и субъектов. С точки зрения современного менеджмента исключительно 
важно осознать и реально использовать взаимосвязь и взаимозависимость принимае-
мых решений в подобных обстоятельствах. 
5Теория кооперативных игр дает возможность выработки социально-оптимальных 
коалиционно-эффективных решений в задачах, включающих стратегически обусловленные 
действия. Формализация условий кооперации и связанного с этим оптимального поведения 
участников конфликтно-управляемого процесса (игроков) является фундаментальным эле-
ментом этой теории. Однако для сохранения кооперации и принятых соглашений требуется 
выполнение более жесткого условия: в процессе реализации решения принцип оптимально-
сти, на основе которого вырабатывалось первоначальное решение, должен оставаться со-
стоятельным в течении всего игрового процесса (генерировать в определенном смысле аде-
кватные решения в текущих подзадачах), т. е. в каждый момент времени вдоль определен-
ной заранее оптимальной траектории процесса. Это условие носит название “динамической 
устойчивости” или “состоятельности во времени”. Иными словами, свойство динамической 
устойчивости решения (состоятельности во времени или временной состоятельности) коо-
перативной динамической игры означает, что когда игра развивается вдоль кооперативной 
траектории, игроки следуют одному и тому же принципу оптимальности в каждый момент 
времени (в каждой подзадаче с начальными условиями на этой оптимальной траектории) и 
поэтому не имеют побуждения отклониться от первоначально выбранного оптимального 
решения в течение всей игры. 
6При исследовании кооперативных дифференциальных игр в конце 70-х годов 
нами было обнаружено и математически строго доказано, что если специальным обра-
зом не производить регуляризацию принципа оптимальности, то выбранное в начале 
процесса “оптимальное решение” в ходе его реализации почти всегда теряет свою “оп-
тимальность” и поэтому не может оставаться основополагающим принципом дальней-
шего развития. Данное явление имеет место даже без каких-либо внешних воздействий 
или изменения интереса участников. Это и есть нарушение динамической устойчивости 
или временной состоятельности. Несколько позже это обстоятельство было обнаружено 
при решении одной специальной задачи зарубежными авторами Ф. Кидландом и Е. 
Прескоттом ([Kydland, Prescott, 1977]), получившими Нобелевскую премию в области 
экономики в 2004 г. 
Таким образом, чтобы долгосрочный менеджмент сохранял свою оптимальность в про-
цессе реализации, необходимо, чтобы заложенный при его выработке принцип опти-
мальности обладал свойством динамической устойчивости или временной состоятель-
ности, хотя как нами строго доказано это может происходить лишь в вырожденных 
тривиальных случаях.  
7Нарушение временной состоятельности рано или поздно приводит к ревизии 
стратегий менеджмента, колоссальным материальным и моральным потерям. И здесь 
мы оказываемся в порочном кругу. Для определения того является ли выбранный 
принцип оптимальности состоятельным во времени или нет (если нет, то нами 
предложены методы его регуляризации, приводящие к состоятельному принципу 
оптимальности) необходимо его точное математическое описание. Однако при 
существующих схемах принятия решений сделать это практически невозможно. 
Поэтому мы наблюдаем вопиющие примеры потери временной состоятельности 
(поворот сибирских рек, строительство дамбы в Ленинграде, война в Ираке, 
международные проекты по разработке российских нефтегазовых месторождений на 
основе соглашения о разделе продукции и др.). 
Динамическая устойчивость (временная состоятельность) принципов 
оптимальности в дифференциальных играх подробно исследовалась в работах 
специалистов по теории игр. 
81. ОПРЕДЕЛЕНИЕ КООПЕРАТИВНОГО РЕШЕНИЯ 
 
В этой работе нас будет интересовать поведение кооперативного решения во 
времени (в ходе его реализации), поэтому ключевым является последний из рассмот-
ренных аспектов проблемы принятия решений. 
Кооперативные решения в широком смысле делятся на статические и динамиче-
ские. В статическом случае решение принимается один раз, мгновенно реализуется, и 
игроки сразу получают выигрыш от его реализации. Несмотря на кажущуюся простоту 
такого подхода, классическая теория игр занимается в основном изучением именно та-
ких моделей. Однако менеджмент и теория менеджмента имеет дело с управлением, а 
поэтому – с процессами (в нашем случае с конфликтными процессами). Однако для по-
нимания концепции кооперативного решения мы традиционно начнем рассмотрение со 
статической модели игры. 
9Под игрой n  лиц в нормальной форме понимается модель Γ  вида: 
{ } { } 11, ,n ni i iiN U K ==Γ = , 
где { }1, ,N n= L  – множество игроков, iU  – множество стратегий, iiu U∈  –
стратегия, 1( , , )i nK u uL  – функция выигрыша игрока i N∈ . 
Что же следует понимать под решением игры Γ ? Ответ на поставленный вопрос 
дают концепции (принципы) оптимальности, сформулированные в определениях. Во 
всех случаях понятно, что под решением следует понимать некоторый набор стратегий 
1( , , )nu uL  всех игроков, удовлетворяющий требуемому свойству оптимальности. 
Наиболее распространенной концепцией оптимальности игры многих лиц является 
равновесие по Нэшу. 
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Определение 1. [Nash, 1951]. Набор стратегий 1( , , )nu uL  называется 
равновесием по Нэшу, если следующие неравенства выполняются для всех стратегий 
i
iu U∈  и всех игроков i N∈ : 
 
1 1 1 1 1 1( , , , , , , ) ( , , , , , , )i i i i n i i i i nK u u u u u K u u u u u− + − +≥L L L L . 
 
Равновесие по Нэшу (NE – решение) является кооперативным решением в 
широком смысле, поскольку выбор такого решения требует согласованного поведения 
игроков. Действительно, NE – решение представляет собой набор стратегий, 
удовлетворяющий указанной системе неравенств. Поэтому игроки, по крайней мере, 
должны договориться, что они будут придерживаться именно такого способа 
поведения. Последнее обстоятельство особенно важно, если в игре имеется несколько 
NE – решений. В этом случае игроки должны договориться еще и какое равновесие они 
будут реализовывать. 
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Определение 2. Набор стратегий 1( , , )nu u% %L  называется оптимальным по Паре-
то, если не существует другого набора стратегий 1( , , )nu uL , для которого следующие 
неравенства выполняются для всех i N∈ : 
1 1( , , , , ) ( , , , , )i i n i i nK u u u K u u u≥ % % %L L L L  
и хотя бы для одного j N∈  оно выполняется строго: 
1 1( , , , , ) ( , , , , )j j n j j nK u u u K u u u> % % %L L L L . 
 
Оптимальное по Парето решение (PO – решение) является кооперативным реше-
нием в широком смысле, поскольку принятие такого решения требует согласованного 
выбора стратегий всеми игроками и обладает свойством групповой рациональности при 
стратегическом поведении игроков. Концепция оптимальности по Парето справедлива 
как для игр с трансферабельными, так и для игр с нетрансферабельными выигрышами 
(такие выигрыши игроки не могут передавать друг другу). 
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Характерным представителем оптимального по Парето решения является 
арбитражное решение Нэша. Арбитражное решение Нэша 1( , , )nu u′ ′L  является 
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1( , , )nu uL  - некоторое заданное «эталонное решение», определяющее точку 
«статус-кво» 
0 0 0 0
1( , , , , )i nK K K K= L L , 0 0 01( , ),i i nK K u u i N= ∈L . Арбитражное 
решение Нэша (NB – решение) является кооперативным решением в широком смысле 
случай Парето оптимального решения. 
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Другим представителем оптимального по Парето решения является 
арбитражное решение Калаи-Смородинского. 
Арбитражное решение Калаи-Смородинского 1( , , )nu u′′ ′′L  является решением 











ˆ( ),i i i iK K K K i Nλ= + − ∈ , 
1( , ), ,i i n i iK K u u u U i N= ∈ ∈L , 
здесь 
0 0
1( , , )nu uL  – некоторое заданное «эталонное решение», определяемое точкой 
«статус-кво» 
0 0 0 0
1( , , , , )i nK K K K= L L , 0 0 01( , ),i i nK K u u= L  i N∈  и «идеальной» 
точкой 1
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Идеальную точку ˆK  обычно невозможно получить при каком-либо решении 
(иначе она и была бы оптимальным решением), т.е. она не принадлежит множеству 
возможных оценок. Поэтому геометрически решение Калаи-Смородинского 
определяется точкой пересечения отрезка, соединяющего точку «статус-кво» и 
«идеальную» точку с границей множества возможных оценок. Заметим, что 
арбитражное решение Калаи-Смородинского (KS – решение), также является 
кооперативным решением в широком смысле как частный случай оптимального по 
Парето решения. 
При заданной арбитражной схеме в задаче можно реализовать практически 
любое Парето оптимальное решение за счет выбора точки «статус-кво». Таким образом, 
арбитражная схема регламентирует лишь механизм (правила), на основе которого 
предполагается выбрать оптимальное решение. 
Все указанные выше принципы оптимальности являются стратегическими в том 
смысле, что построены на основе согласованного или совместного выбора стратегий 
игроками. 
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Рассмотрим теперь понятие кооперативного решения в узком смысле. Такая 
концепция кооперативного решения предполагает двойную кооперацию: по совместно-
му выбору стратегий и дележу общего выигрыша от кооперации. 
Напомним, что под кооперативной игрой в форме характеристической функции 
понимается модель vΓ  вида: 
,v N vΓ = , 
где { }1, ,N n= L  – множество игроков, ( ) 0,v S ≥ ,S N⊂ ( ) 0v ∅ =  - характеристиче-
ская функция, обладающая свойством супераддитивности: 
( ) ( ) ( ),v S T v S v T S T∪ ≥ + ∩ = ∅ . 
Значение характеристической функции ( )v S  часто интерпретируется как мак-
симальный гарантированный выигрыш коалиции S N⊂ . Из свойства супераддитивно-
сти характеристической функции следует, что ( ) ( )v S v S′≥ , для NSS ⊆⊂′ . Поэтому 
игрокам выгодно создавать максимальную коалицию N  для получения максимально 
возможного суммарного выигрыша ( )v N  в процессе игры. 
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Пусть vΓ  – кооперативная игра, построенная на структуре игры Γ  (с 
трансферабельными выигрышами), в которой игроки действуют в соответствии с 
некоторым заранее принятым принципом оптимальности [Петросян, Зенкевич, Семина, 
1998]. Тогда, как было отмечено ранее, величина ( )v S  понимается как максимальный 
гарантированный выигрыш коалиции S , т.е. максимальный выигрыш коалиции S , в 
случае, когда оставшиеся игроки образуют коалицию SN /  для игры против этой 
коалиции S . 
Соглашение о том, как именно осуществлять кооперацию и разделить 
полученный в результате кооперативный выигрыш и составляет принцип 
оптимальности решения кооперативной игры. В частности, решением для 
кооперативной игры vΓ  является: 
• Соглашение о множестве кооперативных стратегий направленных на получение 
максимального выигрыша от кооперации 
• Механизм распределения общего максимального выигрыша между игроками. 
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Множество всевозможных распределений максимального суммарного выигрыша 
называется множеством дележей. Обозначим через iξ  выигрыш игрока Ni ∈  при 
кооперации, если общий выигрыш от кооперации равен ( )v N . 
 
Вектор (распределение суммарного выигрыша) 
1 2( , ,..., )nξ ξ ξ ξ= , 
называется дележом в игре vΓ , если выполняются условия: 






В этом определении условие )(i  определения гарантирует индивидуальную ра-
циональность дележа в том смысле, что каждый игрок получает в условиях дележа, по 
меньшей мере, такой же выигрыш, который он или она получит, играя против всех ос-
тальных игроков. Условие )(ii  гарантирует Парето оптимальность дележа, а поэтому и 
групповую рациональность. 
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Обозначим множество дележей в игре vΓ  через vE . Под кооперативным принци-
пом оптимальности vW  в игре vΓ  понимается правило, по которому каждой игре vΓ  ста-
вится в соответствие некоторое подмножество v vW E⊂  из множества дележей, т.е. меха-
низм распределения суммарного выигрыша от кооперации. Если принцип оптимальности 
vW  выбран, то дележ 1 2( , ,..., )n vWξ ξ ξ ξ= ∈  – называется оптимальным в соответствии с 
данным принципом оптимальности vW . Это и есть определение кооперативного решения в 
узком смысле. 
Приведем некоторые широко известные определения кооперативных решений. 
Определение 3. Будем говорить, что дележ 1 2( , ,..., )nξ ξ ξ ξ=  принадлежит ядру иг-
ры 






Множество всех дележей из ядра обозначается vC . Смысл кооперативного решения из ядра 
понятен: если выбран в качестве оптимального дележ из ядра, то при таком дележе каждая 
коалиция получает не меньший выигрыш от кооперации, чем она может получить само-
стоятельно. 
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Определение 4. [Shapley, 1953]. Дележ 
 
0 0 1( , ) ( , , , , )v v v vi nФ x T t Ф Ф Ф− = L L  
 
называется вектором Шепли, если он определяется по формуле: 
 
( )




S N i S
n s s
Ф v S v S i
n⊂ ∈
− −
= −∑ , .,...,1 ni =  
Существуют и другие признанные концепции кооперативных принципов 
оптимальности, например, решение по Нейману-Моргенштерну, N-ядро. Все ниже 
перечисленные принципы оптимальности определяют кооперативные решения в узком 
смысле. 
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2. ПРОБЛЕМА ВРЕМЕННОЙ СОСТОЯТЕЛЬНОСТИ  
КООПЕРАТИВНЫХ РЕШЕНИЙ 
В предыдущем разделе мы рассмотрели статические концепции кооперативного 
решения. Однако в экономике мы имеем дело с управлением, а поэтому с процессами (в 
нашем случае с конфликтными процессами). Управление выбирается в начальный мо-
мент управления и реализуется в течение некоторого временного промежутка. Мы на-
мерены показать, что в динамике кооперативное решение должно обладать обязатель-
ным свойством, называемым динамической устойчивостью или временной состоя-
тельностью (time-consistency).  
Под свойством динамической устойчивости (временной состоятельности) коо-
перативного решения будем понимать свойство сохранения оптимальности в каждой 
подзадаче с начальными условиями на оптимальной траектории, построенной в на-
чальный момент.  
Поясним на стилизованных модельных примерах концепцию «динамической ус-
тойчивости» (временной состоятельности) принципа оптимальности.  
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2.1. Динамическая устойчивость решения задачи оптимального управления. 
 
Пусть точка 
nM R∈  определяет некоторое идеальное состояние системы (в на-
шем примере – состояние совместного предприятия). Рассмотрим классическую задачу 
теории управления. Пусть задана управляемая система дифференциальных уравнений 
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m lx t f x t u t x R u U R
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где вектор ( )x t  описывает состояние системы, вектор ( )u t  – управление, выбираемое в 
каждый момент времени t . 
Процесс происходит на конечном интервале времени 0[ , ]t T . Целью управления 
является перевод точки 0x  (состояния системы в начальный момент времени 0t ) в не-
которое состояние ( )x T  (в момент окончания процесса T ), при котором достигается 
минимум расстояния ( ( ), )x T Mρ  до некоторой фиксированной точки nM R∈ . 
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Таким образом, математически задачу можем сформулировать так: найти такое 
управление 0( ), [ , ]u t t t T∈ , которое переводит точку 0x  в точку ( )x T  в силу системы 
(1), наиболее близко расположенную к точке M . 
Построим множество 0 0( , )C x T t− , называемое множеством достижимости систе-
мы (1). Это множество тех точек ( )x T , в которое может перейти система из 0x  в точности 
в момент времени T , в соответствии с некоторым выбранным правилом управления 
0( ), [ , ]u t t t T∈ . Понятно, что при различных правилах управления (управляющих функ-
циях, или «программных стратегиях») ( )u t  точки ( )x T  будут различны. 
Обозначим также нашу задачу минимизации расстояния ( ( ), )x T Mρ  через 
0 0( , )x T tΓ − , подчеркивая её зависимость от начального состояния 0x  и времени процес-
са 0T t− . 
Предположим для простоты, что точка M  не принадлежит 0 0( , )C x T t− , то есть 
что 0 0( , )M C x T t∩ − = ∅ . Это означает, что достижение точки M  за время 0T t−  из 
состояния 0x  невозможно. Принципом оптимальности в данной задаче является миними-
зация расстояния между точкой ( )x T  и точкой M . 
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Очевидно, что «оптимальное движение» или «оптимальная траектория» должна перево-
дить точку 0x  в точку M ′  ( 0 0( ) , ( )x t t x T M ′= = ) наиболее близко расположенную в мно-
жестве 0 0( , )C x T t−  от точки M . Обозначим через ( )x t  траекторию, соединяющую 0x  с 
M ′ , реализованную при каком-то фиксированном (оптимальном) программном управлении 
( )u t , т.е. 0 0( ( ), ( )), ( ) , ( )x f x t u t x t x x T M ′= = =& .  
Пусть процесс развивается вдоль оптимальной траектории ( )x t , как это показано на 
рис. 1. Рассмотрим некоторый промежуточный момент 0[ , ]t Tτ ∈  и пусть мы пожелали в этот 
момент проверить: будет ли точка M ′ оставаться ближайшей к M  в подзадаче 
( ( ), )x Tτ τΓ −  с начальным условием ( )x τ  на оптимальной траектории и продолжительно-
стью T τ− ? Совершенно очевидно, что ответ – положительный, то есть можно утверждать, 
что продолжение движения вдоль ( )x t  при t τ≥  будет оптимальным движением в подзадаче 
( ( ), )x Tτ τΓ −  (рис. 1). Это и означает динамическую устойчивость или временную состоя-
тельность оптимальной траектории ( )x t . Этот принцип был впервые сформулирован Р. Белл-
маном в 1957 г. ([Bellman, 1957]) и лёг в основу теории динамического программирования. Он 





Рис. 1. Динамическая устойчивость оптимального управления 
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Заметим, что в рассматриваемом случае имеет место и более сильное условие 
(кстати, незамеченное Р. Беллманом). В задаче ( ( ), )x Tτ τΓ −  может возникнуть и 
другое программное управление ( ), [ , ), ( ) ( )u t t T u t u tτ∈ ≠% %  и соответствующая тра-
ектория ( )x t% , переводящая точку ( )x τ  в M ′и, следовательно, также оптимальное в 
подзадаче ( ( ), )x Tτ τΓ − . Интересно заметить, что управление вида  
 
0( ), [ , )( ) ( ), [ , ]
u t t t
u t







переводит точку 0x  в M ′  в задаче 0 0( , )x T tΓ − , то есть также является оптимальным 
в задаче 0 0( , )x T tΓ − . 
Таким образом, оказывается, что любое оптимальное продолжение в подзадаче 
( ( ), )x Tτ τΓ −  вместе с начальным оптимальным движением на отрезке 0[ , )t τ  в зада-
че 0 0( , )x T tΓ −  будет оптимальным в исходной задаче 0 0( , )x T tΓ − . Это свойство на-
зывается сильной динамической устойчивостью управления.  
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2.2. Временная состоятельность Парето оптимального решения в задаче 
многокритериального оптимального управления. 
 
Когда мы говорим о проблемах временной состоятельности кооперативного 
решения между конкурирующими игроками, следует анализировать не только 
результаты кооперации, но и каждого игрока в отдельности. Заметим, что подобные 
проблемы учета взаимоотношений между соперничеством и сотрудничеством имеют 
место и при кооперативных решениях конкурирующих фирм по образованию 
стратегического альянса, при этом альянс может охватывать как отдельный этап 
ᐲпроизводства, так и целый ряд этапов изгото ления продукции на партнерских 
предприятиях и поставлять на рынок совместно произведенную продукцию. Понятно, 
что в ходе реализации кооперативного проекта у партнеров остаются свои личные 
интересы. 
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Пусть задана управляемая система дифференциальных уравнений (1): 
0 0 0
( ) ( ( ), ( )), , ,
( ) , [ , ],
m l
x t f x t u t x R u U R
x t x t t T




где, также как и в предыдущем случае, вектор ( )x t  описывает состояние системы, век-
тор ( )u t  – управление, выбираемое в каждый момент времени t  из некоторого множе-
ства U .  
Процесс происходит на конечном интервале времени 0[ , ]t T . По сравнению с 
предыдущим случаем каждый из участников l  стремится к тому, чтобы достичь своей 
целевой точки lM . Целью кооперативного управления является перевод точки 0x  в не-
которое состояние ( )x T , при котором минимизируется расстояние до точек 
1,..., kM M , то есть задача заключается в нахождении минимума векторного критерия  
1[ ( ( ), ),..., ( ( ), ),..., ( ( ), )]l kx T M x T M x T Mρ ρ ρ , 
где , 1,2,...,nlM R l k∈ = . 
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Математически задачу можно сформулировать так: найти такое управление 
( )u t , которое переводит точку 0x  в ( )x T  в силу системы (1) , наиболее близко распо-
ложенную к системе точек 1,..., kM M . 
Поскольку данная задача является задачей многокритериального оптимального 
управления, то в качестве принципа оптимальности естественно рассматривать множе-
ство оптимальных по Парето решений.  
 Пусть, как и раньше множество 0 0( , )C x T t−  есть множество достижимости 
системы (1), и обозначим через 0 0( , )x T tΓ −  нашу задачу многокритериального опти-
мального управления, подчеркивая в этом обозначении зависимость от начального со-
стояния 0x  и времени процесса 0T t− .  
Обозначим через ˆM  выпуклую оболочку точек 1,..., kM M . 
Предположим для простоты, что  
0 0
ˆ ( , )M C x T t∩ − = ∅ . 
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Можно показать (при условии выпуклости множества (см. [Петросян, Захаров, 
1997])), что множество оптимальных по Парето управлений в этой задаче состоит из 
программных управлений ( )u t , переводящих точку 0x  в некоторую точку M ′ , 
принадлежащую проекции множества ˆM  на множество 0 0( , )C x T t− . 
Обозначим через ( )x t  траекторию, соединяющую 0x  с некоторой точкой M ′ , 
принадлежащей проекции ˆM  на 0 0( , )C x T t− , и пусть ( )u t  – соответствующее 
программное управление. 
Траекторию ( )x t  назовем оптимальной траекторией. Понятно, что данная 
задача может иметь бесконечное число оптимальных траекторий, поскольку проекция 
множества ˆM  на множество 0 0( , )C x T t− , в общем случае, представляет собой 
замкнутое множество, содержащее более одной точки. 
Рассмотрим некоторый промежуточный момент времени 0[ , ]t Tτ ∈ , и пусть мы 
пожелали в этот момент проверить: будет ли точка M ′  концом оптимальной по Парето 
траектории в подзадаче ( ( ), )x Tτ τΓ −  с начальным условием ( )x τ  на оптимальной 
траектории и продолжительностью T τ− ? 
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Как и в задаче оптимального управления, ответ – положительный, то есть можно ут-
верждать, что продолжение движения вдоль траектории ( )x t  при t τ≥  будет оптималь-
ным движением в подзадаче ( ( ), )x Tτ τΓ − . Это и означает динамическую устойчивость 
или временную состоятельность оптимальной по Парето траектории ( )x t . 
В то же время, как это видно из рис. 2, само Парето оптимальное множество про-
граммных управлений и соответствующие им траектории в подзадаче ( ( ), )x Tτ τΓ − , от-
личается от Парето оптимального множества в задаче 0 0( , )x T tΓ − , поскольку множество 
концов оптимальных по Парето траекторий в задаче 0 0( , )x T tΓ −  совпадает с дугой AB , 
а множество концов Парето оптимальных траекторий в задаче ( ( ), )x Tτ τΓ −  совпадает с 
дугой A B′ ′ , которая является проекцией множества ˆM  на множество ( ( ), )C x Tτ τ− .  
В общем случае множества AB  и A B′ ′  имеют одну общую точку M ′ . Поэтому 
мы видим, что в подзадаче ( ( ), )x Tτ τΓ −  возникают новые оптимальные по Парето тра-
ектории, переводящие точку ( )x τ  в силу системы (1) в одну из точек M ′′  дуги A B′ ′ , не-
совпадающей с точкой M ′ . 
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Рис. 2. Нарушение сильной динамической устойчивости Парето оптимального 
решения. 
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Рассмотрим следующее программное управление 
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где ( )u t%  –оптимальное по Парето программное управление, переводящее точку ( )x τ  в 
силу системы (1) в точку M ′′  на отрезке времени [ , ]Tτ . 
Поскольку точка M ′′  не принадлежит дуге AB , программное управление ( )u t
не является Парето оптимальным в первоначальной задаче 0 0( , )x T tΓ − .  
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Таким образом, мы приходим к выводу, что в задачах многокритериального 
управления не всякое оптимальное продолжение движения в подзадачах с начальными 
условиями на оптимальной траектории первоначально поставленной задачи 
0 0( , )x T tΓ −  является Парето оптимальным в этой задаче. Это и означает нарушение 
сильной динамической устойчивости или сильной состоятельности во времени Парето 
оптимальных решений в задачах многокритериального управления. 
При переходе от однокритериальных задач оптимального управления к много-
критериальным задачам, мы сталкиваемся с потерей сильной динамической устойчи-
вости принципов оптимальности. 
Само по себе это обстоятельство уже делает весьма проблематичным реализацию на 
практике принципа оптимальности в подобных задачах, поскольку в промежуточные 
моменты времени возникает возможность пересмотра первоначально выбранного ре-
шения с заменой его на оптимальное в таком же смысле решение, однако общее разви-
тие процесса при этом оказывается неоптимальным в первоначальном смысле. Данное 
обстоятельство порождает естественную неуверенность у лица, принимающего управ-
ленческое решение, в выполнении первоначально задуманных планов и проектов. 
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2.3. Временная несостоятельность кооперативного решения, построенного на 
механизме выбора конкретного Парето оптимального решения. Теоретико-игровой 
анализ. 
 
Значительно более неприятной оказывается ситуация с выбором конкретного
Парето оптимального решения. Большинство принципов оптимальности (пусть даже в 
неигровых задачах), регламентирующие выбор конкретного Парето оптимального 
решения из множества всех Парето оптимальных решений не только, как мы уже 
видели, не являются сильно динамически устойчивыми (сильно состоятельными во 
времени), но и не являются динамически устойчивыми (состоятельными во времени). 
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Существует много подходов к выбору конкретного Парето оптимального 
решения из множества всех Парето оптимальных решений. К сожалению наиболее 
нетривиальные и обоснованные из них являются динамически неустойчивыми 
(несостоятельными во времени). Покажем это на примере. Рассмотрим для этого выбор 
Парето оптимального решения по принципу Калаи – Смородинского. Парето 
оптимальное решение, выбранное таким образом, как мы указывали ранее, носит 
название – решение Калаи – Смородинского, или KS – решение.  
В отличие от предыдущих двух случаев, мы будем считать, что правая часть 
системы (1) зависит от нескольких управляющих воздействий, то есть: 
 
 1 0 0 0( ) ( ( ), ( ),..., ( )), , ( ) , , [ , ]mn i ix t f x t u t u t u U x t x x R t t T= ∈ = ∈ ∈&  (2) 
 
При этом каждое из управляющих воздействий iu  выбирается различными 
сторонами, которые мы будем называть игроками.  
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Для простоты будем предполагать, что каждый из «игроков» i N∈  заинтересо-
ван в некотором выигрыше, который имеет вид: 
0





K x T t u u g x t dt q x T i N− = + ∈∫ , 
где ( )x t  решение системы (2), соответствующее управляющим воздействиям 
1( ) ( ( ),..., ( ))nu u u⋅ = ⋅ ⋅ , выбираемых игроками как функции текущих состояний и време-
ни (позиционные стратегии), и начальному условию 0 0( )x t x= . В результате мы полу-
чаем некоторую дифференциальную игру, которую обозначим через 0 0( , )x T tΓ − . 
Обозначим также через 0 0( , )x T t−Κ  множество всех возможных значений век-
тора 
1 0 0 1 0 0 1 0 0 1[ ( , ; ,..., ),..., ( , ; ,..., ),..., ( , ; ,..., )]n i n n nK x T t u u K x T t u u K x T t u u− − −  
при различных управляющих воздействиях 1,..., nu u (множество возможных оценок 
проекта). 
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Пусть 0 0 0 0( , ) ( , )x T t x T t− ⊂ −Κ Κ  Парето оптимальное множество векторов-
оценок в 0 0( , )x T t−Κ . При определении различных схем выбора конкретного Парето 
оптимального решения важную роль играет точка «статус–кво». Пусть 
0
iK  есть то зна-
чение максимального выигрыша, которое игрок i  может обеспечить себе в наихудшем 
случае, если все остальные игроки будут действовать против него (то есть вместо того,
чтобы стремиться максимизировать свой выигрыш, направят все усилия на минимиза-
цию выигрыша игрока i ). Обозначим точку «статус-кво» следующим образом: 
0 0 0
0 0 1 0 0 0 0 0 0( , ) [ ( , ),..., ( , )] ( , )nK x T t K x T t K x T t x T t− = − − ∈ −Κ  
Конечно, она зависит от начального условия 0x  и продолжительности игры 0T t− . 
Обозначим 
1
0 0 0 0 1
,...,




K x T t K x T t u u− = − . 
Точка 0 0 1 0 0 0 0 0 0
ˆ ˆ ˆ ˆ( , ) [ ( , ),..., ( , ),..., ( , )]i nK x T t K x T t K x T t K x T t− = − − −  
как и ранее называется «идеальной» точкой и имеет смысл максимальных значений вы-




0 0 0 0
ˆ ( , ) ( , )K x T t x T t− ∉ −Κ , 
так как в противном случае точка ˆK  и определяла бы решение задачи. 
Проведем геометрический анализ проблемы временной состоятельности KS -
решения. Для нахождения KS - решения проведем отрезок L , соединяющий точки 
0
0 0( , )K x T t−  и 0 0ˆ ( , )K x T t− . Поскольку 0 0 0 0 0( , ) ( , )K x T t x T t− ∈ −Κ , а также 
0 0 0 0
ˆ ( , ) ( , )K x T t x T t− ∉ −Κ , то существует точка M  пересечения границы 
множества 0 0( , )x T t−Κ  и отрезка L . Если такая точка единственна, то она называется 
KS -решением. Если точка M  не единственна, то в качестве KS -решения можем 
взять точку пересечения отрезка L  с множеством 0 0( , )x T t−Κ  наиболее удаленную 
от 0 0( , )x T t−0Κ . Если множество 0 0( , )x T t−Κ  выпукло, то KS - решение всегда 
принадлежит множеству Парето оптимальных точек. Однако легко видеть, что KS -
решение не является динамически устойчивым (состоятельным во времени). 
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Проиллюстрируем это обстоятельство на числовом примере. Пусть система (2) 
имеет вид: 
2 2
1 2 1 2, | | 1, | | 1, ; ,z u v u u z R u u R= + ≤ ≤ ∈ ∈& , 
0
1 0 1 2 2 0 1 2
(6,3), [0,2], ( , ),
( ,2; , ) (2), ( ,2; , ) | (2) |
z t z x y
K z u u x K z u u y
= ∈ =
= − = −
 
Покажем временную несостоятельность решения Калаи – Смородинского. Здесь 
точка «статус-кво» в задаче 0( ,2)zΓ  равна 0 0( , 2) ( 6,3)K z = −  и соответствует на-
чальному состоянию 0 (6,3)z = . Идеальная точка этой задачи равна 0ˆ ( , 2) ( 2,0)K z = −
и соответствует точке 0ˆ( ,2) (2,0)z z = , поскольку 1 2max 2, max 0K K= − = . Множе-
ство достижимости 
2 (6,3)C  есть круг с центром в точке (6,3)  и радиусом 4. Опти-
мальная траектория соответствует движению по прямой от точки 0 (6,3)z =  по направ-
лению к точке 0ˆ( ,2) (2,0)z z =  до пересечения с большей окружностью 2(6,3)C . Точ-




Рис. 3. Временная несостоятельность KS - решения. 
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Мы видим, что при движении вдоль оптимальной траектории ( )z t  соединяю-
щий точку 0z  с KS -решением задачи 0( ,2)zΓ , в подзадаче ( (1),1)zΓ  возникает новое 
KS - решение отличное от KS - решения 
основной задачи, т.е.  
0( ,2) ( (1),1)KS z KS z≠ . 
что и означает временную несостоятельность (динамическую неустойчивость) KS -
решения. 
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3. РЕГУЛЯРИЗАЦИЯ КООПЕРАТИВНОГО ПРИНЦИПА ОПТИМАЛЬНОСТИ 
 
Предыдущие рассмотрения показывают, что абсолютное большинство 
кооперативных решений в широком смысле не являются состоятельными во времени, а 
поэтому их реализация связана с серьезными проблемами и, в конечном счете, с 
недостижением результатов кооперации в том смысле, как это предполагалось при 
принятии кооперативного решения. Динамически устойчивыми являются лишь 
решения задачи оптимального управления и равновесие по Нэшу в условиях 
одинакового дисконта у всех игроков (дисконтирование ведется по одинаковой 
процентной ставке). Имеется ли выход из создавшегося положения? К счастью, можно 
дать положительный ответ на поставленный вопрос. Решение проблемы возможно в 
классе кооперативных решений в узком смысле, т.е. когда задача формализуется как 
кооперативная игра. 
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3.1. Определение кооперативной дифференциальной игры. 
 
Рассмотрим общую дифференциальную игру n  лиц с уравнениями движения: 
 
 1 2( ) [ , ( ), ( ), ( ),..., ( )]nx t f t x t u t u t u t=& , 00 )( xtx = . (3)
 




1 2[ , ( ), ( ), ( ),..., ( )] ( ( )), 0, 0
T
i i i i
n
t
g s x s u s u s u s ds q x T g q+ ≥ ≥∫ , (4)
где ( ) mx t X R∈ ⊂  - позиционная переменная игры, определяющая её текущее 
состояние, 
i
i Uu ∈  – управляющее воздействие игрока Ni ∈ . В рассматриваемом 
случае будем считать, что выигрыши игроков трансферабельные. 
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Мы предполагаем, что игроки перед началом игры приняли решение 
максимизировать суммарный выигрыш. Пусть ),( 00 tTxc −Γ  – кооперативная игра, 
построенная на структуре игры ),( 00 tTx −Γ , в которой игроки действуют в 
соответствии с некоторым заранее принятым принципом оптимальности. Соглашение о 
том, как именно осуществлять кооперацию и разделить полученный в результате 
кооперативный выигрыш и составляет принцип оптимальности решения кооперативной 
схемы. 
 
Принцип оптимальности решения должен оставаться действенным на всем 
периоде кооперации. Кроме того, принцип групповой рациональности требует, чтобы 
игроки выбирали кооперативные стратегии (управления) из Парето оптимального 
множества. В дополнение к этому, принцип распределения полученного суммарного 
выигрыша должен быть индивидуально-рациональным в том смысле, что в результате 
кооперации ни один из игроков не получил бы меньше, чем без кооперации.  
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Для выполнения условия групповой рациональности в случае трансферабельных 






















))((]),(),...,(),(),(,[  (5) 
 
при ограничении (3). 
Для нахождения соответствующих максимизирующих управлений 
)](),...,(),([)( **2*1* susususu n=  можно использовать принцип максимума Понтрягина 
или уравнение Беллмана. Подставляя полученные оптимальные управления в (3), полу-









0( ) [ , ( ), ( )] ,
t
t
x t x f s x s u s ds= + ∫  ],[ 0 Ttt ∈ . (6) 
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Для удобства обозначений в дальнейшем изложении мы будем чередовать ис-
пользование символов )(* tx  и *tx . 




















через ),;( 00 tTxNv − . Пусть NS ⊆  и ),;( 00 tTxSv −  означает выигрыш коалиции 
S  (значение характеристической функции).  
Будем использовать обозначение ),( 00 tTxv −Γ  для определения дифференци-
альной игры в форме характеристической функции ),;( 00 tTxSv − , NS ⊆ . 
Обозначим через 
0 0 1 0 0 2 0 0 0 0( , ) [ ( , ), ( , ),..., ( , )]nx T t x T t x T t x T tξ ξ ξ ξ− = − − −  
произвольный дележ, ),( 00 tTxCv − - ядро, 0 0( , )vФ x T t−  - вектор Шепли в игре 
),( 00 tTxv −Γ .  
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3.2. Динамика дележей в кооперативной игре  
В динамических и дифференциальных играх дележи, входящие в решение, есте-






. В этом разделе мы обратим основное внимание на динамику 
распределения дележа, обусловленного выбранным принципом оптимальности. 
Итак, пусть в игре ),( 00 tTxv −Γ  выбран некоторый принцип оптимальности 
решения 0 0( , )vW x T t− . Решение игры строится в начальном состоянии 00 )( xtx =  на 
основе данного принципа оптимальности и представляет собой некоторое подмножест-



























Определение 5. Любая траектория T tssx 0
}{ *
=
 являющаяся решением системы (3) 

























называется условно-оптимальной траекторией в игре ),( 00 tTxv −Γ . 
Из определения 5 следует, что вдоль условно-оптимальной траектории игроки 
получают максимальный суммарный выигрыш. Рассмотрим поведение множества
),( 00 tTxWv −  вдоль условно-оптимальной траектории T tssx 0}{
*
=
. Для каждого 
текущего состояния 
* *( ) tx t x=  определяем текущую подыгру *( , )v tx T tΓ −  с 
характеристической функцией 
*( ; , )tv N x T t−  и множеством дележей *( , )v tE x T t− . 
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Рассмотрим семейство текущих игр 
}),,({ 0* TtttTxtv ≤≤−Γ , 
и их решения ),(),( ** tTxEtTxW tvtv −⊂− , порожденные тем же принципом 
оптимальности, что и решения ),( 00 tTxWv − . 
 
Понятно, что множество )0,( *Tv xW  есть решение текущей игры )0,( *Tv xΓ  в 
момент T  и состоит из единственного дележа 
 
* 1 * 2 * * 1 * 2 * *( ( )) [ ( ( )), ( ( )),..., ( ( ))] [ ( ), ( ),..., ( )].n nT T Tq x T q x T q x T q x T q x q x q x= =  
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3.3. Динамически устойчивое (состоятельное во времени) кооперативное решение 
Определение оптимального поведения игроков является основным вопросом в 
теории кооперативных игр. Поведение игроков, удовлетворяющее некоторому принци-
пу оптимальности, и составляет решение игры. Для динамических игр требуется вы-
полнение ещё одного дополнительного условия (динамической устойчивости или со-
стоятельности во времени): выбранный принцип оптимальности должен оставаться оп-
тимальным в каждой подыгре с начальными условиями на оптимальной траектории, 
построенной в начальный момент. К сожалению, все основные кооперативные принци-
пы оптимальности в узком смысле являются динамически неустойчивыми (несостоя-
тельными во времени). 






. Предположим, что в момент времени 0t  в состоянии 0x  игроки 
согласились на дележ 
)].,()],(),...,,(),,([),( 000000200100 tTxWtTxtTxtTxtTx vn −∈−−−=− ξξξξ  
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Это означает, что игроки согласились на такой дележ суммарного выигрыша, 
при котором доля игрока i  на отрезке времени ],[ 0 Tt  в точности равна ),( 00 tTxi −ξ . 
Если, в соответствии с дележом ),( 00 tTx −ξ , игрок i  предполагает получить выиг-
рыш равный 
*
0 0 0[ ( , ); ( ), ]i x T t x t tω ξ − ⋅ −  на временном интервале ],[ 0 tt , то на остав-
шемся интервале ],[ Tt  его выигрыш должен быть равен: 
 
* *
0 0 0 0 0 0 0[ ( , ); ( ), ] ( , ) [ ( , ); ( ), ]i i ix T t x t T t x T t x T t x t tη ξ ξ ω ξ− − = − − − ⋅ − . (7) 
Для того чтобы первоначальное соглашение о дележе (а именно о дележе 
),( 00 tTx −ξ ) сохранялось в силе в момент t , существенно, чтобы вектор  
 
* *
0 0[ ( , ); ( ), ] ( , ),v tx T t x t T t W x T tη ξ − − ∈ −  (8) 
то есть ]),();,([ *00 tTtxtTx −−ξη  должен быть действительно решением текущей 
игры ),( * tTxtv −Γ . Если указанное условие выполняется в каждый момент времени 
],[ 0 Ttt ∈ вдоль оптимальной траектории T tssx 0}{
*
=
, тогда дележ ),( 00 tTx −ξ дина-
мически устойчив. 
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Динамическая устойчивость или состоятельность во времени решения
),( 00 tTx −ξ  гарантирует, что продолжение решения в подыграх, начинающихся на 
оптимальной траектории, должно оставаться оптимальным. Кроме того, групповая и 
индивидуальная рациональность должна выполняться на всем временном интервале.  
К сожалению, все основные кооперативные принципы оптимальности в узком 
смысле являются динамически неустойчивыми (несостоятельными во времени). Однако 
выход из положения есть. Необходимо специальным образом определить механизм 
выплат, который бы обеспечил устойчивую реализацию таких дележей.  
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3.4. Процедура распределения дележа 
Процедура распределения дележа, впервые предложенная в [Петросян, Данилов, 
1979], будет построена таким образом, чтобы динамическая устойчивость дележей мог-
ла быть реализована для конкретного кооперативного решения. Представим выигрыш 
















j susxsgsB )](),(,[)( ** ,  при Ttst ≤≤≤0   
и  
*
0 0 0[ ( , ); ( ), ] ( , )i i ix T t x t T t x T tη ξ ω ξ− − + = − . 
Отсюда получаем 








= , (10) 
где 
*( , )v tW x T tη ∈ − . 
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Величина ( )iB t  может быть проинтерпретирована как мгновенный выигрыш игрока 
i  в момент t . Очевидно, что вектор )](),...,(),([)( 21 tBtBtBtB n=  предписывает рас-
пределение суммарного выигрыша между членами коалиции N . Выбирая )(tB , ],[ 0 Ttt ∈
игроки могут гарантировать желаемый исход, а именно, в каждый момент ],[ 0 Ttt ∈  у них 
не будет оснований против реализации первоначального дележа ),( 00 tTx −ξ  как показа-
но на рис. 4, т.е. дележ 
),( 00 tTx −ξ  динамически устойчив. 
Кооперативная дифференциальная игра ),( 00 tTxv −Γ  имеет динамически устой-
чивое решение ),( 00 tTxWv − , если все его дележи ),(),( 0000 tTxWtTx v −∈−ξ  ди-
намически устойчивые. Условно-оптимальная траектория, вдоль которой существует дина-
мически-устойчивое решение игры ),( 00 tTxv −Γ , называется оптимальной траектори-
ей. 
Нами при достаточно общих предположениях доказано, что процедура выбора 
)(tB , ],[ 0 Ttt ∈  (процедура распределения дележа), приводящая к динамически устойчи-




Рис. 4. Динамически устойчивое кооперативное решение 
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ЗАКЛЮЧЕНИЕ 
 В работе исследованы долгосрочные кооперативные решения в широком смысле 
(основанные на согласовании интересов) и узком смысле (требующие стратегической 
кооперации по максимизации суммарного выигрыша и механизма распределения этого 
выигрыша). 
 На основе ранее проведенных исследований показано, что основные коопера-
тивные принципы оптимальности не обладают свойством динамической устойчивости 
(временной состоятельности), требующим сохранения свойства оптимальности на про-
межутке его реализации вдоль оптимальной траектории. Нами предложен метод регу-
ляризации (ПРД), основанный на введении нового управления на оптимальной траекто-
рии. Результатом применения этого метода в конкретной задаче динамической коопе-
рации является построение управления в виде функции специальных выплат, реализуе-
мого на оптимальной траектории. Таким образом, мы получаем двухэтапную задачу: 
принятия кооперативного решения в рамках выбранного принципа оптимальности и 
построение управления для данного кооперативного решения на основе применения 
ПРД. Кооперативное решение, полученное в результате решения этой двухэтапной за-
дачи, будет обладать свойством динамической устойчивости.  
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