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Abstract. Interactive Markov chains (IMC) are compositional behavioural
models extending labelled transition systems and continuous-time Markov
chains. We provide a framework and algorithms for compositional veri-
fication and optimization of IMC with respect to time-bounded proper-
ties. Firstly, we give a specification formalism for IMC. Secondly, given
a time-bounded property, an IMC component and the assumption that
its unknown environment satisfies a given specification, we synthesize a
scheduler for the component optimizing the probability that the property
is satisfied in any such environment.
1 Introduction
The ever increasing complexity and size of systems together with software reuse
strategies naturally enforce the need for component based system development.
For the same reasons, checking reliability and optimizing performance of such
systems needs to be done in a compositional way. The task is to get useful
guarantees on the behaviour of a component of a larger system. The key idea
is to incorporate assumptions on the rest of the system into the verification
process. This assume-guarantee reasoning is arguably a successful divide-and-
conquer technique in many contexts [MC81,AH96,HMP01].
In this work, we consider a continuous-time stochastic model called interac-
tive Markov chains (IMC). First, we give a language for expressing assumptions
about IMC. Second, given an IMC, an assumption on its environment and a
property of interest, we synthesize a controller of the IMC that optimizes the
guarantee, and we compute this optimal guarantee, too.
Interactive Markov chains are behavioural models of probabilistic sys-
tems running in continuous real time appropriate for the component-based ap-
proach [HK09]. IMC have a well-understood compositional theory rooted in pro-
cess algebra, and are in use as semantic backbones for dynamic fault trees,
architectural description languages, generalized stochastic Petri nets and State-
mate extensions, see [HK09] for a survey. IMC are applied in a large spectrum
of practical applications, ranging from water treatment facilities [HKR+10] to
ultra-modern satellite designs [EKN+12].
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IMC arise from classical labelled transition systems by
incorporating the possibility to change state according to
a random delay governed by a negative exponential distri-
bution with a given rate, see transitions labelled 1, 2 and
3 in the figure. Apart from delay expirations, state transi-
tions may be triggered by the execution of internal (τ) actions or external (syn-
chronization) actions. Internal actions are assumed to happen instantaneously
and therefore take precedence over delay transitions. External actions are the
process algebraic means for interaction with other components, see a in the fig-
ure. By dropping the delay transitions, labelled transition systems are regained
in their entirety. Dropping action-labelled transitions instead yields continuous-
time Markov chains – one of the most used performance and reliability models.
The fundamental problem in the analysis of IMC is that of time-bounded
reachability. It is the problem to approximate the probability that a given set of
states is reached within a given deadline. We illustrate the compositional setting
of this problem in the following examples.
Examples. In the first example, consider the IMC C from above and an
unknown environment E with no assumptions. Either E is initially not ready to
synchronize on the external action a and thus one of the internal actions is taken,
or E is willing to synchronize on a at the beginning. In the latter case, whether
τ or a happens is resolved non-deterministically. Since this is out of control of
C, we must assume the worst case and let the environment decide which of the
two options will happen. For more details on this design choice, see [BHK+12].
If there is synchronization on a, the probability to reach goal within time t = 1.5
is 1− e−2t ≈ 0.95. Otherwise, C is given the choice to move to u or v. Naturally,
v is the choice maximizing the chance to get to goal on time as it has a higher
rate associated. In this case the probability amounts to 1− e−3t ≈ 0.99, while if
u were chosen, it would be only 0.78. Altogether, the guaranteed probability is
95% and the strategy of C is to choose v in init .
init proc ret goal
req τ resp
τ
The example depicted on the right
illustrates the necessity of assump-
tions on the environment: As it is, the
environment can drive the component
to state ret and let it get stuck there by not synchronising on resp ever. Hence
no better guarantee than 0 can be derived. However, this changes if we know
some specifics about the behaviour of the environment: Let us assume that we
know that once synchronization on req occurs, the environment must be ready
to synchronise on resp within some random time according to, say, an exponen-
tial distribution with rate 2. Under this assumption, we are able to derive a
guarantee of 95%, just as in the previous example.
Observe the form of the time constraint we imposed in the last example:
“within a random time distributed according to Exp(2)” or symbolically ♦≤Exp(2)ϕ.
We call this a continuous time constraint. If a part of the environment is e.g. a
model of a communication network, it is clear we cannot impose hard bounds
(discrete time constraints) such as “within 1.5” as in e.g. a formula of MTL
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♦≤1.5ϕ. Folklore tells us that messages might get delayed for longer than that.
Yet we want to express high assurance that they arrive on time. In this case
one might use e.g. a formula of CSL Pr≥0.95(♦≤1.5ϕ). However, consider now a
system with two transitions labelled with resp in a row. Then this CSL formula
yields only a zero guarantee. By splitting the time 1.5 in halves, the respective
Pr≥0.77(♦≤0.75ϕ) yields only the guarantee 0.772 = 0.60. The actual guarantee
0.80 is given by the convolution of the two exponential distributions and as such
can be exactly obtained from our continuous time constraint ♦≤Exp(2)ϕ.
Our contribution is the following:
1. We introduce a specification formalism to express assumptions on continuous-
time stochastic systems. The novel feature of the formalism are the continu-
ous time constraints, which are vital for getting guarantees with respect to
time-bounded reachability in IMC.
2. We incorporate the assume-guarantee reasoning to the IMC framework. We
show how to synthesize ǫ-optimal schedulers for IMC in an unknown en-
vironment satisfying a given specification and approximate the respective
guarantee.
In our recent work [BHK+12] we considered a very restricted setting of the
second point. Firstly, we considered no assumptions on the environment as the
environment of a component might be entirely unknown in many scenarios. Sec-
ondly, we were restricted to IMC that never enable internal and external tran-
sitions at the same state. This was also a severe limitation as this property is
not preserved during the IMC composition process and restricts the expressivity
significantly. Both examples above violate this assumption. In this paper, we lift
the assumption.
Each of the two extensions shifts the solution methods from complete in-
formation stochastic games to (one-sided) partial observation stochastic games,
where we need to solve the quantitative reachability problem. While this is unde-
cidable in general, we reduce our problem to a game played on an acyclic graph
and show how to solve our problem in exponential time. (Note that even the
qualitative reachability in the acyclic case is PSPACE-hard [CD10].)
Related work. The synthesis problem is often stated as a game where the
first player controls a component and the second player simulates an environ-
ment [RW89]. Model checking of open systems, i.e. operating in an unknown
environment, has been proposed in [KV96]. There is a body of work on assume-
guarantee reasoning for parallel composition of real-time systems [TAKB96,HMP01].
Lately, games with stochastic continuous-time have gained attention, for a very
general class see [BF09]. While the second player models possible schedulers of
the environment, the structure of the environment is fixed there and the veri-
fication is thus not compositional. The same holds for [Spr11,HNP+11], where
time is under the control of the components.
A compositional framework requires means for specification of systems. A
specification can be also viewed as an abstraction of a set of systems. Three
valued abstractions stemming from [LT88] have also been applied to the timed
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setting, namely in [KKLW07] to continuous-time Markov chains (IMC with no
non-determinism), or in [KKN09] to IMC. Nevertheless, these abstractions do
not allow for constraints on time distributions. Instead they would employ ab-
stractions on transition probabilities. Further, a compositional framework with
timed specifications is presented in [DLL+12]. This framework explicitly allows
for time constraints. However, since the systems under consideration have non-
deterministic flow of time (not stochastic), the natural choice was to only allow
for discrete (not continuous) time constraints.
Although IMC support compositional design very well, analysis techniques
for IMC proposed so far (e.g. [KZH+11,KKN09,ZN10,GHKN12] are not com-
positional. They are all bound to the assumption that the analysed IMC is a
closed system, i.e. it does not depend on interaction with the environment (all
actions are internal). Some preliminary steps to develop a framework for syn-
thesis of controllers based on models of hardware and control requirements have
been taken in [Mar11]. The first attempt at compositionality is our very recent
work [BHK+12] discussed above.
Algorithms for the time-bounded reachability problem for closed IMC have
been given in [ZN10,BS11,HH13] and compositional abstraction techniques to
compute it are developed in [KKN09]. In the closed interpretation, IMC have
some similarities with continuous-time Markov decision processes. For this for-
malism, algorithms for time-bounded reachability are developed in [BHKH05,BS11].
2 Interactive Markov Chains
In this section, we introduce the formalism of interactive Markov chains together
with the standard way to compose them. We denote by N, R>0, and R≥0 the
sets of positive integers, positive real numbers and non-negative real numbers,
respectively. Further, let D(S) denote the set of probability distributions over
the set S.
Definition 1 (IMC). An interactive Markov chain (IMC) is a quintuple C =
(S,Actτ , →֒, , s0) where S is a finite set of states, Actτ is a finite set of actions
containing a designated internal action τ , s0 ∈ S is an initial state,
– →֒ ⊆ S × Actτ × S is an interactive transition relation, and
–  ⊆ S × R>0 × S is a Markovian transition relation.
Elements of Act := Actτ r {τ} are called external actions. We write s a→֒ t
whenever (s, a, t) ∈ →֒, and s λ t whenever (s, λ, t) ∈ where λ is called a rate
of the transition. We say that an external action a, or internal τ , or Markovian
transition is available in s, if s
a→֒ t, s τ→֒ t or s λ t for some t (and λ), respectively.
IMC are well suited for compositional modelling, where systems are built
out of smaller ones using standard composition operators. Parallel composition
‖A over a synchronization alphabet A produces a product of two IMC with
transitions given by the rules
(PC1) (s1, s2)
a→֒ (s′1, s′2) for each s1 a→֒ s′1 and s2 a→֒ s′2 and a ∈ A,
(PC2, PC3) (s1, s2)
a→֒ (s′1, s2) for each s1 a→֒ s′1 and a 6∈ A, and symetrically,
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(PC4, PC5) (s1, s2)
λ
 (s′1, s2) for each s1
λ
 s′1, and symmetrically.
Further, hiding A an alphabet A, yields a system, where each s
a→֒ s′ with
a /∈ A is left as it is, and each s a→֒ s′ with a ∈ A is replaced by internal s τ→֒ s′.
Hiding Act thus yields a closed IMC, where external actions do not appear
as transition labels (i.e. →֒ ⊆ S × {τ} × S). A closed IMC (under a scheduler
σ, see below) moves from state to state and thus produces a run which is an
infinite sequence of the form s0 t1 s1 t2 s2 · · · where sn is the n-th visited state
and tn is the time of arrival to sn. After n steps, the scheduler resolves the non-
determinism among internal τ transitions based on the path p = s0 t1 · · · tn sn.
Definition 2 (Scheduler). A scheduler of an IMC C = (S,Actτ , →֒, , s0)
is a measurable function σ : (S × R≥0)∗ × S → D(S) such that for each path
p = s0 t1 s1 · · · tn sn with sn having τ available, σ(p)(s) > 0 implies sn τ→֒ s. The
set of all schedulers for C is denoted by S(C).
The decision of the scheduler σ(p) determines tn+1 and sn+1 as follows. If sn
has available τ , then the run proceeds immediately, i.e. at time tn+1 := tn, to a
state sn+1 randomly chosen according to the distribution σ(p). Otherwise, only
Markovian transitions are available in sn. In such a case, after waiting for a
random time t chosen according to the exponential distribution with the rate
R(sn) =
∑
sn
λ
 s′
λ, the run moves at time tn+1 := tn + t to a randomly chosen
next state sn+1 with probability λ/r where sn
λ
 sn+1. This defines a probability
space (Runs,F ,PσC ) over the runs in the standard way [ZN10].
3 Time-Bounded Reachability
In this section, we introduce the studied problems. One of the fundamental
problems in verification and performance analysis of continuous-time stochastic
systems is time-bounded reachability. Given a closed IMC C, a set of goal states
G ⊆ S and a time bound T ∈ R≥0, the value of time-bounded reachability is de-
fined as supσ∈S(C) PσC
[
♦≤TG
]
where PσC
[
♦≤TG
]
denotes the probability that a
run of C under the scheduler σ visits a state of G before time T . We have seen an
example in the introduction. A standard assumption over all analysis techniques
published for IMC [KZH+11,KKN09,ZN10,GHKN12] is that each cycle contains
a Markovian transition. It implies that the probability of taking infinitely many
transitions in finite time, i.e. of Zeno behaviour, is zero. One can ε-approximate
the value and compute the respective scheduler in time O(λ2T 2/ε) [ZN10] re-
cently improved to O(
√
λ3T 3/ε) [HH13].
For an open IMC to be put in parallel with an unknown environment, the
optimal scheduler is computed so that it optimizes the guarantee against all
possible environments. Formally, for an IMC C = (C,Actτ , →֒, , c0) and an
environment IMC E with the same action alphabet Actτ , we introduce a compo-
sition C|E = (C ‖Act E)Act where all open actions are hidden, yielding a closed
system. In order to compute guarantees on C|E provided we use a scheduler σ
in C, we consider schedulers π of C|E that respect σ on the internal actions of C,
written π ∈ Sσ(C|E); the formal definition is below. The value of compositional
time-bounded reachability is then defined in [BHK+12] as
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sup
σ∈S(C)
inf
E∈ENV
π∈Sσ(C|E)
PπC|E
[
♦≤TG
]
where ENV denotes the set of all IMC with the action alphabet Actτ and ♦≤TG
is the set of runs that reach G in the first component before T . Now π respects
σ on internal actions of C if for every path p = (c0, e0) t1 · · · tn(cn, en) of C|E
there is p ∈ [0, 1] such that for each internal transition cn τ→֒ c of C, we have
π(p)(c, en) = p ·σ(pC)(c). Here pC is the projection of p where σ can only see the
path of moves in C and not in which states E is. Formally, we define observation
of a path p = (c0, e0) t1 · · · tn(cn, en) as pC = c0t1 · · · tncn where each maximal
consecutive sequence ti ci · · · tj cj with ck = ci for all i ≤ k ≤ j is rewritten to
ti ci. This way, σ ignores precisely the internal steps of E .
3.1 Specifications of environments
In the second example in the introduction, without any assumptions on the envi-
ronment only zero guarantees could be derived. The component was thus indis-
tinguishable from an entirely useless one. In order to get a better guarantee, we
introduce a formalism to specify assumptions on the behaviour of environments.
Example 1. In the mentioned example, if we knew that after an occurrence of req
the environment is ready to synchronize on resp in time distributed according to
Exp(3) or faster, we would be able to derive a guarantee of 0.26. We will depict
this assumption as shown below.
resp reqreq
req
resp
⊤
≤ Exp(3)
The dashed arrows denote may transitions,
which may or may not be available, whereas
the full arrows denote must transitions, which
the environment is ready to synchronize on. Full
arrows are further used for time transitions.
Although such a system resembles a timed automaton, there are several fun-
damental differences. Firstly, the time constraints are given by probability dis-
tributions instead of constants. Secondly, there is only one clock that, moreover,
gets reset whenever the state is changed. Thirdly, we allow modalities of may
and must transitions. Further, as usual with timed or stochastic specifications,
we require determinism.
Definition 3 (MCA syntax). A continuous time constraint is either ⊤ or of
the form ⊲⊳ d with ⊲⊳ ∈ {≤,≥} and d a continuous distribution.We denote the set
of all continuous time constraints by CT C. A modal continuous-time automaton
(MCA) over Σ is a tuple S = (Q, q0, 99K,−→, ), where
– Q is a non-empty finite set of locations and q0 ∈ Q is an initial location,
– −→, 99K : Q ×Σ → Q are must and may transition functions, respectively,
satisfying −→ ⊆ 99K,
–  : Q→ CT C ×Q is a time flow function.
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We have seen an example of an MCA in the previous example. Note that upon
taking req from the first state, the waiting time is chosen and the waiting starts.
On the other hand, when req self-loop is taken in the middle state, the waiting
process is not restarted, but continues on the background independently.(1) We
introduce this independence as a useful feature to model properties as “response
follows within some time after request” in the setting with concurrently running
processes. Further, we have transitions under ⊤ corresponding to “> 0”, mean-
ing there is no restriction on the time distribution except that the transition
takes non-zero time. We formalize this in the following definition. With other
respects, the semantics of may and must transitions follows the standards of
modal transition systems [LT88].
Definition 4 (MCA semantics). An IMC E = (E,Actτ , →֒, , e0) conforms
to an MCA specification S = (Q, q0, 99K,−→, ), written E |= S, if there is
a satisfaction relation R ⊆ E × Q containing (e0, q0) and satisfying for each
(e, q) ∈ R that whenever
1. q
a−→ q′ then there is some e a→֒ e′ and if, moreover, q 6= q′ then e′Rq′,
2. e
a→֒ e′ then there is (unique) q a99K q′ and if, moreover, q 6= q′ then e′Rq′,
3. e
τ→֒ e′ then e′Rq,
4. q
ctc
 q′ then for every IMC C and every scheduler π ∈ S(C|e),(2) there is a
random variable Stop : Runs→ R>0 on the probability space (Runs,F ,PπC|e)
such that
– if ctc is of the form ⊲⊳ d then the cumulative distribution function of
Stop is point-wise ⊲⊳ cumulative distribution function of d (there are no
constraints when ctc = ⊤), and
– for every run ρ of C|e under π, either a transition corresponding to syn-
chronization on action a with q
a
99K q′′ 6= q is taken before time Stop(ρ),
or
• the state (c, e′) visited at time Stop(ρ) satisfies e′Rq′, and
• for all states (c¯, e¯) visited prior to that, whenever
(a) q
a−→ q′′ then there is e¯ a→֒ e′,
(b) e¯
a→֒ e′ then there is q a99K q′′.
The semantics of S is the set JSK = {E ∈ IMC | E |= S} of all conforming IMC.
b
≤ Er(3, 1)
a
1 1
a
a
b
Example 2. We illustrate this definition. Consider the
MCA on the right above specifying that a is ready and
b will be ready either immediately after taking a or
within the time distributed according to the Erlang
distribution Er(3, 1), which is a convolution of three
Exp(1) distributions. The IMC below conforms to this
specification (here, Stop ∼ Er(2, 1) can be chosen).
(1) This makes no difference for memoryless exponential distributions, but for all other
distributions it does.
(2) Here e stands for the IMC E with the initial state e.
7
However, observe that it would not conform, if there was no transition under
a from the middle to the right state. Satisfying the modalities throughout the
waiting is namely required by the last bullet of the previous definition.
3.2 Assume-Guarantee Optimization
We can now formally state what guarantees on time-bounded reachability we
can derive provided the unknown environment conforms to a specification S.
Given an open IMC C, a set of goal states G ⊆ C and a time bound T ∈ R≥0,
the value of compositional time-bounded reachability conditioned by an MCA S
is defined as
vS(C) := sup
σ∈S(C)
inf
E∈ENV:E|=S
π∈Sσ(C|E)
PπC|E
[
♦≤TG
]
In this paper, we pose a technical assumption on the set of schedulers of C.
For some clock resolution δ > 0, we consider only such schedulers σ that take
the same decision for any pair of paths c0t1 . . . tncn and c0t
′
1 . . . t
′
ncn with ti and
t′i equal when rounded down to a multiple of δ for all 1 ≤ i ≤ n. This is no
practical restriction as it is not possible to achieve arbitrary resolution of clocks
when implementing the scheduler. Observe this is a safe assumption as it is not
imposed on the unknown environment.
We consider specifications S where distributions have differentiable density
functions. In the rest of the paper we show how to approximate vS(C) for such S.
Firstly, we make a product of the given IMC and MCA. Secondly, we transform
the product to a game. This game is further discretized into a partially observable
stochastic game played on a dag where the quantitative reachability is solved.
For full proofs, see the appendix.
4 Product of IMC and Specification
In this section, we first translate MCA S into a sequence of IMC (Si)i∈N. Second,
we combine the given IMC C with the sequence (Si)i∈N into a sequence of product
IMC (C × Si)i∈N that will be further analysed. The goal is to reduce the case
where the unknown environment is bound by the specification to a setting where
we solve the problem for the product IMC while quantifying over all possible
environments (satisfying only a simple technical assumption discussed at the end
of the section), denoted ENV′. The reason why we need a sequence of products
instead of one product is that we need to approximate arbitrary distributions
with more and more precise and detailed hyper-Erlang distributions expressible
in IMC. Formally, we want to define the sequence of the products C ×Si so that
vproduct(C × Si) := sup
σ∈S(C)
inf
E∈ENV′
π∈Sσ((C×Si)|E)
Pπ(C×Si)|E
[
♦≤TG
]
approximates the compositional value:
Theorem 1. For every IMC C and MCA S, vS(C) = lim
i→∞
vproduct(C × Si).
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Note that in vproduct , σ is a scheduler over C, not the whole product C × Si.(3)
Constructing a product with the specification intuitively corresponds to adding
a known, but uncontrollable and unobservable part of the environment to C. We
proceed as follows: We translate the MCA S into a sequence of IMC Si and then
the product will be defined as basically a parallel composition of C and Si.
There are two steps in the translation of S to Si. Firstly, we deal with the
modal transitions. A may transition under a is translated to a standard external
transition under a that has to synchronize with a in both C and E simultane-
ously, so that the environment may or may not let the synchronization occur.
Further, each must transition under a is replaced by an external transition, that
synchronizes with a in C, but is hidden before making product with the environ-
ment. This way, we guarantee that C can take a and make progress no matter if
the general environment E would like to synchronize on a or not.
Formally, the must transitions are transformed into special “barred” tran-
sitions that will be immediately hidden in the product C × Si as opposed to
transitions arising from may transitions. Let Act = {a¯ | a ∈ Act} denote a fresh
copy of the original alphabet. We replace all modal transitions as follows
– whenever q
a
99K r set q
a→֒ r,
– whenever q
a−→ r set q a¯→֒ r.
The second step is to deal with the timed transitions, especially with the
constraints of the form ⊲⊳ d. Such a transition is, roughly speaking, replaced by
a phase-type approximation of d. This is a continuous-time Markov chain (an
IMC with only timed transitions) with a sink state such that the time to reach
the sink state is distributed with d′. For any continuous distribution d, we can
find such d′ arbitrarily close to d.
Example 3. Consider the following MCA on the left. It specifies that whenever
ask is taken, it cannot be taken again for at least the time distributed by Er(2, λ)
and during all that time, it is ready to synchronize on answer. This specifies
systems that are allowed to ask, but not too often, and whenever they ask, they
must be ready to receive (possibly more) answers for at least the specified time.
r q
answer
ask
≥ Er(2, λ)
1 2 0
λ λ
r q=1 2 0
answer answer answer
ask λ λ
Now
After performing the first step of replacing the modal transitions as described
above, we proceed with the second step as follows. We replace the timed tran-
sition with a phase-type, e.g. the one represented by the IMC in the middle.
Observe that while the Markovian transitions are taken, answer must still be
available. Hence, we duplicate the corresponding self-loops on all the new states.
Further, since the time constraint is of the form ≥, getting to the state (q, 0)
(3) Here we overload the notationSσ((C×Si)|E) introduced for pairs in a straightforward
way to triples, where σ ignores both the second and the third components.
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does not guarantee that we already get to the state r. It can possibly take longer.
To this end, we connect the states (q, 0) and r by a special external action Now.
Since this action is synchronized with E ∈ ENV′, the environment can block the
progress for arbitrarily long time. Altogether, we obtain the IMC on the right.
In the case of “≤” condition, we would instead add the Now transition from
each auxiliary state to the sink, which could instead shorten the waiting time.
When constructing Si, we replace each distribution d with its hyper-Erlang
phase-type approximation di with i branches of lengths 1 to i and rates
√
i in each
branch. For formal description, see Appendix A.2. Formally, letNow /∈ Act∪Act
be a fresh action. We replace all timed transitions as follows:
– whenever q
⊤
 r such that q 6= r set qNow→֒ r,
– whenever q
⊲⊳d
 r where the phase-type di corresponds to a continuous-time
Markov chain (IMC with only timed transitions) with the set of states D,
the initial state 1 and the sink state 0 , then
1. identify the states q and 1 ,
2. for every u ∈ D and q α→֒ q, set u α→֒u,
3. for every u ∈ D and q α→֒ p with p 6= q, set u α→֒ p,
4. if ⊲⊳ = ≤, then identify r and 0 , and set uNow→֒ r for each u ∈ D,
5. if ⊲⊳ = ≥, then set 0 Now→֒ r.
Intuitively, the new timed transitions model the delays, while in the “≤” case,
the action Now can be taken to speed up the process of waiting, and in the
“≥” case, Now can be used to block further progress even after the delay has
elapsed.
The product is now the parallel composition of C and Si, where each action a¯
synchronizes with a and the result is immediately hidden. Formally, the product
C × S is defined as C ‖PC6
Act∪Act Si , where ‖PC6Act∪Act is the parallel composition
with one additional axiom:
(PC6) s1
a→֒ s′1 and s2 a¯→֒ s′2 implies (s1, s2) τ→֒ (s′1, s′2),
saying that a synchronizes also with a¯ and, in that case, is immediately hidden
(and any unused a¯ transitions are thrown away).
The idea of Now is that it can be taken in arbitrarily short, but non-zero
time. To this end, we define ENV′ in the definition of vproduct(C ×Si) to denote
all environments where Now is only available in states that can be entered by
only a Markovian transition. Due to this requirement, each Now can only be
taken after waiting for some time.
5 Controller-Environment Games
So far, we have reduced our problem to computing limi→∞ vproduct(C × Si).
Note that we are still quantifying over unknown environments. Further, the
behaviour of each environment is limited by the uncontrollable stochastic flow of
time caused by its Markovian transitions. This setting is still too difficult to be
solved directly. Therefore, in this section, we reduce this setting to one, where
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the stochastic flow of time of the environment (limited in an unknown way) is
replaced by a free non-deterministic choice of the second player.
We want to turn the product IMC C × Si into a two-player controller–
environment game (CE game) Gi, where player con controls the decisions over
internal transitions in C; and player env simulates the environment including
speeding-up/slowing-down S using Now transitions. In essence, con chooses in
each state with internal transitions one of them, and env chooses in each state
with external (and hence synchronizing) transitions either which of them should
be taken, or a delay d ∈ R>0 during which no synchronization occurs. The inter-
nal and external transitions take zero time to be executed if chosen. Otherwise,
the game waits until either the delay d elapses or a Markovian transition occurs.
This is the approach taken in [BHK+12] where no specification is considered.
However, there is a catch. This construction is only correct under the assump-
tion of [BHK+12] that there are no states of C with both external and internal
transitions available.
i ?
yes
no
win
fail
λ
a
τ
τ
τ
a
Example 4. Consider the IMC C on the right (for
instance with a trivial specification not restrict-
ing the environment). Note that there are both
internal and external actions available in no.
As τ transitions take zero time, the environment E must spend almost all
the time in states without τ . Hence, when ? is entered, E is almost surely in
such a state e. Now τ form ? is taken and E cannot move to another state when
yes/no is entered. Since action a either is or is not available in e, the environment
cannot choose to synchronize in no and not to synchronize in yes. As a result,
the environment “commits” in advance to synchronize over a either in both
yes and no or in none of them. Therefore, in the game we define, env cannot
completely freely choose which external transition is/is not taken. Further, note
that the scheduler of C cannot observe whether a is currently available in E ,
which intrinsically induces imperfect information.
In order to transfer these “commitments” to the game, we again make use
of the compositionality of IMC and put the product C × Si in parallel with an
IMC Commit and then define the game on the result.
com. now?
{a}
∅
a
τ
τ
Change
Cha
nge
τ
Now
The action alphabet of Commit is Act ∪
{Now,Change} and the state space is 2Act ∪
{commit , now?} (in the figure, Act = {a}; for
formal description, see Appendix A.3). State
A ⊆ Act corresponds to E being committed to
the set of currently available actions A. Thus
A
a→֒ commit for each a ∈ A. This commitment must be respected until the state
of E is changed: either (1) by an external transition from the commitment set
(which in Commit leads to the state commit where a new commitment is im-
mediately chosen); or (2) by a Change transition (indicating the environment
changed its state due to its Markovian transition).
The game Gi is played on the arena
(C×Si ‖Act∪{Now} Commit) (Act ∪ {Now})
with its set of states denoted by Gi. Observe that external actions have either
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been hidden (whenever they were available in the commitment), or discarded
(whenever not present in the current commitment). The only external action
that remains is Change. The game Gi is played as follows. There are two types
of states: immediate states with some τ transitions available and timed states
with no τ available. The game starts in v0 = (c0, q0, commit).
– In an immediate state vn = (c, q, e), con chooses a probability distribution
over transitions corresponding to the internal transitions in C (if there are
any). Then, env either approves this choice (chooses X) and vn+1 is chosen
randomly according to this distribution, or rejects this choice and chooses a
τ transition to some vn+1 such that the transition does not correspond to
any internal transitions of C. Then the game moves at time tn+1 = tn to
vn+1.
– In a timed state vn = (c, q, e), env chooses a delay d > 0. Then Markovian
transitions (if available) are resolved by randomly sampling a time t accord-
ing to the exponential distribution with rate R(vn) and randomly choosing
a target state vn+1 where each vn
λ
 v is chosen with probability λ/R(vn).
• If t < d, Gi moves at time tn+1 = tn+ t to vn+1, (Markovian transition wins)
• else Gi moves at time tn+1 = tn + d to (c, q, now?). (E takes Change)
This generates a run v0t1v1t1 · · · . The set (Gi × R≥0)∗ × Gi of prefixes of
runs is denoted Histories(G). We formalize the choice of con as a strategy
σ : Histories(Gi) → D(Gi). We further allow the env to randomize and thus
his strategy is π : Histories(Gi)→ D({X} ∪Gi) ∪ D(R>0). We denote by Σ and
Π the sets of all strategies of the players con and env, respectively.
Since con is not supposed to observe the state of the specification and the
state of Commit , we consider in Σ only those strategies that satisfy σ(p) =
σ(p′), whenever observations of p and p′ are the same. Like before, the observa-
tion of (c0, q0, e0)t1 · · · tn(cn, qn, en) ∈ Histories(G) is a sequence obtained from
c0t1 · · · tncn by replacing each maximal consecutive sequence ti ci · · · tj cj with
all ck the same, by ti ci. This replacement takes place so that the player cannot
observe transitions that do not affect C. Notice that now S(C) is in one-to-one
correspondence with Σ. Further, in order to keep CE games out of Zeno be-
haviour, we consider in Π only those strategies for which the induced Zeno runs
have zero measure, i.e. the sum of the chosen delays diverges almost surely no
matter what con is doing. The value of Gi is now defined as
vGi := sup
σ∈Σ
inf
π∈Π
Pσ,πGi
[
♦≤TG
]
where Pσ,πGi
[
♦≤TG
]
is the probability of all runs of Gi induced by σ and π and
reaching a state with the first component in G before time T . We now show that
it coincides with the value of the ith product:
Theorem 2. For every IMC C, MCA S, i ∈ N, we have vGi = vproduct(C ×Si).
This result allows for approximating vS(C) through computing vGi ’s. How-
ever, from the algorithmic point of view, we would prefer approximating vS(C)
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by solving a single game G whose value vG we could approximate directly. This is
indeed possible. But first, we need to clarify, why the approximation sequence Si
was crucial even in the case where all distributions of S are already exponential.
q r
≥ Exp(1)
a b
Consider the MCA on the right and a conforming en-
vironment E , in which a is available iff b becomes available
within 0.3 time units. If Player env wants to simulate this
behaviour, he needs to know how long the transition to r is
going to take so that he can plan his behaviour freely, only sticking to satisfying
the specification. If we translate Exp(1) directly to a single Markovian transi-
tion (with no error incurred), env knows nothing about this time as exponential
distributions are memoryless. On the other hand, with finer hyper-Erlang, he
knows how long the current branch of hyper-Erlang is roughly going to take. In
the limit, he knows the precise waiting time right after coming to q.
To summarize, env is too weak in Gi, because it lacks the information about
the precise time progress of the specification. The environment needs to know
how much time is left before changing the location of S. Therefore, the game
G is constructed from G1 by multiplying the state space with R≥0 where we
store the exact time to be waited. After the product changes the state so that
the specification component switches to a state with ⊲⊳ d constraint, this last
component is overwritten with a number generated according to d. This way, the
environment knows precisely how much time is left in the current specification
location. This corresponds to the infinitely precise hyper-Erlang, where we at the
beginning randomly enter a particular branch, which is left in time with Dirac
distribution. For more details, see Appendix D.
Denoting the value of G by vG := sup
σ∈Σ
inf
π∈Π
Pσ,πG
[
♦≤TG
]
, we obtain:
Theorem 3. For every IMC C and MCA S, we have vG = lim
i→∞
vGi .
6 Approximation using discrete-time PO games
In this section, we briefly discuss the approximation of vG by a discrete time
turn-based partial-observation stochastic game ∆. The construction is rather
standard; hence, we do not treat the technical difficulties in great detail (see
Appendix E). We divide the time bound T into N intervals of length κ = T/N
such that the clock resolution δ (see Section 3.2) satisfies δ = nκ for some n ∈ N.
1. We enhance the state space with a counter i ∈ {0, . . . , N} that tracks that
i · κ time has already elapsed. Similarly, the R≥0-component of the state
space is discretized to κ-multiples. In timed states, time is assumed to pass
exactly by κ. In immediate states, actions are assumed to take zero time.
2. We let at most one Markovian transition occur in one step in a timed state.
3. We unfold the game into a tree until on each branch a timed state with
i = N is reached. Thereafter, ∆ stops. We obtain a graph of size bounded
by b≤N ·|G| where b is the maximal branching and G is the state space of G.
Let Σ∆ and Π∆ denote the set of randomized history-dependent strategies of
con and env, respectively, where player con observes in the history only the
13
first components of the states, i.e. the states of C, and the elapsed time ⌊i/n⌋
up to the precision δ. Then v∆ := supσ∈Σ∆ infπ∈Π∆ Pσ,π∆ (♦G) denotes the value
of the game ∆ where Pσ,π∆ (♦G) is the probability of the runs of ∆ induced by
σ and π and reaching a state with first component in G. Let b be a constant
bounding (a) the sum of outgoing rates for any state of C, and (b) densities and
their first derivative for any distribution in S.
Theorem 4. For every IMC C and MCA S, vG is approximated by v∆:
|vG − v∆| ≤ 10κ(bT )2 ln 1κ .
A strategy σ∗ optimal in ∆ defines a strategy (10κ(bT )2 ln 1κ )-optimal in G. Fur-
ther, v∆ and σ
∗ can be computed in time polynomial in |∆|, hence in time 2O(|G|).
The proof of the error bound extends the technique of the previous bounds
of [ZN10] and [BHK+12]. Its technical difficulty stems from partial observa-
tion and from semi-Markov behaviour caused by the arbitrary distributions in
the specification. The game is unfolded into a tree in order to use the result
of [KMvS94]. Without the unfolding, the best known (naive) solution would be
a reduction to the theory of reals, yielding an EXPSPACE algorithm.
7 Summary
We have introduced an assume-guarantee framework for IMC. We have consid-
ered the problem to approximate the guarantee on time-bounded reachability
properties in an unknown environment E that satisfies a given assumption. The
assumptions are expressed in a new formalism, which introduces continuous time
constraints. The algorithmic solution results from Theorems 1 to 4:
Corollary 1. For every IMC C and MCA S and ε > 0, a value v and a scheduler
σ can be computed in exponential time such that |vS(C) − v| ≤ ε and σ is ε-
optimal in vS(C).
In future work, we want to focus on identifying structural subclasses of IMC
allowing for polynomial analysis.
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Appendix
A Additional Examples and Technical Definitions
A.1 Product: An Example
Example 5. Let us illustrate the product of the MCA from Example 3 and the
IMC below. The MCA specifies a client who might want to ask a question and
then must be able to receive an answer for some random time. It may be the
case that he is e.g. asking different services at once and thus he gets answer at
a random time, after which he is not willing to get answer from the server any
more.
The following IMC is a server accepting ask and after some computation
lasting a random time, it provides an answer. Observe that it is not ready to
proceed if the other side is no more willing to synchronize on answer.
x y z
ask κ
answer
The product is then the following IMC. Observe that after each ask we reach
the state (y, 0) with non-zero probability, from where a Now transition leads
to a deadlock state (y, r). Since this is an external action, some environments
conforming to the specification can ensure that the system eventually ends up
almost surely in a deadlock (revealing this error in the implementation of the
server).
x,rstart
y,r
z,r
y,0y,2y,q
x,0x,2x,q
z,0z,2z,qask
κ κ κ
τ τ τ
λ λ
Now
λ
λ λ
Now
λ
Now
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A.2 Product: Hyper-Erlang Phase-Types
Recall that in Si each distribution d is replaced with its hyper-Erlang phase-type
approximation di with i branches of lengths 1 to i and rates
√
i (and rate 22
i
in the initial state). The only degrees of freedom in the approximation for a
fixed i are thus the initial probabilities leading to the branches fo lengths 1 to i.
For concreteness, we pick a distribution that is lexicographically smallest (w.r.t.
the order given by the lengths of branches) such that the resulting cumulative
distribution function of time when sink is reached is still pointwise greater than
or equal to that of d for the case ≥ d, and lexicographically largest so that the
cdf is pointwise smaller or equal.
1
1,1
2,1 2,2
3,1 3,2 3,3
0
a
b
c
√
3
√
3
√
3
√
3 √
3 √
3
Fig. 1. Hyper-Erlang phase-type for i = 3 expressing approximately a
256
·Er(1,√3) +
b
256
· Er(2,√3) + c
256
· Er(3,√3) with a+ b+ c = 256
A.3 Transitions of Commit
For each commitment A ⊆ Act there is an incoming internal transition from
commit , an outgoing Change transition to now?, and an outgoing external a-
transition to commit for each a ∈ A. Furthermore, from now? there is an internal
and a Now transition to commit :
– commit
τ→֒A,
– A
a→֒ commit , for each a ∈ A,
– A
Change→֒ now?,
– now?
τ→֒ commit and now?Now→֒ commit .
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B Proof of Theorem 1
Theorem 1. For every IMC C and MCA S, vS(C) = lim
i→∞
vproduct(C × Si), i.e.
sup
σ∈S(C)
inf
E∈ENV:E|=S
π∈Sσ(C|E)
PπC|E
[
♦≤TGE
]
= lim
i→∞
sup
σ∈S(C)
inf
E∈ENV′
π∈Sσ((C×Si)|E)
Pπ(C×Si)|E
[
♦≤TGE
]
Proof idea
“≤”: Given an environment E over Actτ and a scheduler π, we construct
E ′ satisfying S that will ensure the same value with the same π. Intuitively,
E ′ is a composition of E and S such that when composed with C, we obtain
(C ×S)|E . Formally, this is exactly E ′ := E ‖Act S where all “barred” transitions
are renamed to unbarred afterwards.
“≥”: Given an environment E satisfying S, we construct a sequence of envi-
ronments Ei to be composed with C×Si that monitor the changes of S and behave
in such a way that together with C×S simulate the original E . The hyper-Erlang
form of the phase-type allows for arbitrary precise monitoring. Technically, the
environment Ei takes with very high frequency transitions to a special new state,
where it checks the progress of S and simulates the corresponding behaviour of
E . ⊓⊔
Proof
“≤”:
We show the inequality holds for any i. Given i ∈ N, σ ∈ S(C), E ∈ ENV′, π ∈
Sσ((C × Si)|E), we construct E ′ such that
C|E ′ = (C × Si)|E
and hence π is a scheduler over both systems and yields the same value on both
systems.
We construct E ′′ = Si ‖Act E and then E ′ by renaming a¯ actions to a, for each
a ∈ Actτ . By case distinction, it is easy to see that the very same transitions are
created in C|E ′ and in (C × Si)|E .
Furthermore, we need to prove that E ′ |= S. We show that
{((s, e), s) | s state of Si corresponding to a state of S and e state of E ′}
is a satisfaction relation. Observe that whenever there is a may transition in the
specification, there is a corresponding transition in Si ‖Act E , and if, moreover,
there is a must transition, then there is also an a¯, which is then renamed to a.
Further, we need to define the variable Stop when in state (s, e) and with s
⊲⊳d
 s′.
Since the state space of E ′ is a product of state spaces of Si and E , we can define
Stop to return
– time when the first component becomes s′ on runs that do not leave states
of the phase-type corresponding to s meanwhile;
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– an arbitrary time on the remaining runs, which leave the states of the phase-
type before reaching a state with s′ in the first compoment, so that the
cumulative distribution function of Stop is ⊲⊳ d.
Observe that such a definition is possible because the cumulative distribution
function of Stop conditioned by runs of the first item above satisfies ⊲⊳ d. For
≥ d, the transitionNow is only available after the phase-type has elapsed, which
takes at least d. Hence before time (distributed by) d, s′ can only be reached
using a transition of the form s
a
99K s′′ for s 6= s′′ complying the definition of
the semantics. For ≥ d, the phase-type elapses in time (distributed by) at most
d and the sink is identified with s′ hence is reached on time (if no non-looping
may transition is taken meanwhile) which is again according to Definition 4.
“≥”:
For σ ∈ S(C), E |= S, π ∈ Sσ(C|E) and for each ε > 0, we construct a
sequence (Ei, πi)i∈N such that
PπC|E
[
♦≤TGE
] ≥ lim
n→∞
Pπi(C×Si)|Ei
[
♦≤TGSi,E
]− ε
Recall that in Si each distribution d is replaced by a hyper-Erlang distribution
with i branches (of all lengths up to i with rates
√
i. A branch of length ℓ
corresponds to a time ℓ/
√
i it takes to walk through it on average, and for great i’s
almost precisely by the law of large numbers. The initial branching probabilities
correspond to the probability of this time according to the distribution d. In the
limit, the hyper-Erlang thus corresponds to the pdf of d. Indeed, since for i we
have branches taking from 1/
√
i to
√
i, we cover the whole interval (0,∞) in the
limit.
We define Ei by actions Act∪{Now}, the state space is 2Act∪Act∪{now?, commit}∪
{0, 1} × {1, . . . , i} with commit being the initial state. For each A ⊆ Act, there
are transitions
– commit
τ→֒A,
– A
a→֒ a and a τ→֒ commit , for each a ∈ A,
– A
2i
 (0, 0), and A
2i
 (1, 0),
– (b, j)
2i
 (0, j + 1), and (b, j)
2i
 (1, j + 1) for all j < i and b ∈ {0, 1},
– (b, i)
2i
 now? for b ∈ {0, 1},
– now?
Now→֒ commit and now? τ→֒ commit .
In the state commit , π can perform any sequence of external transitions
changing its commitment after each of them (see Section 5); or a Markovian
transition occurs after which a sequence of i random bits is generated; afterwards,
π returns back to commit (possibly synchronizing over Now).
Intuitively, the scheduler πi ∈ Sσ((C × Si)|Ei) simulates behaviour of C|E
in such a way that it is never limited by Si (as E anyway satisfies S, there is
no reason for further limitations). The transitions under 2i create a sequence
of random numbers we remember in the current path. These numbers help to
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identify, which set of runs is π now simulating. At all times, the current path of
(C × Si)|Ei induces a set of paths of C|E .
Each run of (C×Si)|Ei is divided into phases. A phase starts when the current
state (c, s, e) is changed to (c′, s′, e′) with s 6= s′, i.e. the specification enters
another state. We show how a path p of length k that starts at the beginning of
a new phase induces a set of paths Xk in C|E .
With probability→ 1 for i→∞, the first next step is the Markovian transi-
tion of rate 22
i
in Si leading into one of the Erlang branches and thus determining
very precisely (for great i’s) how long the phase is going to take. Assume it is
of length ℓ, thus taking time close to t = ℓ/
√
i. Further, the choice of the i-th
branch corresponds to the interval [x, y) (on the y-axes) in the cumulative distri-
bution function of the hyper-Erlang phase-type distribution with x =
∑i−1
j=0 aj
and y =
∑i
j=0 aj where aj is the probability of taking the j-th branch.
Since E |= S, there is a random variable Stop on the runs from (c, e) in C|E
satisfying the condition of the definition of MCA semantics. The interval [x, y)
on the y-axes in the CDF of Stop corresponds to a interval [u, v) of times on the
x-axes. As the CDF of Stop is pointwise ⊲⊳ the CDF of the hyper-Erlang, for large
enough i the expected value t of time to wait in Si lies outside of the interval
[u, v). Hence, when simulating the set of runs X1 = {ρ | Stop(ρ) ∈ [u, v)}, the
scheduler πi is with probability → 1 for i→∞ not limited by Si.
Part of the behavior of runs X1 is determined by the randomness in C and
σ, rest of the behavior is determined by the randomness in E and π. After each
step k of the phase, the simulating strategy πi figures out the currently valid
subset Xk ⊆ X that conform with the path p in the phase so far.
– If in the k-th step a Markovian or internal transition is taken in C, Xk is
defined as those runs of Xk−1 with the very same move at the very same
time (relative to the start of the phase).
– If in the k-th step a Markovian transition within the hyper-Erlang of Si is
taken, this move is ignored by Xk = Xk−1.
– If in the k-th step the Markovian transition to now? in Ei is taken, we call
this moment a emphcontrol point. The strategy πi has a fresh sequence of i
random bits. The strategy πi divides the runs of Xk−1 into 2i sets of equal
measure (conditioned by Xk−1) according to the sequence of synchronization
performed in these runs since the last control point and according to the
current state. This yields with probability → 1 for i → ∞ only constantly
many types of this discrete behavior, hence the number of sets with more
than one type of behavior remains constant. Using the random sequence,
one such set is assigned to Xk. The strategy simulates the type of discrete
behavior with most measure (conditioned by Xk): it performs the sequence
of synchronization and moves into a commit according to the current state
in Xk.
After a phase is finished, i.e. when Si takes the ℓth exponential transition,
the transition Now is taken and a new phase begins. The overall induced path
is just the concatenation of the paths induced by the previous phases and the
current one.
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Now we discuss the possible reasons why the behavior in the simulating IMC
might differ from the behavior in Xk w.r.t. time-bounded reachability.
– If at any point an Erlang branch of a specification finishes in time outside
the assumed interval, πi further behaves arbitrarily. However, the measure
of these runs tends → 0 for i→∞ due to the weak law of large numbers.
– Each synchronization occuring at time w between two control points is sim-
ulated later – at the closest control point at time w′ > w. The behavior of
the simulating system may be different from the simulated system if
• a Markovian transition in C occurs in the interval [w,w′]. The number of
synchronizations that can occur up to time T is bounded by a constant
multiple of the number of Markovian transitions that are taken in C,
due to the acyclicity assumption. The sum of lengths of such intervals
[w,w′] where a Markovian transition causes trouble thus tends to 0 with
probability → 1 for i→∞. Hence, this is not a problem.
• The scheduler takes different decisions because the synchronization has
been delayed to w′. Notice that this occurs only if w < nδ < w′ for
some n ∈ N (due to our assumption on the set of strategies of con). As
the points w where synchronization occurs are randomly generated by
exponential transitions of C or E and the length of the interval [w,w′]
tends to 0, the probability of this behavior also tends to 0 as i→∞.
⊓⊔
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C Proof of Theorem 2
Theorem 2. For every IMC C, MCA S, i ∈ N, we have vGi = vproduct(C × Si),
i.e.
sup
σ∈Σ
inf
π∈Π
Pσ,πGi
[
♦≤TG
]
= sup
σ∈S(C)
inf
E∈ENV′
π∈Sσ((C×Si)|E)
Pπ(C×Si)|E
[
♦≤TGE
]
Proof idea
“≤”: We can simulate every E and scheduler π by a strategy of env. The
random waiting of E determined by occurrence of Markovian transitions can be
simulated by env by choosing the delays randomly according to the exponential
distribution with the respective rate. Further, in each state of E only some ex-
ternal actions are available and env simulates this by changing the commitment
to exactly this set of actions.
“≥”: Every strategy of env can be (approximately) implemented using a
suitable environment E together with a scheduler π. We need to simulate the
discrete delays chosen by env using random delays available in E . A delay t
is simulated by many repetitions of a special Markovian transition with a very
fast rate λ. After the total time adds up to at least t, π stops repeating it and
continues simulating the discrete transitions of env. We get the result by taking
λ→∞. ⊓⊔
Proof
“≤”:
This amounts to showing that an arbitrary environment E can be “simulated”
by the player env in the CE game. Formally, it is sufficient to prove
∀σ ∈ Σ ∃σ′ ∈ S(C) ∀E ∈ ENV′ ∀π ∈ Sσ′((C × Si)|E) ∃πE ∈ Π :
Pσ,πEGi
[
♦≤TG
] ≤ Pπ(C×Si)|E[♦≤TG] (♥)
Note that every strategy σ of the player con is actually also a scheduler for C
(and vice versa). Thus we set σ′ := σ and then for every environment E and its
scheduler π, we give a strategy πE of the player env that makes “equivalent”
decisions as π in the “equivalent” path. We then prove that πE guarantees the
same value as π of E does.
The idea of the simulation is the following. Whenever π synchronizes on an
external action a, πE chooses a. Whenever E waits with a rate λ, πE chooses to
wait, too. Here we use randomizing strategies so that we can combine all waiting
times t ∈ R>0 with the exponential distribution with rate λ. In other words, πE
simulates the random waiting of E using randomizing.
Let thus σ, E , π be arbitrary but fixed. In the following, we define πE through
a function WC : Histories(Gi) → Paths((C × Si)|E) transforming the paths of
the CE game into paths of (C × Si)|E , which πE uses to ask what π would do.
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Since E can have probabilistic branching and π can be randomizing, we need to
pick one of possibly more paths of (C ×Si)|E corresponding to the history of the
simulating play in Gi. We will pick one where the future chances are the best for
the environment, i.e. worst for the time bounded reachability, hence WC for the
“worst case”.
The functions πE and WC are defined inductively and only on the reachable
histories; one can define them arbitrarily elsewhere. We start withWC(c0, q0, commit) :=
(c0, q0, e0). For history h ending with some t(c, q, e¯) (for the initial one-state path
t = 0) with WC(h) ending in (c, q, e1), we first define what π does after a (pos-
sibly empty) sequence of internal steps in E . Let (c1, q, e1), . . . , (cn, q, en) be
such maximal sequence with π(WC(h)t(c, q, e2)t · · · t(c, q, ei))(c, q, ei+1) > 0 and
ei
τ→֒ ei+1 for i < n that minimizes
Pπ(C×Si)|E
[
♦≤TGE
∣∣ WC(h)t(c, q, e2)t · · · t(c, q, en)]
If n = 1 then (c, q, e2) · · · (c, q, en) is empty. This way, although π is randomizing,
we choose a single choice in a unique way which, moreover, is the best one for
the environment.
Depending on the type of the last state (c, q, e¯) of h and the scheduler’s
decision dist := π
(
WC(h)t(c, q, e2)t · · · t(c, q, en)
)
, we define πE(h) as follows:
– If (c, q, e¯) is an immediate state and e¯ = commit , then
πE(h) := A 7→ 1 for A the set of actions available in en,
h′ := h t (c, q, A) and we set WC(h′) := WC(h)t(c, e2)t · · · t(c, en).
– If (c, q, e¯) is an immediate state and e¯ ⊆ Act, then
since π respects σ, there is p ∈ [0, 1] such that dist = p · σ(WC(h)C) + (1 −
p) · dist ′, so we set
πE(h) := (X 7→ p) + (1− p) · dist ′
Now the next state (τ -successor) is chosen randomly. The corresponding τ
transition is either
1. a τ transition of C, or
2. a result of composing a of C and a¯ of Si, or
3. a result of composing a of C and a of Si and a of Commit ,
we thus obtain the next state (c′, q′, e¯′). and a new history h′ := h t (c′, q′, e¯′)
and we set WC(h′) := WC(h)t(c, q, e2)t · · · t(c, q, en)(c′, q′, e′) where e′ = en
in the first two cases and en
a→֒ e′ in the third case.
4. a result of composing Now of Si and Now of Commit : we cannot sim-
ulate this in e¯ ⊆ Act, but since E ∈ ENV′, this case can only happen
right after a Markovian transition of E or Si. Therefore, we first discuss
the corresponding timed states and we deal with this case below.
– If (c, q, e¯) is a timed state and e¯ ⊆ Act, then only Markovian transition(s)
are enabled and dist is ignored.
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• If there are no Markovian transitions available in en, /* E is blocked */
we set
πE(h) := (T + 1) 7→ 1
the new history is then either longer than T if no Markovian transition
from c or q occurs before T , or else a Markovian transition occurs after
m still before T and we set h′ = h (t+m) (c′, q′, en) given by the respective
Markovian successor and further WC(h′) := WC(h)t(c, q, e2)t · · · t(c, q, en)(t+
m)(c′, q′, en).
• Else we set /* E waits */
πE(h) := Exp(R(en))
from which the respective delay d is sampled. Then either a Markovian
transition of C or S happens before d, in which case h′ and WC(h′)
are defined as in the previous case; or else pick arbitrary e′ with en e′
minimizing
Pπ(C×Si)|E
[
♦≤TG
∣∣ WC(h′)]
where h′ := h (t+d)(c, q, now?) andWC(h′) := WC(h)t(c, q, e2)t · · · t(c, q, en)(t+
d)(c, q, e′).
We distinguish three cases of what happens after a timed transition.
• If a Markovian transition of C wins, we proceed in the standard way.
• If the delay of env wins then e′ = now? and the state is thus immediate.
Let p be the probability that π(WC(h′)) chooses a transition stemming
from Now (q
Now→֒ q′′, e′ Now→֒ e′′). We let πE choose Now also with p, and
τ to commit with 1− p.
In the former case, the new history is h′′ := h′(t+ d)(c, q′′, commit) and
WC(h′′) = WC(h′)(t+ d)(c, q′′, e′′).
In the latter case, the new history is h′′ := h′(t + d)(c, q, commit) and
WC(h′′) = WC(h′).
• If a Markovian transition of S wins we get to (c′, q′, en) in both cases with
en ⊆ Act. This state is either without available τ from Now, in which
case we proceed in the standard way, or with available τ from Now. The
latter happens due to reaching sink in the case of ≥ d constraint. Indeed,
this is the only case, whereNow turns from unavailable to available, and
note that the preceding state was timed and E did not change its state,
hence Now indeed was not available.
Let now p be again the probability that π(WC(h′)) chooses a transition
stemming from Now (q
Now→֒ q′′, en Now→֒ e′′). We let πE wait with delay δ
with p (and behave in the standard way with the remaining probability,
which is possible as q and q′ have the same actions available, see the
previous paragraph). If we win, we perform theNow and the new history
is h′′ := h′(t+ d)(c, q′, e¯)(t+ d+ δ)(c, q′, now?)(t+ d+ δ)(c, q′′, commit)
and WC(h′′) = WC(h)(t+ d+ δ)(c, q′, en)(t+ d+ δ)(c, q′′, e′′). Thus, we
pretend that the Markovian transition of Si took by δ longer and the τ
from Now was executed immediately. If δ does not win, we define the
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behaviour of the environment arbitrarily. Apparently, for δ much smaller
than inverse of any rate and approaching 0, the probability that δ wins
is high and the difference in the time distribution of spec approaches
0. Therefore, it is sufficient to pick δ := 1/22
2i
as the fastest rate is 22
i
(the initial rate of the hyper-Erlang).
Lemma 1. For every σ ∈ S(C), E ∈ ENV′, π ∈ Sσ((C × Si)|E), we have
Pπ(C×Si)|E
[
♦≤TG
] ≥ Pσ,πEGi [♦≤TG]
Proof (Idea). If there are no probabilistic choices in E and π is deterministic then
the values are the same. Indeed, the only difference of the simulating probabilistic
space to the original one is that whenever there is a probabilistic choice, the
environment is always “lucky”. Since the minimum of elements is never greater
than their affine combination, the result follows.
Proof. Formally, we proceed as follows.
Firstly, we define a measure PE,πG on infinite histories of G directly induced by
E and π. As opposed to πE , the probabilistic choices of the environment are re-
flected here. Let RealStep : Paths((C×Si)|E)→ Histories(Gi) project all internal
transitions of the environment out, i.e. it maps a run (c0, q0, e0)t0(c1, q1, e1)t1 · · ·
to a run c0 t0 · · · where each ci ti is omitted whenever ci = ci−1 and ei−1 τ→֒ ei.
Then we define PE,πGi := Pπ(C×Si)|E ◦RealStep
−1. Clearly, as τ transitions take no
time we have(4)
Pπ(C×Si)|E [♦≤TG] = P
E,π
Gi [♦
≤TG]
Secondly, for j ∈ N0, consider the set Historiesj ⊆ Histories(Gi) of histories
of length j, i.e. after the jth step is taken. Let pj ∈ D(Historiesj) denote the
transient probability measure according to PE,πGi after j steps. Further let rj :
Historiesj → [0, 1] be given by rj(h) = PE,πGi [♦≤TG | h]. Clearly, as states of G
are absorbing we have
PE,πGi [♦≤TG] =
∫
rjdpj
Thirdly, let qj ∈ D(Historiesj) be the transient probability measure according
to Pσ,πEGi after the ith step is taken. A simple induction with case distinction from
the definition of πE reveals that∫
rjdpj ≥
∫
rjdqj
Indeed, all but two cases preserve equality. The interesting cases are the Marko-
vian transition in E and the randomized choice of π. As the minimum of elements
is never greater than their affine combination, we obtain the desired inequality.
(4) Note that E and pi[σ] do not induce any strategy that would copy the IMC behavior
completely. For this, one would need the notion of a strategy with a stochastic update,
i.e. a strategy that can change its “state” randomly and thus model where in E the
original path currently is.
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Finally, it remains to prove that
lim
j→∞
∫
rjdqj = Pσ,πEGi [♦≤TG]
i.e. that the gains of the gradual replacements of the strategy converge to the
gain of the limiting strategy. This follows from rj(h) being zero or one for each
path h longer than T only depending on the state at time T , and from the fact
that the set of runs that never exceed T is of zero measure due to the acyclicity
assumption. ⊓⊔
The previous lemma proves (♥) by which the proof of vGi ≤ vproduct(C × Si)
is concluded.
“≥:
We can divide the proof in two steps:
1. we show that exponential strategies are sufficient for the player env ;
2. any exponential strategy of the player env can be simulated by a specific
environment and its scheduler.
For λ ∈ R we say that a strategy π of the player env is exponential with rate
λ if it chooses to wait solely with the exponential distribution with rate λ.
The set of all λ-exponential strategies is denoted by Πλ.
Exponential strategies for the player env are sufficient:
Lemma 2. For any strategy σ we have
inf
π∈Π
Pσ,πGi [♦≤TG] = infλ∈R>0
πλ∈Πλ
Pσ,πλGi [♦≤TG]
Proof (Idea). Intuitively, if π chooses to wait for time t and then makes action
a, the simulating strategy πλ repeatedly waits for random time with exponential
distribution until the sum of the random waiting times exceeds t and then makes
action a; the larger the rate λ, the more precise is this simulation.
Proof. First, we restrict the strategies of Π so that on R>0 they only pick Dirac
distributions, denoted Π ′:
Claim. inf
π∈Π′
Pσ,πGi [♦≤TG] = infπ∈Π P
σ,π
Gi [♦
≤TG]
Proof. We need to simulate π ∈ Π by a strategy π′ ∈ Π ′. For a history h and
r ∈ R>0, let v(r) be the conditional lower value of the game if r is chosen in h.
The value in h is thus v(h) :=
∫
v(r)dπ(h). By additivity of measure, there is r
for which v(r) ≥ v(h). Therefore, picking r instead of π(h) does not decrease the
value. ⊓⊔
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We fix arbitrary strategies σ ∈ Σ and π ∈ Π ′.We need to find a sequence of
strategies πλ for any λ such that
Pσ,πGi [♦≤TG] ≥ limλ→∞P
σ,πλ
Gi [♦
≤TG].
For any λ > 0, we define πλ(h) for h = s0t0 · · · tn−1sn using π as follows.
Intuitively, if π chooses to wait for time t and then makes action a, the simulating
strategy πλ repeatedly waits for random time with exponential distribution until
the sum of the random waiting times exceeds t and then makes action a; the
larger the rate λ, the more precise is this simulation. Notice that the history
of the play with strategy πλ contains a lot of waiting steps that are not in the
history of the play with strategy π. Therefore, we need a mapping destutter
that removes these superfluous waiting steps and replaces them with the single
waiting π would perform. We define it inductively by destutter(s0) = s0 and for
h = h′s′t0st1st2 · · · stns′′
where s′ 6= s 6= s′′ (corresponding to waiting steps of πλ where the state is not
changed, assuming no Markovian self-loops in C × S) we set
destutter(h) := destutter(h′s′t′0s) t
′
1 s · · · s t′ks′′
where
– t′0 = t0,
– π(destutter(h′s′t′0s) · · · t′ℓs) = t′ℓ+1 − t′ℓ for all 0 ≤ ℓ < k − 1,
– t′k = t
′
k−1 if the last transition was immediate, and t
′
k = tn if the last
transition was Markovian of C × Si
Furthermore, let a′ be the first action taken by π at total time t′ for history
destutter(h) if no Markovian transition occurs (notice that strategy π may decide
to wait subsequently for several times before it chooses an action; a′ is the first
action taken by π if none of the waiting is interrupted by a Markovian transition).
We finally set πλ(h) to choose
πλ(hts) =
{
Exp(λ) if t < t′;
a′ if t ≥ t′.
the exponential distribution with rate λ in timed states and π(destutter(h)) in
immediate states. Notice that the strategy πλ is by definition λ-exponential.
We now define a set of runs Xλ in the game with πλ where the imprecision in
the simulation does not cause any difference with respect to the time bounded
reachability. Let δ > 0 be the clock resolution of σ. A run in the CE game with
strategies σ, πλ belongs to Xλ if for all k ∈ {0, 1, . . . , T/δ} we have that
– no non-self-loop transition occurs at the total time neither in the interval
[kδ, kδ + δ/
√
λ] nor in the interval [(k + 1)δ − δ/
√
λ, (k + 1)δ].
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– the first transition after total time kδ is a self-loop transition and occurs in
the interval [kδ, kδ + δ/
√
λ];
The proof of the lemma is concluded by the following claim.
Claim. For λ→∞ we have
Pσ,πλGi [Xλ] → 1 (1)
Pσ,πλGi [♦≤TG | Xλ] → P
σ,π
Gi [♦
≤TG] (2)
Proof. As regards (1), we deal with the conditions on runs in Xλ one by one.
First, notice that the Lebesgue measure of all the forbidden intervals tend to 0 as
λ goes to infinity; hence, the probability of a Markovian transition occurring in
any such interval tends to 0. Second, we can underestimate the probability of Xλ
by considering only the waiting transitions of πλ as self-loops. The probability
that the waiting transition occurs in each such interval can be bounded by
(
1− eλ·δ/
√
λ
)T/δ
=
(
1− e
√
λδ
)T/δ
→ 1
since T/δ is constant and e
√
λδ → 0 as λ→∞.
As regards (2), notice that the delay caused by the exponential simulation
does not qualitatively change the behaviour. Namely, under the condition of Xλ,
– any transition made by π is simulated by πλ at most δ/
√
λ later; the player con
cannot interfere meanwhile because the states are either timed or immediate,
never both;
– also no Markovian transition occurs meanwhile;
– the decision of the players after the delayed transition are the same as in
the original play, since the first player plays the same in each whole interval
[kδ, (k + 1δ) and the second player is asked what he would do if the λ-
transition was precisely on time.
The change is only quantitative because we limit the Markovian transitions, but
this change tends to zero as the probability of the set we condition by goes to
one. ⊓⊔
⊓⊔
An exponential strategy in G can be simulated by an IMC environment of C:
Lemma 3. For any scheduler σ we have
inf
λ∈R>0
π′∈Πλ
Pσ,π′Gi [♦≤TG] ≥ infE∈ENV′
π∈Sσ((C×Si)|E)
Pπ(C×Si)|E [♦≤TG]
Proof (Idea). Since only one rate is used, we can build a “universal” environment
(w.r.t. this rate), that can freely select on which actions to synchronize and
waiting with exactly this rate.
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Proof. We fix an arbitrary scheduler σ and use the same strategy σ as before
(observe that a scheduler has the same type as a strategy of con). Furthermore,
we fix an arbitrary λ ∈ R>0 and a λ-exponential strategy π′. We choose E to
be the environment of ENV ′ depicted below for Act = {a}. It is very similar
to Commit from Section 5. The action alphabet of E is Act ∪ {Now}, the state
space is 2Act ∪ {commit , now?}and the transitions are for every A ⊆ Act
– commit
τ→֒A,
– A
a→֒ commit , for each a ∈ A,
– A
λ→֒now?,
– now?
τ→֒ commit and now?Now→֒ commit .
Note that the only rate is λ. This is in some sense universal environement in
ENV′ for C × S. Its power is only limited by λ (for λ→ ∞ it can simulate any
other environment).
com. now?
{a}
∅
a
τ
τ
λ
λ
τ
Now
We set π to be scheduler that chooses the same transitions as the strategy
π′. And when π′ decides to wait exponentially with λ in a timed state, we are
necessarily in some A ⊆ Act and thus automatically wait with λ exponential
waiting. This definition is correct as the paths of (C × Si)|E directly correspond
to histories of Gi.
Since for any measurable set of runsX in Gi we havePσ
′,π′
Gi [X ] = P
σ,π
(C×Si)|Eλ [proj
−1
1 (X)]
we also hav
Pσ′,π′G′ [♦≤TG] = Pπ(C×Si)|Eλ [♦≤TG]
⊓⊔
Finally, the proof of vGi ≥ vproduct(C × Si) follows easily from Lemmata 2,
and 3 since we have
sup
σ∈Σ
inf
π∈Π
Pσ,πGi [♦≤TG] = sup
σ∈Σ
inf
λ∈R>0
πλ∈Πλ
Pσ,πλG [♦≤TG] ≥ sup
σ∈Σ
inf
E∈ENV′
π∈Sσ((C×Si)|E)
Pπ(C×Si)|E [♦≤TG]
⊓⊔
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C.1 Proof of Theorem 3
Theorem 3. For every IMC C, MCA S, we have vG = lim
i→∞
vGi .
Proof idea
The states of the hyper-Erlang phase-type give approximate information
about the remaining time in the current state of the specification. Moreover,
this time is known shortly after entering the phase-type: in Gi after taking the
first (fast) transition, in G after an arbitrarily short time chosen by env. Further-
more, the greater the hyper-Erlang, the more precise time estimation we have.
In the limit, we thus know (from after the first transition till the sink) what the
sampled remaining time exactly is. We can thus provide simulations back and
forth. ⊓⊔
Proof
“≤”:
We need to simulate πi of Gi for a given fixed i. Here it is sufficient to:
– upon entering a specifcation state wait with time distributed according to
the first rate 22
i
of the respective hyper-Erlang, and decide which branch j
we take in the simulated Gi (see below) when we get the sampled time t in
G;
– simulate kth Markovian transition of the hyper-Erlang branch j: here we sim-
ply randomly choose time for this Markovian transition and check whether
it happens before or after the proposed waiting time and perform the earlier
(and possibly finish the waitingh later). The time for the Markovian tran-
sition is chosen according to the hyper-Erlang rate
√
i under the condition
that we are in the current branch j at the kth node and we should get to
sink in time t− t′ where t′ is the time spent in the current state q of S.
– All other choices are the same as πi does in the respective (straightforwardly
defined) history of Gi.
It remains to show how to pick which branch to simulate, i.e. choose j. Firstly,
there is a distribution on which length to choose under the condition that we
should reach sink in precisely t, denote its cdf by Branch. We consider an ar-
bitrary fixed mapping Indep : [0, 1]→ [0, 1] where the argument is independent
of the result. Denoting F√i the cdf of exponential distribution with rate
√
i, we
Branch−1(Indep(F√i(t))). This way, we use the random waiting (that can be
seen in the history) as a random generator for the choice of the branch and thus
we keep this choice implicitely in the history of the game.
“≥”:
We simulate the behaviour of π in G who has precise information about the
time progress of the specification by a πi in Gi who only knows his position in
the respective hyper-Erlang, so that for i→∞ the error approaches 0. The main
idea is that when we reach in the Si component a state of the form (j, 1) we
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guess how long we have before S changes its state and then behave according to
what π would do with this time.
When in (q, j, 1) the cdf to reach sink is say Ej (with the mean j/
√
i).
Further, let F22i be the cdf of Exp(2
2i). For time t (which it took to take the
22
i
transition) and (j, 1) (the reached target of this transition), we define
T imei(j, t) := E
−1
j (Indep(F22i (t)))
i.e. we use the random quantile of the transition duration to get the random
quantile for the time left in the current specification location.
We now define a mapping GetT imes : Histories(Gi) → Histories(G). For a
history
(c0, (qprev , x, y), e0)t1(c1, (q, 1, 0), e1)t2(c2, (q, j, 1), e2) · · · tn(cn, (q, j, z), en)t(c, (qnext, 1, 0), e)h
with qprev 6= q 6= qnext we have c2 = c1, denote t′ = T imei(j, t2− t1), and define
the value of GetT imes as follows:
– remove all transitions corresponding to the moves of the specification while
its state is still q,
– replace every (q, j, k) (as well as (q, 1, 0)) by (q, t′),
– decrease all times from t2 onwards (now also in h!) by t2 − t1,
– if the sink is reached (say at tk) then replace tk by t
′,
– we process (cn, (q, j, z), en)t(c, (qnext, 1, 0), e)th the same way. If the end of
h ends in the middle of a hyper-Erlang branch, the fourth point does not
apply.
This way, we pretend the transition from the initial state of the hyper-Erlang
took no time and we guessed the correct time to the sink. Observe that for
i→∞, both errors approach zero.
Let now σ be any scheduler (thus a strategy in both Gi and G) and π a
strategy of env in G. We now define πi. For a history h ending at time t, we
have a history h¯ := GetT imes(h) ending at time t¯. In immediate states, we set
πi(h) := π(h¯). In timed states, (assuming the π is deterministic, see Claim in the
proof of the previous theorem) we set
– πi(h) := π(h¯) if t¯ < t,
– πi(h) := π(h¯)− (t¯− t) if t¯ > t and the result is positive,
– πi(h) := π(h¯)/2
i+k otherwise, where k is the length of the current history.
(Intuitively, when a hyper-Erlang branch finishes later than it should have
according to the guess, we slow down our waiting so that π catches up.)
We now define a sequence of sets (Xℓ)ℓ∈N such that for every ℓ
lim
i→∞
Pσ,πiGi
[
Xℓ
]
= 1
and
lim
ℓ→∞
lim
i→∞
Pσ,πiGi
[
♦≤TG | Xℓ
] ≤ lim
ℓ→∞
Pσ,πG
[
♦≤TG
]
Recall the clock resolution δ. The set Xℓ is defined as the set of runs where:
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– no Markovian transitions occur at times in [kδ − δ/ℓ, kδ + δ/ℓ] for any k ∈
{1, . . . , T/δ}
– the sum of durations of all transitions from the initial states of hyper-Erlangs
before time T does not exceed δ/ℓ2, and
– for each pair of t′, tk from above it holds |t′ − tk| < δ/ℓ.
The first equation clearly holds by the weak law of large numbers and the
fact that hyper-Erlangs approximate any continuous distributions.
The second equation then follows because:
– At all moments the last time of h is in the same δ-slot [kδ, (k + 1δ)) as the
last time of GetT imes(h) since we always keep these two aligned, except
when h is ahead by x and π chooses to wait for less than x. But then we
slow down our progress (see the third line of the definition of πi). Further,
under these conditions in total we wait for less than
∑∞
k=1 δ/2
i+k = δ/2i,
which is smaller than δ/ℓ for sufficiently large i. Moreover, for sufficiently
large i, it is even smaller than δ/ℓ − δ/ℓ2. Hence by waiting for π to catch
up, we cannot be pushed out ofthe same slot as GetT ime(h) is in, not even
because of the inital transitions in the hyper-Erlangs.
– Therefore, σ in Gi plays as in the simulated G since it makes the same
decision throughout each whole δ-slot and for each history h ending in time
t, GetT ime(h) ends in time t′ which is in the same slot.
– Thus for each ℓ, we finish in the same slot as π, hence at the same time and
state.
The second equation then concludes also the proof of this direction of the theo-
rem. ⊓⊔
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D Definition of the CE game G
The CE game G is defined on the game arena G obtained from the game arena
G1. First, we need to alter G1 a bit. To simplify the argumentation, we assume
that in G1, each immediate state has an internal transition that con can choose.
If there is none, we add an internal transition to any goal state that each strategy
σ has to choose with probability 1. This does not change the value vG as the
strategy π can always reject such choice. The internal transitions that con can
choose will be denoted by v
con→֒ v′, internal transitions that env can choose will
be denoted by v
env→֒ v′. For each pair of states v 1/2 v′ where the Markovian
transition corresponds to the flow of time in the specification component with
constraint ⊲⊳ d, we remove this Markovian transition, and write v
d
 v′ instead.
For each state v for which there is no v′ and d such that v d v′, we write v d v
for some distribution d from the specification.
The game arena is G = (G1× (R>0)2). The first real number in a state is the
time to wait in the current state of the specification as sketched in the main body
of the text. The second real number is artificial, included for later proofs. We
set Histories(G) = (G × R≥0)∗ × G, similarly to the definition of Gi. We define
a sigma-field P over Histories(G) to be the naturally induced product sigma-
field P where for each discrete component we use the sigma-field induced by the
discrete topology and for each real component we use the Borel sigma-field.
A strategy of player con is a measurable function σ : Paths(G)→ D(G) and
a strategy of player env is a measurable function π : Paths(G)→ D({X} ∪G) ∪
D(R>0), where B denotes the Borel sigma-field over R>0. For any history h, we
require that σ(h) and π(h) support only finitely many states – those that can be
reached by internal transitions where the real component remains intact.
For a given pair of strategies σ, π we define the semantics of the CE game
as a discrete-time Markov chain over the measurable space (Paths(G),P). The
transition kernel P of this chain, where P (h, A) denotes the probability to move
in one step from the history h to any history in the set A, is defined as follows.
Let us fix a history h = (v0, r0, u0) t1 (v1, r1, u1) t2 (v2, r2, u2) · · · tn (vn, rn, un)
where each vi ∈ G1 and ri, ui ∈ R≥0. Further, we fix a measurable set A of
histories.
– If vn is an immediate state, let d = σ(h) and e = π(h). We have
P (h, A) =
∑
v∈supp(e)
e(v) · [h tn (v, rn, un) ∈ A]
+ e(X) ·
∑
vi
con→֒vn+1
d(vn+1) · [h tn (vn+1, rn, un) ∈ A]
where [condition] is the indicator function of the condition condition. Ob-
serve that the first line above corresponds to player env rejecting the choice
of con and choosing his own state v, the second line corresponds to accepting
the choice.
34
– If vn is a first timed state visited after a new specification state is entered,
the waiting time for the specification is generated as follows.
P (h, A) =
∫ ∞
0
∫ ∞
0
ud(r, u) · [h (tn) (vn, r, u) ∈ A]drdu
where ud is the density of the uniform distribution over the area {(r, x) |
r ∈ R≥0, 0 < x < f(r)} below the curve of f where f is the density of the
distribution d.
– For other timed states vn, let F = π(h). We set
P (h, A) =
∫
te∈R≥0
F (dte) ·

E(te) · [te < rn] + S(rn) · [rn ≤ te] + ∑
vi
λ
 v
Mv(min{te, rn})


where the terms E(te), S(rn), andMv(t) describe the impact of the Change
transition at time te, the flow transition in the specification at time rn, and
the Markovian transition to v up to time t, respectively.
E(t) = e−µt · [h (tn + t) (v′, rn − t, un) ∈ A]
S(t) = e−µt · [h (tn + t) (v′′, 0, un) ∈ A]
Mv(t) =
λ
µ
·
∫ t
0
µ · e−µx · [h (tn + x) (v, rn − x, un) ∈ A]dx
where vn
λ
 v, µ =
∑
vn
λ
 vn+1
λ, vn
Change→֒ v′, and vn d v′′.
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E Proof of Theorem 4
Theorem 4. For every IMC C and MCA S, vG is approximated by v∆:
|vG − v∆| ≤ 10κ(bT )2 ln 1κ .
A strategy σ∗ optimal in ∆ defines a strategy (10κ(bT )2 ln 1κ )-optimal in G.
Further, v∆ and σ
∗ can be computed in time polynomial in |∆|, hence in time
2O(|G|).
Proof. The proof is performed in several steps:
1. An approximate game G′ is defined where at most one Markovian transition
occurs in each interval [ℓκ, (ℓ + 1)κ) for ℓ ∈ N0. Furthermore new waiting
times for timed transitions in the specification are randomly generated only
at times ℓκ for ℓ ∈ N0. This game approximates the game G by the bounds
above. No other approximation error is involved in the further steps.
2. A discrete step game G′′ is defined, which is very similar to G′, where every κ
time units an artificial self-loop is introduced and the set of actions of player
env is slightly extended; it is shown to have the same value as G′.
3. Thanks to the extended set of actions, a class of grid strategies, which have
finite representation, are shown to suffice in G′′.
4. Thanks to the artificial self-loops in G′′ and the grid strategies, a discrete
stochastic game played on a tree∆ is obtained directly from G′′. These games
have equal value.
5. The discrete game ∆ is shown to be solved in time polynomial in its (expo-
nential) size.
Formally, these steps are proved in Lemmata 4, 5, 7, and 8. ⊓⊔
E.1 The approximate game G′
For a fixed κ > 0, we define game G′ over the same state space of histories of G
with the same set of strategies. The transition kernel P ′ of G′ agrees with P of
G on immediate states, as regards times states there are a few differences. Grid
of intervals of length κ plays a crucial rule in the semantics.
– In the grid slot where the specification state changes, no Markovian transi-
tion occurs. Furthermore, when the specification changes state at time lκ+x,
a new random number is generated as before, but the remaining time till the
end of the current interval κ − x is added to the newly generated number.
Notice that this simulates the situation where the new random number is
actually generated at the end of the interval.
– Within one interval of the grid, at most one Markovian transition occurs.
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Formally, let us again fix a history h = (v0, r0, u0) t1 · · · tn (vn, rn, un) where
each vi ∈ G1, ri, ui ∈ R≥0, and vn is a timed state. We also fix a measurable set
A of histories. Further, let a be the minimal number such that tn + a = ℓ · κ for
some ℓ ∈ N, i.e. the remaining time till a grid line. Let b be the maximal number
such that b < rn b− a = ℓ · κ for some ℓ ∈ N, i.e. the remaining time till the last
grid line before the specification changes its state. Finally, we set c = a if there
was a Markovian transition in the last κ− a time; and we set c = 0, otherwise.
For the first timed state visited after a new specification state is entered, we
have
P ′(h, A) =
∫ ∞
0
∫ ∞
0
ud(r′, u′) · [h (tn) (vn, (r′ + b + κ− rn), u′) ∈ A]dr ′du ′
whereas for other timed states, we have
P ′(h, A) =
∫
te∈R≥0
F (dte) ·

E(te) · [te < rn] + S(rn, b) · [rn ≤ te] + ∑
vi
λ
 v
Mv(min{te, b})


E(t) = e−µt · [h (tn + t) (v′, rn − t, un) ∈ A]
S(t, b) = e−µb · [h (tn + t) (v′′, 0, un)) ∈ A]
Mv(t) =
λ
µ
·
∫ t
c
µ · e−µx · [h (tn + x) (v, rn − x, un) ∈ A]dx
Lemma 4. Denoting by vG′ the value of the game G′, we have
vG′ − 10κ(bT )2 ln 1
κ
≤ vG ≤ vG′ + 10κ(bT )2 ln 1
κ
and a strategy σ guaranteeing reachability probability v in G′, guarantees in G
reachability probability in the interval [v − 10κ(bT )2 ln 1κ , v + 10κ(bT )2 ln 1κ ].
Proof. For a fixed continuous density function f , we first define the set of sim-
ulable points in G and G′ denoted Rf , R′f ⊆ {(r, x) | r ∈ R≥0, 0 < x < f(r)},
respectively. A point (r, x) is simulable in G if r ≥ κ and x ≤ f(r′) for any
r′ ∈ [r − κ, r]. A point (r′, x′) is simulable in G′ if x′ ≤ f(r) for r ∈ [r′, r′ + κ].
We define a set of runs X and Y such that whenever up to time T a timed
transition in the specification is taken, the newly randomly generated pair (r, x)
is simulable in G and simulable in G′, respectively (by generating in G′ we mean
the number that is randomly picked, not the shifted number that is actually
stored in the state space). Next, we define a set of runs Z such that at most one
Markovian transition occurs in each interval [ℓκ, (ℓ+ 1)κ] for 0 ≤ ℓ < T/κ.
Now we show that for any strategy σ and π it holds
Pσ,πG′ [♦
≤TG ∩X ] ≤ Pσ,πG [♦≤TG | Z] (3)
Pσ,πG′ [♦
≤TG] ≥ Pσ,πG [♦≤TG ∩ Y | Z] (4)
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Conditioning by Z only equalizes the behavior of the Markovian transitions as
in G′ it is set by definition. The inequalities are obtained by the following idea:
Whenever in G′ a number z (= b+ κ− rn) is added to the randomly generated
waiting time r, the behavior is the same is when in G the number r+z is randomly
generated. For each run in X holds that the same run is also a run in G′ such
that these (identical) runs are equivalent w.r.t. the time-bounded reachability.
Furthermore, this mapping preserves measure due to the simulability of the
choices in the specification. To each simulable choice (r, x) in G, and any shift
z ∈ [−κ, 0], there is enough marginal density to generate (r − z, ·) in G′. The
same arguments hold vice versa for G′.
From (3), we get
Pσ,πG′ [♦
≤TG ∩X ] ≤ Pσ,πG [♦≤TG ∩ Z]/Pσ,πG [Z]
Pσ,πG′ [♦
≤TG]−Pσ,πG′ [♦≤TG ∩ ¬X ] ≤ Pσ,πG [♦≤TG ∩ Z]/Pσ,πG [Z]
Pσ,πG′ [♦
≤TG] ≤ Pσ,πG [♦≤TG]/Pσ,πG [Z] +Pσ,πG′ [¬X ]
Pσ,πG′ [♦
≤TG] ≤ Pσ,πG [♦≤TG] + 2(1−Pσ,πG [Z]) + (1−Pσ,πG′ [X ])
(5)
where the last manipulation holds for Pσ,πG [Z] > 1/2. Similarly from (4), we get
Pσ,πG [♦
≤TG ∩ Y ∩ Z]/Pσ,πG [Z] ≤ Pσ,πG′ [♦≤TG]
Pσ,πG [♦
≤TG] ≤ Pσ,πG′ [♦≤TG] ·Pσ,πG [Z] +Pσ,πG [♦≤TG ∩ (¬Y ∪ ¬Z)]
Pσ,πG [♦
≤TG] ≤ Pσ,πG′ [♦≤TG] +Pσ,πG [¬Y ∪ ¬Z]
Pσ,πG [♦
≤TG] ≤ Pσ,πG′ [♦≤TG] + (1 −Pσ,πG [Y ]) + (1 −Pσ,πG [Z])
(6)
Finally, we need to bound (1 − Pσ,πG [X ]), (1 − Pσ,πG [Y ]), and (1 − Pσ,πG [Z]).
As regards Pσ,πG [Z], notice that there are T/κ intervals of length κ. Due to the
memoryless property of the exponential distribution, we can bound the proba-
bility by summing T/κ times the probability p that in one interval there are two
or more Markovian transitions.
(1−Pσ,πG [Z]) ≤
T
κ
· p
As the worst case we assume rate b which bounds the maximal rate of C. The
probability p can be bounded by
≤ T
κ
· (bκ)
2
2
≤ 1
2
κb2T (7)
which follows from the properties of the Poisson distribution with parameter bκ
using the very same arguments as in [M.R10, Lemma 6.2]. As regards Pσ,πG [X ]
and Pσ,πG [Y ] we first bound how many times a timed transition in the specifi-
cation can be taken. We assume the fastest possible transitions, i.e. uniformly
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distributed on [0, 1/b] (recall that b bounds the maximal density of transitions
in S). Let us express the probability q that no more than K = 2bT (1 + ln 1κ )
transitions occur within time T , i.e. that the sum of the random times of the
first K transitions exceed T . As the expected value of this sum is T (1 + ln 1κ ),
we can use the Hoeffding’s inequality to bound the probability that the sum is
not lower than its expected value by more than T ln 1κ )
q ≤ exp
(
− 2
(
T ln 1κ
)2
2bT (1 + ln 1κ ) · (1/b)2
)
= exp
(
−Tb ln
1
κ
2
)
= κTb/2 ≤ κ
due to the assumption that b > 2/T . Notice that the first manipulation holds
for κ ≤ 1/3 which we can easily assume. Further, observe that the probabilities
r, r′ that in one transition a point is sampled that is not simulable in G and G′,
respectively, is bounded by r ≤ κ · b + Tκb ≤ 2Tκb and r′ ≤ Tκb as b bounds
the maximal density as well as the maximal derivation of the densities in S (we
further assume that T ≥ 1. Hence,
(1−Pσ,πG [X ]) ≤ κ+K(2Tκb) = κ+
(
2bT
(
1 + ln
1
κ
))
(2Tκb)
≤ κ+ 8κ(bT )2 ln 1
κ
≤ 9κ(bT )2 ln 1
κ
, (8)
and the same bound holds for (1 − Pσ,πG [Y ]), as well. All in all, from (5), (6),
(7), and (8) we obtain the lemma. ⊓⊔
E.2 The discrete-step game G′′
The goal is to obtain a game very close to the discretized game ∆. Conceptually,
G′′ differs only a little from the game G′. There are two differences:
– every κ time, there is a self-loop transition which materializes the grid in-
troduced in G′, we call these self-loops artificial ticks ;
– in a timed state at time ℓκ+ x for ℓ ∈ N0 and x ∈ [0, κ), the player env has
two additional actions: 0, and →(κ− x) which means playing almost κ− x,
i.e. almost the time that remains until the grid line. The reason for these two
actions is that optimizing the behavior in G′ may force the player to take an
as small number as possible, or a number as close to the grid line from left
as possible. The set of strategies in G′′, denoted by Π¯ , thus simplifies the
notion of optimality to be transfered to the discrete game ∆.
Histories in G′′ are Histories(G′′) = (G× (R≥0 ∪ {→(ℓκ) | ℓ ∈ N0}))∗ ×G, where
→x denotes almost time x. Algebraically, →x = x, the only difference is that
player con takes at time →(ℓκ) decision as in the interval [(ℓ− 1)κ, ℓκ). To this
end, ⌊h⌋ has all →(ℓκ) replaced by (ℓ− 1)κ.
Let us fix a history h = (v0, r0, u0) t1 · · · tn (vn, rn, un) where each vi ∈ G1,
ri ∈ R≥0 ∪ {→(ℓκ) | ℓ ∈ N0}, and ui ∈ R≥0. We fix a measurable set A of
histories. Further, let a = 0 if tn =
→(ℓκ) for some ℓ ∈ N. Otherwise, let a be
the minimal number such that tn + a = ℓκ for some ℓ ∈ N, i.e. the remaining
time till a grid line and b be as in the definition of G′.
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– If vn is an immediate state, let d = σ(⌊h⌋) and e = π(h). We have
P ′′(h, A) =
∑
v∈supp(e)
e(v) · [h tn (v, rn, un) ∈ A]
+ e(X) ·
∑
vi
con→֒vn+1
d(vn+1) · [h tn (vn+1, rn, un) ∈ A]
– If vn is a timed state, let F = π(h). We distinguish four situations. For the
first timed state visited after a new specification state is entered, we have
P ′′(h, A) =
∫ ∞
0
∫ ∞
0
ud(r′, u′) · [h (tn) (vn, (r′ + b+ κ− rn), u′) ∈ A]dr ′du ′
where ud is the density of the uniform distribution over the area {(r, x) | 0 <
x < f(r)} below the curve of f where f is the density of the distribution d.
If a Markovian transition occured in h since the last artificial tick, we have
P ′′(h, A) =
∫
te∈R′
F (dte) · (E′(te) · [te < a ∨ te = →a] + T ′(a) · [te ≥ a]) ,
i.e. no Markovian transition can occur; similarly if rn < a, we have
P ′′(h, A) =
∫
te∈R′
F (dte) · (E′(te) · [te < rn] + S′(rn) · [te ≥ rn]) ,
i.e. no Markovian transition and no artificial tick can occur as first; otherwise
P ′′(h, A) =
∫
te∈R′
F (dte) ·
(
E(te) · [te < a ∨ te = →a] + T (a) · [te ≥ a]
+
∑
vi
λ
 v
Mv(min{te, a})
)
where R′ = R≥0 ∪ {→a}, the term T (a) describes the impact of the the
artificial tick, the terms E′, S′, and T ′ describe the situation where there is
no Markovian transition to compete with
T ′(a) = [h (tn + a) (vn, rn − a, un) ∈ A],
E′(t) = [h (tn + t) (v′, rn − t, un) ∈ A],
S′(t) = [h (tn + t) (v′′, 0, un) ∈ A],
and T (a) = e−µa · T ′(a) where µ =∑
vn
λ
 vn+1
λ, vn
Change
→֒ v′, and vn d v′′.
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Lemma 5. The game G′ has the same value as the game G′′, i.e.
sup
σ∈Σ
inf
π∈Π
Pσ,πG′
[
♦≤TG
]
= sup
σ∈Σ
inf
π∈Π¯
Pσ,πG′′
[
♦≤TG
]
and a strategy σ guarantees both in G′ and G′′ the same value.
Proof. We fix a strategy σ ∈ Σ. As regards ≥, the only change are the artificial
ticks. The strategy π of env simulates in history h in G′′ what the strategy π′
of env does in history h′ in G′, where h′ is obtained from h by removing the
artificial ticks. In immediate states, simply π(h) = π(h′). In timed states the
distribution on time π(h) is obtained from π(h′) by conditioning by the amount
of time (t − t′) that has been already spent waiting where t and t′ is the total
time of h and h′, respectively. This way, we get an obvious correspondence of
runs that preserves measure, i.e. we obtain completely the same probability to
reach the target in G′′ as in G′.
Ar regards ≤, for a strategy π in G′′ a sequence of strategies (πi)i∈N is defined
that wait δ/(i ·2j) instead of 0← and x− δ/(i ·2j) instead of →x in the j-th step.
After such an imprecise waiting, the strategy further simulates what π would
do if it waits precisely 0← or →x. I.e. for each history h in G′, the simulating
strategy uses the decisions of π(h′) where h′ is obtained from h by inserting
the artificial ticks and replacing the imprecise waiting by the precise waiting as
chosen by π. Furthermore, observe that the waiting of π gets interrupted by the
artificial ticks, i.e. its plans beyond the closes tick are irrelevant. Each πi has to
plan the waiting in advance, i.e. connects the waiting distributions of π in the
current moment, after one artificial tick, after two artificial ticks, etc., as follows.
Let (v, r) be the last state of h′ and let t and t′ denote the total time of h and h′
and x, x′ ∈ R>0 be the minimal numbers such that t+ x = δk and t′ + x′ = δk′
for some k.k′ ∈ N. The distribution πi(h) is defined
– on [(t′ − t), (t′ − t) + x′] using π(h′) on [0, x′] (if (t′ − t) is negative, the
distribution set to negative numbers is concentrated on δ/(i · 2j) instead),
– on [(t′ − t) + x′, (t′ − t) + x′ + δ] using π(h′ (t + x′) (v, r − t − x′)) on [0, δ]
conditioned by the waiting step not being taken in the interval [0, x′],
– on [(t′ − t) + x′ + δ, (t′ − t) + x′ + 2δ] using π(h′ (t + x′) (v, r − t + x′) (t +
x′ + δ) (v, r− t− x′ − δ)) on [0, δ] conditioned by the waiting step not being
taken in the interval [0, x′ + δ], etc.
The behavior of G′ and G′′ differs only if a Markovian transition occurs within
the imprecision in waiting. Since the total sum of the imprecision in waiting on
any run is at most δ/i, the measure of runs that differs tends to 0 as i→∞.
E.3 Grid strategies in G′′
We say that two histories h and h′ follow the same pattern, denoted h ∼ h′ if
h = (v0, r0, u0)t1 . . . tn(vn, rn, un), h
′ = (v′0, r
′
0, u
′
0)t
′
1 . . . t
′
n(v
′
n, r
′
n, u
′
n) with vi =
v′i and ti and t
′
i as well as ri and r
′
i equal when rounded down to a multiple of
κ for all 1 ≤ i ≤ n.
We say that a strategy π of E is a grid strategy, denoted π ∈ Π¯δ, if
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1. the strategy is deterministic;
2. for any history h of time t ending in a timed state, t+π(h) = k · δ for k ∈ N;
3. for any histories h of time t and h′ of time t′ that follow the same pattern, we
have π(h) = π(h′) if h ends in an immediate state, and t+ π(h) = t′ + π(h′)
if h ends in a timed state (π plans the Change at the same absolute time).
Lemma 6. In the game G′′, grid strategies suffice for player env, i.e.
sup
σ∈Σ
inf
π∈Π¯
Pσ,πG′′
[
♦≤TG
]
= sup
σ∈Σ
inf
π∈Π¯δ
Pσ,πG′′
[
♦≤TG
]
Proof. First, observe that for each ε > 0 there is n ∈ N such that
sup
σ∈Σ
inf
π∈Π¯
Pσ,πG′′
[
♦
≤T
≤nG
] ≤ sup
σ∈Σ
inf
π∈Π¯
Pσ,πG′′
[
♦≤TG
]
+ ε,
where ♦≤T≤nG is the set of runs that reach the target within n discrete steps
within time T . Indeed, the probability of nMarkovian transitions to occur within
time T tends to 0 as n → ∞, the number of internal transitions in C that can
be performed between two Markovian transitions is limited by the acyclicity
assumption, and the set of runs where π makes infinitely many transitions within
time T is 0.
Thanks to this fact, it is enough to show that for any n the grid strategies
suffice for the n-step time bounded reachability. Let us fix σ and n ∈ N. We
show that there is a grid strategy π∗ which is optimal w.r.t. n-steps, i.e.
Pσ,π∗G′′
[
♦
≤T
≤nG
]
= inf
π∈Π¯
Pσ,πG′′
[
♦
≤T
≤nG
]
.
We construct π∗ by induction on the number of steps already performed in a
history h, denoted |h|. Along the construction, we also prove the following claim
Claim. Let 0 ≤ i ≤ n and h be an i-step history.
1. If h has total time kδ for some k ∈ N,
Pσ,π∗G′′,h
[
♦
≤T
≤nG
]
= inf
π∈Π¯
Pσ,πG′′,h
[
♦
≤T
≤nG
]
.
2. If a Markovian transition already occurred in h since the last artificial tick,
Pσ,π∗G′′,h
[
♦
≤T
≤nG
]
= inf
π∈Π¯
inf
h′∼h
Pσ,πG′′,h′
[
♦
≤T
≤nG
]
.
Here, Pσ,πG′′,h is the probability measure of the chain where h is the initial state.
Note that the second point of the claim applies to two situations: in the current
“grid slot”, either a Markovian transition already occurred, or the specification
state is about to change.
As the induction base, we take arbitrary grid strategy π∗. For i = n, the
claim obviously holds. For the induction step, we assume that π∗ satisfies the
claim for all i > j. We alter π∗ to be satisfy the claim for i = j as well. First, let
h be a i-step history of total time kδ for some k ∈ N. Let h end in a state (v, r).
42
– If v is immediate, we set π(h) to the action that minimizes
min{
∑
v
con→֒v′
σ(h)(v′) · Pσ,π∗G′′,h t (v′,r)
[
♦
≤T
≤nG
]
, min
v
env→֒v′
Pσ,π∗G′′,h t (v′,r)
[
♦
≤T
≤nG
]},
where the first choice corresponds to the action X.
– If v is timed and a Markovian transition can occur before the next artificial
tick, we set π(h) to 0←, →δ, or δ depending on which minimizes
min{Pσ,π∗G′′,h t (v′′,r)
[
♦
≤T
≤nG
]
,A+Pσ,π∗G′′,h t (v′′,r−δ)
[
♦
≤T
≤nG
]
,A+Pσ,π∗G′′,h t (v,r−δ)
[
♦
≤T
≤nG
]}
where v
Change→֒ v′′ and A = ∫ δ
0
µ ·e−µx∑
v
λ
 v′
λ
µ ·Pσ,π
∗
G′′,h t+x (v′,r−x)
[
♦
≤T
≤nG
]
dx .
– If v is timed and the specification state is about to change before the next
artificial tick, i.e. at time b < δ, we set π(h) to 0← or to δ, depending on
which minimizes
min{ Pσ,π∗G′′,h t (v′′,r)
[
♦
≤T
≤nG
]
,
∫ ∞
0
f(x) · Pσ,π∗G′′,h t+b (v′′′,x)
[
♦
≤T
≤nG
]
dx , }
where v′′′ is reached from v when the specification changes state and f is
the density of waiting in the new specification state.
Second, let h be a i-step history of total time t where a Markovian transition
already occurred since the last artificial tick. Let h end in a state (v, r) and let
a be minimal such that t+ a = kδ for some k ∈ N.
– If v is immediate, we again set π(h) to the action that minimizes
min{
∑
v
con→֒v′
σ(h)(v′) · Pσ,π∗G′′,h t (v′,r)
[
♦
≤T
≤nG
]
, min
v
env→֒v′
Pσ,π∗G′′,h t (v′,r)
[
♦
≤T
≤nG
]}.
– If v is timed, we set π(h) to →a or to a depending on which minimizes
min{ Pσ,π∗G′′,h t+a (v′′,r−a)
[
♦
≤T
≤nG
]
, Pσ,π∗G′′,h t+a (v,r−a)
[
♦
≤T
≤nG
] }
For all remaining i-step histories we set the strategy so that it is a grid strategy.
As regards the second point of the claim, observe that all the reachability
probabilities are from longer histories, i.e. they do not depend on exact timing
of h. Hence, also the choice and the reachability probability in the i-th step does
not depend on the exact timing, it cannot be lower for any h′ ∼ h. Observe
that for an immediate state, no other choice (possibly mixing among the pure
choices) can yield a lower reachability probability. For a timed state, the chain
must move either to history h t+ a (v, r− a) (no action taken until the artificial
tick) or to a history of the form h t+x (v′′, r−x) for some x ≤ a (Change taken
at time x). From the induction hypothesis, the reachability probability does not
depend on x, i.e. restricting to the pure choice →a does not hamper optimality
and results in a grid strategy.
As regards the first point of the claim, we again fix an i-step history h of
total time kδ for some k ∈ N. Let h end in a state (v, r).
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– If v is immediate, again, no other choice (possibly mixing among the pure
choices) can yield a lower reachability probability.
– If v is timed and a Markovian transition can occur before the next artificial
tick, the situation is much more complicated. First observe that when a
Markovian transition occurs in state v′ at time x, the (optimal) probability
to reach the target does not depend on x due to the second point of the
claim. Thus, we can denote it pv′ . Waiting in the interval [a, b] in state v
′ for
a Markovian transition to occur contributes to the reachability probability
with
∫ b
a
µ ·e−µx ·pv′dx = pv′(e−µa−e−µb). Hence optimizing the decisions in
v boils down to spending the δ time in such a state v∗ where the contribution
is maximal, i.e. where pv∗ is maximal; then before or after the next artificial
tick moving to the state where the contribution is maximal for the following
interval of size δ (the strategy σ may take different actions before and after
the artificial tick, hence we need to consider both options). Indeed, there
is no reason to hesitate with moving to such v∗ as to probability to move
to such a state also does not depend on time x when the move is taken.
Precisely, taking Change in state v′ at time x results in traversing a finite
sequence of states in 0 time, ending in some timed state where a Markovian
transition is again awaited. Importantly, the (possibly random) decisions of
con in this sequence do not depend on x. All in all, action 0← is taken to
change the current state, and actions →δ or δ are taken if the contribution
of the current state is optimal and the state is to be changed before or after
the next artificial tick.
This concludes the proof of the claim as well as the proof of the lemma. ⊓⊔
E.4 Discrete game ∆
We will define the discrete game ∆ as an extensive-form game [KMvS94]. As the
game G′′ with a grid strategy has an almost discrete structure not much work is
left to define the discrete game. Observe that for a grid strategy π the behaviour
of the Markov chain of G′′ in a history h does not depend on exact timing of
h, i.e. for all h′ ∼ h it holds Pσ,πG′′,h
[
♦≤TG
]
= Pσ,πG′′,h′
[
♦≤TG
]
. Hence, we can
define the same game on the partition V = {[h]∼ | h ∈ X} of the set of histories
X ⊂ Histories(G′′) where the total time is ≤ T and that, intuitively speaking,
can possibly be ever played. Formally X are the histories where
– the total time is ≤ T ,
– there is at most one Markovian transition in each grid interval,
– the Change transitions are taken only at times ℓκ or →(ℓκ).
Due to these restrictions, only a limited number of steps can be played up to
time T , hence, V is finite. For a vertex v ∈ V , we denote by (↓v) the last state of
all the histories in the class v. To comply with the definition of extensive-form
game, we divide the vertices where con takes decisions from the vertices where
env takes decisions and from the stochastic vertices. Hence, we set
V ′ = V ∪ Vi × {X} ∪ (V⊢ × {0,→ κ, κ} ∪ V+ × {→κ, κ} ∪ V⊣),
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where Vi are the vertices corresponding to immediate states, V⊢, V+, and V⊣ are
the vertices corresponding to timed states with total time ℓκ, ℓκ+ x and →ℓκ,
respectively, for some ℓ ∈ N0 and x ∈ (0, κ). The vertices are divided among the
players as follows.
– Vi ∪ V⊢ ∪ V+ are the vertices of the first player (player env) with actions
{v′ ∈ V | last(v) env→֒ last(v′)} ∪ {X} if v ∈ Vi, {0, κ,→ κ} if v ∈ V⊢, and
{κ,→ κ} if v ∈ V+;
– Vi × {X} are the vertices of the second player (player con) with actions
{v′ ∈ V | (↓v) con→֒ (↓v′)} for any vertex (v,X) of con;
– V⊢ × {0,→ κ, κ} ∪ V+ × {→κ, κ} ∪ V⊣ are the stochastic vertices.
Timed vertices with total time T are the terminal vertices, denoted Z. For all
other remaining vertices, the tree-like transition structure is defined as follows.
In a vertex v ∈ V , any action a ∈ {X, 0,→ κ, κ} leads to the vertex (v, a). In a
vertex v ∈ V ′, action v′ ∈ V leads to the vertex v′. The probability matrix P∆
for the stochastic vertices is defined as follows.
– For v ∈ V⊣ with h ∈ v and v′ ∈ V ′, we set P δ(v, v′) = P ′′(h, v′) where P ′′ is
induced by arbitrary strategies σ and π.
– For (v, a) ∈ (V⊢ × {0,→ κ, κ}) ∪ (V+ × {→κ, κ}) with h ∈ v and v′ ∈ V ′, we
set P δ((v, a), v′) = P ′′(h, v′) where P ′′ is induced by any strategy σ and a
grid strategy that chooses in h action a.
Each terminal vertex v ∈ Z has payoff u(v) associated: vertex of histories
that visit G in the first component have payoff 1, other vertices have payoff 0.
Recall that κ = n · δ. The observation sets for the first player are
H1 = {{v ∈ V ′ | (↓v) = (c, s, e), t is the total time of v, ⌊t/δ⌋ = i} | i ∈ N0, c ∈ C},
i.e. the vertices in one observation set agree on the first component of the last
state and on the total time up to the precision of δ. Observation sets for the
second player are singletons, i.e.
H2 = {{v} | v ∈ V ′},
A behavioural strategy of the first and the second player is a function that
assigns to each observation of the player a probability distribution over actions
available in this vertex. We denote these sets by Σ∆ and Π∆. Observe that the
strategies of player con and grid strategies of player env in the game G′′ coincide
with the strategies of the first and the second player in ∆. The value of the game
is defined as the expected payoff:
sup
σ∈Σ∆
inf
π∈Π∆
Eσ,π[u].
Notice that this definition is equivalent to the definition via reachability in the
main body. From these observations and from the construction we immediately
get that the values equal:
Lemma 7. We have that vG′′ = v∆ and any strategy of player 1 in v∆ corre-
sponds to a strategy of player con in G′′ guaranteeing the same value.
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E.5 Solution of the discrete game ∆
Lemma 8. The value v∆ and an optimal strategy can be computed in time poly-
nomial in |∆|.
Proof. Because the observation sets of player 1 form a tree such that each action
of player 1 results in a move in this tree, it is easy to see that ∆ satisfies the
condition of perfect recall (see [KMvS94]). The value and the optimal strategies
can be then computed using a linear program [KMvS94] of size linear in the
state space.
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