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Квалiфiкацiйна робота мiстить: 52 стор., 2 рисунки, 7 джерел.
Метою даної квалiфiкацiйної роботи є аналiз параметрiв
SNARK-доведень та обґрунтування властивостей триплетiв у
рекурсивних SNARK-доведеннях.
Пiд час виконання роботи було побудовано два алгоритми симуляцiї
доведення для протоколу zk-SNARK, в залежностi вiд моменту
отримання параметрiв для симуляцiї: пiд час налаштування чи пiсля.
Вперше було сформульовано та доведено властивостi триплетiв для
рекурсивних SNARK-iв. Отриманi результати можна використовувати
для подальшого розвитку протоколу SNARK-доведень та протоколу
Coda.




The qualification work contains 52 pages, 2 figures, 7 sources.
The goal of this qualification work is to analyze the parameters of
SNARK-proofs and substantiate the properties of triplets in recursive
SNARK-proofs.
During the work, two proof simulation algorithms were built for the zk-
SNARK protocol, depending on when the parameters for the simulation were
received: during configuration or after. For the first time, the properties of
triplets for recursive SNARKs were formulated and proved. The obtained results
can be used for further development of the SNARK-proof protocol and the Coda
protocol.
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ПЕРЕЛIК УМОВНИХ ПОЗНАЧЕНЬ, СКОРОЧЕНЬ I
ТЕРМIНIВ
zkp - zero-knowledge proof/protocol
nzkp - non-interactive zero-knowledge proof/protocol
nizk - non-interactive zero-knowledge
zk-SNARK- zero knowledge succinct non-interactive argument of
knowledge
ppt - probabilistic polynomial time
bpp - bounded-error probabilistic polynomial time
np - nondeterministic polynomial time
r1cs - rank 1 constraints system
qap - quadratic arithmetic program
mlp - multi-party
http (англ. Hyper Text Transfer Protocol) - протокол передачi даних,
що використовується в комп’ютерних мережах.
блокчейн, тобто ланцюжок блокiв транзакцiй — розподiлена база
даних, що зберiгає впорядкований ланцюжок записiв (так званих блокiв),
що постiйно довшає.
криптовалюта - вид цифрової валюти, емiсiя та облiк якої заснованi
на асиметричному шифруваннi i застосуваннi рiзних криптографiчних
методiв захисту.
bitcoin - електронна валюта, концепт якої був озвучений 2008 року
Сатосi Накамото, i представлений ним 2009 року, базується на
самоопублiкованому документi Сатосi Накамото.
гаманець - це якийсь аккаунт в платiжнiй системi або iнет-банкiнгу,
де вiдображається наявна кiлькiсть грошей.
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ВСТУП
Актуальнiсть дослiдження: питання приватностi є важливим
для нашого свiту. Приватнiсть даних, що вiдносяться до особистостi
людини (iдентифiкацiйний номер, номер паспорту, рахунок в банку,
облiковi записи), мають життєво необхiдне значення. В наш час людина
генерує дуже великий об’єм даних, як нiколи ранiше, частина яких
доступна всiм. Великi компанiї, такi як Google, Facebook, Amazon,
використовують нашi данi, щоб стати технологiчними гiгантами. Однак
прориви криптографiї та становлення блокчейну дають нам новi
можливостi захисту та iдентифiкацiї iнформацiї навiть вiд тих
органiзацiй, з якими ми взаємодiємо. Одною з найбiльш популярних
таких можливостей являється доведення без розголошення, а саме
протокол zk—SNARK. Доведення без розголошення бере початок з
1980—х рокiв, а протокол zk—SNARK, як рiзновид ZKP, вперше було
згадано в 2012р. Ця технологiя активно розвивається, одна iз причин
популярностi Zcash являються саме zk—SNARKs. В 2017 роцi Zcash
потрапив до ТОП—10 цифрових активiв за рiвнем капiталiзацiї - пряме
вiдображення популярностi криптовалюти. Враховуючи таку
популярнiсть валюти, постає питання безпечного використання
zk–SNARK. Одним iз ключових етапiв в протоколi є побудова доведення,
по якому верифiкатор дає вiдповiть так чи нi, i якщо мати таку
можливiсть симулювати коректнi доведення для zk—SNARK, можна
непогано так збагатитись. Саме це питання, способiв симуляцiї доведення,
буде розглядатись у цiй роботi. Окрiм способiв симуляцiї ми розглянемо
також поняття рекурсивних SNARKs.
Метою даної роботи є визначити, якi можливi способи симуляцiї
для SNARK-доведень, i що для цього потрiбно (мається на увазi данi).
Розглянути поняття рекурсивних доведень. В часностi сформулювати та
довести властивостi трiплетiв (англ. triplets), якими володiють рекурсивнi
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SNARK-доведення. Завдання даного дослiдження:
1) побудувати алгоритм симуляцiї доведення, для якого вхiдними
параметрами являються значення з налаштування SNARK протоколу;
2) побудувати алгоритм симуляцiї доведення, для якого вхiдними
параметрами являються значення, якi отримав зловмисний учасник,
небравший участi в налаштуваннi;
3) розглянути рекурсивнi доведення;
4) довести сформульованi властивостi трiплетiв у SNARK-доведення;
Об’єкт дослiдження - процес побудови доведення у протоколi
zk—SNARK та аналiз параметрiв, якi потрiбнi для цього. Також об’єктом
дослiдження є трiйки, якi необхiдно задати для рекурсивних SNARKs.
Предмет дослiдження - являється структура алгоритму побудови
доведення для SNARK та трiйки для задання рекурсивних.
Наукова новизна: вперше були розглянутi способи симуляцiї
доведення для SNARK-доведень, в залежностi вiд тих параметрiв, що
були отриманi пiд час етапу налаштування SNARK-у та пiсля етапу
налаштування. Також в даному дослiдженнi вперше було сформовано та
доведено властивостi трiплетiв для рекурсивних SNARK-доведень.
Результати моєї робити можна використати для подальшого розвитку
протоколу SNARK-доведень[4] та Coda protocol[7].
Практичне значення: результати даної роботи допоможуть
покращити алгоритм побудови доведення для zk—SNARK з сторони
безпеки та бiльш точно будувати основу для задання рекурсивних
SNARK-доведень.
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1 ДОВЕДЕННЯ БЕЗ РОЗГОЛОШЕННЯ ТА РЕКУРСИВНI
ДОВЕДЕННЯ
У даному роздiлi спочатку розглядаються базовi поняття доведення
без розголошення. Далi описуються двi форми доведення без
розголошення: iнтерактивна i неiнтерактивна. Також в даному роздiлi
розглядається протокол Шнорра, як приклад iнтерактивної форми ZKP.
У кiнцi приводиться приклад неiнтерактивної форми ZKP, що
називається zk—SNARK. zk—SNARK є ключовим об’єктом нашого
дослiдження, тому що дане дослiдження описує саме способи симуляцiї
для zk—SNARK.
1.1 Базовi поняття
Анонiмнiсть транзакцiй — одна з причин популярностi криптовалют
та широкого поширення технологiї блокчейну, але далеко не всi цифровi
монети являються повнiстю анонiмними. (Анонiмна або орiєнтована на
конфiденцiйнiсть монета — це рiзновид криптовалют, що забезпечують
конфiденцiйнiсть i анонiмнiсть своїх користувачiв). Наприклад, через
блокчейн можна прослiдкувати транзакцiї в мережi Bitcoin, обчисливши
адрес гаманця вiдправителя та отримувача, а сума переказу взагалi
вiдома спочатку. Це ставить пiд удар конкуренцiю криптовалют з
стандартними банкiвськими платiжними системами. Вiдомий пiдприємець
та криптоiнвестор, Стiв Уотерхаус (англ. Steve Waterhouse), привiв
вдалий приклад, вiн сказав, що якщо Bitcoin — це протокол передачi
даних http для фiнансового ринку, то Zcash — це протокол https
(протокол з пiдтримкою шифрування задля пiдвищеної безпеки).
Бiльшiсть криптоентузiастiв погодились з даною аналогiєю. Zcash
традицiйно вважають анонiмною та захищеною криптовалютою. 20 сiчня
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2016 року було об’явлено про створення нової криптовалюти Zcash.
Zcash(ZEC) — перша в свiтi анонiмна криптовалюта з вiдкритим
вихiдним кодом на базi блокчейну, а також однойменна платiжна система.
На вiдмiну вiд iнших анонiмних цифрових активiв, Zcash використовує
криптографiчнi методи на основi доведення без розголошення, даний
пункт (1.1) приводить базовi поняття про нього. А також ключовою
вiдмiннiстю являється протокол zk—SNARK (який є основним об’єктом
нашого дослiдження, та опис якого приводиться у пунктi (1.4), працює на
основi доказу з нульовим розголошенням, кодуючи деякi правила
консенсусу в мережi. В результатi формується захищений реєстр даних
без розкриття iнформацiї про сторони i суму транзакцiй. А тепер
наведемо деякi визначення технологiї доведення без розголошення—ZKP.
Доведення без розголошення (англ. zero—knowledge proof,
zero—knowledge protocol) — протокол доведення однiєю стороною (її
називають англ. prover) iстиннiсть твердження (зазвичай математичного)
iншiй сторонi (її називають англ. verifier) без розкриття жодної
iнформацiї, окрiм достовiрностi твердження.
Нехай 𝐹 = {0,1}, 𝐿 є мовою. Нагадаємо, що 𝐿 ∈ 𝑁𝑃 означає
iснування детермiнованого алгоритму 𝑉 : 𝐹 * × 𝐹 * → {0,1} i, якщо 𝑥 ∈ 𝐿,
означає, що iснує 𝑃 ∈ 𝐹 *, такий що 𝑉 (𝑥, 𝑃 ) = 1 з |𝑃 | < 𝑝𝑜𝑙𝑦 (|𝑥|). Ми
кажемо, що 𝑃 є коротким доведенням (англ. «short proof») того, що
𝑥 ∈ 𝐿.
Позначимо 𝐿 ⊆ 𝐹 *, тодi система доведення з нульовим
розголошенням для 𝐿 є пара (𝑃 , 𝑉 ), що задовiльняє таким властивостям:
1) Повнота (англ. completeness): якщо твердження є iстинним, то
чесний 𝑃𝑟𝑜𝑣𝑒𝑟 завжди переконає в цьому чесного 𝑉 𝑒𝑟𝑖𝑓𝑖𝑒𝑟.
∀𝑥 ∈ 𝐿, 𝑃𝑟 [(𝑃 , 𝑉 ) [𝑥] = 1]→ 1 (1.1)
2) Коректнiсть (англ. soundness): якщо 𝑃𝑟𝑜𝑣𝑒𝑟 — зловмисник, то
ймовiрнiсть того, що 𝑃𝑟𝑜𝑣𝑒𝑟 доведе iстиннiсть твердження знехтовно
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мала.







3) Нульове розголошення (англ. zero-knowledge): якщо твердження,
що тримає в секретi 𝑃𝑟𝑜𝑣𝑒𝑟, є iстинним, то жодний зловмисний 𝑉 𝑒𝑟𝑖𝑓𝑖𝑒𝑟
не зможе дiзнатися нiчого про твердження, окрiм його iстинностi. Система
доведення (𝑃 , 𝑉 ) для мови 𝐿 є з нульовим розголошенням, якщо для будь-
якого PPT (англ. probabilistic polynomial time) 𝑉 𝑒𝑟𝑖𝑓𝑖𝑒𝑟 − 𝑉 (зловмисний
𝑉 𝑒𝑟𝑖𝑓𝑖𝑒𝑟) вiдомий очiкуваний PPT симулятор такий що:
∀𝑥 ∈ 𝐿, 𝑧 ∈ {0,1}* : 𝑉 𝑖𝑒𝑤𝑉 * [𝑃 (𝑥)↔ 𝑉 * (𝑥,𝑧)] = 𝑆 (𝑥,𝑧) (1.3)
(1.3) дане твердження означає, що у результатi взаємодiї сторони 𝑃 з
зловмисним 𝑉 𝑒𝑟𝑖𝑓𝑖𝑒𝑟 𝑉 * нiякої додаткової iнформацiї про твердження 𝑉 *
не дiзнається. Отже, бесiда з 𝑃𝑟𝑜𝑣𝑒𝑟 не може навчити 𝑉 * обчислювати те,
що ранiше вiн не змiг би.
Також треба вiдмiтити те, що ZKP не є доведенням в математичному
сенсi, тому що iснує знехтовно мала ймовiрнiсть (англ. soundness error) того
що, нечесний 𝑃𝑟𝑜𝑣𝑒𝑟 переконає 𝑉 𝑒𝑟𝑖𝑓𝑖𝑒𝑟 в iстинностi хибного твердження.
Наведемо деякi означення з теорiї складностi (англ. complexity
theory).
Введемо поняття BPP (англ. bounded-error probabilistic polynomial
time) — це клас вирiшення задач, що вирiшуються ймовiрнiстною машиною
Тьюрiнга за полiномiальний час з ймовiрнiстю помилки ≤ 1÷ 3 для будь—
якого входу.
Неважко замiтити, що якщо для мови 𝐿 визначено ZKP, i у якiй
надсилається лише одне повiдомлення, то 𝐿 ∈ 𝐵𝑃𝑃 .
У даному пунктi ми описали базовi поняття протоколу ZKP, що
використовуються в Zcash. В наступному пунктi розглянемо базову
форму ZKP, яка була створена у 1989 роцi.
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1.2 Iнтерактивна форма ZKP
Доведення без розголошення бере початок з статтi Гольдвассер Ш.,
Мiкалi С., Ракофф Ч. «The knowledge complexity of interactive proof
systems»[1]. Бiльшiсть робiт того часу фокусувались на системах
доведення коректностi, тобто на тих випадках, коли зловмисний 𝑃𝑟𝑜𝑣𝑒𝑟
старається пiдсунути хибне твердження 𝑉 𝑒𝑟𝑖𝑓𝑖𝑒𝑟. Але Гольдвассер,
Мiкалi та Ракофф розглянули протилежну сторону цiєї проблеми.
Замiсть того, щоб недовiряти 𝑃𝑟𝑜𝑣𝑒𝑟, вони спитали : що буде, якщо ми
недовiрятимемо 𝑉 𝑒𝑟𝑖𝑓𝑖𝑒𝑟? Особливо їх хвилювала витiчка iнформацiї. Те,
що запропонували Гольдвассер, Мiкалi, Ракофф стало надiєю на появу
нових методiв пiдтвердження.
В цiй роботi[1] вченi описали iєрархiю iнтерактивних систем з
доведенням, саме в цiй статтi вперше було описано ZKP. Вченi також
запропонували перший приклад доведення без розголошення — доведення
базувалось на знаннi квадратичного лишку по заданому модулю.
В даному пунктi описується iнтерактивна форма ZKP. Властивостi
та поняття, що були приведенi в пунктi (1.1) стосуються саме
iнтерактивної форми доведення без розголошення. Також буде
приведений приклад протоколу Шнорра.
Протокол Шнорра
Шнорр 1991р. запропонував наступний протокол, який є гарним
прикладом iнтерактивного доведення без розголошення. Доведення в
даному протоколi базується на знаннi дискретного логарифму. Нехай
𝐺𝑞 — циклiчна група, порядку 𝑞 з генератором 𝑔. 𝑃𝑟𝑜𝑣𝑒𝑟 знає дискретний
логарифм такий, що 𝑥 = 𝑙𝑜𝑔𝑔 ℎ й хоче довести це 𝑉 𝑒𝑟𝑖𝑓𝑖𝑒𝑟.
Алгоритм доведення для протоколу Шнорра
Публiчнi параметри: 𝑔 , ℎ.
Приватний параметр: 𝑥 , який вiдомий лише сторонi 𝑃 (𝑥 = 𝑙𝑜𝑔𝑔 ℎ).
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1) 𝑃 → 𝑉 , сторона 𝑃 вибирає довiльне 𝑟 ∈ 𝑍𝑞 , i надсилає 𝑎 = 𝑔𝑟.
2) 𝑃 ← 𝑉 , сторона 𝑉 вибирає 𝑏←𝑅 𝑍𝑞, i надсилає 𝑏.
3) 𝑃 → 𝑉 , сторона 𝑃 надсилає 𝑐 = 𝑟 + 𝑥𝑏 (𝑚𝑜𝑑 𝑞).
4) Перевiрка. Сторона 𝑉 перевiряє, що 𝑎ℎ𝑏 = 𝑔𝑐.
Наведемо декiлька зауважень вiдносно протоколу Шнорра, якi є
необхiдними для коректної роботи протоколу.
Зауваження 1. Якщо 𝑍𝑞 мiстить вiдносно малу кiлькiсть елементiв,
то протокол не є досить корисним. Оскiльки протокол Шнорра є прикладом
iнтерактивної форми, а вона в свою чергу є iмовiрнiстною формою, для
даної форми важливим являється кiлькiсть випробувань (тобто величина
|𝑍𝑞|).
Зауваження 2. Якщо 𝑍𝑞 мiстить вiдносно велику кiлькiсть
елементiв, то протокол може неправильно працювати.
Отже, вiдповiдно зауваженням 1 та 2, важливим є знайти компромiс
для розмiру |𝑍𝑞|.
Перша форма, що була створена, доведення без розголошення є
iнтерактивною. Тобто iнтерактивний ZKP це протокол, що вiдповiдає
властивостям (1), (2), (3). Дана форма ZKP передбачає взаємодiю мiж
стороною, що доводить iстиннiсть твердження, та стороною, що перевiряє
iстиннiсть.
Опишемо роботу iнтерактивних доведень. Iнтерактивнi доведення
характеризуються двома властивостями повнотою (англ. сompleteness) та
коректнiстю (англ. soundness). Обчислення в данiй формi вiдбувається за
рахунок обмiну повiдомлення мiж двома сторонами 𝑃 та 𝑉 . Даний
приклад (протокол Шнорра) є чудовим прикладом iнтерактивного
доведення, тому що передбачає спiлкування мiж двома сторонами.
Приведемо опис одного раунду при iнтерактивному доведеннi,
cторона, що доводить iстиннiсть твердження — 𝑃 , сторона, що його
перевiряє — 𝑉 :
1) 𝑃 → 𝑉 : свiдчення (англ. witness)
2) 𝑃 ← 𝑉 : виклик (англ. challendge)
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3) 𝑃 → 𝑉 : вiдповiдь (англ. response)
Як ми бачимо, спочатку 𝑃 стверджує про iстиннiсть секретного
твердження, не розголошуючи його. По цьому секретному твердженнi
обчислюється i публiкується вiдкритий ключ. 𝑉, оцiнивши публiчний
ключ, надсилає 𝑃 виклик, деяке питання, яке перевiряє, що 𝑃 дiйсно знає
твердження. У вiдповiдь на питання 𝑉 , сторона 𝑃 надсилає вiдповiдь на
питання. Данної iнформацiї вистачає, для того щоб 𝑉 впевнився у тому,
що 𝑃 знає твердження. Раунди можна повторювати безлiч разiв, поки
ймовiрнiсть того, що 𝑃 «вгадує» вiдповiдi не буде близькою до нуля.
Пiдсумуємо, iнтерактивна форма ZKP є початковою формою даного
протоколу. Iнтерактивний протокол базується на раундах, чим бiльше
раундiв, тим точнiше робиться аналiз знання свiдчення. Ця форма є
ефективною, коли в блокчейн мережi невелика кiлькiсть учасникiв, тому
що даний процес взаємодiї потрiбно буде повторити знову i знову для
кожного члена мережi, оскiльки просто наблюдаючи вiн не погодиться з
вами. Якщо кiлькiсть членiв в мережi буде великою, то це буде
проблемою. На допомогу приходить iнша форма доведення без
розголошення, яка буде розглянута в наступному пунктi.
1.3 Неiнтерактивна форма ZKP
Даний пункт розглядає форму ZKP для якої взаємодiя мiж
сторонами не потрiбна, ця властивiсть є важливою, коли в мережi
блокчейн велика кiлькiсть учасникiв. Саме NZKP[2] є основою для
zk-SNARK. Сторона 𝑃 , що доводить знання секретного твердження,
вiдправляє лише одне повiдомлення (зазвичай математичне доведення)
сторонi 𝑉 , що легко або приймає доведення, або нi.
Система доведення NZKP[2] для деякого 𝑥 ∈ 𝐿, з секретним
твердженням 𝜔, це множина ефективних (𝑃𝑃𝑇 ) алгоритмiв (𝐾,𝑉 ,𝑃 )
таких що:






публiчну величину (англ. «public string»).
2) Генератор доведення: 𝜋 ← 𝑃 (𝜎,𝜔,𝜋) сторює доведення.
3) Алгоритм перевiрки: {0,1} ← 𝑉 (𝜎,𝑥,𝜋) приймає/вiдхиляє
доведення.
Данi алгоритми, якi задовiльняють властивостям повноти, коректностi та
нульового розголошення, що наведенi нижче.
Зауваження: Будемо вважати, що 𝑥 має полiномiально обмежену
довжину, тобто будемо розглядати мову 𝐿
⋂︀
{0,1}𝑃 (𝑘).
Опишемо властивостi для NZKP:
1) Повнота (англ. completeness). ∀𝑥 ∈ 𝐿, 𝜔 ∈ 𝑅𝐿 (𝑥):
𝑃𝑟[𝜎 ← 𝐾(1𝑘); 𝜋 ← 𝑃 (𝜎, 𝑥, 𝜔) : 𝑉 (𝜎, 𝑥, 𝜋) = 1] = 1 (1.4)
2) Коректнiсть (англ. soundness).
𝑃𝑟𝜎[𝜎 ← 𝐾(1𝑘);∃ (𝑥, 𝜋) така, що 𝑉 (𝜎, 𝑥 ,𝜋) = 1] = 0 (1.5)
3) Нульове розголошення (англ. zero-knowledge). Дана властивiсть
гарантує те, що пiд час генерацiї ключiв, етапу налаштування (англ.
setup) нiяких даних про твердження жоден з сторони 𝑉 не дiзнається,
окрiм iстиностi твердження.
Саме неiнтерактивна форма зараз використовується для бокчейну.
Неiнтерактивна форма дозволяє довести твердження великiй кiлькостi
учасникiв мережi, тобто сторона 𝑃 створила доведення, виклала його в
блокчейн мережу, i будь-який чесний 𝑉 𝑒𝑟𝑖𝑓𝑖𝑒𝑟 може впевнитись в даному
доведеннi. Якщо аналiзувати з сторони конфiденцiйностi, то дана форма
являється бiльш безпечною, тому що вiдсутнiсть взаємодiї мiж сторонами
дає нам бiльшу впевненiсть в тому, що нiякої витiчки iнформацiї пiд час
взаємодiї не вiдбудеться. Iнтерактивна форма потребує взаємодiї сторiн,
але якщо одна сторона дає вiдповiдь дуже довго, або вiдстань мiж
сторонами є доволi великою, або з iнших технiчних проблем, постає
проблема взаємодiї. I рiшення для цього являється NZKP. Але для
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неiнтерактивної форми алгоритми генерування початкових аргументiв,
генерування доведення є бiльш комплексними, тому що для протоколу ми
це робимо лише раз. Давайте розглянемо найбiльш ефективну та
популярну реалiзацiю NZKP — zk-SNARK.
1.4 zk-SNARK, як приклад NZKP
Одним з найбiльш вивчених, а що важливiше реалiзованих
являється протокол zk-SNARK[3]. Даний протокол забезпечує
конфiденцiйнiсть та приватнiсть в Zcash. zk-SNARK робить перевiрки
бiльш ефективними, використовує менше даних та пам’ятi пiд час
перевiрки — життєво важлива функцiя для блокчейну, де пам’ять та
простiр є дуже важливим для пiдтримки мережi на плаву. Команда
Zcash, розумiючи важливiсть даної технологiї, активно розвиває проект. В
серединi 2018 року вийшло оновлення, що пришвидшило обчилення та
генерацiю zk-SNARK пiдтверджень в 5 разiв. А тепер перейдемо до бiльш
детального опису цього «магiчного» протоколу.
Для початку розшифруємо акронiм у назвi пункту, вiн означає англ.
zero-knowledge Succinct Non-Interactive Argument of Knowledge. Нульове
розголошення у цiй назвi означає, що zk-SNARK дотримується протоколу
ZKP, тобто сторона 𝑃 , доводить iстиннiсть твердження сторонi 𝑉 , без
розголошення самого твердження. Стислий (англ. succinct) доказ в
zk-SNARK означає, що верифiкувати доказ можна за мiлiсекунди, займає
вiн лише кiлька сотень байтiв. Non-Interactive означає, що сторона 𝑃
надсилає сторонi 𝑉 лише один доказ, тобто взаємодiї мiж ними немає, ця
форма ZKP описана у попередньому пунктi. Перейдемо до «аргументiв»,
як частини даного акронiму. zk-SNARK являється
обчислювано—обгрунтованою технологiєю, а це означає, що зловмисний
𝑉 𝑒𝑟𝑖𝑓𝑖𝑒𝑟 має дуже низький шанс обхитрити систему. Ця властивiсть
передбачає те, що сторона 𝑉 має обмежену обчислювану потужнiсть.
zk-SNARK складається з трьох ефективних алгоритмiв (𝐺,𝑃 ,𝑉 ):
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1) Генератор ключiв 𝐺: отримує на вхiд секретний параметр 𝜆 i
програму 𝑐 i генерує два загальнодоступнi ключi (англ. publicly available
keys), 𝑝𝑘 ключ для доведення (англ. proving key) та 𝑣𝑘 ключ для
верифiкацiї (англ. verification key). Данi ключi являються публiчними i
генеруються лише один раз для заданої програми.
2) Алгоритм побудови доведення 𝑃 : отримує на вхiд ключ
доведення 𝑝𝑘, публiчний параметер 𝑥 та секретний параметер 𝜔 (англ.
witness). Алгоритм генерує доведення 𝜋 = 𝑃 (𝑝𝑘,𝑥,𝜔).
3) Verifier 𝑉 : отримує на вхiд ключ 𝑣𝑘, публiчний параметер 𝑥, та
доведення 𝜋, пiсля обчислення повертає 1, якщо доведення коректне, 0 -
якщо iнакше.
Хочу також пiдкреслити увагу на секретному параметрi 𝜆. Зазвичай той,
хто знає цей параметр може сформулювати доведення, що приведенi в (2)
пунктi. Тому в реальних додатках, цьому параметру придiляється
особлива увага. В наступних роздiлах буде на цьому наголошено.
Найбiльш ефективним zk-SNARK вважається запропонований Гроссом[4],
який побудований для QAP[5] та працює в бiлiнiйних групах, саме його
ми будемо використовувати у подальших роздiлах.
1.5 Рекурсивнi доведення
Для рекурсивної системи важливим є поняття «Incremental
Verifiable Computation», пiд час побудови доведення, ми обов’язково
враховуємо попереднi обчислення. Нехай 𝑅 , 𝑉 ∈ 𝑁𝑃. Функцiя 𝑉 —
функцiя перевiрки доведення, вiдносно протоколу SNARK-доведень це
𝑉 𝑒𝑟𝑖𝑓𝑖𝑒𝑟. Опишемо «простi» приклади:
– «Proof of a proof»: побудоване доведення 𝜋1 свiдчить про знання
доведення 𝜋0, таке що для публiчного входу 𝑥, секретного твердження 𝜔
𝜋1 ← 𝑃 (𝑥, 𝜔) (алгоритм побудови доведення) i 𝑉 (𝑥, 𝜋0) = 1
– «Proof of a proof of a proof...» побудоване доведення 𝜋2 свiдчить про
знання 𝜋1, що перевiряє доведення 𝜋0;
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Таким чином, ми отримуємо систему рекурсивних доведень. Описується це
наступною схемою.
В загальних системах доведення 𝑃𝑟𝑜𝑣𝑒𝑟 створює доведення 𝜋, що
вiн знає деякий публiчний вхiд 𝑥, та секретний вхiд 𝜔, для деякого
𝑁𝑃—вiдношення 𝑅, заданого арифметичною схемою, тобто 𝜋 свiдчить
про те, що 𝑅(𝑥,𝜔) = 1. Потiм 𝑉 𝑒𝑟𝑖𝑓𝑖𝑒𝑟 перевiряє, що 𝜋 валiдний, при
цьому вiн поверне 1, якщо це так. Ця перевiрка може бути виражена, як
𝑁𝑃—вiдношення 𝑅′, таке що 𝑅′(𝑥,𝜋) = 𝑉 (𝑥,𝜋) для всiх валiдних входiв
верифiкатора. Таким чином, ми можемо створювати докази, якi
засвiдчують коректнiсть iнших доказiв.
У найпростiшому випадку рекурсивнi докази iндуктивно докажуть
коректнiсть вiдношення 𝑅. Iншими словами, у нас буде «базове»
доведення 𝜋0, що свiдчить про те, що 𝑃𝑟𝑜𝑣𝑒𝑟 знає деякий вхiд (𝑥0,𝜔0),
такий що 𝑅(𝑥0,𝜔0) = 1. Тодi доведення 𝜋𝑛(n>0) доведе, що 𝑃𝑟𝑜𝑣𝑒𝑟 знає
(𝑥𝑛,𝜔𝑛), такий що 𝑅(𝑥𝑛,𝜔𝑛) = 1 i 𝜋𝑛−1 було засвiдчено знання (𝑥𝑛−1,𝑤𝑛−1).
Як можна це зробити? Спочатку будується схема 𝐶𝑉 для
𝑉 𝑒𝑟𝑖𝑓𝑖𝑒𝑟-a. Тодi будується схема 𝐶 за домогою якої ми легко перевiряємо
𝑅(𝑥0,𝜔0) = 1 (для базового випадку) або 𝑅(𝑥𝑖,𝜔𝑖) = 1, а потiм перевiряє,
що 𝑉 (𝑥𝑖,𝜋𝑖−1) = 1. Описана вище процедура називається рекурсивним
доведенням. Вiдповiдно до рекурсивних SNARK-доведень, рекурсiя
доведення використовуюється, коли ми не викладаємо елементи груп, якi
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були побудованi пiд час алгоритму (2), а доводимо їх знання. Звiдси
випливає потреба у двох рiзних трiплетах: один для створення доведення,
а iнший для валiдацiї. Вперше поняття рекурсивних SNARK-доведень
було описано в протоколi Coda[7]. Але в даному протоколi не було
сформульовано вимог до властивостей трiплетiв, що потрiбнi для
протоколу. Отже, одним з головних завдань мого дослiдження являється:
формулювання та доведення властивостей трiплетiв для рекурсивних
SNARK-доведень.
Висновки до роздiлу 1
В даному роздiлi розглянуто протокол доведення без розголошення
та рекурсивнi доведення. Було описано двi форми ZKP, а також
приведенi приклади для них. В кожному пунктi було описано переваги та
недолiки використання тої чи iншої форми. Також було приведено опис
зв’язку протоколу доведення без розголошення з блокчейн технологiєю.
Ми розглянули протокол zk-SNARK, як практичну реалiзацiю ZKP.
zk-SNARK - є дуже перспективною технологiєю, оскiльки навiдмiнно вiд
Bitcoin, вона гарантує приватнiсть транзакцiй, переведень, рахункiв.
Користувач тепер може бiльше довiряти додатку, що побудований на цiй
технологiї. Саме zk-SNARK дають новий подих для блокчейну та
криптовалют у боротьбi з банкiвськими системами. Конфiденцiйнiсть
тепер не є проблемою для блокчейну з використанням zk-SNARK.
Наступнi компанiї вже застосували zk-SNARK у своїх проектах:
– QED-it - iзраїльська компанiя, що використовуює SNARK для
аудиту фiнансових установ;
– NuCypher - проект ICO, який спецiалiзується на повторному
шифруваннi проксi;
– Nuggets забезпечує можливiсть захисту даних iнтернет-магазинiв;
Отриманi знання у першому роздiлi допоможуть нам описати бiльш
детально побудову zk-SNARK у другому роздiлi.
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2 ПОБУДОВА ZK-SNARK
У даному роздiлi буде детально описана побудова zk-SNARK.
Спочатку буде описано перехiд до QAP рiвняння, яке є ключовим для
zk-SNARK. Багато уваги буде придiлено етапу налаштування (англ.
setup), як одного з ключових етапiв побудови. Також буде розглянуто
багаторазовi обчислення (англ. multi-party calculations). Пiсля етапу
налаштування ми покажемо, як будується доведення (англ. proof) в
zk-SNARK. Алгоритм побудови є важливим, оскiльки вiн безпосередньо
впливає на побудову симуляцiї доведення. Опишемо коректнiсть
(англ.сorrectness) та верифiкацiю доведення.
2.1 Перехiд вiд R1CS до QAP
На високому рiвнi zk-SNARK починають роботу з того, що
перетворюють свiдчення, що хоче довести 𝑃𝑟𝑜𝑣𝑒𝑟 в еквiваленту форму
алгербаїчних рiвнянь. I наступним кроком є приведення до QAP.
Алгоритм побудови доведення для zk-SNARK не можна вiдтворити
без використання QAP. Для нього також можливi передобчислення. В
даному пунктi ми розглянемо, як перейти з схеми R1CS до QAP.
Покладемо 𝑝 - велике просте число, 𝐹𝑝 - скiнчене поле. Вiзьмемо
елементи поля: 𝑢𝑖,𝑞 , 𝑣𝑖,𝑞 , 𝑤𝑖,𝑞 ∈ 𝐹𝑝 , дe 𝑖 = 0, 𝑚, 𝑞 = 0, 𝑛. Наша мета:










𝑎𝑖 𝑤𝑖,𝑞, де 𝑞 = 1,𝑛 (2.1)
Дану систему (2.1) називають (англ.) «Rank 1 Constraints System», або
R1CS. Спочатку покажемо, як можна (2.1) перетворити в одне
полiномiальне рiвняння. Перепишемо нашу мету мовою полiномiв.
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Побудуємо 3 (𝑚+ 1) полiномiв:
𝑢𝑖(𝑥), 𝑣𝑖(𝑥), 𝑤𝑖(𝑥) ∈ 𝐹𝑝[𝑋], 𝑖 = 0,𝑚 (2.2)
такi, що для деякого визначеного набору 𝑟1, ... , 𝑟𝑚 (зазвичай 𝑟𝑞 = 𝑞,
𝑞 = 1, 𝑛) заданi полiноми отримують вiдповiднi значення:
𝑢𝑖(𝑟𝑞) = 𝑢𝑖,𝑞 , 𝑣𝑖(𝑟𝑞) = 𝑣𝑖,𝑞 , 𝑤𝑖(𝑟𝑞) = 𝑤𝑖,𝑞 , 𝑖 = 0, 𝑚 , 𝑞 = 1, 𝑛 (2.3)
Для спрощення, ми вважатимемо 𝑟𝑞 = 𝑞, 𝑞 = 1, 𝑛 , рiвняння (2.3) можна
переписати наступним чином:
𝑢𝑖(𝑞) = 𝑢𝑖,𝑞 , 𝑣𝑖(𝑞) = 𝑣𝑖,𝑞 , 𝑤𝑖(𝑞) = 𝑤𝑖,𝑞 , 𝑖 = 0, 𝑚 , 𝑞 = 1, 𝑛 (2.4)
Для побудови полiномiв (2.2) з обмеженнями (2.4), використаємо формулу
Лагранжа[6], кожен полiном (2.2) має степiнь ≤ 𝑛− 1.
Завдяки нашiй побудовi, ми зможемо сказати, що (2.1) виконується,









𝑎𝑖 𝑤𝑖(𝑥), де 𝑥 ∈ {1,2,...,𝑛} . (2.5)
Тепер нашою метою є довести, що вiдомi такi 𝑎0, 𝑎1,..., 𝑎𝑚 ∈ 𝐹𝑝 , що












Вiдповiдно до (2.5) i (2.6), елементи {1,2,...,𝑛} є коренями полiнома 𝑔 (𝑥).
За теоремою Безу це еквiвалентно до:
𝑔(𝑥)
...(𝑥− 𝑞) , 𝑞 = 1,𝑛. (2.7)
Всi полiноми (𝑥− 𝑞) , 𝑞 = 1, 𝑛 являються незвiдними i попарно простими,








Обозначимо 𝑡 (𝑥) =
∏︀𝑛
𝑞=1 (𝑥− 𝑞). Тепер ми можемо переписати (2.8), як
𝑔 (𝑥)
... 𝑡 (𝑥).
Зараз наша мета довести, що iснуть такi 𝑎0, 𝑎1,..., 𝑎𝑚 ∈ 𝐹𝑝 , що
𝑞(𝑥)






























Отже, ми звели наше початкове положення до наступного (англ.
Constructing Non-Interactive Zero Knowledge Arguments for Quadratic
Arithmetic Program (NIZK Arguments for QAP)):














I конгуренцiю, яка описана в (2.10), ми будемо називати (англ.) Quadratic
Arithmetic Program (QAP).
В теорiї будь-яку задачу, твердження можна звести до арифметичної
схеми, що в подальшому можна буде перетворити в рiвняння (2.10). А це
означає унiверсальнiсть zk-SNARK.
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Отже, ми розглянули перехiд до QAP рiвняння. Треба зауважити
те, що протокол zk-SNARK не може бути застосований до будь-якої
обчислювальної задачi, спочатку цю задачу треба привести до правильної
форми. Правильна форма для zk-SNARK — це QAP. Тепер перейдемо до
початкового етапу zk-SNARK.
2.2 Опис етапу налаштування в zk-SNARK
В даному пунктi буде розглянуто етап налаштування. Його також
називають довiреним налаштуванням (англ. trusted setup). Найпростiший
спосiб згенерувати публiчнi параметри — зробити це так, щоб одна
довiрена сторона це зробила. Але це є небезпечно та критично, оскiлькi
всiм вiдома приказка «довiряй, але перевiряй». Тому етап налаштування є
досить складним, i в якому бере участь декiлька сторiн, кожна з яких
контролює дiї iнших.
Для zk-SNARK важливим є етап налаштування публiчних
параметрiв, якi потрiбнi для побудови доведення та для перевiрки.
Важливою умовою є видалення секретних параметрiв, що беруть участь у
налаштуваннi, пiсля завершення етапу.
Ми описали нашу мету в пунктi (2.1), використавши конгуренцiю
(2.10). В цьому пунктi ми почнемо конструювати NIZK аргументи. Перша
частина побудови zk-SNARK називається налаштуванням (англ. setup). В
налаштуваннi вiдбуваютсья всi передобчислення, якi потрiбнi для
доведення (англ. proving) та верифiкацiї (verification).
Використовуючи MLP обчислення, учасники визначають певнi
змiннi, якi потiм будуть використанi стороною 𝑃 та стороною 𝑉.
Деякi з цих значень вiдомi тiльки одному з учасникiв, iншi значення
iншим учасникам. В даному пунктi буде детально описано, як
використовуються MLP обчислення.
Зауважимо що, в загальному, деякi змiннi 𝑎0, 𝑎1,..., 𝑎𝑚 ∈ 𝐹𝑝 можуть
бути також вiдомi всiм учасникам. Без втрати загальностi, ми
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припускаємо, що 𝑎0, 𝑎1,..., 𝑎𝑙 ∈ 𝐹𝑝 вiдомi (також може бути, що 𝑙 = 0) i
𝑎𝑙+1, 𝑎𝑙+2,..., 𝑎𝑚 ∈ 𝐹𝑝 вiдомi лише 𝑃𝑟𝑜𝑣𝑒𝑟. Значення 𝑎0, 𝑎1,..., 𝑎𝑙 ∈ 𝐹𝑝
називаються «заявами» (англ. «statements»), значення
𝑎𝑙+1, 𝑎𝑙+2,..., 𝑎𝑚 ∈ 𝐹𝑝 називаються «свiдченнями» (англ. «witnesses»).
𝑃𝑟𝑜𝑣𝑒𝑟 повинен довести, що вiн знає такi свiдчення, що для заданих заяв,
заданих полiномiв 𝑢𝑖 (𝑥) ,𝑣𝑖 (𝑥) ,𝑤𝑖 (𝑥) , 𝑖 = 0,𝑚 та заданого
𝑡 (𝑥) =
∏︀𝑛
𝑞=1(𝑥− 𝑞) виконується конгуренцiя (2.10).
Далi ми будемо використовувати визначення та позначення з пункту
(2.1). Ми також використовуватимемо деякi позначення з [4], але деякi нашi
позначення вiдрiзняються.
Наведемо опис деяких об’єктiв для подальшого розгляду. Введемо
трiйку, TR = (G1,G2,GTG), що складається з трьох груп G1,G2,GTG, якi
вiдповiдають таким властивостям:
– |G1| = |G2| = |GTG| = 𝑝 , де 𝑝 велике просте число з частини (2.1);
– функцiю спарювання, визначимо наступним чином
𝑒 : G1 ×G2 → GTG — це бiлiнiйна карта (англ. bilinear map);
– 𝐺1 ∈ G1 генератор групи G1, 𝐺2 ∈ G2 генератор групи G2 i
𝐺𝑇𝐺 = 𝑒 (𝐺1,𝐺2) ∈ GTG генератор групи GTG.
Вiдповiдно до [4] «це є ефективнi алгоритми для обчислення групових
операцiй, обчислення бiлiнiйної карти, вирiшення про належнiсть до
групи, вирiшення рiвностi групових елементiв та генераторiв груп».
Наведемо декiлька зауважень про трiйку TR.
Зауваження 1. На сьогоднi iснує лише один тип для вiдповiдних груп
G1 , G2 та GTG : G1 пiдгрупа елiптичної кривої 𝐸 (𝐹𝑟) над простим полем
𝐹𝑟; G2 пiдгрупа елiптичної кривої 𝐸 (𝐹𝑟𝑘) над розширенням поля 𝐹𝑟𝑘 ; i
GTG пiдгрупа 𝐹 *𝑟𝑘 .
Пiдгрупи G1 , G2 повиннi мати наступнi властивостi:
1) G1
⋃︀
G2 = {𝑂} , де 𝑂 являється нейтральним елементом
елiптичної кривої 𝐸 (𝐹𝑟𝑘);
2) 𝑒 : G1 ×G2 → GTG - спарювання на елiптичних кривих.
Зауваження 2. Постає питання: чому ми вимагаємо, щоб порядок груп
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G1 , G2 та GTG був рiвний характеристицi поля 𝐹𝑝 , де 𝐹𝑝 поле над яким
ми будували R1CS в частинi (2.1) ?
Це зазначено в частинi (2.1), наша мета побудувати zk-SNARK, щоб
довести знання таких 𝑎0, 𝑎1,..., 𝑎𝑚 ∈ 𝐹𝑝 щоб виконувалась конгуренцiя
(2.10). В zk-SNARK нам потрiбно перемножити елементи
𝑎0, 𝑎1,..., 𝑎𝑚 ∈ 𝐹𝑝 на елементи G1 , G2 . Результат таких перемножень є
також елементи G1 , G2 вiдповiдно. Для прикладу 𝑎 ∈ 𝐹𝑝 , 𝐺 ∈ G1 : ми
маємо 𝑎 · 𝐺 ∈ G1. Ми хочемо, щоб 𝐹𝑝 та 𝐺1 були сумiснi в наступному
сенсi : ми вимагаємо дотримуватись «природнiх» (англ. «natural») законiв
для множення. Ми вимагаємо:
– ∀ 𝑎 , 𝑏 ∈ 𝐹𝑝 i 𝐺 ∈ G1:
𝑎𝐺 + 𝑏𝐺 = (𝑎+ 𝑏) 𝐺; (2.11)
– якщо 0 ∈ 𝐹𝑝 - нейтральний елемент 𝐹𝑝 , 𝐺 ∈ G1 , 𝑂 ∈ G1 -
нейтральний елемент тодi отримуєм:
0 ·𝐺 = 𝑂; (2.12)
А зараз змоделюємо ситуацiю. Нехай ∀ 𝑎 , 𝑏 ∈ 𝐹𝑝 : 𝑎 = 𝑝 − 𝑏 . В 𝐹𝑝 це
означає, що 𝑎+ 𝑏 = 0. Вiдповiдно до (2.11) та (2.12) виконуються наступнi
рiвняння:
𝑎𝐺1 + 𝑏𝐺1 = (𝑎+ 𝑏)𝐺1 = 0 ·𝐺1 = 𝑂.
Але вiдповiдно до наслiдку теореми Лагранжа[6], рiвнiсть:
(𝑎+ 𝑏) 𝐺1 = 𝑂
означає 𝑎+𝑏 ... 𝑜𝑟𝑑𝐺1 , або 𝑝
... |G1| (тому що 𝑎 + 𝑏 = 𝑝, якщо ми вважаємо
𝑎 та 𝑏 не елементами поля, але натуральними числами i 𝑜𝑟𝑑𝐺1 = |G1|). Але
𝑝 та |G1| це простi числа, тому 𝑝
... |G1| еквiвалентно 𝑝 = G1.
Продовжимо вивчення NIZK (або zk-SNARK) запропоноване в [4].
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Беручи до уваги те, що групи, як правило, це групи точок елiптичних
кривих (точнiше, пiдгрупи простих порядкiв деяких елiптичних кривих).
Ми будемо використовувати «+» для операцiй у заданих групах (це буде
зрозумiло з контексту, в яких групах ми працюємо). GTG це , зазвичай,
пiдгрупа мультиплiкативної групи скiнченого(або розширення) поля, ми
будемо використовувати «*» для операцiй в GTG.
Нижче ми наводимо повнi NIZK аргументи, що описанi в [4].
Рисунок 2.1 – опис NZIK аргументiв в [4]
Для простоти подальшого розумiння роздiлимо вектор елементiв на два
вектори:
𝜎1 = ( 𝛼 , 𝛽 , 𝛿 , {𝑥𝑖}𝑛−1𝑖=0 , {
𝛽𝑢𝑖(𝑥) + 𝛼𝑣𝑖(𝑥) + 𝑤𝑖(𝑥)
𝛾
}𝑙𝑖=0 ,







𝜎2 = ( 𝛽 , 𝛾 , 𝛿 , {𝑥𝑖}𝑛−1𝑖=0 )
Як ми можемо побачити лише декiлька слiв у 2.1 про налаштування
NIZK аргументiв. Але цей опис викликає багато питань:
1) Xто задає параметри 𝛼 , 𝛽 , 𝛾 , 𝛿 та «toxic waste» x ?
2) Всi учасники знають цi значення, або деякi з них, або нiхто?
3) Якщо значення 𝛼 , 𝛽 , 𝛾 , 𝛿 , 𝑥 є невiдомi, як хтось може обрахувати
[𝜎1]1 = 𝜎1𝐺1 та [𝜎2]2 = 𝜎2𝐺2 ?
4) Якщо значення вiдомi кожному, то вiн зможе обрахувати
симульоване доведення для ∀𝐴 , 𝐵 ∈ 𝑍𝑝 - тому вони повиннi бути
невiдомi?
Зараз ми постараємось вiдповiсти на цi запитання. Головна iдея етапу
налаштування в тому, що всi значення
𝛼 , 𝛽 , 𝛾 , 𝛿 та «toxic waste» 𝑥 (2.13)
рахуються, використовуючи MLP обчислення. Учасники не отримують
значення (2.13) собi, i нiхто не знає цих значень. Але вони оцiнюють
елементи групи, такої форми
𝛼𝐺1 , 𝛽𝐺1 , 𝛿𝐺1 , ... ∈ G1 та 𝛽𝐺2 , 𝛾𝐺2 , 𝛿𝐺2 , ... ∈ G2
не знаючи значення (2.13). Тепер пояснимо, як вони це роблять,
припускаючи для простоти, що є лише три учасники: P1 , P2 , P3 . Ми
почнемо з простого алгоритму для отримання 𝛼𝐺1 .
Тож, ми припускаємо, що є три сторони (P1 , P2 , P3) i кожна з
них знає генератори 𝐺1 ∈ G1 та 𝐺2 ∈ G2 . Вони хочуть побудувати деяку
точку 𝐺(1)𝛼 = 𝛼𝐺1 ∈ G1 , таку що:
– нiхто з них не знає 𝛼;
– кожен з них знає 𝛼𝐺1;
– кожен з них бере участь у розрахунку 𝛼𝐺1;
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– якщо зловмисник брав участь у побудовi 𝛼𝐺1, то всi сторони це
побачать.
Опишемо простий алгоритм для побудови 𝛼𝐺1 .
Алгоритм №1
Спрощений алгоритм для побудови 𝐺(1)𝛼 = 𝛼𝐺1
1) сторона P1 генерує деяке рандомне 𝛼1 ∈ 𝐹 *𝑝 , обраховує 𝑈1 = 𝛼1𝐺1
i викладає 𝑈1 в блокчейн ;
2) сторона P2 генерує деяке рандомне 𝛼2 ∈ 𝐹 *𝑝 , обраховує 𝑈12 = 𝛼2𝑈1
i викладає 𝑈12 в блокчейн ;
3) сторона P3 генерує деяке рандомне 𝛼3 ∈ 𝐹 *𝑝 , обраховує
𝑈123 = 𝛼3𝑈12 i викладає 𝑈123 в блокчейн ;
4) зафiксуємо 𝐺(1)𝛼 = 𝑈123 ;
5) викладаємо 𝐺(1)𝛼 в блокчейн.
Цей алгоритм достатнiй, коли ми впевненi, що всi сторони P1 , P2 , P3 є
чесними. В протилежному випадку нам потрiбно добавити деяку
перевiрку, щоб бути впевненим, що всi сторони знають вiдповiднi їм
значення 𝛼1 , 𝛼2 , 𝛼3 ∈ 𝐹 *𝑝 i не викладають довiльнi вибранi точки
𝑈1 , 𝑈2 , 𝑈3 , замiсть їх обчислення вiдповiдно до Алгоритм №1 .
Тому нам потрiбно певнi перевiрки, якi ми наведемо у наступному
алгоритмi.
Наведемо означення проблеми CDH (англ. computational Diffie–Hellman).
Нехай 𝐺 — це циклiчна група порядку 𝑞, 𝑔 — генератор групи. Виникає
наступна проблема (CDH):
Дано: 𝑔 , 𝑔𝑎 , 𝑔𝑏 , де 𝑎 , 𝑏 ∈ {0,...,𝑞 − 1}.
Знайти: 𝑔𝑎𝑏.
Алгоритм №2
Алгоритм для побудови 𝐺(1)𝛼 = 𝛼𝐺1 з перевiркою
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1) Кожна сторона Pi , 𝑖 = 1,3 вибирає деяке рандомне значення 𝛼𝑖 ,
𝑖 = 1,3 , обчислює 𝑈𝑖 = 𝛼𝑖𝐺1 та 𝑇𝑖 = 𝛼𝑖𝐺2 , 𝑖 = 1,3 i викладає 𝑈𝑖 та 𝑇𝑖 в
блокчейн;
2) Кожна сторона перевiряє, що наступне рiвняння виконується
𝑒(𝑈𝑖 , 𝐺2) = 𝑒(𝐺1 , 𝑇𝑖) , 𝑖 = 1,3 (2.14)
Зауваження. Якщо Pi є чесним, то виконується наступна рiвнiсть:
𝑒(𝑈𝑖 , 𝐺2) = 𝑒(𝛼𝑖𝐺1 , 𝐺2) = 𝑒(𝐺1 , 𝛼𝑖𝐺2) = 𝑒(𝐺1 , 𝑇𝑖) , 𝑖 = 1,3
Iнакшими словами, рiвняння (2.14) перевiряє, що Pi знає 𝛼𝑖 i обчислює 𝑈𝑖
та 𝑇𝑖 коректно, з тим 𝛼𝑖. Припускаючи, що проблема CDH є важкою,
дана перевiрка є достатньою. Якщо 𝑖− те рiвняння не виконується, то
сторона Pi є зловмисником.
3) Сторона P2 обчислює 𝑈12 = 𝛼2𝑈1 i викладає 𝑈12 в блокчейн;
4) Кожна сторона перевiряє чи виконується наступне рiвняння:
𝑒(𝑈12 , 𝐺2) = 𝑒(𝑈1 , 𝑇2) (2.15)
Перевiрка. Якщо (2.15) не виконується, то сторона P2 є зловмисником.
5) Сторона P3 обчислює 𝑈123 = 𝛼3𝑈12 i викладає 𝑈123 в блокчейн;
6) Кожна сторона перевiряє, що виконується наступне рiвняння:
𝑒(𝑈123 , 𝐺2) = 𝑒(𝑈12 , 𝑇3) (2.16)
Перевiрка. Якщо (2.16) не виконується, то сторона P3 є зловмисником.
7) Якщо 2.14 - 2.16 виконуються, то фiксуємо:
𝐺(1)𝛼 = 𝑈123
Якщо хоча б одне з рiвнянь 2.14 - 2.16 не виконується, тодi учасники
повиннi виключити зловмисника та перезапустити протокол. Або
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зловмисники повиннi бути покаранi.
8) Викладаємо 𝐺(1)𝛼 в блокчейн.
Зауваження. Алгоритм №2 є спрощеним у порiвняннi з реальною
програмою, але вiн показує головну iдею MLP обчислень в налаштуваннi
(англ. setup).
Для побудови значень в налаштуваннi (англ. setup), щоб
використати Алгоритм №2, кожна сторона повина спочатку створити та
викласти наступнi значення:
𝛼𝑖𝐺1 , 𝛽𝑖𝐺1 , 𝛿𝑖𝐺1 , 𝑥𝑖𝐺1 , 𝛽𝑖𝐺2 , 𝛾𝑖𝐺2 , 𝛿𝑖𝐺2 , 𝑥𝑖𝐺2.
Створюємо їх, використовуючи значення 𝛼𝑖 , 𝛽𝑖 , 𝛿𝑖 , 𝑥𝑖 , 𝛾𝑖 , якi вибирають
сторони рандомно з 𝐹 *𝑝 i тримають у секретi.
Використовуючи Алгоритм №2 i викладенi значення, ми можемо
побудувати наступнi «простi» значення з налаштування:
– 𝐺(1)𝛼 = 𝛼𝐺1 ;
– 𝐺(1)𝛽 = 𝛽𝐺1 ;









(з додатковою перевiркою, що при побудовi 𝑋(1)𝑖+1
з 𝑋(1)𝑖 сторона 𝑃𝑗 множить 𝑋
(1)
𝑖 на такий самий 𝑥𝑗 , що використовується
в 𝑥𝐺1) ;
– 𝐺(2)𝛽 = 𝛽𝐺2 ;
– 𝐺(2)𝛾 = 𝛾𝐺2 ;









(з додатковою перевiркою, що при побудовi 𝑋(2)𝑖+1
з 𝑋(2)𝑖 сторона 𝑃𝑗 множить 𝑋
(2)
𝑖 на такий самий 𝑥𝑗 , що використовується
в 𝑥𝐺2 ; i також слiд перевiрити, що кожна сторона 𝑃𝑗 використовує в 𝑥𝐺2
той самий 𝑥𝑗, що i в 𝑥𝐺1) ;
Пiсля побудови цих «простих» змiнних, ми повиннi побудувати бiльш
скаднiшi:
{𝐺(1)𝛼𝛽𝛾,𝑖 =





𝛽𝑢𝑖(𝑥) + 𝛼𝑣𝑖(𝑥) + 𝑤𝑖(𝑥)
𝛿
𝐺1}𝑚𝑖=𝑙+1 (2.18)
де 𝑥 це «toxic waste».
Зараз ми наведемо алгоритм для обчислення (2.17). Для (2.18)
алгоритм є такий самий, тiльки потрiбно замiнити 𝛾 на 𝛿.
Спочатку нагадаємо, що всi полiноми 𝑢𝑖 (𝑥) , 𝑣𝑖 (𝑥) та 𝑤𝑖 (𝑥) вiдомi
всiм учасникам (iншими словами, коефiцiєнти цих полiномiв вiдомi). I









покажемо, як учасники обраховують 𝑢𝑖(𝑥)𝐺1.






























𝑖)𝐺1 = 𝑢𝑗(𝑥)𝐺1 , 𝑗 = 0,𝑚. (2.19)
Обрахуємо 𝛽𝑢𝑗(𝑥)𝐺1 знаючи 𝑢𝑗(𝑥)𝐺1, отримане вiдповiдно до (2.19),
учасники послiдовно перемножують 𝑢𝑗(𝑥)𝐺1 на 𝛽1 (учасник P1) , потiм на
𝛽2 (учасник P2) , i пiд кiнець на 𝛽3 (учасник P3) , разом з вiдповiдними





Таким самим чином учасники обчислюють значення
𝛼𝑣𝑖(𝑥)𝐺1 та 𝑤𝑖(𝑥)𝐺1
а потiм додають їх, 𝑗 = 0,𝑚. Таким чином ми знайшли суму
(𝛽𝑢𝑖(𝑥) + 𝛼𝑣𝑖(𝑥) + 𝑤𝑖(𝑥))𝐺1 , 𝑗 = 0,𝑚 , i потiм множим цю суму на 𝛾−1
(для 𝑗 = 0,𝑙) або на 𝛿−1 (для 𝑗 = 𝑙 + 1,𝑚). Для цих перемножень можна
використати Алгоритм №2 , але з деякими виправленнями: пiсля того,
як Pi фiксує вiдповiдний 𝛾𝑖 (або 𝛿𝑖) , вiн знаходить 𝛾−1𝑖 𝑚𝑜𝑑𝑝 (або
𝛿−1𝑖 𝑚𝑜𝑑𝑝) i потiм множить вiдповiдне значення на 𝛾
−1
𝑖 𝑚𝑜𝑑𝑝 замiсть 𝛾𝑖 (або
𝛿−1𝑖 𝑚𝑜𝑑𝑝 замiсть 𝛿𝑖) . I, звичайно, з обов’язковими перевiркаим пiсля
кожного множення. Пiсля цього значення (2.17) та (2.18) знайденi.
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вiдомий всiм сторонам, вони також знають полiноми 𝑦𝑖𝑡(𝑦) i можуть знайти
значення {𝑥𝑖𝑡(𝑥)𝐺1}𝑛−2𝑖=0 , так само, як було знайдено 𝑢𝑗(𝑥)𝐺1 в (2.19). Потiм
учасники множать 𝑥𝑖𝑡(𝑥)𝐺1 на 𝛿−11 (учасник P1), потiм на 𝛿
−1
2 (учасник
P2) i в кiнцi на 𝛿−13 (учасник P3) з обов’язковою перевiркою пiсля кожного





Тепер учасники отримали (обчислили) всi параметри для налаштування.
Для зручностi подальших викладок, перепишемо отриманi значення з
етапу налаштування:
























𝑖 }𝑛−1𝑖=0 } (2.21)
Отже, в даному пунктi ми розглянули налаштування публiчних
параметрiв для подальшої побудови доведення та верифiкацiї. Великi
проекти по типу Zcash знають проблему в налаштування, це токсичнi
параметри. Zcash цiлком конфiденцiйно вiдноситься до етапу
налаштування.
Перша церемонiя вiдбулась в жовтнi 2016 року, в нiй участь
прийняли 6 вiдомих розробникiв в областi криптовалют. Даний протокол
дає достатню гарантiю безпеки, якщо хоча б один з учасникiв буде
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чесним, то церемонiя пройде успiшно.
Якщо гарантується, що хоча б один з учасникiв є чесним, то вiн
обов’явзково видалить свою частину токсичних параметрiв.
2.3 Побудова доведення в zk-SNARK
В минулому пунктi було розглянуто налаштування для zk-SNARK.
У якому було обраховано публiчнi параметри, якi потрiбнi саме для
побудови доведення в zk-SNARK. Алгоритм побудови доведення для
розрахунку використовує також MLP обчислення. Вiн є бiльш
комплекснiшим, нiж перевiрка доведення. Також ключ (prover key)
займає бiльше операцiйної пам’яттi.
Вiдповiдно до протоколу в [4], сторона 𝑃 вибирає 𝑟 , 𝑠 ∈ 𝐹𝑝 i потiм
будує значення, що утворюють деведення. Доведення складається з трьох
елементiв групи:
𝐴(1) = 𝐴𝐺1 , 𝐵(2) = 𝐵𝐺2 , 𝑖 𝐶(1) = 𝐶𝐺1 , де (2.22)
𝐴 = 𝛼 +
𝑚∑︁
𝑖=0
𝛼𝑖𝑢𝑖(𝑥) + 𝑟𝛿 ,
𝐵 = 𝛽 +
𝑚∑︁
𝑖=0
𝛼𝑖𝑣𝑖(𝑥) + 𝑠𝛿 ,
𝐶 =
∑︀𝑚
𝑖=𝑙+1 𝑎𝑖(𝛽𝑢𝑖(𝑥) + 𝛼𝑣𝑖(𝑥) + 𝑤𝑖(𝑥))
𝛿
+ 𝐴𝑠+𝐵𝑟 − 𝑟𝑠𝛿 .
Зауважимо, що аналогiчно значенням 𝜎1 та 𝜎2 в налаштуваннi , значення
𝐴 , 𝐵 , 𝐶 ∈ 𝐹𝑝 є також невiдомi учасникам, в тому числi i сторонам 𝑃 i 𝑉 .
Але знаючи значення (2.20) та (2.21) цього достатньо для того, щоб сторона
𝑃 побудувала значення (2.22). Покажемо, як сторона 𝑃 будує доведення.
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Спочатку будуємо значення 𝐴(1):
𝐴(1) = 𝐴𝐺1 = 𝛼𝐺1 +
𝑚∑︁
𝑖=0
𝑎𝑖𝑢𝑖(𝑥)𝐺1 + 𝑟𝛿𝐺1 . (2.23)
Зауважимо, що 𝛼𝐺1 було знайдено в налаштуваннi i є вiдомим всiм




де 𝑟 було зафiксовано, а 𝐺(1)𝛿 вiдомо з налаштування.





Сторона 𝑃 спочатку обчислює 𝑢𝑖(𝑥)𝐺1 , вiдповiдно до процедури описаної
в (2.19), i потiм, використовуючи «публiчну» iнформацiю 𝑎𝑖 (𝑖 = 0,𝑙) та
«секретну» iнформацiю (що знає лише сторона 𝑃 ) 𝑎𝑖 (𝑖 = 𝑙 + 1,𝑚) ,
обчислює 𝐴(1)𝑎1,...,𝑎𝑚.
Значення 𝐵(2):
𝐵(2) = 𝛽𝐺2 +
𝑚∑︁
𝑖=0
𝑎𝑖(𝑥)𝑣𝑖(𝑥)𝐺2 + 𝑠𝛿𝐺2 . (2.26)
обчислюється так само, використовуючи (2.19), «публiчну» iнформацiю
𝑎𝑖 (𝑖 = 0,𝑙) та «секретну» iнформацiю (що знає лише сторона 𝑃 )
𝑎𝑖 (𝑖 = 𝑙 + 1,𝑚) обчислює 𝑎𝑖𝑣𝑖(𝑥)𝐺2 , 𝑖 = 0,𝑚.










(1) + 𝑟𝐵(1) − 𝑟𝑠𝐺(1)𝛿 . (2.27)
де 𝐵(1) = 𝐵𝐺1.
Значення елементу 𝐺(1)𝛼𝛽𝛿,𝑖 , 𝑖 = 𝑙 + 1,𝑚 вiдоме з налаштування,
значення 𝑎𝑖 (𝑖 = 𝑙 + 1,𝑚) знає лише сторона 𝑃 , тож вона легко може
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порахувати значення першого члену в рiвняннi (2.27). Також сторона 𝑃
легко може обчислити суму 𝑠𝐴(1) + 𝑟𝐵(1) − 𝑟𝑠𝐺(1)𝛿 .
Для обчислення ℎ(𝑥)𝑡(𝑥)𝛿 𝐺1 нагадаємо, що полiном ℎ(·) є вiдомий лише
для сторони P. Запишемо це як:
ℎ(𝑦) = ℎ𝑛−2𝑦
𝑛−2 + ...+ ℎ1𝑦 + ℎ0 , ℎ𝑖 ∈ 𝐹𝑝 , 𝑖 = 0,𝑛− 2 .
Значення 𝑇 (1)𝛿,𝑖 = 𝑥
𝑖 𝑡(𝑥)
𝛿 𝐺1 (𝑖 = 0,𝑛− 2) було отримано при















де ℎ𝑖 (𝑖 = 0,𝑛− 2) вiдомi лише для сторони 𝑃 , а значення 𝑇 (1)𝛿,𝑖 вiдомi з
налаштування.
Пiсля обрахування 𝐶𝐺1, доведення - побудовано.
Зауважимо, що для обчислення доведення, сторонi 𝑃 не потрiбно
знати всi значення з векторiв 𝜎1𝐺1 та 𝜎2𝐺2. Значення, якi повинен знати
(англ.) 𝑃𝑟𝑜𝑣𝑒𝑟 називаються (англ.) Proving Key (𝑃𝐾). Дамо опис 𝑃𝐾:




















Отже, в даному пунктi ми показали, як (англ.) 𝑃𝑟𝑜𝑣𝑒𝑟 обчислює доведення
(𝐴(1) ,𝐵(1) , 𝐶(1)) , пiсля чого викладає його в блокчейн. Для обчислення
ми також використовували данi, якi були отриманi з етапу налаштування,
iншi данi мiг обчислити тiльки 𝑃𝑟𝑜𝑣𝑒𝑟, оскiльки тiльки вiн знає значення
𝑎𝑖 (𝑖 = 𝑙 + 1,𝑚). Наступним етапом є верифiкацiя побудованого доведення
𝑉 𝑒𝑟𝑖𝑓𝑖𝑒𝑟.
38
2.4 Верифiкацiя в zk-SNARK для QAP
Вiдповiдно до частини «succinct» акронiму це означає, що розмiр
доведення є доволi малим. Етап верифiкацiї для zk-SNARK є доволi
швидким. Сторона 𝑉 дає вiдповiдь, на основi сформованого доведення з
минулого пункту (2.22). Процес верифiкацiї повертає лише один бiт: так
або нi, чи 0 або 1, i нiякої iншої iнформацiї. Тобто, як ранiше вже
наголошувалось сторона 𝑉 не знає нiчого про свiдчення (англ. witness),
яке знає лише сторона 𝑃 .
Нагадаємо, що сторона 𝑉 знає загальнi параметри, такi як
𝑝, G1, 𝐺1, G2, 𝐺2 та значення 𝑎𝑖 (𝑖 = 0,𝑙) , i полiноми
𝑢𝑖(·) , 𝑣𝑖(·) , 𝑤𝑖(·) , 𝑖 = 0,𝑚. Також 𝑉 знає значення (2.20)-(2.21)
обчисленнi в налаштуваннi i значення 𝐴(1) , 𝐵(1) , 𝐶(1) виставленi 𝑃 в
блокчейн, в якостi доведення.












𝛾 ) , 𝑖 = 0,𝑙 ,
𝑉𝐶𝛿 = 𝑒(𝐶
(1) , 𝐺(2)𝛿 ) . (2.29)
Потiм сторона 𝑉 перевiряє наступну рiвнiсть:
𝑉𝐴𝐵 = 𝑉𝛼𝛽 · (
𝑙∑︁
𝑖=0
𝑎𝑖𝑉𝛼𝛽𝛾,𝑖) · 𝑉𝐶𝛿 , (2.30)
де операцiя множення та додавання визначенi в скiнченому полi 𝐹𝑟𝑘 .
Зауважимо, що деякi значення для обчислення ми вже отримали в
налаштуваннi.
Опишемо, з яких значень складається (англ.) Verification Key (VK):










З побудовою доведення та перевiркою в zk-SNARK ми завершили.
Тепер ми можемо довести коректнiсть для zk-SNARK.
2.5 Коректнiсть в zk-SNARK
Коректнiсть означає, що якщо 𝑃𝑟𝑜𝑣𝑒𝑟 дiє вiдповiдно алгоритму для
побудови доведення, що ми описали в секцiї (2.3), то 𝑉 𝑒𝑟𝑖𝑓𝑖𝑒𝑟 завжди
прийме його доведення. Iнакшими словами, це означає те, що рiвняння
(2.30) виконується завжди, якщо доведення було створено чесним 𝑃𝑟𝑜𝑣𝑒𝑟.
Для коректностi доведення достатньо показати, що друге рiвняння з
(2.29) виконується для значень (2.24), (2.26), (2.27).
Вiдповiдно до другого рiвняння з (2.29), з використанням бiлiнiйної
властивостi спарювань, лiва частина (2.30) дорiвнює
𝑉𝐴𝐵 = 𝑒(𝐴




𝑎𝑖𝑢𝑖(𝑥) + 𝑟𝛿)𝐺1 , (𝛽 +
𝑚∑︁
𝑖=0






𝑒(𝐺1 , 𝐺2)𝑃л.ч. , де л.ч. - лiва частина.
Розпишемо лiву частину
𝑃л.ч. = 𝛼𝛽 + 𝛼
𝑚∑︁
𝑖=0




























𝑖=𝑙+1 𝑎𝑖(𝛽𝑢𝑖(𝑥)+𝛼𝑣𝑖(𝑥)+𝑤𝑖(𝑥))+ℎ(𝑥)𝑡(𝑥)+𝐴𝑠𝛿+𝐵𝑟𝛿−𝑟𝑠𝛿2 = 𝑒(𝐺1,𝐺2)𝑃п.ч.
(п.ч. - права частина) ,
де
𝑃п.ч. = 𝛼𝛽 +
𝑙∑︁
𝑖=0




𝑎𝑖(𝛽𝑢𝑖(𝑥) + 𝛼𝑣𝑖(𝑥) + 𝑤𝑖(𝑥))+














I зараз достатньо показати, що 𝑃л.ч. = 𝑃п.ч..










𝑎𝑖𝑤𝑖(𝑥) + ℎ(𝑥)𝑡(𝑥) ,
яке виконується вiдповiдно до QAP.
Висновки до роздiлу 2
У другому роздiлi було розглянуто побудову zk-SNARK. Спочатку
ми описали перехiд вiд R1CS до QAP, показавши цим унiверсальнiсть
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zk-SNARK, оскiльки вони можуть бути застосованi до будь-якої
обчислювальної задачi. Далi ми описали етап налаштування, як один з
найбiльш вразливих етапiв для витiчки iнформацiї. Також було описано
алгоритм побудови доведення та верифiкацiї, доведено коректнiсть для
zk-SNARK. Було побудовано два ключi: prover key та verification key. Опис
SNARK-доведення ми повиннi були описати:
– для побудови алгоритму симуляцiї доведення, нам необхiдно
зрозумiти: з чого складається доведення, якi параметри туди входять, якi
обчислення необхiднi для побудови, все це було описано в даному роздiлi;
– також SNARK-доведення використовуються у рекурсивних
доведеннях, для яких сформульованi властивостi у третьому роздiлi.
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3 ВЛАСТИВОСТI ПАРАМЕТРIВ РЕКУРСИВНОГО
SNARK-У ТА СПОСОБИ СИМУЛЯЦIЇ ДОВЕДЕННЯ У
SNARK
Використовуючи протокол zk-SNARK, ми нiколи не знаємо правил
гри. Правила встановлюються учасниками процедури, що називається
довiреним налаштуванням (англ. trusted setup), у якiй за допомогою MLP
обчислень встановлюються публiчнi параметри. Але пiсля завершення
процедури налаштування, цi правила не можливо перевiрити. Ми можемо
довiритись даним параметрам. Але якщо ми не брали участь у процедурi
налаштування, ми не маємо гарантiї, що вони коректнi.
У даному роздiлi ми опишемо алгоритм симуляцiї доведення, на
основi знань певних аргументiв. Ми покажемо, якi вразливостi є у
zk-SNARK — це є важливим фактором для подальшого розвитку. Спосiб
симуляцiї залежить вiд тих значень, що були якимось чином отриманi з
етапу налаштування. Тому важливо було описати: етап налаштування
параметрiв, алгоритм побудови доведення, та саму побудову zk-SNARK.
Окрiм цього ми опишемо базовi поняття рекурсивних
SNARK-доведень. Ми доведено твердження про задання трiйок, якi
використовуються у рекурсивних SNARK-ах.
3.1 Симуляцiя доведення на основi параметрiв, отриманих з
налаштування SNARK-у
Як зазначалось ранiше, всi значення параметрiв з 𝜎1 та 𝜎2 (див. 2.1)
являються невiдомими. Це є необхiдним, оскiльки витiк деякої iнформацiї
про цi значення призводить до можливостi симуляцiї доведення в
zk-SNARK. У випадку з Zcash це означає, що симуляцiя доведення дає
можливiсть учаснику «генерувати криптовалюту з повiтря». Саме тому
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етапу налаштування придiляється важлива увага.
Таким чином, якщо хтось знає значення 𝛼 , 𝛽 , 𝛾 , вiн може iмiтувати
коректне доведення без жодної iншої iнформацiї.
Бiльше того, вiн зможе створити безлiч коректних доказiв, наступним
чином:
Твердження 3.1. Якщо зловмисник заволодiв такими




1) вибираємо довiльнi значення 𝐴 , 𝐵 ∈ 𝐹𝑝 ;
2) обчислюємо 𝐴(1) = 𝐴𝐺1 та 𝐵(2) = 𝐵𝐺2 ;
3) обчислюємо 𝐶(1)1 = (𝐴𝐵𝛿−1) ·𝐺1 ;
4) обчислюємо 𝐶(1)2 = (𝛼𝛽𝛿−1) ·𝐺1 ;
5) використовуючи значення 𝑋(1)𝑗 , 𝑗 = 0,𝑛− 1 та технiку, що була
була описана в пунктi налаштування, обчислюємо:








𝑎𝑖(𝛽𝑢𝑖(𝑥)𝐺1 + 𝛼𝑣𝑖(𝑥)𝐺1 + 𝑤𝑖(𝑥)𝐺1) =∑︀𝑙
𝑖=0 𝑎𝑖(𝛽𝑢𝑖(𝑥) + 𝛼𝑣𝑖(𝑥) + 𝑤𝑖(𝑥))
𝛿
𝐺1 ;





8) викладаємо трiйку 𝐴(1) , 𝐵(2) , 𝐶(1) в блокчейн, як доведення .
Ми справедливо можемо стверджувати, що дана трiйка буде
проходити перевiрку, i буде виконуватись рiвняння (2.30) .
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3.2 Симуляцiя доведення на основi параметрiв, отриманих
пiд час побудов доведення
Для даного способу введемо деякi позначення:
– С - зловмисник/хакер, особа, яка за допомогою обману бажає
заволодiти даними, якi їй не належать;
– D - даннi, якими заволодiв C в результатi певних обчислень або
певних атак;
Розглянемо наступну ситуацiю, було виконано етап налаштування та
побудовано два доведення (позначимо proof 1 та proof 2). В результатi
чого С дiзнався деяку iнформацiю, з кожного доведення:
1) При побудовi proof 1, C дiзнався значення 𝐴 та 𝑟,𝑠 ∈ 𝐹𝑝 позначимо,
як 𝐷1 ;
2) При побудовi proof 2, C дiзнвся значення 𝐵 та 𝑟′,𝑠′ ∈ 𝐹𝑝 позначимо,
як 𝐷2 ;
Використовуючи данi 𝐷1 та 𝐷2 , С може обчислити секретнi параметри,
що були використанi в налаштуваннi, а саме 𝛼 та 𝛽 . Покажемо, як вiн це
може зробити.
Алгоритм №4
1) C обраховує 𝛿 наступним чином: оскiльки 𝐺1 - це елемент групи,
для нього iснує обернений, такий що 𝐺1𝐺−11 = 𝐺
−1
1 𝐺1 = 𝑒 , де 𝑒 - одиничний
елемент групи. Значення 𝛿𝐺1 ми знаємо з налаштування, тому що його було
викладено в блокчейн. Використовуючи означення одиничного елементу,
домножуємо 𝛿𝐺1 на 𝐺−11 отримуємо значення 𝛿.
2) Знаючи 𝐷1 та 𝐷2 , розпишемо значення 𝐴 , 𝐵 вiдповiдно до
алгоритму побудови доведення:
𝐴 = 𝛼 +
𝑚∑︁
𝑖=0
𝑎𝑖𝑢𝑖(𝑥) + 𝛿𝑟 ;
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3) Значення сум 𝑓 =
∑︀𝑚
𝑖=0 𝑎𝑖𝑢𝑖(𝑥) та 𝑘 =
∑︀𝑚
𝑖=0 𝑎𝑖𝑣𝑖(𝑥) С
передобчислює, вiдповiдно до (2.19).
4) На основi отриманих вище даних, C обраховує параметри 𝛼 , 𝛽 :
𝛼 = 𝐴− 𝑓 − 𝛿𝑟 ;
𝛽 = 𝐵 − 𝑘 − 𝛿𝑠′ ;
5) Знаючи 𝛼 , 𝛽 зловмисник обраховує C.
6) Обчисливши
𝐴(1) = 𝐴𝐺1 , 𝐵(2) = 𝐵𝐺2 , 𝐶(1) = 𝐶𝐺1 ,
зловмисник викладає доведення в блокчен, яке є коректним.
Отже, у даному способi ми описали, як зловмисник може зiмiтувати
доведення, не бравши участi у налаштуваннi або пропустивши цей етап.
Данi 𝐷1 та 𝐷2 зловмисник отримує нечесним способом пiд час побудови
доведення чесним Prover-ом.
Зауваження 1. Iмiтувати доведення можливо також без участi в
налаштуваннi, на основi тих даних, що можна нечесним шляхом отримати
з побудови доведення.
Зауваження 2. Доведення, що побудоване в Алгоритм №4
валiдне лише для того налаштування, яке використовувалось для
побудови proof 1 та proof 2.
3.3 Недолiки алгоритму побудови доведення
Рахується, що найбiльш вразливим мiсцем в побудовi zk-SNARK є
налаштування. Але окрiм цього вразливим мiсцем також є елементи
𝐴 , 𝐵 , 𝐶 , якi формує Prover для доведення. Оскiльки дiзнаючись їх, є
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можливiсть вiдтворити секретнi параметри з налаштування та будувати
proof з повiтря. Розглянемо декiлька можливих варiантiв обходу цiєї
проблеми, якi можуть прийти на думку:
1) Проводити етап налаштування пiсля кожного побудованого
доведення. Звичайно, це найгiрший варiант для блокчейну, оскiльки, як
ми говорили ранiше, час та пам’ять є критичними параметрами.
2) Проводити етап налаштування перiодично. Наприклад,
зафiксувати значення 𝑇 = 100, це означає, що пiсля 100-го побудованого
доведення, блокчейн перебудовується пiд новий етап налаштування. Якi
недолiки в даннiй пропозицiї? А недолiки в тому, що блокчейн система не
дає гарантiї, що в промiжку мiж першим i 100-им доведенням, не буде
нiякої витiчки iнформацiї.
Постає питання, як можна виправити проблему витiчки iнформацiї пiд
час побудови доведення. Вiдповiдь на дане питання є пункт (2.6). Так, це
рекурсивнi zk-SNARK. Для рекурсивних zk-SNARK нам не потрiбно
виставляти в блокчейн елементи доведення 𝐴(1) , 𝐵(2) , 𝐶(1) ми просто
доводимо знання цих елементiв.
3.4 Рекурсивнi SNARKs
В рекурсивних SNARKs Prover не вiдкриває елементи 𝐴(1) , 𝐵(2) , 𝐶(1)
з (2.22), але замiсть цього вiн доводить знання цих елементiв. Для цього вiн
переписує рiвняння верифiкатора (2.30) у форму QAP над полем 𝐹𝑟. Вiн
може також додати деякi рiвняння в QAP, якi являють собою транзакцiї,
або смарт контракти, або щось схоже. Оскiльки всi рiвняння нового QAP
виконуються в полi характеристики 𝑟 , йому потрiбнi деяки групи порядку
𝑟 з спарюванням для побудови вiдповiдного SNARK. Це означає, що йому










TG| = 𝑟 ,
де G′1 це деяка пiдгрупа елiптичної кривої 𝐸(𝐹𝑞) над простим полем 𝐹𝑞; G
′
2
це деяка пiдгрупа елiптичної кривої 𝐸(𝐹𝑞𝑠) над розширенням 𝐹𝑞𝑠; i G
′
TG
це пiдгрупа 𝐹 *𝑞𝑠; i вiдповiдне вiдображення.
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TG) , нам потрiбна iнша трiйка для перевiрки
вiдповiдного доведення. Чудовою iдеєю для цього є використання першої
нашої трiйки TR = (G1 , G2 , GTG) . Але це можливо лише при умовi,
якщо 𝑞 = 𝑝.




TG) повиннi бути наступнi групи:
G
′
1 це деяка пiдгрупа елiптичної кривої 𝐸(𝐹𝑝) над простим полем 𝐹𝑝; G
′
2
це деяка пiдгрупа елiптичної кривої 𝐸(𝐹𝑝𝑠) над розширенням 𝐹𝑝𝑠; i G
′
TG






TG| = 𝑟 .
Для рекурсивного SNARK нам потрiбно двi трiйки,








TG) , таких що:
– в TR = (G1 , G2 , GTG) : G1 це деяка пiдгрупа елiптичної кривої
𝐸(𝐹𝑟) над простим полем 𝐹𝑟; G2 це деяка пiдгрупа елiптичної кривої
𝐸(𝐹𝑟𝑘) над розширенням 𝐹𝑟𝑘 ; i GTG це пiдгрупа 𝐹 *𝑟𝑘 ; i виконується
рiвнiсть |G1| = |G2| = |GTG| = 𝑝 ;






1 це деяка пiдгрупа елiптичної
кривої 𝐸(𝐹𝑝) над простим полем 𝐹𝑝; G
′
2 це деяка пiдгрупа елiптичної
кривої 𝐸(𝐹𝑝𝑠) над розширенням 𝐹𝑝𝑠; i G
′
TG це пiдгрупа 𝐹
*
𝑝𝑠; i виконується




TG| = 𝑟 ;









повиннi бути рiзними трiйками, тому що:
GTG < 𝐹
*
𝑟𝑘 ⇒ |GTG| |𝑟
𝑘 − 1⇒ |GTG| ≠ 𝑟 .
Сьогоднi рекурсивнi SNARKs використовуються в протоколi (англ.)
Coda protocol[7]. Хочеться також зауважити те, що рекурсивнi
SNARK-доведення можуть бути побудованнi, використуваючи властивiсть
нульового розголошення, так i не ввикористовуючи властивiсть. В
протоколi Coda не використовується аспект нульового розголошення.
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3.5 Теорема про triplets в рекурсивних SNARK-iв








𝑇𝐺) - два трiплети для рекурсивного SNARK, з базовими
полями полями 𝐹𝑞 та 𝐹𝑝 , вiдповiдно, i при цьому






𝑇𝐺| = 𝑟. Тодi, якщо SNARK є
стiйким, то наступнi твердження справедливi:
1) TR та TR′ - обов’язково рiзнi трiплети;
2) порядки груп точок елiптичних кривих у трiплетах - обов’язково
простi (тобто кофактори дорiвнюють одиницi).
Доведення.
1) Припустимо, що ми можемо побудувати один трiплет TR, який
можна використовувати для рекурсивного SNARK. Нехай базовим полем
для цього SNARK-у є поле 𝐹𝑟. Тодi, для того, щоб побудувати рекурсiю,
повиннi виконуватись наступнi умови:
Iснує крива 𝜀1(𝐹𝑟), така що |𝜀1(𝐹𝑟)| = 𝑙 · 𝑟 , ∀ 𝑙 ∈ 𝑁. (3.1)
Дiйсно, за цiєї умови
𝐺1 < 𝜀1(𝐹𝑟), |𝐺1| = 𝑟, (3.2)
i ми можемо використовувати групу 𝐺1 для перевiрки SNARK-доведення
тверджень про елементи поля 𝐹𝑟. Але за теоремою Хассе,




𝑟 − 1)2 ≤ 𝑙 · 𝑟 ≤ (
√
𝑟 + 1)2. (3.3)
Покажемо, що при 𝑙 ≥ 2, рiвнiсть (3.3) не виконується. Дiйсно, з правої















< 2, при 𝑟 > 4.
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Отже, оскiльки 𝑙 ∈ 𝑁 , то лишається єдина можливiсть 𝑙 = 1 i |𝜀1(𝐹𝑟)| = 𝑟.
Але, крiм того
|𝜀1(𝐹𝑟)| = |𝐺𝑇𝐺| = 𝑟 i 𝐺𝑇𝐺 < 𝐹 *𝑟 .
А тодi, за теоремою Лагранжа повинна виконуватись умова (𝑘 ∈ 𝑁)
𝑟 | 𝑟𝑘 − 1,
що не може бути. Отже, трiплети TR та TR′ повиннi бути рiзними.
2) Нехай для перевiрки SNARK - доведення, побудованого з
використанням елементiв поля 𝐹𝑟, використовується трiплет TR
′, i
навпаки: для перевiрки SNARK - доведення, побудованого з
використанням елементiв поля 𝐹𝑝 , використовується трiплет TR. Тодi
повиннi виконуватись наступнi умови:
𝐺1 < 𝜀(𝐹𝑟), |𝐺1| = 𝑝 ;
𝐺
′
1 < 𝜀(𝐹𝑝), |𝐺
′
1| = 𝑟 ;
тобто |𝜀(𝐹𝑟)| = 𝑙 · 𝑝, для деякого 𝑙 ∈ 𝑁 ,
i |𝜀(𝐹𝑝)| = 𝑠 · 𝑟, для деякого 𝑠 ∈ 𝑁.
Але, за теоремою Хассе,
(
√



















Аналогiчно, з нерiвностi (√𝑝 − 1)2 ≤ 𝑠 · 𝑟 ≤ (√𝑝 + 1)2 отримаємо 𝑟 ≤ 1.
Теорему доведено.
Висновки до роздiлу 3
У даному роздiлi були отриманi наступнi результати:
1) побудовано алгоритм симуляцiї доведення на основi даних з
налаштування;
2) побудовано алгоритм симуляцiї доведення на основi даних, що
отриманi пiд час побудови iнших доведень;
3) сформульовано властивостi для рекурсивних SNARK-доведень;
4) доведено властивостi рекурсивних SNARK-доведень.
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ВИСНОВКИ
У даному дослiдженнi ми привели опис протоколу доведення без
розголошення та його форми, iнтерактивну та неiнтерактивну. Ми
розглянули налаштування, побудову, верифiкацiю SNARK-доведення. Був
приведений огляд рекурсивних доведень.
Як результат дослiдження я показав, що симуляцiю доведення
можна провести двома способами. Перший через параметри, що були
отриманi з етапу налаштування. Другий через параметри, що були
отриманi в результатi манiпуляцiй пiд час побудови доведення iншими
користувачами мережi. Також, було наголошено на тому, що пристальну
увагу потрiбно придiляти не тiльки етапу налаштування, а й алгоритму
побудови доведення. Пiд час роботи було сформульовано та доведено
властивостi для рекурсивних SNARK-доведень.
Побудованi алгоритми симуляцiї доведення можна використовувати
для подальшого розвитку протоколу zk-SNARK[4].
Сформованi властивостi для рекурсивних SNARK-доведень можна
використовувати для подальшого розвитку протоколу Coda[7].
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