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1. Introduction
In this paper we study the global existence and uniqueness of solutions of the coupled time-
dependent Ginzburg–Landau equations for atomic Fermi gases near the BCS-BEC crossover as follows:
−i dut =
(
−dg
2 + 1
U
+ a
)
u + g[a + d(2ν − 2μ)]ϕB + c
4m
u + g
4m
(c − d)ϕB
− b|u + gϕB |2(u + gϕB), (1.1)
iϕBt = − g
U
u + (2ν − 2μ)ϕB − 1
4m
ϕB , (1.2)
u(x,0) = u0(x), x ∈ Ω, (1.3)
ϕB(x,0) = ϕB0(x), x ∈ Ω, (1.4)
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1416 S. Chen, B. Guo / J. Differential Equations 251 (2011) 1415–1427where Ω is a bounded domain in Rn with Lipschitzian boundary, u(x, t) is the fermion-pair ﬁeld and
ϕB(x, t) stands for the condensed boson ﬁeld, t  0, μ is a real coeﬃcient standing for the chemical
potential, 2ν standing for the threshold energy of the Feshbach resonance is a real constant, g being
the coupling constant in the Feshbach resonance is a real coeﬃcient, d is generally complex, and in
the BCS limit d can be considered to be pure imaginary, in the BEC region, the imaginary part of d
vanished; U > 0,a,b and c are also real numbers.
The problem of BCS can be backed to 1924, when Bose sent his paper which dealt with the statis-
tics of photons to Einstein asking for comments. After then on, more people payed attention to this
problem. Though the results on BEC are rich, there is no literature on the BCS-BEC crossover, even
though BCS-BEC crossover phenomena has been found [8,18] as early as in 1992. M. Drechsler and
W. Zwerger showed that in the superﬂuid atomic Fermi gases near the Feshbach resonance, the strong
attractive interaction is realized between fermions atoms, which can cause the BCS-BEC crossover [11,
13,19]. In 2006, on the basis of the functional integral formalism, M. Machida and T. Koyama [12] con-
structed a time-dependent Ginzburg–Landau theory for the superﬂuid atomic Fermi gases showing the
BCS-BEC crossover near the Feshbach resonance from the fermion–boson model. The time-dependent
Ginzburg–Landau theory just can be described as Eqs. (1.1) and (1.2). In this paper, we want to estab-
lish the solutions theory of the time-dependent Ginzburg–Landau equations (1.1) and (1.2) with initial
value conditions (1.3) and (1.4).
Ginzburg–Landau theory has played an important role in the history of superconductivity research,
because it has captured almost every unique feature that the superﬂuid exhibits macroscopically [6],
though its mathematical framework is simple. To our knowledge the Ginzburg–Landau theory has not
yet been fully studied in the BCS-BEC crossover regime except for a few pioneering works [8,18,3–5].
In 2009, the authors established the existence of weak solutions to Eqs. (1.1) and (1.2) with periodic
initial value conditions [3]. In fact, given suitable conditions, even the classical solutions of the initial
value problem (1.1)–(1.4) can be established. This is the main purpose of this paper.
In this paper, we will consider classical solutions of the Ginzburg–Landau type equations (1.1)–(1.4)
showing BCS-BEC crossover. The admissible parameter values of a, b, c, d, m and U and the dimension
n are interrelated. This arbitrariness contrasts sharply with the theory of weak solutions where the
weak solutions were established without any restriction on the dimension n [7,3]. The purpose of
this paper is to prove the existence of global classical solutions of (1.1)–(1.4) for arbitrary dimension.
But, as in the case of the nonlinear Schrödinger equation, the higher the dimension, the harder the
problem [2]. The diﬃculty lies in obtaining a priori estimates of higher derivatives of solutions. But by
the classical semigroup method or the energy method, we can’t deal with the second derivatives term
(the coeﬃcient of which is nonnegative), even combining with matrix theory. At the same time, just
as the method of a priori estimates in some Sobolev and Besov spaces used in the nonlinear wave
equation [21,9], the technicalities of which require some restrictions on the cubic term, which cause
that one just can obtain the desired result in the case of n 11.
Motivated by the above result, we combine the energy method with a priori estimates in some
Sobolev and Besov spaces establishing a classical solution. As is standard, the problem is to obtain
a priori estimates of higher derivatives of solutions in some suitable function spaces. To overcome
higher dimensional diﬃculty, we use an Lp-method and the linear interpolation theory, together with
the energy method to deal with the cubic term, and the properties of Sobolev and Besov spaces
to handle the second derivatives term. The main technical difference between this paper and the
previous results is the combining of energy method with a priori estimates of Besov and Sobolev
spaces, which enables us to overcome the shortcoming of each method and obtain the following
main result.
Let d = dr + idi with |d|2 = d2r + d2i , and the initial problem (1.1)–(1.4) be supplemented with one
of the following usual boundary conditions:
• the Dirichlet condition
u(x, t) = 0, ϕB(x, t) = 0, on [0,∞) × ∂Ω;
• the Neumann boundary condition
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∂n
= 0, ∂ϕB(x, t)
∂n
= 0, on [0,∞) × ∂Ω,
where n is the unit outward normal on the boundary;
• space-periodicity with
Ω = (0, L1) × (0, L2) × · · · × (0, Ln) and u(x, t) and ϕB(x, t) are Ω-periodic.
Correspondingly, the deﬁnition domains of the Laplacian  are chosen as follows:
D(D) = H2(Ω) ∩ H10(Ω)
for the Dirichlet boundary conditions,
D(N) =
{
u(x, t),ϕB(x, t) ∈ H2(Ω): ∂u
∂n
,
∂ϕB
∂n
= 0 on ∂Ω
}
for the Neumann boundary conditions, and
D(per) = H2per(Ω)
for the periodic boundary conditions. We can state the main result of the paper as the following:
Theorem 1.1. Let Ω be a bounded domain in Rn, with Lipschitzian boundary. Assume that U > 0, aU < 1,
c > 0, |d| = 0, m > 0 and b > 0, and g, μ, ν can be any real number. Let
n0 = max
{
2,
[
n
2
]
+ 1
}
, q0 = max
{
2,
2nn0
2+ 2n0 − n
}
.
(i) Let the parameters di,dr be restricted by the condition
|dr | < 2di
√
q0 − 1
q0 − 2 .
Then, for any initial value u0 ∈ D((−Ω)k/2),ϕB0 ∈ D((−Ω)k/2)with k n0 the initial problem (1.1)–
(1.4) has a unique classical solution
u(x, t) ∈ C0([0,∞);Wk,2(Ω))∩ C1([0,∞);Wk−2,2(Ω)),
ϕB(x, t) ∈ C0
([0,∞);Wk,2(Ω))∩ C1([0,∞);Wk−2,2(Ω)).
(ii) If n 3 and the parameter d is restricted by the condition
|dr | < 2di
√
n − 1
n − 2 ,
then, the initial problem (1.1)–(1.4) with C∞ initial data has a unique global classical solution
u(x, t) ∈ C0([0,∞);Wk,2(Ω))∩ C1([0,∞);Wk−2,2(Ω)),
ϕB(x, t) ∈ C0
([0,∞);Wk,2(Ω))∩ C1([0,∞);Wk−2,2(Ω)).
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the parameters of Eqs. (1.1) and (1.2), independent of the solutions u(x, t) and ϕB(x, t), such that
lim sup
t→∞
∥∥u(x, t)∥∥k,2 < C, k ∈ N,
lim sup
t→∞
∥∥ϕB(x, t)∥∥k,2 < C, k ∈ N.
Theorem 1.2. Under the conditions of Theorem 1.1, for every u0(x) ∈ D((−Ω)∞), ϕB0(x) ∈ D((−Ω)∞),
t  0, the initial problem (1.1)–(1.4) has a unique classical global solution
u(x, t) ∈ C∞([0,∞) × Ω), ϕB(x, t) ∈ C∞([0,∞) × Ω).
2. Local existence of classical solutions
In this section, we would establish the existence of local solution of (1.1)–(1.4). At ﬁrst, we may
therefore conclude the initial value problem (1.1)–(1.4) as that:
ut = i
(
−dg
2 + 1
dU
+ a
d
)
u + ig
[
a
d
+ (2ν − 2μ)
]
ϕB + ic
4md
u + ig
4md
(c − d)ϕB
− ib
d
|u + gϕB |2(u + gϕB), (2.1)
ϕBt = ig
U
u − i(2ν − 2μ)ϕB + i
4m
ϕB , (2.2)
u(x,0) = u0(x), (2.3)
ϕB(x,0) = ϕB0(x). (2.4)
From (2.1) and (2.2), we have
(u + gϕB)t =
(
cdi
4m|d|2 + i
cdr
4m|d|2
)
(u + gϕB) +
(
ia
d
− i
dU
)
(u + gϕB)
+ ig
dU
ϕB −
(
bdi
|d|2 + i
bdr
|d|2
)
|u + gϕB |2(u + gϕB). (2.5)
Assume that 	u =
(
u(x,t)+gϕB (x,t)
ϕB (x,t)
)
, then the initial value problem (1.1)–(1.4) becomes:
	ut = (A1 + A2)	u + (A3 + i A4)	u + J (	u), (2.6)
where
A1 =
( (aU−1)di
|d|2U
gdi
|d|2U
0 0
)
, A2 =
( (aU−1)dr
|d|2U
gdr
|d|2U
g2
U −2ν + 2μ − g
2
U
)
,
A3 =
( cdi
4m|d|2 0
0 0
)
, A4 =
( cdr
4m|d|2 0
0 14m
)
,
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J (	u) =
(− ibd |u + gϕB |2(u + gϕB)
0
)
.
Obviously, for aU < 1, A3 and A1 are nonnegative deﬁnite matrices and the operator − is a
positive self-adjoint operator on L2(Ω).
As in standard way, we study the initial value problem via the corresponding integral equation
	u(t) = e[(A3+A1)+i(A4+A2)]t 	u0 +
t∫
0
e[(A3+A1)+i(A4+A2)](t−τ ) J
(	u(x, τ ))dτ . (2.7)
Theorem 2.1. Let k ∈ N, k > n2 and k  2, aU < 1, U > 0, b > 0, m > 0, di > 0. Then for every 	u0 ∈
D((−Ω)k/2), there exists a unique solution 	u = 	u(x, t) to the initial value problem (1.1)–(1.4) in the class
	u ∈ C0([0, T ∗];Wk,2(Ω))∩ C1([0, T ∗];Wk−2,2(Ω)), (2.8)
where T ∗ has a lower bound dependent only on ‖	u0‖k,2 .
Furthermore, we have the following alternative (∀	u0 ∈ Wk,2(Ω)):
(1) There exists a T ∗∗ > 0 such that (1.1)–(1.4) has a unique solution 	u(t, x) in the class
	u(x, t) ∈ C0([0, T ∗∗);Wk,2(Ω))∩ C1([0, T ∗∗);Wk−2,2(Ω))
and
limsup
t→T ∗∗
∥∥	u(x, t)∥∥[ n2 ]+1,2 = +∞.
(2) (1.1)–(1.4) has a global solution 	u(x, t) in the class
	u(x, t) ∈ C0([0,+∞);Wk,2(Ω))∩ C1([0,+∞);Wk−2,2(Ω)).
Proof. The ﬁrst part is standard. Indeed, we can apply Banach’s ﬁxed point theorem to the operator
T˜ : 	u(x, t) → T˜ (	u(x, t))
= e[(A3+A1)+i(A4+A2)]t 	u0 +
t∫
0
e[(A3+A1)+i(A4+A2)](t−τ ) J
(	u(x, τ ))dτ , (2.9)
in the Banach space X = C0([0, T1],Wk,2(Ω)), which is locally Lipschitz continuous by virtue of
Lemma 3.1 in paper [17]. And letting
T1 = 1
2[3k |b||d|C2(2(‖	u0‖k,2 + 1))2](‖	u0‖k,2 + 1)
,
we have
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Since the operator (−A3 − A1) is a nonnegative operator, then
∥∥T˜ (	u(x, t))∥∥X  ‖	u0‖X +
T1∫
0
∥∥ J(	u(τ ))∥∥X dτ
 ‖	u0‖k,2 +
T1∫
0
∥∥ J(	u(τ ))∥∥k,2 dτ
 C − 1+ ∥∥ J(	u(τ ))∥∥X T1
 C − 1+ 3k |b||d|C2
(‖	u0‖2k,2)T1
< C,
and
∥∥T˜ (	u(x, t))− T˜ (	v(x, t))∥∥X 
T∫
0
∥∥ J(	u(x, τ ))− J(	v(x, τ ))∥∥X dτ
 3k |b||d|C2
(‖	u0‖k,2 + ‖	v0‖k,2)‖	u − 	v‖X T1
 1
2
‖	u − 	v‖X . (2.10)
Then, by contraction mapping principle, we obtain a unique solution of (2.7) (and hence, of (1.1)–
(1.4) in the class
	u(x, t) ∈ C0([0, T1];Wk,2(Ω))∩ C1([0, T1];Wk−2,2(Ω))).
(Further discussion can be seen in [14] or [16].)
For the second part, we will show that if for any T > 0
sup
0tT
‖	u‖[ n2 ]+1,2 < +∞, (2.11)
then the solution exists globally, that is,
	u(x, t) ∈ C0([0,+∞);Wk,2(Ω))∩ C1([0,+∞);Wk−2,2(Ω)).
Let T be the supremum of t such that (3.1)–(3.4) has a solution in the class
	u(x, t) ∈ C0([0, t);Wk,2(Ω))∩ C1([0, t);Wk−2,2(Ω)).
If k = [ n2 ] + 1, there is no need to discuss. Assume that k > [ n2 ] + 1 and T < +∞. In virtue of
Proposition II.4 of [15] and Lemma 3.1 of [17], we have
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t∫
0
∥∥	u(τ )∥∥k,2 dτ , (2.12)
for ∀t ∈ [0, T ).
From (2.11) and (2.12), we obtain inductively
limsup
t→T
∥∥	u(t)∥∥k,2  C3.
Then, limt→T ‖	u(x, t)‖k,2 = ‖	u(x, T )‖k,2 exists in view of (2.7). Since the local solution exists for a
time interval depending only on ‖	u0‖k,2, the solution 	u can be continued beyond T . This contradicts
the deﬁnition of T . Thus, T = +∞. This completes the proof. 
3. Global existence of classical solutions
The second assertion of Theorem 2.1 in the previous section assures that in order to prove the
existence of global classical solutions it suﬃces to show that the H [ n2 ]+1,2-norm of the solution is
bounded for every ﬁnite interval in R+ . And we begin with some a priori estimates:
Lemma 3.1. Assume that U > 0, b > 0, c > 0, m > 0 and let q 2. If
|dr | 2di
√
q − 1
q − 2 ,
then
‖u + gϕB‖qq + ‖ϕB‖qq  C7eC6t
(‖u0 + gϕB0‖qq + ‖ϕB0‖qq), (3.1)
‖ϕB‖qq  C7eC6t
(‖u0 + gϕB0‖qq + ‖ϕB0‖qq), (3.2)
‖u‖qq  2
(
1+ g2)C7eC6t(‖u0 + gϕB0‖qq + ‖ϕB0‖qq). (3.3)
Proof. Multiplying (2.5) by |u + gϕB |q−2(u + gϕB) and taking the inner products, and taking the real
part of the resulting inequality we obtain:
1
q
d
dt
‖u + gϕB‖qq = Re
[(
cdi
4m|d|2 + i
cdr
4m|d|2
)∫
(u + gϕB)|u + gϕB |q−2(u + gϕB)dx
]
+
(
adi
|d|2 −
di
|d|2U
)
‖u + gϕB‖qq + Re
[∫
ig
dU
ϕB |u + gϕB |q−2(u + gϕB)dx
]
− bdi|d|2 ‖u + gϕB‖
q+2
q+2. (3.4)
Notice that
|dr | 2di
√
q − 1
q − 2 ,
then,
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[(
cdi
4m|d|2 + i
cdr
4m|d|2
)∫
(u + gϕB)|u + gϕB |q−2(u + gϕB)dx
]
= cdi
4m|d|2 Re
(∫
(u + gϕB)|u + gϕB |q−2(u + gϕB)dx
)
− cdr
4m|d|2 Im
(∫
(u + gϕB)|u + gϕB |q−2(u + gϕB)dx
)
− cdi
4m|d|2 ·
2
√
q − 1
q − 2
∣∣∣∣∫ (u + gϕB)|u + gϕB |q−2(u + gϕB)dx∣∣∣∣
− cdr
4m|d|2 Im
(∫
(u + gϕB)|u + gϕB |q−2(u + gϕB)dx
)
− cdi
4m|d|2 ·
2
√
q − 1
q − 2
∣∣∣∣∫ (u + gϕB)|u + gϕB |q−2(u + gϕB)dx∣∣∣∣
+
∣∣∣∣ cdr4m|d|2 Im
(∫
(u + gϕB)|u + gϕB |q−2(u + gϕB)dx
)∣∣∣∣
=
(∣∣∣∣ cdr4m|d|2
∣∣∣∣− cdi4m|d|2 · 2
√
q − 1
q − 2
)∣∣∣∣∫ (u + gϕB)|u + gϕB |q−2(u + gϕB)dx∣∣∣∣ 0, (3.5)
where we used the inequality [10, P31]
Re
[
(1+ ir)〈−u, |u|p−2u〉] 0, for |r| 2√p − 1|p − 2| , for 1 < p < ∞.
Thus, by (3.5) and Young’s inequality, (3.4) becomes
d
dt
‖u + gϕB‖qq  q
(
adi
|d|2 −
di
|d|2U +
|g|
|d|U
)
‖u + gϕB‖qq + q|g||d|U ‖ϕB‖
q
q. (3.6)
Using Fourier transform, (1.2) can be transformed into
ϕB(x, t) = eiHtϕB0 + ig
U
t∫
0
eiH(t−τ )(u + gϕB)dτ − i
(
g2
U
+ 2ν − 2μ
) t∫
0
eiH(t−τ )ϕB dτ , (3.7)
where
eiHt = F−1(e− i4m λ2t F ).
Let q  2 and 1q + 1q′ = 1, then we can ﬁnd that 1  q′  2. The estimates on Sobolev and Besov
spaces [1,20] give ∥∥eiHtϕB0∥∥B0
q′,2
 C
∥∥eiHtϕB0∥∥q′,2
 C
∥∥eiHtϕB0∥∥k,2
= C‖ϕB0‖k,2  C, (3.8)
provided k > q′ .
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∥∥ϕB(x, t)∥∥qB0q,2  C + C
t∫
0
(t − s)γ ‖u + gϕB‖qB0
q′,2
dτ + C
t∫
0
(t − s)γ ‖ϕB‖qB0
q′,2
dτ , (3.9)
where 0 > γ = qn2 (1− 2q′ ) > − qn2 . By the properties of Besov space, we have
∥∥ϕB(x, t)∥∥qq  C + C
t∫
0
‖u + gϕB‖q
′
q′ dτ + C
t∫
0
‖ϕB‖q
′
q′ dτ . (3.10)
Noting that q′  q, then by Hölder’s inequality, we have
∥∥ϕB(x, t)∥∥qq  C + C
t∫
0
‖u + gϕB‖qq dτ + C
t∫
0
‖ϕB‖qq dτ . (3.11)
We see that (3.6) implies
‖u + gϕB‖qq  q
(
adi
|d|2 −
di
|d|2U +
|g|
|d|U
) t∫
0
‖u + gϕB‖qq dτ
+ q|g||d|U
t∫
0
‖ϕB‖qq dτ + ‖u0 + gϕB0‖qq. (3.12)
The above two inequalities mean that
‖u + gϕB‖qq +
∥∥ϕB(x, t)∥∥qq  C5 + C6
t∫
0
(‖u + gϕB‖qq + ‖ϕB‖qq)dτ . (3.13)
By Gronwall’s inequality, we obtain
‖u + gϕB‖qq +
∥∥ϕB(x, t)∥∥qq  C7eC6t(‖u0 + gϕB0‖qq + ‖ϕB0‖qq). (3.14)
Thus, we get the desired results immediately. This completes the proof of Lemma 3.1. 
Lemma 3.2. Under the conditions of Lemma 3.1, if the Lq-norm of the solutions u(x, t) and ϕB(x, t) are
bounded in [0, T ) for some q ∈ [1,∞) such that
q >
2kn
2+ 2k − n ,
then the Hk-norm of the solutions u(x, t) and ϕB(x, t) are bounded in [0, T ).
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the result inequality we obtain:
1
2
d
dt
∥∥∇k(u + gϕB)∥∥22
= − cdi
4m|d|2
∥∥∇k+1(u + gϕB)∥∥22 +( adi|d|2 − di|d|2U
)∥∥∇k(u + gϕB)∥∥22
− Re
(∫
ig
dU
∇kϕB · ∇k(u + gϕB)dx
)
− Re
[(
bdi
|d|2 + i
bdr
|d|2
)∫
|u + gϕB |2(u + gϕB)k(u + gϕB)dx
]
− cdi
4m|d|2
∥∥∇k+1(u + gϕB)∥∥22 +( adi|d|2 − di|d|2U + |g|2|d|U
)∥∥∇k(u + gϕB)∥∥22 + |g|2|d|U ∥∥∇kϕB∥∥22
− Re
[(
bdi
|d|2 + i
bdr
|d|2
)∫
|u + gϕB |2(u + gϕB)∇(k+1)+(k−1)(u + gϕB)dx
]
. (3.15)
Using Schwarz’s inequality, we have
∫
|u + gϕB |2(u + gϕB)∇(k+1)+(k−1)(u + gϕB)dx
= (−1)k+1
∫
∇k+1(|u + gϕB |2(u + gϕB)) · ∇k−1(u + gϕB)dx

(∫ ∣∣∇k+1(|u + gϕB |2(u + gϕB))∣∣2 dx) 12(∫ ∣∣∇k−1(u + gϕB)∣∣2 dx) 12
= ∥∥∇k+1(|u + gϕB |2(u + gϕB))∥∥2 · ∥∥∇k−1(u + gϕB)∥∥2. (3.16)
For the ﬁrst term we use Lemma 3.1 of [17] to ﬁnd that
∥∥∇k+1(|u + gϕB |2(u + gϕB))∥∥2  3kC1(k + 1,n,q)‖u + gϕB‖τk+1,2 · ‖u + gϕB‖3−τq , (3.17)
where
τ = (k + 1−
n
2 ) + 3nq
(k + 1− n2 ) + nq
. (3.18)
The number q is just the one given in Lemma 3.1 such that the Lq-norm ‖u+ gϕB‖q of the solution
is bounded in [0, T ).
For the second term we use the log convexity of the mapping 0  α → ‖(−)αu‖2 for u ∈
D((−)α) ∩ D((−)β), i.e.,
∥∥(−)τα+(1−τ )βu∥∥2  ∥∥(−)αu∥∥τ2 · ∥∥(−)βu∥∥1−τ2 , τ ∈ [0,1],
to ﬁnd
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
∥∥∇k+1(u + gϕB)∥∥ k−1k+12 · ‖u + gϕB‖ 2k+12 . (3.19)
We ﬁnd from the above and Lemma 3.1 for q = 2,
∣∣∣∣∫ |u + gϕB |2(u + gϕB)∇(k+1)+(k−1)(u + gϕB)dx∣∣∣∣
 3kC1(k + 1,n,q)‖u + gϕB‖τk+1,2 · ‖u + gϕB‖3−τq
∥∥∇k+1(u + gϕB)∥∥ k−1k+12 ‖u + gϕB‖ 2k+12

∥∥∇k+1(u + gϕB)∥∥2· k−12k+22 (∥∥∇k+1(u + gϕB)∥∥22 + ‖u + gϕB‖22) τ2
 C
(∥∥∇k+1(u + gϕB)∥∥2σ2 + Cτ8∥∥∇k+1(u + gϕB)∥∥ k−1k+12 ), (3.20)
where
σ = k − 1
2k + 2 +
τ
2
< 1, (3.21)
which means that
q >
2kn
2k + 2− n , (3.22)
where we have used that the Hk+1-norm ‖ · ‖k+1,2 is equivalent to the norm
(∥∥∇k+1∥∥22 + ‖ · ‖22) 12 = ‖ · ‖k+1,2. (3.23)
From (3.15), (3.21), Lemma 3.1 for q = 2, and by Young’s inequality, we have
d
dt
∥∥∇k(u + gϕB)∥∥22  2( adi|d|2 − di|d|U + |g|2|d|U
)∥∥∇k(u + gϕB)∥∥22 + |g|2|d|U ∥∥∇kϕB∥∥22. (3.24)
Using Lemma 3.1 and (3.23),
‖u + gϕB‖2k,2  C9
t∫
0
‖u + gϕB‖2k,2 dτ + C10
t∫
0
‖ϕB‖2k,2 dτ . (3.25)
And from (3.7), (3.8) and Proposition II.4 in [15] and by the estimate of Besov space,
‖ϕB‖2k,2  C +
g2
U2
t∫
0
‖u + gϕB‖2k,2 dτ +
∣∣∣∣ g2U + 2ν − 2μ
∣∣∣∣2
t∫
0
‖ϕB‖2k,2 dτ . (3.26)
Then, by (3.25), (3.26), we have
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t∫
0
(‖u + gϕB‖2k,2 + ‖ϕB‖2k,2)dτ .
Using Gronwall’s inequality,
‖u + gϕB‖2k,2 + ‖ϕB‖2k,2  C13eC12t
(‖u0 + gϕB0‖2k,2 + ‖ϕB0‖2k,2). (3.27)
Thus,
‖u + gϕB‖2k,2  C13eC12t
(‖u0 + gϕB0‖2k,2 + ‖ϕB0‖2k,2), (3.28)
‖ϕB‖2k,2  C13eC12t
(‖u0 + gϕB0‖2k,2 + ‖ϕB0‖2k,2), (3.29)∥∥u(x, t)∥∥2k,2  2(1+ g2)C13eC12t(‖u0 + gϕB0‖2k,2 + ‖ϕB0‖2k,2). (3.30)
This completes the proof of Lemma 3.2. 
Proof of Theorem 1.1. Let us examine when the condition in Lemma 3.2 will be satisﬁed, i.e., when
the boundedness of the Lq-norm of the solution with q > 2kn2+2k−n will be guaranteed. It appears that
we should consider all k with k  n0. However, for any k  n0 we can divide the Hk-estimate of the
solutions in two pieces: We ﬁrst establish the boundedness of the Hn0 -norm of the solutions and
consequently the global existence of the solutions. Then, by Sobolev’s embedding we claim that the
L∞-norm of the solutions is bounded as well. This implies that for general k n0 we can take q = ∞
so that the condition q > 2kn2+2k−n holds true and thus we ﬁnally conclude from Lemma 3.2 that the
Hk-norm of the solutions is bounded.
According to this discussion, in order to apply Lemma 3.2 we need to ﬁnd condition so that the
boundedness of the Lq-norm of the solutions with
q >
2nn0
2+ 2n0 − n >
2kn
2+ 2k − n (3.31)
will be guaranteed. Actually, only when the term in the right side of (3.31) is greater than 2, then the
requirement on q becomes a real need. Thus, in general we need to consider q satisfying
q > q0 = max
{
2,
2nn0
2+ 2n0 − n
}
. (3.32)
For this purpose we appeal to Lemma 3.1 which says that the Lq-norm (q  2) of the solution
will be bounded if the parameters di,dr are chosen in such a way that |dr |  2di
√
q−1
q−2 . Thus, if the
parameters di,dr, are chosen in such a way that
|dr | 2di
√
q0 − 1
q0 − 2 , (3.33)
then (3.32) will be satisﬁed for some q > q0. It is quite comfortable to see that q0 = 2 for n = 1 and
n = 2 and thus condition (3.31) becomes superﬂuous if n 2.
If in the above procedure we begin with C∞ data, then what we need is to ﬁnd condition on di,dr
such that the boundedness of the Lq-norm of the solutions can be guaranteed for some q > 2kn2+2k−n
with any one k > n2 . Note that
2kn
2+2k−n converges to n as k → ∞. Thus, the bottom rung for such a q
is q = n. Hence, in this case the condition (3.33) should be read as
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√
n − 1
n − 2 (n 3). (3.34)
This completes the proof of Theorem 1.1. 
As we have observed above, Lemma 3.2 implies that, in particular, for n = 1 and n = 2 the time-
dependent Ginzburg–Landau equations with the initial data in Hm possess a unique global classical
solution whose H2-norm is bounded, without any restriction on the parameters of the equations.
From Theorem 1.1, we obtain Theorem 1.2 immediately.
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