Abstract. We show that transportation cost inequalities can be used to derive bounds for isotropic constants of convex bodies. We state a conjecture about transportation costs (and discuss support for it) which would have strong consequences for the slicing problem.
Introduction
We work in R n equipped with its standard inner product ·, · and Euclidean norm | · |. |A| also denotes the volume (Lebesgue measure) of a Borel set A. For a Borel set A with 0 < |A| < ∞, m A denotes the uniform probability measure on A, that is, m A (B) = |A∩B| |A| . The symbols µ and ν will always stand for Borel probability measures on R n . We first introduce two different ways to quantify the difference between two probability measures. First, for p ≥ 1, the (L p -)Wasserstein distance between µ and ν is , where π runs over probability measures on R n × R n with marginals µ and ν. We will be interested mainly in the special cases p = 1, 2. Second, if ν ≪ µ, the relative entropy of ν with respect to µ is H(ν|µ) = log dν dµ dν.
The (L p -)transportation cost constant τ p (µ) is the largest constant τ such that
for every ν ≪ µ. An inequality of the form of (1) is referred to as a transportation cost inequality for µ. Note that since W 1 ≤ W 2 by Hölder's inequality, it follows that τ 1 (µ) ≥ τ 2 (µ). Transportation cost inequalities are by now well known as a method to derive measure concentration; for details and references see [10, Chapter 6] . The purpose of this note is to show that they also have applications to the slicing problem for convex bodies.
We recall the following definitions and facts about isotropic convex bodies (see [11] ). A convex body K is called isotropic if (1) its centroid is 0, (2) |K| = 1, and
for all y ∈ R n . Every convex body K has an affine image T (K) (unique up to orthogonal transformations) which is isotropic; the isotropic constant of K is defined as L K = L T (K) . The isotropic constant also has the extremal characterization
where T runs over volume-preserving affine transformations of R n , with equality iff K is isotropic. The slicing problem for convex bodies asks whether there is a universal constant c such that L K ≤ c for all convex bodies K. The best known universal bound is
due to Bourgain [6] when K is symmetric and extended by Paouris [13] to the general case. In this note we will be interested in the support for and consequences of the following conjecture for the uniform measure on an isotropic convex body.
Conjecture 1.
There is an absolute constant c > 0 such that
for every isotropic convex body K.
Although it will not be our focus here, this statement would imply (and is in fact equivalent to) a quite strong uniform concentration of measure result for isotropic convex bodies. In particular it would extend the concentration for linear functionals which follows from Borell's lemma to Lipschitz functions. It is natural also to extend the conjecture to log-concave measures which satisfy an isotropicity condition.
In Section 2, we discuss results for Sobolev-like functional inequalities, both for uniform measures m K and more general log-concave measures, which support Conjecture 1, including a new "restricted" logarithmic Sobolev inequality. In Section 3 we show that transportation cost estimates can be applied to bound isotropic constants of convex bodies, and in particular that Conjecture 1 would have significant consequences for the slicing problem.
Functional inequalities
The logarithmic Sobolev constant ρ(µ) is the largest constant ρ such that
for all smooth f : R n → R with f 2 dµ = 1. The spectral gap λ(µ) is the largest constant λ such that
for all smooth f : R n → R with f dµ = 0. Logarithmic Sobolev inequalities (5) and spectral gap (or Poincaré) inequalities (6) both have well-known applications to measure concentration. They are related to transportation cost inequalities by the following deep result.
Theorem 2 (Otto and Villani [12] ). For any probability measure µ which is absolutely continuous with respect to Lebesgue measure on R n ,
It is natural to make the (stronger) conjectures corresponding to Conjecture 1 by replacing τ 1 in (4) with τ 2 or ρ. The corresponding statement for λ, while not directly comparable to (4) , is also worth considering both as a weakened form of the τ 2 or ρ conjectures, and also because of the measure concentration it implies. We now review what is known in the direction of these various statements.
Kannan, Lovász, and Simonovits [8] (actually working with an equivalent isoperimetric problem, cf. [2] ) showed that if µ is absolutely continuous and log-concave with barycenter 0, then
It is easy to see that this is an optimal estimate in general. By testing (6) on linear functionals, one can see that λ(µ) ≤ α −1
1 for any µ, where α 1 is the largest eigenvalue of the covariance matrix of µ. If α 1 is much larger than the remaining eigenvalues (i.e., µ is close to being one-dimensional), then |x| 2 dµ(x) ≈ α 1 . However, this situation is far from isotropicity (in which all the eigenvalues are equal), and the authors of [8] in fact made (a stronger version of) the conjecture corresponding to (4) for λ(m K ). In the case that µ is also spherically symmetric (and hence in particular isotropic), Bobkov [3] improved this to
, proving the conjecture from [8] for log-concave measures in this special case. Bobkov [2] estimated ρ(µ) for log-concave µ in terms of the L ψ 2 (µ) norm of | · |; in the case that µ = m K for K isotropic, this can be combined with a result of Alesker [1] to yield
Like (7), this misses the level of (4) by a factor of n. However, Bobkov's result in [2] also does not involve isotropicity and like (7) is probably only sharp when µ is close to being one-dimensional. It should be noted that the estimate for τ 1 (m K ) in (8) also follows by combining Alesker's result with a very general L 1 transportation cost inequality proved recently by Bolley and Villani [5] .
Finally, in two concrete cases we have the following optimal estimates which are stronger than (4):
where Q n is a cube of volume 1 and D n is a Euclidean ball of volume 1. Both of these can be derived from the fact ρ(γ) = 1, where γ is the standard Gaussian measure on R n , by transporting γ to m K via a Lipschitz map. The estimate for Q n , which is probably folklore (cf. [10] ), can also be proved by induction on n, taking advantage of the product structure of Q n . The estimate for D n is due to Bobkov and Ledoux [4] .
Interestingly, if one restricts the logarithmic Sobolev inequality (5) for µ = m K to functions which vanish near the boundary of K, one can improve the constant ρ to 2n
, regardless of isotropicity or even convexity. Note that this is stronger by at least a factor of 2 than the best possible constant for general f , as follows from the remarks after (7).
Proposition 3. Let Ω ⊂ R
n be open and bounded, with centroid z. Then
for all smooth f : R n → R such that supp(f ) ⊂⊂ Ω and
Proof. The proof is based on the results of Brenier and McCann on mass transportation via a convex gradient. (For details and references, see [15] , or [7] , where a similar proof is given of logarithmic Sobolev inequalities for a class of strictly log-concave measures.) To begin, it is a matter of scaling and translation to assume that 1 |Ω| Ω |x| 2 dx = n and z = 0. We will use the fact that there is a convex function ϕ such that ∇ϕ transports the probability measure f 2 dm Ω to the probability measure m Ω ; that is,
for f 2 dm Ω -a.e. x, where Hϕ is the Aleksandrov Hessian of ϕ (i.e., the absolutely continuous part of the distributional Hessian). ∇ϕ is called the Brenier map transporting f 2 dm Ω to m Ω .
First take the logarithm of both sides of (10) . Using the facts that Hϕ ≥ 0 (since ϕ is convex) and log t ≤ t − 1 for t > 0, we obtain log f (x) 2 = log det(Hϕ(x)) ≤ ∆ϕ(x) − n f 2 dm Ω -a.e., where ∆ϕ denotes the Aleksandrov Laplacian of ϕ (i.e., the trace of Hϕ). Now integrate with respect to f 2 dm Ω , apply the integration by parts inequality from [7, Lemma 1] , and use (9) with g(x) = |x| 2 to obtain
The slicing problem
The following lemma indicates the relevance of transportation cost inequalities to the slicing problem. We first need a definition. If K, B ⊂ R n are convex bodies, the volume ratio
where T runs over affine transformations of R n such that T (K) ⊂ B.
Lemma 4. Let K, B ⊂ R n be convex bodies, with B isotropic. Then
, and c is an absolute constant.
Proof. We may assume that K ⊂ B and |K| = v −n . If δ 0 denotes the point mass at 0 ∈ R n , then by the triangle inequality for W 1 , 1
By Borell's lemma (see e.g. [10, Section 2.2]), there is an absolute constant c such that
The claim now follows from the extremal characterization of L K (2).
An analogous estimate with τ = τ 2 (B) can be proved more directly, without Borell's lemma. Note that the (known) fact that isotropic constants are bounded for bodies K with bounded "outer volume ratio" vr(D n , K) is an immediate corollary.
Recently, Klartag [9] introduced an isomorphic version of the slicing problem. Let d(B, K) denote the Banach-Mazur distance between convex bodies B, K ⊂ R n . The isomorphic slicing problem asks whether, for any convex body K, there is a convex body B such that L B ≤ c 1 and d(B, K) ≤ c 2 . In the symmetric case, Klartag proved the following result, which solves the isomorphic slicing problem up to a logarithmic factor.
Theorem 5 ([9]
). There are absolute constants c 1 , c 2 such that for any symmetric convex body K, there is a symmetric convex body B with L B ≤ c 1 and d(B, K) ≤ c 2 log n.
The following conditional result now shows the significance of Conjecture 1 for the slicing problem.
Theorem 6. Conjecture 1 implies each of the following statements.
(1) There is an absolute constant c such that
for any two convex bodies K and B, where v = vr(B, K). (2) The slicing problem for general convex bodies is equivalent to the slicing problem for symmetric convex bodies. (3) The slicing problem is equivalent to the isomorphic slicing problem. (4) There is an absolute constant c such that L K ≤ c log log n log n for all convex bodies K.
Proof.
(1) This is an immediate consequence of Lemma 4. (2) Rogers and Shephard [14] showed that for any convex body K, there is a symmetric convex body B such that vr(B, K) ≤ 2. The claim follows by combining this with part 1. We remark that by the same arguments, weaker versions of Conjecture 1 could also yield nontrivial estimates. Consider for example the conjecture that
for all isotropic symmetric convex bodies K, which is in some sense halfway between (4) and the known bound (8) , but restricted to the symmetric case. By Lemma 4, Theorem 5, and the result of [14] , (11) is enough to recover Bourgain's bound (3) for general convex bodies, up to a small difference in the logarithmic factor. The conjecture (11) would also imply that a solution of the isomorphic slicing problem for symmetric convex bodies would allow the logarithmic factor to be removed from (3) . A further improvement of the dependence on n in the right hand side of (11) would yield correspondingly better estimates on isotropic constants. We conclude by pointing out that the heart of the application of Conjecture 1 to the slicing problem is a good estimate on W 1 (m K , m B ) (or W 2 (m K , m B )) for convex bodies K and B. This suggests an alternative approach, related to the one discussed here, of directly
