Abstract-This paper proposes a novel model on intra coding for High Efficiency Video Coding (HEVC), which simultaneously predicts blocks of pixels with optimal rate distortion. It utilizes the spatial statistical correlation for the optimal prediction based on 2-D contexts, in addition to formulating the datadriven structural interdependences to make the prediction error coherent with the probability distribution, which is desirable for successful transform and coding. The structured set prediction model incorporates a max-margin Markov network (M3N) to regulate and optimize multiple block predictions. The model parameters are learned by discriminating the actual pixel value from other possible estimates to maximize the margin (i.e., decision boundary bandwidth). Compared to existing methods that focus on minimizing prediction error, the M3N-based model adaptively maintains the coherence for a set of predictions. Specifically, the proposed model concurrently optimizes a set of predictions by associating the loss for individual blocks to the joint distribution of succeeding discrete cosine transform coefficients. When the sample size grows, the prediction error is asymptotically upper bounded by the training error under the decomposable loss function. As an internal step, we optimize the underlying Markov network structure to find states that achieve the maximal energy using expectation propagation. For validation, we integrate the proposed model into HEVC for optimal mode selection on rate-distortion optimization. The proposed prediction model obtains up to 2.85% bit rate reduction and achieves better visual quality in comparison to the HEVC intra coding.
I. Introduction
T HE STATE-of-the-art video coding schemes developed jointly by ITU-T and ISO/IEC, e.g., H.264/AVC [1] and the new High Efficiency Video Coding (HEVC) standard [2] , have achieved a vital efficiency by exploring statistical redundancy among pixels through intra and inter prediction. Over the past decade, more prediction methods have been suggested to achieve better performance [3] , [4] . Within the development of HEVC, the macroblock up to 64 × 64 was modeled as the hierarchical partition tree. Besides bidirectional intraprediction and separable directional transforms [5] , the angular prediction with up to 34 prediction modes [6] and mode-dependent directional transforms [7] have been advanced to exploit the remaining significant directional residual energy beyond existing intraprediction modes. Recently, the combined intra prediction (CIP) [8] was proposed to exploit the spatial redundancies with both open-loop prediction and the closed-loop prediction. Taking into consideration the prediction residual that is transformed within the region of correlated pixels, this paper is devoted to investigating the set prediction for coherence with the underlying probability distribution for transform rather than minimizing individual prediction error. It is worth mentioning that the proposed set prediction for a correlated region of pixels can approximate the optimal performance with an upper bound under the joint constraints for mutual structural interdependences in max-margin Markov networks. Max-margin Markov networks [26] leverage Markov networks to combine support vector machines structurally in order to make max-margin estimation for a set of pixels. Based on the obtained contexts, multiclass support vector machines [40] are trained to distinguish the actual value from other possible estimations. Consequently, conditional prediction is made to find the most probable estimation based on the training results. Because Markov networks can represent structural interdependences among a set of pixels, the max-margin Markov networks can enforce local coherence.
Revisiting the traditional video coding trajectory, directionality in discrete cosine transform (DCT) has been considered to catch textures, lines, and edges. Zeng and Fu [9] proposed a block-independent directional DCT from the shapeadaptive DCT. Furthermore, Xu et al. [10] suggested primary directional operations for lifting-based DCT to exploit the 1051-8215 c 2013 IEEE interblock correlations. Later, Chang et al. developed the direction-adaptive partitioned block transform by incorporating directional DCT into H.264 intra coding [11] . Recently, the discrete filtering transform was proposed to exploit correlations among pixels in H.264/AVC intra coding [12] . Unfortunately, existing improvements over the transform depend on the prediction residual from the traditional prediction modes and they do not use all the available information. Other efforts have also been made to improve the intra coding under the traditional prediction by reducing the bit rate of coding unit (CU) syntax elements or enhancing the efficiency of intraprediction algorithm. A typical mode decision strategy for intra prediction is to estimate the most probable prediction mode by extracting the directional features [13] . Laroche et al. [14] improved the intra coding by reducing the bit rate of the intrapredictor indexes along with the distance-based metrics in the DCT domain. Commonly, neighboring spatial information is utilized in a block-based progressive manner [15] - [17] . However, such methods only consider spatial statistical correlation for the context-based prediction, where each prediction is isolated without considering the coherence in a local region.
To further improve prediction performance, texture synthesis and hallucination (for upsampling-based reconstruction) with good perceptual quality have been proposed. A related approach [18] using the texture analysis-synthesis scheme was developed, which reduces the entropy of source information by clustering the homogeneous area into a small patch that contains the epitome content of associated regions. Those patches, which are close to uniform, can be handled under the framework of Markov random fields (MRFs), and its optimization algorithms, e.g., belief propagation (BP), have been developed to solve it. Various attempts to restore the missing information have involved in various side information, e.g., edge [19] and auxiliary parameters [4] . To maintain a temporal consistency of video, a space-time completion has been proposed in a global optimization framework [20] , [21] . It has been recognized that those methods fail to ensure pixelwise fidelity.
Recently, learning-based methods for intraframe prediction have drawn more attention. Assuming the weights for pixels with same coordinates in the block for predicting are fixed [44] , least-square-based methods for calculating prediction weights were proposed in [45] . They aim to achieve the optimal prediction under the Gaussian assumption. However, they do not consider the local coherences in the blocks for predicting. Xiong et al. [3] proposed the structured priority BP-based inpainting prediction model to exploit the intrinsic nonlocal and geometric regularity in H.264/AVC. The geometric regularity in block-based prediction was also considered in [22] , which explores interdependences among blocks with the BP approach to estimate probability mass function for existing nine intraprediction modes of H.264/AVC and obtain a reduced set of intraprediction modes for low complexity. It has been shown to commit bit rate increment and peak signal-to-noise ratio (PSNR) loss in comparison to existing H.264/AVC intra coding. BP is a message passing algorithm to make inference on graphical models [41] . It calculates the marginal distribution for each unobserved node conditioned on observed nodes in the tree-like graphical model. For graphs containing cycles or loops, BP was extended to loopy BP [42] , which finds the maximum a posteriori (MAP) inference by iteratively solving a finite set of equations till convergence. However, the precise condition for the convergence in BP is not yet available. Expectation propagation (EP) unifies and extends the Kalman filter and loopy BP to make MAP inference with a simpler distribution [43] . The divergence measure function of the messages in EP is close in terms of Kullback-Leibler (KL) divergence. To fit a wider scope of messages, EP measures the difference between messages with the expectation, e.g., means and variances, rather than exact values. However, such learning-based methods are recognized as generative learning models, which might not produce the best discrimination for the actual distribution when only partial knowledge of observations is available in prediction of video data [23] .
We propose a novel model for intra coding in HEVC, which can simultaneously predict a set of pixels with optimal ratedistortion performance. The structured set prediction model can take into account both the context-based prediction (i.e., with respect to the probabilistic distribution of transform) and the data-driven structural interdependences (i.e., in a local region). Unlike traditional prediction models, a discriminative learning approach is adopted to exploit the inherent statistical correlation, which is directly conditioned on the 2-D contexts of correlated regions. The obtained prediction residual is in conformity with the underlying probabilistic distribution for succeeding transform, i.e., the transformed coefficients from the proposed model tend to concentrate on low-frequency domain in the correlated region. Specifically, the max-margin Markov network models structural dependences, where pixels are correlated with their neighbors, to regulate predictions with joint constraints. It optimizes the predictions in a correlated region so that the prediction error fits the probability distribution for transform-based coding. In the maxmargin estimation, model parameters are learned to jointly consider local features that characterize varying statistics to discriminate the actual pixel values from the other possible estimates to satisfy the maximal margin criteria. The loss function is designed to fit the probability distribution of DCT coefficients to reduce the coding rate. Therefore, coefficients derived from the loss-augmented inference are optimal for the coding engine. Furthermore, the prediction error from both the trained model parameter and the decomposable loss function is asymptotically upper bounded by the training error with sufficient samples. Finally, the structured set prediction (i.e., find the states achieving the maximal probability without explicit posterior distribution) can be solved by the EP algorithm.
To validate the efficacy of the proposed model, we integrate it with the unified directional intra prediction in the HM reference software of HEVC for the optimal mode selection on rate-distortion optimization (RDO). In the training process, the loss function is iteratively optimized and the model parameters (such as weighting vector) are learned from randomly selected training data. During prediction, the model parameters are utilized to combine the class of feature functions, and the discriminative learning model can make the joint max-margin prediction directly conditioned on the predicted data. To suppress the approximation errors due to overfitting, an online update is used in intraframe prediction. It is worth mentioning that the proposed predictor is causal so that both encoding and decoding can simultaneously operate on the learned parameters in one pass.
The rest of this paper is organized as follows. In Section II, we describe the overall intracoding framework and the structured set prediction model. In Section III, we design the Laplacian loss function and develop the upper bound of the prediction error for the proposed model. Section IV provides the solution to the structured set prediction model with the EP algorithm. Experimental results are evaluated in Section V on both objective and visual performance. Finally, we conclude this paper and discuss the future work in Section VI.
II. Proposed Framework

A. Proposed Codec
The generic video coding framework with the proposed structured set prediction model is depicted in Fig. 1 . In addition to the existing intra and inter modes, each CU is designed to choose the optimal mode to minimize rate-distortion cost. As marked in Fig. 1 , the proposed structured prediction model is blended with the traditional angular intra prediction to serve as an alternative mode. Therefore, the value MODE STRUCT is added to syntax element PRED MODE PRED MODE ∈ {MODE SKIP, MODE INTER, MODE INTRA, MODE STRUCT}.
The STRUCT MODE is initiated in intra(I) frame. The CU is iteratively predicted from the maximal possible size to the minimal one for the decision of prediction unit (PU) in intra prediction. After calculating the Lagrangian ratedistortion cost for all the possible intraprediction modes, the PUs achieving the least overall cost is selected for the intra prediction of current CU. If P n is the current PU and P (r) n is the reconstructed PUs in the current CU, the Lagrangian cost J P n of the predicted PU with parameter set PARAM = {PRED MODE, PU SIZE, INTRA PRED MODE} is
where Qp is the quantization parameter and λ is the Lagrange parameter associated with Qp. The Lagrange parameter λ is empirically set: λ = 0.85 · 2 (Qp−12)/3 . Similar to intramodes and intermodes, the predictor of STRUCT MODE is subtracted from the current PU to generate the residual, which is subsequently transformed, quantized, and encoded to obtain the compressed bitstream. There is no additional side information to be required in the compressed bitstream. Therefore, the proposed mode's bit rate R only involves the header information (e.g., STRUCT MODE flag) and the corresponding DCT residual blocks. A detailed description of the proposed intraprediction process can be found in Algorithm 3 in Section V-A, which considers iterative rate distortion cost for the structured set prediction model. The derivation process of intra prediction with the proposed structured set prediction model is formulated in Sections II-B and II-C. Through (3), the weights are trained in the structured set prediction model. In training, the PU for prediction can be obtained and the observed contexts are reconstructed video signals to ensure the synchronism between encoder and decoder. The candidate mode for INTRA PRED MODE is derived analogously to the default HEVC intra coding. The prediction based on the specified weights is to find the block of most probable prediction simultaneously, which is described in (2) . Therefore, the EP-based message passing algorithm is proposed for the prediction. Both the encoder and decoder start from the weights trained offline and update such weights according to the derived INTRA PRED MODE. Section IV describes a detailed solution process, including the derivation of prime-dual formulation, the generation of junction tree, and subsequent message passing and max-margin prediction.
B. Structured Set Prediction Model
In this section, we describe the proposed structured set prediction model. The state-of-the-art adaptive prediction methods commonly adopt the sequential prediction on each individual pixel using adaptive rules for varying spatial dependences. Remarkably, the proposed model takes into consideration the correlation among the pixels for predicting, such that the prediction errors can be customized for various contexts. Consequently, the structured set prediction model makes contextbased inference and derive constraints over sets of pixels for predicting, as shown in Fig. 2 . Fig. 2 illustrates the training process with the class of feature functions in the proposed model. In the model, concurrent training and prediction are performed for blocks of pixels with the fixed size. When obtaining the training data S = {x i ,
, the class of feature functions f j K j=1 serves as the enforced constraints indicating the structural interdependences. In the proposed model, f i describes the conditional distribution based on the ith context x (i) and the pixels for predicting y. To be consistent in representation, we denote y (i) = y. The conditional discriminative learning model is established for training of model parameters. X and Y indicate the set of samples {x i } and {y i }. To be concrete, the spatial statistics are characterized by the linear combination of the class of feature functions F = {f i (x, y)} which establish the conditional probabilistic model for prediction over the various contexts with the structural interdependences reconstructed pixels x as contexts, their predictionŷ is derived in a concurrent form
where f is the collection of feature functions indicating the probability distribution conditioned on the various spatial structural interdependences and w is the trained weighting vector of the linear model that combines the class of feature functions. The training process of the weighting vector w is modeled as an optimization problem that simultaneously considers context-based spatial correlation and the interdependences among pixels for predicting.
C. Intra Prediction As Optimized Problem
The predictive performance is based on the training of the weighting vector w. Denote S = {x i ,
the collected set of training data, where y i is the ith labeled block of pixels for predicting and x i is the ith observed contexts for y i . Consequently, the training of weighting vector w is treated as an optimization problem over the training set S. The min-max formulation of the max-margin Markov network is formulated for the training process with constraints representing the structural interdependences among the pixels being predicted.
Since the pixels being predicted are naturally correlated in local regions, the min-max formulation is constructed according to the graphical model in Fig. 3(b) . Assuming that the block of M pixels for predicting y = y
is correlated, an edge clique of the 2-D Markov network represents two neighboring pixels. As a result, the max-margin estimation for each pixel can be obtained by jointly optimizing all pixels. The margin of the actual valueŷ over the other possible estimation y is
In training, the lower bound of such margin is maximized so that the actual value can be discriminated from the other possible estimations.
In (3), the weighting vector w is the normal vector perpendicular to the hyperplane spanned by the class of feature functions {f i } and {ξ i } is the slack vector that allows violations to the constraints at a cost proportional to {ξ i }. C is a constant related to the learning rate in the training-based model. A large C will lead to the fine adjustment of parameters w but with a slow convergence rate. In training, the collection of training data S = {x i ,
is available, such that it is feasible to deal with the training data from 1 to N. Since a practical coding is based on the probabilistic estimation of errors with the alleged distribution, the loss function L (y i , y) is defined to reflect the actual code length under such distribution. In consequence, the optimization problem is conducted under the class of feature functions F = {f i (x, y)} and the loss function L (y i , y) that measures the actual code length.
III. Formulation of Structured Set Prediction Model
A. Loss Function
Since there exists strong connection between the loss-scaled margin and the expected risk of the learned model, we study the loss function for the loss-augmented inference. Given the M-ary estimated outputŷ, the approximation error is measured by the loss function L (ŷ, y).
In structured set prediction model, the loss function is proposed to consider the Laplacian errors derived for each node potential and the state transition of neighboring nodes for each edge potential. Denoting ne (i) the set of nodes linking the node i with an edge in the graphical model in Fig. 3(b) , the loss function L (ŷ, y) is formulated on cliques of the generated graphical model
where i (·) is the Laplacian loss function for the ith node component based on the disparity between the ith label y (i) and its estimationŷ (i) . In (4), we denote i =ŷ (i) − y (i) the ith prediction error in set prediction and σ 2 the variance derived by the all M errors
in the predictive region. Contrary to the 0/1 loss function, squared error loss function, and the deduced Hamming distance function, the proposed loss function is designed to indicate the disparities of the actual pixel values from the predicted ones and satisfy the 2-D DCT transform for a concentrated dc energy. The Laplacian loss function is adopted to meet the practical DCT transform-based coding [24] , [39] with least empirical entropy
(5) where e is the base of the natural logarithm. The solution to the loss-augmented optimization problem will minimize the practical code length as measured by the loss function L (ŷ, y) .
B. Upper Bound for the Prediction Errors
In this section, we show that the upper bound for prediction error is asymptotically consistent with the training error. Such upper bound allows us to relate the error on training data to the prediction error. Hopefully, the prediction error is assured to converge by such consistency between training and prediction as long as the weighting vector w is well tuned to fit the training data.
As mentioned previously, the proposed model aims to minimize the cumulative code length of a correlated region in terms of Laplacian measurement. Analogical to [25] , we define the average error L (w · f, y) for the blocks of M pixels
To relate the prediction error to the margin of the predictors, we consider the tight upper bound L (w · f, y) for the average error The γ-margin per-label loss L γ (w · f, y) similarly picks y in a γL y, y wider hypersphere, which is closed to the loss in the previous max-margin formulation.
We can show that the prediction error asymptotically equals the training error, which is upper bounded by its empirical γ-margin per-label loss (with the exception of an inversely growing additional term in (13) of Appendix A). In the following proposition, we prove that the prediction and training are asymptotically consistent, which means that the upper bound for prediction error will converge to the training error with sufficient sampling.
Proposition 1: For the trained normal vector w and arbitrary constant η > 0, the prediction error asymptotically equals to the one obtained over the training data with probability at least 1 − e −η . Proof: Refer to Appendix A. The prediction error is upper bounded by two additional terms. The first term bounds the training error based on w. The low training error E S L γ (w · f, y) is achieved with the well-tuned weighting vector w such that the performance of the prediction model can be assured with the low error E S L γ (w · f, y) and high margin γ. The second term is the excess loss corresponding to the complexity of the predictor. The excess loss is shown to vanish with the growth of sample size N. Thus, the expected predictive per-label error asymptotically approaches the γ-margin per-label error.
Proposition III-B ensures the predictive performance by relating the theoretical upper bound for prediction to the for all i do 5: Initialize {v i (·)}, {α i (·)} and violation=0 6: Find violation y and y with KKT conditions 7: if violation>0 then 8: end if 15: end for 16 : until 1 − obj new/obj old < 0.5 tunable one for training. Actually, since the loss derived by the Laplacian loss function meets the empirical distribution of DCT coefficients [24] , the average individual loss reflects the practical coding of prediction residual. We note that the code length led by the structured set prediction asymptotically approaches the training results, as the excess loss between the prediction and training vanishes with the growth of the sample size. With sufficient sampling, the obtained residual based on the max-margin Markov network can minimize the coding cost to the well-tuned loss over the training data. As a result, it ensures the consistency between training and prediction and shows the excess bit cost vanishes for infinite length coding.
IV. Solving Structured Set Prediction Model
Standard quadratic programming (QP) is an effective solution to the original optimization problem. However, it suffers a high computational cost, which makes it impractical for the problems with a large state space. As an alternative, the dual of (3) is obtained as
(7) Equation (7) can be solved by sequential minimal optimization (SMO) [28] , which breaks the dual problem into a series of small QP problems and takes an ascent step to update a least number of variables
where v i (y) = w·f i (y)+L (y i , y) and
Like Algorithm 1, the minimization process chooses the SMO pairs with respect to the Karush-Kuhn-Tucker (KKT) conditions [29] . The KKT conditions are the sufficient and necessary criteria for optimality of the dual solution. These conditions allow certain locality with respect to each example for repeatedly searching the optimal solution. 
A. Junction Tree
The key to solve the optimization problem with SMO is the selection of SMO pairs. To maintain the spatial structures in intraframe prediction, we generate the max-margin Markov network for the α i and v i in each 4 × 4 block. The SMO pairs are decided by calculating the conditional margin for each state over the generated graphical model. Since the grid-like Markov network is not a chordal graph, it should be triangulated into a tree-like structure for exact state inference. In triangulation, the junction tree is constructed over cliques by eliminating circles in the graphical model. As shown in Fig. 4 , due to the order of elimination, the junction tree tends to be nonunique for a given graphical model. For the clarity and simplicity in training and inference, we choose the chain-like junction tree.
We denote {J i } the nodes in the junction tree and obtain its potential ψ (J i ) by accumulating potentials of all its cliques
where ψ C (x C , y C ) is the potential for the clique C. The selection of an SMO pair over the original graphical model is transferred to the clique-based junction tree. The SMO pair is chosen by finding the pairs of the series of states that maximize the margin.
B. EP
Once the junction is determined, the next step is to apply the inference algorithm to find states achieving the maximal probability. It involves two choices: 1) the divergence measure and 2) the message-passing scheme. In this section, we develop the EP-based method to find the most probable states. EP is an extension of BP, which can solve the problems without explicit posterior distribution over a single variable (because it sends only expectations of features in message passing).
Initially, the behavior of message-passing algorithms depends directly on the behavior of divergence measures. The basic divergence measure for the distributions is the KL divergence
where q (x) is to approximate the complex probability distribution p (x) in divergence measure. The formula is applicable to unnormalized distributions since it includes a correction factor. Power EP [30] could minimize the α-divergence in the context of fractional BP [31] and the α-divergence is a generalization of KL divergence
This is actually a family of divergences, indexed by α ∈ (−∞, +∞). Given the distribution p and the functional family F, EP estimates the distribution q that is closest to p in F in the predefined divergence measure. For the generated Markov network G, the probabilistic distribution is factorized by
The projection function P of the distributions p on functional space F can be represented by the KL divergence for all C do 4 :
end for 9: until Convergence EP approximates the distributions of the grid-like graphical model in (9) by approximating the factors one by one. For each clique C, the marginal probability obtained by excluding itself is
Also, the potential of the clique C is updated by
. Algorithm 2 shows how messages passed in and out of the clique C, where the estimation and update of the probabilistic distribution are propagated over the junction tree. Since it is prohibitive to traverse the whole state space of all junction trees, the local propagation in each junction is used in practice. The message-passing algorithm in EP is to seek the min-max formulation over the generated junction tree 
C. Discussion on the Structured Set Prediction Model
In this section, the mechanism of the structured set prediction model is analyzed with relevant factors. In Fig. 5 , each pixel in a block is predicted with linear combination of the feature functions based on observed contexts and the constraints with each other. The potential for a clique ψ j is obtained by
where the selection of weights w (i) j depends on the syntax element INTRA PRED MODE and the values of observed contexts. In the encoder side, the rate-distortion cost w.r.t. each intradirectional mode is calculated to select a corresponding set of weights. Like angular intra prediction, the value of INTRA PRED MODE indicates the directional mode and the selected set of weights. In this example, INTRA PRED MODE is 6, which means the predictive direction is diagonal. The weighting vector is isotropically initiated to a zero vector, and it is trained in an iterative manner. Corresponding to Fig. 5(c), Fig. 5(d) shows the trained weighting vector for each clique and observed contexts after 100 iterations. As noticed, the weighting vector shows the predictive tendency in an diagonal form. However, it is not the same with the angular intra prediction, since the interdependences of pixels for predicting are considered and the weights are adjusted accordingly to minimize the loss function (4) in the training. Fig. 5(b) indicates the selection of SMO pairs with red and blue arrow lines. The feature function P y (j) |x
implies the spatial distribution over the observed contexts
By traversing all possible values of pixel y (j) , the one achieving the minimum loss for the linear combination is chosen as the most probable estimate.
Further, we study the relationship between training and prediction of the proposed model. As proven in Proposition III-B, the prediction will be asymptotically consistent with the training. Fig. 6 shows the visual and PSNR performance of the predictive results by the weighting vector w trained under 1, 5, 10, and 50 iterations. The edge structure in the selected block becomes clear with more iterations, which provides additional evidence that the weighting vector tends to represent the anisotropic local statistics. Fig. 7 depicts the BD-rate reduction in % from predictive results by the weighting vector w trained with 1, 5, 10, 25, 50, 75, and 100 iterations. The iterative process forms the anisotropic distribution for the weighting vector w with the step w = 0.0625. It shows that BD-rate reduction increases with the growth of iteration number and tends to approach an upper bound, which is also consistent with Proposition III-B.
V. Experimental Results
A. Implementation
Through integrating the proposed model (STRUCT mode) into the intra coding with hierarchical tree-structured intraprediction block sizes ranging from 64×64 to 4×4, the structured set intraprediction scheme is implemented on the HEVC test model HM 7.0 [32] . The STRUCT mode is enabled in I slices, and is compared with the hierarchical tree-structured modes for mode selection in a RDO. The proposed intraprediction model is initiated for luma samples, which can be referred to Algorithm 3. Algorithm 3 describes the detailed procedure of the proposed intra prediction, including integration of the proposed model, RDO, and derivation of intraprediction mode. The maximum CU size is 64 and the maximum partition depth is 4, such that the size of PU can range from 64 × 64 to 4 × 4. In the experiments, we evaluate the performance over Derive optimal intraprediction mode for angular intra prediction and obtain BestPUCost. end if 12: end for 13: Obtain the residual block by subtracting the prediction of intraluma block 14: else 15: for blkIdx = 0 . . . 3 do 16: Derive optimal angular intraprediction mode and obtain BestSubPUCost(blkIdx). 17: xBS = xB + ((1 << log2CUSize) >> 1) * (blkIdx%2). 18: yBS = yB + ((1 << log2CUSize) >> 1) * (blkIdx/2). 19: for All possible IntraPredMode [xB] [yB] in luma location (xB,yB) do 20: Derivation process with the proposed prediction model (referring to Section IV) 21: Calculating R-D cost SubPUCost(blkIdx) in luma location (xBS,yBS) with (1) 22: if SubPUCost(blkIdx) < BestSubPUCost(blkIdx) then SubBestPUCost(blkIdx) = SubPUCost(blkIdx) 25: end if 26: end for 27: end for 28: PUCost = blkIdx=0···3 SubBestPUCost(blkIdx) 29: if PUCost < BestPUCost then 30: Obtain the residual block by subtracting the prediction of intraluma block 31: end if 32: end if test sequences with the YUV 4:2:0 format, various resolution including CIF (352 × 288), WQVGA (416 × 240), standard definition (832 × 480), 576p (720 × 576), and high-definition (1920 × 1080). Without loss of generality, those are coded with the same quantization parameters and conditions [36] . In the proposed model, the block size is set to 4 × 4, namely, M = 16 pixels are predicted simultaneously. The weighting vector is designed for 17 sets associated with the number of INTRA PRED MODE. In the training process, the learning rate C is set to 0.05 to fine tune the weighting vector.
B. Rate-Distortion Performance
Using both extended CU size and traditional CU size, the proposed scheme is compared with the CIP with HEVC and the HEVC intra prediction (angular intra prediction). As shown in Figs. 8 and 9 for test sequences of various resolutions, the rate-distortion points are obtained at various QP levels (30, 32, 34, 36, 38, 40) . To be concrete, five QP levels (30-38 or 32-40) are chosen to set the bit rates within a moderate region. Remarkably, the PSNR gain of the proposed model is up to 0.4 dB over the HEVC intraprediction (angular intraprediction, AIP). The coding gain is more obvious in video sequences with rich texture characterized by regular features.
For a complete validation, the BD-PSNR and BD-rate reduction [33] evaluations are also provided based on rate-distortion curve fitting. They can describe the average PSNR difference in dB over the entire range of bit rates and average bit rate difference in % over the whole spectrum of PSNR (between two RD plots under difference conditions). Tables I and II , respectively, show the BD PSNR and BD rate of the selected test video sequences. The four R-D points are obtained with QP levels set to 22, 27, 32, and 37 to reflect the curve in a wide range of rates or distortion. Table II shows that the proposed model obtains up to 2.85% bit rate reduction in intraluma prediction in comparison with the HEVC intracoding. Moreover, the BD-rate reduction over HEVC intracoding with full R-D optimization is provided. Since INTRA PRED MODE for the proposed model is still based on candidate modes for R-D optimization, the BD-rate reduction on luma samples decreases slightly by 0.06%.
As in Table III , adaptive hierarchical tree-structured mode decision degrades the performance of the proposed model. The degradation will deteriorate when the depth of the mode decision tree increases, e.g., an average 3.16% bit rate reduction in Fig. 10 shows the reconstructed video frames with various resolutions by the proposed model, HEVC with CIP, and HEVC with AIP. Overall, the proposed scheme achieves best visual quality in regions with regular features. In Fig. 10(e) , it can be seen that the contour of the person's face and the region of nose reconstructed by the proposed model are clearer and more natural.
C. Visual Quality
The corresponding prediction residuals from the proposed model are shown in Fig. 11 . Compared to HEVC test model and HEVC with CIP, the proposed model obviously reduces the prediction residuals in edge regions and oscillatory regions. Furthermore, first-order entropies of the prediction residuals are provided to evaluate the distributions of prediction errors. As shown in Fig. 11 , prediction residuals from the proposed model achieve the least first-order entropies, which implies the distribution of the prediction errors is most concentrated.
D. Computational Complexity
Although the training process iterates over the collection of sample data, the complexity of the proposed prediction scheme is equivalent to the max-sum algorithm. For the proposed lattice-based graphical model of the M x × M y block, there In practice, both the encoders and decoders operate on a PC with a 3.2-GHz Intel Core i7 processor and are compiled with VC++ 9.0 under the same configuration (DEBUG mode). The evaluation is tested on encoder intra main configuration when QP equals 24 and 36. Since the proposed model is initiated with 4 × 4 PU, L is set to 24 and y is 256 for the 8 bits internal bit depth. In the encoder side, the total complexity of the proposed scheme is also affected by the number of INTRA PRED MODE for the sake of RDO. The R-D cost of the structured set prediction model with all 34 intraprediction modes should be counted. In detail, the encoding speed is approximately 118 pixels per second. Table IV shows the decoding speed of the proposed scheme, HEVC with CIP, and HEVC with AIP. Depending on the selection ratio of the proposed STRUCT mode, it ranges from 1700 to 6500 and 4000 to 14 000 pixels per second when QP equals 24 and 36, respectively. Because the prediction is noniterative, the decoding cost can be reduced by optimizing the solution process. Moreover, the run-time ratios for the proposed model over HEVC with AIP are also provided in Table IV for evaluation. Table IV shows that the run-time ratios of the proposed model are 60-178 times the ones of HEVC with AIP. When compared with the default HEVC with AIP, the proposed method is obviously more complex. The additional complexity of the proposed model is derived from two aspects: one is that the proposed model shall make the full R-D optimization for all the candidate modes in the proposed intracoding scheme, as in Algorithm 3; the other is that all the possible estimates of block of pixels are traversed in order to find the optimal solution, as in Algorithm 1. It could be improved by two approaches under consideration. An attempt is to adopt parallelism techniques because the optimization problem is decomposable over the max-margin Markov network. It is possible to deal with all junctions in parallel and combine their results. The other solution is to introduce the stochastic gradient decent algorithm [46] to speed up the optimization process, which is an efficient and simple procedure with a decomposable and differentiable loss function. Its numeric implementation can converge very quickly.
E. Selection Ratio
To make a study on the selection ratio of the proposed model under various QP levels and training iterations, Table V shows the average STRUCT mode selection ratio. The selection ratio increases with the lower QP levels, whereas the replacement ratio of the proposed mode over angular intra prediction decreases. The distribution map of STRUCT mode is displayed in Fig. 12 , where the selected blocks are labeled by red rims. As shown in Fig. 12(b) , it can be observed that the STRUCT mode tends to be initiated in the regions with regular features. As a result, the STRUCT mode can save bits of repeatable visual patterns beyond traditional intraprediction modes. Table VI shows that the selection ratio varies with the growth of iterations in training. With more consistency between training and prediction, the performance of the proposed model is expected to grow and the selection ratio of STRUCT mode will increase.
VI. Conclusion
This paper proposed a learning-based structured set prediction model on intracoding, which simultaneously predicts a correlated region of pixels by considering the inherent statistical correlation (i.e., 2-D context) and the coherence of set prediction (i.e., structural dependences). The prediction was optimized in alignment with two goals: 1) context-based prediction and 2) structure-based prediction in a global (set) manner. The training and prediction were formulated using the max-margin Markov network, where the optimization was achieved under the well-defined loss function conditioned on the obtained local observations. With the growing sample size, the loss-augmented inference was demonstrated to be asymptotically consistent with the fine-tuned training results. In turn, the distribution of DCT coefficients derived from the prediction residual was more concentrated. Since the proposed Laplacian loss function can be fully factorized, the proposed min-max formulation can be solved by combining optimized results of all individual cliques using EP with lower dimensional state spaces. In practice, the proposed model was integrated in the latest HEVC reference software to serve as an optional mode in RDO. It equals to L (w · f, y) when y = arg max y w · f + L y, y . According to (4), the M-label loss function is decomposable over the cliques of labels. Given the decreasing sequence {γ i } and the positive sequence {p i } that satisfies i p i = 1, [26] shows that for every constant η > 0 and at the probability 1 − e −η , the mean for loss function on the sample space X is bounded by
where S is the sets of N pairs {x i , y i } sampled from X . When x ≤ b, w ≤ a and 1/p + 1/q = 1, [27] shows the numeric upper bound for N ∞ (L, , n) is As a result, we can draw the conclusion that the excess term in (12) 
Finally, the prediction errors for the optimal combination of the basis function are asymptotically equivalent to the results gained from the training data. Here, the actual distribution for the residual is approximated by the exponential family F with the Laplace exponent. Hence, we take a glance at D α (p q) where the stationary point q 0 of the divergence is equivalent to the stationary point of the projection P p (x) 1−α q (x) α when considering the derivative of the α-divergence with respect to its parameter θ dD α (p q) dθ
Appendix B Proof of Proposition
where q (x) = p (x) α q (x) 1−α . In consequence, the stationary point θ 0 that achieves the optimality satisfies
From (14) , it could be drawn that the ratio p (x) /q (x) is bounded.
On the other hand, it holds q = P (p). Since the undirected graphical model generated from the MRF is fully factorized, the Laplacian loss function is decomposable. Thus, the projection onto the fully factorized distribution equals the matching of the two margins
Since (15) holds for arbitrary i, it implies that the integrals of the two distribution are almost equivalent. In conclusion, the approximation of distribution p with q is upper bounded.
