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Abstract
In this paper, we consider Brazil, Colombia, Peru, and Venezuela for a
study on aggregate consumption behavior, in which we test the life cycle-
permanent income hypothesis prediction that consumption growth de-
pends only on the interest rate. Nevertheless, our results suggest that in
general predicted income is a relevant covariate. We checked for some
possible reasons behind this result, namely liquidity constraints, myopia
and perverse asymmetry. We found support for liquidity constrained con-
sumers in Brazil and Colombia, and perverse asymmetry for Peru. Finally,
the results were uninformative about consumption in Venezuela.
Keywords: South America, consumption, permanent income, liquidity
constraints, myopia.
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1 Introduction
The behavior of consumption has been studied for several decades, and one
important theoretical approach used to describe it is the life cycle-permanent
income hypothesis (LCH-PIH). This framework consists of an intertemporal
consumer problem, in which predictable changes in income should not affect
consumption and that consumption growth should respond only to interest
rate, since its fluctuations affect how consumers smooth their consumption.
Hall (1978) solved a particular case of the consumer problem making use
of the rational expectation hypothesis (REH), quadratic utility function, and
constant interest rates. This set-up implies that consumption is a random
walk, yet Hall’s empirical evidence did not support his theoretical model pre-
dictions. Later, Flavin (1981) reached the same type of stochastic process for
consumption, by keeping the constant interest rate assumption but without
relying upon a specific utility function. Her empirical results also rejected the
PIH, and her diagnostic was that consumption is excessively sensitive to in-
come, which could be a result of liquidity constraints, as discussed in Flavin
(1985) and reinforced by Zeldes (1989) and Jappelli & Pagano (1989).
When the constant interest rate assumption is relaxed, researchers com-
monly assume a joint log-normal distribution of consumption and interest
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rate, which delivers a log-linearized version of the Euler Equation, which can
be easily estimated. Nevertheless, this specification has not been successful
in empirical works (Mankiw 1981, Hansen & Singleton 1983, Hall 1978, Yogo
2004).
Campbell &Mankiw (1989) extended the LCH-PIH framework to incorpo-
rate a rule-of-thumb behavior, where a fraction of consumers consumes only
their current income. Using G7 country data, Campbell & Mankiw (1989,
1990) concluded that this rule-of-thumb behavior was widespread, in par-
ticular, for the U.S. economy they estimated that about 50% of total income
belonged to rule-of-thumb consumers. Therefore, Campbell andMankiw’s re-
sults cast doubts on the consumer’s optimization behavior. However, the main
candidate to explain this result remains the lack of credit (Vaidyanathan 1993,
Engelhardt 1996, Garcia et al. 1997, Sarno & Taylor 1998, Brady 2008)1.
As discussed by Shea (1995a,b), predictable income changes could affect
consumption if consumers display myopic behavior (also known as Keynesian
or rule-of-thumb consumers) or are credit constrained. Thus, while myopia
causes a symmetric relationship between consumption growth and predicted
income growth, liquidity or credit constraints imply that LCH-PIH should fail
only because consumers cannot borrow when income decreases, then con-
sumption should be more strongly related to predictable income increases
than decreases2. Shea (1995a) analyzed the U.S. case using aggregate time
series, finding that consumption is more sensitive to consumption decreases
than increases, which is an unexpected result. Also for the U.S., Shea (1995a)
found the same results using the PSID and Garcia et al. (1997) found that
unconstrained consumers exhibit this behavior too.
The purpose of our paper is to test the ability of the LCH-PIH to explain
consumption behavior in four South American countries: Brazil, Colombia,
Peru and Venezuela. Moreover, we will follow Shea (1995a) and go beyond the
Campbell andMankiw approach in order to consider the possibility of myopia
and credit constraint. To the best of our knowledge, this is the first paper
to investigate these questions using data for these South American countries
from the Penn World Table (Heston et al. 2006).
Few studies focused on consumption in South American countries in part
due to lack of data. Indeed, it seems that only Gomes & Paz (2004) analyzed
this region. They used CM’s approach and PennWorld Table 6.1 (Heston et al.
2002) annual data from 1951 to 2000. Their results indicate that LCH-PIH
does not hold for Brazil, Peru and Colombia and a significant share of income
of these countries belong to consumers of the Keynesian type.
If we consider countries individually, the amount of literature increases
considerably. For example, there is a lot of research for Brazil using the CM
framework and their findings strongly support that consumption growth de-
pends on predicted income growth (Cavalcanti 1993, Reis et al. 1998, Issler
& Rocha 2000, Gomes 2004, Gomes et al. 2005). Nevertheless, there are only
two papers discussing the reasons behind the failure of the LCH-PIH.
The first is Paz (2006), who was the first to employ the Shea (1995a) proce-
dure using Brazilian quarterly data from 1991:1 to 2004:4. For consumption
1Other possibilities are, for instance, precautionary savings (Carrol 1997, Madsen &McAleer
2000, Gourinchas & Parker 2001) and self-control problems that emerge in models with hyper-
bolic discounting (Angeletos et al. 2001).
2This asymmetric pattern was previously discussed by Altonji & Siow (1987).
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data he used the real household final consumption per capita from Ipeadata,
and his real interest data was constructed from the Selic nominal interest rate,
and used the IGP-DI as the inflation index. His findings indicate that neither
liquidity constraints nor myopic consumers could generate the fact that con-
sumption is sensitive only to expected income declines, i.e. Brazilian house-
holds exhibited the Shea’s (1995b) “perverse asymmetry”.
The second paper is Gomes (2010) that used Brazilian annual data from
1947 to 2005. His consumption and income data were, respectively, house-
hold final consumption and gross disposable income; the per capita series
were obtained using the mid-period population. These data were extracted
from Ipeadata. Real interest data were constructed from the CDB (bank cer-
tificates of deposit) and savings account, using the IGP-DI inflation index to
obtain real interest series. The results found by Gomes (2010) could not reject
the presence of myopia and liquidity constraints in Brazil.
As we can see from these two studies, the data used and the results ob-
tained can be very different and it becomes difficult to draw conclusions across
studies, let alone across countries, because it is not clear to what extent the re-
sults differ due to different data. Furthermore, given the similarities among
these four South American countries found in Gomes & Paz (2004), it would
be interesting to find out if the reasons behind the rejection of LCH-PIH are
the same in these countries, and to accomplish that it is essential to use a data
set with assembled with similar methodologies for all countries.
Finally, based on CM’s and Shea (1995a) methodology, the empirical find-
ings of our paper indicate that LCH-PIH is not valid for any country under
analysis. For Brazil, contrary to Paz (2006) findings and in line with Gomes
(2010), there was support for liquidity constraints. Colombia also showed
signs of liquidity constraints. Shea’s perverse asymmetry seems to be the case
for Peru. Last but not least, the results for Venezuela were uninformative
about the causes behind the rejection of the LCH-PIH.
The paper is organized as follows. In section 2 the theoretical model for ag-
gregate consumption is presented. Then in section 3 the econometric method-
ology and the data set used are described. Section 4 reports and discusses the
regressions’ outputs. The results are discussed in section 5. The last section
summarizes the conclusions.
2 Theoretical model for aggregate consumption
Following Hall (1978), the rational and forward-looking consumer maximizes
her utility by solving the following problem:
Max
{ct+i }
∞
i=0
Et

∞∑
i=0
[
βi u(Ct+i )
]
s.t. At+1+i = (At+i +Yt+i −Ct+i )(1 + rt+1+i )
where At , Yt , Ct e rt are, respectively, wealth, income, consumption and
real interest rate in period t, while β is the discount factor. Thus, subject
to the budget constraint, the consumers optimize their entire stream of con-
sumption. The solution {C∗t }
∞
t=0 is described by an equation called Euler Equa-
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tion that is depicted in equation (1) below.
u′(Ct) = βEt
[
u′(Ct+1)(1 + rt+1)
]
. (1)
When the utility function is of the CRRA type, equation (1) becomes:
βEt
[(
Ct+1
Ct
)−σ
(1 + rt+1)
]
= 1, (2)
where σ is the coefficient of relative risk aversion. Thus, with homoskedastic-
ity and joint conditional log-normality of asset returns and consumption, the
Euler Equation becomes3
∆ct = α1 +
1
σ
rˆt + εt , (3)
where ct = ln(Ct), ∆ct is consumption growth between t-1 and t, rˆt is the
expected real interest rate between t − 1 and t, εt is the error term and α1 is
a function of β, and the variance of εt , σ. Thus, the LCH-PIH points out that
consumption growth should respond only to the expected real interest rate
and ∆ct should not be affected by expected changes in her future income.
Mankiw (1981), Hansen & Singleton (1983), Hall (1978) and Yogo (2004)
estimated equation (3) obtaining poor results. Basically, the elasticity of inter-
temporal substitution,
1/σ, is close to zero. According to CM, a better model to explain the con-
sumption time series behavior is given by having two types of consumers.
The first consume according to the LCH-PIH, i.e. equation (3), and the sec-
ond follows a simple rule of thumb: consume her current income. In order
to evaluate this conjecture, CM proposed the following specification given by
equation (4):
∆ct = λ∆yˆt + (1−λ)
[
α1 +
1
σ
rˆt + εt
]
(4)
in which yt = ln(Yt), ∆yˆt is expected income growth between t−1 and t. Then,
the following reduced form was estimated by them:
∆ct = α2 +λ∆yˆt +φrˆt + ξt (5)
where α2 = (1−λ)α1, φ = (1−λ) /σ and ξt = (1−λ)εt . Following CM, ∆yˆt and
rˆt were set as linear projections of ex-post income change and ex-post real
interest rate on variables in the t − 1 information set.
By controlling for the returns to savings, the LCH-PIH implies that pre-
dictable income changes should not affect consumption, which is the case if
the estimated λ is zero. If estimated λ is different from zero, we will consider
the two alternative hypotheses: myopic consumers and liquidity constraints.
In the former consumption tracks the current income (i.e. they consume a
fixed share of current income) and, as a consequence, consumption should
increase and decrease in response to increases and decreases in the expected
income, respectively. In the latter, however, agents are allowed to save but not
to borrow, thus consumption should be more correlated with expected income
3This approach was used by many authors, e.g. Hansen & Singleton (1983), Hall (1978), Yogo
(2004).
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increases, since in bad times agents cannot borrow in order to increase con-
sumption. Building on these conjectures Shea (1995a) proposed the following
model specification, equation (6), which could be used to infer the existence
of liquidity constraints and myopia.
∆ct = α +γ(Post)(∆yˆt) +θ(Negt)(∆yˆt) +φrˆt + εt , (6)
where Post is a dummy variable equal to 1 for periods in which ∆yˆt > 0 and
zero otherwise, and Negt = 1 − Post , i.e. is equal to 1 when ∆yˆt < 0. The
LCH-PIH implies that γ = θ = 0. Under myopia, γ and θ should be equal and
significantly larger than zero. But liquidity constraints imply that γ is posi-
tive, statistically significant, and greater than θ. Indeed, when the opposite
occurs (γ < θ), consumption is much more sensitive to declines in expected
income than increases, being what Shea (1995a) called “perverse asymme-
try”. A possible explanation for the perverse asymmetry is that agents have
loss aversion type of preferences which have the property of attaching more
importance to decrease than to increase in utility by the same amount. See
Kahneman & Tversky (1984) for more on loss aversion preferences.
The implementation of these models relies on a practical issue: the avail-
ability of non-durable consumption series. Indeed, as discussed in the next
section, we do not have this information for the countries under analysis.
Thus, we follow the Sarantis & Stewart (2003) approach to estimate an ag-
gregate consumption model taking into account that consumption series are
the sum of durables and non-durables products.
Sarantis & Stewart (2003) crucial assumption is that the proportion of
durable, CDt , to non-durable, Ct , expenditures is relatively constant through
time, hence equation (7) becomes a reasonable approximation a reasonable
approximation of total consumption.
TCt = C
η1
t CD
η2
t (7)
To model the non-durables expenditure we use the Hall (1978) approach and
for the non-durables the Mankiw (1982) and Caballero (1994) approach4.
Mankiw (1982) applied Hall’s (1978) principal insight to the services from
durables, yielding a model where durable expenditure follows an MA(1) pro-
cess. The consumer problem is now described by the following equations
Max
{ct+i }
∞
i=0
Et

∞∑
i=0
[
βi u(kt+i )
] ,
s. t.
{
At+1+i = (At+i +Yt+i −CDt+i ) (1 + rt+1+i )kt+1+i = (1− δ)kt+i +CDt+i
where kt is the stock of goods providing services to the consumer, δ is the
depreciation rate of the consumer’s stock and the second restriction is the law
of motion of the stock of durable goods. Furthermore, Sarantis & Stewart
(2003) had to assume that rule-of-thumb (myopic) consumers spend all their
income on non-durables; although, “We would be surprised if they did not
spend a small proportion on durables, such as televisions, etc.” (Sarantis &
Stewart 2003, p.1155). As discussed in Sarantis & Stewart (2003), Caballero
4To save space, we present only the Mankiw’s (1982) model.
134 Gomes and Paz Economia Aplicada, v.14, n.2
(1994) assumed that consumers’ reaction to shocks is slow, which delivers the
following form for the flow of durables
∆ lnCDt = µ
D +
1
σ
rt + vt + ξ1vt−1 + ξ2vt−2 (8)
where vt is a innovation. Taking logs and the first difference of equation (7),
and then substituting equations (3) and (8) into the resulting expression, we
obtain:
∆ lnTCt = µ+
1
σ˜
rt + v˜t−1 + ξ1v˜t−1 + ξ2v˜t−2 (9)
This equation can be used to test the CM and the Shea models using total
consumption data. This approach was first used by Sarantis & Stewart (2003)
with CM’s model and we extend it us to estimate Shea’s model. Thus, our
empirical analysis is based on the following equations:
∆ lnTCt = µ+λ∆ lnYt +φrt + v˜t−1 + ξ1v˜t−1 + ξ2v˜t−2 (10)
∆ lnTCt = µ+γ (Post)∆ lnYt+θ (Negt)∆ lnYt+φrt+ v˜t−1+ξ1v˜t−1+ξ2v˜t−2 (11)
3 Econometric Methodology and Data
The methodology used in this paper consists of estimating equation (10) for
each country in our sample. If a positive and statistically significant λ co-
efficient is found, we then proceed with the estimation of equation (11) to
infer the possible causes of LCH-PIH rejection. Both equations (10) and (11)
should be estimated by two-stage least squares (2SLS). The previous literature
has used lags of variables that appear in the test equation as instruments.
The novelty in the econometric specification is the MA(2) error process
which requires special care when choosing the instruments, in other words,
the use of the first two lags should be discouraged. On the other hand, the
larger the lag the smaller the correlation of the endogenous right hand side
variable with the instrument. So, we follow Sarantis & Stewart (2003) by using
instruments with a minimum lag of 2 and 3 periods. Furthermore, we con-
duct Hansen-Sargan over-identification tests to analyze for the specification
validity and if the MA(2) error term is relevant for our annual data. Addition-
ally, we calculate the Shea’s Partial R2. The Shea’s Partial R2 is presented in
Shea (1997) and it is a measure of instruments predictive power. In general,
the larger the Shea’s Partial R2 the better is the set of instruments. The use
of this measure is important because instruments with low predictive power
can generate imprecise or even spurious estimates as explained in Nelson &
Startz (1990).
Our dataset contains the natural logarithm of per capita real income (yt)
and the natural logarithm of per capita real consumption (ct) from the Penn
World Table version 6.2 (Heston et al. 2006). The consumer price index (used
to calculate the inflation, (pit) and nominal interest data come from the IFS
(2008), which like the Penn World Tables provides comparable cross-country
data. The nominal interest rate (it) data scarcity limited the countries en-
compassed by our sample to Brazil, Colombia, Peru and Venezuela. Another
difficulty was the lack of consumer price data for Brazil in the IFS database.
Thus, we used the wholesale price index from the IFS and the IGP-DI. The
nominal interest series used were the money market rate for Brazil and the
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discount rate for Colombia, Peru and Venezuela. The real interest rate (rt) is
calculated according to the formula:1 + rt = (1+ it) / (1 +pit).
Our sample period is 1950-20035 making a total of 54 observations, but
the regressions had only 48 observations due to the use of lagged instruments.
We conducted estimations using several lists of instruments, in particular we
faced the complications posed by the MA(2) error term by using instrument
sets with initial lags of 2 and 3. A natural way of checking the relevance of
the using instruments from the third lag would be the Hansen-Sargan over-
identification test. If the error term were really a MA(2), the instrument sets
containing second lags would be rejected by this test. We can certainly make
the point that the over-identification test may not have enough power; how-
ever, the results obtained from using instrument sets starting from the second
and from the third lags were very similar. After all, we chose seven sets of
instruments as representative of all the estimations we conducted. The in-
strument lists used are depicted below:
List 1: it−3, ..., it−6,∆ct−3, ...,∆ct−6,∆yt−3, ...,∆yt−6, rt−3, ..., rt−6
List 2: it−2, ..., it−6,∆ct−2, ...,∆ct−6,∆yt−2, ...,∆yt−6, rt−2, ..., rt−6
List 3: ∆yt−2, ...,∆yt−6, rt−2, ..., rt−6
List 4: ∆ct−2, ...,∆ct−6, rt−2, ..., rt−6
List 5: ∆ct−2, ...,∆ct−6, rt−2, ..., rt−6∆yt−2, ...,∆yt−6 , cyt−2
List 6: it−2, ..., it−6, rt−2, ..., rt−6
List 7: it−2, ..., it−6, rt−2, ..., rt−6,∆ct−2, ...,∆ct−6,∆yt−2, ...,∆yt−6, cyt−2
where ∆yt−2, rt−2, and it−2 are defined as before, and cyt−2 is the consump-
tion share of the income in t − 2
4 Results
In tables 1 and 2 we present the estimates of equations (10) and (11) for Brazil-
ian data, with the inflation calculated using the wholesale price index and the
IGP-DI respectively. Column (1) on table 1 shows that the point estimate of λ
from equation (10) ranges from 0.297 to 0.906, but only the regressions using
the instrument sets 1, 2, 5, and 7 are statistically significant at the 5% level,
and if we consider only these regressions, we have λ ∈ [0.828, 0.906]. These
regressions are also the ones with the highest Shea’s Partial R2 (column 2)
for the ∆y first-stage regression6, which means that these instrument sets are
more correlated with the observed growth in income. Column (3) shows that
there was no rejection at the 5% level in the Hansen-Sargan over-identification
test
Table 2 contains estimates for Brazil when the inflation rate and the real
interest rate are calculated with the IGP-DI price index. The results are qual-
itatively similar to the previous table, but now the statistically significant
λ ranges from 0.734 to 1.063. Again, the instrument sets with the lowest
Shea’s Partial R2 are the ones that do not produce statistically significant λ
estimates. From column (3) we can see that there are no rejections in the over-
identification tests. Last but not least, our estimates are larger than the ones
from the previous literature but not too far, since Reis et al. (1998) estimated
λ is 0.8, Issler & Rocha (2000) estimate was 0.74, Gomes & Paz (2004) found
5The Penn World Table does not contain 2004 data for Brazil, Colombia, and Peru.
6The Shea’s PartialR2 results for the first-stage regression for the interest rate are not reported
to save space.
136 Gomes and Paz Economia Aplicada, v.14, n.2
Ta
bl
e
1:
In
st
ru
m
en
ta
l
va
ri
ab
le
s
re
gr
es
si
on
s
fo
r
B
ra
zi
l(
w
h
ol
es
al
e-
IF
S)
In
st
ru
m
en
t
λ
Sh
ea
’s
H
an
se
n
-S
ar
ga
n
γ
θ
F-
te
st
N
u
m
be
r
of
L
is
t
Pa
rt
ia
l
R
2
ov
er
-i
d
.
te
st
H
0
:γ
=
0
∆
yˆ
<
0
(1
)
(2
)
(3
)
(4
)
(5
)
(6
)
(7
)
1
0.
87
4
(0
.3
70
)∗
∗
0.
29
3
13
.3
06
[0
.5
03
]
1.
17
8
(0
.3
79
)
∗∗
−
1.
34
1
(2
.4
0)
1.
04
[0
.3
13
]
5
2
0.
82
8
(0
.3
38
)∗
∗
0.
36
9
15
.0
42
[0
.6
59
]
1.
01
1
(0
.3
32
)
∗∗
−
0.
63
8
(2
.1
0)
0.
57
[0
.4
53
]
5
3
0.
29
7
(0
.5
43
)
0.
15
6
8.
92
0
[0
.3
49
]
0.
26
4
(0
.6
62
)
0.
41
8
(1
.4
9)
0.
01
[0
.9
28
]
4
4
0.
42
4
(0
.4
27
)
0.
19
1
5.
16
5
[0
.7
40
]
0.
70
9
(0
.3
94
)
∗
−
1.
35
0
(1
.8
1)
1.
16
[0
.2
87
]
2
5
0.
90
6
(0
.3
29
)∗
∗
0.
34
4
12
.7
11
[0
.5
49
]
0.
97
4
(0
.3
26
)
∗∗
0.
23
1
(1
.8
0)
0.
16
[0
.6
88
]
6
6
0.
39
5
(0
.6
25
)
0.
13
8
6.
91
8
[0
.5
46
]
0.
89
0
(0
.8
96
)
−
0.
77
8
(2
.1
9)
0.
38
[0
.5
43
]
4
7
0.
90
3
(0
.2
91
)∗
∗
0.
41
7
15
.2
27
[0
.7
08
]
0.
97
6
(0
.2
96
)
∗∗
0.
26
6
(1
.8
4)
0.
14
[0
.7
09
]
7
N
ot
e:
R
ob
u
st
st
an
d
ar
t
er
ro
rs
in
p
ar
en
te
si
s,
p
-v
al
u
es
in
sq
u
ar
e
br
ac
ke
ts
*
st
at
is
ti
ca
l
si
gn
ifi
ca
n
ce
at
10
%
le
ve
l
**
st
at
is
ti
ca
l
si
gn
ifi
ca
n
ce
at
5%
le
ve
l.
λ
is
fr
om
eq
u
at
io
n
( 1
0)
,θ
an
d
γ
fr
om
eq
u
at
io
n
(1
1)
Sh
ea
Pa
rt
ia
lR
2
re
fe
rs
to
∆
y
fi
rs
t
st
ag
e
re
gr
es
si
on
.
B
ra
zi
lh
ad
5
ob
se
rv
at
io
n
s
in
w
h
ic
h
∆
y
<
0
Consumption in South America 137
Ta
bl
e
2:
In
st
ru
m
en
ta
l
va
ri
ab
le
s
re
gr
es
si
on
s
fo
r
B
ra
zi
l(
IG
P-
D
I)
In
st
ru
m
en
t
λ
Sh
ea
’s
H
an
se
n
-S
ar
ga
n
γ
θ
F-
te
st
N
u
m
be
r
of
L
is
t
Pa
rt
ia
l
R
2
ov
er
-i
d
.
te
st
H
0
:γ
=
0
∆
yˆ
<
0
(1
)
(2
)
(3
)
(4
)
(5
)
(6
)
(7
)
1
0.
79
7
(0
.4
)
∗∗
0.
26
5
15
.3
76
[0
.3
53
]
1.
13
5
(0
.3
96
)
∗∗
−
0.
33
7
(1
.5
4)
0.
80
[0
.3
76
]
2
2
0.
73
4
(0
.3
18
)∗
∗
0.
34
5
20
.6
73
[0
.2
96
]
0.
91
0
(0
.3
18
)
∗∗
−
0.
25
3
(1
.6
5)
0.
45
[0
.5
05
]
4
3
0.
57
0
(0
.3
34
)
0.
13
4
7.
17
9
[0
.5
18
]
0.
70
4
(0
.6
22
)
0.
03
3
(2
.5
7)
0.
06
[0
.8
08
]
2
4
0.
78
4
(0
.3
72
)∗
∗
0.
22
8
8.
08
7
[0
.4
25
]
0.
91
7
(0
.3
52
)
∗∗
−
0.
41
7
(3
.0
6)
0.
18
[0
.6
73
]
2
5
1.
06
3
(0
.3
17
)∗
∗
0.
31
9
12
.3
42
[0
.5
79
]
1.
12
1
(0
.3
33
)
∗∗
0.
53
2
(1
.6
3)
0.
12
[0
.7
35
]
6
6
0.
12
0
(0
.7
04
)
0.
12
1
7.
99
0
[0
.4
35
]
1.
00
3
(1
.1
00
)
−
1.
52
4
(1
.7
8)
0.
98
[0
.3
28
]
3
7
0.
85
4
(0
.2
70
)∗
∗
0.
45
21
.2
81
[0
.3
22
]
0.
97
1
(0
.2
73
)
∗∗
0.
03
5
(1
.2
4)
0.
55
[0
.4
63
]
8
N
ot
e:
R
ob
u
st
st
an
d
ar
t
er
ro
rs
in
p
ar
en
te
si
s,
p
-v
al
u
es
in
sq
u
ar
e
br
ac
ke
ts
*
st
at
is
ti
ca
l
si
gn
ifi
ca
n
ce
at
10
%
le
ve
l
**
st
at
is
ti
ca
l
si
gn
ifi
ca
n
ce
at
5%
le
ve
l.
λ
is
fr
om
eq
u
at
io
n
( 1
0)
,θ
an
d
γ
fr
om
eq
u
at
io
n
(1
1)
Sh
ea
Pa
rt
ia
lR
2
re
fe
rs
to
∆
y
fi
rs
t
st
ag
e
re
gr
es
si
on
.
B
ra
zi
lh
ad
5
ob
se
rv
at
io
n
s
in
w
h
ic
h
∆
y
<
0
138 Gomes and Paz Economia Aplicada, v.14, n.2
0.61, and Gomes (2004) obtained a λ of 0.85. The only different estimate came
from Cavalcanti (1993) with an estimated λ of about 0.32.
Table 3 display the results for Colombia, which are very surprising be-
cause for all instrument lists the estimated λs are statistically significant at
5% level and are all larger than one, ranging from 1.245 to 1.502. This result
is not contemplated in CM’s framework and can be an indicative that equa-
tion (10) has a specification problem, although there are no rejections in the
over-identification tests. A possible explanation could be instruments with
low predictive power, however, we did not find support for it because there
are some specifications such as 2, 5, and 7 that have large Shea’s Partial R2
(reported in column 2).
The results for Peru are reported in table 4. For all seven instrument lists
the estimated λs are statistically significant at 5% level. The point estimates
range from 0.822 to 1.111, and are concentrated around one. There are no
rejections in the over-identification tests. These last two findings are also
present in the Colombian estimates.
Table 5 exhibits the results for Venezuela. We can see that λ is not sta-
tistically significant at 5% level only with instrument lists 3 and 4, that also
presented the lowest Shea’s Partial R2, which are almost zero. The statisti-
cally significant results provide a point estimates between 0.703 and 1.043,
and 1.043 is the only estimate above one. There are no rejections in the over-
identification tests for Venezuela.
A common fact across all countries (and tables) is that the estimates from
instrument lists (1) and (2) are very similar. In addition to no rejections in
the over-identification tests, it seems that there is no difference in using in-
struments from the second lag and from the third lag. Thus, there is indirect
evidence of the absence of an MA(2) in the error term. Perhaps we are not
finding this MA(2) error term due to the use of annual data, but this stills an
open question to be further pursued in another paper.
The cross-country evidence produced so far can be contrasted with the
findings of Gomes & Paz (2004), who used the CM’s framework and a similar
dataset for 1950 to 2000. They also find evidence of rejection of the LCH-PIH
for Brazil, Colombia and Peru, in particular their estimates of λ for Colombia
and Peru are smaller (0.62 and 0.48 respectively) than ours.
Despite these point estimations differences, the evidence against the LCH-
PIH is clear, hence it is imperative to investigate the reasons behind such fail-
ures. Thus, we estimate the equation (11) in an attempt to clarify if myopia
and liquidity constraints could be behind this rejection.
Table 1 reports estimates for Brazil when the wholesale price index is used
to calculate the inflation rate. Column (4) reports the estimated γ that are
positive, but statistically significant, at 5% level only for instrument lists 1,
2, 5, and 7, which have the largest Shea’s Partial R2 measures. The estimated
θ is presented in column (5), and none of them are statistically significant.
These results suggest a liquidity constraint motive for failure of LCH-PIH.
Nevertheless, the F-test for γ = θ was not able to reject this null hypothesis
for all instrument lists, at 5% level, and this fact weakens the evidence in favor
of liquidity constraint. A key issue here is the large standard error of θ. This
lack of precision may be due to the small number of periods with negative
income, five periods or approximately 10% of the years. From column (7) we
can see that the instruments seem to be able to predict the decline in income
in similar numbers to the actual declines. When the Brazilian inflation was
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calculated using the IGP-DI price index, the results in table 2 are similar to
the ones discussed above.
The results for Brazil are in line with Gomes (2010), which used an annual
sample. However, these results are different from the ones obtained by Paz
(2006), which find evidence of perverse asymmetry. A possible reason for that
is that his sample is quarterly data and started in 1991, while our paper has
annual data and started in the 1950. Furthermore, throughout this period the
Brazilian economy underwent significant structural changes, in particular in
the banking sector that could have changed credit availability to consumers.
Yet the reason behind these contradictory results is still an open question.
Results for Colombia are depicted in table 3. The estimated γs are all
positive and statistically significant at the 5% level. In column (5), the esti-
mated θs show a different picture. Only the instrument lists 1 and 6 present
statistically significant estimates, at 5% level, with very large coefficients. Co-
incidently, these are the instrument lists with the lowest Shea’s Partial R2,
which suggest that we consider these two results cautiously. As happened
with Brazilian data, the standard deviations of the estimated θs are also large.
We also suspect that this lack of precision comes from the small number of
periods with actual income declines. The F-test null hypothesisγ = θ is re-
jected at 5% level of confidence only for specifications 1 and 4. In spite of
specifications 1 and 6 results, we believe Colombian data lends some support
to the liquidity constraint motive.
The estimates output for Peru are shown in table 4. We can see from col-
umn (4) that the estimated γs are never statistically significant, whereas the
estimated θs in column (5) are positive and statistically significant except in
specification 4, which is also the one with the lowest Shea’s Partial R2. So far,
the results clearly do not support the liquidity constraint hypothesis. Col-
umn (6) brings the F-test for null hypothesis γ = θ which is not rejected only
for specification 4. Thus, there is no evidence in favor of myopic consumers,
but we can see that Peruvian consumers are more sensitive to decrease in in-
come growths, which is a similar pattern to what Shea (1995a,b) found for U.S.
economy: the perverse asymmetry. It is important to mention that in compar-
ison with Brazil and Colombia, Peru presented considerably more periods in
which income declined and the precision of the estimated θs are considerably
better.
Table 5 exhibits the results for Venezuela. Only instrument lists 5 and 7
present statically significant estimated γ coefficients. In none of the specifica-
tions the estimated θ is statistically significant. Moreover, the null hypothesis
γ = θ is not rejected for all instrument lists. After all, it is not clear who is
the culprit behind the failure of LCH-PIH in Venezuela. Instrument lists 5
and 7 estimates suggest liquidity constraint, but at the same time the F-tests
indicate that this is not the case. Like Peru, Venezuela experienced decline in
income in several years, so the ambiguous result found cannot be blamed on
this.
5 Conclusions
We investigated if the Life Cycle-Permanent income hypothesis is able to ex-
plain the consumption growth rate for the following South American coun-
tries: Brazil, Colombia, Peru, and Venezuela. When the approach of Camp-
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bell & Mankiw (1989) was used, the LCH-PIH was rejected for all countries.
To investigate the reasons behind the rejection of the LCH-PIH, we employ
Shea (1995a) model which encompass three hypotheses: myopia, liquidity
constraints and perverse asymmetry.
Our findings support that for Brazil there is signs of liquidity constraints,
although we are not able to reject statistically the hypothesis γ = θ, which
seems to be a consequence of a imprecise estimate of θ. For Colombia we also
find evidence in favor of liquidity constraints, especially if we focus on instru-
ment lists with better. The results for Peru show signs of perverse asymmetry,
as documented for U.S. by Shea (1995b,a). And, the results for Venezuela
are uninformative, in the sense that we could not identify the reason behind
the rejection of LCH-PIH. Some of our results were in line with the literature
that used similar data and period. Interestingly, our results differed from Paz
(2006) results for Brazil, and one reason could be the different coverage of his
sample, but such difference in results is still an open question.
Last, but not least, it is worthmentioning that CM and Shea (1995a) frame-
works are based on strong auxiliary assumptions, such as log-normality. To be
precise, the behavior under the LCH-PIH is obtained using an approximation
of the Euler Equation, so the data for Brazil, Colombia, Peru and Venezuela
rejected the LCH-PIH when such approximations are used.
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