Abstract-A code is -quasi-cyclic ( -QC) if there is an integer such that cyclic shift of a codeword by -positions is also a codeword. For = 1, cyclic codes are obtained. A dyadic code is a code which is closed under all dyadic shifts. An -QC dyadic ( -QCD) code is one which is both -QC and dyadic. QCD codes with = 1 give codes that are cyclic and dyadic (CD). In this correspondence, we obtain a simple characterization of all QCD codes (hence of CD codes) over any field of odd characteristic using Walsh-Hadamard transform defined over that finite field. Also, it is shown that dual a code of an -QCD code is also an -QCD code and -QCD codes for a given dimension are enumerated for all possible values of .
I. INTRODUCTION
An s-quasi-cyclic (s-QC) code is a code with the property that cyclic shift of any codeword by s positions gives another codeword. Cyclic codes are 1-QC codes. The class of QC codes contains asymptotically good codes in the sense of meeting a version of Varshamov-Gilbert bound [1] and includes several well-known codes [2] .
Dyadic codes are defined only for length n, a power of 2, say n = 2 r , as follows. and ij = 0; 1 for j = 0; 1; . . . ; r 0 1. Radix-2 addition of two numbers i and j denoted by i 8 j or die 8 dje is defined by i 8 j = die 8 dje = dke where k l = (i l + j l ) mod 2, for l = 0; 1 . . . ; r 0 1. The m-dyadic shift, m = 0; 1; . . . ; n 0 1, of a vector (a 0 ; a 1 ; . . . ; a n01 ) is the vector (a08m; a18m ; . . . ; a (n01)8m ) [3] , [4] .
Definition 1:
We call a linear code of length n = 2 r over a field a dyadic code if the m-dyadic shift of every codeword is also a codeword for all m = 0; 1; . . . ; n 0 1.
The class of dyadic codes is a special case of the class of Abelian group codes [5] - [8] , which is briefly discussed in the next section. A linear cyclic code has the additional structure of being closed under all cyclic shifts apart from linearity. Similarly, a dyadic code has the additional structure of being closed under all dyadic shifts in addition to the linearity of the code.
Definition 2:
We define a dyadic code of length n = 2 r to be a quasi-cyclic dyadic (QCD) code if there is an integer t such that every cyclic shift of a codeword by t places is also a codeword. If t is the smallest such integer, say t = 2 s for some s = 0; 1; . . . ; r 0 1, we call the code a 2 s -QCD code. A 2 0 -QCD code will be referred as a cyclic-dyadic (CD) code. By inspection, C0 is closed under all dyadic shifts but not closed under cyclic shift, whereas codes C 3 and C 4 in Table II are codes with identical parameters and are closed under all dyadic shifts as well as cyclic shifts.
That is, C0 is a dyadic code whereas C3 and C4 are CD codes.
The transform domain characterization of cyclic codes over a finite field is given in terms of the discrete Fourier transform (DFT) defined over an extension of that field [9] . Extension of this transform domain characterization to the general class of Abelian codes [8] and to cyclic codes over integer residue rings have been studied [10] , [11] . The transform domain description of codes is useful for encoding and decoding [9] , [12] . The DFT approach for cyclic codes of arbitrary length is discussed in [13] and for repeated-root cyclic codes [14] , [15] in [16] . QC codes over finite fields have been studied using a slightly modified version of DFT by Tanner [17] .
In this correspondence, we characterize all QCD codes (hence CD codes) in the Walsh-Hadamard transform (WHT) domain. Our characterization does not need extension of the field. Notice that if a cyclic code over F q of length n is to be described in the transform domain using the DFT then it is necessary that the DFT is defined in the extension field Fq , where m is the least integer such that n divides q m 01.
Similarly, the DFT domain study of QC codes by Tanner is also carried out using an extension field. The main result of this correspondence is that if such a QC code is dyadic as well, i.e., if the code is QCD, then using the WHT it can be described without field extension. As a special case, CD codes also get described using the WHT without field extension. Since algebraic decoding generally takes place in the extension field, such an approach may lead to simpler/more efficient decoding.
The content of this correspondence is organized as follows. In Section II, we review the well-known DFT characterization of cyclic codes, briefly discuss dyadic codes as a special case of Abelian codes, and the WHT as a special case of the generalized DFT, used in [8] to study Abelian codes, and present the WHT domain characterization of dyadic codes. In Section III, we present the main result which is a transform domain characterization of QCD codes using the WHT and discuss several examples. Using this characterization, in Section IV, we discuss dual codes of QCD codes and carry out enumeration of QCD codes of all possible dimensions. Section V consists of a summary of the results and concluding remarks. From the above characterization, it is clear that to specify a cyclic code, it is sufficient to specify the set of cyclotomic cosets in which the transform components of all the codewords is zero.
It is important to notice that this characterization demands extension of the field (unless n = q 0 1) over which the code is defined and this is also true for the case of QC codes [17] . Now we proceed to present similar characterization for dyadic codes viewing them as a special case of Abelian group codes.
Let G be an Abelian group of order n and F q the finite field with q elements. The group algebra of G over Fq, denoted by FqG, is the set There is a natural 1-1 correspondence between F n q , the set of n-tuples over F q , and F q G. The subsets of F n q that correspond to ideals of F q G are called Abelian codes [5] - [7] . It is easily seen that when G is a cyclic group, the multiplication in FqG given by (2) represents the cyclic convolution of two length n vectors over F q and ideals of F q G are cyclic codes. For general Abelian groups, the multiplication given by (2) represents a generalized convolution determined by the structure of the Abelian group and accordingly Abelian codes over F q are linear codes with the property that the set of codewords is closed under this generalized convolution. When the group G is an elementary Abelian group which is a direct product of r cyclic groups each of order 2, the resulting convolution is the dyadic convolution and the corresponding Abelian codes are precisely the dyadic codes given in Definition 1. To be explicit, the dyadic convolution of two length-n In terms of dyadic convolution, dyadic codes can be defined as linear codes with the property that dyadic convolution of a codeword with an arbitrary vector results in another codeword.
The well-known WHT [3] , [4] transforms a length n real vector (a0; a1; . . . ; an01) to another length n real vector (A0; A1; . . . ; A n01 ), and is given by hj; ii ai; j= 0; 1; . . . ; n 0 1 where the modulo-2 inner product hj; ii is given by
hj; ii = j r01 i r01 + j r02 i r02 + 111 + j 0 i 0 (mod 2): (3)
The transform kernel 01 is an element of order 2 in the complex and real field, and in our case, since we will be working with vectors over a field F q of characteristic p, an odd prime, the element p 0 1 in the field is an element of order 2, and can be used as the transform kernel.
We will continue to use 01 to denote an element of order 2 in F q .
Definition 3 (WHT)
: Letã = (a0; a1; . . . ; an01) be a length-n vector over F q , a field with odd characteristic p, and n = 2 r . The WHT ofã is defined to be the length-n vectorÃ = (A0; A1; . . . ; An01) over F q , given by
hj;ii a i ; j= 0; 1; . . . ; n 0 1 (4) where hj; ii is given by (3) . A j will be referred to as the jth transform component or the jth spectral component ofã.
It can be easily verified that the inverse transform is given by
hj;ii A j ; i= 0; 1; . . . ; n 0 1: Notice that since p is an odd prime and n is a power of 2, n cannot be zero modulo p and since every nonzero element is invertible in a field, the inverse transform exists. This is the reason for restricting our discussion to codes over fields with odd characteristic.
The WHT given in Definition 3 is a special case of the generalized DFT given in [8] and consequently the following properties hold.
Convolution Property: The WHT defined over Fq given by (4) establishes an algebra isomorphism of F n q to itself where addition operation is mapped onto addition and dyadic convolution is mapped onto point-wise product, i.e., ifã,b, andc are n-tuples over Fq such that 
Conjugate Symmetry Property:
From the conjugate symmetry property of the generalized DFT proved in [8] there is no extension of the field required for (4) Notice that in Theorem 1, if C is dyadic, then it is completely characterized by the subset Z Z Z of f0; 1; . . . ; n 0 1g. Henceforth, we will refer to this subset as the defining set of C.
Remark 1:
where is an appropriate map that determines the relation, then the code is not cyclic and can be a QC or a group code depending upon the map [18] .
From Theorem 1 it follows that corresponding to every subset of f0; 1; . . . ; n01g there is a dyadic code with that subset as the defining set of the code. Hence we have the following corollary. 
III. QCD CODES IN THE WHT DOMAIN
In this section, we present the main result of this correspondence which gives the constraints among the spectral components to be satisfied for a dyadic code to be a 2 s -QCD code.
Definition 4: For a vectorã,ã (l) will denote the 2 l -cyclic shifted version ofã and the corresponding WHT vector will be denoted bỹ Theorem 2: All length n = 2 r dyadic codes are 2 r01 -QCD codes.
Proof: This follows from the fact that cyclic shift of a codeword by 2 r01 positions is the same as the 2 r01 -dyadic shift of the codeword and a dyadic code is closed under all dyadic shifts.
Next, we consider the case s = r 0 2. This can be made part of Theorem 4, but we discuss it separately so that the idea in the main theorem leading to a certain constrained set (Definition 7) of spectral components characterizing 2 s -QCD codes can be seen without notational complications. Furthermore, this case will be used as the induction base in the main theorem. In other words, j is free for 0 j 2 r01 0 1 and for all 2 r01 j 2 r 0 1, any two spectral components differing only in j r02 form a constrained set of spectral components.
Proof: For any codewordã we have
hj; ii a 
From (5), it follows that Aj and A j do not differ if jr01 is zero, in which case, j is a free spectral component, and if jr01 is 1 then they differ only in jr02, in which case j and j (r02) form a constrained set of spectral components.
To extend Theorem 3 to cases s r 0 3, we generalize the constrained set fd1; x; j r03 ; . . . ; j 0 ejx = 0; 1g of Theorem 3 as follows. Example 2: For each r = 2; 3; and 4 corresponding to each s = 0; 1; . . . ; r01, the sets J(; s; j s01 ; . . . ; j 0 ) for all possible values of are shown in Table I . The set of j's for which the entry is the same letter among A; B; C; . . . form one such set.
The main result of this correspondence follows. In other words, C is 2 s -QCD, if i) for all 0 j 2 s+1 0 1, the spectral component j is free; ii) among all j 2 s+1 , every J(; s; js01; js02; . . . ; j0) forms a constrained set of spectral components. hj; ii a i = (01) j A j :
Proof for the "Only if"
The preceding equation implies that for all j, 0 j 2 s+1 0 1 the spectral component j is free. This proves condition i).
For 2 s+1 j 2 r 01, we continue with (6) and obtain (7) and (8) also displayed at the bottom of this page.
Note that in (8) , D depends only on j r01 ; j r02 ; . . . ; j s+2 among all the components of j.
Let be the largest integer, s + 1 r 0 1, such that j = 1; that is, j r01 = j r02 = 11 1 = j +1 = 0. Then, after a few manipulations, (7) reduces to (9) and (8) reduces to (10) , both displayed at the bottom of this page. Equation (9) shows that A (10) and the second term on the right-hand side (RHS) is independent of j s+1 and j s .
We will prove condition ii) by induction on s. To be specific, we assume that the condition is true for s + 1 and show that it is true for s. Since every 2 s -QC code is 2 s+1 -QC as well, and Theorem 3 shows that the condition is true for s = r 02, we will be through. Toward this end, consider the following set of four equations obtained from (9) where K is the value of the second term in the RHS of (8) and by the induction hypothesis J(; s + 1; 0; j s01 ; . . . ; j 0 ) and J(; s + 1; 1; js01; . . . ; j0) are constrained sets of spectral components, if any of the four terms on the left-hand side of (11)- (14) is zero, then it is easily checked that we get K = 0 and then all four terms become zero. Hence J(; s; js01; js02; . . . ; j0) is a constrained set of spectral components. This completes the proof for the "only if" part of the theorem. If 0 j 2 s+1 01, then j r01 = j r02 = 111 = j s+1 = 0 and (15) becomes (16) also displayed at the bottom of this page. Equation (16) proves that the jth spectral component of the code and its 2 s -cyclic shifted version both either take only the value zero or take all values from Fq, if 0 j 2 s+1 0 1. j takes only the value zero and A j takes all values from F q . This is not possible, since then the code and its 2 s -cyclic shifted version will have different dimensions, for all zero spectral components remain zero spectral components whereas a nonzero spectral component becomes a zero spectral component. This completes the proof for the "if part" of the theorem.
Example 3: Consider the length n = 4 ternary codes. Since r = 2 the only nontrivial QCD codes are the CD codes. From Theorem 3, the spectral components 0 and 1 are free and f2; 3g form a constrained set of spectral components. Hence there are, in total, eight CD codes, of which six are nontrivial. Table II shows all the codewords of these six codes along with their spectra. 4-QCD codes corresponding to the constrained sets shown in Table I .
IV. ENUMERATION OF QCD CODES AND DUAL QCD CODES
In this section, we enumerate the number of 2 s -QCD codes for a specified dimension and also show that the dual code of a QCD code is also QCD and it is easily identified in the transform domain.
A. Enumeration of QCD Codes
For a specified length, say n = 2 r , and 0 s r01, the size of the constrained sets and the number of such constrained sets determine the possible dimensions for 2 s -QCD codes. The following theorem provides this information. Proof: This follows from Theorem 5 since, when spectral components of a constrained set take all values from the field, its contribution to the dimension of the code is equal to the size of the constrained set.
The following is immediate from Theorem 6. 
B. Dual QCD Codes
Two vectorsã = (a0; a1; . . . ; an01) andb = (b0; b1; . . . ; bn01) over F q are orthogonal if n01 i=0 a i b i = 0. For a linear code C over F q , the set of n-tuples over F q that are orthogonal to all the codewords of C is called the dual code of C. Theorem 2 of [8] , when specialized to dyadic codes, becomes the following. An immediate consequence is the following statement.
Corollary 4: Self-dual dyadic codes do not exist.
The following corollary follows from combining Theorems 4 and 7.
Corollary 5: The dual of a 2 s -QCD code is also a 2 s -QCD code.
V. CONCLUSION
In this correspondence, we have extended the well-known transform domain characterization of cyclic codes to dyadic codes which are also QC, called QCD codes, in the WHT domain. The class of QCD codes enjoy the advantage that if the codes were only QC and not dyadic then extension of the field is required to characterize them in the transform domain. It will be interesting to investigate decoding algorithms that make use of the presence of both the QC structure and the dyadic structure. Generalizations of WHTs such as Reverse Jacket transforms and Cocyclic transforms have been investigated in [19] - [24] . The approach of this correspondence may be extended to some other classes of codes using these generalized transforms. Extension of QCD codes over finite fields to QCD codes over integer residue class rings is straightforward using the approach followed for the extension of cyclic codes over fields to these rings in [10] and [11] .
