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Based on the recent RHIC and LHC experimental results, the 〈pT 〉 dependence of identified light
flavour charged hadrons on
√
( dN
dy
)/S⊥, relevant scale in gluon saturation picture, is studied from√
sNN=7.7 GeV up to 5.02 TeV. This study is extended to the slopes of the 〈pT 〉 dependence on
the particle mass and the 〈βT 〉 parameter from Boltzmann-Gibbs Blast Wave (BGBW) fits of the
pT spectra. A systematic decrease of the slope of the 〈pT 〉 dependence on
√
( dN
dy
)/S⊥ from BES
to the LHC energies is evidenced. While for the RHIC energies, within the experimental errors,
the 〈pT 〉/
√
( dN
dy
)/S⊥ does not depend on centrality, at the LHC energies a deviation from a linear
behaviour is observed towards the most central collisions. The influence of the corona contribution
to the observed trends is discussed. The slopes of the 〈pT 〉 particle mass dependence and the 〈βT 〉
parameter from BGBW fits scale well with
√
( dN
dy
)/S⊥. Similar systematic trends for pp at
√
s=7
TeV are in a good agreement with the ones corresponding to Pb-Pb collisions at
√
sNN=2.76 TeV
and 5.02 TeV pointing to a system size independent behaviour.
PACS numbers: 25.75Ag, 25.75.Ld, 25.75Nq, 21.65.Qr
I. INTRODUCTION
Parton density evolution as a function of x and Q2, ad-
dressed more than 35 years ago [1] and its experimental
confirmation at HERA [2] have triggered a real interest in
the community studying ultra-relativistic heavy ion col-
lisions. The rise of the structure function at low x, still
visible at small values of Q2 [3, 4] where the perturbative
QCD does not work anymore, requires new approaches
for a complete understanding of the log 1x -logQ
2 QCD
landscape. Low x values and moderate Q2 are character-
istic features for the early stage of hadron collisions start-
ing from RHIC up to LHC energies. For average trans-
verse momentum (〈pT 〉) values of the order of 1-2 GeV/c,
specific for this range of energies, the x values at mid ra-
pidity are of the order of ∼ 10−2 and ∼ 10−4 respectively.
Such initial conditions are used by different theoreti-
cal approaches for describing especially the most recent
results from LHC energies. Colour Glass Condensate
(CGC) is one of such approaches based on strong classical
colour fields description of the small x degrees of freedom
[5–7]. Local parton-hadron duality picture (LPHD) [8]
and dimensionality argument [9, 10] predict a decrease
of the ratio between the average transverse momentum
and the square root of the hadron multiplicity per unit
of rapidity and unit of the colliding hadrons transverse
overlapping area (〈pT 〉/
√
(dN/dy)/S⊥) towards central
collisions and higher energies. With the latest results
from the Beam Energy Scan (BES) at RHIC and the
highest energies at LHC, it is worth revisiting such a de-
pendence. Recently evidenced similarities between pp, p-
Pb and Pb-Pb collisions at LHC energies in terms of long
range near side two particle correlations, transverse flow
and strangeness enhancement as a function of charged
particle multiplicity [11–17] support the idea that even
in small colliding systems, due to increased parton den-
sity at such energies, the probability of multiple parton
interaction increases, the rescattering processes become
important and a thermalised stage could be reached al-
though the interaction time is extremely short. Such a
high density deconfined small system could follow a hy-
drodynamic type expansion. To what extent the hydro-
dynamics is applicable in small systems is still under de-
bate [18]. The most successful phenomenological models,
UrQMD, HIJING, NeXSPheRIO, AMPT, PHSD, EPOS,
describing the latest results obtained at LHC in pp, p-Pb
and Pb-Pb collisions are based on combinations of differ-
ent approaches for different stages of the collision [19–24]
while the classical phenomenological models used in par-
ticle physics like PYTHIA [25], HERWIG [26] and PHO-
JET [27] had to implement processes like multiparton in-
teraction, rescattering, colour reconnection [28] or shov-
ing mechanism [29] in order to improve the agreement
with the LHC results, especially in the soft sector in pp
collisions. In this paper we also present a comparison be-
tween pp and Pb-Pb at LHC energies in terms of the de-
pendence of different observables on the
√
(dN/dy)/S⊥
variable. In the second chapter of the paper the estimates
of the overlapping area of the colliding hadrons are pre-
sented. Details on the hadron density per unit of rapid-
ity are given in the third chapter. The 〈pT 〉 dependence
on
√
(dN/dy)/S⊥ is presented in Chapter IV for BES
and
√
sNN=62.4, 130, 200 GeV Au-Au collisions mea-
sured by the STAR Collaboration at RHIC and for Pb-
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2Pb collisions at
√
sNN=2.76 and 5.02 TeV measured by
the ALICE Collaboration at LHC. Chapter V is dedi-
cated to the
√
(dN/dy)/S⊥ dependence of the slope of
the linear 〈pT 〉 versus particle mass behaviour for identi-
fied light flavour charged hadrons. The BGBW fit pa-
rameters of pT spectra are presented versus the same
geometrical variable of the colliding systems in Chapter
VI. Similarities, in terms of
√
(dN/dy)/S⊥ dependence
of different observables, in pp at
√
s=7 TeV and Pb-Pb
at
√
sNN=2.76 and 5.02 TeV are discussed in Chapter
VII. Chapter VIII is dedicated to conclusions.
II. OVERLAPPING AREA S⊥ ESTIMATES
The overlapping area of the two colliding nuclei for a
given incident energy and centrality was estimated based
on the Glauber Monte Carlo (GMC) approach [30–33].
For the nuclear density profile of the colliding nuclei, a
Wood-Saxon distribution was considered:
ρ(r) =
1
1 + exp( r−r0a )
(1)
with a=0.535 fm, r0=6.5 fm for the Au nucleus [34] and
a=0.546 fm, r0=6.62 fm for the Pb nucleus [35]. Within
the black disc approach, the nucleons are considered
to collide if the relative transverse distance d ≤
√
σpp
pi ,
where σpp is the nucleon-nucleon interaction cross sec-
tion. The σpp values for the corresponding
√
sNN en-
ergies were taken from [34–37]. The main character-
istics of the collision at different centralities for Au-
Au at
√
sNN=7.7, 11.5, 19.6, 27 and 39 GeV obtained
in the Beam Energy Scan (BES) at RHIC [38], Au-
Au at
√
sNN=62.4, 130 and 200 GeV [34] and Pb-Pb
at
√
sNN=2.76 and 5.02 TeV [35, 37] are presented in
Table I (see caption for notations). The geometrical
overlapping areas (Sgeom⊥ ) have been estimated by av-
eraging the maximum values of the x and y coordi-
nates determined per event, over many events. Svar⊥
has been estimated as being proportional to the quan-
tity S=
√
< σ2x >< σ
2
y > − < σxy >2, σ2x, σ2y are the vari-
ances and σxy is the co-variance of the participant dis-
tributions in the transverse plane, per event [39]. They
were averaged (< ... >) over many events.
System
√
sNN Cen. < Npart > S
geom
⊥ S
var
⊥ fcore (S
geom
⊥ )
core (Svar⊥ )
core dN/dy
(GeV) (%) (fm2) (fm2) (fm2) (fm2)
0-5 337±2 146.1±0.7 147.1±0.7 0.88±0.00 126.5±0.6 124.6±0.6 476.7±22.5
5-10 290±6 126.9±0.7 129.7±0.6 0.84±0.00 107.6±0.7 105.0±0.5 392.5±18.5
10-20 226±8 103.6±0.7 108.9±0.5 0.80±0.00 85.5±0.7 84.3±0.4 295.4±14.0
20-30 160±10 79.7±0.8 87.1±0.4 0.75±0.00 63.3±0.7 63.8±0.3 203.6±9.8
Au-Au 7.7 30-40 110±11 61.2±0.8 70.4±0.3 0.70±0.00 46.6±0.7 48.9±0.2 135.1±6.4
40-50 72±10 45.9±0.8 56.9±0.3 0.63±0.00 33.1±0.8 37.5±0.2 84.8±4.1
50-60 45±9 32.8±0.8 45.7±0.2 0.56±0.00 21.9±0.8 28.9±0.1 51.5±2.5
60-70 26±6 21.8±0.8 36.3±0.2 0.47±0.00 12.8±0.7 22.6±0.1 27.6±1.4
70-80 14±4 12.1±0.7 26.8±0.2 0.37±0.00 5.4±0.6 15.6±0.1 13.8±0.8
0-5 338±2 146.1±0.7 147.1±0.7 0.88±0.00 126.5±0.6 124.5±0.6 565.1±29.5
5-10 291±6 126.6±0.7 129.5±0.6 0.84±0.00 107.2±0.7 104.6±0.5 449.0±23.3
10-20 226±8 103.5±0.7 108.9±0.5 0.80±0.00 85.3±0.7 84.1±0.4 335.5±17.5
20-30 160±9 79.9±0.8 87.3±0.4 0.75±0.00 63.4±0.7 63.9±0.3 225.5±11.8
Au-Au 11.5 30-40 110±10 61.3±0.8 70.5±0.3 0.70±0.00 46.6±0.7 48.9±0.2 152.0±8.1
40-50 73±10 45.8±0.8 56.9±0.3 0.63±0.00 33.0±0.8 37.5±0.2 94.5±5.1
50-60 44±9 32.9±0.8 45.9±0.2 0.56±0.00 21.9±0.8 28.9±0.1 55.8±3.1
60-70 26±7 21.8±0.8 36.4±0.2 0.47±0.01 12.8±0.7 22.6±0.1 31.3±1.8
70-80 14±6 12.1±0.7 26.8±0.2 0.37±0.01 5.4±0.6 15.5±0.1 16.0±0.9
0-5 338±2 146.6±0.7 147.5±0.7 0.89±0.00 126.9±0.6 125.0±0.6 683.4±40.0
5-10 289±6 127.2±0.7 129.9±0.6 0.85±0.00 107.6±0.7 105.1±0.5 556.5±32.3
10-20 225±9 104.0±0.7 109.4±0.5 0.81±0.00 85.6±0.7 84.5±0.4 421.7±24.7
20-30 158±10 80.2±0.8 87.7±0.4 0.76±0.00 63.6±0.7 64.2±0.3 284.3±16.6
Au-Au 19.6 30-40 108±11 61.4±0.8 70.7±0.3 0.70±0.00 46.6±0.7 49.0±0.2 187.9±11.1
40-50 71±10 46.0±0.8 57.1±0.3 0.64±0.00 33.0±0.8 37.5±0.2 117.3±7.0
50-60 44±9 32.9±0.8 45.9±0.2 0.56±0.00 21.8±0.8 28.8±0.1 70.3±4.2
60-70 25±7 21.9±0.8 36.6±0.2 0.47±0.01 12.9±0.7 22.7±0.1 38.1±2.3
70-80 14±5 12.1±0.5 26.7±0.2 0.37±0.01 5.4±0.6 15.5±0.1 19.8±1.3
0-5 343±2 147.2±0.7 148.3±0.7 0.89±0.00 127.6±0.6 125.8±0.6 727.0±42.2
5-10 299±6 127.8±0.7 130.9±0.6 0.85±0.00 108.1±0.7 105.9±0.5 605.7±35.2
10-20 234±9 104.6±0.7 110.2±0.5 0.81±0.00 85.9±0.7 85.1±0.4 457.6±26.6
20-30 166±11 80.7±0.8 88.4±0.4 0.76±0.00 63.8±0.7 64.6±0.3 309.6±18.1
Au-Au 27 30-40 114±11 61.9±0.8 71.3±0.3 0.71±0.00 46.8±0.7 49.3±0.2 203.6±11.9
40-50 75±10 46.1±0.8 57.4±0.3 0.64±0.00 33.1±0.8 37.6±0.2 128.2±7.6
50-60 47±9 32.9±0.8 46.1±0.2 0.56±0.00 21.7±0.8 28.8±0.1 76.0±4.5
60-70 27±8 21.9±0.8 36.6±0.2 0.47±0.01 12.8±0.7 22.5±0.1 41.9±2.3
70-80 14±6 12.8±0.7 27.5±0.2 0.38±0.01 5.9±0.6 16.3±0.1 20.4±1.3
30-5 342±2 147.9±0.7 149.2±0.7 0.89±0.00 128.4±0.6 126.7±0.6 756.2±44.1
5-10 294±6 128.4±0.7 131.7±0.6 0.86±0.00 108.6±0.7 106.6±0.5 633.0±36.8
10-20 230±9 104.9±0.7 110.8±0.5 0.81±0.00 86.2±0.7 85.6±0.4 482.2±28.2
20-30 162±10 81.0±0.8 89.0±0.4 0.76±0.00 64.0±0.7 65.0±0.3 328.2±19.1
Au-Au 39 30-40 111±11 62.2±0.8 71.9±0.3 0.71±0.00 47.1±0.7 49.7±0.2 215.6±12.5
40-50 74±10 46.6±0.8 58.0±0.3 0.65±0.00 33.3±0.8 37.9±0.2 136.3±7.9
50-60 46±9 33.4±0.8 46.6±0.2 0.57±0.00 22.1±0.8 29.0±0.1 82.9±4.8
60-70 26±7 22.1±0.8 36.8±0.2 0.48±0.01 12.9±0.7 22.5±0.1 44.9±2.6
70-80 14±5 12.8±0.7 27.5±0.2 0.38±0.01 5.8±0.6 16.1±0.1 23.5±1.5
0-5 346.5±2.8 148.9±0.7 150.1±0.7 0.90±0.00 129.1±0.6 127.6±0.6 952.8±37.7
5-10 293.9±4.2 129.3±0.7 132.8±0.6 0.86±0.00 109.1±0.7 107.4±0.5 780.9±28.7
10-20 229.8±4.6 105.7±0.8 111.9±0.5 0.82±0.00 86.4±0.7 86.3±0.4 588.1±24.0
20-30 164.1±5.4 81.5±0.8 89.9±0.4 0.77±0.00 64.1±0.7 65.4±0.3 406.4±15.3
Au-Au 62.4 30-40 114.3±5.1 62.6±0.8 72.6±0.3 0.72±0.00 47.1±0.2 49.9±0.2 270.3±11.2
40-50 76.3±5.2 47.0±0.8 58.7±0.3 0.65±0.00 33.4±0.7 38.1±0.1 174.4±7.6
50-60 47.9±4.7 33.7±0.8 47.1±0.2 0.58±0.00 22.2±0.8 29.1±0.1 105.5±5.1
60-70 27.8±3.7 22.3±0.8 37.1±0.2 0.48±0.01 12.9±0.8 22.4±0.1 58.2±2.8
70-80 15.3±2.4 12.9±0.7 27.5±0.2 0.38±0.01 5.8±0.7 15.9±0.1 28.4±1.3
0-6 344.3±3.1 148.4±0.7 150.3±0.7 0.90±0.00 128.6±0.7 127.4±0.6 1140.8±43.9
6-11 289.0±5.4 127.3±0.7 131.8±0.6 0.86±0.00 106.8±0.7 106.0±0.5 920.6±35.1
11-18 237.8±6.8 108.7±0.7 115.3±0.5 0.83±0.00 88.9±0.7 89.1±0.4 751.0±34.9
18-26 187.7±7.5 89.5±0.8 97.8±0.4 0.79±0.00 71.0±0.7 72.4±0.3 569.3±24.2
Au-Au. 130 26-34 141.9±8.4 72.6±0.8 82.3±0.4 0.75±0.00 55.6±0.7 58.2±0.3 371.3±17.6
34-45 100.9±8.4 56.0±0.8 67.2±0.3 0.70±0.00 40.9±0.8 44.9±0.2 246.0±11.0
45-58 61.0±7.8 38.7±0.8 51.9±0.3 0.61±0.00 26.2±0.8 32.4±0.2 131.6±7.6
58-85 22.6±5.0 16.3±0.8 31.5±0.2 0.43±0.01 8.2±0.8 17.7±0.1 39.9±4.3
0-5 350.6±2.4 150.9±0.7 152.4±0.7 0.92±0.00 131.2±0.7 130.3±0.6 1335.8±57.1
5-10 298.6±4.1 131.6±0.7 136.0±0.6 0.88±0.00 110.9±0.7 110.4±0.5 1068.8±45.2
10-20 234.3±4.6 108.1±0.8 115.3±0.5 0.83±0.00 88.1±0.7 89.1±0.4 797.2±33.5
20-30 167.6±5.4 83.6±0.8 93.0±0.4 0.79±0.00 65.4±0.7 67.8±0.3 553.6±22.2
Au-Au 200 30-40 117.1±5.2 64.6±0.8 75.5±0.4 0.73±0.00 48.3±0.8 51.9±0.2 365.2±15.1
40-50 78.3±5.3 48.3±0.8 60.8±0.3 0.68±0.00 34.1±0.8 39.2±0.2 238.9±9.9
50-60 49.3±4.7 34.9±0.8 48.9±0.2 0.59±0.00 22.8±0.8 29.7±0.1 147.8±5.9
60-70 28.8±3.7 23.8±0.8 39.1±0.2 0.51±0.01 13.9±0.8 22.7±0.1 85.2±3.5
70-80 15.7±2.6 13.2±0.8 28.2±0.2 0.40±0.00 6.2±0.7 15.2±0.1 42.6±1.8
0-5 382.5±3.1 166.9±0.7 170.7±0.7 0.94±0.00 146.0±0.7 148.0±0.6 2837.0±144.0
5-10 329.4±4.9 146.1±0.7 154.7±0.6 0.90±0.00 121.9±0.7 126.5±0.6 2345.5±112.4
10-20 259.9±2.9 119.8±0.8 132.4±0.6 0.86±0.00 96.3±0.7 102.7±0.6 1763.2±84.8
20-30 185.4±3.9 92.9±0.8 107.5±0.5 0.81±0.00 71.5±0.8 78.4±0.3 1195.8±54.2
Pb-Pb 2760 30-40 128.1±3.3 71.4±0.8 87.2±0.4 0.76±0.00 52.4±0.8 59.7±0.2 784.8±35.9
40-50 84.2±2.6 53.7±0.8 70.3±0.3 0.70±0.00 37.2±0.8 44.8±0.2 482.7±21.4
50-60 52.1±2.0 38.6±0.8 56.1±0.3 0.63±0.00 24.7±0.9 33.1± 0.1 274.8±12.5
60-70 29.5±1.3 25.7±0.8 43.6±0.2 0.54±0.00 14.6±0.9 23.8±0.1 141.8±5.4
70-80 14.9±0.6 14.2±0.8 30.8±0.2 0.43±0.00 6.4±0.7 15.1±0.1 67.2±3.0
0-5 385±2 170.2±0.7 174.2±0.7 0.94±0.00 149.0±0.7 151.5±0.6 3320.6±131.4
5-10 333±4 149.2±0.7 158.5±0.6 0.90±0.00 124.4±0.7 129.9±0.5 2698.7±117.2
10-20 263±4 122.4±0.8 135.8±0.6 0.86±0.00 98.1±0.7 105.6±0.4 2042.5±84.7
20-30 188±3 94.9±0.8 110.5±0.5 0.82±0.00 72.9±0.7 80.8±0.3 1401.4±62.9
Pb-Pb 5020 30-40 131±2 73.4±0.8 90.0±0.4 0.77±0.00 53.8±0.8 61.8±0.3 931.0±44.5
40-50 86.3±1.7 55.7±0.8 73.1±0.3 0.71±0.00 38.6±0.8 46.9±0.2 588.6±27.8
50-60 53.6±1.2 40.7±0.8 58.7±0.3 0.63±0.00 26.3±0.8 34.9±0.1 346.9±26.1
60-70 30.0±0.8 27.9±0.8 45.9±0.2 0.54±0.01 16.2±0.9 25.5±0.1 186.1±26.0
70-80 15.6±0.5 16.6±0.7 33.0±0.2 0.43±0.01 7.7±0.7 17.0±0.1 93.5±27.4
TABLE I: For the colliding systems Au-Au at
√
sNN=7.7, 11.5, 19.6, 27 and 39 GeV from BES [38] and Au-Au at√
sNN=62.4, 130 and 200 GeV [34] studied at RHIC by the STAR Collaboration and Pb-Pb at
√
sNN=2.76 and 5.02 TeV
investigated by the ALICE Collaboration at LHC [35, 37], are shown: the colliding system, the collision energy, the
centrality, the average number of participant nucleons in the collision (〈Npart〉), the overlapping areas corresponding to
the wounded nucleons (Sgeom⊥ , S
var
⊥ ), estimated by the two recipes explained in the text, the percentage of the wounded
nucleons undergoing more than a single collision (fcore), the corresponding areas of the wounded nucleons undergoing more
than a single collision ((Sgeom⊥ )
core, (Svar⊥ )
core) and the hadron density (dN/dy).
The centrality dependent values were rescaled by the fac- tor obtained dividing the geometrical area to S in the
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FIG. 1. Overlapping area of the colliding nuclei at different√
sNN energies estimated within the GMC approach corre-
sponding to all wounded nucleons Sgeom⊥ (S
var
⊥ ) - full dots (full
squares) and to the core contribution (Sgeom⊥ )
core ((Svar⊥ )
core)
- open dots (open squares) as a function of 〈Npart〉.
case of the complete overlap of the nuclei (b=0 fm).
The 〈Npart〉 dependence of the overlap area of the col-
liding nuclei at different energies estimated within the
GMC approach corresponding to all wounded nucleons
and to the core contribution are presented in Fig.1.√
(dN/dy)/Sgeom⊥ as a function of
√
sNN for different
centralities is represented in Fig.2. As an example, in
Fig.3 the percentage of the nucleons suffering a single
collision as a function of 〈Npart〉 and impact parameter
is represented for the lowest and highest
√
sNN Au-Au
collisions, i.e 7.7 and 200 GeV, and for Pb-Pb at the
highest LHC energy,
√
sNN=5.02 TeV. As expected, the
〈Npart〉 dependence of the percentage of nucleons under-
going a single collision is less dependent on
√
sNN than
on the impact parameter.
III. dN/dy ESTIMATES
The total hadron density per unit of rapidity has
been estimated based on the published identified charged
hadrons densities [34, 35, 38, 40] and hyperons densities
[42–48]. For
√
sNN=19.6 and 27 GeV BES energies or
some of the centralities, where the hyperon yields were
not reported, the corresponding values were obtained by
interpolation using the energy and centrality dependence
fits.
As far as Ω− and Ω¯+ yield values for BES were not re-
ported and the extrapolation from higher energies down
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FIG. 2.
√
(dN/dy)/Sgeom⊥ as a function of
√
sNN for dif-
ferent centralities based on the values listed in Table I. The
dashed lines represent the fit results using a power law func-
tion. Dark red and dark blue full dots correspond to pp col-
lision at
√
s=7 TeV, the values being estimated based on the
IP-Glasma initial state model, using two values of the α pa-
rameter (see Chapter VII). For better clarity, the blue dots
were artificially displaced in
√
sNN .
FIG. 3. The percentage of the nucleons suffering a single colli-
sion as a function of 〈Npart〉 and impact parameter for Au-Au
collisions at
√
sNN=7.7 and 200 GeV and Pb-Pb collisions at√
sNN=5.02 TeV.
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FIG. 4. a) Top: 〈pT 〉 of pions, kaons and protons for all measured energies and centralities at RHIC and LHC reported by
the STAR [34, 38] and ALICE [35, 40] Collaborations, dashed lines representing the results of the first order polynomial fit;
bottom: the ratio of the data points to the result of the linear fit for each collision energy, as a function of
√
dN
dy
/Sgeom⊥ . b)
Same as a) but as a function of
√
dN
dy
/Svar⊥ .
to BES energies shows a negligible contribution, they
were not considered in the produced hadron density
estimates. Therefore, we used the following approxi-
mations: for the BES energies dNdy ' 32 dNdy
(pi++pi−)
+
2dNdy
(K++K−,p+p¯,Ξ−+Ξ¯+)
+ dNdy
(Λ+Λ¯)
, from
√
sNN=62.4
GeV to
√
sNN=200 GeV
dN
dy ' 32 dNdy
(pi++pi−)
+
2dNdy
(K++K−,p+p¯,Ξ−+Ξ¯+)
+ dNdy
(Λ+Λ¯,Ω−+Ω¯+)
and for the
LHC energies dNdy ' 32 dNdy
(pi++pi−)
+ 2dNdy
(p+p¯,Ξ−+Ξ¯+)
+
dN
dy
(K++K−,K0S+K¯
0
S ,Λ+Λ¯,Ω
−+Ω¯+)
. The values are listed in
the last column of Table I.
IV.
√
dN
dy
/S⊥ DEPENDENCE OF 〈pT 〉
As it was already mentioned in the Introduction, in the
local parton-hadron duality approach [8], 〈pT 〉/
√
dN
dy /S⊥
is proportional with 1
n
√
n
where n is the number
of charged hadrons produced via gluon fragmenta-
tion [9, 10]. Therefore, neglecting other effects like
collective hydrodynamic expansion and suppression,
〈pT 〉/
√
dN
dy /S⊥ is expected to decrease in central colli-
sions and at higher energies. 〈pT 〉 for Au-Au collisions
at
√
sNN=7.7, 11.5, 19.6, 27, 39 GeV [38];
√
sNN=62.4,
130, 200 GeV [34] and Pb-Pb collisions at
√
sNN=2.76,
5.02 TeV [35, 40] for positive pions, kaons and protons
are represented as a function of
√
dN
dy /S⊥ in Fig.4a for
Sgeom⊥ and in Fig.4b for S
var
⊥ . The data points corre-
sponding to each collision energy were fitted with a first
order polynomial function. The trends in the two figures
are rather similar and the fit quality, in terms of Data/Fit
ratios, presented in the bottom plots of Fig.4 is equally
good. The fit parameters are listed in Table II and Ta-
ble III for S⊥ = S
geom
⊥ and S⊥ = S
var
⊥ , respectively and
represented in Fig.5.
The slope value increases from pions to protons. Al-
though the experimental error bars are rather large at
the RHIC energies, a systematic decrease of the slopes
with the collision energy is evidenced for the 〈pT 〉 de-
pendence on
√
dN
dy /S
geom
⊥ - full symbols. This trend is
enhanced going from pions to protons. The offset values
are rather similar at the RHIC energies and increase for
6√
sNN (GeV) Slope Offset
pi+ K+ p pi+ K+ p
7.7 0.08 ± 0.02 0.15 ± 0.03 0.35 ± 0.07 0.25 ± 0.03 0.30 ± 0.04 0.18 ± 0.10
11.5 0.05 ± 0.02 0.12 ± 0.03 0.33 ± 0.07 0.29 ± 0.04 0.35 ± 0.05 0.16 ± 0.10
19.6 0.05 ± 0.02 0.11 ± 0.04 0.24 ± 0.05 0.30 ± 0.04 0.36 ± 0.06 0.31 ± 0.08
27 0.05 ± 0.02 0.10 ± 0.03 0.25 ± 0.05 0.31 ± 0.04 0.39 ± 0.06 0.29 ± 0.08
39 0.05 ± 0.02 0.08 ± 0.04 0.24 ± 0.05 0.31 ± 0.05 0.43 ± 0.07 0.33 ± 0.09
62.4 0.05 ± 0.01 0.12 ± 0.02 0.26 ± 0.05 0.30 ± 0.03 0.35 ± 0.04 0.31 ± 0.09
130 0.04 ± 0.02 0.09 ± 0.02 0.21 ± 0.05 0.29 ± 0.04 0.42 ± 0.05 0.43 ± 0.10
200 0.05 ± 0.02 0.13 ± 0.04 0.28 ± 0.06 0.28 ± 0.04 0.33 ± 0.09 0.27 ± 0.13
2760 0.03 ± 0.01 0.07 ± 0.01 0.18 ± 0.02 0.39 ± 0.03 0.60 ± 0.05 0.63 ± 0.05
5020 0.05 ± 0.01 0.07 ± 0.01 0.19 ± 0.02 0.39 ± 0.04 0.64 ± 0.04 0.63 ± 0.06
TABLE II. The parameters for the linear fit of the 〈pT 〉 dependence on
√
dN
dy
/Sgeom⊥ for pions, kaons and protons corresponding
to the energies mentioned in the first column.
√
sNN (GeV) Slope Offset
pi+ K+ p pi+ K+ p
7.7 0.05 ± 0.02 0.11 ± 0.02 0.24 ± 0.05 0.29 ± 0.02 0.38 ± 0.03 0.36 ± 0.06
11.5 0.04 ± 0.02 0.09 ± 0.02 0.24 ± 0.04 0.32 ± 0.02 0.42 ± 0.03 0.34 ± 0.06
19.6 0.04 ± 0.02 0.08 ± 0.02 0.17 ± 0.03 0.33 ± 0.03 0.42 ± 0.04 0.46 ± 0.05
27 0.03 ± 0.02 0.07 ± 0.02 0.18 ± 0.03 0.34 ± 0.03 0.45 ± 0.04 0.44 ± 0.05
39 0.03 ± 0.02 0.06 ± 0.03 0.17 ± 0.03 0.34 ± 0.03 0.48 ± 0.04 0.48 ± 0.05
62.4 0.03 ± 0.01 0.09 ± 0.02 0.18 ± 0.03 0.33 ± 0.02 0.44 ± 0.03 0.51 ± 0.06
130 0.03 ± 0.01 0.06 ± 0.02 0.15 ± 0.03 0.31 ± 0.03 0.48 ± 0.04 0.57 ± 0.06
200 0.04 ± 0.01 0.09 ± 0.03 0.19 ± 0.04 0.33 ± 0.03 0.44 ± 0.05 0.52 ± 0.08
2760 0.03 ± 0.01 0.07 ± 0.01 0.18 ± 0.02 0.39 ± 0.03 0.60 ± 0.04 0.63 ± 0.05
5020 0.05 ± 0.01 0.07 ± 0.01 0.19 ± 0.02 0.39 ± 0.04 0.64 ± 0.04 0.62 ± 0.06
TABLE III. The parameters for the linear fit of the 〈pT 〉 dependence on
√
dN
dy
/Svar⊥ for pions, kaons and protons corresponding
to the energies mentioned in the first column.
all the three species at LHC energies. Using Svar⊥ , Fig.4b,
the extracted slopes, represented in Fig.5a by open sym-
bols show a marginal variation as a function of collision
energy - dashed lines. The corresponding offsets, repre-
sented in Fig.5b by open symbols, within the error bars,
are the same for pions and kaons and are systematically
larger for protons at RHIC energies compared with the
ones corresponding to Sgeom⊥ . One should remark that
at LHC energies, the results using Sgeom⊥ or S
var
⊥ are the
same. At the LHC energies, in the most central collisions,
a saturation trend seems to develop. A natural question
which comes is how much of the observed trends is due to
core-corona interplay [49–56] and how the 〈pT 〉-
√
dN
dy /S⊥
correlation for core looks like. Based on the recipe pre-
sented in [56], we estimated the 〈pT 〉core for pions, kaons
and protons for
√
sNN=200 GeV, 2.76 TeV and 5.02 TeV:
〈pT 〉ceni =
fcore〈pT 〉corei M corei + (1− fcore)〈pT 〉ppMBi MppMBi
fcoreM corei + (1− fcore)MppMBi
(2)
〈pT 〉ppMBi for pi+, K+, p in pp minimum bias (MB) colli-
sions at
√
sNN=200 GeV were reported by the STAR
Collaboration [34] and at
√
sNN=2.76 TeV and 5.02
TeV were reported by the ALICE Collaboration [57, 58].
(dN/dy)core at the same energies were estimated using:(
dN
dy
)cen
i
= 〈Npart〉[(1− fcore)MppMBi + fcoreM corei ]
(3)
where MppMBi =
1
2 (dN/dy)
ppMB
i at the same energy
and M corei is the multiplicity per core participant.
(dN/dy)ppMBi for pi
+, K+, p were obtained based on the
MB pT spectra reported in [57, 58].
In Fig.6a 〈pT 〉 as a function of
√
dN
dy /S
geom
⊥ for pi-
ons, kaons and protons for
√
sNN=200 GeV, 2.76 TeV
and 5.02 TeV is represented. The experimental points
for each energy and each species were fitted with lin-
ear functions. As it was already mentioned above, at√
sNN=2.76 TeV and 5.02 TeV the very last three points,
corresponding to the most central collisions, systemati-
cally deviate from a linear trend observed at lower cen-
tralities and therefore were excluded from the fit. The
slopes and the offsets are presented in Table IV. The
fit quality can be followed in the bottom plot of Fig.6a
where the ratios between the data points and fit results
are represented. One can also observe that the last three
points at
√
sNN=2.76 TeV and 5.02 TeV, corresponding
7√
sNN (GeV) Slope Offset
pi+ K+ p pi+ K+ p
200 0.05 ± 0.02 0.13 ± 0.04 0.28 ± 0.06 0.28 ± 0.04 0.33 ± 0.09 0.27 ± 0.13
2760 0.04 ± 0.01 0.09 ± 0.02 0.20 ± 0.03 0.37 ± 0.04 0.56 ± 0.07 0.56 ± 0.08
5020 0.05 ± 0.02 0.08 ± 0.02 0.22 ± 0.03 0.37 ± 0.06 0.60 ± 0.07 0.54 ± 0.10
TABLE IV. The parameters of the linear fit of 〈pT 〉 as a function of
√
( dN
dy
)/Sgeom⊥ for pions, kaons and protons corresponding
to
√
sNN=200 GeV, 2.76 TeV and 5.02 TeV collision energies. The very last three points at
√
sNN=2.76 and 5.02 TeV were
not included in the fit.
√
sNN (GeV) Slope Offset
pi+ K+ p pi+ K+ p
200 0.02 ± 0.03 0.09 ± 0.06 0.20 ± 0.11 0.36 ± 0.07 0.43 ± 0.15 0.50 ± 0.29
2760 0.03 ± 0.02 0.07 ± 0.03 0.17 ± 0.04 0.40 ± 0.06 0.58 ± 0.10 0.66 ± 0.14
5020 0.03 ± 0.03 0.06 ± 0.02 0.17 ± 0.04 0.41 ± 0.11 0.65 ± 0.08 0.73 ± 0.16
TABLE V. The parameters of the linear fit of 〈pT 〉 as a function of
√
( dN
dy
)core/Score⊥ for pions, kaons and protons corresponding
to
√
sNN=200 GeV, 2.76 TeV and 5.02 TeV collision energies. For
√
sNN=2.76 TeV and 5.02 TeV, the last three centralities,
where a levelling off is evidenced, were not included in the fit.
to the most central collisions, deviate from the general
trend, the ratio 〈pT 〉/
√
dN
dy /S⊥ is decreasing, as expected
in Ref.[10].
For
√
sNN=200 GeV, 2.76 TeV and 5.02 TeV we es-
timated 〈pT 〉core and
√
dN
dy
core
/(Sgeom⊥ )core, the results
being presented in Fig.6b.
The quality of the linear fit, represented in the bottom
plot of Fig.6b is equally good as for the experimental
data but the slope values presented in Table V are sys-
tematically smaller and the difference between the high-
est RHIC energy and the LHC energies is reduced. The
saturation towards the most central collisions at LHC
energies does not change.
V. 〈pT 〉 PARTICLE MASS DEPENDENCE AS A
FUNCTION OF
√
dN
dy
/Sgeom⊥
The 〈pT 〉 dependence on the mass of pions, kaons and
protons at different collision centralities, except for the
most peripheral ones, is linear. Therefore, linear fits of
the 〈pT 〉 particle mass dependence, corresponding to each
centrality and energy considered in the paper, were per-
formed. The extracted fit parameters as a function of√
dN
dy /S
geom
⊥ are shown in Fig.7 (slope) and Fig.8 (off-
set). In Fig.7 the slopes are fitted with the following
expression:
Slope〈pT 〉=f(mass) = α+ β
(√
dN
dy
/Sgeom⊥
)γ
(4)
The slopes for particles Fig.7a and antiparticles Fig.7b
evidence a
√
dN
dy /S
geom
⊥ dependence which closely fol-
lows a trend given by Eq.4 (dashed lines). The val-
ues of the fit parameters are listed in Fig.7. The fit
quality is represented in the bottom plots of Fig.7a and
Fig.7b in terms of Data/Fit. Besides the points corre-
sponding to the most central collisions at
√
sNN=19.6,
27 and 39 GeV which deviate from the fit by ∼10-15%,
the bulk of data nicely cluster around the fit curve, well
within the error bars. In Fig.8, although the error bars
are rather large, a systematic increase of the offsets as
a function of
√
dN
dy /S
geom
⊥ is evidenced at BES ener-
gies and at
√
sNN=62.4 GeV, reaching a plateau above
1.7 fm−1. This trend is much reduced starting from√
sNN=130 GeV. Therefore, we considered only offsets
above 1.7 fm−1 and found their average values for dif-
ferent
√
sNN . The results are presented in Fig.9.
VI.
√
dN
dy
/Sgeom⊥ DEPENDENCE OF
BOLTZMANN-GIBBS BLAST WAVE FIT
PARAMETERS
The pT spectra for identified charged hadrons were fit-
ted [34, 35, 38, 40, 41] using the BGBW expression in-
spired by hydrodynamic models [59]:
E
d3N
dp3
∼
∫ R
0
mTK1(mT coshρ/T
fo
kin)I0(pT sinhρ/T
fo
kin)rdr
(5)
wheremT =
√
m2 + p2T ; βT (r) = βs(
r
R )
n; ρ = tanh−1βT .
T fokin is the kinetic freeze-out temperature and n defines
the expansion profile. A compilation of all results
in terms of the 〈βT 〉 dependence on
√
dN
dy /S
geom
⊥ is
presented in Fig.10. One should mention that for
the BES energies [38] the BGBW fits were performed
simultaneously on particles and antiparticles pT spectra,
although they do not present the same trends in many
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FIG. 5. a) The slopes of the 〈pT 〉 dependence on
√
dN
dy
/Sgeom⊥
(full symbols) and on
√
dN
dy
/Svar⊥ (open symbols) for pi
+
(blue), K+ (green) and p (red) as a function of
√
sNN . The
fit results with the function a+b/(log
√
sNN ) are drawn with
full (Sgeom⊥ ) and dashed (S
var
⊥ ) lines. b) The corresponding
offsets.
respects. Therefore, in Fig.10, the 〈βT 〉 for antiparticles
for some energies and centralities, where the azimuthal
dependent BGBW fits were published [60, 61], were
represented by open symblols. One could observe that,
with increasing collision energy, the values of 〈βT 〉 for
antiparticles converge towards the values obtained from
a simultaneous fit of particles and antiparticles pT spec-
tra [34, 38]. However, the 〈βT 〉 values reported in the
literature, scale rather nice as a function of
√
dN
dy /S
geom
⊥
and a 4th order polynomial function fits them well. The
fit quality can be followed in the bottom plot of Fig.10.
Within the experimental error bars, all data follow the fit
result, except the points corresponding to the peripheral
collisions at the lowest BES energies. The fit parameters
are included in the figure. The same representation in
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FIG. 6. 〈pT 〉 as a function of
√
dN
dy
/Sgeom⊥ for identified
charged hadrons for
√
sNN=200 GeV, 2.76 TeV and 5.02 TeV.
The full lines represent the results of the first order polynomial
fit. a) Top: experimental results; Bottom: Data/Fit ratio; b)
Top: estimated core contribution; Bottom: Data/Fit ratio.
which the data corresponding to
√
sNN=7.7, 11.5 and
62.4 GeV are excluded, can be followed in Fig.11. For the
remaining energies, from
√
sNN=19.6 GeV to 5.02 TeV
a much better scaling is observed. The dynamics in
〈βT 〉 as a function of
√
dN
dy /S
geom
⊥ for different collision
energies can be easier followed in Fig.12 where the ratio
between 〈βT 〉 at a given centrality relative to 〈βT 〉 in
the most peripheral collisions, 70%-80% (58%-85% for
130 GeV), 〈βT 〉/〈βPeripheralT 〉, is plotted as a function of√
dN
dy /S
geom
⊥ for all energies.
In Fig.13 the T fokin and n parameters and their depen-
dence on
√
dN
dy /S
geom
⊥ are presented. A close to linear
dependence with a negative slope is observed in Fig.13a,
for T fokin at RHIC energies. Within the error bars, it is
rather difficult to conclude on some collision energy de-
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FIG. 7. The slopes from the linear fit of 〈pT 〉 versus particle
mass as a function of
√
dN
dy
/Sgeom⊥ , for each centrality and
energy, for a) pi+, K+ p and b) pi−, K−, p¯. The continuous
red line is the result of the fit with the function from Eq.4.
The ratios Data/Fit are represented in the bottom plots of
each of the two figures.
pendence of T fokin for a given value of the geometrical
variable. On the other hand, a significant shift of about
20 MeV in T fokin fit parameter towards larger values is ev-
idenced for a given
√
dN
dy /S
geom
⊥ at LHC energies relative
to the RHIC energies. Similar shifts were mentioned in
the previous chapters for 〈pT 〉 and the offsets of 〈pT 〉 as
a function of mass. Such a shift is also evidenced in the
T fokin versus 〈βT 〉 representation in Fig.14 where the fit
parameters reported in Ref. [34, 35, 38, 40, 41] are used.
As far as the n dependence on
√
dN
dy /S
geom
⊥ is concerned,
Fig.13b, the values for BES energies are rather scattered
and those corresponding to 62.4 and 200 GeV show an
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FIG. 8. The offsets from the linear fits of 〈pT 〉 versus particle
mass dependence as a function of
√
dN
dy
/Sgeom⊥ ; a) particles,
b) antiparticles.
opposite trend to what is observed at LHC. Usually, the
flow profile changes from a shell type expansion, large n
values, towards n=1 (Hubble type) with increasing cen-
trality, even smaller than 1 for very central collisions. It
is worth mentioning that for a consistent interpretation,
the fits of the pT spectra using the BGBW expression
have to be done at all energies on the same pT range for
a given species. The range has to be chosen such to re-
duce as much as possible the influence of processes other
than collective expansion on the extracted fit parameters.
Therefore, the lower limit of the fit range for pions has
to be chosen such that the contribution coming from res-
onance decays is reduced, while the upper fit ranges for
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sNN . Full symbols - particles; open symbols - antiparticles.
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FIG. 10. Top: the BGBW fit parameter 〈βT 〉 as a function
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√
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of the fit using a 4th order polynomial function. Bottom: the
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all species have to be optimised in order to be influenced
as little as possible by the suppression effects. Last but
not least, the influence of the corona contribution on the
fit parameters has to be carefully considered.
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FIG. 11. The BGBW fit parameter 〈βT 〉 as a function
of
√
dN
dy
/Sgeom⊥ excluding
√
sNN=7.7, 11.5 and 62.4 GeV col-
lision energies.
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FIG. 12. 〈βT 〉/〈βPeripheralT 〉 as a function of
√
dN
dy
/Sgeom⊥ .
〈βT 〉 fit parameters were reported in Ref. [34, 35, 38, 40].
VII. COMPARISON BETWEEN pp AND Pb− Pb
SYSTEMS AT LHC ENERGIES
Similarities between pp and Pb-Pb in terms of the be-
haviour of different observables, like the (〈βT 〉 - T fokin)
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FIG. 13. a) T fokin and b) n parameters as a function of√
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/Sgeom⊥ . The fit parameters were taken from [34, 35,
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correlation as a function of charged particle multiplic-
ity [15] and near-side long range pseudorapidity corre-
lations at large charged particle multiplicities [11], were
evidenced at LHC energies. The extent to which the
similarity between pp and Pb-Pb is also evidenced in the
behaviour of the observables described in the previous
chapters as a function of the saturation momentum, i.e.√
dN
dy /S⊥, is further investigated. For this comparison
we used the results of the ALICE Collaboration for pT
spectra of identified light flavour charged hadrons as a
function of charged particle multiplicity at mid-rapidity
as well as the results of their fits with the BGBW expres-
sion given by Eq.5 [15]. The hadron density per unit of
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FIG. 14. The BGBW fit parameters T fokin versus 〈βT 〉 reported
in [34, 35, 38, 40, 41].
rapidity for the mid-central charged particle multiplicity
was estimated by extrapolating the results reported by
the ALICE Collaboration in Ref. [17]. The 〈pT 〉 val-
ues were estimated based on the pT spectra from [15]
extrapolated in the unmeasured regions using fits of the
measured spectra with the expression from [62]:
dσ
pT dpT
= Aeexp
(−EkinT /Te)+ A(
1 +
p2T
T 2·n
)n (6)
The interaction area for pp collisions, Spp⊥ =piR
2
pp, is cal-
culated using the estimates of the maximal radius for
which the energy density of the Yang-Mill fields is larger
than ε = αΛ4QCD (α ∈ [1, 10]) within the IP-Glasma ini-
tial state model [63, 64]. Within the present knowledge
of QCD, α cannot be precisely estimated. The rmax val-
ues used in Ref. [63] for α=1 were fitted in Ref. [65] with
the following expressions:
fpp =
{
0.387 + 0.0335x+ 0.274x2 − 0.0542x3 if x < 3.4
1.538 if x ≥ 3.4
(7)
Using the same recipe we fitted the rmax values from Ref.
[63] for α=10 with the following expression:
fpp =
{ −0.018 + 0.3976x+ 0.095x2 − 0.028x3 if x < 3.4
1.17 if x ≥ 3.4
(8)
where x=(dNg/dy)
1/3. The hadron density per unit
of rapidity, estimated based on the following approx-
imation: dNdy ' 32 dNdy
(pi++pi−)
+ 2dNdy
(p+p¯,Ξ−+Ξ¯+,K0S) +
12
√
s (TeV) dN/dy S⊥ (fm2)
(pp) α = 1 α = 10
82.1±2.8 7.43±0.48 4.30±0.36
70.2±2.2 7.43±0.41 4.30±0.31
59.4±1.7 7.43±0.35 4.30±0.27
7 48.8±1.3 7.43±0.30 4.30±0.23
37.3±0.9 7.39±0.02 4.20±0.02
26.8±0.6 6.89±0.05 3.80±0.03
18.2±0.4 5.94±0.06 3.16±0.04
10.8±0.2 4.58±0.06 2.29±0.04
TABLE VI. The hadron density per unit of rapidity and trans-
verse overlapping areas for α=1 and α=10 for pp collisions at√
s=7 TeV.
dN
dy
(K++K−,Λ+Λ¯,Ω−+Ω¯+)
and the corresponding overlap-
ping areas for α=1 and α=10 values are listed in Table
VI. The gluon density per unit of rapidity was approxi-
mated by dNg/dy ≈ dN/dy. The comparison between
the 〈pT 〉 dependence on the square root of the hadron
density per unit of rapidity and unit of interaction area
for the pp at
√
s=7 TeV and Pb-Pb at
√
sNN=2.76 and
5.02 TeV collisions, based on the results obtained by the
ALICE Collaboration [15, 35, 40, 41], is presented in
Fig.15. As one could see, the general trend for all the
three species is very similar in pp and Pb-Pb collisions.
The differences could have several origins, i.e. the dif-
ference in the collision energies, a systematic larger 〈pT 〉
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uncertainty in the overlapping surface area estimates for pp
collisions, see the text.
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FIG. 16. The slopes of the 〈pT 〉 particle mass dependence as
a function of
√
dN
dy
/Sgeom⊥ for pp at
√
s=7 TeV (red symbols
- α=1, blue symbols - α=10) and Pb-Pb at
√
sNN=2.76 and
5.02 TeV.
for kaons in pp relative to Pb-Pb, uncertainty in estimat-
ing the value of α, the large inhomogeneity of the initial
state with a direct consequence on the S⊥ estimate and
last but not least the build up of collective expansion in
the hadronic phase and suppression effects taking place
in the Pb-Pb case and not yet evidenced in pp collisions.
The comparison between the two systems in terms of the
slopes of the 〈pT 〉 particle mass dependence as a func-
tion of
√
dN
dy /S
geom
⊥ is presented in Fig.16. A very good
scaling is found using α=1 for pp collisions. The same
value of α was used in Refs.[65, 66]. These results seem
to support the assumption that the global properties of
the hadron production are determined by the properties
of flux tubes of ∼1/
√
dN
dy /S⊥ size and are very little in-
fluenced by the size of the colliding system [18, 65, 67].
A similar behaviour was evidenced at the baryonic level
at much lower energies where the main features of the
dynamic evolution of the fireball are determined by the
initial baryon density profile and temperature and not
too much by its size [68]. As it is well known, the LPHD
approach neglects all collective effects. However, a com-
parison between pp and Pb-Pb collisions in terms of 〈βT 〉,
one of the BGBW fit parameters interpreted as the av-
erage transverse flow velocity, could be rather interest-
ing. 〈βT 〉 values for pp at
√
s=7 TeV [15] and Pb-Pb
at
√
sNN=2.76 and 5.02 TeV [35, 40, 41] reported by
the ALICE Collaboration are represented as a function
of
√
dN
dy /S
geom
⊥ in Fig.17. A 4
rd degree polynomial func-
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FIG. 17. The BGBW fit parameters 〈βT 〉 as a function of√
dN
dy
/Sgeom⊥ for pp at
√
s=7 TeV and Pb-Pb at
√
sNN=2.76
and 5.02 TeV. The shaded area represents the uncertainty in
the overlapping area estimates for pp collisions, see the text.
tion fits rather well the data corresponding to pp at
√
s=7
TeV (α=1) and Pb-Pb at
√
sNN=2.76 and 5.02 TeV. The
fit quality is represented in the bottom plot of the figure.
Qualitatively the trends are similar and there is even a
very good quantitative scaling for α=1 used in the esti-
mate of S⊥ for the pp case. The origin of the remaining
differences was discussed above. This similarity shows
that the main features of the dynamical evolution of the
systems produced in pp or Pb-Pb collisions at LHC ener-
gies are determined by the density of produced hadrons
per unit of rapidity and overlapping area.
VIII. CONCLUSIONS
Based on the data for the highest three energies mea-
sured at RHIC (
√
sNN=62.4, 130, 200 GeV), the most
recent results from BES at RHIC (
√
sNN=7.7-39 GeV)
and the highest collision energies at LHC (
√
sNN=2.76,
5.02 TeV), we performed a systematic study of the de-
pendence of different observables on the geometrical vari-
able calculated as the square root of the hadron density
per unit of rapidity and unit of overlapping area of two
colliding ions. The overlapping area has been estimated
in the Glauber MC approach. The experimental 〈pT 〉
values follow a rather good scaling as a function of this
variable for each energy. Linear fits of the experimental
data show slopes which increase from pions to protons
and decrease from BES to LHC energies. A saturation
trend for the most central collisions at LHC is observed.
For
√
sNN=200 GeV, 2.76 TeV and 5.02 TeV the 〈pT 〉core
and
√
dN
dy
core
/(Sgeom⊥ )core were estimated based on the
core-corona approach. The corresponding 〈pT 〉core ver-
sus
√
dN
dy
core
/(Sgeom⊥ )core show lower slopes and their de-
crease going from
√
sNN=200 GeV to 5.02 TeV is less
evident for all three species. This shows the importance
of discriminating between the corona and core contribu-
tions in such a type of analysis, for a quantitative com-
parison. The decrease in the slopes from RHIC to LHC
for all species and for the most central collisions at LHC
energies seems to support the approach presented in Ref.
[10]. A much better scaling as a function of
√
dN
dy /S
geom
⊥
is observed for the slope from the linear fit of the 〈pT 〉
dependence on the particle mass and the BGBW fit pa-
rameter, 〈βT 〉. The offset of the 〈pT 〉 particle mass depen-
dence and the T fokin parameter show a clear jump towards
larger values between RHIC and LHC energies. As it
was already mentioned, other phenomena, like suppres-
sion and its azimuthal dependence as well as the hydrody-
namic expansion in the deconfined and after hadroniza-
tion stages, also have to be considered. The very similar
dependence of the 〈pT 〉, 〈pT 〉 particle mass dependence
and the BGBW fit parameter, 〈βT 〉, on
√
dN
dy /S⊥ in pp
and Pb-Pb collisions at LHC energies support the as-
sumption that the global properties evidenced at LHC
energies are determined by the properties of flux tubes
of ∼1/
√
dN
dy /S⊥ size, the system size playing a minor
role.
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