Abstract-High-frequency forward-looking sonars are appropriate for the operation or search close to the seabed. Constructing a panoramic mosaic not only facilitates an interpretation of the underwater environment, but also supports the vehicle's self-localization. In this paper, a method to register sonar sequences is proposed that is based on the feature tracking using the particle filtering. Our methods starts with the extraction of the intensity, the texture and the shape features from the unstructured seabed environment. Next a region of interest (ROI) is tracked until it disappears from the view field of an autonomous unterwater vehicle (AUV). Then, another ROI is selected and the tracking procedures are repeated. Experimental results show that (1) Feature tracking is feasible for the forward-looking sonar image mosaicking. (2) Fusion of the texture and the shape feature lead to a robust feature extraction method for more precise motion estimation. (3) The prior information on the AUV's movement is necessary for the tracking of highlighted regions.
I. INTRODUCTION
To an autonomous underwater vehicle (AUV), lowfrequency forward-looking sonars are still the most commonly used devices for obstacle avoidance, although this is not an optimal situation as this resolution does not support a more detailed analysis of the underwater environment. The emergence of the high-frequency forward-looking sonar (i.e. 1.8MHz, DIDSON) enables AUVs to achieve a reliable operation in turbid waters and efficient capabilities for local search along the seabed.
At higher acoustic frequency, also the attenuation of acoustic intensity becomes stronger, such that only a very limited area can be scanned in each frame when the AUV travels close to the seabed. This is particularly relevant if the sonar image sequences are to be registered to form a global environmental map. There are at least two reasons that we should take seriously for the problem of sonar image mosaicking. Firstly, for safety of a practical AUVs, the altitude should be around 3 ∼ 5 meters (which is higher than the setting of 2 meters in [1] , [2] and of 1.5 meters in [3] ). The image resolution would be much lower, ruling out techniques for matching spectral features. Secondly, the natural seabed is a highly unstructured environment, such that it is difficult to extract features needed for an artificial reconstruction of the scene, such as the points, lines, regular curves etc.
Three types of methods have been proposed for forwardlooking image registration. The first type is based on interest point extraction and is directly derived from its counterparts in optic image processing. In 2005, Negahdaripour et al. Ref. [4] extracted Harris corner points from the forwardlooking sonar images and proposed a windowed-searching skill to perform the pairwise matching. Kim et al. [5] also proposed a similar scheme, with the only difference that the Harris corner points are extracted from the 3rd and the 4th layers in the Gauss pyramid. However, the feature points extracted by both methods tend to contain too much noise, compromising thus the matching process. In 2011, Negahdaripour et al. [6] pointed that it is very difficult to extract SIFT feature points from forward-looking images. The second category belongs to the region-based method. In 2010, Johannsson et al. [7] considered those points as features whose gradient exceeds a given threshold. To get rid of spurious feature points, the image was smoothed in a preprocessing stage and the smaller clusters are removed in postprocessing of the image. In 2013, Aykin et al. [2] further refined the regions by blob clustering and proposed a scheme based on the normal-distribution transform (NDT) to calculate the transformation parameters. However, robust features were obtainable only from artificial scenes. The third class of methods calculate the translation and rotation parameters in the Fourier domain. For example, in 2012, Hurtós et al. [8] applied the Fourier-Mellin transformation [9] to image registration for forward-looking sonars. It should be noted that only when the images were high-pass filtered, the normalized cross spectrum matrix has a clear peak response [3] . In other words, it is virtually impossible to find the transformation parameters when there is no obvious highfrequency information, as is the case for forward-looking sonar scans in a realistic setting.
In this paper, we propose a method that estimates the motion parameters by tracking a region of interest (ROI) by the particle filtering in order to register forward-looking sonar images. In most cases, the bottom clearance of the AUV is relatively stable. Therefore, the vehicle can be approximately considered as traveling in a horizontal plane and only the translation and rotation parameters have to be tracked. Theoretically, it is possible to estimate the rotation parameter by using multiple ROIs. However, to focus on particle filtering and the feature selection, only a single ROI is used here. The ROI is tracked until it disappears in the field of AUV's view, then another ROI is selected following the same procedure. It should be noted that Trucco et al. [10] have tried to solve that mosaicking problem for underwater images by tracking, but their approach was limited to single video frames only. We will introduce the particle filter in Section II. Three feature extraction methods are presented in Section III. Experimental results for forward-looking sonar mosaicking are reported in Section IV where we discuss several issues related to particle filtering, such as feature selection, particle density and highlight tracking. The conclusion in Section V points to a few open questions.
II. PARTICLE FILTERING Particle filters are Bayes estimators. We denote the actual system state, i.e. the location of the AUV, by x t . As the system state cannot be measured directly, it needs to be estimated by observations such as available from the forward-looking sonar. The observed sonar feature at time t is denoted by f t , and its observation history is recorded as
. Further, we denote the AUV's equation of motion and, resp., the feature extraction process by
To a good approximation, AUVs can be considered to move linearly within short time intervals, but the result of the feature extraction process depends on the trajectories in a largely nonlinear fashion. The actual location of the vehicle can be expressed by the probability p t (x t ). As all the information about the state at time t depends only on the previous observations, we can write p t (x t ) = p t (x t |F t ), which leads us, using Bayes' rule, to the update equation [11] 
where k t is a constant and the following term is based on a similarity measure D between features:
The third term can be expressed as a prediction equation,
The first integral term could be expressed by p (
. Though the precise state transformation function M is unknown, it can be approximated by the Monte-Carlo sampling. For example, with N samples
, Eq. 3 can be approximated by
(4) This demonstrates that p (x t |F t−1 ) can be approximated by the normalized weight in the last tracking step. In this way, the system state can be calculated by iteratively calculate the update step and the prediction equation, Eqs. 2 and 3. Our sonar image tracking algorithm is presented in Alg. 1.
To eliminate the outliers, the similarity measure is defined by a Gauss kernel function, 
, where x i , F i , ω i is the site, feature and weight respectively. In the beginning, the site is initialized by the area O and the motion of the vehicle,
where ξ i stands for the multivariate Gauss white noise. Note that the seed set follows the uniform distribution in the initialization stage. 4 : Read a new sonar frame. Generate a new seed set Z = {Z j } j=1,...,N by sampling the seed set S. The i th seed is selected by the probability p i = wi i wi . 5: Update the location of each seed, x j , according to the motion of the vehicle, extract the corresponding feature F j , and calculate the weight ω j by measuring the similarity between O = [x, F ] T and each seed S j ,
6: Estimate the new site of the target area by calculating the weighted sum of all seeds, x ← j ω j x j j ω j
. Extract the corresponding feature at x and a new doublet
goto step 4; 10: else 11: goto step 2; 12: end if where σ is set to be 0.1 in the latter experiments. The feature F and the corresponding distance function d will be discussed in the following Section.
III. FEATURE EXTRACTION
The natural seabed is a highly unstructured environment. It is therefore not useful to aim at tracking artificial features such as points or lines, instead intensity, texture and or general shape feature need to be considered to define and track any interesting areas.
A. Intensity feature
Although sonar images are often viewed in the pseudocolor mode, it is in fact a 2-D intensity matrix. Intuitively, objects, shadows, the seabed and the water can be inferred from the relative differences in the intensity. Consider an interesting area O. The spatial distribution of the intensity 
and (c) plot the intensity distribution, the Gabor texture feature (S = 2, K = 6) and the shape feature respectively.
can be coarsely described by the histogram H. H is a 256-bin probability distribution vector, with the j-bin recording the incidence probability of the j-level intensity,
where δ is the Kronecker function, M is the pixel number and O i is the intensity of the i th pixel. The Bhattacharyya distance is used to measure the distance between two histogram vectors,
B. Texture feature The sonar image is affected by substantial speckle noise [12] . When segmenting the sonar image using a Markov random field [13] , [14] , we can well accommodate the label field by a texture model. This implies that it is possible to extract the texture feature from the interesting area. When an edge is blurred or irregular (as common in texture images) it is useful to capture the spectral distribution by a compact support wavelet.
Gabor filters
are often used as edge detectors. Their Fourier transform is given by
where σ u = 1 2πσx and σ v = 1 2πσy and can be approximately considered as having compact support. We are going to use it here for the extraction of texture features. Texture retrieval experiments demonstrated that its performance is superior to Daubechies wavelets [15] .
To extract the edge feature in different directions with the Gabor wavelet, we rotate the mother wavelet g (x, y) with different angle θ = n K π, n = 0, ..., K − 1. In order to both capture the microfeature and the macrofeature, we scale the mother wavelet in S different resolutions, i.e.
where a > 1 is a scale factor, m = 0, ..., S − 1, and
If U h and U l are the low and upper center frequencies of interest, the scale factor would be a =
, then the filter parameters can be calculated by ensuring the Gauss functions are partially overlapping [15] ,
When extract the texture feature from a ROI, convolve it with each Gabor wavelet,
Concatenate all the mean µ mn and the standard deviation σ mn ,
the texture feature is obtained, i.e. G = [µ 00 , σ 00 , ..., ...
The mean absolute distance is used to measure the distance between two texture feature vectors,
C. Shape feature Objects are also characterized by their shapes. Dura et al. [16] showed that the shadows can be described by the active contour with different parameters. The computation cost of the parametric contour is very large on one hand, the vague boundary of ROI in the sonar images can be easily passed by the active contours. The invariant moment, proposed by Hu et al. [17] is adopted to extract the shape features.
The 2-D (p + q)th order geometric moments of an area O is defined in terms of Riemannian integrals as
The central moments are defined as
where the centroid (x,ȳ) = m10 m00 , m01 m00 . To eliminate the size effect, the central moments have to be normalized,
The geometric moments are rotation insensitive, while the central moments are invariant to the translation and scaling. In the end, the invariant moments defined by Hu et al. [17] is a 7-dimensional vector,
where
The distance measure is similar to the texture feature, with the only difference that a logarithm transform is used to map different dimensions into the same range,
A feature fusion strategy is used to calculate the weight of each particle,
(23) The binary coefficients, α H , α G and α T are used to indicate that if the corresponding feature is included in the tracking process or not. Note that the distance for all the particles, {d} N i=1 , have to be normalized for the feature equalization, 
IV. EXPERIMENTS
Four experiments are designed to test the performance of the particle filtering algorithm in mosaicking the forwardlooking sonar images. The sonar images are taken are taken from the natural seabed, and the vehicle's altitude is 3 meters.
A. Shadow tracking
The first experiment is dedicated to test the feasibility of particle filtering in shadow tracking. Two trials are shown in Fig. 2. The two sonar shots, Figs. 2a and 2c , have 88 and 80 frames respectively 1 . The trajectories ROIs and the panoramic image are shown in the left column and right column of Fig. 2 respectively. Only one ROI is tracked in Fig. 2a , while a new object is tracked when the first one moves out of the scanning area in Fig. 2c . The sampling radius is r = 10, and the particle density is ρ = 1, and all the three kinds of features are used in the tracking processes. As it can be seen, the particle filtering is feasible for the underwater environment where there is no geometric feature or high-frequency information. 
B. Feature selection
Shadow is the most obvious feature in the underwater sonar images, both in the forward-looking sonar and in the side-scan sonar. It seems that perhaps the intensity feature alone is sufficient for the ROI tracking. To test this hypothesis, we mosaic the sonar image shot in Fig. 2c with different feature combinations. A triplet, i.e. {α G , α T , α H } = '110 is used to represent the presence (1) or absence (0) of each feature. All the 7 combinations and their tracking results are plotted in Fig. 3a . The sampling radius is r = 10, and the particle density is ρ = 1. It can be seen that the trajectories of 'ROI 2 '(blue in Fig. 2c ) are very similar. However, different feature combinations have a larger impact on the the trajectories of 'ROI 1 ' (red in Fig. 2c ). One underlying reason may be that ROI 1 has more 'specific' features. And, it is these features that determine the estimation precision of the motion parameters.
Compared the two panoramic images that are shown in Figs. 3b ('110') and 3c ('101') with Fig. 2d , which is provided by the feature combination of '111', it can be observed that Fig. 3b ('110') Fig. 4 : The estimated motion trajectories when the particle density changes.
details. It demonstrates that the texture and shape feature are more robust than the intensity distribution feature, which is consistent with the intuitive observations, i.e. the insonified energy is inhomogeneous distributed both along the vertical distance and along the azimuthal pattern.
C. Particle density
In essence, the particle filtering approximates the posterior probability distribution, Eq. 2, with the Monte-Carlo sampling. The sample size directly determines the computation cost. Therefore, it is necessary to test the impact of the particle number on the tracking precision. Here, the sample size is evaluated by the particle density ρ = N (2r+1) 2 , where r is the sampling radius, and N is the particle number.
In this experiment, we vary the particle density while keeping all other experiment setting fixed. The test data is the sonar shot in Fig. 2c and the feature combination is '110'. The trajectories are plotted in Fig. 4 . It can be seen that, with the growing of particle density, the trajectory becomes more and more stable, which is accord with our expectation. And, it can be further conclude that, a modest particle density, i.e. 0.25 ≤ ρ ≤ 0.5, is idea for the general tracking or mosaicking tasks.
D. Highlight tracking
Finally, we want to test whether the features are appropriate for the highlight tracking. Compared to the shadow, the highlight is easily affected by the object height, the incidence angle and the illumination pattern. For example, the surface of the highlighted object in Fig. 5 has an appearance that is very similar to the seabed. In order to be able to focus on the problem of particle tracking in the current setting, the ROI is designated by hand.
A tracking result is presented in Fig. 5a , and the corresponding panoramic image is shown in Fig. 5b . It can be seen that there are large perturbations around the motion trajectory. The main reason is that even particles that are far away from the object have very similar feature vectors.
More precise motion parameters could be estimated if the general movement tendency is known. For example ,if we know that the vehicle is moving upward and the horizontal search radius is set to be only 1 4 of the vertical radius, the motion trajectory becomes much smooth in Fig. 5c . Correspondingly, the edges and shadows are well-preserved in the mosaicking image (Fig. 5d ).
V. CONCLUSIONS
In this paper, a method that is based on feature tracking using particle filters is proposed for image mosaicking problem in forward-looking sonar image recognition. Experimental results show that particle filtering is feasible for both shadow and highlight areas in an unstructured underwater environment. Moreover, we find that texture and shape features are more credible than intensity distribution features.
In the current simulation, only a single ROI is tracked until it disappears from the field view of the AUV. A following step should include the simultaneous tracking of several ROIs. This would allow us to calculate the rotation parameters by solving for the transformation matrix. Another problem is that, although the sonar frame of a fully plain seabed can be modeled as a random field, the AUV's movement can also be sensed by optic flow which provides at least statistical information. In the future, we will consider the sonar image mosaicking by tracking those 'weak' features.
