Summary. Variable selection is an essential part of any statistical analysis and yet has been somewhat neglected in the context of longitudinal data analysis. In this paper we propose a generalized version of Mallows's C p (GC p ) suitable for use with both parametric and nonparametric models. GC p provides an estimate of a measure of adequacy of a model for prediction. We examine its performance with popular marginal longitudinal models (fitted using GEE) and contrast results with what is typically done in practice: variable selection based on Wald-type tests. An application to real data further demonstrates the merits of our approach while at the same time emphasizing some important robust features inherent to GC p .
INTRODUCTION
selection is an essential part of any statistical analysis. Although it is often perceived as an extensive search for a single best model, it should be viewed as a technique which facilitates the identification of a few good models. After all, in many contexts it may not be appropriate to choose a single model. Moreover, one can often achieve better prediction results by aggregating a collection of good models in the spirit of bagging; cf. Breiman (1996) . This implies that variable selection criteria which allow direct comparisons of models should be preferred to stepwise procedures based on significant testing. In this paper we propose such a variable selection technique. It is an extension of Mallows's C p (Mallows, 1973) and it requires only the data and a model from which predicted values can be obtained. The technique can be applied to many different types of models, including those in which the classical assumptions, in particular the independence of variables and their normal distributions, do not hold. For example, binary data (e.g. a subject having a disease or not at a particular point in time) are not normally distributed. In addition, the independence of outcome variables does not hold when repeated measurements are taken on the same subject.
In particular we focus on Marginal Longitudinal Generalized Linear Models and develop our variable selection technique for these models. Generalized Linear Models (McCullagh and Nelder, 1989) and Generalized Estimating Equations are very popular statistical methods which allow us to model a variety of data and properly address the type of situations described above. Generalized Linear Models (GLM) are a generalization of the regression model for continuous and discrete responses and Marginal Models are extensions of GLM for correlated data. Generalized Estimating Equations (GEE) enable us to fit Marginal Models and are often used for modeling longitudinal data that commonly arise for instance in medical studies and economics. While there have been many novel approaches to analyzing such data, little attention has been paid to the need for appropriate variable selection. In the latest edition of the Analysis of Longitudinal Data (Diggle et al., 2002) , a reference book on longitudinal data analysis, a discussion of variable selection techniques has been somewhat neglected, with the exception of a few examples suggesting to the reader, that, in the case of GEE, one can test the significance of covariates using Wald-type test (z-statistics). Horton and Lipsitz (1999) recently compared GEE implementations of several general purpose statistical packages (SAS, Stata, SUDAAN, and S-PLUS) and concluded that GEE are well-supported by all of these software packages with hypothesis testing being particularly well-implemented in Stata and SUDAAN. However, it appears that variable selection within these systems (when existent) is restricted to either likelihood ratio or Wald-type tests. In addition, on a number of occasions (Ziegler and Grömping, 1998; Ziegler et al., 2000) it has been pointed out that formal variable selection procedures would be a very helpful inclusion to commercial software.
The above observations, in conjunction with a literature review, suggest that any variable selection efforts seem to rely predominantly on the use of Wald-type tests. This can be unreliable, because, among other things, the choice of working dependence model can impact point estimates and significance levels. The use of GC p here for purposes of model selection avoids a stepwise procedure and is based on a measure of predictive error rather than on significance testing.
The paper is organized as follows. In Section 2, we develop a general criterion for prediction and its estimated version which leads to a general and robust C p statistic. We then derive explicitly this statistic for parametric longitudinal models. In Section 3 we present the results of a simulation study that contrasts our proposal with that of the two most commonly used approaches to variable selection (i.e. those based on stepwise procedures and significance testing). Results are examined both in the absence and presence of misspecification of the model. This seems particularly important when investigating tools like the GEE that are used in medical studies where 5% of outlying observations seems to be quite common; cf. Hampel et al. (1986) , p. 27. The results show the good performance of the new technique in identifying good models. An application on real data is presented in Section 4 which further demonstrates the robust and diagnostic features of our approach. Conclusions and directions for future research are provided in Section 5.
DERIVATION OF GC
We begin by considering the general setting in which we have only observations y i , i = 1, · · · , K, and a model, either parametric or nonparametric in form, from which we can obtain predicted valuesŷ i , i = 1, · · · , K. We define the rescaled weighted predictive squared error
whereŷ i is the fitted value for submodel P and Ey i and V (y i ) = σ 2 v i are the expected value and variance under the full model. The weight function w i (·) may be chosen so as to achieve a number of different objectives including heteroscedasticity or robustness; cf. Section 3.2. If we define the weighted sum of squared residuals by , it is easy to show that
. This suggests the following generalized version of Mallows's C p :
(1)
The latter two terms comprise the correction term necessary in order to make WSR unbiased for Γ p . As previously mentioned, the weights w i (·) may address heteroscedasticity, robustness or simply be identically one in which case (1) becomes a classical yet generalized version of Mallows's C p . In the case of robustness, the weights in (1) are different for each model, because an observation can be outlying with respect to one model and have full weight in another. We may select a weighting scheme that has the effect of downweighting the outlying observations with respect to model P and limiting their influence on Γ p and, therefore, on the model selection procedure. This would not penalize models which do not fit a few outlying observations; cf. Ronchetti and Staudte (1994) in the context of linear regression. A Taylor series expansion of the weights (details are provided in Appendix A) allows us to write the final form of our GC p statistic as follows:
To make the definition (2) operational we must be able to compute the latter three terms (comprising the correction). Approximations for these terms can be derived and will depend on the specifics of the model under consideration. In Section 2.2 we compute these terms for longitudinal marginal models.
Models with small values of GC p will be preferred to others. At this point, the decision of how to proceed will depend on the application at hand. For instance, we may wish to obtain predictions for a few good models with small GC p and then average them in order to draw final conclusions. The weights themselves may also prove very insightful. In the event that they are chosen to address robustness, they can routinely identify outlying observations; cf. Section 4.
Computation of GC p for a Marginal Longitudinal Model
We now consider a longitudinal data analysis setting, where Y it is the discrete or continuous outcome for subject i at time t, for i = 1, · · · , K and t = 1, · · · , n i . For each outcome Y it , we also measure a set of covariates
T for the n i × 1 vector of responses, and
T for the n i ×p matrix of covariates of subject i. We suppose that Corr(
, and that the subjects are independent. Purely dependent data are obtained with K = 1 (only one cluster) and purely independent data are obtained with n i = 1 for all i (GLM). We model the marginal mean E(Y it ) = µ it , and assume that g(µ it ) = x T it β for a known link function g, and that V (Y it ) = σ 2 v(µ it ). For short, we will write v it instead of v(µ it ).
An M-estimatorβ p for model P with p parameters is the solution of the estimating equations proposed by Cantoni (2003) :
where
for an s-parameter α, is said to be the working correlation matrix, as opposed to the "true" correlation matrix
is a diagonal n i × n i weight matrix containing weights w it for t = 1, · · · , n i . These weights may be different to those contained in the definition of our GC p statistic and can be chosen so as to address a number of different objectives, robustness being one example in which case we refer to Cantoni and Ronchetti (2001) and Cantoni (2003) for a detailed discussion on the choice of weights. Finally,
Note that the classical GEE equations are obtained with W i equal to the identity matrix. Note also that the estimating equation in (3) is a slightly modified version of that in Preisser and Qaqish (1999) , in that it includes the matrix Γ i that makes it optimal in the class of all estimating equations based on (Y i − µ i ), see Hanfelt and Liang (1995) .
Under the usual regularity conditions for M -estimators (Huber, 1981 ) the estimator defined as the solution of (3) is asymptotically normally distributed with asymptotic variance M −1 QM −1 , where
For such longitudinal marginal models and writing ψ( it ) = w( it ) · it , GC p from (2) becomes:
with
T and a it = ψ( it )ψ ( it ), and
2 . Computations are provided in Appendix B. Notice that the expectations in (5) and (6) can be easily evaluated by Monte Carlo.
If the weights in (2) are chosen to be identically one, we obtain
6 where we have used the fact that E[
2 it ] = 1, and where we notice that the term t 2 is exactly zero in this case. Moreover, following the same reasoning leading to (5), we obtain in this case
which can be computed directly without simulation. Hereafter, for clarity we refer to (8) as our classical GC p , and to (4)-(6) as our weighted or robust GC p .
SIMULATION STUDY
To assess and compare the performance of our new proposal with the existent methods, we have carried out two simulation studies. The first one is designed to compare the behavior of the z-test and the stepwise procedure with that of our classical GC p . The second simulation study demonstrates the utility of our robust GC p in handling contaminated data.
Classical GC p
We consider a marginal longitudinal model (as described in Section 2.2) with logistic link, where the linear predictor is β 0 +x T it β for i = 1, . . . , K = 30 and t = 1, . . . , n i = n = 10, with x it and β being of dimension 8. The response Y it is binary (0 or 1). For each individual i at each time point t, the set of explanatory variables x it comprises (in this order): 2 discrete variables (D 1 and D 2 ) and 6 continuous variables (C 1 , . . . , C 6 ). D 1 is a dummy variable (e.g. sex) coded 0 or 1 with probability of each equal to 0.5 and D 2 is a three level variable with probabilities 0.35, 0.15 and 0.5 respectively. The 6 continuous variables have been generated independently according to standard normal distributions. The true values of the parameters are β 0 = 0.5 and β = (1, 0, 0.5, 0.5, 0.5, 0, 0, 0), meaning that the true model generating the data is defined by the intercept, D 1 , C 1 , C 2 and C 3 . The correlation between observations on the same subject is exchangeable, that is, for each i, Corr(Y it , Y it ) = α = 0.1, for t = t . The subject are assumed independent.
We simulated 300 replications of block-correlated binary responses Y = (Y 1 , . . . , Y K ) following the algorithm described in Emrich and Piedmonte (1991) . This sample represents our non-contaminated data. To obtain a slightly contaminated dataset we flipped (from 0 to 1, or the converse) 5% randomly chosen responses from each replication contained in the noncontaminated data. This contamination is reflective of what occurs in practice, when in a few cases a zero might be recorded as a one or vice versa. In addition, it is compatible with the fact that we consider observation downweighting, as opposed to cluster downweighting. We estimated the parameters according to (3) with W i = I (and therefore Γ i = I and c i = 0), which reproduces the Zeger and Liang (1986) equations, and investigate three variable selection strategies:
• z-test: Fit the full model and retain all the variables for which the Wald test (β 2 / V ar(β) ∼ χ 2 1 ) gives a p-value lower than 0.05.
• stepwise: Backward stepwise selection procedure based on Wald test with cutoff on the p-value set at 0.1.
• GC p : Identify the model with smallest GC p as defined by (7).
In Table 1 we report the results of the simulation study. According to the definition in Shao (1993) , p. 487, a selected model is considered good if it contains the true model generating the data. On the other hand, incorrect models are those where at least one variable used to generate the data is missing. These results show that classical GC p and stepwise perform similarly on non-contaminated data, while the z-test is less successful at identifying good models. This is explained by the fact that, despite the independence of the explanatory variables, the estimated coefficients of the full model are not independent (as is the case in linear regression for example), and therefore the single-step procedure does not perform as well as the other techniques. When we apply these three techniques to contaminated data (see Table 1 again), we see that classical GC p appears robust by design, whereas the "success rate" of the z-test and stepwise procedure drop considerably, showing that both these variable selection procedures are more affected by outlying observations than GC p . 
Robust GC p
In the presence of contaminated data, one could argue that robust versions of the variable selection procedures should be used. To check their performance, we consider here a simulation setting similar but simpler to that discussed in Section 3.1, with only 5 explanatory variables, that is D 1 , D 2 , C 1 , C 2 and C 3 . All the parameters are kept the same as in Section 3.1, except for β which takes the value (1, 0, 0.5, 0.5, 0). 100 contaminated replications are produced.
For the classical procedure we proceed as in Section 3.1. For the robust approach, the regression parameters are estimated robustly according to (3) where In addition to the three classical variable selection approaches of the previous section, three robust techniques are compared: our robust GC p as defined by (4) with ψ = ψ c (x) = x min(1, c/|x|) being the Huber's function (c = 1.5); a robust z-test and a robust stepwise procedure, both based on a Wald-type test of the formβ 2 rob / V ar(β rob ) distributed as χ 2 1 under the null hypothesis, see Heritier and Ronchetti (1994) .
The results of Table 2 indicate that even though the classical GC p is robust by design, its performance on contaminated data can be improved by using its robust version. On the other hand, the robust versions of z-test and stepwise cannot handle contaminated data any better than their classical counterparts.
It is interesting to take a closer look at the distribution of the classical and robust GC p statistics for good models in the contaminated setting. We identify the models with a five-letters sequence of T (=True) and F (=False), according to the inclusion of the corresponding parameters. For instance, in our simulations the model that generated the data is TFTTF. Then, among the 2 5 (= 32) possible models there are 3 others good models, namely TFTTT, TTTTF and TTTTT. Figure 1 shows a boxplot of the values of classical and robust GC p for these four models. It clearly appears that not only the values of the robust GC p are in median smaller than those of the classical counterpart but also that their variability is lower. This confirms that the robust technique is more stable than its classical counterpart and should be preferred in presence of misspecification of the model.
APPLICATION ON REAL DATA
Many healthcare professionals are trained in direct laryngoscopic endotracheal intubation (LEI), which is a potentially life saving procedure. Unfortunately, there is little information to indicate the amount of training required to assure competent performance of LEI. In general, airway training programs for healthcare personnel, such as paramedics and respiratory therapists, are not standardized and may be inadequate. This inadequacy is a grave concern, given the serious consequences of failed airway management.
We now examine data from a prospective longitudinal study on LEI directed by Dr. Orlando Hung of the Department of Anesthesia, Dalhousie University. A portion of this data was previously analyzed in Mills, Field and Dupuis (2003) . The goal here is to identify features of the process of LEI which are predictive of a successful LEI. These features are initially all entered as covariates into our proposed full model with the goal of identifying those covariates which are most predictive of successful completion. Variable selection is hence a natural choice here as the model(s) chosen will include only those covariates significant in predicting successful completion of LEI.
A total of 438 LEI were analyzed during this longitudinal study. We let the response Y ij equal 1 if trainee i performs a complete LEI in less than 30 seconds on trial j, and 0 otherwise. We judge trainees based on the following covariates: whether the head and neck were in optimal position, i.e. neck flexion and atlanto-occipital extension (NECKFLEX and EXTOA respectively); whether they inserted the scope properly (PROPLGSP); whether they performed the lift successfully (PROPLIFT); whether there was appropriate request for help (ASKAS); whether there was unsolicited intervention by the attending anesthesiologist (HELP); the number of complications (COMPS) and the trainee's handedness (TRHAND) and sex (TRGEND). All covariates are binary with the exception of COMPS which is ordinal. 19 trainees performed anywhere from 18 to 33 trials. A covariate TRIALCAT was also defined; TRIALCAT=1 for trials 1-5, TRIALCAT=2 for trials 6 through 10, and so forth.
Our classical GC p procedure selects the model containing covariates TRI-ALCAT, PROPLGSP, PROPLIFT, ASKAS, HELP and COMPS whereas both the classical z-test and stepwise approach select a subset of these particular covariates. The stepwise approach excludes ASKAS from the model while the z-test excludes both ASKAS and COMPS. Such behavior is consistent with that observed in our simulation results where we saw the z-test and stepwise approach favoring (often incorrectly) smaller models.
The robust procedures are quite insightful. Robust GC p as defined by (4) with ψ = ψ c (x) = x min(1, c/|x|) being the Huber's function (c = 1.5), selects the model containing covariates TRIALCAT, NECKFLEX, EXTOA, PROPLIFT, ASKAS, HELP and COMPS. That is, it includes two extra covariates (NECKFLEX and EXTOA) when compared to that selected by the classical GC p procedure. Robust z-test and robust stepwise again select a subset of these particular covariates: the stepwise approach excludes EXTOA while the robust z-test excludes both EXTOA and COMPS. The above results make evident that each robust technique selects a larger model than its classical counterpart. In addition, of the three techniques, GC p tends to select larger models. In most cases including an extra covariate is preferable to excluding one that may be important.
Our robust GC p is designed to automatically downweight outlying data thereby reducing their influence on model selection. Figure 2 shows the weights associated with each observation in the GC p formula (4) for the model selected by the robust GC p procedure. These weights allow one to identify the outlying observations. There are 9 observations (corresponding to 2%, identified in Figure 2 ) that were heavily downweighted by the procedure (weight less than 0.4).
The disagreement between results obtained using robust and classical GC p suggest that the outlying data have a significant impact on the model chosen. For this reason the model selected by the robust GC p procedure is to be preferred in this case.
CONCLUSIONS
Model selection is an important part of any statistical analysis. In requiring only observations and a model from which predicted values can be obtained, GC p can be applied to a wide range of statistical problems. Its design also should make it a welcome addition to areas where model selection procedures are mainly based on Wald-type tests or stepwise procedures both of which must be used with caution.
In choosing to focus on longitudinal marginal modeling, much has been learned about the performance of the z-test and stepwise procedure, and important comparisons drawn with that of GC p . GC p performs as well as the stepwise procedure and much better than the z-test, in being able to identify good models. GC p goes on to exceed both approaches when faced with contamination as often occurs in practice.
Work in progress includes the application of GC p to nonparametric techniques (such as generalized additive models) and nonparametric extensions to longitudinal data.
B. Derivation and computation of t 1 and t 2
In the setting of Section 2.2, (2) becomes 
and
At this point we use the structure of the marginal model form in order to compute the expectations in (10) 
