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1Introduction
The fast technological development which occurred over the past few decades led to
the apparition of new generations of materials, with physical and chemical properties
optimized either through complex synthesis processes or the addition of various com-
ponents like fillers, cross-linkers or fibres. This evolution brought forth the necessity
of combining different methods of analysis, which cover multiple length scales, in order
to allow the complete characterization of the material and the valid prediction of its
macroscopic properties (Blu¨03).
High field solid state NMR provides many possibilities of understanding the struc-
ture and dynamics of complex materials. 1H wideline spectra of polymers offer in-
formation on the phase composition, molecular mobility and dynamic heterogeneity
of the systems considered, while proton spin diffusion experiments can be used to ac-
quire knowledge on the spin diffusion coefficients of different phases, as well as the
size of their domains, for various morphologies, probing length scales of 10−9 - 10−7 m
(Cla93, Dem95, Gra97).
When a composite material is concerned, such as the cement-in-polymer dispersions
described later in this work, multi nuclear solid state MAS methods can provide data
on the different components, allowing for the individual characterization of both the
matrix and the filler. 13C CP MAS experiments offer information on the reactions
undergone by the organic polymeric component (Com97), while 29Si measurements
give a clear picture of the dynamics of inorganic matrix, from chemical reactions to
physical changes, such as the hardening of the cement (Rot06).
However, the macroscopic properties of a composite are also determined by its
characteristics on the μm - mm scales. In this area, magnetic resonance imaging (MRI)
1
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is unrivalled as a method of non-invasive analysis, offering the possibility of real-time
acquisition of spatially resolved information about time-dependent processes, such as
water transport or the formation of a porous matrix (Cal91b, Kim97). The combination
of two different NMR techniques - solid-state spectroscopy and imaging - allows for the
characterization of a composite material, in terms of morphology and dynamics, on a
length interval which cover no less than six orders of magnitude, from nm to mm.
Moreover, the ability of nuclear magnetic resonance to elucidate dynamic mysteries
does not stop at the door of a scientific laboratory. The rapid advances made in the field
of mobile NMR lead to the development of small sensors, cheap to fabricate and easy to
handle, which allow on-site studies and non-invasive investigation of complex materials
and phenomena, such as tissues and biomaterials (Mu¨n07, Ru¨h07, Kru¨07), works of art
(Pre08, Cas06), multi-phase chemical reactions and catalysis (Kus11), degradation of
building materials (Cas06) or liquid dynamics in soils (Blu¨11). Low field devices, either
open (the NMR MOUSE (Eid92b)) or closed (the Halbach magnet (Hal80)) can be used
in probing molecular dynamics in various fluid filled porous materials, from ancient
bones to complex natural soils, offering valuable information on the diffusional motion
of the liquid and on the pore size distribution. Thus, relaxation exchange experiments
performed with mobile magnets became a convenient alternative of studying molecular
motion in areas where high field spectrometers fail either due to physical reasons (strong
internal field gradients in porous materials) or technical ones (on-site studies).
However, in most cases, the increasing complexity of the material under study
brings along results which are difficult to interpret unequivocally and correlations are
hard to establish without the help of theoretical models and processing computational
algorithms which are useful in both reducing the volume of work and the number of
uncertainties in data evaluation.
The purpose of this work is twofold. On one hand, it aims at providing irrespective
of the type of challenge raised by the complexity of a sample, either a daily use plastic,
a building material, a soil or biological specimen, various NMR techniques are readily
available to elucidate dynamic phenomena on a wide variety of length scales. On the
other hand, it attempts to demonstrate that problems in NMR data processing or
doubts in the interpretation of NMR results can be at least partially, if not completely
removed, with the help of computational procedures and theoretical models, leaving no
mystery unsolved...
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The organization of the different subjects treated here was done according to the
length scale of the motion probed. In Chapter 2 1H NMR wideline spectroscopy and
spin diffusion are employed to analyse and discuss the changes in the degree of order,
phase composition and molecular dynamics of silane cross-linked polyethylene with
regard to the effects of temperature. Spin diffusion in a lamellar system is studied using
a dedicated user-friendly software developed for solving the spin diffusion equations and
minimizing uncertainties in the estimation of essential parameters.
Continuing on the nanometer scale, in Chapter 3 multi nuclear solid-state NMR is
used to characterize the physical changes, the chemical reactions and the subsequent
dissolution behaviour of cement-in-polymer dispersions. The hydration and crystalliza-
tion of the cementitious matrix are probed by 29Si NMR, the chemical reactions of the
polymer are quantified by 13C cross-polarization under magic angle spinning, while 1H
relaxometry is used to evaluate the pore structure of the samples for different hydration
times. The results are correlated with data offered by other analysis techniques.
The study of cement-in-polymer dispersions is continued in Chapter 4, this time
on a micrometer scale. The water transport in the c/p matrix is monitored on line,
employing proton NMR imaging. The various aspects of water transport, together with
information about the physical suffered by the samples dispersions upon hydration at
variable temperature, are discussed with regard to polymer type, amount and curing
conditions. A simple mathematical model of diffusion in a cylindrical system, involving
time dependent diffusion coefficients and variable surface concentrations, is used to
predict the manner in which water is absorbed by the cement/polymer dry paste.
On the same scale, the effects of diffusive and advective transport in model and
natural porous media are systematically investigated in Chapters 5 and 6. Exchange
relaxometry data are analysed in terms of an application-oriented mathematical model,
yielding insight into the origin of the observed diffusion and flow signatures.
The thesis is concluded with a set of general remarks which summarize both the
results and some optimistic perspectives regarding the possibilities offered by a combi-
nation of computational methods and the magical box that is NMR.
3
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2Domain Sizes in Silane
Cross-linked Polyethylene: A
New Computational Approach to
Spin Diffusion NMR Data
Evaluation
2.1 Introduction
Silane cross-linking technology has been applied to manufacturing cross-linked poly-
mers such as polyethylene (PEX) for approximately four decades. The process of
cross-linking using organo-functional silanes involves two major steps: the silane group
is grafted onto PE, then a hydrolysis reaction followed by the condensation of the
silanes generates Si-O-Si links between the PE molecules. The combination of hydrol-
ysis and condensation reactions is generally termed cross-linking (Dav88). An organic
peroxide initiator is used in the grafting reaction and a tin catalyst is used in the cross-
linking reaction (Bul89). As a direct result of the cross-linking, the material changes
from a thermoplastic to a thermoset. Due to its excellent temperature and dielectric
properties, silane cross-linked polyethylene (PEXb) has become a few decades ago one
of the polymers of choice in a broad range of applications, from day-to-day life basic
commodities like water and sewage pipes, to insulating coatings for medium and high
voltage wires (Cel95) to its use as a prosthetic material (Atk83, Atk84).
Most of the applications of polyethylene, including PEXb, involve long term use,
5
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many times in demanding conditions. It is, therefore, of great importance to understand
the polymer’s structure and dynamics, in order to be able to predict its physico-chemical
and mechanical behaviour and to improve the production technology.
The macroscopic characteristics of any material are intimately related to its mor-
phology and dynamics at nano- and microscopic levels. The phase composition, chain
dynamics and degree of heterogeneity are among the most important factors which
determine the physical and chemical properties of a polymer. Many methods of in-
vestigations can be used in order to elucidate some of those unknowns, among which
one can mention X-ray diffraction, thermal analysis (DSC, DTA) or density measure-
ments (Kak85, Sir01, Pav05, Yam10). Typically the results obtained differ in a great
measure, due, on one hand, to the complex morphology, which requires an a priori set
of assumptions and approximations, and on the other hand to the different physical
parameters each method focuses on (Hed07).
The high sensitivity of 1H NMR has imposed this technique as a standard tool
for evaluating melting and pre-melting behaviour, annealing or aging effects (Mas08,
Ras09, Yam10). At high temperatures it allows the discrimination between phases
with different molecular dynamics and offers information on the mobility of the system
components (Hed07). However, the method also relies on sets of assumptions, which
generally concern the number of phases present in the system of study and/or the nature
of its morphology. For semi rigid PE, the initially accepted two-phase model has been
already proven to be over-simplified and by now numerous studies have proven that PE,
as well as other polymers contains at least three distinct phases, a rigid/crystalline one,
with a high degree of order, a mobile amorphous phase and a thin layer which separates
the two and it is characterized by intermediate properties (Eck97, Hu00, Pav05, Cha06,
Hed07).
Besides being able to elucidate the phase composition and chain dynamics of poly-
meric materials, 1H NMR techniques which involve the use of a magnetization filter (i.e.
a chemical shift, relaxation or double-quantum (DQ) selection of signal generated by a
phase with a certain molecular mobility) can be used to determine the diffusion coeffi-
cients and domain sizes of different phases on a wide range of length scales, ranging from
0.1 nm to 200 nm (SR94, Gra97, Mel99). Spin diffusion experiments performed using
a DQ filter have been shown to be able to offer information on the spin diffusion coef-
ficients and domain sizes of a material with distinct phases (Bud03a, Bud03b, Bai09)
6
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but in order to fully exploit the experimental data, computational algorithms based
on the solutions of the spin diffusion equations for various morphologies are required.
The output of such an algorithm consists of the domain sizes of the phases consid-
ered while the input is formed by a series of parameters, namely the spin density and
diffusion coefficient of each phase. As such, the validity of the results hangs on the pre-
cision of the input variables. Among the most important input parameters concerned,
the spin diffusion coefficients are commonly determined either by line deconvolution
(Dem95) or by calibrations using polymers with well known parameters or relaxation
time experiments (Mel99).
The aim of this chapter is to test a new computational procedure used to determine
diffusion coefficients and domain sizes in polymers. 1H NMR wideline spectroscopy and
spin diffusion experiments were performed on a previously analysed silane cross-linked
PE sample at different temperatures, up to 375 K. The existence of the prior analysis of
the material, based entirely on linewidth-derived parameters, allowed the comparison
of the results with the ones delivered by the newly developed software. The phase
composition and chain dynamics were determined using data obtained from 1H NMR
wideline spectra acquired at different temperatures and the degree of order, relative
phase amount and chain mobility are discussed with regard to the effects of heating. The
domain sizes of the three phases detected (crystalline, interface and mobile amorphous)
are calculated using 1H NMR spin-diffusion data and two theoretical approaches - the
initial rate approximation (Dem95) and the analytical solutions of the spin diffusion
equations for a one-dimensional lamellar morphology (Bud03a).
The PEXb sample is used to test a dedicated, user-friendly software developed for
solving the spin diffusion equations and minimizing uncertainties in the estimation of
certain parameters. The computational algorithm is presented here and its efficiency
is demonstrated. The results obtained are compared with those previously obtained
using spin diffusion coefficients extracted from the linewidth (Ola07).
2.2 Spin diffusion fundamentals
Domain size investigation by NMR is generally based on the analysis of magnetization
exchange between the different phases, mediated by dipolar coupling, as a consequence
of a non-equilibrium distribution of magnetization in the system (Cla93). In a first
7
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step, a z magnetization gradient is produced using a filter that selects the longitudinal
magnetization of a certain phase of interest, denoted as ”source” in which magnetization
is kept, while the other components are depolarized.
The selection procedure is based on a difference in one of the NMR parameters
characteristic for the system under study, like T1, T2, chemical shift or molecular mo-
bility of the components (Cla93, SR94). Following the selection, during a waiting
period (diffusion time) td, the spatial distribution of magnetization gradually reaches
the equilibrium state due to spin diffusion - the migration of nuclear polarization to-
wards the components which were filtered out (sinks) (Cla93). For short waiting times
the magnetization reaches only the regions located in the close spatial proximity of the
source. As td becomes longer, the distance travelled by the polarization increases, until
all components reach the thermodynamic equilibrium values.
The distribution of the integral intensities of these components is monitored in time
by recording the NMR spectrum for different values of the diffusion time. The integral
intensity corresponding to the source decreases in time, while that corresponding to
the sink increases. The time dependence of the integral intensities is determined by the
morphology of the system and by the domain sizes.
2.2.1 Double-quantum NMR filter
The success and accuracy of spin-diffusion experiments highly depend on the selection
procedure used for creating the magnetization gradient. A vast number of investigations
reported in the past were based on single-quantum (SQ) filters which selected mainly
the polarization of the highly mobile components. Among the most popular choices,
the Goldman-Shen / T2 filter, which uses the differences between the Mxy decays of
different components and the MAPE filter, based on magic-Hahn and polarization
echoes, have been successfully employed in the investigation of spatially heterogeneous
systems (Bud03a, Bud03b). However, the use of such filters can sometimes lead to
inaccuracy due to the lack of precision in evaluating the integral signals of the crystalline
phase (Bud03b).
It was shown that such difficulties can be overcome by using a filter based on
double-quantum (DQ) coherences. Based on specific excitation/reconversion periods of
the quantum coherences, the DQ filter selects only the magnetization of the domains
with strong dipolar couplings and filters out out the magnetization of regions where the
8
2.2 Spin diffusion fundamentals
couplings are weak (Gra97, Bud03b). The efficiency of the filter (F ) mainly depends on
its duration, tDQ which needs to be accurately chosen and appropriate for the specific
sample properties and NMR parameters. For filter times that differ considerably from
the optimum values, the DQ coherences of all phases are easily excited (the filter acts
like a T2 filter), which leads to a small signal-to-noise ratio on account of the reduced
intensity of the spectra.
Moreover, in the analysis of systems with a high degree of crystallinity, the DQ
filter presents the main advantage that the signal corresponding to the highly mobile
domains can be easily detected and its integral intensity evaluated much more accu-
rately compared to SQ filters (Bud03b, Bai09).
2.2.2 Spin diffusion in a heterogeneous system with lamellar morphol-
ogy
Let us consider a heterogeneous system composed of different phases with different
molecular mobilities, where the longitudinal magnetization initially is in thermody-
namic equilibrium state. Following the DQ selection procedure described above, the
magnetization of the crystalline component is preserved, while those of the other phases
are cancelled out and only the signal from the preserved component can be detected.
Later on, the magnetization flows freely into the neighbouring phases, until the system
reaches again thermodynamic equilibrium state (Fig. 2.1). The transport of the mag-
Selection EvolutionEquilibrium
Domain C
Domain I
Domain A
ùC ùAùI ùC ùC ùCùI ùI ùA
Figure 2.1: Schematic representation of the spin diffusion process in a heterogeneous
system with three distinct components.
netization can be described by the diffusion equation, using the notion of magnetization
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Figure 2.2: Schematic representation of the finite source-interface-finite sink system with
lamellar morphology, as described in (Bud03b).
concentration:
m(r, t) =
M(r, t)
ρ(r, t)ΔV (r, t)
. (2.1)
∂m(r, t)
∂t
= D
∂2m(r, t)
∂r2
, (2.2)
where D represents the spin-diffusion coefficient.
The morphology of PEXb can be approximated by considering a one-dimensional
three domain representation. The spin diffusion process occurs from the source C,
through an interface I, towards a finite sink A (see Fig. 2.2). The magnetization transfer
takes place in one dimension, along the x axis. The three phases considered have the
linear dimensions dC, dI and dA, which are supposed to be considerably smaller than
the dimension perpendicular to the diffusion axis. The corresponding spin diffusion
coefficients and spin densities are denoted by DC, DI, DA and ρA, ρI, ρB respectively.
In each of the domains, the magnetization transfer is governed by Fick’s law.
∂2mj(x, t)
∂x2
− 1
Dj
∂mj(x, t)
∂t
= 0, j ∈ {C, I,A} . (2.3)
Assuming an imperfect filter (F ≤ 1, where F represents the filter efficiency), the
magnetization of the source, interface and sink respectively are given by:
mC(t = 0) = m0C; mI(t = 0) = m0I; mA(t = 0) = m0A. (2.4)
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The magnetization flows obeying the boundary conditions, concerning the continuity
of the magnetization at the domain boundaries (Eq. 2.5) and the equality of fluxes at
the domain borders (Eq. 2.6).
mC(l1, t) = mI(l1, t); mI(l2, t) = mA(l2, t). (2.5)
ρCDC
∂mC(l1, t)
∂x
= ρIDI
∂mI(l1, t)
∂x
; ρIDI
∂mI(l2, t)
∂x
= ρADA
∂mA(l2, t)
∂x
. (2.6)
At any moment of time t, the theorem of magnetization conservation is valid which,
considering only the positive x coordinate (due to the 1D symmetry) has the following
form:
ρCdCm0C + 2ρIdIm0I + ρAdAm0A = IC(t) + 2II(t) + IA(t). (2.7)
It is obvious that equation 2.4, 2.5, 2.6 as well as 2.7 can be easily adapted to several
types of morphologies. A similar set of conditions will be used later on in this work
(see Chapter 4), in the study of diffusion in a cylindrical system. As mentioned before,
during the NMR experiment one monitors the relative amplitude of the signal intensities
corresponding to the sink, interface and source respectively:
Ij(t)
I0
=
∮ ∮ ∮
ρjVjm(r, t)dr
I0
, j ∈ {C, I,A} . (2.8)
where V stands for the volume of the considered component.
In order to obtain the domain size of each component, dj , the evolution of Ij as
a function of the diffusion time td is plotted and fitted using the solutions of the spin
diffusion equations obtained considering the conditions mentioned above.
The analytical solutions for a heterogeneous system with three distinct phases char-
acterized by different diffusion coefficients and spin densities have been obtained by
(Bud03b). The cumbersome mathematical procedure and the complex form of the so-
lutions are reported in detail in (Bud03a) and (Bud03b) so they will not be reproduced
here. However, it should be noted that the ratio between domain sizes can be evaluated
using the theorem of energy conservation, as follows:
ICeq
IAeq
=
ρCVC
ρAVA
, (2.9)
where ICeq and IAeq represent signal intensities at equilibrium. Equation 2.9 can be
used to reduce the number of unknown parameters characterizing the spin diffusion
curves (Bai09).
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2.2.3 Determination of spin diffusion coefficients and domain sizes
In order to calculate the domain sizes, an estimation of the the spin diffusion coefficients
for each temperature is necessary. Often the results of spin diffusion reported are
calculated based on an average spin diffusion coefficient, usually determined on model
systems with known parameters (Van94, Mir01). However, considering that in most
systems different phases have also a considerably different molecular mobility and/or
proton density, it is more than reasonable to assume that each system component will
have a different diffusion coefficient (Cla93, Dem95, Gra97, Bud03a, Bud03b).
The spin diffusion coefficient is directly proportional to the average square distance
between close neighbour protons and the strength of the dipolar coupling, which dic-
tates the full width at half height of the spectral absorption line. Thus, one of the
preferred methods of determining the values of D corresponding to different phases is
based on estimating the spectral linewidth of each component using a deconvolution
procedure. One should note, however, that this method is considered to be less reli-
able in highly mobile systems in which, due to the dispersion of chemical shifts, the
linewidth overestimates the dipolar coupling (Mel99).
It has been shown that in case of many semi-rigid polymers, including PE, the values
of the spin-diffusion coefficients, D, for crystalline and mobile amorphous fractions
can be determined assuming that, to a good approximation, the NMR line shape in
the rigid and soft fractions of the sample is Gaussian and Lorentzian, respectively
(Bud03a, Hed07, Bai09). The spin diffusion coefficients can be related to the second
van Vleck moment of the NMR absorption lines, which, in turn, is related to the full
line width at half height (Δν1/2). The spin diffusion coefficients for the crystalline (DC)
and amorphous (DA) fractions are the following (Dem95):
DC =
1
12
√
π
2ln(2)
〈
r2
〉
Δν1/2, (2.10)
DA =
1
6
〈
r2
〉 √
αΔν1/2. (2.11)
where
〈
r2
〉
is the mean square distance between the nearest spins and α the cut-
off parameter for the Lorentzian line shape, defined such that the amplitude of the
Lorentzian absorption line is 0 for the interval |ν| ≥ α (Dem95).
The interface phase has molecular mobility that is situated between those of the
crystalline and amorphous fractions. Therefore, an arithmetic average value of the spin
12
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diffusion coefficients for rigid and soft fractions is usually used for the calculation of
the spin diffusion coefficient of the interface fraction (Bud03a, Bud03b). One of the
most important sources of errors in determining the spin diffusion coefficients is the
estimation of the mobile amorphous line cut-off, which depends highly on the spectrum
and fit resolution and quality, as well as on the threshold for the the Lorentzian function,
which is chosen in a somewhat arbitrary manner by the user.
2.3 Materials and methods
2.3.1 Samples and data handling
Silane cross-linked PE samples have been analysed as received and after four years of
storage in conventional conditions. The samples have been measured in a first step in
June 2007. The data was initially analysed using time domain fitting and considering
diffusion coefficients extracted from the linewidth (Ola07). The samples were stored
at room temperature and pressure in a climate controlled laboratory and the same
experiments were performed (using similar parameters) four years later in order to
asses possible effects of on-shelf ageing, that might lead to differences in the results.
Following the experiments, the two sets of data were processed in the same manner
by spectral line decomposition (DMFit 2011, (Mas02)) and fitting the spin diffusion
curves using a self-written dedicated software.
2.3.2 1H NMR experiments
The experiments were performed on a DSX 200 Bruker spectrometer working at 200
MHz for 1H. The length of the 90◦ pulse was of 2.5 μs. The recycle delay used was 3
s. The measurements were performed under static conditions at temperatures ranging
from 315 K to 375 K.
Proton spin diffusion measurements were performed using the general scheme con-
sisting of a longitudinal magnetization filter, a spin diffusion period, and an acquisition
period as presented in Fig. 2.3. The gradient of magnetization was created by a filter
based on the excitation of double-quantum coherences. No T1 correction has been ex-
ecuted on the spin diffusion data as the transfer of magnetization happened on a time
scale shorter than T1. The value of tDQ chosen for the experiments was 6 μs (the pro-
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Dipolar
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Figure 2.3: General scheme used for the spin diffusion experiment (top) and pulse se-
quence used for a spin diffusion experiment with a DQ filter (bottom).
cedure of selecting the optimum filter duration is described in detail in section 2.4.2).
The spin diffusion times were varied between 0 and 500 ms.
2.4 Results and discussions
2.4.1 1H wideline NMR, phase composition and polymer chain mo-
bility
TEM experiments were previously performed (Pie07) in order to obtain data about
the morphology of the samples, information essential for establishing the appropriate
model to use when evaluating spin diffusion data. The results confirmed PEXb has a
lamellar morphology and therefore a one-dimensional spin diffusion model was chosen
in the present study for data evaluation and interpretation.
Proton NMR spectra of PEXb recorded under static conditions at various temper-
atures are presented in Fig. 2.4. It is clearly visible that, as the temperature increases,
the line shape changes continuously due to changes in the mobility of the polymeric
chains. The spectra were decomposed using a Gaussian function for the signal of the
crystalline component, a Lorentzian for the mobile amorphous phase with high molecu-
lar mobility and a combination of the two for the interface. A spectrum is presented in
Fig. 2.5 together with the model components. The phase composition as a function of
temperature (shown in Fig. 2.6) was determined using the results obtained by spectral
line decomposition.
14
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Figure 2.4: Morphological changes with the temperature reflected in the 1H NMR spectra
of PEXb.
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Figure 2.5: 1H NMR spectrum recorded at 315 K and the spectral line analysis compo-
nents describing the three phases of the system.
At room temperature, a significant fraction of the mobile amorphous phase is semi-
rigid at the time scale of the NMR experiments and this fraction contributes to the
intensity of the broad line of the NMR spectra. At higher temperatures, the amount
of semi-rigid and soft fractions increases at the expense of the more rigid phase. No
strong differences can be noticed when comparing the phase composition of the native
polymer with the one measured after on-shelf ageing. In the case of the aged sample,
the amount of mobile phase appears to be slightly higher in the initial temperature
interval and lower at the highest temperature recorded, but the difference lies in the
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Figure 2.6: Changes in the phase composition as a function of temperature for the PEXb
sample non-aged (a) and after on-shelf aging (b).
limit of experimental errors. Therefore, we will focus from now on, on the most recent
results, used also for testing the software which represents the main subject of this
work.
The molecular mobility can be described by the second van Vleck moment, 〈M2〉,
which reflects the strength of the dipole-dipole interactions and is, in turn, related to
the line width of the NMR spectrum at half-height, Δν1/2. The changes in molecular
mobility with temperature are depicted in Fig. 2.7.
After 365 K the mobility of all phases increases, probably due to the melting of
small crystals and less ordered fragments at the interface of the domains. Based on
several studies which show that in fact PE contains two distinct rigid phases, which
differ by the degree of order, Hedesiu et al. advanced the possibility that the increase
in molecular mobility observed at high temperatures for the rigid component might be
attributed to chain motions which take place prior to melting in the less ordered rigid
phase (Hed07) .
The interpretation of molecular motions in the mobile amorphous phase is a com-
plicated task, which still represents a matter of debate (Hed07). However, the increase
in molecular mobility reflected by the continuous decrease of the line width with tem-
perature and the frequency range of Δν1/2 may be an indication of bond and chain
segment reorientation occurring in the mobile phase of the polymer.
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Figure 2.7: Variation of the chain dynamics as a function of temperature.
2.4.2 Double-quantum filter
As mentioned previously, in order to perform a spin diffusion experiment a gradient
of magnetization has to be created. In the present work this was achieved by using a
dipolar filter based on the excitation of double-quantum coherences. For the optimum
duration of the excitation/reconversion interval, the signal originating form the phases
with the strongest dipolar coupling will pass through the filter, while the signal from
less strong couplings will be filtered out. An imperfect filter will select not only the
signal of the crystalline phase, but also more rigid regions in the interface, reducing the
accuracy of the results (see subsection 2.2.1).
The best value for the filter duration is chosen from DQ build-up curves (Bud03b)
as shown in Fig. 2.8. The double-quantum experiments were recorded with a five-
pulse sequence and a spin diffusion time td of 5 μs at several temperatures in the
interval of interest. The maximum of the build-up curves is reached at very short
excitation/reconversion times, typically 5-12 μs and shifts by a few μs as a function of
sample and temperature, indicating a change in the strength of dipolar interactions.
The efficiency of the filter used in this work is shown in Fig. 2.9. For the chosen
value of tDQ (6 μs), the DQ filter edits only the signal of methylene groups with the
strongest dipolar interactions, namely in the crystalline phase and the rigid fraction of
the more mobile, amorphous phase. The 1H-edited spectrum has the form of a Pake-
like doublet, which is observed for CH2 spin pairs in rigid surroundings. As the value
of the filter duration is increased, magnetization from the amorphous phase can also
17
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Figure 2.8: DQ build-up and decay curve recorded for the native PEXb at room temper-
ature. The gray area indicates the interval from which the optimum tDQ is chosen.
be detected.
2.4.3 Diffusion coefficients and domain sizes
The spin diffusion experiments have been performed at various temperatures ranging
from room temperature up to 375 K. The equilibration process of the magnetization
begins after the selection of the magnetization from the rigid phase (depicted in Fig.
2.10). At short spin diffusion times, signal is observed originating mainly from the
crystalline fraction and the interface. By increasing the spin diffusion time, the relative
intensity of the rigid fraction in the spectra decreases and the intensity of narrow line
that originates from mobile amorphous fraction increases.
A typical set of spin diffusion curves is presented in Fig. 2.11. All results have been
obtained by fitting the spectra obtained for each spin diffusion time using a combina-
tion of a Gaussian function to describe the crystalline phase, a Lorentzian function to
describe the mobile phase and a combination of the the two functions for the interface.
In order to eliminate the potential errors introduced by the estimation of the
Lorentzian line cut-off in the value of DA, an iterative algorithm, based on a ”gen-
erate and test” approach was developed and implemented in Matlab (Mathworks).
The routine allows for the diffusion coefficient of the mobile phase and the domain size
of the crystalline phase to vary freely in an monotonic manner between certain limits
(but controlled by a series of bounds). As the iterative process takes place, the program
18
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Figure 2.9: Filter efficiency in the spin diffusion experiment. NMR spectrum (a), DQ
filtered spectrum with tDQ = 5 μs (b), DQ filtered spectrum with tDQ = 20 μs (c) and DQ
filtered spectrum with tDQ = 50 μs (d). The DQ filter demonstrates a very high efficiency in
selecting the magnetization that corresponds to domains with different molecular mobility.
calculates the difference between the experimental and simulated data until the highest
correspondence is achieved.
The routine used in this work assumes a one-dimensional morphology represented
by three different domains with arbitrary sizes, spin diffusion coefficients and proton
densities, in which the magnetization flows from a source and into a finite sink via an
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Figure 2.10: Normalized proton spectra in the spin diffusion experiment after a spin
diffusion time of td = 10 μs (top), 100 μs (middle), and 50 ms (bottom).
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Figure 2.11: Spin diffusion curves obtained for the non aged sample at 315 K (dots) and
the corresponding fit (solid line).
interface. However, the software can easily be adapted to other types of systems and a
similar version is used in Chapter 4 for a cylindrical morphology. The solutions for the
spin diffusion equations are those presented in (Bud03a, Bud03b). The input values
are the proton densities and the diffusion coefficient calculated for the crystalline phase
using equation 2.10. In the subsequent step the user defines the minimum and the
maximum limit of DA and dC and the iteration increment. The proton density and
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Figure 2.12: Algorithm used for fitting the spin diffusion curves. The number of iterations
is a function of the number of parameters which are varied (a) and a zoom-in of the initial
period of the spin diffusion process showing the excellent correspondence between the spin
diffusion curves obtained experimentally at 315 K (scatter) and the fit generated by the
routine (solid lines) (b).
the diffusion coefficient corresponding to the interface are calculated as the arithmetic
average of the corresponding values of the crystalline and the mobile amorphous phases,
while the values of dI and dA are evaluated as a function of dC using Eq. 2.9. A
schematic representation of the algorithm is given in Fig. 2.12.
In the case of PEXb the numerical values necessary for the spin diffusion equations
were those reported by (Hed07) for HDPE (namely
〈
r2
〉
=0.0484 nm2 and spin densities
of the three phases, ρC=0.97, ρI=0.93 and ρA=0.87). The iterative steps used for dC
and DA were 0.1 nm and 0.01 nm
2/ms, respectively. The accuracy of the simulated
results is exemplified in Fig. 2.12 (b) which shows the excellent correspondence between
the experimental data (dots) and the simulations (solid lines) based on the analytical
solutions for three-domain system with lamellar morphology.
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The spin diffusion coefficients calculated using the program described above are
plotted as a function of temperature in Fig. 2.13. The values decrease with increasing
temperature due to the increase in the chain motions in each fraction, which causes
more efficient averaging of proton dipole-dipole interactions and reduces the efficiency
of the spin diffusion.
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Figure 2.13: Variation of the diffusion coefficients with temperature.
The values of the diffusion coefficients are comparable with those reported by other
authors for high density PE: at room temperature, the diffusion coefficient determined
by the software for the amorphous phase is 0.172 nm2/ms, very close to the value of
0.19 nm2/ms given by Lili et al. (Lil05).
The sizes of domains with different molecular mobility, determined using the proce-
dure described above, are shown in Fig. 2.14 for the temperature interval considered.
The thickness of the amorphous domain increases with temperature at the expense of
the crystalline component. The size of the interface is almost constant (≈ 1.9 nm) up
to 375 K, temperature at which a considerable decrease (1.19 nm) can be observed.
The long period of the polymer, which gives information about the periodical spacing
between the lamellae, exhibits a decrease at higher temperatures. Such a phenomenon
was previously reported for HDPE (Hed07) and attributed to partial melting and pos-
sible fragmentation of lamellae, that would reduce the efficiency of the spin diffusion
process.
The estimated domain sizes are in the same range like as those for other HDPE
samples. However, as compared with the results reported in (Hed07) the size of the
22
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Figure 2.14: Variation of the domain sizes with temperature. The long period dLP was
calculated as
∑
d (nm)= dC+2dI+ dA.
crystalline phase at 375 K is about half of the estimated value by these authors. Addi-
tionally, the strong effect of temperature on the domain sizes of PEXb is seen at smaller
temperatures (around 365 - 375 K) than for HDPE (395 K).
2.4.4 Comparison with previous results and validation of the experi-
mental protocol
The results presented in section 2.4.3 were obtained in the condition of a higher degree
of computational freedom for the diffusion coefficient DA than the one predicted by Eq.
2.11. As mentioned in section 2.3.1, the data acquired in 2007 was initially analysed
by time domain fitting and considering DA as a function of
√
αΔν1/2 (Ola07). Time
domain fitting presents the advantage that the results are not affected by the possible
over-estimation of the linewidth due to chemical shift broadening. On the other hand,
due to the extremely fast decay of the crystalline component and the limited amount
of data points which described the evolution of the magnetization belonging to the
rigid phase, fitting the initial part of the FID may sometimes prove to be a difficult,
inaccurate procedure. Based on this consideration, the data sets were processed by
spectral line decomposition. Although part of the crystalline signal is unavoidably lost
in the dead time of the probe, spectra acquired at very short spin diffusion time can
be more accurately decomposed (eliminating some of the uncertainties introduced by
time domain fitting) and used in the generation of the spin diffusion curves.
Furthermore, due to the possible errors introduced when estimating the cut-off
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Figure 2.15: Diffusion coefficients for the mobile phase obtained using Eq. 2.11, repro-
duced from (Ola07), Dν and by simulations of the spin diffusion curves, Dsim.
parameter of the Lorentzian line, we have used a dedicated software which finds the
optimum value of DA using the experimental spin diffusion curves and a ”generate and
test” approach. The diffusion coefficients obtained for the mobile phase based on Eq.
2.11 and the ones generated by the spin diffusion program are compared in Fig. 2.15.
The difference between the results obtained using the two different methods detailed
above is very small at high temperatures but considerable at lower temperatures, for
which the spectral lines are wide and the determination of the correct cut-off parameter
is more difficult. A significant question arises regarding which of the diffusion coefficient
sets describes better the actual diffusion coefficient of the mobile phase.
In order to check the validity of the results obtained by the ”generate and test”
approach, we will present in the following section the results obtained by using the
simulations of the spin diffusion curves performed as described in section 2.4.3 together
with those calculated using an approximation of the domain size in the short time limit
of the spin diffusion process, as follows.
Let us consider on one side the interface and the mobile phase as a high-mobility
low-order degree semi-infinite sink AI, and on the other side the crystalline phase as
finite source C, characterized by a high degree of order and low molecular mobility.
The spatio-temporal evolution of the magnetization in the ordered, crystalline phase is
given by (Dem95):
mC(r, t) =
ρC
√
DC0mC0 + ρAI
√
DAImAI0
ρC
√
DC + ρAI
√
DAI
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− ρAI
√
DAI(mAI0 −mC0)
ρC
√
DC + ρAI
√
DAI
∏
i=1
erf (
dC/2 − xi√
4DCt
). (2.12)
where
r = r(xi),  ∈ {1, 2, 3} , xi ≤ dC/2. (2.13)
Using Eq. 2.8 together with the results and appendix of (Dem95), in the approximation
of a highly efficient filter (F=1), we obtain:
IC(t)
I0
=
ρC
√
DCmC0
ρC
√
DC + ρAI
√
DAImAI0
+
ρAI
√
DAI
ρC
√
DC + ρAI
√
DAI
{
1 − 4
√
DCt
dC
[
1√
π
− ierf
(
dC
4
√
DCt
)]}
. (2.14)
For very short diffusion times, at which the ratio between the domain size of the
crystalline phase and the quantity
√
DCt is considerably smaller than 1, the function
IC(t)/I0 varies linearly with
√
t:
IC(t)
I0
≈= ρC
√
DC
ρC
√
DC + ρAI
√
DAI
+
ρAI
√
DAI
ρC
√
DC + ρAI
√
DAI
(
1 − 4
√
DCt√
πdC
)
. (2.15)
Defining an effective diffusion coefficient, Deff as:
√
Deff = 2
ρC
√
DC ∗ ρAI
√
DAI
ρC
√
DC + ρAI
√
DAI
, (2.16)
the domain size of the crystalline phase dC for a 1D lamellar morphology ( = 1) can
be approximated as follows:
dC ≈ 2√
π
√
Defft0. (2.17)
where
√
t0 represents the point of intersection between the x-axis and the tangent to
the linear part of the spin diffusion curve. (For more information, including the detailed
mathematical procedure see also (Cla93, Bai09)). A graphical example of evaluating
√
t0 using the initial rate approximation is presented in Fig. 2.16.
A comparison of the results obtained for dC using the IRA and the ones simu-
lated based on the solutions for the spin diffusion equations is presented in Fig. 2.17.
Considering the fit errors and the assumptions involved by the initial rate approxima-
tion, the correspondence between the values is excellent and shows the efficiency of the
computational approach employed in this work.
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Figure 2.16: Example of determining
√
t0 using the initial rate approximation (IRA).
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Figure 2.17: Comparison of domain size values obtained using the initial rate approxi-
mation and by fitting the spin diffusion curves.
2.5 Conclusions
1H wideline and spin diffusion NMR were employed here to characterize the phase
composition, chain dynamics, spin diffusion coefficients and domain sizes of a silane
cross-linked polyethylene. The NMR results demonstrate that the phase composition
in PEXb can be successfully described by a three phase model. Both 1H broad-line
spectra as well as the spin diffusion experiments show that crystalline and mobile
amorphous fractions of PEX are separated by a layer with intermediate molecular
mobility and heterogeneous dynamics. The phase composition as well as the chain
dynamics have been investigated with increasing temperature. A dramatic decrease
in the amount of the crystalline phase and interface is observed over 365 K. This is
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attributed to the melting of some small crystallites and to an increase in the mobility
of the less ordered rigid regions. Information extracted from the spectral linewidths
confirm a change in the molecular dynamics close to 375 K. Further on, by employing
spin diffusion experiments based on a double-quantum dipolar filter, information about
the thickness of crystalline, crystal-amorphous interface, and mobile amorphous phase
could be obtained.
A PEXb sample has been used as a test specimen for a home-developed compu-
tational algorithm and the results generated were compared with the ones previously
obtained on a specimen from the same batch using a common approach to the spin
diffusion experimental results (i.e. the diffusion coefficients have been determined only
based on the spectral linewidth of each component) (Ola07). Through the use of this
software, based on a ”generate and test” approach, the spin diffusion curves were accu-
rately fitted and the diffusion coefficient of the mobile amorphous phase, together with
the domain sizes were determined based on the magnetization conservation law and
avoiding the possible errors introduced by the use of the Lorentzian cut-off parameter.
The results are compared with those previously obtained by using spin diffusion
coefficient values based solely on the linewidth and discussed in terms of validity. The
efficiency of the software (and, subsequently, the accuracy of the results) was tested
by comparison with data obtained using the initial rate approximation and was proven
to be more than satisfactory. We are confident that this computational approach,
besides from being a more comfortable, user-friendly way of handling the cumbersome
process of analysing spin diffusion data, can represent a very reliable tool for polymer
morphology elucidation.
.
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3Hydration of Cement-in-Polymer
Dispersions by Solid State NMR
3.1 Introduction
The replacement of steel reinforcement (which requires a thick protective layer to pre-
vent corrosion) by alkaly-resistant multi-filament glass roving has been recently pro-
posed as an alternative in the development of high performance, light weight cemen-
titious building materials (Wei11). Due to the superior resistance to corrosive agents,
glass fibre reinforcing has the advantage of reducing the overall thickness of the material
and, subsequently, the cement consumption. However, since the glass surface is wet-
ted by the aqueous solutions, the roving with its several hundred individual filaments
acts as a capillary system when embedded in cement paste. Pore solution is sucked in
between the glass filaments, while the cement grains cannot penetrate the fibre system
due to their particle size. During matrix crystallization, this leads to a highly inhomo-
geneous roving penetration and a differentiation into two types of filaments (Heg06):
the outer ones, which are in contact with the undisturbed matrix and the inner ones in
contact with pure pore solution, from which only crystalline material of low density and
strength emanates. Load transfer is only possible to the outer filaments via the fibre-
matrix interface and, thus, none of the inner filaments can contribute as reinforcement.
As a result, the roving fails way below their nominal tensile strength (Wei09).
To circumvent this situation, reactive cement-in-polymer dispersions have been re-
cently developed as an alternative to the cement matrix phase. They consist of a water
or alkali soluble polymer and non-hydrated cement (Wei07) and are used as coating
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to fill the capillary system of the roving before being embedded in cement paste. In
contact with the aqueous environment of the cement paste, the polymer dissolves and
exposes the non-hydrated cement (Wei07, Wei09, Wei10). This triggers the formation
of a crystalline matrix between the inner filaments of the roving. As a result, rovings
coated with an 80:20 mixture of cement in poly(vinyl acetate) fail at a pull-out load
of 1118 N, which is 3.7 times the pull-out load of the as-received glass roving (Wei10).
However, the pull-out loads strongly depend on the polymer type, since a roving coated
with an 80:20 mixture of cement in poly(vinyl alcohol) fails at a pull-out load of 599 N.
Additionally, the microstructure of the glass-concrete interface was found to be struc-
turally and chemically different. The origin of these differences was envisioned to come
from the differences in the polymer chemistry, poly(vinyl alcohol) being hydrophilic
and readily soluble in water, while poly(vinyl acetate) is hydrophobic and only soluble
in alkaline solutions thereby undergoing saponification.
Compared with other standard analysis methods used in material science, NMR
is particularly favourable for the investigation of cementitious materials as it is fully
compatible with hydrated samples and it can offer depth information about opaque
materials in a truly non-destructive fashion. In particular, numerous NMR studies
including 1H relaxation, imaging, and self-diffusion were successfully applied to inves-
tigate the hydration, drying, and water transport in ordinary Portland cement and for
the evaluation of the effect of various additives (McD06, Fau05). Additionally, detailed
information about the structure of the anhydrous and hydrated cement was reported
based on 29Si NMR spectroscopy (Col94a, Col94b, Bru10),
This aim of this chapter is to characterize the physical changes, the chemical reac-
tions and the subsequent dissolution behaviour of two novel dispersions synthesized for
the purpose of being used as coatings as described above - cement-in-poly(vinyl acetate)
(c/PVAc) and cement-in-poly(vinyl alcohol) (c/PVA) by a combination of various nu-
clear magnetic resonance methods. Apart from the water protons, both the organic and
the inorganic phases of the materials presented here contain NMR active nuclei, which
allows the acquisition of important structural and morphological information about the
cementitious matrix and about the polymer chemistry. The hydration and crystalliza-
tion of the cementitious phase was investigated by 29Si NMR by following the evolution
of the silicate polymerization, as well as the relative amounts of the various tetrahedral
Qn environments. The pore structure of the hydrated samples was evaluated using
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1H relaxometry. The results were compared with X-Ray Diffraction and electron mi-
croscopy data obtained from experiments performed by the project partners from the
German Institute of Textile Chemistry (DWI e. V., RWTH Aachen University). 13C
cross-polarization under magic angle spinning (CP MAS) was used to quantify the ki-
netics of the chemical reaction undergone by poly(vinyl acetate) and obtain information
on the effect the polymer type has on the overall behaviour of the c/p dispersions when
used as coatings. The results concerning the physical and chemical behaviour of these
novel systems when exposed to hydration are discussed with regard to the mechanical
stability of the final composite.
3.2 Materials and methods
3.2.1 Sample preparation
Poly(vinyl alcohol), Mw = 9500, saponification number 302, and poly(vinyl acetate),
Mw = 110000-150000 were obtained from from Wacker Chemie AG, Burghausen, Ger-
many. A fine-grained Portland cement with a particle size d95 = 6 μm was obtained
from Dyckerhoff AG, Neuwied, Germany. In a typical preparation, 90 g of polymer
n
O
O
(a)
n
OH
(b)
Figure 3.1: Chemical structure of the PVAc (a) and PVA (b) molecules.
and 5 ml of n-butyl acetate were placed in an IKA HKD-T 0,6 laboratory kneader
and warmed up to 65 ◦C. When the mixture was soft and appears homogeneous, a
total of 210 g cement was slowly added in ten portions. After the final cement portion
was added, kneading is continued for approximately 10 minutes. The warm mixture is
poured onto a Teflon plate and allowed to cool in the fume hood. When completely
solidified, the mass is broken into pieces of approx. 1 mm in size melted at 150 ◦C and
extruded through a round die into 4 mm thick strands (for more details see (Wei09)).
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3.2.2 29Si NMR experiments
The 29Si MAS NMR single-pulse experiments were recorded using a recycle delay of 10 s
and with proton decoupling during acquisition. The 29Si chemical shifts are referenced
to the chemical shifts of SiO2. The
29Si isotropic chemical shifts of the peaks were
analysed using the Qn classification (Klu98), where Q stands for SiO4 tetrahedron and
n refers to the number of tetrahedra linked by oxygen bonds to the latter tetrahedron.
3.2.3 13C NMR experiments
13C high-resolution spectra were recorded on a Bruker DSX500 instrument working at
frequencies of 500.12 MHz for protons, of 125.44 MHz for 13C, and of 99.43 MHz for
29Si. All measurements were performed using a 4 mm probe body under magic angle
spinning (MAS) conditions at a spinning speed of 5 kHz and at room temperature.
High-resolution 13C CPMAS spectra were obtained using the cross-polarization method
with a contact time of 1 ms and a recycle delay of 5 s. The spectra were calibrated to
the chemical shifts of adamantane. In order to follow the hydrolysis reaction of PVAc
into PVA, the c/PVAc samples were kept in water for different times and then ground
and left for short time to dry at room temperature before measuring. The spectra
obtained were analysed using the DMFit program (Mas02) using Lorentzian functions
to fit the peaks of interest.
3.2.4 1H NMR relaxometry
For the spin-spin relaxation time measurements, the samples have been kept in water
for various times, ranging between 30 minutes and 180 minutes (c/PVA) and 3 hours
to 4 days (c/PVAc). Prior to every experiment, the water has been removed and
the samples have been carefully wiped and wrapped in PTFE tape to prevent water
loss through evaporation. CPMG decays have been recorded on a Bruker DMX200
instrument working at a frequency of 200.49 MHz for 1H, using a standard 10 mm
birdcage. The pulse length of the 90◦ pulse was 5 μs. In order to minimize signal loss
due to diffusion in the presence of the internal field gradients, the echo time was set to
50 μs. The recycle delay used was of 20 s (imposed by the spectrometer duty cycle).
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3.2.5 X-Ray diffraction and SEM investigations
The cast films were investigated by X-ray diffraction (XRD) using a BrukerAXS D8-
Advance diffractometer (θ/θ geometry, CuKα radiation generated at 40 kV and 40 mA,
variable divergence slit 20 mm, high resolution SolX detector). The measurement range
was 2◦-92◦ 2θ with a step size of 0.02◦ and a measuring time of 3 s per step. Rietveld
refinement was performed using the BGMN software package.
For the scanning electron microscopy investigations, cut and cleaved samples were
prepared as described previously in (Wei09) from 15×15×100 mm cast concrete-bars
containing a continuous roving in the center. The scanning electron microscopy (SEM)
images were recorded using a Hitachi S-3000N.
All the XRD and SEM investigations, as well as the sample preparation have been
performed by Dr. Oliver Weichold and his co-workers, at the DWI e.V (RWTH Aachen
University).
3.3 Results and discussions
The cement-in-polymer dispersions under investigation consist of two main components,
namely a fine grained, non-hydrated cement on one hand and polymers with contrasting
chemical and physical properties on the other hand. Poly(vinyl acetate) consists of a
1,3-substituted aliphatic backbone with an acetate group at every second carbon atom
in the chain (see Fig. 3.1 (a)). As a result, the polymer surface is hydrophobic and
not wetted, swollen, or dissolved by water but, when exposed to alkaline media, the
acetate groups can be partially or fully saponified to OH groups (Wei11) and the
poly(vinyl acetate-vinyl alcohol) copolymer’s solubility is directly influenced by the
degree of saponification. Poly(vinyl alcohol) is obtained by the full saponification of
poly(vinyl acetate). The OH groups present at the chain ends as a consequence of the
chemical reaction (Fig. 3.1 (b)) lead to a hydrophilic polymer, which easily swells and
dissolves when exposed to water. The different wetting behaviour of the two polymers
has a strong influence on the hydration of the c/p dispersions. This, as it will be shown
next, is the decisive factor in the cement matrix formation.
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3.3.1 Hydration of the cementitious matrix by 29Si NMR
29Si NMR spectroscopy has been shown to be a very useful technique to characterize in
detail the reaction of water with calcium silicates (CS) which are the major components
of ordinary Portland cement (Bru10). The individual tetrahedra (called monomers and
designated as Q0 of the anhydrous CS phases) are transformed due to hydration into
the C-S-H gel, through silicate polymerization. In this process, the tetrahedra connect
through their oxygen atoms giving rise to polymeric states known as dimmers (Q1) and
polymeric chains (Q2). Each of these states reflects the degree of polymerization of the
silicates. As the C-S-H phase is quasi-amorphous very few experimental techniques are
available for its detection and characterization (Rot06). Among them NMR is very often
the method of choice as it can provide local structural information even in the absence
of long-range structural order. In particular, 29Si NMR allows the characterization
of the various tetrahedral Qn environments, as each Q site gives a NMR signal at a
distinct and easy to resolve chemical shift (the chemical shifts of silicates range between
-60 and -140 ppm) (Eng87).
The 29Si spectra of the c/p samples obtained with the help of single-pulse experi-
ments are depicted in Figure 3.2. The anhydrous c/PVAc and c/PVA samples display
only Q0 groups and a broad resonance located at approximately -110 ppm due to the
Q4 groups belonging to the quartz in the cement. The
29Si NMR spectrum of c/PVAc
displays strong changes during hydration. Additional signals belonging to the Q1 and
Q2 groups appear in the spectrum. While Q1 groups represent end groups within the
silicate network, Q2 groups indicate middle groups in silicate chains.
As the hydration time increases, the intensity of the Q0 signal is reduced and the
intensities of the Q1 and Q2 signals become stronger. This indicates that the water
penetrates the cement and the silicates undergo condensation. However, Q0 groups
remain present after long hydration times, either due to the low speed of the reaction
between water and cementitious matrix (Rot06) or to the fact that not all the clinker
gets into contact with water. Generally, during the hydration, some of the clinker
reacts immediately with the water but the CS phases start to react with it only after a
dormant or induction period of several hours with relatively low heat evolution. This
reaction will lead to the formation of the C-S-H gel and calcium hydroxide and to an
increase in the strength of the cementitious matrix (Rot06).
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Figure 3.2: 29Si NMR spectra of c/PVAc samples before and after hydration.
As the samples analysed are prepared based on ordinary grey cement, they contain
a certain amount of paramagnetic impurities which lead to a decrease in the spin-
lattice relaxation time of the material and, subsequently, allow a substantial decrease
of the repetition time needed to record quantitative 29Si spectra without saturating
any resonances in the spectrum. A repetition time of 10 seconds was found to be long
enough for obtaining quantitative spectra in a reasonable amount of time. This, in turn,
allowed an estimation of the extent of the hydration reaction which could be followed
in detail by recording spectra of samples hydrated for different periods of time. The
spectra were analysed by means of a line shape simulation. The results, represented in
Fig. 3.3, show the relative proportions of the different chemical species with increasing
hydration time (Wei11).
The analysis of the quantitative 29Si spectra confirmed the initial qualitative finding
that Q1 and Q2 species are formed at the expense of anhydrous clinker phases as the
exposure time increases. The amounts of both Q1 and Q2 species increased with the
exposure time, a process which is faster for the Q1 groups than for the Q2 (Fig. 3.3). In
the case of the c/PVAc sample, after 24 h of exposure, approx. 70% of the clinker still
exists in the anhydrous phase whilst after 48 h of exposure (when the sample is almost
fully saturated) about 30% of the clinker appears not to have reacted. Moreover, Q0
groups are still present even after the sample is saturated with water. This is consistent
with the SEM investigations. The reaction of water with the cement clinker follows a
first order law with a constant rate of approximately 0.02 h−1.
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Figure 3.3: Relative amounts of the silicate species present during the reaction of c/PVAc
with water. The data was extracted from 29Si NMR spectra with the help of a line-shape
simulation. The line represents the fit with an exponential decay corresponding to a first-
order reaction.
In the case of c/PVA, the corresponding 29Si NMR spectrum after 4 h in water,
when the sample is almost fully saturated, shows no changes compared to the spectrum
of a non-hydrated sample. Only after exposure times much longer than the time needed
for the water to reach the middle of the sample, signals belonging to Q1 and Q2 groups
appear in the spectrum. As an example, after 24 h of exposure, about 75% of the
clinker is still in the anhydrous phase whilst after about 48 h of exposure, about 33% of
the clinker did not react. The obtained values indicate that the decrease of the clinker
takes place at nearly the same rate as in c/PVAc (Ola11).
3.3.2 Chemical reactions of the polymeric phase by 13C CP MAS
NMR
It is widely known that PVAc is insoluble in water but it has been shown that it
undergoes saponification in the presence of alkaline solutions, with PVA as the main
reaction product. As already discussed in the previous section, in the case of the
c/PVAc samples the water interacts with the CS components of the dispersion. During
this reaction the pH of the water changes to that of an alkaline solution which should
promote the saponification reaction of PVAc. Once this process takes place, the polymer
is able to swell and then dissolve, leaving voids, which allow the water front to further
move towards the center of the sample. Obviously, the kinetics of the saponification
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process should have a great impact on the final properties of the material. 13C CP MAS
solid state NMR was employed to characterize this reaction and obtain an estimate of
the time scale on which it takes place.
In the first step the CP MAS spectra of the two polymers used for the preparation
of the samples were recorded as references for the spectra of the c/p (data not shown).
The resonances were assigned according to Wilhelm et al. (Wil99). PVAc shows signals
around 21 ppm (the methyl group), around 40 ppm (the methylene group), around 67
ppm (the methine group) and around 170 ppm (the carboxyl group). PVA exhibits a
signal around 44 ppm corresponding to the methylene groups and three peaks at about
65 ppm, 70.5 ppm and 76 ppm corresponding to the methine groups. The splitting of
the methine signal is related to the number of intermolecular hydrogen bonds with the
neighbouring hydroxyl groups (Ter83).
In order to optimize the response of the 13C CP MAS spectra and find the parame-
ters necessary for a quantitative assessment, several contact times were tested with the
samples and with a mixture of PVAc:PVA with a 1:1 mass ratio. The best agreement
between the theoretical data and the experimental results was obtained for a contact
time of 1 ms (data analysis was performed on the CH2 resonances). Previously, direct
polarization measurements (recorded with repetition times of 400 s for quantitative
results) compared with CP MAS spectra recorded using the same contact time of 1 ms
were reported to give similar results for the integral intensities of methyl and carboxyl
amounts with respect to the methine and methylene peaks(Com97).
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Figure 3.4: 13C CPMAS NMR spectra of the c/PVAc before and after 4 days of exposure
to water.
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Additionally, 13C T1 NMR measurements performed using the Torchia method
(Tor78) for the two c/p samples showed the existence of a short relaxation time in the
range of seconds and of a long relaxation time in the range of tens of seconds (up to
60 s) for most signals of the two polymers. The short component can be attributed
to an amorphous phase whilst the long one to a rigid (crystalline) phase (Com96,
Com97). This is a clear evidence that both polymers in the two c/p dispersions are
semi crystalline (Ter83, Com96). Moreover, the effect of the paramagnetic impurities
existing in the clinker on the relaxation times of the polymer are negligible because the
estimated relaxation times are in the same range as those reported by other groups for
the pure polymers (Ter83, Com96, Com97).
The 13C CP MAS spectra of the c/PVAc before and after hydration are shown
in Fig. 3.4. While in the spectrum of the non-hydrated c/PVAc, the methylene and
the carboxyl groups are each represented by one peak, the spectrum obtained after
96 hours of exposure to water shows strong changes in the stereo chemistry of the
polymer. The depicted spectrum resembles that of the PVA, which confirms that
PVAc has transformed into PVA through saponification. This is also confirmed by
the formation of calcium acetates which give rise to a small peak around 25-26 ppm
(Com97). The peak at 168 ppm was assigned to calcium carbonate (Com97).
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Figure 3.5: The amounts of PVAc and PVA as a function of the hydration time.
The kinetics of the deacetylation process was estimated by analysing the peaks
belonging to the chemical groups directly affected by saponification. The results of the
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line shape analysis are depicted in Fig. 3.5. It can be seen that during the first 12 hours
of hydration about 50 % from the PVAc is transformed in PVA while after 48 hours
approximately 20 % of the organic component still exists as PVAc. The exponential
evolution of the hydrolysis process takes place with a time constant of approximately
14 hours (Wei11, Ola11).
The type of polymer used for the preparation of the c/p samples investigated here
strongly affects their swelling and dissolution behaviour. Images acquired during the
hydration of the samples (presented in detail in the following chapter) show that the
c/p containing PVA has a low resistance to hydration - the material swells rapidly and
is prone to the formation of significantly big cracks which affect its stability and lead
to the loss of the rod-like shape - while c/PVAc exhibits a very good resistance. This
difference between the two types of c/p dispersions is determined by the competition of
various parallel processes. PVA is reported to be sensitive to water, it swells when wet
and dissolves (Rof71). Other tests (Dil08) have confirmed that PVA is not stable to
the reaction with water and the mechanical action of the cement paste and disappears,
leaving voids inside the dispersion and, subsequently, to the formation of cracks. The
material takes up water rapidly and is fully hydrated in a matter of hours. However,
during this time, the cement powder has not yet fully reacted with water, which is an
essential step for the formation of a solid cementitious matrix. The CS phases in the
cement powder need a few hours to start reacting but the c/PVA sample is rapidly
hydrated, the polymer dissolves, leaving voids which are filled with water and the rod
collapses.
In the case of the c/PVAc dispersion, due to the fact that the polymer is insoluble
in water and it becomes soluble only in the presence of alkaline media, in the first days
of hydration the PVAc will swell very little, only due to the release of some alkaline
ions by a fraction of the hydrated clinker. Afterwards, the CS phase starts to react, as
observed by 29Si NMR, which shows the peaks associated with the formation of dimers
and polymeric chains inside the CHS phase. The hydration of the CS phase leads to an
increase in the environmental alkalinity which, subsequently, causes the deacelylation
of the PVAc into PVA. The evolution of the deacelylation process could be confirmed
with the help of the 13C CP MAS NMR experiments which showed the formation of
deacetylation products. Once that PVAc has hydrolysed into PVA, the polymer swells
considerably and afterwards dissolves, which allows the faster displacement of the water
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front. As this takes place, more dry cement particles will get into contact with water.
It has to be pointed out here that a part of the total water amount is involved in the
hydration of the CS phase, so less water is available for the swelling of the polymer
matrix, which can also account for the reduced swelling of the c/PVAc sample.
The resistance to hydration is determined by the interplay between the speed of
swelling, speed of water ingress as characterized by the changes in the diffusion dis-
tance, and by speed of the hydration of the CS phase. In the case of the c/PVAc
samples the speed of the water ingress is higher than the CS hydration speed, both
being considerably higher than the swelling speed, while for the c/PVA the speed of
water ingress is more or less equal to the swelling speed and much higher than the CS
hydration speed.
3.3.3 Pore-size distribution assessment by T 2 relaxometry
The spin-spin relaxation phenomenon, characterized by T 2, is controlled by a number
of processes operating in parallel, including bulk relaxation, relaxation at pore surfaces,
and relaxation by molecular diffusion in magnetic field gradients. Due to the strong
effects of magnetic susceptibility differences, CPMG data cannot be used to extract
accurate pore sizes, but still provides valuable information about the pore-size distri-
bution. The 1D ILT obtained for data recorded on the dry c/PVA shows the presence
of two polymer phases: (1) a mobile one, characterized by a relaxation time of the order
of tens of milliseconds and (2) a rigid, confined phase, assumed to be the crystalline
fraction of the polymer, which exhibits a relaxation time of the order of hundreds of
microseconds. Upon hydration, the relative amplitude of the mobile phase decreases
considerably, probably due to the partial dissolution of the polymer, while several other
T 2 populations appear in the range of 10 μs - 1 ms, corresponding to the water which
has diffused in the microscopic pores of the material and the macroscopic voids left
behind by the polymer after it reacts with water and solutes.
At higher hydration times, when the c/p sample exhibits significant crack and
starts to loose its physical integrity, the initially well-defined T 2 populations collapse
into a broad distribution. The dry c/PVAc exhibits three distinct relaxation time
distributions (the third one, of the order of 1 ms is assumed to correspond to an interface
between the crystalline and the amorphous fractions). As in the previous case, several
T 2 populations are distinguished after hydration (see Fig. 3.7 (b)) and it can be seen
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Figure 3.6: 1D ILT of CPMG decays recorded for (a) dry c/PVA (magnified 10x), (b)
after 30 minutes, and (c) 180 minutes of hydration.
that their average T 2 decreases with the hydration time (Fig. 3.7 (c)). This is probably
due to the crystallization of the cementitious matrix and the formation of organic films
which reduce the size of the pores in which the water is confined. For both samples,
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Figure 3.7: 1D ILT of CPMG decays recorded for (a) dry c/PVAc (magnified 10x), (b)
after 24 hours, and (c) 48 hours of hydration.
the relatively longer T2 values, of the order of 1-10 ms correspond to highly mobile
fractions of the polymer and water in macroscopic cracks on the surface or voids inside
the sample, while the short T2 s in the range of 10 μs - 1 ms are related to the inner
pores and micro cracks. Signal intensity data collected with single-pulse experiments
performed with a very short recycle delay in order to saturate the polymer signal, also
reveal the presence of at least two different water pools in the cement matrix: (1) a
very mobile one, represented by the water inside relatively big pores, which exchanges
very fast and (2) a tightly bound fraction, which corresponds to the confined water or
to water strongly interacting with the pore walls.
41
3. HYDRATION OF CEMENT-IN-POLYMER DISPERSIONS BY
SOLID STATE NMR
Concerning the effect the polymer type has on the porous matrix formation, it can be
seen that, on one hand, the fast dissolution of PVA leads to a structure which absorbs
a high amount of water, containing relatively big pores and a very broad pore size
distribution, which covers about two orders of magnitude, while PVAc, by its retardant
effect on the hydration phenomenon, contributes to the formation of a tighter, more
compact matrix.
3.3.4 Microstructural investigation by X-Ray diffraction and SEM
X-Ray diffraction and SEM experiments were performed by Weichold et al. (Wei11) on
both types of dispersions at different hydration times. The results are briefly presented
here for comparison purposes. Prior to the actual X-Ray analysis using the Rietveld
refinement, a selection of phases was made and only the phases that could be identified
for all hydration stages were selected. After analysis of the not hydrated cement used
to prepare the c/p dispersions, tricalcium silicate (3CaO SiO2; C3S) and tricalcium
aluminate (3CaO Al2O3; C3A) were chosen as clinker phases in addition to CaSO4
1/2 H2O (bassanite). The species identified in all hydrated products were ettringite
(3CaO Al2O3 3CaSO432H2O), portlandite (Ca(OH)2), and the tobermorite 11A˚.
Dicalcium silicate (2 CaO SiO2; C2S), an important clinker phase which accounts
for approximately 5 to 10 wt-% of the cement used to prepare the samples, was not
included, because its quantification in the Rietveld refinement was not reliably possible
after the samples had been exposed to water. The composition of the pure, not hydrated
cement before addition of the polymer was 58% C3S, 9% C3A, 3% bassanite, and 30%
amorphous content (Wei11).
Upon hydration, due to the precipitation of hydration products in the form of
needle-like crystallites (the so-called CSH gel, too small for proper XRD detection) the
amount of clinker phases decreases in favour of the amorphous phases. The decrease of
the clinker phases especially of the C3S phase is relatively rapid in the first 24 hours.
When comparing the samples prepared with PVAc and PVA respectively, the most
obvious result is the complete consumption of clinker phases in less then 4 days in the
sample containing PVA, while in the sample containing PVAc clinker components can
be detected even after 10 days. Due to its hydrophobic nature, PVAc requires alkaline
pH values for saponification before the polymer can be dissolved. Additionally, approx.
10% more amorphous material is formed in the case of c/PVAc. This is again a result
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of the hydrophobic nature of PVAc, which limits the access of water to the clinker
phases and hinders the formation of large cementitious crystals. These results confirm
the findings obtained by NMR experiments.
The cementitious microstructures formed on the surface of the glass roving used for
reinforcement were analysed by scanning electron microscopy (Wei11). It was found
that in the case of c/PVA, the vast majority of the inorganic compounds formed on the
filaments is formed of calcium hydroxide. Ca(OH)2 guarantees a large contact surface
between the matrix and the glass roving and subsequently improves the mechanical
properties of the material by increasing the pull-out load (Wei09).
Although Ca(OH)2 is also formed in c/PVAc dispersions (although in smaller amounts
as compared to c/PVA, as shown by the XRD investigations) no calcium hydroxide was
found on the samples removed from the roving surface, probably due to the slow hy-
drolysis process which prevents the precipitation of Ca(OH)2 (Wei11). The granular
compounds analysed are more likely composed of a mixture of CSH phases and par-
tially hydrated clinker (due to the limited water amount) held together by CSH (Wei11).
This type of structure is thought to be more desirable than Ca(OH)2 which is soft and
brittle and is considered to be the main reason behind the significantly higher pull-out
values achieved with c/PVAc coated roving compared to the one coated with c/PVA
(Wei07, Wei09, Wei11).
3.4 Conclusions
The reason for the previously observed differences in the reinforcing quality of mul-
tifilament glass-roving coated with cement-in-polymer dispersions (Wei07, Wei09) has
been investigated at micro and nanometer scales, by studying the hydration effects on
the c/p dispersions used as coatings. It was previously shown that superior mechanical
properties can be obtained by controlling the hydration rate of the c/p dispersion, i.e.
limiting the water ingress in order to obtain a mixed C-S-H and partially hydrated
clinker structure (Wei09). Using a combination of nuclear magnetic resonance, X-ray
diffraction, and scanning electron microscopy it was demonstrated here that the prop-
erties of the polymer, especially the swelling and dissolution rate, are essential for the
coating’s performance.
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The behaviour of the two types of c/p dispersions during hydration was success-
fully investigated by 13C and 29Si NMR spectroscopy, which has allowed for the separate
characterization of the physico-chemical reactions suffered by the organic and the in-
organic phases. 29Si NMR was used to study the crystallization of the cementitious
matrix and follow the evolution of the silicate polymerization, as well as the relative
amounts of the various tetrahedral Qn environments. The results obtained are in good
agreement with the X-Ray Diffraction data, which confirms the presence of a relatively
high amount of clinker that has not reacted, even at long hydration times, and the
findings obtained by electron microscopy, which show the presence of the CSH phases
together with partially hydrated clinker. The organic phase, namely the saponification
reaction of PVAc into PVA was characterized with the help of 13C CP MAS data.
The type of polymer used for the preparation of the p/c samples has a great impact
on the behaviour of the samples during hydration. The completely different behaviour
of the two samples - c/PVA swells and cracks, leading to the loss of the rod-like shape
and the collapse of the sample in a few hours, while c/PVAc keeps its physical integrity -
is attributed to the competition of the swelling speed, speed of the water ingress (Ola11),
and speed of the CS hydration, which were assessed using NMR spectroscopy data. In
the case of c/PVA, the speed of water ingress and the swelling speed are comparable
and significantly higher than the crystallization speed of the inorganic phase, which
leads to an inhomogeneous, flawed material, containing voids and cracks that finally
cause the collapse of the sample. On the other side, for c/PVAc the water ingress is
slower (Ola11) and the swelling of the organic phase is limited by the reaction of the
CS hydrolysis, due to the necessity of an alkaline environment for saponification. The
crystallization of the cement phases leads to a compact structure with considerably
smaller pores than in the hydrated c/PVA.
The combination of different NMR methods, validated by X-Ray Diffraction and
SEM, has allowed the evaluation of the competition between several hydration-associated
phenomena and the influence of the type of polymer on the mechanical stability of the
samples. In order to fully understand the way in which the mechanical and physical
properties can be controlled by changing the hydration conditions and the polymer
type and amount, the next chapter will focus on the diffusion phenomena occurring in
c/p dispersions containing different polymer amounts and hydrated at various temper-
atures.
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4.1 Introduction
During the last decades organic-inorganic cementitious materials have been extensively
studied due to the continuously expanding demand for high-performance light-weight
macro defect-free materials in demanding applications, for example the nuclear or oil
industries. It has been shown that the addition of organic phases to cementitious
pastes contributes to the development of performance properties like flexural strength
or pull-out load (Wei10), increases the resistance to mechanical and chemical ageing
and decreases the permeability of the material to corrosive fluids (Oha97, Oha98).
The reactive cement-in-polymer dispersions described in Chapter 3 have been de-
veloped as an alternative to the classical cementitious matrix phase. The combination
of a water or alkali soluble polymer and non-hydrated cement (Wei07, Wei09) is used as
coating to fill the capillary system of the roving before being embedded in cement paste.
In contact with the aqueous environment of the cement paste, the polymer dissolves
and exposes the non-hydrated cement. The reaction of the non-hydrated cement and
water locally raises the temperature and triggers the formation of a crystalline matrix
between the inner filaments of the roving.
The previous chapter presented a detailed study of the influence of the chemical
and physical properties of the polymers used to prepare the c/p coating formulation
on the hydration of the cement matrix. Solid state NMR methods were employed to
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acquire basic knowledge regarding the chemical phenomena which influence the com-
posite formation, namely the saponification and dissolution of the organic phase on one
hand and the hydrolysis of the cement clinker phases on the other hand. However, in
most practical applications the hydration and setting of cement or cementitious com-
posites take place at temperatures different from room temperature and the effect of
the surrounding temperature on the formation of the final composite needs to be fully
understood in order to be able to predict the material’s macroscopic behaviour.
The observation of the time evolution of the water distribution inside the disper-
sions can offer valuable insight into the matrix formation and reflects different dif-
fusional driving processes related to the release of the excess water due to chemical
reactions of the dispersed components and to the continuous changes of the porous
matrix. Magnetic resonance spin-echo imaging techniques, combined with pulsed field
gradient NMR have been successfully used to study proton distribution and molecular
diffusion in porous materials. However, due to technical reasons, such methods fail in
cases where the fluid inside the material exhibits very small transverse relaxation times
(≈ 100 μs - 1000 μs). Small T 2 and T ∗2 values arise when the porous medium and the
penetrant molecules form strong chemical and physical bonds and/or contain param-
agnetic impurities, as it is the case in hydrated cementitious materials. Single Point
Imaging (SPI), a pure phase-encoding MRI method, has been proven to overcome such
problems and has been by now established as a classical analysis technique in the field
of cementitious composites (Bey98b, Bog95, Boh98, Fau05).
This chapter is focused on the effect the hydration temperature has on the wetting
behaviour of the two types of dispersions, the main goal of this study being to establish
a set of empirical rules which can predict the evolution of the hydration behaviour as a
function of c/p content, relative amount of organic and inorganic phases and hydration
conditions. The afore mentioned c/p dispersions are analysed at temperatures ranging
from 293 K to 323 K and the evolution of the hydration front is discussed with regard
to the effect of the temperature at which the hydration takes place. Furthermore, since
dispersions containing 30% PVAc were previously found to have very good hydration
properties (Ola11), we analyse the effect a higher amount of PVAc has on the c/p dis-
persion reaction to water at variable temperatures. SPI-based imaging techniques were
used to monitor on-line the physical changes of the c/p dispersions during hydration
and to quantitatively asses the displacement of the diffusion front. Furthermore, the
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acquisition of SPI-T ∗2 maps with sub-millimetre resolution has permitted the quanti-
tative determination of the spin density inside the samples and the spatially resolved
observation of the water dynamics. The results obtained were used to establish a simple
diffusion model which takes into account the influence of the chemical reactions, the
nature of the polymer, and the temperature at which the hydration takes place.
4.2 Phase encoding imaging
Since the 1970’s, when Lauterbur’s and Mansfield’s developments have allowed the
technique to be used for multi-dimensional non-invasive imaging of optically opaque
samples, the MRI field has experienced tremendous knowledge leaps which have trans-
formed an initially obscure and complicated method of study into an amazingly large
array of analysis and diagnostic techniques. An interested reader is nowadays able to
find an extensive amount of literature concerning the subject, form short introductory
tutorials listed on university web pages around the world to quasi-encyclopaedic spe-
cialized works on hardware design, pulse-sequence development or targeted applications
- NMR Probeheads for Biophysical and Biomedical Experiments (J. Mispelter et al.),
Handbook of MRI Pulse Sequences (M.A. Bernstein et al.), NMR Imaging of Materials
(B. Blu¨mich). Therefore it is not the purpose of this work to repeat detailed descrip-
tions of principles or methods, but to focus only on the theoretical aspects of a sub
domain of MRI - pure phase encoding methods and a representative pulse sequence -
S(ingle) P(oint) I(maging) - which was used in the experiments presented later on.
4.2.1 Basics of Single Point Imaging
While the development of echo-planar imaging methods has presented solutions to
many problems and allowed for ultra-fast experiments which generated a revolution
in the medical field, the limitations of classical frequency-encoding techniques, namely
the time scale imposed by the use of echoes, have made such approaches somewhat
inefficient in the study of solids, liquids confined in porous materials or of samples
containing relatively high amounts of paramagnetic ions. In such cases, the effective
spin-spin relaxation times are extremely short, sometimes even comparable with the
dead-time of the detection probe. That, together with the chemical shift and magnetic
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susceptibility artefacts common in such systems, raise significant problems in the ac-
quisition of images. Line-narrowing and multiple-quantum NMR techniques have been
shown to completely or partially solve these particular problems but so far the most
simple and successful approach has been represented by a method initially named Con-
stant Time Imaging (CTI) and which later on became known as Single Point Imaging
(SPI) (Emi85, Gra94).
In SPI all spatial information is obtained by using phase-encoding gradients and
only one point of the total FID is acquired (hence the name of the pulse sequence).
Since the time evolution of the magnetization is not recorded in this particular case
the only relevant influence for the signal distribution is that of the applied magnetic
field gradients (Gra94) and various distortions which commonly lower the quality of
results obtained by classical techniques are not present in SPI images. SPI also avoids
the problem of gradient switching, which is a significant gain when the sample of
interest exhibits relaxation times comparable to the amount of time needed for gradient
switching and stabilization (Emi85, Gra94).
Gx
Gy
Gz
RF
tp
á
Figure 4.1: 3D SPI pulse sequence. A short broadband pulse, α is applied in the presence
of three phase encoding gradients, Gx, Gy, and Gz. Following the encoding time, tp, a
short radio frequency pulse (RF) is applied and one complex point of the signal decay is
detected and recorded.
The simplicity of the pulse sequence is another remarkable feature. After the appli-
cation of a short RF pulse, a complex point of the FID signal is sampled at a fixed time
tp (encoding time). The experiment is repeated while one or more phase encoding-
gradients are incremented (in a typical experiment this is done in a linear fashion but
spiral and conical SPI techniques have been shown to considerably decrease the exper-
imental time with only mild losses of image quality (Bey98a)). Thus, a k space map
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in one, two or three dimensions (depending of the number of gradients used) can be
recorded, k being the reciprocal space vector:
k =
γGtp
2π
. (4.1)
For a Cartesian sampling of the k space, Fourier transformation of the signal s(k) will
generate a spatial map S(r) of the magnetization during the encoding time (Gra94).
S(r) =
∫ ∫ ∫
s(k)e−2iπk·r dk. (4.2)
Due to the Nyquist theorem which relates the field of view Δx and the increment
between each k space measurement, Δkx, the maximum gradient, Gx, needed for mea-
suring nx samples of k space on the arbitrary chosen direction x and the values of the
gradient increment, ΔGx, are given by:
Gx =
πnx
γtpΔx
, ΔGx =
2π
γtpΔx
. (4.3)
Since the RF pulse is applied during the gradient, its duration, tpulse, needs to be
short enough to cover the frequency range imposed by the gradient. The frequency
bandwidth of the pulse, Δν, is approximately the inverse of its duration, both values
being directly related to the maximum gradient value and the spatial extent of the
studied object:
tpulse ≤ 2tp
nx
, Δν ≥= γGxΔx
2π
=
nx
2tp
. (4.4)
The bandwidth of the receiver must satisfy similar requirements. If the pulse length is
too long or the receiver bandwidth is too small, the signal measured at high gradient
values will be attenuated, leading to a lower signal-to-noise ratio (SNR) (Bal96).
4.2.2 Resolution, sensitivity, distortions
Considering that all the pulse sequence parameter requirements are met, the resolution
of an SPI image depends mainly on the spatial extent of the object considered and
on the maximum gradient values that can be employed. A commonly used definition
of the resolution is the full width at half height (FWHH) of the point-spread function
(PSF). The PSF is the Fourier transform of the modulation-transfer function, which
represents the shape of the signal modulation in k space. In SPI, the PSF is given by
the convolution of three terms, one given by the size of the k space sampled (PSFΔk),
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one depends on the magnetization variations as a function of time (PSFt) and the last
one is dictated by the spin diffusion (PSFD) (Gra94). PSFΔk is a sinc function with a
full width at half height of:
dxΔk = 1.21
Δx
n
. (4.5)
Considering the conditions imposed by equations 4.3 and 4.4, the formula presented in
4.5 shows that the resolution decreases with increasing encoding time. On the other
hand, high encoding times lead to significant signal loss due to molecular diffusion
in the presence of the phase-encoding gradients. The attenuation of the signal in k
space depends on the gradient strength and its corresponding Fourier transform is
proportional to the diffusion coefficient D of the sample investigated:
MTFD(kx) = e
−Dγ
2G2xt
3
p
3 = e−
Dγ2k2xtp
3 , PSFdxD ≈ e
−−3x2
4Dtp , (4.6)
where MTF is the modulation transfer function. The diffusion-limited resolution in-
creases with tp as following:
dxD = 1.92 (Dtp)
1
2 . (4.7)
The time dependent term of the point spread function, PSFt, includes all the effects
that the chemical shift, dipolar, quadrupolar or magnetic susceptibility have on the
signal. Since the magnetization is not sampled continuously during its evolution, but
only one complex point is acquired after a fixed interval of time, the modulation transfer
function (MTF) corresponding to the factors mentioned above is constant throughout
the k space and its Fourier transform is a delta function (Gra94). In other words,
although signal loss will occur, the spatial information will not be distorted, as it
usually occurs when using frequency-encoding imaging methods.
While the sensitivity of pure phase-encoding techniques is generally lower compared
to frequency-encoding methods, it has been shown that in case when the spin-spin
relaxation time of the sample becomes comparable to the gradient rise and stabilization
time, tg, the sensitivity of SPI surpasses that of conventional methods, like spin-echo
imaging (Gra94). As the ratio between tg and T 2 increases, the advantage of using
SPI becomes even more obvious and has made this technique the method of choice in
the study of materials that exhibit inherently low spin-spin relaxation time values or
contain paramagnetic impurities.
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4.2.3 Arbitrary intensity and contrast
The signal intensity S of any point of an SPI acquired image is directly related to the
local spin density, weighted by spin-lattice and effective spin-spin relaxation terms and
depends on the excitation angle α:
S(x, y, z) = ρ(x, y, z) e
−tp
T∗2
1− eTRT1
1− cosα eTRT1
sinα. (4.8)
A proper choice of the acquisition parameters, namely the use of an adequately long
repetition time and a very small flip angle α, leads to images weighted only by local
T ∗2 and the true spin density (Bey98a).
S(x, y, z) ≈= ρ(x, y, z) e
−tp
T∗2 . (4.9)
Therefore, by acquiring a series of SPI images with variable encoding time, spatial maps
of T ∗2 can be obtained and be used further on for the correction of the arbitrary signal
intensities leading to a spatial map of the true spin distribution inside the sample.
Further pulse sequence manipulation can introduce relaxation time contrast. If
saturation effects are avoided, spatially resolved T1 and T2 maps can be obtained by
adding preparation pulses before the gradient switching (Pra99). T2 mapping can be
achieved by using either a Carr-Purcell series of pulses or a Hahn echo preparation
sequence in which the echo time is varied. An additional pulse before the gradient
switching stores the T2 encoded magnetization on the z-axis, avoiding signal loss due
to dephasing during the gradient rise and stabilization time, tg. In order to eliminate
T1 relaxation effects that may occur during the T2-encoding sequence, the phase of the
storage pulse is cycled in such a way that the magnetization is alternatively tipped on
the +z and -z axes and recorded with opposite receiver phases (Bey98a).
M+z −M−z = 2M0 e
−tg
T1 e
−2NE TE
T2 , (4.10)
where TE is the echo time and NE represents the number of echoes used in the CPMG
pulse preparation sequence (the signal obtained using a Hahn-echo sequence has a
similar form, being a function of the variable echo time used). The term 2M0 e
−tg
T1 is
constant at each point of the image and the subtraction of alternatively stored signals
k space data leads to a representation of the object weighted only by a pure T2 decay
factor (Bey98a).
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Should the reader of this work be interested in a more detailed presentation of pure
phase encoding imaging methods, an extensive mathematical and physical description
can be found in the articles from which the information presented in this chapter was
extracted ((Emi85, Gra94, Bey98a, Pra99)) as well as in (Blu¨03).
4.3 Materials and methods
4.3.1 Sample preparation and set-up
Cement-in-polymer dispersions were prepared by the procedure described in the previ-
ous chapter, using PVA, PVAc and fine-grained Portland grey cement. The amounts of
organic and inorganic phase were adjusted to obtain, samples with a 70/30 and 60/40
cement/polymer ratios. The cylindrical samples have been immobilized inside stan-
Teflon 
Holders
H O2
Sample
Figure 4.2: Schematic representation of the glass tube containing the hydrated sample.
dard glass tubes (Fig. 4.2), with an inner diameter of 8 mm, in order to ensure that no
movement artefacts due to the gradient ringing affect the image quality. The samples
have been continuously kept in water up to 96 hours during which 1NMR images were
continuously acquired.
4.3.2 1H NMR imaging experiments
The proton NMR imaging experiments have been performed using a 200 MHz Bruker
DSX spectrometer with a standard 10 mm birdcage resonator. The temperature was
controlled with a standard Bruker TC unit and a Pt-Cu sensor. All images were
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acquired using standard 3D SPI sequences. The use of SPI gives the true picture of
the water ingress, provides detailed information about the homogeneity of the samples
and allows for an easy and accurate characterization of the physical changes that occur
upon hydration. The 3D SPI images were obtained with a pulse length of 3 μs, a phase
encoding time tp of 41 μs and a maximum gradient strength of 93 G/cm.
A repetition time of 50 ms allowed the suppression of the free water signal outside
the sample and ensured high contrast in the images. Despite the high gradient am-
plitudes which were employed for the experiments, the short encoding time employed
ensures that the signal loss due to the molecular diffusion caused by the gradients is
negligible.
Fourier transformation of the phase encoded signal produced images with a field-of-
view (FOV) of 10 × 10 × 25 mm and a digital resolution of 78 μm × 78 μm × 195 μm.
The experiments have been performed at 293 K, 303 K, 313 K and 323 K respectively.
The results were evaluated with the Prospa 2.2 software (Magritek Limited, Wellington,
NZ) and Matlab (Mathworks Inc.).
4.3.3 Spin density mapping
As described in section 4.2.3 a proper choice of the acquisition parameters, namely
the use of a long repetition time and a very small flip angle α, reduces Eq. 4.8 to 4.9
and leads to images weighted only by local T ∗2 and the true proton density (Bey98a).
Therefore, by acquiring a series of SPI images with variable encoding time, spatial
maps of T ∗2 can be obtained and be used further on for the correction of the raw signal
intensities leading to the true spin distribution inside the sample.
T ∗2 weighted images with a FOV of 11 mm × 11 mm (raw resolution 16 × 16, zero-
filled up to 64 × 64) were obtained for phase encoding times ranging between 20 μs
and 1000 μs, using a repetition time of 50 ms and a pulse length of 3 μs (corresponding
to α=14◦). The pixel arbitrary intensity decays were fitted using a bi-exponential
function and the resulting relaxation times were used to correct the intensity data in
order to obtain pure spin-density maps.
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4.4 Results and discussions
4.4.1 Physical changes at variable hydration temperature monitored
by 1H NMR Imaging
In the previous chapter, focused on the study of c/p hydration at room temperature,
it was shown, by using multi-nuclear solid state spectroscopy, that samples containing
PVA and PVAc have a completely different behaviour upon exposure to water. In
hydrated PVA dispersions, the water ingress is very fast and the polymer swells be-
fore clinker hydration and the cementitious matrix formation, which leads to extensive
cracking and the dissolution of the sample following the loss of the rod-like shape. In
dispersions containing PVAc the water ingress is slow, while swelling and cracking are
limited. Swelling of the polymer requires prior release of alkaline ions. The presence
of alkaline ions facilitates the saponification process (Wei11) and the reactions of the
organic and inorganic phase take place in a balanced manner that assures the physical
stability of the sample and the formation of a resistant composite matrix.
In order to accurately observe the water ingress, transverse sections of the 3D
images, corresponding to a location in the middle of the cylinder main axis are evaluated
using a custom colour scale on which the 0 value is represented by white and corresponds
to the background surrounding water and the dry polymer signals (both being several
orders of magnitude smaller than the signal of the water inside the sample). As a result,
only the hydrated dispersion is evidenced and the displacement of the diffusion front
towards the center of the circular section is easy to observe.
In the case of dispersions containing PVA, the samples absorb a significant amount
of water and swell considerably in the first few hours. The images recorded suggest that
the amount of swelling is directly related to the hydration temperature (Fig. 4.3 and
4.4). Later on, the formation of significant macro cracks further helps the water ingress
and facilitates the dissolution of the samples. The rod-like shape of the material is
easily lost and the dispersion collapses (images not shown). The increase in temperature
accelerates the swelling and the dissolution processes of the polymer and the process of
crack formation. In order to quantify the physical changes suffered by the samples as
a function of temperature, the sample diameter Φ and the circumference Λ have been
extracted form the images and represented as a function of time and temperature. For a
proper assessment of the direct relationship between the temperature and the swelling
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(a) (b)
Figure 4.3: 2D projections of a 3D transverse section located in the center of the c/p
samples containing 30% PVA acquired after 30 minutes at 293 K (a) and 323 K (b) hydra-
tion temperature. The proper choice of acquisition and processing parameters allows the
suppression of unwanted signals coming from the background, the non-hydrated c/p and
the free water, such that only the hydrated parts of the samples are visible in the images.
The colour scale represents image intensity in artbitrary units.
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Figure 4.4: Evolution of the swelling process for the samples containing 30% PVA re-
flected in the changes in diameter (a) and the increase in swelling rate with the hydration
temperature (b). A data fit of the swelling amount vs. time (a) was performed using
first-order polynomial functions. The swelling rate (b) was estimated by mono-exponential
fitting using the function y = y0+a· exp kΦT , where T represents the temperature and kΦ a
swelling-dependent variable.
of the rod, the initial diameter Φ0 of the dry sample, measured prior to hydration
was subtracted from the values Φ measured as a function of the hydration time (Fig.
4.4(a)).
The evolution of the swelling process follows a first-degree polynomial law with an
increasing slope as the temperature rises. The swelling rate increases from 0.44 mm/h at
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room temperature to 0.89 mm/h at 323 K. Data fitting using a non-linear least squares
procedure (NNLS, performed using Origin Lab software) shows that the increase in
swelling appears to be exponential, characterized by a temperature constant of approx-
imately 9.24 K. This relationship between the swelling evolution and the hydration
temperature can be used for improving the preparation of the fibre-reinforced cement
by controlling the hydration temperature such that optimal swelling and penetration
of the fibre system by the cement/polymer paste is achieved.
In order to obtain information on the crack formation process (which directly relates
to the increase of the c/p surface available to hydration) the sample circumference has
been normalized to the circumference of the intact specimen, Λ0. The images have been
converted to binary form using an adaptive threshold as described in Chapter 3 and the
circumference as a function of hydration time has been determined by automatic pixel
counting. As this representation depends slightly on the size of the matrix acquired, the
estimated crack ratio may be different for different resolutions, but for images acquired
with the same number of pixels the crack ratio represents a useful parameter for a
comparison of the cracking behaviour of the samples under investigation. The results
are presented in Fig. 4.5. As expected, with increasing temperature, the development
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Figure 4.5: Evolution of the crack formation process for the samples containing 30%
PVA, as reflected by the changes in the circumference (a) and the evolution of the time
constant which characterizes the cracking process (b). Fits of the data depicted in (a) were
performed using the function y=1+a· exp kΛT where T represents the temperature and kΛ
the cracking time constant.
of cracks becomes stronger and macro-defects appear at earlier times compared to room
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temperature. The rate of cracking increases from 0.64 h−1 at room temperature to 1.13
h−1 at 323 K.
In the case of PVAc-based samples the first process that takes place is saponification
of the acetate groups. Since this is a heterogeneous reaction, it is considered to be fairly
slow and only after a certain amount of acetate groups is saponified, the polymer starts
to swell. As in the case of PVA, the swelling and the subsequent dissolution allow
water to reach deeper layers inside the sample. As the cement grains are gradually
hydrated, they are subjected to hydrolysis. As a direct consequence, a part of the water
that has penetrated the sample is consumed and the hydrated calcium silicate (CSH)
phases react, leading to the formation of the crystalline cementitious matrix. This
process generates thermal energy which, on one hand, accelerates the swelling and the
dissolution of the polymer and, on the other hand, releases hydroxyl ions that favour the
saponification (Wei11). Usually (i.e. for ordinary cement), the fastest heat liberation
occurs within the first 24 hours, but a significant amount of heat is produced during
the following 3 days (Mae99). The heat generation rate is obviously uneven at different
locations in the sample since the hydration rate decreases from the surface exposed to
water to the center of the cylinder (Mae99) which, in turn, signifies an inhomogeneous
release of hydroxide ions and a spatial variation of the amount of saponified PVAc. Each
of these phenomena follows a different kinetic law (all of them being further on modified
by the temperature variation) and the macroscopic behaviour of the c/p dispersions
is ruled by the ratio of the reaction rates of the individual reactions. The samples
(a) (b)
Figure 4.6: 2D projections of a 3D transverse section located in the center of the samples
containing 30% PVAc acquired after 12 h at 293 K (a) and 323 K (b) hydration temperature.
The colour scale represents image intensity in artbitrary units.
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containing 30% PVAc become gradually saturated with water, with no significant shape
changes occurring, despite increasing temperature. The swelling process is moderate
(up to ≈ 20% of the initial diameter at the highest temperature used) and it seems
that the saponification and the cement hydrolysis take place at comparable rates, which
could account for the stability of the sample.
As the amount of polymer is increased to 40%, the water penetration process is con-
siderably slowed down compared to the sample containing a smaller amount of polymer.
The surface of the sample undergoes crystallization before the water has reached the
center of the sample, a fact experimentally confirmed by 29Si NMR experiments (see
Chapter 3, section 3.3.1). The amount of cementitious powder present at the sample-
water interface is lower, so less alkaline ions are released compared to the previous case,
which leads to a slower saponification reaction, a fact that hinders the displacement of
the absorption/diffusion front and prohibits further layers to react with water. At the
same time, the CSH phases contained in the outer layer crystallize and furthermore
restrict the water transport. At higher temperatures, the outer layer reacts relatively
(a) (b)
Figure 4.7: 2D projections of a 3D transverse section located in the center of the samples
containing 40% PVAc acquired after 12h at 293 K (a) and 323 K (b) hydration temperature.
The colour scale represents image intensity in artbitrary units.
quickly due to the additional thermal energy, but significant cracks appear, probably
due to the fast release of hydroxide ions which accelerate the saponification process
(Fig. 4.7).
The physical changes undergone by the composite are dictated by the amount of
polymer present in the material, as well as the ratio between the quantities of reaction
product of the saponfication reaction - PVA - and its precursor, PVAc. Poly(vinyl
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alcohol) is obtained by the full saponification of poly(vinyl acetate). The OH groups
present at the chain ends as a consequence of the chemical reaction (Fig. 3.1 (b)) lead to
a hydrophilic polymer, which easily swells and dissolves in aqueous environments. This
process does not consume water, but binds water molecules in the hydration sphere
of the polymer (Wei11). In the case of dispersions containing PVA, the polymeric
component is affected by hydration much faster than the reactions of the inorganic CS
phases, leading to a physical instability of the sample, especially at high temperatures.
A quantification of the sample swelling and cracking, similar to the on presented above
for c/PVA has been done and the results are presented in Fig. 4.8 and 4.9. Probably
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Figure 4.8: Evolution of the samples relative diameter as a function of temperature and
hydration time for cement-in-PVAc dispersions with 30% polymer (a) and 40% polymer
(b). Φ represents the diameter measured from the images at chosen hydration times, while
the initial diameter Φ0 was assesed before hydrating the samples.
because of the continuous changes in reaction rate hierarchy, no visible trend can be
noticed in the evolution of the swelling and crack formation, except a faster develop-
ment of both with increasing temperature, as expected. The behaviour of the PVAc
dispersions upon hydration at variable temperatures is mainly attributed to the chem-
ical properties of the polymer. PVAc consists of a 1,3-substituted aliphatic backbone
with an acetate group at every second carbon atom in the chain (see Fig. 3.1 (a)). As
a result, the polymer surface is hydrophobic and does not swell or dissolve in contact
with water but, when exposed to alkaline media, the acetate groups can be partially
or fully saponified to OH groups (Wei11) and the solubility of the resulting copolymer
poly(vinyl acetate-vinyl alcohol) is directly influenced by the degree of saponification.
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Figure 4.9: Normalized circumference of the sample as a function of temperature and
hydration time for cement-in-PVAc dispersions with 30% polymer (a) and 40% polymer
(b). Λ represents the circumference measured from the images at a chosen hydration times,
while the initial circumference Λ0 was assessed before hydrating the samples.
It is widely known that PVAc softens considerably when exposed to heat (Con08) which
makes it more sensitive to the mechanical pressure exerted by the surrounding environ-
ment. Although the reaction product, PVA, is relatively resistant to the mechanical
stress due to the contraction and expansion of the surrounding cementitious matrix
(the stress is dissipated in the polymer chains and the stress concentration at the or-
ganic/inorganic interface becomes relatively low) it looses strength at high moisture
levels (Fri05) and dissolves in water. Thus, with increasing temperatures, part of the
organic content reacts faster than the setting of the cementitious matrix (which, due to
the increased presence of hydrophobic polymer at the dispersion-water interface reacts
slower compared to the previous sample), causing internal mechanical tensions which
lead to the formation of cracks. We consider this to be the main reason behind the
lower stability of the sample containing 40% PVAc compared to the one prepared using
30% PVAc.
4.4.2 Hydration front evolution
As the speed of the water ingress in the samples has, like the swelling process, a
major effect on their macroscopic properties, information about how the presence of the
polymer inside the cement is modifying the water transport should offer an additional
insight into the behaviour of these samples. The sorptivity test - in which one follows the
60
4.4 Results and discussions
evolution of a water front in a porous sample as a function of time - is usually applied on
mature building materials, in which it is assumed that the amount of water consumed by
chemical reactions is negligible compared to the total amount absorbed/diffused during
the test (Loc03). When this is not the case, (i.e. for dry and/or unsaturated samples
like the cement-in-polymer dispersions under study in this work) the displacement of
the water front is a consequence of the superposition of several processes: absorption
due to capillary forces (Loc03), restricted diffusion (Sta07), the fast evolution of the
hydrolysis reaction and the slow hardening of the cement (Ola11). The amount of water
lost and/or gained due to various chemical reactions, as well as the effect of the physical
changes which occur during hydration, have to be accounted for in the estimation of
the apparent hydraulic diffusivity.
The use of NMR imaging to follow fluid transport in porous media has the great
advantage that the displacement of the liquid front can be observed in real time and
measured directly from the images. The water front penetration in a sample can be
represented in two ways: (1) by the distance from the surface of the swollen sample to
the advancing front (directly measured on the images) and (2) by the corrected distance
dc determined by the following formula:
dc = 1/2 ∗ (d0 − dcore) (4.11)
where d0 is the original sample diameter and dcore (measured on the images) is the
diameter of the remaining ”dry” core. In this way, the transport processes alone can be
evaluated by correcting it for the swelling of the sample (Erc96). According to Webb
and Hall (Web91) one can express the time dependence of the distance diffused by a
species as:
〈d〉 = k · tn (4.12)
⇔ log(d) = log(k) + n log(t) (4.13)
where k is a proportionality constant and n is a parameter characteristic for the type
of transport process involved, ranging roughly between 0.5 (case I/Fickian - the water
front displacement is proportional to t1/2) and 1 (case II - the water front displacement
is proportional to t). In order to determine the type of transport that takes place in
both samples, data from the images have been gathered and analyzed under the working
assumption that the apparent diffusion coefficient depends solely on the ratio between
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Figure 4.10: Corrected diffusion distance versus the hydration time (a) and decrease of
the diffusion exponent with the temperature (b) for the samples containing 30% PVA.
the inner and the surface concentration. The values of n have been determined by a non
linear least squares fit of the distance versus time dependence, using a power function
described by Eq. 4.12. The results obtained for the sample containing PVA are depicted
in Fig. 4.10. In the first few hours of hydration, the dispersion prepared with 30% PVA
exhibits a typically Fickian/case I transport process, in which the water front moves
proportional to the square root of time, characterized by a value of n approximately
equal to 0.5. As the temperature is increased and cracks are extensively developed, the
value of n increases to 0.77. The explanation for this transition from case I to anomalous
behaviour is very likely to reside in the exponential increase of the surface exposed to
hydration and the dissolution of the polymer, which modifies the internal structure of
the dispersion. In the case of the dispersions prepared with PVAc, in the first hours of
hydration (while the concentration of water in the sample surface keeps growing), the
water front is poorly defined, making it difficult to accurately quantify its displacement
and obtain a good quality fit. It is, however, clearly visible that the displacement front
evolution deviates from the expected t1/2 dependence and a non-zero intercept (either
positive or negative) suggests the presence of a transport process that is different from
the average behaviour of the material (Loc03, Kau97, Ale99). In the second stage
of hydration, at which the water front is better defined and its displacement can be
measured from the images, the values of n obtained for the sample containing 30%
PVAc range between 0.42 and 0.45. Taking into account the possible errors introduced
by the limits in image resolution and the fit procedure, one can reasonably conclude
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Figure 4.11: Corrected diffusion distance versus the hydration time for cement-in-PVAc
dispersions with 30% (a) and 40% polymer (b).
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Figure 4.12: Diffusion exponent obtained for the second stage of the water ingress process
for cement-in-PVAc dispersions.
that during the second stage of the hydration process the displacement of the water
front follows the expected t1/2 behaviour regardless of the increase in temperature (Fig.
4.12).
For the 40/60 the competition between the hydrolysis reaction and the hardening of
the cement, both strongly influenced by the temperature, also leads to a 2-stage process.
In the beginning, as for the sample containing less PVAc, the ”short-time anomaly”
(Loc03) can be observed in the distance versus time relationship. In the second stage,
as the polymeric films on the surface react and the cement matrix starts to form cracks,
n has higher values, which range from 0.62 at room temperature to 0.88 at the highest
temperature (Fig. 4.12). In the long time regime such a behaviour, leading to a different
result than the one predicted by the t1/2 law established for matured materials, was
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usually attributed to water interacting with unreacted or dehydrated components of the
cement, generating chemical and mechanical processes which narrow the pore throats
and which diminish the connectivity (Hal95).
The difference in behaviour compared to the sample containing 30% PVAc is proba-
bly due to the higher amount of polymer undergoing saponification which causes (espe-
cially at higher temperatures when the reaction is may be accelerated) voids and cracks
to appear and the formation of organic films, that modify the free space available to
water transport. On the other hand, the high curing temperatures considerably modify
the porosity of the cementitious matrix (Kje90) and the material becomes unstable and
prone to mechanical failure during the hydration process.
4.4.3 A model for the time evolution of the relative water amount
4.4.3.1 Experimental spin density maps
While 3D image acquisition with a relatively high resolution allows the on line monitor-
ing of the water front displacement, this approach lacks sensitivity when species with
very short transverse relaxation times are concerned (i.e. water confined in extremely
small pores or physically bounded on surfaces). The water signal which is detected is
weighted by the local T ∗2 and cannot be interpreted quantitatively. This difficulty can
be overcome by acquiring a series of T ∗2 weighted images and using the calculated local
T ∗2 values to correct the signal intensity, as described above in subsection 4.2.3. Con-
sidering of the symmetry of the samples, the local spin density was calculated only for
a selected region of interest (ROI) located on the diameter of the transverse section of
the cylinder, as shown below, in Fig. 4.13. In the case of the sample containing PVA,
Transverse section of the sample
ROI
Figure 4.13: Region of interest considered in the T ∗2 and spin density calculations.
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the swelling and cracking process take place too fast compared to the experimental
time scale, so no reliable spin density maps can be acquired. Concerning the sample
containing PVAc, the hydration time scale - of the order of days - is considerably longer
than the experimental times required for the acquisition of a map (≈ 20 minutes). This
allows for the on line monitoring of the T ∗2 and spin density evolution inside both sam-
ples which offers valuable information about the influence the amount of polymer has
on the water transport at different temperatures. The spin density maps calculated
for the region of interest indicated in Fig. 4.13 are presented below in figures 4.14 and
4.15. The origin of the ROI (0) indicates the surface of the sample exposed to water.
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Figure 4.14: Spin density maps acquired during the hydration of the sample containing
30% PVAc at 293 K (a), 303 K (b), 313 K (c) and 323 K (d).
At room temperature the displacement of the water front proceeds slowly and in
an even manner for both types of samples but at long hydration times one can observe
that the amount of water in the center of the rod is considerably bigger than that in
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the sample containing 40% PVAc (see figures 4.14 (a) and 4.15 (a)). We attribute this
to the smaller amount of cement particles directly exposed to hydration in the case of
the 40% PVAc dispersion, which means a smaller amount of CSH phases that release
the hydroxyl ions that accelerate the polymer saponification.
As the temperature rises, the polymeric component softens and starts to swell,
facilitating the exposure of the cement grains to the action of water. As a higher
amount of hydroxyl ions is released, the saponification reaction is accelerated and the
uptake of water increases considerably. At 303 K, the quantity of water present in the
intermediate region of the dispersions (i.e. located at ≈ 1-1.75 mm from the sample
surface) reaches approximately 75% of the maximum measured value. At 313 K a
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Figure 4.15: Spin density maps acquired during the hydration of the sample containing
40% PVAc at 293 K (a), 303 K (b), 313 K (c) and 323 K (d). The relative positions of
each pixel in the ROI have been corrected as a function of the swelling rates previously
determined.
fast absorption can be observed for the sample containing 30% polymer, the amount
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of water throughout the sample reaching an almost steady value in the first 16 to 20
hours of hydration. The dispersion seems to quickly reach a temporary equilibrium, in
which only a small increase in the water amount can be observed in the region located
in the center of the sample. We assume this is due to the fact that the reactions of
both phases develop at rates similar to the water absorption phenomenon, such that
the amount of water absorbed is more or less equal to the one consumed in the chemical
processes taking place due to hydration. The sample containing 40% polymer exhibits
also a small increase in the water amount close to the center of the sample but no
significant differences can be observed compared to the previous temperature.
At 323 K both samples absorb higher amounts of water in the first few hours of
hydration compared to the previous temperature but later on only a small or moderate
increase can be observed. The fast evolution of the polymer swelling and cementitious
matrix cracking process, which rapidly expose both the organic and inorganic phases
to the action of water, makes it difficult to explain the evolution of the water front.
Even though it is known that higher curing temperatures lead to a higher porosity of
the cementitious matrix (Kje90) (that, together with the significant cracks developed,
would lead us to expect a faster ingress) the presence of the organic phase and the
possible formation of films which may act as barriers to water transport could hinder
the water transport.
At 313 K a fast absorption can be observed for the sample containing 30% polymer,
the amount of water throughout the sample reaching an almost steady value in the
first 16 to 20 hours of hydration. The dispersion seems to quickly reach a temporary
equilibrium, in which only a small increase in the water amount can be observed in the
region located in the center of the sample. We assume this is due to the fact that the
reactions of both phases develop at rates similar to the water absorption phenomenon,
such that the amount of water absorbed is more or less equal to the one consumed in the
chemical processes taking place due to hydration. The sample containing 40% polymer
exhibits also a small increase in the water amount close to the center of the sample but
no significant differences can be observed compared to the previous temperature.
At 323 K both samples absorb higher amounts of water in the first few hours of
hydration compared to the previous temperature but later on only a small or moderate
increase can be observed. The fast evolution of the polymer swelling and cementitious
matrix cracking process, which rapidly expose both the organic and inorganic phases
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to the action of water, makes it difficult to explain the evolution of the water front.
Even though it is known that higher curing temperatures lead to a higher porosity of
the cementitious matrix (Kje90) (that, together with the significant cracks developed,
would lead us to expect a faster ingress) the presence of the organic phase and the
possible formation of films which may act as barriers to water transport could hinder
the water transport.
4.4.3.2 Mathematical model
In order to facilitate the interpretation of the experimental data and possibly explain
the evolution of the water amount in the dispersions as a function of hydration time
and temperature, we employ a simple theoretical model to estimate the relative water
concentration from the experimental spin density maps. To simplify the problem of
water transport in a two-phase material in which both organic and inorganic phases
undergo chemical reactions which, one one side, consume part of the water volume
absorbed and, on the other side, generate water in the form of reaction products, we
start with the following hypotheses:
• The cement powder and the polymer are homogeneously distributed through the
entire cylinder volume.
• Assuming the homogeneity of the dry dispersion, no macroscopic flaws affect the
water transport process.
• The surface concentration varies in time due to physical and chemical phenomena
which take place upon hydration.
• Given the complex physico-chemical processes which affect the materials’s struc-
ture, we assume that there is no stable/regular variation of D with the time-
dependent concentration, C(t).
• The apparent anomalous behaviour is in fact predominantly due to a time-
dependent hydraulic diffusivity.
We consider a long, semi-infinite circular cylinder in which radial water transport
takes place. The concentration dependence of the radius r and the time t is described
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by:
∂ C
∂ t
=
1
r
(
rD
∂ C
∂ r
)
(4.14)
According to Crank (Cra98b), for a solid, homogeneous cylinder of radius r1, the
relationship between the penetrant distribution and the diffusivity as a function of
hydration time is described by:
C =
2
r21
∞∑
n=1
e−Dβ
2
nt
J0(r βn)
J21 (r1 βn)
∫ r1
0
r f(r) J0(r βn) dr (4.15)
where f(r) represents the initial concentration distribution and βn are solutions which
satisfy the equation:
J0(d1 βn) = 0 (4.16)
where J0(x) and J1(x) are the 0 and the 1st order Bessel function of the first kind,
respectively. We consider the initial concentration distribution to be 0 (dry cylinder)
and the surface concentration to be a function of time due to the chemical reactions
(e.g. cement crystallization and polymer saponification) which influence the surface
permeability. The solution proposed by Crank (Cra98b) for a surface concentration
which approaches a steady state C0 as a function of the arbitrary rate constant α:
C(t) = C0 (1 − e−α t) (4.17)
is described by:
C
C0
= 1− J0((αr
2/D)
1
2 )
J0((αr21D)
1
2 )
e(−αt) +
2α
r1D
∑ J0(r βn)
βn J1(r1 βn)
e(−Dβ2nt)
β2n − α/D
(4.18)
Based on the continuous physical changes suffered by the sample due to the the chem-
ical reactions undergone by both organic and inorganic phases (Ola11), we propose a
hydraulic diffusivity which varies in time. For a time-dependent diffusion coefficient,
the solutions of Fick’s law involving a constant transport coefficient can be re-written
as follows.
dT = D(t)dt (4.19)
where
T =
∫ t
0
D(t′)dt′ (4.20)
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equation 4.14 is reduced to
∂C
∂T
=
∂2C
∂r2
(4.21)
The solution presented above for constant D can be used to express the concentration
as a function of radius and the newly introduced time variable T , which is converted
into t by solving Eq. 4.20 for the time interval of interest (Cra98a).
4.4.3.3 Simulated results
The model proposed above was implemented as a MATLAB (registered mark of The
Mathworks Inc.) executable routine, that allows the user to define the time scale of the
water transport process and modify the parameters which define the time dependence of
the apparent diffusion coefficient and the surface concentration. A significant question
that needs to be answered prior to the actual data modelling is referring to the law
according to which the apparent diffusivity depends on time. Typically (i.e. for mature
cementitious materials), when D varies with time, a power law is considered to be an
adequate expression of the D(t) evolution (Loc03), as follows:
D = D0t
−p (4.22)
where usually 0 < p <= 1. Simulations based on equations 4.17 and 4.22 are pre-
sented below, in Fig. 4.16. While the correspondence with the results obtained at room
temperature is satisfactory, the correlation decreases considerably with increasing tem-
perature, the power law model completely falling to reproduce the low experimental
concentration values obtained in the short time limit and overestimating the ones mea-
sured at long hydration times close to the center of the sample. Figure 4.17 presents the
best results obtained using the power law model. For both samples the apparent diffu-
sion coefficients decrease with hydration time, the decrease taking place very fast in the
first few hours and then considerably slower at longer hydration times. As expected,
the average values of D are higher for the sample containing less PVAc. Concerning
the variation of the surface concentration, for the sample prepared with 30% PVAc, the
values of α decrease with increasing temperature, probably due to the faster water pen-
etration and subsequent cement hardening. For the dispersion containing 40% PVAc,
the values of α are sufficiently high to ensure that the surface concentration reaches the
maximum value in the first few hours of hydration and, similar to the previous case, α
becomes smaller with increasing temperature.
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Figure 4.16: Comparison between experimental (a and c) and simulated (b and d) re-
sults of water absorption for the sample containing 30% PVAc at 293 K (top) and 323 K
(bottom).
In order to able to reproduce the anomalies encountered in both short and long time
limit, we have considered a different shape for the law characterizing the time depen-
dence of the apparent diffusion coefficient. The model presented above has been shown
to give excellent results when applied on matured materials, but we can reasonably
expect that a cementitious materials which continuously undergoes physico-chemical
changes will have a radically different behaviour. In such a case, the values of the
apparent D reflect not only pure diffusional processes, but also water consumption by
chemical reactions and restricted transport due to the formation of organic/inorganic
interfaces, which act as barriers. Based on the experimentally proven exponential evo-
lutions of reactions taking place in both organic and inorganic phases (Ola11), we have
tested a theoretical model based on an exponential evolution of the apparent D with
time, as described by equation 4.23:
D = D0 e
t (4.23)
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Figure 4.17: Top: Time dependent apparent diffusion coefficients for the samples con-
taining 30% PVAc (a) and 40% PVAc (b). Bottom: Temperature dependence of the
parameters p (c) and α (d) describing the time dependence of the diffusion coefficient and
of the concentration, respectively.
At low temperatures, the model provides very good results, even at long hydration
times. The data was modelled assuming an outer concentration which approaches the
maximum in the first 4 to 12 hours and apparent diffusion coefficients that strongly
depend on time and temperature due to the water consumption by chemical reaction
and the slow cementitious matrix hardening. The time interval considered ranged
from 1 to 24 hours of hydration, a period in which one can safely assume that the
cement crystallization does not render the surface of the rod completely impermeable
to hydration and no inner macroscopic voids generated by internal tensions do not affect
the process of water penetration. The best correlation between the model and the spin
density maps was obtained for the data recorded at room temperature, represented in
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Figure 4.18: Comparison between experimental (a and c) and simulated (b and d) results
of water absorption at 293 K for the samples containing 30% PVAc (top) and 40% PVAc
(bottom).
Fig. 4.18.
0 6 12 18 24
1E-4
1E-3
0.01
0.1
1
 293 K
 303 K
 313 K
 323 K
D
ap
p 
[m
m
2 /h
]
t [h]
(a)
0 6 12 18 24
1E-4
1E-3
0.01
0.1
1
D
ap
p 
[m
m
2 /h
]
t [h]
 293 K
 303 K
 313 K
 323 K
(b)
Figure 4.19: Calculated time-dependent apparent diffusion coefficients for the samples
containing 30% PVAc (a) and 40% PVAc (b).
For higher temperatures, in order to reproduce the experimental data obtained for
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the sample containing 30% polymer,  was increased to account for the change due to
higher temperatures (Fig. 4.20 (a)), leading to an increase of the apparent D, from
a fast decay at 293 K, to a very slow growth at 323 K (see Fig. 4.19 (a)). The
evolution of the concentration values at the surface, characterized by α was modelled
as a function of the temperature, to account for the possible changes in the rates
of hardening and saponification at the water-cement interface due to the additional
thermal energy brought in by heating (Fig. 4.20 (b)).
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Figure 4.20: Time constants describing the apparent diffusion coefficients (a) and con-
centration (b) variations as a function of temperature and polymer amount.
In the case of the sample containing 40% polymer, the images show that a transport
barrier is formed by the crystallization of the cementitious matrix, such that with
increasing temperatures, the water ingress proceeds at first very fast (the first stage
of the absorption process being characterized by a t1/2 dependence) and considerably
slower later on, in spite of the considerable swelling and cracking which develop (as
was shown in the previous section, the second stage of the diffusion process appears to
be characterized by values of n in the range of anomalous behaviour).  decreases with
increasing temperatures, such that, even though all apparent diffusion coefficients follow
exponential trends, the rate of decay decreases as the temperature becomes higher (see
Fig. 4.19 (b)). In this case, probably due to the time scales of the cement hardening
and the reaction of the organic phase, there was no relation found between α and the
increase in temperature.
When modelling data obtained at higher temperatures, the simulations predicting
higher values than the experimental data for the water amount in locations close to
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Figure 4.21: Comparison of experimental (a and c) and simulated (b and d) results of
water absorption at 323 K for for the samples containing 30% PVAc (top) and 40% PVAc
(bottom).
the center of the sample (Fig. 4.21). This is attributed this difference to the cement
hardening and to polymeric film formation, which in reality restrict the water trans-
port process in a gradual manner function of the distance to the hydrated surface.
Since the model does not include variations of the sample surface due to cracking, nor
a spatially dependence of the apparent D that could account for the inhomogeneous
distribution of the hydrated and not hydrated phases and the water consumption by
chemical reactions, the correlation between theoretical and experimental data is highest
at the sample surface and decreases towards the upper limit of the region of interest.
A simple alternative closer to real conditions would be a two-layered cylindrical sys-
tem in which the layers would correspond to the reacted and unreacted part of the
material and, in consequence, have different diffusion coefficients and the inclusion of
strong local pressure gradients that affect the water transport. However, this would
imply an considerable increase of the time required for computation and making further
assumptions such as the relative thickness of the two layers.
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Considering the errors introduced by the 2D averaging of the cylinder and the
cracks on the surface, which were not included in the model, together with the limits
introduced by image resolution, the correlations obtained between experimental and
theoretical data are satisfactory and we are confident that the simple model we use here
is able to give a more than reasonable estimation of the relative water concentration
as a function of hydration time and temperature. However, the inclusion of a spatial
variation of the apparent D is a necessary next step in the theoretical characterization
of these complex building materials.
4.5 Conclusions
In this chapter 1H SPI was successfully applied to investigate the behaviour upon
hydration at variable temperature of cement-in-polymer dispersions containing poly
(vinyl alcohol) and poly (vinyl acetate). The use of the 1H SPI imaging technique has
allowed a real time non-invasive monitoring of the water ingress inside the dispersions
and has ensured the sensitivity necessary for the observation of the physical changes
suffered by the samples and the evolution of the diffusion front at temperatures up to
323 K.
The results clearly show that the type of polymer as well as the amount used for the
preparation of the samples has a great impact on their behaviour during hydration. The
completely different response of the samples is attributed to the competition between
the swelling speed, sorption speed, and speed of the CS hydration, which are, in turn,
very sensitive to the temperature at which the hydration process takes place. We
found that in the case of the dispersions prepared with PVA, the water ingress and the
swelling of the organic phase take place extremely fast, which leads to the collapse of
the dispersion as a direct consequence of the dissolution of the organic phase. As the
hydration temperature is raised the swelling rate and the crack formation process are
furthermore enhanced in a linear fashion.
For the samples containing PVAc the hydration process takes place apparently in
two steps. At the beginning the samples take up water but the displacement of the diffu-
sion front is weak and poorly defined so probably a large amount of the fluid molecules
are involved in the saponification and hydrolysis reaction of the outer layer. In the
second step, after a fraction of the organic component has already been converted into
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PVA and the clinker has reacted, releasing hydroxide ions, the diffusion front moves
steadily towards the inner layers of the rods. The overall behaviour of the dispersions
is dictated by the cement/polymer ratio. In the rods containing 30% polymer the
reactions of the organic and inorganic phase appear to take place in an equilibrated
manner. Dispersions prepared using 30% PVAc have been previously proven to have su-
perior mechanical properties (Wei09) and they appear now to also exhibit a satisfactory
stability upon hydration on a relatively wide temperature scale.
When a higher amount of polymer is used in the preparation, the samples exhibit
a higher resistance to water penetration at lower temperatures and suffer considerable
swelling and cracking at high temperatures. We attribute this to internal tensions
created by the structural differences which appear in short time intervals between the
superficial layer of the rods and the remaining dry core. While the surface has rapidly
reacted with the water molecules and formed a rigid porous structure, possibly con-
taining macroscopic voids left by the PVA molecules which interacted with water, the
internal layers still contain cement grains and soft and flexible polymer molecules.
The acquisition of T ∗2 weighted images has allowed us to obtain spin density maps of
the water inside the sample. Since chemically bounded water involved in the crystalliza-
tion processes has transversal relaxation times beyond the lower limit of detection, the
maps represent the spatial distribution of the pore water and its dynamics as a function
of time and temperature. Furthermore, we propose a simple theoretical model, based
on time-dependent apparent diffusion coefficients and surface concentrations that can
be used to qualitatively asses the evolution of the water amount inside the sample and
explain the two-step transport process, together with deviations from the expected t1/2
due to the effects of temperature and polymer amount.
To the best of our knowledge, this is the first time when the physical changes
suffered by cementitious PVAc and PVA dispersions during hydration at variable tem-
perature, as well as the water ingress and the evolution of the spin density have been
characterized and modelled. We believe that the approach we use here is able to of-
fer extremely valuable information for the further development of the preparation and
curing procedures of such materials.
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5NMR Exchange Relaxometry of
Diffusion and Advection in a
Model Porous System
5.1 Introduction
5.1.1 Multidimensional correlation NMR relaxation experiments
Within the last decade multi-dimensional correlation analysis benefited significantly
from advances in post-processing algorithms and efficient storage hardware, and ul-
timately became a conventional tool for non-invasive analysis of molecular structure
and dynamics. NMR relaxation and diffusion exchange experiments are used to study
geometry and diffusive transport in various heterogeneous materials, NMR relaxome-
try having been proven to be particularly suitable for characterizing partially or fully
saturated porous media in which the fluid’s relaxation times strongly depend on the
pore-space geometry. In recent years, relaxometry experiments have been successfully
employed for the study of the pore structure of building materials (McD05), the hy-
dration and degradation of food industry products (God03), chemical and biological
systems (Son05), and for investigation of fluid dynamics in sand, soil and various rocks
(Mit09). Post-processing of the data was considerably simplified by the development
and implementation of a fast inversion algorithm that solves a particular class of Fred-
holm integrals (Son02).
Important advances in the field include the use of pulsed field gradients and co-
herence selection in order to reduce the experimental time (Mit09). As all multi-
dimensional correlation experiments, exchange relaxometry and diffusometry measure-
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ments are tediously long due to the necessary repetition for various evolution times.
Furthermore, conventional relaxometry techniques were extended by coupling one or
two Laplace dimensions to a Fourier dimension. This enables the spatial localization
of different spin species and, as a consequence, provides information on permeability,
tortuosity and molecular displacement of specific sub-populations within the sample
(Was07). Moreover, the extraordinary development of portable and inexpensive low
field hardware (Eid92a, Dan09) together with new experimental protocols for strongly
inhomogeneous fields (Hu¨r02) have allowed on-site studies of porous media. Relaxom-
etry is now readily available for well logging or real-scale soil physics (Blu¨11).
5.1.2 Measuring fluid transport in porous media
Quantitative and qualitative analysis of fluid transport in porous media is of major
importance in numerous fields. Understanding fluid motion in heterogeneous porous
structures is an essential preliminary step for any investigation of perfusion and fil-
tration processes in biological structures, multi-phase chemical reactions and catalysis,
degradation of building materials or liquid dynamics in soils.
Based on the Pe´clet number various transport regimes can be distinguished ranging
from advection dominated flow (Pe  1) to displacement based on pure self-diffusion
(Pe  1). For the study of flow at moderately high Pe´clet numbers (Pe ≈ 101 − 105)
various approaches have been proposed: FLASH for 2D and 3D imaging of liquid
distributions at Pe ≈ 101−102 (Ana05), EPI-based techniques for 3D velocity imaging
of unsteady-state flows (Gui91, Sai05) (Pe ≈ 102), PFG-based techniques for flow
imaging, average propagator analysis, dispersion measurements and velocity exchange
spectroscopy (Sey97, Cal01, Kop03) for Pe ≈ 101 − 105.
In the diffusion limit (Pe  1) by PFG-based methods, studies of porous media
have successfully been conducted to obtain information about the pore size distribution
and the geometry of the pore network (Sey97). Single and double PGSE experiments
exploit the diffusive diffraction phenomenon (Cal91a) due to which the signal atten-
uation curves are affected by the pore geometry. They prove to be very effective in
determining the pore size in ordered, confined geometries. Their main disadvantage
however is the need for dedicated hardware, usually home-built systems, that can gen-
erate ultra-high intensity pulsed magnetic field gradients to resolve small pore sizes
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(Nes07, Gal01). As an alternative to sophisticated hardware one can use the field in-
homogeneities generated by magnetic susceptibility differences of the hydrated porous
medium itself (Son10). Callaghan and co-workers successfully exploited the field inho-
mogeneity to observe molecular migration of water molecules by means of 2D Fourier
exchange spectroscopy (Bur09) and later added a propagator dimension for spatial
localization (Bur10).
In a transitional flow regime the characteristic length scale for advection is com-
parable to the characteristic length scale of diffusion (Pe ≈ 1). Information on these
directional slow flow situations is of vital importance e.g. for oil recovery and in soil
science. Velocities as low as the ones that frequently occur in soil during rain (≈ 1-5
ml/hour) or in oil well flooding (≈ 2 ml/h) are very difficult to address using classical
MRI velocimetry due to the high gradient values that would be required and due to
surface relaxation and susceptibility differences (Hom10). Methods based on measuring
the diffusion constant on one hand and displacement imaging on the other hand may
lead to ambiguous results due to the complexity which arises from the pore structure
(Dus97). Pure phase encoding methods have been proposed by Balcom and co-workers
for slow flow in porous media (Li09), but their approach likewise implies the use of
dedicated hardware.
In this work, we systematically investigate the effects of slow flow in bead packs
using conventional exchange relaxometry experiments performed in static conditions
and at different volumetric flow rates. Using a home-developed mathematical model
based on a discretization of the sample volume into relaxation sites, the experimental
data is analysed in therms of the application-oriented formalism, yielding insight into
the origin of the observed slow-flow signatures.
5.2 Materials and methods
5.2.1 The T 2-T 2 exchange pulse sequence
The pulse sequence (Fig. 5.1) consists of a first CPMG echo train of n1 180
◦ pulses.
The number of pulses is incremented in a logarithmic fashion, such that in the initial
period of fast signal loss more data points are available and the overall decay rate
reconstruction shows a higher accuracy. This first echo train encodes the different pop-
ulations by means of their spin-spin relaxation times (encoding period, t1). In order to
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establish a period of free evolution, the T 2 encoded transverse magnetization is stored
along the B0 field axis using a 90
◦ pulse, hence the spins will experience longitudinal
relaxation only. This evolution period is also called the mixing time (tm). The signal
is finally recorded using a second CPMG train composed of n2 180
◦ pulses (detection
period, t2). The time domain signal is processed using a fast inverse Laplace transfor-
t1  t  m t2
180°  
 90°
n  pulses1 n  pulses2
180°  180°  
 90°
180°  
 90°
180°  180°  180°  
Figure 5.1: Pulse sequence used in the relaxation-exchange experiment. The number n1
of pulses in the encoding period, t1, is logarithmically incremented in N steps up to the
number n2 of pulses used in the detection period, t2.
mation algorithm, resulting in a two-dimensional map of the T 2 species. Molecules that
stayed within a similar relaxation environment for the duration of the experiment will
appear as an ideally correlated signal on the main diagonal. Molecules that migrated
into a different environment will experience different relaxation times in encoding and
detection periods and consequently generate off-diagonal peaks in the T 2-T 2 map.
Although the experiment is simple, the interpretation of the data is complicated as
the durations of the two CPMG trains used for spin tagging and subsequent detection
are often comparable to or even longer than the mixing time tm. In this case the
simple approximation of assuming that diffusive and advective pore to pore exchange
only take place during the evolution period does not hold, and interpreting the results
becomes a complicated and ambiguous task. The complexity of the problem increases,
when moving from a model two-site exchange system to a real one, in which multi-
site exchange is very likely to occur. It has been recently pointed out that in the
case of multi-site exchange the effect of longitudinal relaxation leads to asymmetric
exchange maps and the attenuation or even the disappearance of some of the signals
(Lan10). Moreover, the ill-conditioned nature of the multi-exponential inversion used
in the data processing poses additional problems in the interpretation of the results
e.g. the ”pearling effect” (Cal04) (see section 5.2.3). Model development and computer
simulations are therefore an essential next step for correct data interpretation (Lan10).
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5.2.2 Experimental setup and parameters
All the experiments have been performed using a home-built Halbach magnet (9.6 MHz
1H frequency) equipped with a 10 mm solenoidal coil and controlled using a MiniSpec
Bruker Spectrometer. Soda lime glass beads with nominal diameters between 196 and
212 μm were packed in standard open-end NMR tubes (10 mm o.d, 8 mm i.d). The
tubes were cut and glass filters were added at the bottom ends to allow fluid transport.
A pressure gradient was created using a pulseless external gear pump (Fig. 5.2). 1D
CPMG and 2D T 2-T 2 experiments were performed at volumetric flow rates ranging
from 0 to 700 ml/h. To minimize the effect of internal gradients, both the T 2 encoding
Figure 5.2: a) Halbach magnet and pump used in T 2-encoded flow experiments (inset -
top view of the Halbach rings) and schematic of the probe
and detection were performed with a fixed echo spacing of TE = 300 μs and using 36
logarithmically spaced encoding times ranging from 300 μs to 1.8 s. In order to avoid
large longitudinal relaxation effects, the mixing time was varied between 0 ms and 250
ms, considerably smaller than the lowest measured T 1 value. A long recycle delay (7
s) was employed to ensure that the results are not affected by heating effects of the RF
coil.
5.2.3 The Inverse Laplace Transformation algorithm
By means of a Tikhunov regularization the ILT post-processing algorithm overcomes
well-known problems of the non-negative least squares fit, such as ambiguity in the
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results. This is of special importance in the presence of finite noise (Son10). In or-
der to reduce the computational size of the problem, the regularized linear system is
reduced by singular value decomposition. Finally, the 2D data are converted to 1D
and processed using a fast Laplace transformation algorithm. Although the presented
algorithm has been a major breakthrough in processing exchange relaxometry data, it
still does not solve all issues of this very ill-conditioned inverse problem. The resolution
is limited by the exponential growth of the complexity, and small features in the results
are hard to separate into ’real’ signals and ’algorithmic’ artefacts.
5.2.4 The Halbach magnet design
Commonly NMR analysis is conducted using high field superconducting magnets, which
offer a high field homogeneity, suitable for chemical structure and dynamics studies or
material and medical imaging. However, since in such magnets the strength of the mag-
netic field is dependent on the size of the superconducting coil, high field spectrometers
are bulky and extremely expensive to produce and to maintain. In the recent years
more and more attention has been focused on designing portable NMR/MRI instru-
ments made from permanent magnets, which can be used on-site, do not require any
maintenance and are relatively cheap to manufacture. Among the many geometries
proposed, the Halbach magnets are composed by (magic) rings made out of permanent
magnets which form an empty-bore cylinder that generates a magnetic field parallel to
the transversal section of the magnet. Due to the field orientation a solenoidal coil can
be placed on the main axis of the cylinder and used for excitation/detection (Rai04).
The optimum magnetic field in terms of homogeneity can be obtained if the polar-
ization varies continuously along the circumference of the cylinder. However, since this
is not achievable in practice, the Halbach array has been proposed as a discrete ap-
proximation of the Halbach magnet (Rai04, Dan09). The most convenient and simple
manner of discretization is to build the Halbach array out of two rings of identically
shaped magnet pieces (Mandhala array (Rai04)), separated by a gap with the length
calculated in such a way that the axial field distortions caused by the finite length of
the magnet are cancelled out (Dan09). The construction of such devices is extensively
described elsewhere ((Hal80, Rai04, Dan09)) and only a short description will be given
here to help understand the interpretation of results and mathematical models pro-
posed further on. According to (Rai04), the magnetic flux through the surface of a
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(a) (b)
Figure 5.3: Schematic representation of a Halbach array.
circle in which a homogeneous field is contained depends on the transversal and normal
components of the magnetization: M = M0
(
Mt
Mn
)
= M0
(
sin θ
cos θ
)
where θ = 0...2π.
Hence, for a homogeneous dipolar magnetic field inside the array, the magnetization
direction of the ith magnet is γi = 2βi where βi is the angle between the magnet center
and the direction of the field B0 (Rai04).
After scaling the magnet size according to the optimum, most dense, arrangement,
one can calculate the coordinates for each magnet piece. Even though one could, in
theory, obtain in such a way a perfectly homogeneous field in the inner bore of the
Halbach cylinder, in practice the field homogeneity is lower than the calculated value
due to small errors in positioning the individual magnet pieces and inherent magnet
imperfections (Rai04, Dan09).
5.3 A model for the signal evolution
5.3.1 Signal transport and diffusion
Consider a saturated porous medium of volume V . The magnetization vector M ≡
(Mx(x, y, z, t),My(x, y, z, t),Mz(x, y, z, t)) is a function of space (x, y, z) and time t.
In the presence of advection and diffusion the magnetization evolves according to the
Bloch-Torrey equations (see (Cal91b)).
∂
∂t
M + v · ∇M = γM × B + R (M − M0) + DM . (5.1)
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Here, v = (vx, vy, vz) is the flow velocity, B = (Bx, By, Bz) stands for the apparent
magnetic field, R is the tensor of relaxation rates, and D denotes the diffusion constant.
M0 denotes the magnetization vector at equilibrium.
Self-diffusive processes within the pore structure then happen on the diffusion time
scale tdt ≡ L2/D, in which L is a characteristic pore diameter. This implies the scaling
t = tdt t˜ x = Lx˜ y = Ly˜ z = Lz˜. (5.2)
Typically tdt is of the order of seconds and hence defines a much longer time scale than
the one defined by the precession period.
In order to formulate a mathematical model for relaxometry experiments it is con-
venient to focus on the evolution of the envelope M¯ ≡ |Mx + iMy |. In the scaled
variables the Bloch-Torrey system transforms into the following equation for the signal
envelope.
∂
∂t
M¯ = −Pe ev ∇M¯ − Nr M¯ + M¯.
In this expression Pe denotes the Pe´clet number, defined as the ratio of advection and
diffusion length scales L |v| /D. ev is the normalized velocity vector and indicates the
flow direction. Nr stands for the non-dimensional relaxation time L
2/(DT2).
5.3.2 Vanishing diffusion limit
Neglecting diffusion and assuming unidirectional flow along the y-axis (ev = (0, 1, 0)
T )
results in
∂
∂t
M¯ = −Nr M¯ − Pe ∂
∂y
M¯. (5.3)
An ideal 90◦ pulse rotates the magnetization vector in the xz transversal plane without
a significant loss in magnitude. The evolution of M¯ after excitation is then determined
by the solution to (5.3) with respect to the initial condition M¯(x, y, z, 0) = M¯0(x, y, z),
hence
M¯(x, y, z, t) = M¯0(x, y, z − Pe t) e−Nr t (1+
PeNr
2
t ∂y N
−1
r ). (5.4)
Since N−1r ∝ T2, it is obviously a variation of the relaxation time in flow direction that
causes a change in the decay rate. If the T2 distribution is the same in every transverse
slice of the probe, the bulk signal of a T2 − T2 relaxation experiment can be written as
a function of encoding time t1, mixing time tm, and detection time t2:
M¯(t1, tm, t2) = (ycoil − Pe t∗)
∫
M¯0(x, z) e
−(t1+ t2) / T2(x,z) e−tm / T1(x,z)dxdz, (5.5)
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in which ycoil = ymax − ymin is the (dimensionless) detection range of the coil and
t∗ = t1 + tm + t2. One clearly sees that the bulk signal decay is decomposed into an
outflow contribution ycoil − Pe t∗ and the decay due to apparent T2 relaxation in the
cross-sectional plane.
5.3.3 Relaxation sites
In order to derive a mathematical model for both, diffusive and advective transport, we
follow a numerical approach and decompose the sample volume V into N subvolumes
Ci, i ∈ {1, ..., N}. We refer to subvolume Ci as the ith relaxation site (see Fig. 5.4).
Figure 5.4: Schematic of the relaxation site discretization. Left: T2 probability distri-
bution. Right: heterogeneous structure with varying T2 values within the fluid matrix.
A discretization of the probability distribution implies a corresponding pore structures by
considering isovolumes.
We furthermore define ci := |Ci | /V as the relative fraction of the volume taken
up by relaxation site Ci within the bulk volume. By definition these fractions sum up
to one, hence
∑
i ci = 1. The magnetization associated with relaxation site i is then
given by the integral
M (i)(t) =
∫
Ci
M¯(x, y, z, t) dV. (5.6)
The bulk magnetization of the whole sample is given by the signal sum over all relax-
ation sites
∑
iM
(i)(t).
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5.3.3.1 Discrete signal evolution
Integrating equation (5.5) over Ci and transforming volume into surface integrals by
applying Gauss’ theorem, an evolution equation for the magnetization at relaxation
site i is given by
d
dt
M (i) = −
∮
∂Ci
PeM¯ev · ni dσ − N (i)r M (i) +
∮
∂Ci
∇M¯ · ni dσ. (5.7)
The first term on the right hand side summarizes advective surface fluxes, the second
term denotes decay due to apparent transverse relaxation. The third term stands
for diffusive fluxes across the boundaries of relaxation site i. However, the formal
simplicity of this equation is misleading as the explicit domain of relaxation site Ci and
its boundary are not known. Still we can write the evolution of the signal concisely by
defining the magnetization vector M =
(
M (1), ...,M (N)
)
. Simultaneous evolution of
all relaxation sites on a discrete level is then given by a system of ordinary differential
equations.
d
dt
M = (R − K − Ad)M + a0. (5.8)
R denotes the diagonal relaxation matrix of non-dimensional decay rates and is defined
according to rii = −N (i)r and rij = 0. K stands for the kinetic exchange matrix, Ad for
the dispersion matrix and a0 for the outflow vector. The specific form of K, Ad, and
a0 relies on the particular discretization of the surface integrals involved and will be
discussed in the following subsections. In the absence of dispersion and outflow equa-
tion (5.8) has the same general structure as the Hahn/Maxwell/McConnell model for
exchange spectroscopy (Kim97). It has been applied and analysed with respect to re-
laxation exchange in (Lan10). The innovative part in this work is to consider advection
within a mathematical model for signal evolution of a relaxation site discretization.
5.3.3.2 Exchange and dispersion matrix
The diffusion related surface integral is decomposed into the sum of pairwise diffusive
exchange of the sites i and j, namely∮
∂Ci
∇M · ni dσ =
∑
j =i
∮
∂Cij
∇M · nij dσ. (5.9)
Here, ∂Cij is the boundary between Ci and Cj . The magnetization gradient across
the boundary is approximated by the concentration difference of magnetized nuclei of
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relaxation site i and j divided by the average distance between both, denoted by aij .
The concentration of magnetized nuclei within relaxation site i is given by the quotient
of M (i) and the relative fraction of the corresponding relaxation site within the bulk
volume, ci.
∇M (i) · nij = 1
aij
(
M (i)
ci
− M
(j)
cj
)
(5.10)
To keep things simple we assume that aij ∝ acicj , indicating that the average distance of
two relaxation sites increases when the relative fraction of both of the sites decreases.
The discretized surface integral then yields the exchange matrix K=(kij)
N
i,j=1, defined
according to kij = k ci/a for i = j and kii = −k (1− ci) /a for i = j, where k is a non-
dimensional constant. Dispersion perpendicular to the flow direction has a diffusion like
effect on the signal. We therefore assume Ad = CdPeK with the dispersion parameter
Cd.
5.3.3.3 Outflow vector
In order to quantify the effects of outflow on the signal evolution we have to compute the
transport across in- and outflow boundaries. If the relaxation sites are equally spread
throughout the sample, a cylindrical probe of radius d implies |∂Ci,in| = |∂Ci,out| =
ciπd
2. The advective transport across the boundary ∂Ci is hence given by∮
∂Ci
PeMev · ni dσ = −Peπd2 ciM (i). (5.11)
This defines the outflow vector a0 = −Peπ d2
(
c1M
(1), ..., cNM
(N)
)T
. Figure 5.5
illustrates the effects of superimposing relaxation, diffusion and/or advection.
5.4 Results and discussions
When analysing the relaxation exchange 2D maps obtained by inverting the time do-
main data recorded on the glass bead pack system under flow, several interesting fea-
tures can be observed. With the flow rate increasing from the equivalent of light to
heavy rain, the signature of relaxation exchange from water-saturated sand maps varies
dramatically, showing first enhanced exchange between different sites compared to the
static system, a tilt of the diagonal distribution around a pivot point and a collapse
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(a) (b)
(c) (d)
Figure 5.5: Simulations of exchange maps: using no diffusive or advective effects (a),
including only diffusive effects (b), including only advection effects (c), and including both
diffusive and advective effects (d). Evolution time: 225 ms, characteristic T 2 = 700 ms.
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of the distribution into a single signal at faster flows. The derived mathematical the-
ory suggests that the signal collapse is caused by signal loss due to outflow from the
sensitive region of the receiver coil and independent of diffusion. The second and third
observation are a result of the diffusion length scale being in the same range as the
advection length scale.
In order to compare experimental results and the developed theory, simulations were
carried out. Based on a discretization of a zero flow T2 distribution into 100 relaxation
sites, the ordinary differential equation (ODE) system (5.8) was solved by means of
a fourth order Runge-Kutta scheme. During the encoding and detection periods the
system evolves under the influence of T2 relaxation as well as advection and diffusion.
During the mixing time the magnetization is stored in equilibrium direction. In this
period the T2 relaxation is ”switched off” in the simulations, and the system evolves
under T1 relaxation, advection and diffusion. By integrating the equation numerically,
further assumptions on the presence of advection and diffusion during encoding and
detection periods are avoided. The results are subsequently computed according to
the parameters of the pulse sequence and the simulated data are processed in a sim-
ilar manner to the ones obtained experimentally. The simulation results are in good
agreement with the diffusive exchange, the signal collapse and the translation towards
smaller decay rates and will be discussed in detail in the next subsections.
5.4.1 Diffusive exchange in a glass bead pack
After each experimental series, a 1D CPMG and a set of 2D T2 - T2 relaxation exchange
experiments were performed in the absence of flow and used as references in the data
analysis. The CPMG decay recorded in the absence of flow has been fitted using a
typical NNLS method and the result reveals the presence of three apparent T2 popula-
tions, centred around 316.8 ms (TA2 ), 118.5 ms (T
B
2 ) and 20.6 ms (T
C
2 ). A correlation
between the apparent T2 values and distinct relaxation sites within the porous medium
is difficult to establish. While the variations in bead diameter and the different pore
sizes at the bead pack/glass tube wall interface may be a cause for the detection of
several distinct populations, possible artefacts generated by different mechanisms of
water transport (i.e. diffusion due to internal field gradients, water drainage) also need
to be considered. The ILT of the time domain signal is presented in Fig. 5.6.
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Figure 5.6: T 2 distribution obtained by inverting the 1D CPMG time data.
The three populations are also present in the 2D relaxation time maps obtained
by inverting the data using the ILT algorithm, but even for small evolution times
TC2 is difficult to detect, probably due to signal loss occurring through longitudinal
relaxation (Fig. 5.7 (a)). Despite the signal loss, exchange peaks can be observed
between the TB2 and T
C
2 populations even when the fastest decaying component can no
longer be detected in the exchange maps (Fig. 5.7 (b)). It has been previously shown
through both experimental methods and computer simulations, that this phenomenon
may occur in the case of multi-site exchange (Lan10). The diagonal distribution appears
to be slightly skewed, probably due to the drainage of the excess water left in the system
after performing the experiments under flow conditions and to molecular diffusion in
the presence of the internal field gradients generated by the magnetic susceptibility
differences at the glass-water interface during the detection period.
At slow flow the slowest decaying T2 population (A) appears to exchange with
distributions TB2 and T
C
2 , giving rise to additional exchange peaks, which were not
previously visible in the maps recorded for the saturated system under static conditions.
While component TC2 is less prominent compared to the results obtained for the zero
flow condition, the faster decaying part of the diagonal T2 distribution (B) appears
initially as a separate peak located at a slightly lower average T2 value compared to the
static system (Fig. 5.7 (c)) and disappears at longer evolution times, due to T1 decay
(Fig. 5.7 (d)).
A simulation based on a discretization of the T2 probability distribution into 100
relaxation sites shows a similar qualitative behaviour (see Fig. 5.8). The three popula-
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(a) (b)
(c) (d)
Figure 5.7: Relaxation-exchange maps recorded under static conditions (top) and flow
at Pe ≈ 0.2.
tions used as input for the simulations are visible in the map acquired for an evolution
time equal to 0. As tm is increased, the T
A
2 and T
B
2 populations collapse into a sin-
gle peak and diffusive exchange can be clearly distinguished. As the mixing time is
increased the amplitude of the cross peaks becomes larger. In contrast to the exper-
imental data the signal from the relaxation site associated to the smallest decay rate
can still be observed at 100 ms due to the long theoretical T1 used in the simulations
to make sure all relaxation components are observed.
A difference between theory and experimental data which is seen in all the simula-
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(a) (b)
(c) (d)
Figure 5.8: Simulated exchange maps for a system with a characteristic time scale cor-
responding to an average pore diameter of 20 μm and k = 0.05, Gaussian noise 7.5 % of
the time domain signal magnitude.
tions is that the computed signals are much denser on the diagonal and not blurred at
all. Once again we attribute this to the fact that, to begin with, an ideal evolution is
considered, in the absence of diffusion due to internal field gradients. The spread of the
T2 distribution on the diagonal towards higher T2 values than present in the simulations
is assumed to be caused by a wider variety of pore sizes (due to the variations in bead
diameters).
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5.4.2 High flow rate signature: signal collapse
As the flow rate is increased from 0 up to values sufficient for a part of the spins
to already leave the coil during the detection time, the following phenomena can be
observed. At low flow rates (for which it is safe to assume that all and only the T2
encoded spins are being detected and the signal is distributed in the three distinct
populations observed in the experiments recorded under static conditions) the average
T2 values slightly shift as the Pe number is increased (Fig. 5.9 (a) and (b)).
(a) (b)
(c) (d)
Figure 5.9: Experimental results obtained for increasing Pe´clet numbers (from (a) to (d):
average Pe ≈ 0, 0.7, 28, 77). At high flow rates the signal collapses on the diagonal.
For faster flow rates (Pe at least one order of magnitude higher), part of the T2
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encoded spins leave the coil prior to detection, leading to an increasingly significant
signal loss, which translates first in a collapse of the three observed T2 populations into
a single distribution which becomes narrower as the velocity is higher and then slowly
shifts towards lower relaxation time values for even higher advection rates. Correspond-
ing simulations of the full system considering diffusion as well as advection for higher
Pe´clet numbers (see Fig. 5.10) are in qualitative agreement with the experimental data.
(a) (b)
(c) (d)
Figure 5.10: Simulated exchange maps showing the signal loss due to outflow for increas-
ing Pe´clet numbers (from (a) to (d): Pe = 0, 0.7, 28, 77, k = 0, Gaussian noise 7.5 % of
the time domain signal magnitude). For increasing flow rates the signal collapses on the
diagonal. Also a slight shift towards lower relaxation times can be seen. This is in nice
correspondence with the experimental data.
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Figure 5.11: Average T 2 values obtained by an non-linear least squares fit of the CPMG
decays recorded under flow conditions as a function of the Pe number.
5.4.3 Slow flow rate signature: signal tilt
Perhaps the most interesting phenomenon present in the 2D relaxation time maps
acquired under slow flow is a strong sensitivity to the flow velocity which manifest
itself in a tilt of the whole T2 distribution around a pivot point situated on the main
diagonal. As the evolution time becomes longer, one can observe a slight increase in
the angle of the tilt (Fig. 5.12). The tilt itself suggests an asymmetry in the advective
exchange between relaxation sites of large and small decay rates. The tilt occurs at flow
rates for which the spin velocity is low enough for the entire amount of encoded spins
to be recorded during the detection period but high enough for the spins to change
environment during that time.
Putting aside the simplifying assumption under which such experiments have been
performed in the past, i.e. that no exchange takes place during t1 and t2, we believe that
some of the spins slowly change location during the encoding and detection periods.
This leads to a fraction of spins initially encoded at a lower T2 to migrate to a less
confined environment and be detected with a correspondingly higher T2 and at the
same time, another fraction of spins which during the encoding period exhibited a
relatively high T2, migrate to more confined environments and, as a consequence, the
detected T2 becomes slightly lower. This translates into the above mentioned rotation
with respect to the main diagonal.
On the other hand, considering that the Pe values given above are average values,
calculated as a function of the measured volumetric flow rate, it is safe to assume that in
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(a) (b)
(c) (d)
Figure 5.12: Tilt of the main T2 distribution around a pivot point on the main diagonal
with increasing mixing time, average Pe ≈ 0.45.
reality one deals with a a velocity distribution inside the bead pack, or possible strong
dispersive / backwards flow effects, which could generate the asymmetries observed in
some of the exchange maps. We assume that exchange during all three main periods
of the pulse sequence and different velocities of the water inside the bead pack lead to
such complex results and that the final shape of the 2D T2 distribution is dictated by
the ratio between the characteristic times of the pulse sequence, the exchange constants
and the Pe values.
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5.5 Conclusions
In this chapter slow fluid transport in a model porous system was analysed by means of
relaxation exchange experiments. Although off-diagonal peaks appear that can clearly
be assigned to diffusive exchange there are also artefacts produced by the advective
transport during the measurement. This includes a signal collapse on the diagonal,
a shift towards lower relaxation rates, and a signal tilt for moderate Pe´clet numbers.
The results were interpreted in terms of a new mathematical model, which includes the
effects of outflow and dispersion, together with the ones arising from relaxation and
diffusive exchange.
Simulated relaxation exchange data was obtained by solving the model numerically
forward in time and was processed in a manner similar to the experimental results.
When comparing the NMR data with the theoretical output of the model, nice corre-
spondence of signal collapse and peak translation towards lower relaxation times can
be observed. The tilt of the signal for moderate Pe´clet numbers could be qualitatively
reproduced by making further assumption on the pore structure or fluid transport pat-
tern (however, these assumptions have to be examined further). A natural next step
is also to employ the derived framework, using more complex input parameters and
generalize the model to more realistic systems, such as sand packs and stratified media.
This approach will be be presented in the next chapter.
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6NMR Exchange Relaxometry of
Diffusion and Advection in a
Complex Porous System
6.1 Introduction
In the previous chapter, fluid transport in a model porous system was analysed by
means of relaxation exchange experiments and the results were interpreted in terms of a
new mathematical model, which included the effects of outflow and slow, unidirectional
fluid transport, together with the ones arising from relaxation and isotropic diffusion.
When comparing the experimental data with the simulated results for moderately high
Pe´clet values, the collapse of the diagonal distribution and the translation towards lower
average values of the relaxation times observed experimentally could be explained in
terms of signal loss due to outflow. Multi-site exchange was also successfully simulated,
but more complex phenomena, such as the tilt of the diagonal distribution around
a pivot point located on the diagonal for low Pe´clet values, could not be properly
reproduced without making further assumptions about the structure of the porous
media concerned or the transport pattern. In order to be able to fully explain the
experimental results, further steps need to be taken into account in the simulation
procedure, such that the theoretical approach and the parameters involved manage to
better ”mimic” the characteristics of a porous medium and their possible influence on
the relaxation exchange maps.
Let us start by reviewing the main features of a uniform bead bed (i.e. spheres
with (almost) identical diameters) exposed to fluid transport. The flow pattern is
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mainly influenced by the porosity of the bead pack and its permeability, both being
defined by the particle size distribution, the manner in which the beads are packed and
the possible presence of closed pores (such as those situated at the glass tube/bead
layer interface). According to (Gra35), the cubic packing represents the least compact
possible arrangement of spherical particles, with an average porosity of 47.6 %. At the
other end, the rombohedral packing, in which each bead has 12 ”neighbours”, is the
most compact one, with an average porosity of 26%.
While commonly one could safely assume that the porosity of randomly packed
glass bead beds (i.e. incompressible spheres) is closer to the one corresponding to the
cubic packing, in case of hydrated systems exposed to pressure gradients, a strong
reduction in porosity and in the volume of open pores is expected due to superficial
tension and compaction. Since pore shapes and sizes are directly connected to the way
of packing, the characteristic length scale of the system may vary as a function of the
pressure applied. Moreover, dead-end pores (also called stagnant flow pockets), due
to the presence of a constricted opening, have a very small contribution to flow, the
fluid in these pores being practically still (Bea72). When the bead diameters vary, as
it is often the case in practical applications, further changes are expected to occur in
packing and permeability.
In order to systematically analyse the effects pressure gradients and subsequent
compaction degrees and porosity values have on the relaxation exchange maps, several
porous media with different characteristics are investigated here. First, relaxation
exchange experiments are performed on a stratified glass bead system, formed of two
layers of beads with a diameter ratio of 1:2, and the results obtained for different flow
rates are discussed with regard to characteristic length scale and flow velocity. Next,
two types of natural porous media, a fine-to-medium and a medium-to-coarse sand
specimen are investigated and the experimental data is interpreted as a function of the
grain size distribution.
Simulations are performed using Gaussian distributions of T2 populations with dif-
ferent longitudinal relaxation rates, an approach much closer to reality than the one
previously employed to demonstrate the functionality of the model. Furthermore, dif-
ferent dispersion parameters and pore sizes are considered. The correspondence of the
theoretical results with the experimental data is discussed in terms of exchange and flow
rates, dispersion and outflow, and characteristic length scale of the system. Moreover,
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it is shown that, with the help of simulations, an explanation of the flow signatures in
2D relaxation exchange maps can be obtained even if no or little prior knowledge exists
on parameters like the pore-size distribution or exchange constants.
6.2 Materials and methods
6.2.1 Sample preparation
In a systematic approach to the analysis of flow effects on exchange maps acquired
on saturated porous media, the study of a layered model specimen is a natural next
step towards mimicking the properties of natural soils. A stratified sample, composed
of layers of glass beads with different diameters was prepared following the procedure
described in Chapter 5; half of a standard glass tube was filled with a layer of beads
with nominal diameters between 196 and 212 μm. A paper filter plate, permeable to
water transport, was position on top of the layer and another pack of beads was added,
with nominal diameter between 92 and 108 μm. The heights of the two layers were
both equal to 3.5 cm. Due to the way the sample was prepared, the porosities and
packing densities could not be determined for the individual layers.
Using the same nominal rotation rate of the pump, two dimensional exchange ex-
periments were performed, in turn, on both layers. The flow direction was parallel to
the main axis of the cylindrical NMR tube containing the two layers. The length of
the coil (≈ 1.6 cm) allowed data acquisition form each layer separately, by moving the
tube inside the magnet.
Moving on from model to natural porous systems, measurements have been per-
formed on one fine sand sample (S180) with a particle size distribution ranging between
180 μm and 202 μm and on one coarse sand sample (FH31) with a particle size dis-
tribution between 10 μm and 2 mm. The sand specimens were air dried, sieved and
stirred with magnetic separators to remove paramagnetic impurities and packed in glass
tubes. The average porosity of the randomly packed, uncompressed sands, ranged be-
tween 34% (FH31) and 40% (S180), while the packing densities were 1.53 g/cm3 and
1.16 g/cm3 respectively.
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6.2.2 Experimental set-up and parameters
All the experiments have been performed using the home-built Halbach magnet pre-
sented in the previous chapter. 1D CPMG and 2D T 2-T 2 experiments were performed
at volumetric flow rates corresponding to different rain regimes (i.e. from light rain,
≈ 2 ml/h to violent rain, ≈ 40 ml/h). The CPMG experiments were performed using
a recycle delay of 7 s to 10 s, a TE of 300 μs and 700 μs, and 3600 to 7000 echoes,
as a function of the sample being measured (S180 and FH31 respectively). For the 2D
T 2-T 2 exchange experiments 16 scans were collected, with 36 echoes (glass system)
and 32 echoes (sand systems) in the encoding dimension and 3600 up to 7000 echoes
in the detection dimension, as a function of the specific relaxation times of the sample
considered.
6.2.3 Simulation details and procedure
In order to gain prior knowledge on how the dispersion and outflow superimpose in
the multi-site relaxation exchange maps, 1D time domain data sets were generated for
different exchange and advection regimes, using the model presented in the previous
chapter and converted into distributions of relaxation times using the ILT algorithm.
For the simulations three main T2 populations were generated as input for the model
using Gaussian functions. The parameters used are summarized in Table 6.1. In the
case of 2D simulations, the characteristic time scale was varied as a function of the pore
sizes most likely to occur in the system analysed experimentally.
Table 6.1: Input parameters of 1D CPMG simulations. The letters A, B and C respec-
tively in column 1 denote the three main populations considered. Column 2 and 3 contain
the values used for generating the Gaussian distributions of relaxation times. Column 4
contains the values of the non dimensional relaxation numbers, calculated as a function of
tdt ≡ L2/D = 1000 ms.
T2app Centre [ms] Width [ms] Nr
A 18 3 55.55
B 120 49 8.33
C 320 163 3.12
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6.2.4 The effect of internal field gradients on relaxation exchange
maps
It is well known that the hypothesis of the measured relaxation times of a saturated
porous medium being directly proportional to the actual pore size distribution of the
system is an ideal case, rarely encountered in practice. In practical applications the
experimental T2 values determined are actually a sum between the bulk relaxation
times of the liquid, the relaxation times of the confined fluid (directly proportional to
the surface-to-volume ratio in the fast diffusion limit and the surface relaxativity) and
a ”loss” term, caused by diffusion in internal field gradients (DDIF) (Son03, Hu¨r02),
as described by equation 6.1.
1
T2
=
1
T2bulk
+ ρ
S
V
+
Dγ2g2TE2
12
(6.1)
where TE is the echo time used in a CPMG experiment and g represents the average
value of the internal field gradients. Such gradients are generated at the interface
of layers with different magnetic susceptibilities and are directly proportional to the
value of the static magnetic field of the spectrometer. The actual influence of this
phenomenon is translated experimentally in to a considerable decrease of the measured
relaxation time value, due to the signal loss caused by diffusion.
Various approaches have been employed to minimize this effect, the use of low field
techniques being one the most powerful examples. The characteristic low B0 brings
an inherent decrease of the diffusive term down to values where it can be considered
negligible. However, the final outcome strongly depends also on the experimental pa-
rameters used, mainly on the echo time. As shown by Eq. 6.1, the longer the spacing
between pulses, the higher is the probability of signal attenuation due to DDIF. The
apparently straightforward solution to this problem, namely reducing the echo time
to the minimum value allowed by the probe and increasing the number of pulses in
the CPMG train, is limited by the duty cycle of the hardware. As such, it becomes
necessary for the user to find a compromise value between a reasonably low TE and an
acceptable number of pulses.
In order to establish a reliable value for the echo time of the experiments, 1D CPMG
decays have been recorded on the water saturated 200 μm specimen (after exposure to
a strong pressure gradient, so as a very tight packing is achieved) for different values of
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TE spread over three orders of magnitude. The decays have been fitted using a NNLS
algorithm and the values obtained for the relaxation times are presented in Fig. 6.1.
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Figure 6.1: Measured T2 values as a function of the echo time of the CPMG train. The
dashed line indicates the point where diffusion due to internal field gradients is no longer
negligible. The solid line indicates the TE used in the 1D and 2D experiments.
It can be seen that up to echo time values of approximately 700 μs, there is no visible
signal loss due to diffusion and the values obtained from the data fits are more or less
constant (in the limit of experimental and processing errors). Above 700 μs the apparent
relaxation times start to decrease and after 2 ms the fastest decaying component can
no longer be detected. Obviously, the optimum value for the echo time may be slightly
different as a function of the particle size distribution and corresponding relaxation time
range, due to a possible different shape and magnitude of the internal field gradients.
However, after taking into account technical and experimental considerations, such as
the dead time of the probe and heating effects, the value of the TE used in the relaxation
exchange experiments was chosen to be 300 μs (except for the FH31 specimen for which,
due to its average long relaxation time, the echo time used was 700 μs).
6.3 Results and discussions
6.3.1 1D CMPG experiments and simulations
6.3.1.1 Experimental results
In order to facilitate the interpretation of the complex 2D relaxation exchange maps,
1D CPMG experiments have been performed. The relaxation time values associated
with the different types of pores at a given flow rate were determined by fitting the
CPMG decays with sums of three exponential functions. It needs to be stressed here
106
6.3 Results and discussions
that the tri-exponential fitting function chosen was the only one able to give results
with associated errors less than 1%; NNLS data fitting using one or two exponentials
resulted in errors of the same order of magnitude as the data itself, or failed all together.
The results obtained for the individual layers are summarized in Tables 6.2 and 6.3.
Table 6.2: T2 values obtained by fitting with a tri-exponential function the CPMG decays
recorded on the top layer versus volumetric flow rates.
Volumetric flow rate [ml/h] TC2app [ms] T
B
2app [ms] T
A
2app [ms]
0.00 8.91 83.58 194.56
1.01 8.91 83.58 194.56
1.61 9.25 84.37 195.10
2.69 9.89 86.95 195.54
Table 6.3: T2 values obtained by fitting with a tri-exponential function the CPMG decays
recorded on the bottom layer vs. volumetric flow rates.
Volumetric flow rate [ml/h] TC2app [ms] T
B
2app [ms] T
A
2app [ms]
0.00 20.24 125.94 321.32
1.13 21.00 126.12 323.29
1.66 21.91 120.58 336.40
2.78 20.01 119.01 325.79
Surprisingly, as the flow rate varies, a small increase in the relaxation time values is
observed for both layers. Considering the high pressure applied to the systems, one
can only attribute this ”signal gain” to backwards flow (i.e. of a negative sign with
regard to the orientation of the pressure gradient) caused by the high internal pressure
in the bead packs. The increase in T2 appears at different volumetric flow rates for the
individual layers, showing that this phenomenon might be strongly influenced by the
characteristic length scale of the system. Simulations performed considering dispersion
and ”backwards” flow are in correspondence with the experimental data, exhibiting a
small increase in T2 values prior to the normal decrease due to outflow at high Pe values
(see Fig. 6.2). The values of the relaxation times obtained for the S180 sand are very
close the ones measured for the 200 μm bead layer, but the effect mentioned previously
cannot be observed, due to the wider spacing between the values of the volumetric flow
rates. The results obtained for the FH31 sand are considerably different, due to the
difference in pore size distribution. The variation of the FH31 relaxation times with
the volumetric flow rate is presented in Figure 6.3.
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Figure 6.2: Results extracted form 1D simulations performed in the slow exchange regime
and including ”backwards” flow (i.e. fluid transport in the direction opposite to the flow
direction), illustrating the temporary increase in T2 values of the two slower decaying
populations.
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Figure 6.3: ILT of the 1D CPMG decay data recorded on FH31 at different volumetric
flow rates (a) and relaxation times measured for the FH31 sand as a function of the volu-
metric flow rate (b). The notion of Pe number is not used due to the probably wide size
distribution of the pores, which makes it difficult to establish a characteristic length scale.
6.3.1.2 Effects of intermediate and fast exchange in 0 flow conditions
As a first check for the validity of simulations, 1D CPMG decays were generated for 0
flow conditions and various exchange rates. The parameters defining the pulse train,
namely the echo time and the number of echoes, were the ones used for the actual
experiments (3600 echoes with 300 μs spacing). The values of the non dimensional
exchange constant k (see Chapter 5, section 5.3.3.2) were chosen as a function of Nr in
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such a way that the results cover the regimes of slow and intermediate/fast exchange.
The results are presented in Figure 6.4.
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Figure 6.4: 1D ILT of simulated decay data in the absence of flow. k is varied between
10−6 and 10−1 and between NCr and ≈ 2 NBr (b).
It can be seen that for small values of k the shape of the ILT distributions and
the apparent T2 values are, as expected, constant. Once k reaches values comparable
or bigger than the considered relaxation numbers, the effect of exchange taking place
during the CPMG experiment is visible and becomes stronger with increasing k. The
slower decaying populations collapse into a single peak, while the apparent relaxation
time decreases as k becomes higher. As mentioned at the beginning of this section, this
simulation set was performed only as a validity check for the behaviour of the model,
so its results will not be interpreted in detail. An extensive discussion on the effects
the ratio relaxation time/exchange constant has on the output of a CPMG experiment
is presented in (Lan10), including more complex simulations of 1D decays recorded
following an encoding and an evolution period.
6.3.1.3 Effects of variable flow rate in the fast exchange regime
The second set of simulations was performed for various values of the Pe number,
covering six orders of magnitude (10−3 - 10−2) and k = 0, with the purpose of evaluating
the effect of unidirectional fluid transport through the sample at different flow rates.
For very small Pe numbers, there is no signal loss due to outflow in the considered
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time interval and the flow has an effect similar to the diffusive exchange process; the
three T2 populations are clearly visible, but their apparent relaxation times are slightly
shifted compared to the 0 flow distribution (Fig. 6.5 (a)).
As Pe is increased, a change occurs in the shape of the distribution: due to the
continuous decrease of the apparent T2 values with higher flow rates, the peaks of two
populations with longer relaxation times, which initially were overlapping, are now well
separated (Fig. 6.5 (b)). Obviously, the interval of Pe numbers for which the peaks
can be clearly distinguished in the simulations depends in reality on the characteristic
length scale of the system and the actual values of k and relaxation times. When
experimental data is concerned, this detail opens up the possibility of establishing a
correlation between the pore size distribution and the fluid velocity values.
-2.0 -1.5 -1.0 -0.5 0.0
0.0000
0.0125
0.0250
0.0375
0.0500
 
 
am
pl
itu
de
 [a
rb
. u
.]
Log10 (T2app [s])
 Pe = 0
 Pe = 0.005
 Pe = 0.01
(a)
-2.0 -1.5 -1.0 -0.5 0.0
0.000
0.025
0.050
0.075
 Pe = 0.05
 Pe = 0.10
 Pe = 0.25
 Pe = 0.50
 
 
am
pl
itu
de
 [a
rb
. u
.]
Log10 (T2app [s])
(b)
-3.0 -2.5 -2.0 -1.5 -1.0 -0.5 0.0
0.000
0.025
0.050
0.075
0.100
0.125
 
 
 Pe = 5
 Pe = 10
 Pe = 15
 Pe = 20
 Pe = 30
 Pe = 50
am
pl
itu
de
 [a
rb
. u
.]
Log10 (T2app [s])
(c)
Figure 6.5: 1D ILT of simulated decay data for slow (a), medium (b) and fast flow (c)
for k = 0.
For even higher Pe numbers (≥ 5), the outflow effects are predominant and the
signals corresponding to the three populations considered collapse into a single peak
which, due to signal loss, shifts towards lower apparent T2 values proportionally to
the increase in flow rate (Fig. 6.5 (c)). A more detailed analysis of the data, in
terms of peak integrals and relaxation time values, is presented in Fig. 6.6 and gives
a comprehensive picture of the effects the fluid flow has on the spin populations in the
absence of exchange. In the case of very small Pe values (i.e. no or negligible outflow),
the signal is initially conserved, the relative proportion of the peak integrals remains
constant and the average T2 values (measured at the highest amplitude of the peaks)
are the ones used as an input for the simulations.
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For medium Pe numbers, one peak grows at the expense of another and the average
relaxation times decrease. For fast flow the integral is no longer conserved and the loss of
signal is, as expected, proportional to the flow rate; the populations collapse into a single
peak with a T2 which is initially the average of the relaxation times of the individual
populations and decreases further on with increasing flow rate. It needs to be underlined
here that the relaxation time values determined from the ILT distributions are apparent
relaxation times, determined by the contribution of advection and dispersion matrices
to signal evolution.
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Figure 6.6: Variation of the peak integral (a) and apparent T2 (b) for increasing flow rates.
Spheres: three distinct T2 populations, squares: two distinct T2 populations, triangles: one
T2 population.
6.3.1.4 Superimposed effects of exchange and advection
As mentioned previously, the correlation between relaxation time distributions and
flow rate can be theoretically used to determine either the pore size or the average fluid
velocity. In practice, the presence of internal field gradients and the presence of both
intermediate exchange and dispersion and advection effects makes the interpretation
of the results much more difficult. When superimposing the effects of both exchange
and advection, the characteristics of the simulated relaxation time distributions change
considerably (Fig. 6.7).
For very slow flow, the shape of the ILT is considerably different compared to the
one obtained for a null exchange constant: the second T2 population, which was initially
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fairly easy to distinguish appears now as a broad shoulder of the slowest decaying peak.
However, the two peaks separate for small Pe values compared to the previous case
and the amplitude of the fastest decaying population (C) increases at the expense of
the second one (B). At very high flow rates, the relaxation time distributions follow
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Figure 6.7: 1D ILT of simulated decay data for slow (a), medium (b) and fast flow (c) in
the intermediate exchange regime.
the same trend as in the previous sets of simulations; the three distinct signals collapse
into a single peak and the average T2 decreases with increasing fluid velocity due to
the outflow effects.
Even if these sets of simulations were performed in simplified conditions (without
considering the effect of internal field gradients and in the absence of noise) an important
set of conclusions can be drawn from the results.
First of all, it is obvious that under the superimposed effects of exchange and flow,
the number of distinct T2 populations determined experimentally may not necessarily
reflect the true structure of the system. Second, in the case of intermediate exchange,
for which it was previously proven that the magnetization is not conserved or follows
many single relaxation paths (Lan10), the interpretation of relaxation time distributions
is complicated furthermore by the effects of outflow and dispersion. If the outflow can
be mathematically represented as a simple subtractive term, dispersion affects the
magnetization vector in a similar way as the exchange and relaxation matrices, making
it extremely difficult to distinguish between the effects of diffusive exchange on one
hand and the ones of slow dispersive flow on the other hand. However, with some
prior knowledge about the structure of the system under study and using computer
simulations, one can evaluate the features of a 2D relaxation exchange maps and extract
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Figure 6.8: Variation of the peak integral (a) and apparent T2 (b) in the presence of
diffusion and advection. Spheres: three distinct T2 populations, squares: two distinct T2
populations, triangles: one T2 population.
information of the pore sizes (in terms of characteristic length scale) and fluid dynamics
in a porous medium, as it will be shown in the next section.
6.3.2 2D relaxation exchange experiments and simulations
6.3.2.1 Experimental 2D relaxation exchange maps
The study of a stratified system not only brings the experimental model closer to natural
conditions, but also allows for comparison between the effects of flow in porous media
with different particle size distribution. The exchange maps obtained for identical
mixing time and Pe exhibit particular relaxation signatures different for the two layers
of the system.
At very low fluid velocities, the slow flow effects mentioned previously in Chapter
5 are expected to materialize in the shape of a strong tilt of the diagonal distribution.
However, when comparing the exchange maps obtained at a volumetric flow rate of
1 ml/h for the two layers, one can observe that the magnitude and the angle of the
tilt are not only determined by the slow flow, but also appear to be influenced by the
characteristic length scale of the system. Figures 6.9 and 6.10 present results obtained
on the stratified systems at two different volumetric flow rates, covering the slow flow
regime.
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(a) (b)
(c) (d)
Figure 6.9: T2−T2 exchange maps obtained for the top ((a) and (b)) and the bottom ((c)
and (d)) of the stratified system for mixing time values of 0 ms and 25 ms illustrating the
influence the average pore size has on the tilt of the main diagonal distribution. Volumetric
flow rate ≈ 1 ml/h.
At a volumetric flow rate of 1 ml/h the relaxation exchange maps recorded on the
top layer, composed of smaller glass beads, exhibit two distinct T2 populations, while in
the maps recorded for the bottom layer, the distributions overlap. In the case of the top
layer the tilt of the main diagonal signal is clearly visible even at the smallest mixing
times considered but for the bottom layer no such slow flow effect can be observed (Fig.
114
6.3 Results and discussions
6.9).
As the flow rate is increased to ≈ 1.6 ml/h, the situation is reversed: the relaxation
exchange maps recorded for the smaller beads contain a single T2 distribution, which
does not exhibit any tilt, while in the maps recorded for the bigger beads the two pop-
ulations, which were initially overlapping, are now well separated (a broad distribution
with an average long relaxation time, of the order of a few hundreds of milliseconds,
and a narrow peak with a short relaxation time, below 100 ms) and tilted around the
main diagonal at an angle which appears to increase proportional to the mixing time
(Fig. 6.10).
When focusing on the skew of the diagonal distributions, one can notice that in the
case of the top layer exposed to a lower volumetric flow rate, the tilt appears to be less
sensitive to the mixing time values, than for the bottom layer at a higher volumetric
flow rate.
At even faster flow (≈ 2.8 ml/h) the relaxation exchange maps recorded for the top
bead pack contain at least two separated relaxation time distributions, which become
narrower with the increase in mixing times and tilt in opposite directions around the
diagonal (Fig. 6.11). The third peak which can be observed on the maps is difficult
to assign, being either an asymmetric exchange signal or a third component of the T2
population, shifted from the diagonal due to the effect of flow or to the pearling artefact
(Cal04).
In the case of the bottom bead pack, no tilt of the distribution can be seen but,
surprisingly, well defined exchange peaks can be observed (Fig. 6.12). The exchange
signals apparently arise from molecular translation between the bigger pores (to which
the longer overlapping T2 populations correspond) and the smallest pores (with an
average relaxation times of ≈ 20 - 30 ms). Exchange peaks with approximately the
same coordinates were also detected in the maps recorded at 1 ml/h, but at higher
mixing times (data not shown) while no diffusive exchange could be identified in the
results obtained for 1.6 ml/h.
Moving on to natural porous systems, namely the fine sand pack denoted by S180
and the coarse sand pack denoted by FH31, one can observe how the difference in
system uniformity affects the relaxation exchange experimental results. Based on the
considerations detailed in the introduction of this chapter, the experimental results will
be interpreted in terms of grain size distribution effects, as follows.
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(a) (b)
(c) (d)
Figure 6.10: T2 − T2 exchange maps obtained for the top layer (a),(b) and the bottom
layer (c),(d) of the stratified system illustrating illustrating the influence the average pore
size has on the tilt of the main diagonal distribution. Volumetric flow rate ≈ 1.6 ml/h.
In the case of the fine sand pack, a three-component T2 population can be detected
in the maps acquired in static conditions. The grain size distribution of this specimen
lies between a narrow interval of 180 μm up to 200 μm. As expected, due to the
similarity in diameters, the relaxation time values are in the same range as the ones
recorded for the 200 μm glass layer, but the peaks are slightly better defined (i.e. the
populations are easier to distinguish), probably due to preferential packing of grains
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(a) (b)
(c) (d)
Figure 6.11: T2 − T2 exchange maps obtained for the top layer of the stratified system
for mixing time values of 0 ms (a), 25 ms (b), 50 ms (c) and 100 ms (d). Volumetric flow
rate 2.8 ml/h.
with different sizes and/or shapes.
When exposed to flow, a slight skew of the lower end of the diagonal distribution
can be observed (see Fig. 6.13). In other words, the populations which appear to be
affected by flow are mainly the ones located in more confined environments, probably
due to the higher pressure at the pore throats and a bigger value of the dispersion
constant, while the ones located in the largest pores do not experience the same effects
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(a) (b)
(c) (d)
Figure 6.12: T2−T2 exchange maps obtained for the bottom layer of the stratified system
for mixing time values of 0 ms (a), 25 ms (b), 50 ms (c) and 100 ms (d). Volumetric flow
rate 2.8 ml/h.
and are not shifted by the same amount. However, it’s difficult to evaluate the validity
of this assumption, due to the additional contribution of longitudinal relaxation to the
individual T2 populations and the exchange matrix. As it will be shown later, in the
next section, such partial tilt may occur also in the absence of flow, due to asymmetric
exchange and a blurring of the signal due to the presence of a even a very small amount
of experimental noise.
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(a) (b)
(c) (d)
Figure 6.13: Relaxation exchange maps obtained for the saturated S180 sand pack in
“static” conditions, i.e. no pressure gradient applied, but possible drainage of excess water
(top) and at a volumetric flow rate of ≈ 1.6 ml/h (bottom).
The results obtained for the medium-to-coarse sand, reflect the strong effect the
width of the grain size distribution can have on the relaxation exchange signals. Due to
a wide size interval covered (from 10 μm to≈ 2 mm, out of which the vast majority of the
particles lying between 200 μm and 500 μm) the corresponding relaxation time values
are spread on a wider interval, ranging from ≈ 30 ms to almost 1 s. The maps recorded
in static conditions on the fully saturated system exhibit an asymmetric exchange
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peak, corresponding to signal arising from molecules which have moved from a confined
environments to pores with a considerably bigger diameter. The corresponding cross-
peak cannot be detected, probably due to signal loss caused by longitudinal relaxation
(Fig. 6.14).
(a) (b)
(c) (d)
Figure 6.14: Relaxation exchange maps obtained for the saturated FH31 sand pack in
“static” conditions, i.e. no pressure gradient applied, but possible drainage of excess water.
When flow is induced trough the system, the whole diagonal relaxation time distri-
bution is considerably narrowed and the shortest decaying component can no longer be
observed. As the mixing time increases, the signal tilts around a pivot point located
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on the main diagonal and it is clearly visible that a proportionality relationship exists
between the tilt angle and the mixing time values.
The fraction of the distribution located ”to the left” of the pivot point appears
to be encoded at higher relaxation time values compared to the one recorded during
the detection train, while the part located ”to the right” of the pivot point exhibits an
opposite behaviour. Since the average volumetric flow rate is too low to consider strong
outflow effects we assume that the tilt is most likely due to the effects of flow dispersion
during the second CPMG train. Due to the system having a wide grain-size/pore
size-distribution and, subsequently, a variety of length scales, it seems reasonable to
assume that the magnetization vector is affected in completely different ways by the
relaxation, exchange and dispersion matrices. When increasing the volumetric flow
rates, the effects are similar to those presented in Chapter 5: the wide distributions
collapse into a narrow peak with a relaxation time close to the average of those of the
initially individual populations and, as the fluid velocity is increased even more, the
relaxation time decreases due to signal loss caused by outflow. Since this was fully
explained previously with the help of simulations, we will not dwell furthermore on this
subject and focus on the other interesting features in the relaxation exchange maps.
A brief summary of the phenomena observed is as follows:
• When comparing the results obtained for the layered glass bead pack system, the
number of distinct relaxation time populations which can be identified in the 2D
exchange maps varies with the flow rate for all systems considered, but no direct
relationship can be established.
• The exchange phenomenon can be observed for the same bead pack only at some
flow rates for the same mixing time values.
• Skews of the diagonal distributions can be observed for all porous media under
study here, but the conditions in which they appear (i.e. mixing time, flow
rate) and their characteristics (partial or full tilt, angle in reference to the main
diagonal) are different from one system to another.
• When comparing results obtained on the natural porous media analysed, the flow
signature is better visible in the case of the sand with a wide size distribution
and less pronounced for the sand with a narrow size distribution of grain sizes.
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(a) (b)
(c) (d)
Figure 6.15: Relaxation exchange maps obtained for the saturated FH31 sand pack under
flow. Volumetric flow rate ≈ 1.6 ml/h.
In the next section, computer simulations of 2D relaxation exchange maps for dif-
ferent characteristic parameters will be presented and used to explain the phenomena
observed in the presence of flow in the experimental data.
6.3.2.2 Simulated 2D relaxation exchange maps
Although a straightforward quantitative reproduction of the experimental results trough
simulations is virtually impossible in the absence of prior knowledge of exchange con-
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stants or the shape and magnitude of the internal field gradients, we will show here
that all the quaint diffusive/advective signatures observed in the relaxation exchange
maps can be at least qualitatively reproduced and that data interpretation is greatly
facilitated by the theoretical results.
Let us start with the first interesting flow signature listed in the previous section
- the variable number of populations appearing in the relaxation exchange maps as a
function of flow rate and mixing time. This phenomenon can be more or less explained
using the conclusions drawn form the 1D data; simulations presented in section 6.3.1
have demonstrated that, longitudinal relaxation effects aside, the number of distinct
peaks in the ILT of a triple exponential decay characterized by the same parameters
as those measured experimentally, varies as a function of the values of both exchange
and advection rates: for some combinations of k and Pe values the two longer T2
populations are overlapping, while for others, they appear as independent peaks.
In the fast exchange regime and even for very small Pe numbers, the two longer
T2 populations are relatively easy to distinguish and become even better separated for
moderate values of Pe (see Fig. 6.5). In the intermediate exchange regime and at
very slow flow, the medium T2 population (B) appears only as a broad shoulder of
the longest one (which would translate in a single, broad diagonal distribution in a 2D
relaxation exchange map) and clearly becomes separate only as Pe is increased (see
Fig. 6.7).
Before making any further attempt at data interpretation, the following ideas need
to be considered. First, due to the difference in diameters, which leads to different
pore size distributions, the exchange and advection processes take place on different
characteristic length scales, which translates into a considerable difference in t = tdtt˜
if we refer to the problem using the formalism of the model presented previously (see
Chapter 5). As such, the absence or presence of exchange signals will be dictated not
only by the characteristic relaxation and exchange matrices of the two layers, but also
by different contributions for the dispersion and outflow terms, which may enhance
or, on the contrary, cancel, the reflections of diffusional exchange in the 2D maps.
Therefore, we will proceed by treating the remaining issues in terms of characteristic
pore size and relaxation times, rather than in terms of exchange and flow rates.
In order to establish a realistic set of parameters as an input for the theoretical
model we consider here a probable pore size distribution corresponding to the particle
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Figure 6.16: Illustration of different packing possibilities in a bed formed of uniform
spheres. Image reproduced from (en:08) with the author’s permission (free license file).
sizes of the system analysed in the experimental section. A packed bed of spheres of
radius r contains tetrahedral- and octahedral-shaped pores; the size of these pores is
described in terms of theoretical spheres which could be placed in the free volume, of
maximum radius 0.225 r and 0.41 r (Fig. 6.16). The octahedral and tetrahedral pores
are connected by triangular shaped spaces that can accommodate spheres of maximum
radius 0.115 r (Hil95). Thus, for the glass bead layer with an average bead size of 100
μm, a realistic pore size diameter interval would be between 10 μm and 40 μm, while
for the 200 μm beads and (possibly) the S180 sand specimen, the interval shifts to 20
μm up to 80 μm. (However, in the case of the natural samples, it is difficult to make
assumptions on the pore size due to the irregular shape of the grains.)
Moreover, when the glass spheres are randomly packed and a standard deviation
from the nominal diameter exists, the size of the pores is slightly shifted towards lower
values and the distinction between the octahedral and tetrahedral pores is expected to
become less clear. As explained in the introduction, in the case of the system studied
here the packing also depends on the pressure gradient applied to achieve a chosen flow
rate and the average porosity of the glass beds is decreasing with increasing pressure.
Thus, it is expected that the pore size distributions calculated for the randomly packed
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beds will shift towards lower values due to compaction and different results, in terms of
relaxation populations, will be obtained for the same system exposed to different flow
rates.
Taking into consideration the above mentioned points, the values used for the char-
acteristic bead size (and corresponding time scale) in the simulations were of the order
of 10 μm - 50 μm, values which can be safely assumed to more or less cover the pore
size distribution in the systems under study. Three main relaxation sites (subvolumes
Ci, in the formalism from Chapter 5) were considered, with equal relative fractions
ci := |Ci| /V . The values of the corresponding relaxation matrix, R, were calculated as
presented in Table 6.1. The kinetic exchange matrix K used as input for the simulations
was defined as explained in Chapter 5, section 5.3.3.2. Different exchange regimes were
probed by modifying the values of the non-dimensional constant k used as a multiply-
ing factor for the kij terms. As in many experimental cases several populations and
exchange cross peaks were visible in the relaxation exchange maps, the value of k was
chosen such that the resulting K is comparable with R in terms of time scale and the
system is situated in the intermediate exchange regime.
Figure 6.17 presents simulations performed considering a system with a characteris-
tic pore size of 10 μm. Thinking in the terms of the tdt scaling, the relaxation numbers
(calculated as N ir = tdt/T
i
2, where i ∈ {A,B,C}) range between 0.15 and 2.5 while the
scale mixing times considered are situated in a comparable interval (between 0.45 and
1.8).
The theoretical results reproduce a partial skew similar to the one observed in some
of the experimental exchange maps obtained for the sand packs in so-called ”static
conditions” and probably reflect the effect of a very slow water transport (similar to
diffusional exchange and due to the drainage of excess water present in the system)
occurring during all the three main periods of the pulse sequence. Similar effects, i.e.
only a fraction of the main relaxation time distribution shifts slightly from the main
diagonal, could be obtained for other conditions, such as diffusion due to internal field
gradients (simulated as an average increase in the diffusion coefficient, which automat-
ically implies a decrease of the characteristic time scale) or flow characterized by very
low Pe numbers.
Simulations performed based on the same set of parameters but for values of the
non-dimensional exchange constant are presented in Fig. 6.18. For very fast exchange,
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(a) (b)
(c) (d)
Figure 6.17: Simulated exchange maps for a system with a characteristic time scale of
45 ms (corresponding to an average pore diameter of 10 μm), k = 0.05 and Pe = 0.
in the limit of a very long longitudinal relaxation time, only the main diagonal peaks
can be observed. As the exchange rate becomes comparable to the relaxation times,
exchange cross peaks can be identified. The two longer populations overlap into a single
distinguishable peak and an overall shift of the average T2 towards lower values can
be detected. The results are similar to the ones presented in (Lan10) and confirm the
efficiency of the mathematical approach used here.
A second set of simulations has been performed in the same conditions, but consid-
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(a) (b)
(c) (d)
Figure 6.18: Simulated exchange maps for a system with a characteristic time scale of 45
ms (corresponding to an average pore diameter of 10 μm), Pe = 0 and variable k: 0 (a),
0.05 (b), 0.5 (c) and 1 (d). Artefacts come from the introduction of ”experimental” noise
(7.5 % of the signal magnitude) in the simulations.
ering a pore size twice as big, i.e. 20 μm (which leads to a characteristic time scale of
180 ms). Some of the results obtained are presented in Fig. 6.19.
In this case, the transverse relaxation numbers range between 0.55 and 10, while the
scaled mixing times are between 1.8 and 7.2. The two relaxation time populations with
longer T2 overlap as the mixing time is increased, due to the shift of the slowest decaying
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(a) (b)
(c) (d)
Figure 6.19: Simulated exchange maps for a system with a characteristic time scale of
180 ms (corresponding to an average pore diameter of 20 μm), k = 0.05 and Pe = 0.
peak on the diagonal towards lower T2 values, and only two distinct populations can
be observed. Multi-site exchange cross peaks are visible for higher values of the mixing
times. Due to the introduction of a small amount of Gaussian noise in the simulations,
the positions of the cross peaks are, as expected, slightly shifted from their theoretical
location (Lan10).
When comparing the results obtained for different pore sizes, it can be seen that
the average relaxation times of the distributions are shifted to slightly lower values
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compared to the ones used as input and the shift is proportional to the decrease in
length scale. A real relaxation exchange spectrum recorded on an almost uniform bead
pack would therefore be a superposition of those individual distributions, weighted by
the amount of pores of different sizes, which explains why the experimental diagonal
distributions cover a much longer T2 interval.
In all cases, the parameters used for the simulations were chosen such that all the
possible features that could appear in the absence of flow can be observed. Namely, the
longitudinal relaxation times were set to at least 3 T2 and only the results obtained for
mixing times lower than the shortest T1 are presented here, so that contributions from
all the signals can be observed but also some of the asymmetries that might appear due
to T1 partial relaxation. (If the mixing time is increased further on, the shorter lived
signals disappear from the maps due to signal loss caused by longitudinal relaxation,
similar to the results presented in (Lan10)).
Let us now consider the same system and simulation parameters, but in the pres-
ence of flow. Figure 6.20 and 6.21 illustrate the effect a flow rate corresponding to Pe
= 1 has on the relaxation exchange maps. For smaller pores (i.e. 10 μm) the simulated
results resemble the ones obtained for the FH31 sand: no exchange peaks are visible
(although the non dimensional exchange constant used is the same) and the entire di-
agonal distribution tilts away from the diagonal. The ”disappearance” of the exchange
peaks and the tilt of the T2 distribution are caused by considering a dispersive flow
which has a diffusion-like effect, similar to exchange, taking place during all three main
periods of the pulse sequence.
For a double pore diameter, i.e. 20 μm, the effects of outflow are slightly more
pronounced and the dispersion effects perpendicular to the flow direction are attenu-
ated. We assume this is due to a larger free volume which (put in very simple terms)
implies a smaller probability of a water molecule flowing through the system to ”sense”
a domain boundary (see Chapter 5, section 5.3.3.2). The results obtained in this case
are similar to the ones obtained for the glass bead packs and the S180 sand, in terms
of a less pronounced tilt of the diagonal distribution.
One has to keep in mind that the results were qualitatively reproduced, without
having any knowledge on the actual packing of glass beads and sand grains respectively,
nor on the exchange constants characterizing the systems analysed in the experimental
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(a) (b)
(c) (d)
Figure 6.20: Simulated exchange maps for a system with a characteristic time scale of
45 ms (corresponding to an average pore diameter of 10 μm), k = 0.05 and Pe = 1.
section. In practice, numerous parameters, among which we mention variable exper-
imental noise, flow fluctuations, asymmetric exchange matrices, various manners of
packing and different grain shapes, together with the well known instability of the ILT
itself, can have a very complex impact on the final results. In these conditions, the
simulations of diffusive and dispersive effects in relaxation exchange maps give more
than satisfactory results and manage to explain all the unusual features observed ex-
perimentally.
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(a) (b)
(c) (d)
Figure 6.21: Simulated exchange maps for a system with a characteristic time scale of
180 ms (corresponding to an average pore diameter of 20 μm), k = 0.05 and Pe = 1.
6.4 Conclusions
In this chapter relaxation exchange maps of complex porous media exposed to flow
were analysed and unusual flow signatures were identified. Simulations were performed
using parameters similar to the one characterizing the experimental conditions and the
correspondence of the theoretical results with the actual data was discussed in terms
of exchange and flow rates, dispersion and outflow and characteristic length scale of
the system. The efficiency of the mathematical model used to perform the simulations
was demonstrated by the results obtained for theoretical systems in which multi-site
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exchange occurs in the absence of flow.
The partial tilt of experimental diagonal distributions occurring even in the absence
of flow was reproduced theoretically and attributed to slow fluid transport and diffusive
effects. The complete tilt taking place in the presence of flow was reproduced for
both types of systems analysed, i.e. quasi-uniform packs and media with broad pore-
size distributions. The difference between the experimental results in terms of tilt
angle was attributed to the influence of the degree of packing (and, subsequently the
characteristic pore size) has on the fluid transport patterns. In the case of the FH31
sand, characterized by a wide variety of grain sizes, the packing is expected to be
tighter, due to the high possibility of big pores being occupied by small grains. As a
consequence, the characteristic pore size is smaller and the effect of dispersive flow on
the exchange maps more pronounced. In the case of the S180 sand and of the glass
bead beds, the packing is not as compact and the fluid transport effects have a lighter
effect on the relaxation exchange maps.
The results obtained open up the possibility of advanced porous media characteri-
zation, in terms of packing, pore size distribution, as well as associated fluid transport,
using inexpensive, mobile low field instrumentation.
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In this work numerous NMR methods, from high field solid-state MAS spectroscopy
to low field relaxometry, have been employed to probe molecular dynamics in different
systems, on a length interval ranging from 10−9 to 10−3 m. The experimental data
processing and interpretation has been facilitated by newly developed mathematical
algorithm and models, which contributed to the overall understanding of the subjects
treated. A brief review of the main results is presented here, organized following the
summary of the thesis, as a function of the length scale of the motion probed.
The phase composition and chain dynamics of silane crosslinked poly(ethylene) have
been analyzed as a function of temperature using broadline high field proton NMR. By
employing spin diffusion experiments with a double-quantum filter and using a dedi-
cated software based on a “generate-and-test” algorithm, the diffusion coefficients and
the domain sizes for each phase of the polymer have been accurately determined and
the efficiency of the software was demonstrated. Further development can make this
computational approach readily available for other types of morphologies and num-
bers of domains, transforming the software in a useful, easy to use tool for polymer
characterization.
Multi nuclear solid-state MAS and proton imaging have been employed to fully
characterize the hydration of complex cement-in-polymer dispersions at variable tem-
peratures. The chemical reactions undergone by the organic and inorganic components
of the material have been quantified by 13C and 29Si NMR respectively and the results
were correlated with those obtained by X-Ray diffraction and SEM. The evolution of
the hydration process - diffusional behaviour and time-dependent water spin density
133
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- have been spatially resolved by NMR phase encoding imaging techniques and inter-
preted in terms of a simple mathematical model. The model was implemented as a
computational algorithm similar to the one used for spin diffusion, with the difference
that the latter was developed for a lamellar morphology with several domains and con-
stant diffusion coefficients, while the former worked with a cylindrical geometry and
time dependent diffusion constants.
Fluid transport in model and natural porous media with different packing densities
and pore size distributions was analysed by means of relaxation exchange experiments
performed using low field NMR. The complex flow signatures were analysed in terms of
a discretized, non-dimensional mathematical model, which included, besides relaxation
and exchange, dispersion and outflow terms. The main phenomena observed in the re-
laxation exchange maps have were reproduced using simulations and the experimental
results were discussed with regards to relaxation parameters, exchange constant, flow
rates and characteristic length scales. This is the first time relaxation exchange exper-
iments have been employed in the study of slow fluid flow through porous media and
results obtained open up the possibility of on-site quantitative velocity determination
and pore size distribution analysis using Halbach magnets.
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