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Abstract 
The possibilities of developing a dispersion model of the Pacific Oyster (Crassostrea gigas) larvae 
in the Limfjord, Denmark were evaluated. DHIs hydrodynamic model MIKE21 was evaluated, in 
order to identify possible limitations of the model, because background knowledge about biology of 
C. gigas states that hydrodynamic is the most important parameter influencing dispersal of the 
larvae. 
 
The evaluation was done by developing a simplified dispersion model in ESRI’s software ArcMap, 
using current direction and velocity as the only input, in order to identify the dynamics of both the 
model and the system. This was done by simulating dispersal at different spatial and dynamic 
scales. Furthermore, suggestions to what other parameters to include in relation to dispersal of C. 
gigas larvae, and advantages of different types of dispersal models are discussed.  
 
The evaluation of MIKE21 involved an analysis of measured and modelled salinities used for 
calibration of the model, which showed a tendency of the model to overestimate at low salinities 
and to underestimate at high salinities, suggesting the model to have difficulties coping with salinity 
extremities in the Limfjord. The simplified dispersion model of C. gigas larvae showed that changes 
in the spatial scale affect the model output and that the 10 minutes steps had highest possible 
resolution practically applicable.  
 
Experiences from this study are that it is very important to clarify the purpose of ecological models, 
consider the scale and the many physical and biological parameters involved. This study can be 
seen as a pilot project, which can help in the decision making prior to a model development to assist 
in finding the purpose, and which parameters to include in a dispersion model.     
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Introduction 
Introduced species are becoming of greater concern as the world is getting more globalised. Species 
are often moved beyond their native ranges by anthropogenic processes both deliberately and 
inadvertently, and many of these species become established and spread in their new habitat 
(Vitousek et al., 1997). When an introduced species manages to establish successfully and is 
capable of further dispersal it is considered as an invasive species (Troost, 2010). In order to predict 
the impact from introduced species on local ecosystems, it is important to monitor their dispersal 
and to develop predictive geographical models can be helpful (Vitousek et al., 1997; Kolar & 
Lodge, 2001; Sakai et al., 2001). These models are also important tools in conservation biology 
where the dynamics of populations under a given set of management scenarios can be predicted. 
However, estimation of important parameters regarding dispersal survival and success can in many 
populations be difficult to model (Mooij & DeAngelis, 2003). The development of these models is 
generally based on various hypotheses, as to how different environmental parameters can control 
distribution of species (Guisan & Zimmermann, 2000).  
 
The Pacific Oyster (Crassostrea gigas, Thunberg 1793) was introduced to several Danish waters for 
aquaculture in the 1970’s (Wrange et al., 2009). It was assumed that the risk of dispersal to natural 
habitats was insignificant since water temperature was too low for reproduction and for the larvae 
of Crassostrea gigas to survive (Wrange et al., 2009; Troost, 2010). Nevertheless, C. gigas is now 
often found in Danish marine waters and is known to reproduce in the Limfjord (Davids et al., 
2007; Troost, 2010). Cardoso et al. (2007) emphasised that this species has not yet reached its 
ecophysiological limits in Europe and therefore further expansion is likely. Dispersal of C. gigas 
occurs in the planktonic larval stage while the adults are sessile. Larvae survival is dependent on 
temperature and larvae movement is limited during the planktonic stage, resulting in the physical 
processes (i.e. hydrodynamics) to affect the dispersal (Quale, 1988).  
 
C. gigas is a reef-forming bivalve living in the intertidal zone. It can be characterised as an 
ecosystem engineer, as it has the ability to induce habitat modifications in invaded ecosystems. The 
effect of these habitat modifications differs between ecosystems, but as it can provide refuge for 
native bivalves from predators as invertebrates, it may have an effect on the species at higher 
trophic levels foraging on them. It is currently debated whether C. gigas is an invasive species or 
not (Troost, 2010). There has in the 1980’s been an attempt to cultivate C. gigas around Agger 
Tange (Stæhr et al., 2000) and because this location has the highest densities known in the Limfjord 
(Christensen & Elmedal, 2007; Davids et al., 2007; Wrange et al., 2009); dispersal to other parts of 
the Limfjord most likely originates from this location.  
 
As the dispersal of C. gigas can have an influence on the ecosystem structure, and because its 
invasiveness is debated, gaining a large knowledge of how and where dispersal is occurring enables 
potential precautions to be taken.   
 
In order to develop a dispersion model the primary physical parameters affecting dispersal needs to 
be identified. Hydrodynamics are the most important parameter for dispersal of planktonic larvae 
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(North et al., 2006), making it essential that this input is of good quality. DHI has developed a 
hydrodynamic model for the Limfjord for 2005, using their MIKE21 hydrologic software platform. 
This model can predict the current velocity and direction in all locations in the Limfjord during the 
entire year.  
 
The aim of this project is to evaluate the possibilities of developing a dispersion model for C. gigas 
larvae in the Limfjord. Therefore, an evaluation of the MIKE21 model is conducted, in order to 
identify flaws and deficiencies. This is done by developing a simplified dispersion model, in the 
ESRI’s Geographical Information System (GIS) software ArcMap, using current velocity and 
direction as the only input, in order to identify some of the dynamics of both the model and the 
system. Furthermore, suggestions to what input to include and which advantages there are by using 
different types of dispersion models are discussed.   
 
Evaluating equations, interaction between the input parameters and the way these input parameters 
are implemented in MIKE21 is outside the scope of this study. 
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Theory 
In order to construct a model of dispersal of C. gigas larvae in the Limfjord, it is necessary to get 
background knowledge of three theory parts;  
 
1) The biology of C. gigas, including reproduction, dispersal and settling by C. gigas and a 
description of the characteristics of C. gigas as an introduced species as well as parameters affecting 
survival of the larvae.  
2) The physical properties of the Limfjord in order to understand the parameters affecting water 
movement in relation to C. gigas. This part is divided into two subparts; a section describing 
general properties of the Limfjord and a section describing the physical parameters of 2005, since 
this is the input used by the hydrodynamic model. 
3) Advantages and limitations for ecological models regarding types and uses. Topics including 
different types and the use of ecological models. Furthermore, this part will deal with scaling issues, 
uncertainty of data, evaluation and calibration are specified.  
 
Biology of C. gigas 
C. gigas is a robust bivalve originating from the Japanese Sea and imported to several places in 
Europe for aquaculture since 1964, whereas introduction in the Limfjord occurred in 1972 (Troost, 
2010). It prefers sheltered waters in estuaries where it is found in the intertidal and shallow subtidal 
zones to a depth of about three meters. Normally it grows to a length of 80-200mm and lives to an 
age of up to thirty years (Nehring, 2006). 
 
Fertilization of C. gigas is optimal at salinities of 23-36‰, but it is able to reproduce and grow at 
salinities of 10-42‰. Troost (2010) states water temperature must be between 10-40°C in order to 
grow, whereas Nehring (2006) proclaim that it must be between 4-35°C, but they can survive 
temperatures as low as -5°C (Nehring, 2006). However, development and maturation of gonads are 
temperature dependent, therefore temperature needs to be above 20°C in order for successful 
reproduction (Nehring, 2006). C. gigas is oviparous
1
 and is able to reproduce around one year after 
settlement, or when is reach a size larger than 5cm (Nehring, 2006). Typically it produces between 
50-100 million eggs which are released over several spawning bursts (Nehring, 2006; Troost, 2010). 
In the northern hemisphere spawning occur mainly in July and August, when water temperature is 
highest (Troost, 2010). Fertilization by sperm from the male oyster must occur within 10-15 hours 
after spawning. The eggs are spherical and have a diameter of 0.05mm when spawned (Quayle, 
1988). They are planktonic and will be carried with the water currents. The development goes 
trough several egg-stages until it becomes a veliger larva (about 70-200 µm in length) (Park et al., 
1989), which usually takes about two days (Troost, 2010). The development continues into 
pediveliger stage, where the larvae have developed a foot and eye spot (Figure 1). The velum is in 
this stage starting to degenerate, resulting in reduced swimming abilities (Troost, 2010). In the 
Netherlands, C. gigas produce relatively smaller eggs than in for example France, because of 
environmental parameters such as temperature and food availability (Cardoso et al., 2007). These 
                                                 
1
 Egg-laying 
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smaller eggs have lower energy content and results in a longer duration of the larval stage, resulting 
in a wider dispersal range (Troost 2010). The water currents are the dominant means by which the 
larvae are dispersed naturally, but despite this, the larvae have some movement with their velum
2
 
(Troost, 2010). Studies from Chesapeake Bay on oyster larvae suggest that this movement does 
have a significant impact on the dispersal, because vertical shifts in the water column will result in 
the larva comeing into contact with different current layers with different velocity patterns (North et 
al., 2006). The planktonic larvae is dependent on food availability to survive, and it can survive 
temperatures between 18-35°C and salinities between 19-35‰ (Troost, 2010).  
 
The velum still aid movement and in 
this period it enables the larvae to 
vaguely creep around in search of a 
suitable place for permanent 
attachment (Park et al., 1989). The 
larvae are trying to find a suitable 
hard substratum (a rock, a shell etc.) 
to settle on and when finding this, 
they cement their lower shell valves 
and undergo metamorphosis
3
 
(Nehring, 2006). Even though it can 
settle on almost all hard substrates, 
the larvae prefer to settle on oysters 
of its own species (Diederich, 2005). 
Furthermore, settling is found to be 
triggered by presence of adult 
oysters (Troost, 2010). The 
development through both egg- and 
larvae stages range from 3 to 4 
weeks, before it settles and becomes 
a sessile oyster (Troost, 2010) 
Settling does not solely depend on 
substrate, but also depends of water currents. Park et al. (1989) states that settling do not occur 
where water current is more than 5 to 7 cm/s. When settled, C. gigas feed by filtering planktonic 
organisms and detritus from the surrounding water (Troost, 2010). It is currently debated whether 
C. gigas is an invasive species or not (Troost, 2010).  
                                                 
2
 Larval organ which allows for respiration, swimming and feeding 
3
 A profound physical change during maturation, where an organism goes from immature to adult form 
 
Figure 1 Life cycle of C. gigas. Adults release their eggs and sperm into the 
water column where fertilisation takes place. Development goes through larvae 
stages until reaching pediveliger larvae stage where the larvae have developed 
eye spot and foot to settle with. When settled the larvae undergo 
metamorphosis and are called spat (Troost, 2010). 
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Figure 2 Map showing sites in the Limfjord where populations of C. gigas have been recorded (Copy rights Kort- & 
Matrikelstyrelsen). 
 
Successful establishment of introduced species 
Physical barriers (e.g. mountains, oceans and river valleys) act as obstructions for movement of 
species (Lockwood et al., 2007). Climatic and geological processes can change or remove these 
barriers and species that have otherwise been limited in distribution are able to disperse over 
relatively long distances (Lockwood et al., 2007). As human activity has increased due to 
globalisation, these barriers are more easily overcome through different anthropogenic processes, 
such as transport in ballast water and aquaculture. Species are therefore introduced to habitats 
outside of their natural range (Cox & Moore, 2005; Lockwood et al., 2007). 
 
Introduced species encounter many abiotic and biotic factors that are limiting for survival (Cox & 
Moore, 2005). Often temperature is one of the abiotic factors limiting introduced species, while the 
biotic factors include competition for resources, predation and availability of suitable food sources 
(Cox & Moore, 2005). Successful establishment of founder colonies, within the species potential 
physical range, depends on the interaction with native species. The introduced species may need to 
outcompete or displace native species in order to become successful. If the introduced species are 
competitively dominant in relation to resources, it may result in competitive exclusion of native 
species (Cox & Moore, 2005). This characteristic, together with high reproduction and large 
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dispersal capacity, are what defines invasive species (IUCN, 1999; Richardson et al., 2000; Sakai et 
al., 2001).  
 
Sakai et al. (2001) identified three determining stages for invasive species: 1) introduction of a new 
species in a habitat, 2) colonization and successful establishment in the habitat, and 3) further 
dispersal and spread into new habitats. Common causes of failure during these three stages are 
unsuitable climate, disturbance, predation, competition and disease (Troost, 2010).  
 
A successful invasion in a new habitat may require a lot of different traits for the different stages. 
Traits in the introduction stage, especially relevant for bivalve invaders, include short generation 
time, high fecundity, high growth rates, ability to colonize wide range habitat types, broad diet, 
tolerance to environmental conditions (generalists), gregarious settling behaviour, and ability to re-
colonise after population crash (Troost, 2010). In the colonization and establishment stage, traits 
include lack of natural enemies, ecosystem engineering, and association with humans, repeated 
introduction and competitiveness. In the successive dispersal stage, the capability of dispersal and 
traits from the introduction stage can be repeated (Troost, 2010).  
 
All mentioned traits of successful invaders are applicable to C. gigas; however, some traits have 
contributed more heavily to the establishment and spread to other areas. C. gigas is affected much 
less by bird predation than native bivalves in the Wadden Sea and Dutch estuaries (Troost, 2010). 
Another important trait of a successful establishment for C. gigas is its abilities in ecosystem 
engineering. C. gigas modifies habitats by constructing reef structures, and this reef formation is 
enhanced by the gregarious settling behaviour of the larvae.   
 
Regarding many of the traits considered C. gigas is not very different from native species. This 
includes traits like wide tolerances, genetic variability, competitiveness and dispersal capability, 
which are all common among sessile organisms. C. gigas tends to settle in the same locations as the 
native blue mussel Mytilus edulis (Nehls et al., 2006). In North-Western European estuaries, the 
lack of natural enemies applies specifically to C. gigas and not to the native bivalves. This gives C. 
gigas a competitive advantage over native bivalves like M. edulis, which have a number of 
invertebrate predators (Troost, 2010). A close association with humans, which was responsible for 
the initial colonization and contributing to successful establishment, is common for species that are 
of commercially interest like M. edulis and C. gigas.      
 
Description of the Limfjord 
The Limfjord is an approximately 180km long shallow brackish sound in the northern part of 
Jutland (Limfjord, 2010; Hofmeister et al., 2009). It separates the North Jutlandic Island from the 
rest of Jutland (Figure 3). From the Thyborøn channel seawater from the North Sea now flows into 
the Limfjord, giving a higher salinity in the western part (31-34‰) than the eastern part (18-27‰) 
(Limfjord, 2006).   
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The irregular shape of the Limfjord results in a heterogenic sound which is composed of shallow 
basins and deeper narrow channels. In the basins depth normally ranges from 5-8m while depth in 
the channel is in the ranges from 10-18m with a maximum depth in Oddesund at 24m (Larsen & 
Nielsen, 2001). The most typical sediment type in the Limfjord is soft bottom (Miljøcenter Aalborg, 
2007), composed predominately of sand, silt and clay, while sand and stone beds are common. The 
Limfjord covers 1500km
2
 and has a total water volume of 7.1km
3 
(Limfjord, 2003).  
 
There is a large flow of water in and out of the sound. The flow-through is primarily dependent of 
the wind conditions (Larsen & Nielsen, 2001). If the wind is from west, it will result in a flow into 
the Thyborøn Channel. On the other hand, when the wind is low or is from east, it will lead to 
water-flow from central part of the Limfjord moving back again, going from east to west through 
the Thyborøn Channel into the North Sea. During the summer months the relatively stable westerly 
wind (Larsen & Nielsen, 2001), ensures a large and constant flow-through to the east (Christiansen 
et al., 2004). There is an average net flow through the Limfjord of 9.1km
3
 per year in the eastward 
direction, which in the summer period results in a retention time of approximately two months 
(Limfjord, 2005). 
 
 
Figure 3 Overview of different basins, sounds and bays in the Limfjord with the different cities (large text) (Copy rights Kort- & 
Matrikelstyrelsen). 
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The catchment area covers 7608km
2
 which equals one sixth of the total area of Denmark 
(Watersketch, 2010). The average run-off is 11.3litre/sec/km
2
 (Gross et al., 2005). Therefore the 
Limfjord is neither dominated by North Sea water alone, nor by freshwater from rivers, but rather 
by the interaction of both (Hofmeister et al., 2009).  
 
In the Limfjord westerly prevailing wind account for the dominating wind direction most of the 
time. Strong winds can result in fluctuating salinities, depending on the wind direction. Westerly 
winds will force water from the North Sea to enter, increasing the salinity, while easterly winds 
decrease it. High precipitation will also have a profound lowering effect on the salinity, due to the 
large catchment area. In the Limfjord the average water surface temperature is 22°C during summer 
and -1°C during winter (Limfjord, 2005), and has the last 100 years increased with 1.1°C 
(Christiansen et al., 2006). 
 
Current velocity and direction are influenced by wind, differences in water densities and tides. The 
wind influences the currents due to friction between air and water, where energy is transferred to 
water movement (Theilgaard, 2010). When water density is high in one area and low in another, the 
water will move from the highest density to the lowest. The density is depending on water 
temperature and the salinity (Theilgaard, 2010). In the Limfjord tides are of minor importance, as 
they are relatively low. At spring tide the tidal amplitude is 40-50cm and at neap tides 
approximately 30cm at Thyborøn (Klitgaard et al., 1976). When currents meet land, like the 
coastline in the Limfjord, land will deflect the water. At the Northern hemisphere the deflection will 
be against right because to the Coriolis Effect that makes air and water changing direction due to 
the rotation of the earth (Holden, 2008). Current is also determined by eddy viscosity and the 
Centrifugal Force, which is also due to rotation of the earth (Holden, 2008).       
 
Waves affect the geomorphology of the Limfjord, and waves also affect the transport of particles in 
the water and also the larvae of C. gigas. The size and force of waves depends on fetch, wind 
velocity, and direction (Denny, 1987). A wave will break when the water depth is approximately the 
same as the wave height (Komar, 1976), and when it breaks it increases the additional velocity 
caused by acceleration and turbulence and it makes a much stronger force than in an unbroken wave 
(Denny, 1987). Because of relatively small fetch lengths in the Limfjord, the wave forces do not 
reach extreme levels in the sound; it will only have a moderate impact to the environment, and 
mostly close to the coastline. 
 
The characteristics of 2005 
2005 was an average climate year seen in a context of the last thirty years. Generally there were 
slightly higher wind speeds, which resulted in larger net water transport through the sound and a 
little higher salinity than normal (Limfjord, 2005). 2005 was dominated by westerly wind 
approximately 60% of the year. Large variations in wind speed were the general pattern (Limfjord, 
2005). Seen in a thirty year period the wind conditions were normal in 2005. Most recently this 
pattern seems to have changed indicated by the fact that 2002-2004 have had stronger westerly 
wind than normal (Limfjord, 2005).  
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Water transport through the sound 
in 2005 was larger compared with 
the average for 1988-2004 (Figure 
4). The higher net transport was a 
result of periods with constantly 
high speed westerly winds, where 
January had highest daily water 
transport, due to winter storms 
(Limfjord, 2005).  
 
The average temperature in Nissum 
Basin, Skive Fjord and Løgstør 
Basins during 2005 was lowest in 
February (around 0°C) and highest 
at ultimo July/primo August (18-
20°C) (Figure 5).  
 
In 2005 the salinity at Thyborøn 
varied from 28-33‰, with the lowest values in February. In Skive the salinity varied from 23-27‰ 
(Figure 4). The lower salinity in Skive is due to the geomorphology of the sound, as the area is 
protected from strong current. This gives a longer retention time and as Kårup stream flow into the 
sound here, the salinity will be lower due to precipitation in the catchment area. The salinity is 
generally slightly increasing from April throughout the summer and autumn. The lower salinity in 
spring is caused by larger freshwater run-off and a west-going current (Limfjord, 2005).  
  
 
Figure 4 The flow through the Limfjord measured at Løgstør in 2005, where 
positive values show the east-going water directions. The daily average 
water transport is the line with the fluctuating line (m3/s) and the 
accumulated net transport in 2005 as a thick line (km3) and the average 
accumulated net transport from 1988 to 2004 as a thin line (Limfjord, 2005). 
 
 
Figure 5 Salinity (punctured 
line) and temperature (solid 
line) levels in the Limfjord 
measured in 2005 at Nissum 
(black), Løgstør (grey) and 
Skive (light grey). Middle 
salinity in 2005 is at Nissum 
Basin 30.9 1sd ±1.0, at Løgstør 
Basin 27.5±1.1 and at Skive 
Basin 25.1±1.2 (Edit from 
Limfjord, 2005). 
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The modelling process 
Since the 1990’s there has been an increase in the use of simulation models in the earth sciences as 
a mean to evaluate large-scale or complex physical processes (Oreskes et al., 1994). The aim of 
developing a model is to generate a simplified description of a given system (Haefner, 2005), thus it 
gives an idealised representation of reality (Faye, 2000). The overall goal with models is to link 
theory and reality, so the output of the model enables the development of new theories (Faye, 
2000). When developing an ecological model to determine relationships between species 
distribution and environmental parameters, the foundation is to construct different hypotheses to 
what parameters regulate dispersal (Guisan & Zimmermann, 2000).  
 
There are no direct step-by-step instructions for the modelling process, as it is a process where 
complex problems are assessed. The process can be defined with a semiformal set of rules, 
following George Polya’s overall steps of solving mathematical problems: 1) understand the 
problem 2) devise a plan for solving the problem 3) execute the plan, and 4) check the correctness 
of the answer  (Haefner, 2005). Each step has one or more sub-steps, but here only the overall steps 
are explained. The first thing that is required is an understanding of the problem, where the 
objectives of the model are defined, providing the reason for the modelling. Secondly the objectives 
are translated into a specific hypothesis, where theory and understanding of the system are merged 
together. In this same step a framework for the development of the model needs to be designed, 
which could be in the form of a conceptual model, where the schematics to the approach of the 
problem are outlined (Guisan & Zimmermann, 2000; Haefner, 2005). Such a model consisting of 
boxes and arrows can be used to simplify very complex interrelationships and clarify the ecological 
links that are involved in the ecosystem. In this way different components are identified and the 
relationships among the components investigated giving a better understanding of the system 
(Chow-Fraser, 1998). In the third overall step the mathematical formulation of the model is 
developed and the prediction of the model generated, thereafter the output is calibrated in order to 
tune the model. The fourth step includes evaluation of the model output in relation to criteria 
defined beforehand (Haefner, 2005).   
 
Types of models 
Models can be used for a multitude of purposes, and applied to a great variety of scenarios, which 
make it necessary that models can be constructed in a wide range of different forms (Haefner, 
2005). Ecological models are mostly developed for scientific research purposes, but also for 
forecasting and management purposes (Rykiel, 1996) and have generally many uses, though it is 
difficult to group them (Pielou, 1981). Overall, there are many distinct ecological models, and each 
has its particular advantages and drawbacks depending on the aim of the particular model, 
especially regarding scale and resolution (Lischke et al., 1998).  
 
Predictive geographical models have been developed in order to explain animal and plant 
distribution, and these models are generally based on hypotheses as to how environmental 
parameters control distribution of different species and populations (Guisan & Zimmermann, 2000). 
The models are used as an important research tool in assessing impact of environmental change on 
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distribution of organisms. These environmental changes of impact assessed can be in relation to 
climate, to test biogeographic hypotheses (Guisan & Zimmermann, 2000).  
 
A single model, even though it is 
complex, cannot predict biological 
events accurately in every aspect of 
time and space because reality is to 
complex and heterogeneous (Guisan & 
Zimmermann, 2000; Heafner, 2005). 
It is desirable to maximise 1) 
generality, 2) realism and 3) precision, 
in a model, but this cannot be done 
according to Levins (1966) who 
formulated an alternatively strategy 
where only any two out of the three 
desirable model properties can be 
emphasised simultaneously, while the 
third must be sacrificed (Levins, 1966; 
Guisan & Zimmermann, 2000). This trade-off leads to a distinction between three groups of models 
(Figure 6), and constraints associated with each of the group of models are consequential when 
modelling approaches for specific project goals are selected (Guisan & Zimmermann, 2000).  
 
The first group of models is focused on generality and precision and are termed analytical models. 
They are designed to predict accurate response within a simplified or limited reality and involve 
setting up general equations from which precise results can be achieved (Levins, 1966). An example 
of an analytical model is the Lotka-Volterra equation regarding species interaction, where the 
physiological states are omitted (Levins, 1966; Guisan & Zimmermann, 2000). An expectation is 
that deviations from reality will result in small deviations in the model conclusions and therefore 
biological assumptions can be omitted (Levins, 1966).  
 
A second group of models are called empirical models and are designed to be realistic and precise, 
while sacrificing generality. The main focus of these models is particular situations, and parameters 
included are only those relevant to short term behaviour of the studied organism. The outputs of 
these models are precise testable predictions with an input of fairly accurate measurements (Levins, 
1966). So these models include empirical facts and are not expected to describe underlying 
ecological functions and mechanisms (Guisan & Zimmermann, 2000).  
 
The third group of models are called mechanistic models and are designed to be realistic and 
general. These models are aiming for qualitative rather than quantitative results, which are 
important in testing hypotheses, therefore the models generally assume functions to be for example 
greater or less, instead of specifying an equation (Levins, 1966). Mechanistic approaches use 
ecological parameters that are the driving forces of distribution and abundance of the studied 
 
Figure 6 Classification of models based on three model properties generality, 
reality and precision (Guisan & Zimmermann, 2000). 
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organisms (Guisan & Zimmermann, 2000; Haefner, 2005). These ecological parameters are 
generally derived from digital maps, since they usually are difficult to measure. However, they are 
often less precise than pure topographic characteristics. The use of digital maps creates spatial 
uncertainties as interpolation error, lack of sufficient data and the fact that measuring stations do not 
reveal the biologically relevant micro habitats (Guisan & Zimmermann, 2000).     
 
Guisan & Zimmermann (2000) argue that the model classification is helpful, but also a little 
misleading because specific models can be difficult to classify. Predictive distribution models are 
generally defined as empirical models, but other studies argue that predictive distribution models 
also can be termed as mechanistic. Furthermore, it is emphasised that precision, generality and 
reality are not always mutually exclusive (Guisan & Zimmermann, 2000). 
 
When models include time as a parameter, they are called dynamic models (Ellner & 
Guckenheimer, 2006) and if time is represented continuously it is a continuous model, contrary to a 
discrete model, where time is an integer (Haefner, 2005). Representation of space in a model can be 
divided in two, spatially heterogeneous models and spatially homogeneous models. Representation 
of space in spatially heterogeneous models can be further divided into discrete and continuous. In 
discrete spatially heterogeneous models, space is represented as cells each represented as spatially 
homogeneous. In continuous spatially heterogeneous models, every point in space is different, as 
diffusion the equation in physics (Haefner, 2005).  
 
Another type of models is individual based models (IBMs) which since the 1970’s have been used 
in ecology (Grimm, 1999). IBMs can include temporal and spatial variation of currents, turbulence, 
prey, predation, light, etc. (Werner et al., 2001). This consideration of spatial heterogeneity 
contributes to the differentiation among individuals and ultimately to understanding of recruitment 
processes. This is important in marine environments where a number of spatial features are believed 
to play a significant role in determining, for example population structure (Werner et al., 2001). 
IBMs have focused on coupling biological and ecological formulations to hydrodynamic models of 
varying degrees of three-dimensional and temporal complexity (Werner et al., 2001). The IBMs is 
able to implement considerations about the effects of variability in the physical environment, 
including flow, temperature, salinity, turbulence and light (Werner et al., 2001). This coupling of 
biology and ecology is used for example in IBMs concerning oceanic environments, where most 
marine organisms undergo planktonic life stages. 
 
The spatial aspect of modelling 
Different methods can be used in order to handle spatial data in models, making it important to state 
the advantages and disadvantages each of method, for example in respect to scale.  
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Triangular Irregular Network (TIN) is a terrain 
model that uses a sheet of continuous and 
connecting triangular facets based on a triangulation 
method of irregularly spaced nodes or observation 
points (Burrough & McDonnell, 1998; Lo & Yeung, 
2007). The most often used method in creating TIN 
is Delaunay triangulation, which allows well-formed 
triangles (Figure 7) (Lo & Yeung, 2007). By 
building these topological relationships using 
Delaunay triangulation, totally unstructured data 
points are turned into a properly organised 
geographic database better suited for modelling applications (Lo & Yeung, 2007). TIN allows extra 
information to be gathered in areas of complex relief without need for a lot of redundant data to be 
gathered from areas of simple relief. The data capture process of TIN can follow ridges, stream 
lines, and other important topological features, in contrast to raster which cannot give the precise 
location of for example a coast line  (Burrough & McDonnell, 1998). Disadvantages of TIN include 
the irregular size of the triangles, and the border of the area on to which TIN is projected, because 
TIN has no points outside the borderlines of the area to assist describing the topology inside the 
area. Instead TIN creates a virtual point to help describe the area (Burrough & McDonnell, 1998).  
 
In order to compute further modelling in an area, raster cells which can contain unique attributes 
can be used, and a conversion of TIN to raster cells is therefore needed (Lo & Yeung, 2007). The 
transformation of TIN data to raster is achieved by laying a regular grid over the TIN with similar 
resolution and orientation. This transformation includes naturally some assumptions and problems, 
like accuracy between TIN and the raster cells. It is very important to understand the nature of 
errors in spatial data and the effect they may have on the quality of further analyses (Burrough & 
McDonnell, 1998). 
 
Converting a TIN to raster can result in loss of information, but errors with raster have declined 
greatly because of enhanced computer power. This is because of the better storage opportunities and 
therefore usage of smaller grid cells (Burrough & McDonnell, 1998). The problem can be compared 
to converting a polygon from vector to raster representation, where a topological mismatch can 
occur when the smooth vector boundaries are approximated by grid cells (Figure 8).  
 
 
Figure 7 TIN based on a Delaunay triangulation (Burrough 
& McDonnell, 1998). 
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Figure 8 The result of 
converting a polygon from 
vector into raster format with 
different raster size. The arrow 
accentuates the advantages and 
limitations of the raster 
converting (ArcGIS, 2008). 
 
 
 
In this way spatial information systems make it possible to turn good raw materials into poor 
products, if proper attention is not paid to the ways data are collected, modelled, and analysed. The 
level of detail represented by raster is often dependent on the cell size, or spatial resolution, of the 
raster. The smaller cells, the more details can be captured. Accuracy of the raster cells independent 
of cell size can never exceed the accuracy of the TIN (Burrough & McDonnell, 1998). However, 
more detailed raster results in larger raster datasets, and therefore a need for greater storage space, 
which means longer processing time (ArcGIS, 2008). Determining an adequate cell size is just as 
important in the planning stages as determining what datasets to obtain. These following parameters 
should be considered when specifying the cell size according to ArcGIS (2008): 1) the spatial 
resolution of the input data, 2) the application and analysis that is to be performed, 3) the size of the 
database compared to disk capacity, and 4) the desired response time.  
 
Model evaluation 
Data input must be complete and precise, and if not, the degree of quality must be indicated. Data 
quality is determined by four measures of quality: accuracy, precision, error and uncertainty (Lo & 
Yeung, 2007). Accuracy is a measure of how closely data match the true values or descriptions (Lo 
& Yeung, 2007). Precision is a measure of how exactly data are measured and stored. High 
precision does not necessarily mean high accuracy. For example, if an angle measurement is made 
to the tenth of a second it is precise, but it can still be in a wrong place, hence it is not accurate (Lo 
& Yeung, 2007). Thus, precision and accuracy refer to different aspect of data quality, and their 
meanings must be interpreted in the context of the scale and the objective of the application (Lo & 
Yeung, 2007). Error is used to describe the deviation between the measured value and the true value 
of a real-world feature, and error refers to lack of accuracy in the data. If the measured data have a 
high accuracy data are supposed to be free of errors. Errors and uncertainty are often used as 
synonyms in GIS coherence, but they have different meanings. Uncertainty implies the lack of 
confidence in the use of data, due to incomplete knowledge of the data, so uncertainty is a measure 
of what is not known, whereas error is something known (Lo & Yeung, 2007).    
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Possible uncertainties in data sets and what level of accuracy there is needed for a parameter in a 
model can be assessed by performing sensitivity analyses (Breierova & Choudhari, 2001). 
Sensitivity analysis is a useful tool in model building and model evaluation, and is a measure of 
how a model reacts on changes in parameter values and in the model structure (Breierova & 
Choudhari, 2001). Sensitivity analysis can build up confidence in the model by studying possible 
uncertainties in the model parameters. In dynamic models parameters often represent quantities that 
are difficult, or even impossible to measure in the real world. Some parameters change constantly in 
the real world, so that estimates are used instead. In this case sensitivity analysis allows determining 
what level of accuracy is necessary for a parameter to make a model useful and valid (Breierova & 
Choudhari, 2001). Furthermore, sensitivity analysis gives an insight into possible technological 
improvements in the process being modelled (Bradley et al., 1977) and helps the modeller to 
understand dynamics of a system (Breierova & Choudhari, 2001). Experimenting with a wide range 
of values can also offer insights into behaviour of a system in extreme situations. If the system 
behaviour greatly changes with a change in a parameter value, it can identify a leverage point in the 
model, meaning a parameter whose specific value can significantly influence behaviour of the 
system (Breierova & Choudhari, 2001).    
 
Many techniques have been developed and applied in order to evaluate the quality of models, for 
example calibration, validation (Oreskes et al., 1994) and qualification (Rykiel, 1996). Closed 
systems is never seen in ecological models, because the degree to which assumptions can stand in 
studies never can be established in advance, thus it is only possible to evaluate to what degree the 
model fits the truth (Oreskes et al., 1994). The most used test of veracity of a model is validation 
where large varieties of methods are available and used in biological modelling (Haefner, 2005). In 
dynamic models, validation is usually a comparison in two steps: observations and model output 
(Oreskes et al., 1994; Rykiel, 1996; Haefner, 2005). Even though a validation can provide an 
estimation of how well the model assembles the truth, the relationship between measured and 
modelled output does not imply that the model is an accurate representation of reality (Oreskes et 
al., 1994), but it can be acceptable for use (Rykiel, 1996).  
 
Validation involve that the model meet some performance criteria, which could include statistical 
properties, under specified conditions (Rykiel, 1996). If the model is not able to meet the criteria, 
the inputs of the model can be tuned in order to get closer to reality. This adjustment is known as 
calibration and is done on the independent variables to match the observed and simulated 
distribution of the dependent variable (Oreskes et al., 1994; Rykiel, 1996).  
 
Qualification is another evaluation method used to discover the domain over which a validated 
model may be properly used. In this way it can be assessed if the model is acceptable for general 
use and if it is, a revalidation is needed to find if its domain of applicability restricted to those 
situations where it has been validated (Rykiel, 1996). Contrary, if the revalidation is passed, the 
domain of the model’s applicability increases, thus generality of a model can be found only from 
repeated qualification testing (Rykiel, 1996).   
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Methods 
In order to identify parameters important for dispersal of C. gigas larvae, a conceptual model was 
constructed to simplify the complexity of dispersal, and thereby indentify which parameters to focus 
on. In this study hydrodynamics was identified as the most important parameter. Hydrodynamic 
data for the Limfjord was provided by MIKE21. Therefore this model was evaluated with the aim 
of identifying advantages, disadvantages and problems affecting the output parameters in relation to 
the development of a dispersion model. The output was tested by building a simplified deterministic 
dispersion model using the ESRI software ArcMap 9.3.1. 
 
The objective was to develop a model that could predict the dispersal of C. gigas larvae and thereby 
understanding the processes important for dispersal. The initial hypothesis was that spawning, 
dispersal, and settlement are governed by biotic and abiotic elements. The interaction of these 
parameters are complex and in order to simplify the interrelationships, a conceptual model was 
constructed (Figure 9).  
 
 
Figure 9 Conceptual model, outlining the schematics of a comprehensive model of dispersal of C. gigas larvae. The thickness of the 
arrows indicates the importance of the entities. Dispersal has two elements which consist of several factors.  
 
The biotic part of dispersal is governed by the spawning phase, planktonic phase, and settling phase. 
In the conceptual model the interrelationship between the factors that controls the three phases are 
outlined (Figure 9). The abiotic factor that control the dispersal are hydrodynamics, which has three 
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main inputs; wind, tide and water density (Figure 9). The primary links between the biotic and 
abiotic elements are the hydrodynamics and therefore this input is important in constructing of a 
dispersion model.  
 
 
 
 
 
 
A hydrodynamic model of high quality is therefore needed to simulate dispersal. The MIKE21 
software was used as this was the best available data obtainable for the Limfjord. MIKE21 produces 
predictions of current velocity and direction, temperature, water density and salinity. For these 
parameters various inputs are used. These can be constants, equations, direct measurement or 
derived from sub-models (Table 1).  
 
The model simulates hydrodynamics for every third hour from the 1
st
 of January 2005 to the 1
st
 of 
January 2006. The output from the hydrodynamic model used in this study was current velocity and 
direction. The MIKE software can predict current velocity in 3D, because the output from the 
MIKE21 is an average of the velocity 
simulated at ten different, evenly 
distributed depths in the water-column. 
Current velocity and direction is only 
modelled in the horizontal plane, not 
vertically. 2D data was used instead 3D, 
since the usage of 2D shortens the 
computer processing time.  
 
The model simulates current velocity and 
direction at 2840 unique points, 
distributed throughout the entire 
Limfjord. Each value constitutes the 
nodes in a flexible mesh (TIN-layer). 
Each mesh is interpolated from the 
nodes, making these layers continuous. 
Therefore the model was able to predict 
current speed and direction in all 
locations in the Limfjord sound. There 
were on average one node per 0.5km
2
. 
This is not at measure of precision of the 
model, but of the spread of the nodes, 
indicating the scale of the TIN.  
 
Table 1 The input parameters used in the MIKE model. 
Modelled input parameters unit Grid size Number of grids Frequency 
Wind m
-s
 16.7 x 16.7 km 11 x 8 1 / hour 
Air temperature (in 2 m altitude) C° 16.7 x 16.7 km 11 x 8 1 / hour 
Net precipitation mm 5.6 x 5.6 km 31 x 21 1 / hour 
Clearness ratio 5.6 x 5.6 km 31 x 21 1 / hour 
 
Other input 
parameters 
Description 
Boundary 
Conditions 
The sound is open towards the North sea to 
the west and Kattegat to the east. In these 
two points water temperature, salinity and 
water level has been measured in varying 
intervals from once per day to more than 
once per hour. 
Bathymetry 1883 measured depths in an unstructured 
grid. Interpolated throughout the sound. 
Does not change over the modelled time. 
Coriolis forcing The effect of the earth’s rotation. Varying in 
space, but not in time. 
Bed resistance The resistance of the bottom affects how 
much the velocity is delayed. In the model, 
bed resistance is a function of depths, 
meaning that roughness or vegetation etc. is 
not taken into account. 
Eddy viscosity 
and Turbulence 
The effect of turbulence and the momentum 
caused by turbulence on the water velocity. 
Water density A function of temperature and salinity. 
Heat exchange The effect of air temperature, humidity and 
clearness on water temperature. 
Discharge Discharge in 32 places throughout the 
sound in m
3
 s
-1 
has been modelled. The 
input is one value per day. 
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To determine the modelling period, the requirements for survival of the larvae of C. gigas were 
considered. Since one of the important parameter for larvae survival is temperature (Troost, 2010), 
modelled temperature at Agger Tange was extracted. The period that was extracted range from the 
first day with a relatively stable water temperature at 18°C and the following 30 days. 
 
The output from MIKE21 was one file (~ 100 MB), consisting of current velocity and direction for 
every third hour. Each time step consisted of 2840 data points, which was bound to a unique 
location. The chosen simulation period was extracted, and converted to another format with a cell 
size of 20x20m. The file was then split and converted to ascii-files using MIKE2Grd. The 
extraction gave one file from every third hour for the modelled period. These ascii-files were 
converted to raster and took up approximately 70 GB of storage space in this format.   
 
MIKE was calibrated by DHI, using salinity measurements. This method is a well acknowledged 
way to assess the credibility of a model, since salinity reflects the hydrodynamics (North et al., 
2006). As all available data for the Limfjord for 2005 are used as input in the hydrodynamic model 
and therefore not suitable to use for validation, an evaluation of the calibration was conducted. The 
salinity measurements used in the calibration of MIKE, originate from seven stations evenly 
distributed throughout the Limfjord. The number of measurements at the stations ranges from 24 to 
151 (Figure 10).  
 
In this study the Limfjord was divided into three compartments in relation to the measuring stations 
1) Nissum Basin, Løgstør Basin and Nibe Basin 2) Vilsund 3) Risgårde Basin, Hjarbæk Fjord, and 
Skive Fjord. The first compartment consists of stations situated along the main passage through the 
Limfjord (Figure 10). This compartment is selected for the evaluation of the calibrations, as it is 
along the main passage that establishment of C. gigas has been observed (Figure 2). The modelled 
salinities at the measuring stations were extracted and correlated to the measured salinities for 2005.  
 
 
Figure 10 The sampling stations in the Limfjord, where salinity levels are measured by DMU in 2005. The numbers in brackets after 
the station names are the numbers of measurements done that year. The punctured line indicates the main passage through the sound 
(Copy rights Kort- & Matrikelstyrelsen). 
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The correlation between measured and modelled salinities at Thyborøn Channel was also evaluated. 
This is not a station used in the calibration of MIKE, but represents the boundary condition in the 
western part of the model.  
 
The raster layers that were converted from a TIN format to a raster format, extent of the model was 
not in absolute accordance with the true geographical borders of the Limfjord (Figure 11). This 
would sometimes have the effect that larvae will move onto land and continue moving, not 
switching forth and back, and sometimes will behave as if it did hit land when in fact it did not. 
 
 
Figure 11 The 
geography of the 
Limfjord and the extent 
of the raster layer, 
which contains current 
velocity information. 
Note that the extent of 
the model is not in 
absolute accordance 
with the true 
geographical borders of 
the Limfjord (Copy 
rights GEUS). 
 
 
The output from the hydrodynamic model was used as input to a simplified dispersal model created 
with ArcMap. The model simulates dispersal from Agger Tange, governed solely by hydrodynamic 
through a 21 days period, which is the average period duration of the pelagic larval stage (Troost, 
2010). The output was the potential movement of larvae, based on the hydrodynamic conditions in 
the modelled period. The model worked in a number of steps, denoted in this study as ticks, which 
represent the length of the time step. When the simulation of one tick was finished, the end point 
became the starting point for the simulation of the next tick. The direction and length of steps was 
taken from an attribute stored in the raster layer, from the hydrodynamic model. The schematics of 
the simplified dispersal model are seen outlined in Figure 12 and as the full model in Appendix 1. 
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Movement was related to 
time and space (m/s), 
therefore, by regulating the 
time between ticks, the 
length moved from point to 
point will be affected 
proportionally. As an 
example, the distance 
travelled will be twice as 
long if the tick is 10 
minutes instead of 5 
minutes. 
 
The hydrodynamic model 
was modelling current 
outputs on a temporal scale 
of three hours, which was 
the input to the dispersion. 
This was changed spatially, 
by modifying the ticks. 
Making a smaller spatial scale meant that the same layer was used for several ticks in the modelling. 
Current velocity data was transformed from m/s to m/tick so that it was consistent with the temporal 
scale.  
 
Movement in the model could be described as jumps from 
one location to the next; therefore data between two points 
did not affect movement (Figure 13). Sometimes a 
simulation point would end outside the simulation area. If 
this happened, the movement was set to switch back and 
forth between the previous location inside the modelled 
area and the point outside until a new layer appeared that 
allowed for further movement. This new layer would have 
different hydrodynamic data, making the larvae move to a 
new place. If this was outside the modelled area again, it 
would once more switch back and forth, waiting for a new 
layer. On the other hand, if it ended up within the modelled 
area, the model would continue as usual. It was possible 
that several layers had to appear before the movement 
continued, making the larva stuck in one place for a 
considerable period of time. 
 
 
Figure 12 Outlines of the simplified dispersal model developed in ArcMap. The 
hydrodynamic model from MIKE21 gives the raster-layer input of current conditions in a x-
axis-layer and a y-axis-layer. The layers are used on a spatial scale, where number of ticks 
the larva should move was set.    
 
Figure 13 Sketch of the movement in the 
simplified dispersal model (fictive numbers). 
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Simulations were first made in order to test the sensitivity of the spatial scale, which will affect the 
number of steps involved when simulating 21 days. Four different length of the time steps were 
conducted; one every tree hours, every one hour, every ten minutes and five minutes. 
 
Furthermore, the influence of changing the date of initiation was also tested. Simulations were run 
from the 20
th
 and at two day intervals until there were less than 21 days left of the period modelled. 
To test the effect of small changes in the starting time a simulation was also made only 3 hours later 
than first. 
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Results 
At Nissum Basin, Løgstør Basin, and Nibe Basin, the three sites selected to represent the calibration 
of the hydrodynamic model, the calibration data shows that the sites are calibrated to specific 
salinities. At Nissum Basin the model is calibrated to fit salinity at 30.9‰ (Figure 14), at Løgstør 
Basin 27.4‰ (Figure 15), and at Nibe Basin 26.6‰ (Figure 16). Thus, at these salinities, the model 
is predicting the salinities properly at these locations. Furthermore, the calibration shows that the 
model tends to overestimate low salinities and underestimate high salinities (Figure 14, Figure 15, 
and Figure 16). This indicates that the model has difficulties predicting hydrodynamics outside the 
normal range as salinity is a measure for the hydrodynamics. The ability of the hydrodynamic 
model to predict the actual salinity differs from site to site. At Nibe Basin there is a good fit of the 
correlation between measured and modelled salinities (R
2
 = 0.92), even though there are not many 
measurements for low salinities (Figure 16). At Løgstør Basin there is relatively good fit of the 
correlation (R
2
 = 0.81), while Nissum Basin is the site with the lowest correlation (R
2
 = 0.77). 
 
  
Figure 14 Modelled and measured salinities in Nissum Basin. The solid line is linear regression forced through (0,0) and the 
punctured line the best fit (n = 24). The slope and R2 values for the solid line are shown in the upper left corner and the punctured 
line in the lower right corner. 
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Figure 15 Modelled and measured salinities in Løgstør Basin. The solid line is linear regression forced through (0,0) and the 
punctured line the best fit (n = 35). The slope and R2 values for the solid line are shown in the upper left corner and the punctured 
line in the lower right corner. 
 
 
Figure 16 Modelled and measured salinities in Nibe Basin. The solid line is linear regression forced through (0,0) and the punctured 
line the best fit (n = 25). The slope and R2 values for the solid line are shown in the upper left corner and the punctured line in the 
lower right corner. 
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At the Thyborøn Channel the modelled salinities from the hydrodynamic model and measured 
salinities was compared to evaluate the boundary conditions in the model (Figure 17). In the 
comparison between the measured and modelled salinities, there were three noticeable outliers, 
which were the first three measurements taken in the year, from January 10 to February 9 (Figure 
17). When these outliers are removed, there is a much better fit, with both the slope much closer to 
a 1:1 fit and a higher R
2
 value of 0.79.  
 
Figure 17 The modelled and measured salinities in the Thyborøn Channel (grey squares), the outliers are shown by a circle. There is 
estimated a trend line including all points (the solid line) and omitted outliers (dotted line). The slope, intersect and R2 for values 
after the outliers are removed are shown in the upper left corner and for all values in the lower right corner. 
 
Around the 20
th
 of June the criteria of high enough temperature for the larvae to survive was met, 
and thereby making this date the start of the initiation data for the modelling.  
 
The results from running the model with simulation with three hour steps and one hour steps, 
showed relatively large average distances between ticks. The difference between the two 
simulations reflects the difference in spatial scale (Table 2), both simulations resulted in land being 
crossed (Figure 9&Figure 10).  
 
Table 2 The sensitivity of the simplified dispersion model as response to different spatial scales.  
Treatment (step size) Largest jump 
in one tick 
(km) 
Crossing 
land 
Length between 
start and end point 
(km) 
Total length 
travelled (km) 
Average distance 
between ticks (m) 
Three hour steps 4 Yes 11.9 99.1 590 
One hour steps 1 Yes 20.0 87.5 173 
Ten minutes steps 0.18 No 19.7 80.0 23 
Five minutes steps 0.088 No 20.6 97.0 16 
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Crossing land was possible because the simplified dispersion model did not include cells that were 
passed in one tick. This crossover possible since it was only the value of the cells at the start and 
end of the time step that decided movement, indicating that using these spatial scales, at three hour 
steps and one hour steps, one tick was too large. Hence, in general the coarser the scale, the longer 
distance jumped in one tick (Table 2).  
 
When the time step was set to ten minutes steps land was not crossed, instead when the simulation 
ran into land, movement shifted back and forth between land and the sea. It stayed at this location 
until a new layer allowed further movement, which could take up to 4 hours and 40 minutes (Figure 
11). This can therefore have influenced the total length travelled during the modelled period. As it 
stays within a relatively small area, it affects the movement at large scale and could therefore 
influence the final distance between the start and end point.   
 
Using five minutes steps instead of using ten minutes steps resulted overall in little differences 
(Table 2). Even though the end result was similar and the average distance travelled, the tracks of 
the two simulations differed (Figure 11 & Figure 12). Using five minutes steps the simulation went 
approximately 4 km further east that the other simulations down to Oddesund (Figure 12). 
 
The simulation with five minutes steps took 36 hours to run on the computer whereas with ten 
minutes steps the simulation took only eight hours. Therefore ten minutes steps were used in the 
further evaluation of MIKE21, in relation to developing a dispersion model for C. gigas larvae, as it 
had the shortest proceeding time, but still an acceptable spatial scale where error due to movement 
was at a minimum.  
 
 
 
 
 
 
 
 
 
 
 
 
  
  
 
 
 
 
Figure 18 Output of dispersion model using the  three hours steps; this means that each current layer was used one time. The larva release occurs at 20-06-2005 
(triangle). The green dots show the modelled movement and the black dots show the interim time step date of movement. The cross marks the last predicted location of 
the larva. The area at Thyborøn Channel is highlighted to show the jump across land. It is also seen that the raster layer does not follow the exact coastline. The end point 
is located in the middle of Nissum Basin at a depth of 5-10m (Copy rights Kort- & Matrikelstyrelsen & DHI). 
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Figure 19 Output of dispersion model using the  one hour steps which mean that each current layer was used three times. The larva release occurs at 20-06-2005 (triangle). The 
green dots show the modelled movement and the black dots show the interim time step date of movement. The cross marks the last predicted location of the larva. The area at 
Thyborøn Channel is highlighted to show the jump across land. It is also seen that the raster layer does not follow the exact coastline. The end point is located in the east of 
Nissum Basin, near Oddesund at a depth of 5-10m (Copy rights Kort- & Matrikelstyrelsen & DHI). 
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 Figure 20 Output of dispersion model using the 10 minutes steps which mean that each current layer was used 18 times. The larva release occurs at 20-06-2005 (triangle). 
The green dots show the modelled movement and the black dots show the interim time step date of movement. The cross marks the last predicted location of the larva. The 
area at Thyborøn Channel is highlighted to show that the movement shifts back and forth between land and the water. It is also seen that the raster layer does not follow the 
exact coastline. The end point is located in the east of Nissum Basin, near Oddesund at a depth of 5-10m  (Copy rights Kort- & Matrikelstyrelsen & DHI). 
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  Figure 21 Output of dispersion model using the five minutes steps which mean that each current layer was used 54 times. The larva release occurs at 20-06-2005 (triangle). 
The green dots show the modelled movement and the black dots show the interim time step date of movement. The cross marks the last predicted location of the larva. 
The area at Thyborøn Channel is highlighted to show that the movement shifts back and forth between land and the water. It is also seen that the raster layer does not 
follow the exact coastline. The end point is located in the east of Nissum Basin, near Oddesund at a depth of 5-10m (Copy rights Kort- & Matrikelstyrelsen & DHI). 
Five different simulations were run in the simplified dispersion model, in order to test possible 
variations between initiation days. Four simulations were run with two days intervals and 
additionally one simulation was run the 20
th
 of June at 03:00am to test possible variations in smaller 
scale (Table 3). 
 
Table 3 The effect of changing the start date and time. 
Treatment 
(initiation time/day) 
Largest 
jump in one 
tick (km) 
Movement in the 
Thyborøn 
Channel 
Length between start 
and end point (km) 
Total length  
travelled (km) 
20-06-05 00:00am 0.18 No 19.7 80.0 
20-06-05 03:00am 0.27 No 22.1 141.5 
22-06-05 0.38 Yes 0.8 134.9 
24-06-05 0.47 Yes 13.5 168.1 
26-06-05 0.40 Yes 11.4 226.2 
28-06-05 0.41 Yes 11.8 209.6 
 
No consistency between the total lengths travelled or the end points was observed when changing 
the start date for the simulation at a two day interval (Figure 13Figure 14Figure 15Figure 16). The 
simulations from the 20
th
 June at 00:00am and 03:00am follows more or less the same track the first 
six days, but after this the simulation from 00:00am stays in Nissum Basin and the simulation from 
03:00am continues further and moves into Kås Basin, but returns to Nissum Basin again (Figure 
17). It seems like the simulation from 03:00am follows the dynamics in the narrow Oddesund. Here 
the current velocities are high, resulting in the simulation to go in different directions. Hence, even 
by changing the initiation time only three hours the output differed considerably.   
 
The simulations from 22
nd
 to 28
nd
 of June all encounter the Thyborøn Channel where they move 
back and forth (Figure 13, Figure 14, Figure 15 & Figure 16), due to the narrow channel with high 
velocities, which result in longer distance travelled than the simulation at 20
th
 June at 00:00am 
(Table 3). The simulation at 20
th
 June at 03:00am also had a long distance travelled, but this is due 
to the narrow Oddesund. When the simulations encounter a narrow passage, the jumps are also 
affected, because of higher velocities (Table 3). Depending on which part of the Limfjord the 
simulations moves in, the length of the movement is affected. The patterns of movement, the 
distances the different simulations covers, and the high variations between start and end point all 
indicate that the Limfjord is a dynamic system.  
 
Figure 22 The output of the dispersion model with a initiation time set to the 22th of June. The green dots show the modelled movement and the black dots show the interim 
time step date of movement. The cross marks the last predicted location of the larva. The area at Thyborøn Channel is highlighted to show that the movement shifts back 
and forth in the dynamic boundary area of the model. It is also seen that the raster layer does not follow the exact coastline. The end point is located in the west of Nissum 
Basin, near Agger Tange at a depth of 0-5m (Copy rights Kort- & Matrikelstyrelsen & DHI). 
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 Figure 23 The output of the dispersion model with a initiation time set to the 24th of June. The green dots show the modelled movement and the black dots show the 
interim time step date of movement. The cross marks the last predicted location of the larva. The area at Thyborøn Channel is highlighted to show that the movement 
shifts back and forth in the dynamic boundary area of the model. It is also seen that the raster layer does not follow the exact coastline. The end point is located in the 
middle of Nissum Basin, near the northern shore at a depth of 5-10m (Copy rights Kort- & Matrikelstyrelsen & DHI). 
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 Figure 24 The output of the dispersion model with a initiation time set to the 26
th of June. The green dots show the modelled movement and the black dots show the interim 
time step date of movement. The cross marks the last predicted location of the larva. The area at Thyborøn Channel is highlighted to show that the movement shifts back and 
forth in the dynamic boundary area of the model. It is also seen that the raster layer does not follow the exact coastline. The end point is located in the middle of Nissum Basin 
at a depth of 5-10m (Copy rights Kort- & Matrikelstyrelsen & DHI). 
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 Figure 25 The output of the dispersion model with a initiation time set to the 28th of June. The green dots show the modelled movement and the black dots show the 
interim time step date of movement. The cross marks the last predicted location of the larva. The area at Thyborøn Channel is highlighted to show that the 
movement shifts back and forth in the dynamic boundary area of the model. It is also seen that the raster layer does not follow the exact coastline. The end point is 
located in the middle of Nissum Basin at a depth of 5-10m (Copy rights Kort- & Matrikelstyrelsen & DHI). 
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Figure 26 The output of the dispersion model with a initiation time set to the 20th of June both at 00:00am (green dots) and 03:00am (red dots). The black dots show the 
interim time step date of movement. The crosses mark the last predicted location of the larvae. The area around the sixth day is highlighted to show the difference in 
progress of the two simulations. This indicates that small differences in the current layers can cause large variations in distance travelled and end points. The two 
simulations (00:00am and 03:00am) have end points about 4km apart, but have travelled 80km and 141,5km, respectively. The end points are located in Nissum Basin at a 
depth of 5-10m (Copy rights Kort- & Matrikelstyrelsen & DHI). 
Discussion 
This study focuses on three parts: to evaluate the possibility of constructing a dispersion model of 
C. gigas in the Limfjord. Another focus is to evaluate the primary input of a potential dispersion 
model. This primary input is the hydrodynamic model MIKE21. The third focus is a discussion of 
the advantages of different types of ecological models.  
 
The correlation analysis of the hydrodynamic model indicates that modelled salinities tends to be 
overestimated at low salinities and underestimated at high salinities at all stations (Figure 14, Figure 
15 & Figure 16). This situation could occur when there are large influxes of water from the North 
Sea or episodes with high precipitation. These situations can cause salinity of extreme character that 
is much lower or higher than the salinity that the hydrodynamic model is calibrated for. Because 
larvae dispersal is determined by the hydrodynamics of the system, uncertainties in the 
hydrodynamic model can result in errors in the dispersion model under unusual environmental 
conditions. The environmental conditions of 2005 were normal (Limfjord, 2005) and as the model 
had difficulties coping with the extremities of that year, it may have even more difficulties 
modelling in a year with extreme conditions. Therefore, the hydrodynamic model can only be used 
as input to simulated dispersal in years with minimum of extreme occurrences. As the model 
overestimate low salinities and underestimate high salinities, each calibration station has one 
salinity where it tends to be accurate. These salinities are related to the average salinity at that 
specific site. As salinities differs from this value, the model error will increase, which have the 
effect that the model will have difficulties predicting precise outcome in circumstances with salinity 
extremities.  
 
The evaluation of the three calibration sites showed that the coefficient of determination was 
highest in Nibe Basin and lowest in Nissum Basin (Nissum R
2
=0.77, Løgstør R
2
=0.81 and Nibe 
R
2
=0.92). Therefore, the ability of the hydrodynamic model to predict salinities, and thereby current 
velocity and direction, decreases when moving from east to west in the Limfjord, This means that 
the inherent error in the model are spatially related and increases further to the west, resulting in a 
higher precision of the model for Nibe Basin than at Nissum Basin. If it was possible, it would have 
been preferable to calibrate the model to have the best fit for Nissum Basin, because it is the locality 
with the highest known densities of C. gigas is found (Christensen & Elmedal, 2007; Davids et al., 
2007; Wrange et al., 2009) and this area has most likely been the starting point for the 
establishment of C. gigas in the Limfjord, due to attempts of aquaculture of C. gigas (Stæhr et al., 
2000) making this an important area.  
 
The calibration data indicate that the model is unable to predict the hydrodynamics precisely when 
salinity differs from normal. The problems in predicting salinity extremities have implications for 
the quality of the model. Therefore the qualification of the model is limited to a system where 
salinities are close to the normal range. The hydrodynamic model is in this way site-specific.  
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In an evaluation process validation is normally an important step (Oreskes et al., 1994; Rykiel, 
1996). Unfortunately it was not possible to validate the hydrodynamic model, because all available 
data for the Limfjord for 2005 had already been used as input or calibration data in the model. 
 
Evaluating the boundary conditions at the Thyborøn Channel by comparing modelled and measured 
salinities three potential outliers were identified. These outliers are from the first part of the 
modelled period (10/01 to 09/02) and if they are not removed from the dataset, the hydrodynamic 
model can explain 45% (R
2
=0.45) of the changes in salinity. Contrary, when the outliers are 
removed, the hydrodynamic model can explain 79% (R
2
=0.79). Disregarding the outliers, it 
therefore seems as the hydrodynamic model needs to adjust, before modelling satisfactorily. In 
order to handle the inaccuracy from the adjustment in the start phase, it is important to run a 
sensitivity analysis of the model, so that it is determined how long time the model needs for 
adjusting. Doing so, enables extraction of the shortest period as possible, so that data storage and 
handling is reduced.  
 
The hydrodynamic model from MIKE21 was based on TIN-data and when this data was converted 
into raster data it could create some problems or some assumptions because the scale is different 
(Burrough & McDonnell, 1998). Because of the conversion from continuous to discrete data some 
data was lost in the process. Since TIN is an interpolation of the values of three nodes, it was 
possible to construct a raster layer with an infinite number of cells, each with a unique value. 
Whether this is relevant depends on the use of the raster layer. In the hydrodynamic model the 
distance between nodes were approximately 700 meters, which was converted to raster cells that 
were 20 meters. This means that between any two nodes there were ~ 35 raster cells. It is important 
to note that the smaller scale of the raster layer does not mean higher accuracy since it is determined 
by the TIN, but it enables to diminish errors in the conversion. Therefore the raster size were chosen 
to be 20x20m in order to get enough information from the TIN-layer into the raster layer, where the 
spatial scale still was possible to handle with available computer power. Even though the 
conversion from TIN to raster in this case did not result in significant change in precision, it is 
always important to understand the nature of error in spatial data conversion and the effect they may 
have for quality (Burrough & McDonnell, 1998). The coarse TIN-layer means that the model only 
can explain large scale phenomena, so even though a raster layer has a very fine raster scale it is 
still unable to explain local variation. 
 
The output of the simplified dispersion model, simulated in ArcMap, was a series of maps showing 
the dispersal of C. gigas. These maps demonstrate how a change in spatial scale affects the output. 
The model was based on the hydrodynamic data from 2005. This was a practicable year to describe 
the C. gigas dispersal because it has been shown that a successful reproduction in most of the 
Limfjord this year. This was made evident by cohort analysis from 2006 and 2007 (Christensen & 
Elmedal, 2006; Davids et al., 2007). The first model simulations were a test of the importance of 
the spatial scale.  
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When comparing the four different simulations, using the three hour steps simulation had a 
different pattern, whereas the other simulations had a more similar pattern. This could be due to loss 
of information in the three hour steps layer where the ticks had larger jumps and therefore missed 
more information than the others. Comparing simulations at the one hour steps, ten minutes steps 
and five minutes steps less difference was seen. Trails were quite similar, and all ended up within 
two kilometres from each other, indicating that the simulations encountered sufficiently equal 
information from the TIN layer. Choosing the right spatial scale is a trade-off between information 
encountered and computer processing time. Because of the geography of the Limfjord, with an 
extended tongue north of the Thyborøn Channel, a problem occurs with both the three hour steps 
and one hour steps simulations. Because the spatial lengths between the time steps are larger than 
the width of the extended tongue, the larva was able to jumps past it. This is not realistic, indicating 
that the ten minutes steps simulation has the highest possible resolution practically applicable.  
  
According to Guisan & Zimmermann (2000) and Haefner (2005) it is impossible to construct an 
accurately representation of reality in practice, because it is to complex and heterogeneous. Since an 
accurately representation is not possible to achieve, getting as close to reality as possible is 
desirable, this can ideally be done on the finest scale as possible; both spatially and temporally is 
achievable. The ideal would then be to have as realistic, accurate and precise hydrodynamic dataset 
as possible. If data like this were achievable, the raster cell size could be a lot smaller and the C. 
gigas larvae would be affected by a much larger dataset, meaning local variations would influence 
larvae dispersal. Detailed datasets like this have their limitations, in the sense that it results in larger 
datasets and therefore a need for a larger storage capacity and processing time (ArcGIS, 2008). This 
put emphasis on the fact that it is important to use the right resolution and scale with respect to the 
available dataset (ArcGIS, 2008).  
 
The effect of the dynamics was huge when running the simplified dispersion model simulating C. 
gigas larvae in the Limfjord with changing initiation times. It is not possible to predict when C. 
gigas spawn, only that water temperature above 20°C are necessary to develop the gonads and 
thereby allow successful reproduction (Nehring, 2006). In order to test the influence of 
unpredictable spawning time, the simplified dispersion model differed in initiation of the 
simulations. As the initiation time varied, the output changed. All of the simulations with different 
initiation times had different trails and end points. This could be due the dynamics of the system 
with rapid changes in current velocity and direction, because of changing wind and tide conditions.  
 
The differences in the results of changing initiation time shows that time of spawning can have 
large influence on dispersal of the larvae, because the system is dynamic and not two days are 
identical. To cope with this difficulty many simulations are needed or another solution to the 
problem must be found.  
 
In the simulations for the 22
th
-28
th
 of June, the larvae are travelling to the boundary between the 
Limfjord and the North Sea. When the larva hits this boundary it moves back to the previous step, 
due to the programming of movement in the simplified dispersion model as it was a closed system. 
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This is, however, in reality not the case. The North Sea is a different system than the Limfjord not 
implemented in the model. The North Sea has a strong current going from south to north (Holden, 
2008) probably causing the larvae to follow this current and transport them away from the Limfjord.  
 
The purposes of developing a model for dispersal in the Limfjord are numerous. If the dispersal 
model could be able to predict distribution from purely physical and mathematical considerations 
(analytical approach) then the model should, according to Levins (1966), sacrifice realism for 
generality and precision, meaning that focus is on predicting accurate response within a simplified 
reality (Guisan & Zimmermann, 2000). This group of models omits biological assumptions such as 
a species own dynamics. An empirical dispersal model, focusing on precision and reality, would 
only consider the parameters relevant in the short term and end with testable predictions only to 
particular situations (Levins, 1966). A model like this would not be able to inform about ecological 
functions and mechanisms (Guisan & Zimmermann, 2000). If the purpose of the model is to be used 
for testing the hypothesis for example that dispersal of C. gigas larvae are supported by one or 
several populations, qualitative predictions are more important than quantitative predictions, 
because they explain the dynamics of the system. These types of models are mechanistic and focus 
on reality and generality, but omitting precision.  
 
As the population of C. gigas in the Limfjord seems to be in the establishment stage, the model 
should be able to predict the dispersal over a longer temporal and spatial scale, as C. gigas probably 
will disperse to new locations. This stipulates specific demands to the model, for example need to 
include several new inputs. One of the most important inputs is that it needs to be able to handle 
changes in the primary layers. This could be substrate, as it is known that C. gigas are ecosystem 
engineers, meaning that settling of C. gigas at new locations result in habitat alterations, because it 
settles on hard substrate and preferably on adult individuals of its own species. Therefore, a 
requirement is that the model can handle this important feature, as expanding of the population will 
have a positive feed-back on population density and thereby dispersal capacity. 
 
Because of the dispersal capacity and success have influence on dispersal, parameters affecting this 
also need to be added in a comprehensive model. There are several parameters that affect dispersal 
capacity and survival including temperature, food availability, salinity, predation and larva 
behaviour. The temperature has to be high enough for the adult oysters to spawn, but it is also 
important for survival of the larvae, so the temperature aspect has to be implemented. Likewise the 
water velocity has to be very slow if the larvae potential should be able to settle (Park et al., 1989). 
If the food availability is not equivalent the adult C. gigas will not spawn in the first place and 
neither would possible new-spawned larvae survive. Food availability is important for larvae 
survival and also for the duration of the larvae stages. The larvae stage can be prolonged if the food 
availability is scarce, because the eggs and larvae will have a longer development time. A lack of 
food can cause lighter eggs and thereby a longer larvae dispersal, because they are drifting with the 
currents (Cardoso et al., 2007). Salinity is a parameter of less effect, because C. gigas can tolerate 
large variations, and these variations do not seem to occur in the Limfjord (Christiansen et al., 
2006). Predation is another parameter affecting dispersal and even the adult C. gigas can predate on 
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their own larvae, but this parameter is difficult to quantify because it is such a complex parameter 
(Quayle, 1988). Larvae behaviour is also a complex parameter to estimate, but even though it is 
small, some movement by the larvae are possible (Park et al., 1989). North et al. (2006) developed 
a larvae transport model which predicted that larvae of two other oyster species have behaviour 
influencing temporal and spatial patterns of settlement and dispersal. An approach like this could be 
added in a comprehensive model. 
 
Taking the different kinds of parameters to include in consideration, finding the suitable model type 
and approach can be difficult. C. gigas spout millions of larvae out in a single burst, which could be 
an advantage of a particle model, where many particles can be modelled at the same time. However, 
this analytical approach omits the biological assumptions required. IBMs can handle alterations in 
the primary layer induced by the habitat engineering of C. gigas and an IBM for dispersal of C. 
gigas larvae in NetLogo was tried in this project. Unfortunately the attempt turned out to be a 
failure, which made it clear that prior knowledge about this program is needed in order to be 
successful. 
 
In this project ArcMap was used to conduct the simulations of dispersal of C. gigas larvae mainly 
because several challenges were encountered in developing a model in NetLogo, which made it 
impossible to continue. Experiences learned from this project are that it is very important to 
consider the scale and both the physical and biological parameters involved. Preferable a fine scale 
gives the most realistic result, but considerations have to be made about the possibility of violating 
rules about precision, accuracy, error and uncertainty. Most of all it is important to clarify the 
purpose of the model. Should it be used in management, a prediction map or for other purposes? 
 
This project can be seen as a pilot-project, which can help in the decision making prior to a model 
development of a dispersion model in the Limfjord, to help finding out the purpose of the 
modelling, what to take into account of different parameters, and what modelling programs that is 
applicable to use for different modelling aims. 
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 Appendix 1 
Here is shown a print from ArcGIS wherefrom the simplified model is made. The blue circles are input parameters, the yellow squares are 
the entities and the green circles are the output.  
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Appendix 2 
 
Here the extracted temperature data from Agger Tange is shown; in the first figure as the whole year and in the next figure only the month 
from June to September. There are some days with temperatures lover than 18°C in the days after the 20
th
 of June, but this will not have an 
important effect on the larvae, due to biological tolerance and that some areas can have the modelled temperature but local it can be higher. 
