The competing risk model based on Lindley distribution is discussed under the progressive type-II censored sample data with binomial removals. The maximum likelihood estimation of the unknown parameters of the distribution is established. Using the Lindley approximation method, we also obtain the Bayesian estimation of the unknown parameters of the distribution under different loss functions. The performance of different estimates is studied in this article. A real practical dataset is analyzed for illustration.
Introduction

Lindley Distribution
In order to better investigate the problem of product lifetime, Reference [1] proposed a new distribution, known as the Lindley distribution. After being proposed, the Lindley distribution has attracted the attention of many statisticians. In recent years, statisticians have done a lot of research on the Lindley distribution. For example, Reference [2] explored the mathematical and statistical properties of Lindley distribution. Reference [3] put forward an expanded form of the Lindley distribution. A new two-parameter Lindley distribution was proposed and introduced by Reference [4] . Considering the Lindley distribution, a new life data modeling distribution was developed by Reference [5] .
The Lindley distribution has a very wide application range in the fields of industry, medicine, biology and so on. For instance, Reference [6] used the Lindley distribution to study the reliability of application strength systems. Considering the generalized Lindley distribution, Reference [7] came up with a new bounded domain probability density function, and introduced a distorted premium principle based on the special category of this distribution.
If a random variable obeys the Lindley distribution, its probability density function (PDF) and cumulative distribution function (CDF) are as follows:
F(x; θ) = 1 − (1 + θ θ + 1
x)e −θx , x > 0, θ > 0.
(2)
Competing Risks
The competing risks model arises from reliability theory-it is widely applied in many fields such as biomedical science and finance. In many situations, there are many risks leading to the failures of units in a experiment, each one of them can make the unit fail, and we call them competing risks. For instance, the light bulb may fail due to several factors such as voltage magnitude and temperature level, researchers need to study the lifetime of the light bulbs considering all these factors.
In recent years, many scholars have proposed different methods for exploring data with competing risks. Reference [12] analyzed the competing risks data of missing failure causes under the accelerated failure time model. Reference [13] introduced competing risks data and critically commented on widely used statistical methods for estimating and modeling the amount of interest. Reference [14] analyzed the data of competing risks, including the method of calculating the cumulative incidence of events related to competing risks, comparing the cumulative incidence curves, and conducting regression analysis of competing risks. Reference [10] studied and analyzed a set of survival data at competing risks through a number of methodologies based on a study of cardiovascular diseases. Reference [15] presented a Bayesian method for the combined analysis of longitudinal measurement data and competing risk failure time data.
Without losing generality, assuming that there are two independent risks leading to unit failure, we denote the i-th failure time as X i:m:n and the failure times of the units depend on the first occurred failure model. X i:m:n = min (X 1 i:m:n , X 2 i:m:n ).
Assume that the product's lifetime under a single risk obeys the Lindley distribution, corresponding probability density function and survival function are
Considering progressive type-II censored data, this paper will discuss the parameter estimation of the Lindley distribution under this model. This article is organized as follows. In Section 2, we will theoretically derive the maximum likelihood estimation of the parameters of the model. And in Section 2, we will obtain the Bayesian estimation of the parameters of the model considering three different loss functions. In Section 3, we will use the results of Sections 2 to carry out simulation experiments. Moreover, we will analyze a set of real data in Section 4. In Section 5, we summarize all the conclusions of this article.
Formatting of Mathematical Components
Maximum Likelihood Estimation
Maximum likelihood estimation is a classical and effective method for estimating unknown parameters. In this part, we will theoretically discuss how to estimate unknown parameters in this model by using maximum likelihood estimation method.
In reality, the sample data we collect are often arranged in chronological order. We can denote the data as
where x 0 i , S 0 i and R 0 i (1 ≤ i ≤ m)represent the i-th failure time, the cause of the i-th failure and the number of products removed at the i-th failure respectively.
Next, we discuss the number of removals per censoring. Because at the stage of each removal, the number of units removed obeys the binomial distribution with probability p, we can obtain
where 0 ≤ r 0
Then, the likelihood function is expressed as follows [16] f
Substituting (8) and (10) into (9), we can get
where f j andF j (j = 1, 2) are given in (3) and (4). In order to simplify the above expression, it is necessary to organize the data. We classify the data according to the failure reasons of the units and the data within the class is still sorted according to the failure time. Hence, the sorted data can be written as follows.
· · ·, (x n 1 , S n 1 = 1, R n 1 ), (x n 1 +1 , S n 1 +1 = 2, R n 1 +1 ), · · ·, (x m , S m = 2, R m )).
here n 1 is the number of units which failed because of factor 1. The two groups of data before and after collation constitute bijection, which can be determined by each other. In other words, the data rearrangement only reorders the data but does not affect the values of the data itself. Therefore,
Further, we can get
Here, C 1 is a constant. For sorted data, the likelihood function can be expressed as
Combining (14) and (15) , we can obtain the likelihood function of observed data, which is,
The log-likelihood function is as follows:
where C 2 is a constant. Theorem 1. Suppose the competing risks failure times follow the Lindley distribution with different parameters θ 1 and θ 2 under progressive type-II censoring with binomial removals (with parameter p), for θ 1 > 0, θ 2 > 0 and 0 < p < 1, the MLE of θ j , j = 1, 2 exists and is unique which can be obtained by solving following equations, respectively.
Proof of Theorem 1. If other parameters (θ 2 , p) are fixed, taking the partial derivative of (17), we can obtain
(20)
We can deduce that lim
Take the derivative from l 1 , and we get the second derivative
Therefore, if θ 2 and p are fixed, for θ 1 , l is a concave function. l 1 is a monotonic decreasing function. Thus, under this condition, l 1 must have a unique root, and it will maximize (17) .
Similarly, if θ 1 and p are fixed, for θ 2 , we know
Take similar steps, we can draw the conclusion that under this condition, l 2 must have a unique root and it will maximize (17) . Theorem 2. Suppose the competing risks failure times follow the Lindley distribution with different parameters θ 1 and θ 2 under progressive type-II censoring with binomial removals (with parameter p), for θ 1 > 0, θ 2 > 0 and 0 < p < 1, the MLE of p exists and is unique which can be obtained by solving from the following equation.
Proof of Theorem 2. If other parameters (θ 1 , p) are fixed, taking the partial derivative of (17), we can obtain
Besides, in this situation, the second derivative of (17) can be written as
Therefore, if θ 1 and θ 2 are fixed, for p, (17) is a concave function. l 3 is a monotonic decreasing function. l 3 must have a unique root and it will maximize (17) .
Hence, the maximum likelihood estimates of unknown parameters can be obtained by solving the roots of (18), (19) and (22). Since (18) and (19) are non-linear, it is infeasible to obtain their explicit solutions. In this situation, it is an effective method to obtain approximate solutions using a numerical method such as the Newton-Raphson algorithm.
As for p, we can figure out the explicit solutionp, which is:
Bayesian Estimation
Compared with maximum likelihood estimation, Bayesian estimation is a new but effective estimation method. It takes both prior information and sample information into account and estimates the unknown parameters of interest. Bayesian estimation is often better and more accurate than maximum likelihood estimation. In this section, we will give the Bayesian estimation of the model parameters θ 1 , θ 2 and p.
According to the discussion in the previous section, we have obtained
Now, we need to give the prior distribution of these parameters. Suppose that the prior distributions of θ 1 , θ 2 and p are Gamma(a 1 , b 1 ), Gamma(a 2 , b 2 ) and Beta(c, d) respectively (a 1 > 0, b 1 > 0, a 2 > 0, b 2 > 0, c > 0 and d > 0). The pdfs for the prior distributions are given by
Therefore, the joint posterior distributions of parameters θ 1 , θ 2 and p are
Hence, we can deduce the conditional posterior distributions as follows.
In Bayesian estimation, loss function is a good method for judging the performance of parameter estimation. There are many different loss functions, symmetric or asymmetric. In this article, we consider three different loss functions. The first one is the squared error loss (SEL) function L 1 , which is symmetric. It is defined as
The Bayes estimate of d(γ) for SEL can be written aŝ
The second loss function we consider is the LINEX loss (LL) function, which is asymmetric, and its definition is shown below.
And the Bayes estimate of d(γ) for LL loss function is given bŷ
as long as E γ (·) exists. The last one is also asymmetric, it is the general entropy loss (EL) function which is defined as
Also, we can get the Bayes estimate of d(γ), which iŝ
All d(γ) denotes the true value of the unknown parameter andd(γ) denotes its estimation.
Observing Formulas (29) and (30), these two formulas are nonlinear. So for θ 1 and θ 2 , it is not feasible to directly solve Bayesian estimates under different loss functions. Thus, we consider using the Lindley approximation method to solve the corresponding numerical solution.
Taking the Bayes posteriori estimate under SEL as an example, the Bayes posteriori estimate we require is
It is not practicable to obtain the explicit solution of (32) which is in the form of the ratio of two integrals. Reference [17] studied the method of approximating the ratio of two integrals.
Here is a brief introduction to Lindley's approximation method. Assume that the integral ratio to be calculated has the following form
here θ = (θ 1 , θ 2 , · · · , θ n ). l(θ) is logarithmic form of likelihood function, ω(θ) and v(θ) refer to arbitrary functions of parameters θ. Suppose v(θ) is a prior probability density function of parameter θ, ω(θ) = u(θ)π(θ). Further, we can see that the Bayes posteriori estimate is
where ρ(θ) = ln π(θ). Then the approximate expression of the above equation iŝ
This is the approximate expression of E[u(θ)|x]. Here, we use Lindley approximation to solve Bayes estimates of θ 1 and θ 2 . The posterior estimation of parameter p obeys Gamma distribution and we can directly solve its Bayesian estimate.
Simulation Study
The first step in the simulation experiment is to generate the random numbers we need. In the third chapter, Reference [18] introduced how to generate progressive Type-II censored data for continuous distributions. Based on those previous studies and conclusions, we propose the procedures to generate the corresponding random numbers and Algorithm 1 is given by Algorithm 1 Generating the progressively type II censored samples with competing risks.
1: Generate a group of variables
Generate m independent variables following standard uniform distribution.
m, here, progressive type-II censored competing risks data with binomial removals following standard uniform distribution is obtained.
6: Generate the factors for failures δ i , i = 1, ..., m. δ i follows Bernoulli distribution with p i , and we can get p i from the following equation:
We set appropriate parameters to facilitate the next simulation experiment. We take the true values of θ 1 and θ 2 as 1. Given prior information, we let hyper-parameters a 1 = a 2 = 2, b 1 = b 2 = 1. When there is no prior information, we let hyper-parameters a 1 = a 2 = b 1 = b 2 = 0 . To study the statistical regularity of these estimates, we make corresponding adjustments to the other parameters. At the same time, In order to study the estimate performance of p, we set the true values of p to be 0.3, θ 1 and θ 2 to be 1. For comparison, we consider two kinds of prior information of parameter p. In the case of prior information informative-I, c = d = 0.5, in the case of prior information-II, c = d = 2.5, and in the case of no prior information, c = d = 1. As for the parameter settings in the loss function, for LL, we set h = 1, and for EL, we set q = 1.
At the same time, we choose absolute bias (Bias) and mean square error (MSE) to measure the quality of the estimation. They are
whereλ is the parameter estimate, λ refers to the true value of the parameter, N refers to simulation times. After the simulation experiment, the results are shown below, Tables 1-3 are obtained. From Table 3 , one can observe that (1) The selection of prior information is very important. Under different loss function measures, the selection of optimal prior distribution is different. Under SEL, the estimation is optimal for given information-I priori information, while the estimation error is the largest for given information-II priori information. Under EL, the estimation is optimal for given prior information of informative-II, and the estimation error is maximum for given prior information of informative-I. Under LL, given prior information of informative-II, the estimation is optimal. 
Data Analysis
To illustrate the validity of the previous estimates, an example in Reference [19] is taken into account. This set of data consists of test failure time and failure mode or test truncation time for small electrical appliances. There are 18 different failure modes in the sample of small electrical appliances, but only 7 failure modes appear in the test, and only failure modes 6 and 9 have more than two times of failure. Failure mode 9 is the main concern. Therefore, failure mode 9 is considered to be one failure mode δ = 1, and the other failure modes are another failure mode δ = 2. The following is the specific data. (11, 2) , (35, 2), (49, 2), (170, 2), (329, 2), (35, 2), (381, 2), (708, 2), (958, 2), (1062, 2), (1167, 1), (1594, 2), (1925, 1), (1990, 2), (2223, 1), (2327, 2), (2400, 1), (2551, 2), (2565, 0), (2568, 1), (2694, 1), (2702, 2), (2761, 2), (2831, 2), (3034, 1), (3059, 2), (3112, 1), (3214, 1), (3478, 1), (3504, 1), (4329, 1), (6976, 1), (7846, 1).
Data Set
We use the Formulas (18), (19) , (25), (29)-(31) and (35) which have been derived above to estimate the parameters of this set of real data. To illustrate the reasonableness and superiority of the fitting, we test the data by way of the Kolmogorov-Smirnov (K-S) test. The corresponding maximum distance D and p-value are 0.16546 and 0.263 respectively. Because the p-value is very high, we accept the null hypothesis that the data comes from the Lindley distribution. Then, we consider the censoring schemes and get the sample data ( Table 4 ). The maximum likelihood estimates of θ 1 , θ 2 and p and the Bayes estimates under three loss function measures are obtained by substituting them into Formulas (18), (19) , (25), (29)-(31) and (35). These estimates are listed in Table 5 . Table 4 . Progressive type-II censored data with binomial removals. Scheme 1 (p = 0.3,m = 25) R 0 i [3,3,1,0,0,1,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0] Data (11, 2) , (329, 2), (1062, 2), (1594, 2), (1925, 1), (1990, 1), (2327, 2), (2400, 1), (2451, 2), (2471, 1), (2551, 1), (2568, 1), (2694, 1), (2702, 2), (2761, 2), (2831, 2), (3034, 1),(3059, 2), (3112, 1), (3214, 1), (3478, 1), (3504, 1), (4329, 1), (6976, 1), (7846, 1) 5,2,1,1,0,1,0,0,1,0 ,0,0,0,0,0,0,0,0,0] Data (11, 2) , (170, 2), (1167, 1),(1990, 1), (2327, 2), (2451, 2), (2471, 1), (2568, 1), (2694, 1), (2702, 2),(2831, 2),(3034, 1), (3059, 2), (3112, 1), (3214, 1), (3478, 1), (3504, 1), (4329, 1), (6976, 1), (7846, 1) Scheme 3 (p = 0.3,m = 15) R 0 i [6,4,2,2,0,1,2,0,0,0,0,0,1,0,0] Data (11, 2) , (958, 2), (1990, 1),(2400, 1), (2551, 1), (2568, 1), (2702, 2), (3034, 1), (3059, 2), (3112, 1), (3214, 1), (3478, 1), (3504, 1),(6976, 1), (7846, 1) Scheme 4 (p = 0.6,m = 25) R 0 i [7,0,1,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0] Data (11, 2) , (1062, 2), (1167, 1), (1925, 1), (1990, 1), (2223, 1), (2327, 2), (2400, 1), (2451, 2), (2471, 1), (2551, 1), (2568, 1), (2694, 1), (2702, 2), (2761, 2), (2831, 2), (3034, 1), (3059, 2), (3112, 1), (3214, 1), (3478, 1), (3504, 1), (4329, 1), (6976, 1), (7846, 1) Scheme 5 (p = 0.6,m = 20) R 0 i [5,5,2,0,0,1,0,0,0,0,0,0,0,0,0,0,0,0,0,0] Data (11, 2) , (708, 2), (1990, 1),(2400, 1), (2451, 2), (2471, 1), (2568, 1), (2694, 1), (2702, 2), (2761, 2), (2831, 2),(3034, 1), (3059, 2), (3112, 1), (3214, 1), (3478, 1), (3504, 1), (4329, 1), (6976, 1), (7846, 1) Scheme 6 (p = 0.6,m = 15) R 0 i [13,3,0,2,0,0,0,0,0,0,0,0,0,0,0] Data (11, 2) , (2327, 2), (2551, 1), (2568, 1), (2761, 2), (2831, 2), (3034, 1), (3059, 2), (3112, 1), (3214, 1), (3478, 1),(3504, 1), (4329, 1), (6976, 1), (7846, 1) Scheme 7 (p = 0.9,m = 25) R 0 i [8,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0] Data (11, 2) ,(1167, 1), (1594, 2), (1925, 1), (1990, 1), (2223, 1), (2327, 2), (2400, 1), (2451, 2), (2471, 1), (2551, 1), (2568, 1), (2694, 1), (2702, 2), (2761, 2), (2831, 2), (3034, 1), (3059, 2), (3112, 1), (3214, 1), (3478, 1), (3504, 1), (4329, 1), (6976, 1), (7846, 1) Scheme 8 (p = 0.9,m = 20) R 0 i [12,1,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0] Data (11, 2) , (2223, 1), (2400, 1), (2451, 2), (2471, 1), (2551, 1), (2568, 1), (2694, 1), (2702, 2), (2761, 2), (2831, 2), (3034, 1), (3059, 2), (3112, 1), (3214, 1), (3478, 1), (3504, 1), (4329, 1), (6976, 1), (7846, 1) Scheme 9 (p = 0.9,m = 15) R 0 i [17,1,0,0,0,0,0,0,0,0,0,0,0,0,0] Data (11, 2) ,(2551, 1),(2694, 1), (2702, 2), (2761, 2), (2831, 2), (3034, 1), (3059, 2), (3112, 1), (3214, 1),(3478, 1),(3504, 1), (4329, 1), (6976, 1), (7846, 1) 
Conclusions
In this paper, when the lifetime distribution obeys the Lindley distribution, the progressive type-II censored competing risks data with binomial removals is adopted as the research object. Considering two competing risks, the maximum likelihood estimates of distribution parameters (θ 1 , θ 2 and p) are obtained and the Bayes estimates of these parameters are obtained by using the loss functions of squared error loss function, LINEX loss function and general entropy loss function. In order to evaluate these estimates, Newton-Raphson algorithm and the Lindley approximation method are used to study the performance of the estimators. Among the Bayesian estimators of θ 1 and θ 2 , the information prior-based estimators perform better than the non-information prior-based estimators. Given prior information, the estimators under LINEX loss function and the squared error loss function perform better. In the Bayes estimates of p, given the appropriate prior information, the estimators' performance under LINEX loss function is better. Compare the bayesian estimation with the maximum likelihood estimation. For θ 1 and θ 2 , with prior information, the bayesian estimator under LINEX loss function and the squared error loss function are superior to the maximum likelihood estimation. For p, with appropriate prior information, the Bayesian estimator under the LINEX loss function is superior to the maximum likelihood estimation.
