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Supported precious metal nanoparticles are important heterogeneous catalysts for both industrial
processes and commercial products. Their high catalytic activity stems from their high surface free
energy and under-coordinated surfaces, however these same properties destabilize the particles and
cause them to grow and deactivate. While research studying the degradation of supported catalysts has
been undertaken for decades, the exact mechanisms at play, and how the vary with reaction conditions,
are not well understood. Advances in experimental instrumentation have positioned Transmission
Electron Microscopy (TEM) as an ideal tool for characterizing the dynamic evolution of these nanoscale
systems with both high spatial and temporal resolution. However, the difficulty of manually analyzing
large in situ datasets to quantify nanostructural evolution remains a challenge. This dissertation focuses
on combining in situ experimental observations with machine learning and data analytics to quantify
image data and understand nanoparticle coarsening. The first thrust of this research is developing a
machine-learning pipeline for automated image segmentation. By optimizing state-of-the-art deep
learning segmentation models, we were able to rapidly segment and measure particles from thousands of
TEM images in a reliable and reproducible fashion. Utilizing this automated image processing pipeline, we
observed the evolution of a model catalyst at high temperature and assessed the competition between
coarsening by evaporation and surface diffusion as a function of particle size and temperature. After
developing a physical model to describe each mechanism, we were able to characterize particle
interactions along the support and to identify a critical particle size which avoids degradation. Finally, we
used a combination of temperature-dependent in situ experiments and Kinetic Monte Carlo simulations to
understand how the rate of nanoparticle evaporation depends on nanoparticle morphology. Our
mechanistic model allows us to understand how random structural fluctuations and surface roughening
contribute to the evaporation process. In all, this research aims at developing techniques and data-rich
quantitative methods for understanding how supported nanocatalysts can be engineered for optimal
activity and lifetime.

Degree Type
Dissertation

Degree Name
Doctor of Philosophy (PhD)

Graduate Group
Materials Science & Engineering

First Advisor
Eric A. Stach

Keywords
Heterogeneous Catalysis, Machine Learning, Material Kinetics, Transmission Electron Microscopy

Subject Categories
Mechanics of Materials

This dissertation is available at ScholarlyCommons: https://repository.upenn.edu/edissertations/5627

USING TIME-RESOLVED ELECTRON MICROSCOPY AND DATA ANALYTICS
TO QUANTIFY THE EVOLUTION OF SUPPORTED METAL NANOPARTICLES
James P. Horwath
A DISSERTATION
in
Materials Science and Engineering
Presented to the Faculties of the University of Pennsylvania
in
Partial Fulfillment of the Requirements for the
Degree of Doctor of Philosophy
2022

Supervisor of Dissertation
Eric A. Stach
Robert D. Bent Professor of Engineering, Materials Science and Engineering, University
of Pennsylvania
Graduate Group Chairperson
I-Wei Chen
Skirkanich Professor of Innovation, Materials Science and Engineering, University of
Pennsylvania
Dissertation Committee
I-Wei Chen
Skirkanich Professor of Innovation, Materials Science and Engineering, University of
Pennsylvania
Christopher Murray
Richard Perry University Professor, Chemistry and Materials Science and Engineering,
University of Pennsylvania
Peter W. Voorhees
Frank C. Engelhart Professor of Materials Science and Engineering, Materials Science
and Engineering, Northwestern University

USING TIME-RESOLVED ELECTRON MICROSCOPY AND DATA ANALYTICS
TO QUANTIFY THE EVOLUTION OF SUPPORTED METAL NANOPARTICLES
COPYRIGHT
2022
James Peter Horwath
This work is licensed under the
Creative Commons AttributionNonCommercial-ShareAlike 4.0
International License

To view a copy of this license, visit
https://creativecommons.org/licenses/by-nc-sa/4.0/

To Elizabeth

iii

ACKNOWLEDGMENTS
First and foremost, I would like to thank my advisor, Eric Stach, for his support and
mentorship through my journey in graduate school. Thank you for teaching me the
importance of creativity, collaboration, and patience which have helped me not only in my
research, but in my personal life as well. I am incredibly grateful for the opportunity to
learn about electron microscopy and materials science from a renowned expert, while
simultaneously being given the freedom to explore new topics and work together as a
collaborator. Additionally, I’m grateful for the helpful comments and discussion from my
committee, Professors I-Wei Chen, Christopher Murray and Peter Voorhees. I’d especially
like to thank Professor Peter Voorhees for the many hours of time he’s dedicated to
working with me individually, and for always being available to answer questions.
I’m grateful to my collaborators for their invaluable help with my research. Thank you
to Professor Christopher Murray, Katherine Elbert, and Shengsong Yang for synthesizing
the nanoparticles and dendrimer ligands upon which my research relied. I also appreciate
the help of Dmitri Zakharov and Kim Kisslinger from the Center for Functional
Nanomaterials at Brookhaven National Laboratory for experimental support. Additionally,
I thank Doug Yates and Jamie Ford of the Nanoscale Characterization Facility at the
University of Pennsylvania for their training and guidance. Finally, I want to acknowledge
Nikhilendra Singh for the opportunity to collaborate on several interesting project, and for
the advice and friendship he’s given me along the way.
I also want to acknowledge my friends from Penn and Alfred University who, outside
of interesting scientific discussion, provided encouragement and a different perspective in
challenging times, and just generally made each day enjoyable. In the Stach group, I
iv

specifically want to thank Alexendre Foucher for being a great friend from the first day we
met; I have many fond memories of days spent working and traveling together. To Kade
McGarrity, David Dombrowski, and Maddi Flint: some of my favorite times of the last five
years were spent with you – thanks for always being there for me.
Finally, need to give a huge thanks to my family, especially my parents, my brother,
Steffen, and my wife, Elizabeth. Thank you for your unending encouragement, love, and
support throughout my life.

v

ABSTRACT
USING TIME-RESOLVED ELECTRON MICROSCOPY AND DATA ANALYTICS
TO QUANTIFY THE EVOLUTION OF SUPPORTED METAL NANOPARTICLES
James P. Horwath
Eric A. Stach
Supported precious metal nanoparticles are important heterogeneous catalysts for both
industrial processes and commercial products. Their high catalytic activity stems from
their high surface free energy and under-coordinated surfaces, however these same
properties destabilize the particles and cause them to grow and deactivate. While research
studying the degradation of supported catalysts has been undertaken for decades, the exact
mechanisms at play, and how the vary with reaction conditions, are not well understood.
Advances in experimental instrumentation have positioned Transmission Electron
Microscopy (TEM) as an ideal tool for characterizing the dynamic evolution of these
nanoscale systems with both high spatial and temporal resolution. However, the difficulty
of manually analyzing large in situ datasets to quantify nanostructural evolution remains a
challenge. This dissertation focuses on combining in situ experimental observations with
machine learning and data analytics to quantify image data and understand nanoparticle
coarsening.
The first thrust of this research is developing a machine-learning pipeline for automated
image segmentation. By optimizing state-of-the-art deep learning segmentation models,
we were able to rapidly segment and measure particles from thousands of TEM images in
a reliable and reproducible fashion. Utilizing this automated image processing pipeline,
vi

we observed the evolution of a model catalyst at high temperature and assessed the
competition between coarsening by evaporation and surface diffusion as a function of
particle size and temperature.

After developing a physical model to describe each

mechanism, we were able to characterize particle interactions along the support and to
identify a critical particle size which avoids degradation. Finally, we used a combination
of temperature-dependent in situ experiments and Kinetic Monte Carlo simulations to
understand how the rate of nanoparticle evaporation depends on nanoparticle morphology.
Our mechanistic model allows us to understand how random structural fluctuations and
surface roughening contribute to the evaporation process.
In all, this research aims at developing techniques and data-rich quantitative methods
for understanding how supported nanocatalysts can be engineered for optimal activity and
lifetime.
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Chapter 1: Introduction
1.1 Overview
Heterogeneous catalysis is vital to industrial chemistry and clean energy. In practice
these catalysts consist of precious metal nanoparticles deposited on a high surface area
support (usually and oxide)1. Though precious metals are often unreactive in their bulk
state, they are extremely catalytically active at the nanoscale due to their high surface free
energy and undercoordinated surface structures. Unfortunately, the same factors which
contribute to their exceptional activity also destabilize the particles and cause them to grow
or degrade by a variety of mechanisms. While degradation is clearly a problem from the
perspective of maintaining activity across the lifetime of the catalyst, it also presents a
problem from a cost perspective. Precious metals are extremely expensive, and their prices
will only continue to rise as environmental and political pressures limit mining and
extraction of new metal sources.
With this in mind, research on the materials used for industrial catalysis focuses on
building a fundamental understanding of degradation mechanisms, and using this
understanding to develop new materials systems with extended lifetime and high activity.
Though researchers have studied the evolution of supported nanoparticles for decades, it is
still difficult to unambiguously determine coarsening rates from experimental data. While
particle size distributions are easily accessible form a variety of characterization
techniques, it is impossible to unequivocally separate contributions of multiple coarsening
or degradation mechanisms from this ensemble-scale measurement2. In light of this, we
1

aim to use transmission electron microscopy (TEM) to characterize the evolution of
individual supported nanoparticles in addition to tracking statistical changes in the system.
Advances in TEM instrumentation and computational tools enable us to revisit the
enduring problem of characterizing dynamic systems in new ways. Improvements in TEM
capabilities enable in situ experiments where evolution can be observed under stimulus
with high resolution in space and time3. Simultaneously, research in the use of machine
learning for automated image segmentation makes accurate image segmentation without
the need for human time and effort possible. By combining fundamental materials science
with novel methods for analyzing experimental data, this dissertation will discuss progress
on quantifying and understanding nanocatalyst evolution.
In the remainder of this chapter, each facet of the research will be presented in brief.
Chapter 2 contains an overview of important experimental and computational techniques,
and their application to understanding nanomaterials. Chapter 3 will address my research
focusing on developing and optimizing machine learning methods for rapid and accurate
automated segmentation of in situ TEM images, and progress towards the use of
unsupervised segmentation methods to enable generalization to new datasets. The use of
these methods to extract information from a TEM dataset will be demonstrated in Chapter
4. In this work, we have developed a physical model to describe nanoparticle degradation
and use the database built from ML image segmentation to quantify material properties and
evolution kinetics.

Importantly, this work shows that short range interactions and

nanoparticle morphology have a strong impact on degradation rates. To follow up on this,
Chapter 5 will present research quantifying nanoparticle evaporation rates as a function of
temperature, and will discuss how surface energy, coordination number, and particle
2

morphology impact evaporation rates at the atomic scale. Finally, general conclusions and
the future outlook for this body of research will be presented in Chapter 6.

1.2 Supervised and Unsupervised Methods for TEM Image Segmentation
Regardless of the amount and quality of data which is produced in an experiment,
analysis and understanding is limited by one’s ability to process data and extract usable
information. Images tracking many nanoparticles through time can be easily collected, yet
it is expensive and time-consuming to measure each particle in each frame by hand; without
some method for performing these measurements, we are limited to qualitative
understanding. Though the field of computer vision has worked for years to develop
methods for image segmentation, recent progress in machine learning, particularly
convolutional neural networks (CNN), is most promising for building image processing
pipelines which can handle experimental data quickly and reliably. A significant amount
of research has been performed demonstrating the use of CNN for segmenting medical
images, and in the past few years several groups have begun to apply similar methods to
electron microscopy images. However, adapting existing methods to new domains is still
a challenge.
In Chapter 1, we discuss the unique challenges to image segmentation presented by in
situ TEM and how CNN architectures can be adjusted to overcome them.

By

systematically studying the impact of regularization, number of convolutional layers,
receptive field, and learning rate on segmentation accuracy we are able to show that batch
normalization is key to handling pixel-density artifacts in TEM images.

With this

knowledge, and an intuitive sense that for TEM images, which simply appear as noisy
3

grayscale images, the width of convolutional layers is more important than depth. Based
on this, we demonstrate the success of a drastically simplified, lightweight CNN which still
performs with similar accuracy to deep networks. The major benefit here is that by limiting
the number of convolutional layers we are able visually analyze the features learned by the
CNN and interpret them in terms of conventional computer vision. Interpretability is the
first step towards building a model which can be broadly applied to new datasets.
Moving forward, we modify our optimized CNN to be used with the unsupervised
learning framework which does not require the production of a labeled training set. Though
this approach has larger risk of overfitting, our ability to rapidly train and deploy the
unsupervised models allows us to train a new model for each dataset, and thereby reduce
the risk of systematic errors and overfitting.

1.3 Quantifying Competitive Degradation Mechanisms
With the ability to rapidly segment entire in situ TEM datasets to extract quantitative
information from time-resolved experiments, we can move towards studying the behavior
of model catalyst systems under simulated reaction conditions. In this research we use Au
nanoparticles supported on an electron-transparent amorphous silicon nitride substrate as
a model catalyst to study degradation at high temperature. The sample was heated to 900°C
under vacuum inside the TEM, and images were collected every 5s over the course of an
hour. After the experiment, TEM images were segmented using the unsupervised CNN
pipeline mentioned above, and information about the size and position of each particle was
collected into a master database. Noticing that particles evaporate, and accounting for
observations of surface diffusion along the support, we developed a physical model which
4

describe the unique components of the total degradation rate in terms of fundamental
thermodynamics and kinetics.
Making use of the information extracted from images, we fit the model to our
experimental data and determined mean parameter values to describe the diffusion
coefficient, surface energy, and other important quantities. After validating measurable
parameters against values found in the literature, we were able to deduce an interaction
distance between neighboring particles which cannot be measured by other techniques. In
this way, we show that long range diffusional interactions contribute significantly to the
total degradation rate. Moreover, we are able to use our fundamental model to predict a
stable particle size which agrees with experimental data.
This in-depth analysis of real time nanoparticle evolution provides us with an
understanding of the physical factors which dictate particle behavior at high temperature.
The large amount of data extracted from a single experiment allows us to quantify material
properties with statistical certainty. However, it is important to note that our mean field
model neglects local factors such as particle morphology, surface structure, and
fluctuations in nearest-neighbor distance which are likely correlated with degradation rates
at the individual particle-scale.

1.4 Orientation-dependent Evaporation Kinetics
The next step in building a comprehensive description of nanoparticle coarsening is to
study evolution as a function of temperature and observe changes to the rates and
contributing mechanisms. Similar experiments, described in the previous section, were
performed in temperatures ranging from 600 - 900°C, and ML was used to extract
5

information from the images to compare behavior as a function of temperature. The data
show a clear onset of evaporation beginning at 750°C, and an activation barrier of 1.1eV
was extracted from the experimental data.

Though uncertainty in the temperature

measurements means that the extracted activation barrier is imprecise, we can see from
DFT simulations that this energy is similar to the desorption energy of gold adatoms on
low energy facets. In agreement with this notion that surface structure and morphology is
important to the evaporation rates of the Au nanoparticles, videos of individual
nanoparticles evolving through time clearly show shape rearrangement and sharp facets.
Kinetic Monte Carlo (KMC) simulations were developed to understand atomistic
mechanisms for these rearrangements, and to understand how the evaporation rate depends
on crystallographic orientation. Activation energies for surface diffusion and evaporation
based on a broken-bond model were used to calculate event probabilities in each time step.
By following atoms through the evaporation of a model nanoparticle we are able to observe
the formation of mobile clusters of atoms, the growth of new layers, and the emergence
and stabilization of surface facets which are not predicted by Wulff’s theorem. We use
simulated diffraction patterns to estimate the volume fraction of facets as a function of time
and show that rapid evaporation of the nanoparticles corresponds with an increase in the
presence of {3 1 1} reflections. Considering {3 1 1}, and in general {n 1 1} for odd n,
facets as vicinal {1 0 0} surfaces, we develop a picture of evaporation from relatively high
energy {1 0 0} terraces which are stabilized by the formation of {3 1 1} steps by diffusing
surface atoms. This agrees with the fact that, while the {1 0 0} surface energy for gold is
significantly larger than that of {1 1 1}, the {3 1 1} surface is essentially identical to {1 1
1}.
6

Initially, the fact that Au nanoparticles evaporate rather than coarsen by Ostwald
Ripening or Particle Migration and Coalescence was surprising given that these
mechanisms have been observed in the literature. However, this atomistic picture of the
evolution of Au particles under vacuum helps us rationalize this surprising result: in
contrast to other metals which are reactive with trace amounts of oxygen in the atmosphere
and produce mobile metallic clusters, Au nanoparticles stabilize their surface structures
and resist reaction. At high temperatures, after surface roughening begins, evaporation
accelerates due to the transient nature of the rough surface and inability to form low energy
structures. Evaporation is favored due to the difference between the high vapor pressure
at the particle surface and the surrounding vacuum.

7

Chapter 2: Key Concepts and Methodology
2.1 Nanoparticle Catalysts, Degradation Mechanisms, and Current Understanding
2.1.1 Mean-field models
The key to the exceptional catalytic activity of metallic nanoparticles is their large
surface to volume ratio and corresponding high surface free energy1. Morphologically, as
the size of a particle decreases the relative number of under-coordinated surface sites, such
as edges and corners, increases4. Under-coordination promotes the adsorption of reaction
gases on the particle surface and enables catalysis. Simultaneously, the high surface free
energy and under-coordination destabilize the nanoparticles and drive them to grow
(coarsen) or degrade by other mechanisms to reduce the total surface area of the system5.
Materials scientists have studied micro- and nanostructural evolution for decades to
understand the driving forces for these types of mechanisms which determine how we use
materials in the real world. While many coarsening theories have been proposed and even
verified, the mechanism of Ostwald ripening (OR) has been studied both experimentally
and theoretically to provide predictions for coarsening behavior in a variety of unique
conditions6,7. The OR mechanism corresponds qualitatively to the case where small
particles shrink at the expense of growing larger particles. Quantitatively, OR is described
by Lifshitz-Sloyozov-Wagner (LSW) theory which considers a precipitate phase
coarsening in a matrix and shows that the driving force for this diffusion-mediated
coarsening is the chemical potential difference between the particle surface and the
surrounding mean field8. For small particles excess solute concentration at the interface
due to their large curvature, described by the Gibbs-Thomson effect, drives diffusion out
8

of the particle and into the surrounding environment. Large particles experience an influx
of mass from the surrounding matrix due to their lower-than-average surface solute
concentrations. These concentration gradients are shown schematically in Figure 2.1. We
can consider OR as a case study to understand the benefits and shortcomings of the use of
mean-field theoretical models to understand the evolution of real materials by quantifying
the interaction between a generic nanoparticle with a theoretical homogenous surrounding
mean field.
The main benefit to this type of model is that it can be used to derive an intuitive
analytical description of the evolution of the system. LSW theory provides a description

Figure 2. 1 Schematic depicting the driving force for coarsening in LSW theory. The small
(blue) particle experiences a loss of mass to satisfy the concertation gradient driving
diffusion away from the surface. The large (red) particle grows as solute from the matrix
diffuses towards the interface.
9

of a representative mean particle interacting with a homogeneous matrix. By imposing
different boundary conditions, it can be used to show, for example, the difference in growth
rates between the diffusion-limited and reaction-limited cases5. And while this helpful for
understanding evolution in terms of fundamental concepts, mean-field models impose the
assumption that particles are infinitely separated and neglect short-range interactions,
which limits its application to real systems. Theorists have tried to include these local
effects through the use of numerical simulations, but these approaches require many
assumptions about the nature of the system (i.e. particle size distribution and density) and
therefore cannot produce a unified analytical solution to the problem of coarsening in real
systems9,10.
2.1.2 In situ TEM and observation of nanoparticle evolution
Transmission Electron Microscopy (TEM) is an ideal tool for characterization of
nanomaterials due to its flexibility and resolution.

In addition to advances in

instrumentation which allow for increased resolution and high-rate image capture, some of
the most exciting recent TEM research has revolved around the use of specially designed
sample stages to enable exposing samples to various stimuli inside the TEM column. Many
such in situ sample holders exist in both commercial and home-built systems and have been
used to subject samples to electrical bias, heat, gaseous and liquid environments,
electromagnetic radiation, and many more stimuli3. Coupled with the high framerate
capabilities of modern detectors, these experiments can be used to collect time-resolved
atomic scale characterization of important materials. In situ experiments have been
ground-breaking for studying heterogenous catalysts and are often used to determine
coarsening or evolution mechanisms as a function of simulated reaction conditions11.
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However, even though more experimental data can be collected, our quantitative
understanding of coarsening and degradation mechanisms is still uncertain.
Research has shown that exposure of Pt nanoparticles to O2 gas, for example,
accelerates the OR process12. Here, the authors suggest that the formation of mobile Pt-O
species mediate the coarsening process and use analysis of particle size distributions to
show that the behavior matches the expectations of the mean-field model on the ensemble
scale. Still, they note that differences in the kinetic behavior at the individual particle scale
exist and are not explainable by their methods. Particle migration and coalescence (PMC),
where entire nanoparticles migrate along the support and coalesce on contact with a
neighbor, has been suggested as an alternative mechanism which could account for
differences from the mean-field theory. Some researchers have even proposed that Au on
C support coarsens only by PMC13. It is likely that a combination of mechanisms is at play
in most evolving systems. In a comprehensive review on the use of in situ TEM for the
study of catalyst coarsening, DeLaRiva explains that both of these mechanisms can cause
similar changes to the particle size distribution, and that it is therefore impossible to
separate their contributions solely by considering ensemble statistics2. It is also important
to consider the impact of the imaging conditions on the behavior of the system to ensure
that the in situ behavior matches that of the real system. DeLaRiva continues to discuss,
for example, that many observations of PMC as the primary coarsening mechanism might
be best explained by interactions between the electron beam and the sample.
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2.2 Machine Learning and Relevant Applications in Materials Science
2.2.1 Basic Principles
In the most basic sense, a machine learning (ML) model is a statistical model used to
understand data, where the parameters of the model are iteratively updated to improve
performance and adapt to new data. A familiar example of this type of model is the
regression of a dataset to a line; if two features (x and y) of the data are expected to be
correlated, a simple linear function is proposed to describe the data, and an iterative process
is used to refine the model (i.e., the slope and intercept) to minimize the difference between
the proposed model and the data itself. As more data is collected, a larger database can be
used to train the model, and in theory the accuracy of the prediction can increase. In
general, ML differs from traditional statistical methods in that the model used to represent
the data is learned rather than proposed by the scientist14. To understand this, we can
consider a decision tree model. Here, a branching series of decision processes are used to
classify data, and the performance of the model is improved through iterative changes to
the weights and connections between branches which define the classification pathway15.
In contrast to the regression example above where a specified model (i.e., linear
correlation) is proposed to describe the data, in this machine learning example a very broad
model (the decision tree) is proposed, and the training algorithm determines the exact
representation of the data.
The training of an accurate and reliable machine learning model relies on an extensive
set of training data which can be used to adjust the parameters of the model to ensure
performance. In the supervised learning framework, the user provides a set of input data
and corresponding labeled ground truth data. During the training process the model
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processes sample training data, and the output of the model is compared to the ground truth
data using a loss or cost function. As the ideal weights for the model represent the
minimum of the loss function, weights are updated based on the gradient of the loss
function with respect to each parameter by a process called gradient descent16. By
iteratively exposing the model to new data and refining the parameter weights the model
can converge to the ideal state.
To achieve accuracy surpassing that of other statistical methods, machine learning
algorithms often rely on complex architectures containing many variable parameters. When
the number of model parameters is high compared to the number of observations available
in the training data the accuracy of the reliability of the model comes into question due to
a high risk of overfitting17. Overfitting occurs when a model is not able to converge to an
ideal set of parameters due to insufficient training data and instead proposes an overly
complicated representation of the data which comes from reproducing random variations
in the available data. On the other hand, underfitting can occur in case where the design
of the model is not powerful enough to define an accurate representation of the data.
Instead, the trained model will represent simple trends in the data which miss important
subtleties. While the ideal solution to overcome these challenges would be to develop an
infinitely large set of high-quality data for training, other approaches can be used to expand
the usefulness of ML models18. Standard practice for training ML models usually involves
breaking the total training set into unique components (training set and testing set). The
training set is generally the largest and is the data on which the ML model is actually
trained. After initial training, the testing data is used to evaluate the performance of the
model; based on these results, modifications can be made to the model, and it can be
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retrained. In some cases, the test data is further divided to give a validation dataset. After
optimization using the training and testing datasets, the model is applied to the validation
set to give a final gauge of performance. Using a unique dataset for each step of the training
process helps to mitigate overfitting by using the model’s performance on completely new
data to guide optimization rather than evaluating performance on the same data which was
used to train the model.
2.2.2 Artificial Neural Networks
Artificial Neural Networks (ANN) represent the transition from ML learning to deep
learning (DL). Analogous to the complex connections between neurons in the human
brain, ANN are made up of connections between nodes (neurons) which take in data,
perform some learned operation, and then pass the data. ANN generally have orders-ofmagnitude more parameters than ML models, and the complex connections between sets
of parameters allow them to express a wider variety of functions and capture subtle patterns
in the data. Internal layers of ANN are often called hidden representations because the
non-linearities between connections make it impossible to obtain a meaningful
understanding of the data from a human perspective, yet the feature-richness of these
hidden representations are extremely important. In a first approximation, a single neuron
can be represented by a model called a perceptron19. The perceptron acts on the input data
using a set of weights and biases to produce a single output value. After this initial step,
the final action of the perceptron is to apply an activation function (Figure 2.2A). In the
simplest case, where the perceptron applies a linear activation function, the model simply
performs a linear transformation of the input data. Importantly, the use of non-linear
activation functions enables the perceptron to approximate a wider range of functional
14

forms. ANN are multi-layer perceptrons which take advantage of the expressive power of
these types of neurons to approximate even a broader range of functions and patterns
(Figure 2.2B). In fact, the Universal Approximation Theorem describes how multi-layer
perceptrons are able to express any continuous function20–22.
The expressive power of DL models and their ability, in some cases, to perform
tasks with super-human accuracy has led to the acceleration of DL research across many
scientific fields. Overviews of DL from a fundamental perspective can be found in
LeCun’s review article and the Deep Learning book by Goodfellow23,24. Aside from these
reviews, which focus on the mathematical and computer science side of DL, several authors
have written about the recent successes of DL in materials science specifically, and even
about applications in electron microscopy25–27.
In light of the clear benefits of DL for understanding complex datasets, there are severe
challenges and limitations to the application of these models in the real world. A key

A

B

Figure 2. 2 A.) A perceptron unit take in feature vector x, and applies the learned weights,
w. The information is then passed through and activation function (ReLU shown here).
B.) A simple schematic of an ANN with one hidden layer, and two layers of perceptron
nodes (hidden layer and output layer).
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challenge for the use of ANN is the amount of data required to train an optimally
performing network. For all statistical models, the amount of training data needed scales
with the number of parameters in the model; in an ANN, the large number of neurons and
vast connections between then means that even the simplest deep networks can have
thousands of parameters in contrast to tens to hundreds for other ML models. The drastic
imbalance between the sizes of the model and the dataset means that DL models have high
risk of overfitting and poor generalization without taking extreme care during the training
process. Unfortunately, the difficulty of collecting high quality experimental or simulated
data, combined with the time required to do, so can make application of DL to physical
datasets precarious. Often regularization techniques are used in DL architectures to
increase generalization and avoid overfitting without requiring more data. There are many
different methods of regularization that can be applied during the training of a model, but
many focus on penalizing changes to parameters which increase variance; in practice, this
attempts to force the model to adopt the simplest representation of the data possible without
sacrificing accuracy24.

2.3 Image Segmentation and Applications
Since, in general, much of the information contained in an image is unimportant, a
major focus of computer vision research is on developing methods to automatically extract
important features from sparse images; in many cases this boils down to building
algorithms which can detect lines, edges, and changes in contrast. Image

segmentation

refers to the task of separating and categorizing features contained in a single image. Image
segmentation is important in many fields from medical imaging to self-driving vehicles,
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however here we will focus on applications specific to segmentation of TEM images of
supported nanoparticles.
Semi- and fully automated approaches to image segmentation exist and have been
actively developed since access to computational resources has become widely accessible.
Still, image segmentation using conventional computer vision techniques, such as static
image filters and morphological image reconstruction, can produce widely varying results
depending on image quality, contrast, and modality. The goal of any segmentation
algorithm is to apply a series of processing operations to a raw image to form a binary
image which clearly separates the image into background and foreground components.
Utilizing advancements in the use of machine learning for image segmentation, the
development of segmentation models which are flexible and robust to changes in imaging
conditions becomes possible.
2.3.1 Conventional Approaches for Image Segmentation
Conventional computer vision (CV) approaches image segmentation as a signal
processing problem. With this in mind, many processes rely on the application of static
image filters with manually tunable parameters, or predefined statistical approaches to
denoising or feature extraction.

A main benefit to these methods is their rigorous

mathematical background which makes their output intuitive and systematic problems
easier to diagnose.
Image denoising is important for resolving edges and features of the image which have
a similar scale to the noise frequency. One of the most common denoising approaches is
the application of Gaussian blur. This operation involves the convolution between a twodimensional gaussian kernel with a chosen standard deviation and the image. As the
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gaussian function spreads single pixel intensities to neighboring pixels, the impact of highfrequency noise is reduced and contrast is increased.
In addition to denoising, a major challenge in obtaining quantitative information from
images is finding and removing background signal. In many important cases, it is difficult
to separate strong background signal from the more important foreground features.
Particularly in TEM images of supported nanoparticles, the signal from the substrate can
be very strong. Aside from designing experiments so that particles can be imaged on a
perfectly flat and transparent substrate, the problem of background separation is
unavoidable. While noise reduction strategies described above can help to separate the
background and foreground, other operations are required for more complex images.
Morphological image operations utilize comparisons between image regions and chosen
structuring elements to discern between random fluctuations in an image and true interfaces
between background and foreground. Morphological reconstructions can be combined to
identify holes of background in a field of foreground, and to fill in irregularly shaped
features. Fortunately, open-source software packages are available which provide flexible
frameworks for applying these, and other, image processing tools.28.
Many approaches for image processing exist using these conventional CV methods,
and, in fact, in some cases CV results are superior to segmentation produced by state-ofthe-art DL approaches. However, in practice it is important to balance the accuracy and
reliability of the output with the time taken to acquire it. CV segmentation methods often
produce high quality image segmentation without the inclusion of human bias since they
are fully automated, but they can require very long processing times. Moreover, the
accuracy of CV segmentation declines as images become more complicated; DL
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approaches are better suited to segmenting images with textured features, for example. As
described in Chapter 3, these time consuming, yet reliable processes can be used to develop
a ground truth training set for developing machine learning image segmentation
algorithms. In this case, the segmentation reaps the benefits of conventional CV (high
quality training data and accurate segmentation) and machine learning (extremely fast
segmentation).
2.3.3 ML Image Segmentation and Convolutional Neural Networks
Aside from the development of deep learning neural network models for image
segmentation, many scientists have successfully used other ML models to segment images.
However, the use of standard ML models for pixel-wise segmentation is complicated by
the fact standard ML algorithms have no provisions for spatially-correlated input data –
each pixel is considered as a unique sample with no regard for its neighbors. This may not
present an issue in the case of high contrast images, but for low contrast images
computational workarounds are required to accurately describe the collection of pixels as
individual feature vectors. Feature engineering to mitigate this loss of information can be
incredibly difficult. In one case, a support vector machine (SVM) was used to classify
cancerous cells in medical images29. In this case feature engineering required multiple
preprocessing steps in attempt to extract texture information and build a feature vector for
each pixel in the image.

As another example, researchers pre-processed images of

supported nanoparticles with gaussian filters of varying width so that spatial information
could be effectively fed to an SVM. The goal here was to build a feature vector for each
pixel which consists of a series of intensity values which vary as a function of the filter
width and represent the pixel’s surroundings at various scales30. Clearly, the additional
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steps required to make image data compatible with this type of ML can increase preprocessing time significantly and potentially reduce the accuracy of the segmentation.
Convolutional Neural Networks (CNN) build on advances in computer vision and
machine learning to build a DL framework which retains spatial relationships. In
comparison to standard ANN, which contain a series of layers of nodes, each of which
learns a vector of weights and biases during the training process, layers of a CNN contain
a stack of filters (comparable to nodes) which share the dimensionality of the input data16.
These filters are convolved with the image, in the same way as static image filters, to
produce spatial maps of features learned by the filters. CNN architectures are designed to
encode spatial information into a feature-rich representation of data through a series of
successive convolutional layers. As the dimensionality of the output depends on the
number of filters in the convolutional layer, the output of intermediate convolutional layers
(hidden layers) quickly becomes uninterpretable. Ideally, this complex representation of
the input data is feature-rich and can be used for classification tasks. While some
architectures are designed to classify the image as a whole, more useful for scientific
images is the case of semantic segmentation where each pixel in an image is classified
individually31. While the encoded feature vector is necessary to ensure that the CNN is
capable of accurate performance, labeling individual pixels requires another set of
convolutional layers to bring the encoded representation back to the original dimensionality
of the image by a process called decoding. Through the process of encoding and decoding,
the ideal output is a binary image which is easily segmented. Though this process has
proven to be successful in a variety of research areas, it is important to note that fine
features can be lost due to the reduction of local information in the encoding step. To solve
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this problem, one of the most widely used CNN architectures developed a new type of
operation called skip-connections to help maintain local information between the encoding
and decoding steps. This was first proposed for use in an architecture call UNet which uses
symmetric encoding and decoding stages so that the feature-rich decoding network can
compare outputs to the spatially-localized encoding layers to help maintain fine features
and local information32.
With an accurate model that has been trained for image segmentation in hand, the
largest benefit to the use of CNN over conventional CV techniques is the speed with which
data can be processed. CNN are inherently parallelizable and therefore are compatible with
graphics processing units (GPU) for high-speed computation.

Taking advantage of

processing speed from modern computers and GPU, entire datasets of thousands of images
can be processed and segmented in a matter of seconds to minutes using CNN, compared
to seconds to minutes per image for other methods. In many cases the main speed
bottleneck for CNN image segmentation is the time required to build a comprehensive and
reliable training set.
2.3.4 Applications in Electron Microscopy Experiments
For nearly a decade, scientists have applied ML techniques to electron microscopy data
sets. The flexibility of DL models enables them to solve a variety of problems ranging
from structural classification to dynamic characterization. Moreover, the ability of these
tools to recognize and classify subtle features in images makes it possible to pull larger
amounts, and new types, of data from imaging experiments.
A major area of research is the use of CNN to extract and classify defects in high
resolution images. Groschner tackled the challenge of classifying nanoparticle defects in
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high resolution TEM (HRTEM) images33. The main success of this work was building a
network which was able to detect whole nanoparticles even in images with extremely low
signal to noise ratio and strong variations due to diffraction contrast.

The authors

additionally show that after segmentation using their CNN, a random forest classifier can
be used to classify atomic scale defects in images of individual nanoparticles. Others have
taken on similar tasks in atomic resolution STEM images. Ziatdinov used an autoencoder
CNN to determine atomic positions in high angle annular dark field STEM (HAADF
STEM) datasets, and then classified point defects based on changes in contrast34. They
consider their work to be a first step toward the automation of TEM experiments.
Automation of high-resolution imaging experiments aided by machine learning is also
an area of active research. Ede developed a reinforcement learning pipeline for optimizing
sparse STEM scans to enable atomic resolution imaging with minimal electron dose35.
This method uses DL to determine optimal STEM probe positions that represent the
periodic structure in the image, and then uses infilling algorithms to produce a full image
from the sparse scan. As probe positions are determined without human input, it is feasible
that a “self-driving microscope” would be able to use similar techniques to automatically
collect atomic resolution images of some materials. Other scientists have demonstrated the
use of edge computing to automatically process electron diffraction patterns in real time36.
While this does not use ML or DL, it is easy to see how real time image analysis could be
used to build a feedback loop into a microscope which would allow for automatic
adjustment of experimental parameters.
While it is clear from this research that image segmentation and experimental
automation is important for the field of electron microscopy, physical understanding of
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nanomaterials requires using these techniques to study the structure and properties of
materials.

To this end, researchers have applied DL segmentation techniques to

automatically visualize ferroelectric domains directly from STEM images. After
segmenting atomic positions from HAADF-STEM images, minute distortions in the crystal
lattice were automatically characterized using Principal Component Analysis (PCA) to
define domains and domain boundaries34. Moving towards characterization of dynamic
changes, Yao, et al.,

demonstrated a proof-of-concept experiment wherein reaction

kinetics were gleaned from time-resolved liquid cell TEM images37.
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Chapter 3: Machine Learning Segmentation of TEM Images
The research in this chapter has been published in the following:
J.P. Horwath, D.N. Zakharov, R. Mégret, E.A. Stach, “Understanding important features
of deep learning models for segmentation of high-resolution transmission electron
microscopy images,” npj Computational Materials 108 (2020).
L. Vyas, J.P. Horwath, E.A. Stach, “Tutorial on Unsupervised Image Segmentation for
Electron Microscopy,” MLforEM.github.io (2021).

3.1 Introduction
As the use of in situ experimental techniques continues to expand, and technology
to enable these experiments continues to develop, we are faced with the fact that more data
can be produced than can be feasibly analyzed by traditional methods3,38.

This is

particularly true for in situ electron microscopy experiments, where high resolution images
are captured at very high frame rates. In practice, hundreds of images can be captured per
second, however many experimental analyses consider less than one frame per second, or
even one frame for every several minutes. Methods for fast and efficient processing of
high-resolution imaging data will allow for not only full utilization of existing and
developing technologies, but also for producing results with more statistical insight based
on the sheer volume of data being analyzed.
Recent research highlights the processing speed and accuracy of results obtained
through the use of machine learning39,40.

With regards to image segmentation and

classification, the use of Convolutional Neural Networks (CNNs), in which high24

dimensional learned kernels are applied across grouped image pixels, is widespread. CNNs
provide the benefit that their learned features are translationally equivariant, meaning that
image features can be recognized regardless of their position in the image. This makes
such models useful for processing images with multiple similar features, and robust against
variation in position or imaging conditions41.
Additionally, unexpected challenges arise when applying CNN and machine
learning models to TEM images. First, though conventionally used to specify atomic
resolution imaging, in this work we use the term high-resolution to refer to the pixel
resolution of the microscope camera. While additional memory requirements alone make
processing of high-resolution images difficult, changes in the scale of features associated
with changes in image resolution must also be considered. For example, in the simple case
of particle edge detection, the boundary between classes in a high-resolution image may
spread across several pixels, making segmentation difficult even by hand. Moreover,
application of ML techniques to new domains requires careful understanding of the models
being used. First, while the ease of implementation using common programming tools
enables extension of methods to new applications by non-experts, the complexity and stilldeveloping fundamental understanding of deep learning can lead to misinterpretation of
results and poor reproducibility42,43. Also, models can be prone to overfitting - memorizing
the data rather than learning important features from limited training examples - which can
go unnoticed without careful error analysis17,44. A model which accurately labels data by
overfitting will likely fail when shown new data since its complex function does not
describe the true variation in the data. Finally, the high dimensionality of data at
intermediate layers of a neural network combined with the compound connections between
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hidden layers makes representation, and therefore understanding, of learned features
impossible without including more assumptions into the analysis. The application of ML
models as a ‘black box’ is particularly dangerous in the physical sciences where
understanding the meaning of recognized patterns is as important as recognizing the
patterns in the first place. These challenges – specifically representation and visualization
of CNN models – are areas of active research45,46.
Building on previous work on image segmentation, automated analysis, and
merging deep learning within the field of materials science, in this research we study a
variety of CNN architectures to define the most important aspects for the practical
application of deep learning for automated segmentation of high-resolution images of
supported nanoparticles. We discuss how image resolution affects segmentation accuracy,
and the role of regularization and preprocessing in controlling model variance. Further,
we investigate how image features are learned, so that model architectures can be better
designed depending on the task at hand. By using a simpler approach to semantic
segmentation, in contrast to poorly understood and highly complex techniques, we intend
to show that conventional tools can be utilized to construct models which are both accurate
and extensible.

3.2 Results
3.2.1 High Resolution Image Segmentation
Particularly in the field of medical imaging, studies regarding similar image
segmentation tasks have been published47,48. In these cases, an autoencoder, or ‘hourglass’,
-type CNN architecture was found to be well suited to segmentation tasks where spatial
26

positions of features are key. With this approach, successively deeper convolutional/maxpooling layer pairs (added to decrease spatial resolution while simultaneously increasing
feature richness) are combined with up-sampling convolutional layers that aim to re-scale
the image back to a higher resolution while decreasing the feature dimension of the image
source31,34,49. In many cases, however, these tasks are used to identify whether a specific
feature or object is present or absent, not to measure the size of such features with any level
of precision. Correspondingly, our tests show that this network structure successfully
identifies nanoparticle pixels in our images with 512x512 resolution, yet consistently
misses the centers of the largest particles signifying that the model is unable to differentiate
flat contrast in the interior of large particles from flat contrast in the background (Figure
3.1 A).
To improve segmentation performance, we moved to a more complex architecture
inspired by the UNet32. This model, rather than increasing kernel size with the goal of
expanding the receptive field, uses skip-connections to tie activations in the encoding stage
to feature maps in the decoding stage in order to improve feature localization. Skip

Figure 3. 1 Demonstration of autoencoder architecture segmentation. A.) shows how the
interior of large particles are mislabeled. B.) shows the input image for comparison.
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connections work by concatenating encoded and decoded images of the same resolution
followed by a single convolutional layer and activation function to relate unique aspects of
both images (see visual representation in Figure 3. 2, ignoring the light blue convolutional
layers). This improves upon the similar hourglass architecture by maintaining local
environments from the original image to map features to the output. Results using the
UNet-type architecture on our image set show that the model can consistently recognize
both large and small particles, and that it is robust against varied imaging conditions and
datasets (Figure 3.1 and Figure 3.3 show results on images from experiments not
represented in the training set).

Figure 3. 2 Schematic of the UNet architecture. Each feature is explained in the text.
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Figure 3. 3 UNet architecture improves particle segmentation compared to autoencoder.
a.) shows raw output of the CNN. Notice the sharp contrast at particle edges. After
thresholding the raw output, b.) shows the final segmentation map overlaid on the input
image. Yellow arrows highlight small particles that were properly labeled.
Using our earlier approach, we trained the same UNet on higher resolution images
(1024x1024 pixels), however, as seen in Figure 3. 4, this network was not able to accurately
label pixels at nanoparticle edges, showing instead a blur of uncertainty at the edges.
Moreover, we noticed that training the same model on the same data more than once would
produce different results: while in some cases training produced image segmentation with
wide edge variation, other training instances gave segmentation results with nearly
perfectly identified particles, with little to no variation at particle edges. These results
likely signal overfitting of the dataset, with the model ‘memorizing’ the noise rather than
actual features, as raw activation maps (Figure 3.5 B and C) show that in fact no features
of particles are learned by the model and instead only noise patterns in the background
areas are recognized.

This model, therefore, produces a very accurate particle

measurement on the training dataset, but would not generalize to data from other
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Figure 3. 4 Application of the UNet architecture to high-resolution images produces
blurry edge segmentation.
experiments or with particles of different sizes (i.e., the same dataset with a different
magnification). This is further highlighted by the instability of the model with respect to
the length of training time.
Rather than solely increasing the width and depth of the model to improve
performance and stability, the greatest improvement in model performance comes about
through understanding where the model fails when increasing image resolution. 15 unique
UNet models were tested with architectural modifications inspired by the errors observed
in our tests. These modifications, and the motivation for each, are described in Table 3.1.
The effect of learning rate on model performance was also investigated empirically to
determine how to best sample the loss landscape. We found that a learning rate of 0.0001
is practical and effective for all deep models on our dataset.
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Figure 3. 5 An overfitting network learns no features of nanoparticles but recognizes
background noise. A.) shows the CNN output. B.) and C.) show the raw output for the
background and particle layers, respectively. The SoftMax function combines B.) and C.)
to produce A.).

Table 3. 1 Summary of difficulties in segmenting high-resolution images. Each potential
problem is described along with a data-driven approach to a solution.
Problem

Modification

Motivation

Particle features
recognized

not Additional
convolutional Successive
convolutional
layer at each up-sampling layers work to relate spatial
step
and feature dimensions, not
just concatenate32,50
Unclear boundaries at Preprocessing with Gaussian Noise makes actual features
particle edges
Blur
difficult to detect, reducing
frequency of variation makes
physical features apparent
No activation in particle Apply leaky ReLU activation Small activations are pushed
output layer
towards 0 (“dying ReLU
problem”)24,51
Large variation in raw Add batch normalization Regularize model variance at
activation values
after each convolutional each step to maintain original
layer
intensity distribution20
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Our initial gauge of performance is qualitatively based on the ability to detect
particles of varying size, sensitivity to noise and illumination variation in the raw image,
and the sharpness of the activation cutoff at particle edges. Based on these criteria, best
performance is seen in models with batch normalization only and batch normalization
combined with extra convolutional layers (Figure 3.6, Norm and TwoConv_Norm,
respectively). From this, it appears that Batch Normalization is the most important factor
for learning particle features from 1024x1024 images. Visual inspection of Figure 3. 6
also shows that, in general, blurred images detect edges further towards the interior of the
nanoparticle, and models with an additional convolutional layer (and no blurring) are
virtually indistinguishable from those with a single up-sampling convolution. More

Figure 3. 6 Otsu threshold contours of six CNN models overlaid on a section of a test
image. The model with batch normalization on consistently provides the most accurate
segmentation. Each colored contour refers to a different model output: red –
TwoConv_Blur1, blue – TwoConvNorm_Blur1, green – Norm_Blur1, purple –
TwoConv, orange – TwoConv_Norm, and yellow – Norm.
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importantly, only models without blur can consistently and accurately label small, lowcontrast particles; for particle sizes similar to the width of the gaussian filter contrast is
reduced significantly and signal is pushed into the background.
Aside from applying batch normalization, we find that the only way to achieve
significant segmentation improvement on high resolution images is to increase the size of
the convolutional kernel, here from 3x3 pixels to 7x7. However, this greatly increases the
number of trainable parameters and training time for the model.
To briefly summarize the practical implications of our findings, continual Batch
Normalization through successive convolutional layers has a significant positive effect on
the performance. For our dataset, increasing network depth does not appear to increase the
performance of the CNN. A slow learning rate produces the best results and most stable
models, while preprocessing training images with Gaussian blur seems to increase the risk
of overfitting.
3.2.2 Learning Features with a Simpler Model
Training stability and model overfitting pose large risk for image segmentation CNNs
that are to be used and continually developed on varied datasets. While performance often
increases with the addition of tunable model parameters, achieving training convergence
and interpretation of the model’s output become increasingly difficult. With this in mind,
we developed a significantly pared down CNN, with a single convolutional layer consisting
of a single learnable filter followed by SoftMax activation on our training data which
produced the segmentation shown in Figure 3.7B. The benefit of such an architecture is
that, since the dimensionality of the kernel is the same as that of the image, we can easily
visualize the learned weights (Figure 3.7A). Previous work confirms that edges and other
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spatially-evident image features are generally learned in the early convolutional layers of
a CNN50.

Such a single-layer model with logistic activation can be compared to the

application of a linear support-vector machine (SVM) for logistic regression51.

Figure 3. 7 A one layer CNN produces a viable segmentation, and the learned kernel is
interpretable as an image. The kernel (a) learned by a single-layer CNN, and the
segmentation it produces (b, after SoftMax activation).
While this model is useful for illustrating the power of simpler machine learning
methods, minimal changes are needed to extend this idea to a model that provides usable,
practical segmentation. Using one convolutional layer, now with 32 filters, followed by a
second, 1x1 convolutional layer to combine the features into a segmented image, we test a
shallow but wide CNN architecture. Again, aside from the convolutional layer used to
combine the extracted features, filters from this shallow network can be visualized to see
what features are being learned from the data. The F1 score of this simpler model (Figure
3.8A, blue line) is comparable to the performance of the most accurate deep network
described above (batch normalization with no applied blur – red line). These results
illustrate that a model with significantly fewer parameters and quicker training time can
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still produce a usable segmentation. Indeed, as shown in Figure 3.8B, the edges detected
by the simpler CNN are in many cases closer to the actual particle edge than those of the
deep model; In this light, the decrease F1 score in Figure 3.8A is likely due to the high rate
of false positives in the simple model.

In practice any false positive clusters are

significantly smaller than true nanoparticles, so filtering by size to further increase
accuracy is possible. Our results suggest that shallow, wide CNNs have enough expressive
power to segment high resolution image data20.
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Figure 3. 8 An expansion of the simplified CNN produces a segmentation with
comparable accuracy to the output of a deep CNN. a.) Mean F1 score for UNet (with
Batch Normalization) and simple one-layer CNN. b.) Visual comparison of nanoparticle
detection using Otsu threshold. Simplified model is shown in blue, and the UNet is
shown in red.

3.3 Discussion
Our initial experiments revealed the importance of a segmentation model
developing an understanding of a pixel’s broader environment, rather than simply
identifying features based on intensity or distance to an edge. The fact that the simple
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hourglass-style CNNs cannot identify the interior of particle as such, can be attributed to
an inability of the CNN to learn similar features with different size-scales; we suspect that,
in an edge-detecting model, the lack of variation in the interior of a particle appears similar
to the lack of variation in the background leading to improper classification. This clearly
indicates the importance of semantic understanding, in which the local environment is
considered in detail.

Increasing the receptive field (kernel size) of the network to

incorporate more local information improves detection accuracy, yet this approach
drastically increases the number of learnable parameters in the CNN and the training time
required for convergence. The importance of semantic information is further reinforced in
seeing the improved performance of the UNet compared to the hour-glass CNN. Maxpooling after each convolutional layer effectively increases the receptive field of the next
convolutional layer; concatenating encoding and decoding activations serves as a
comparison of the same features over a variety of length scales.
While segmentation of 512x512-pixel images is possible and seemingly accurate,
higher measurement precision can be achieved by utilizing higher resolution cameras
available on most modern electron microscopes. For an image with a fixed side length,
increasing pixel resolution decreases the relative size of each pixel. Decreasing the pixel
size increases the possible measurement precision. Therefore, high-resolution images are
needed to provide both accurate, and consistent particle measurements. It’s important to
note that though the accuracy of manual particle measurements changes very little as a
function of resolution (assuming accuracy is mainly dependent on the care taken by the
person making measurements), changes in resolution can greatly influence automated
labeling performance since edge contrast decreases as interfaces are spread across multiple
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pixels. Thus, a unique challenge for high-resolution image segmentation is developing a
model which is able to recognize interface pixels, which appear fundamentally different
from the interior of a nanoparticle, as contributing to the particle and not the background.
To account for increased complexity of the features in higher-resolution images, we
expanded our network architecture both in depth and width motivated by the idea that a
larger number of parameters would increase the expressive power of the model. In fact,
this deeper and wider model (seen in Figure 3.4) showed little increase in performance
compared to the one for low resolution images. A more effective approach would match
the strengths of the segmentation models to the features of the data.
Our findings show that regularization, in this case by Batch Normalization, is vital
to accurate labeling of an image. When training from scratch, i.e. without pretrained
weights, it has been shown that the loss function is smoother and model convergence is
better when using Batch Normalization, which may have a significant effect on higher
resolution images due to the combinations of strong noise and lack of visually
discriminative features on the scale of the receptive field52.

Properly pairing

regularization, to maintain the distribution of intensity values in the image, with an
activation function which s well suited to allowing such a distribution is essential. The
dying ReLU problem, where CNN outputs with a negative value are pushed to zero,
removing a significant portion of the actual distribution of the data, causes loss of
information and difficult convergence24,53.

Our use of ReLU activation functions

essentially produces output values in the range [0,∞), which presents a risk of activation
divergence, and can be mitigated by normalization in successive convolutional layers
before the final softmax activation. Leaky ReLU allows activations on the range (-∞,∞),
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and the small activation for negative pixel values combined with batch normalization
works to avoid increasing variance with the number of convolutional layers. In practice,
we find that using Leak ReLU activation solves the problem seen in Figure 3. 5, where no
activation is seen for the particle class.
These results suggest that, for a common segmentation task, regularization is more
effective than the depth or complexity of a CNN. This is easily justified, considering that
the proper classification of boundary pixels, spread across several pixels in high-resolution
images, requires the sematic information stored in the total local intensity distribution
which is lost as the variance of the intensity histogram increases.
An effective machine learning model requires a balance between the number of
learnable parameters, the complexity of a model, and the amount of training data available
in order to prevent over-fitting and ensure deep-learning efficiency20,54. In an efficient
model, a vast majority of the weights are used, and vital to the output. In practice though,
deep networks generally have some amount of redundant or trivial weights55. In addition
to efficiency, several issues have come to light regarding the use of deep learning for
physical tasks which require an interpretable and explainable model as this often leads to
better reproducibility and results which generalize well46,54. Even for computer vision
tasks, where feature recognition doesn’t necessarily give physical insight, an interpretable
model is valuable so that sources of error can be understood when applied to datasets
consisting of thousands of images, each of which cannot feasibly be checked for accuracy.
Our main goal in employing a single layer neural network was to provide a method for
visualizing learned kernels which show the most important features of an image for binary
classification. The visualization of our trained kernel (Figure 3.7 A) can be interpreted in
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two ways. First, we can conceive that the algorithm is learning vertical and horizontal lines
(dark lines), potentially similar to basic Gabor filters for edge detection – though it is
missing the characteristic oscillatory component - combined with some amount of radiallysymmetric blur (light gray). Alternatively, we can envision that the horizontal/vertical lines
could be an artifact of the electron camera or data augmentation method meaning that the
learned filter represents an intensity spread similar to a Laplacian of Gaussian (LoG) filter
which is used to detect blobs by highlighting image intensity contours. As a simple test of
our supposition, Figure 3.9 shows that a sum of a horizonal Gabor filter, vertical Gabor
filter, and Gaussian filter qualitatively produces a pattern similar to our learned kernel.

Figure 3. 9 Combining conventional computer vision image filters produces a results
similar to that learned by the simplified model.
As mentioned, increasing the width of a shallow network (in this case from 1 to 32
filters) is enough to make a simple model more usable. Though 32 filters may be too many
filters to easily compare for visually extracting useful information, visual inspection gives
a possible trend: filters are learning faint curved edges. Further analysis of the set of 32
filters would require regularization of the entire set of weights to allow for more direct
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comparison, however it is possible to imagine a case where, with a properly tuned receptive
field in the convolutional layer, more subtle image features than hard lines could be
revealed through visualizing a learned kernel. Based on these results we expect that
designing a shallower neural network which retains the local semantics learned in an
encoder-decoder or UNet architecture would make a generalizable model for particle
segmentation more realistic.

3.4 Conclusions
In summary, we have systematically tested several design aspects of CNNs with
the goal of evaluating deep learning as tool for segmentation high-resolution TEM images.
With proper dataset preparation and continual regularization, standard CNN architectures
can easily be adapted to our application. While overfitting, class imbalance, and data
availability are overarching challenges for the use of machine learning in materials science,
we find that knowledge of data features and hypothesis-focused model design can still
produce accurate and precise results. Moreover, we demonstrate that meaningful features
can be learned in a single convolutional layer, allowing us to move closer to a balance
between state-of-the-art deep learning methods and physically interpretable results. We
evaluate the accuracy of several deep and shallow CNN models and find evidence that, for
a relatively simple segmentation task, important image features are learned in the initial
convolutional layers. While we apply common accuracy measures to evaluate our models,
we note that other specially designed metrics may help to define exactly where mistakes
are made, and thereby which features a model is unable to represent. Whether or not these
simplified models reach the accuracy required for quantification of segmented images, a
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learned indication of important low-level image features can help guide the design of an
efficient, parallelizable pipeline for conventional image processing.
We present a method for simultaneously segmenting images and visualizing the
features most important for a low-level description of the system. While we don’t derive
any physical insight from the learned features of our images, this approach could
potentially be extended, for example, to a multi-class classification task where learned
kernels could elucidate subtle pixel-scale differences between feature classes. For our
needs, the interpretability of this basic model helps us to design a segmentation process
where measurement accuracy is limited by the resolution of our instrumentation, not by
our ability to identify and localize features. Simple segmentation tasks may not fully utilize
a deep CNN’s ability to recognize very rich, inconspicuous features, but the breadth of
literature and open-source tools from the Computer Science community are available for
use in other fields and must be applied in order to determine their limitations. In this regard,
we hope to provide a clear description of how architectural features can be tweaked for
best performance for the specific challenge of segmenting high-resolution TEM images.
In all, while computer science research trends towards complicated, yet highly
accurate deep learning models, we suggest a data-driven approach, in which deep learning
is used to motivate and enhance the application of more straightforward data processing
techniques, as a means for producing results which can be clearly interpreted, easily
quantified, and reproducible on generalized datasets. In practice, the availability of
technical literature, programming tools, and step-by-step tutorials simultaneously makes
machine learning accessible to a wide audience, while obscuring the fact that application
to specific datasets requires an understanding of unique, meaningful data features, and of
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how models can be harnessed to give usable and meaningful analyses. While common in
the field of computer vision, in practice many of the techniques we discuss are added to a
machine learning model as a black box, with little understanding of their direct effects on
model performance.

Framing deep-learning challenges in the light of real physical

systems, we propose means both for thoughtful model design, and for an application of
machine learning where the learned features can be visualized and understood by the user.
In this way, analysis of data from high-throughput in situ experiments can become feasible.
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Chapter 4: High Temperature Nanoparticle Degradation
The research in this chapter has been published in the following:
J.P. Horwath, P.W. Voorhees, E.A. Stach, “Quantifying Competitive Degradation
Processes in Nanocatalyst Systems,” Nano Letters 21 5324-5329 (2021).

4.1 Introduction
The decades-long study of evolution processes of small particles has produced
theoretical treatments which describe the strong relationship between interfacial energy
and particle stability at the nanoscale. However, the difficulty in experimentally observing
dynamic systems with sufficiently high spatial and temporal resolution has limited our
ability to validate proposed theories and to develop a comprehensive understanding of how
equilibrium particle size depends on factors such as temperature, composition, ambient
conditions, and local environments7,8,56–58. Moreover, even with sufficient experimental
capabilities, advanced data analysis methods are needed to detect interactions between
particles. In fact, nearly 50 years ago, Heinemann and Poppa suggested that clarification
of coarsening and mass transport mechanisms in systems of supported nanoparticles would
require "...highly accurate, statistical, nearest neighbor measurements and evaluations of
individual particle changes at short time intervals..."59 Here, we quantify the evolution of
a model catalyst system at high temperature using in situ TEM and automated image
analysis. Developing an analytical model for particle growth, we can ascertain the sizedependence of particle growth rates in non-conservative systems and the influence of local
and long-range particle interactions.
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4.2 Experimental Details
In this experiment, we use gold nanoparticles supported on amorphous silicon
nitride as a model supported catalyst. Particles were specially synthesized to have a narrow
particle size distribution, and were capped with dendrimer ligands to aid self-assembly with
an ordered structure and specified separation distances60,61. Suspended nanoparticles were

Figure 4. 1 Overview of experimental data showing shrinking particles. A.) The asdeposited array of gold nanoparticles. B.) The number of particles in the image as a
function of time. C.) The evolution of the particle size distribution as a function of time,
where the shade of red darkens as time progresses. Reprinted with permission from [84].
Copyright 2021, American Chemical Society.
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drop-cast and self-assembled directly on DENSsolutions Wildfire in situ heating chips62.
Subsequently, the sample chip was plasma cleaned at low power under oxygen to remove
the ligand coatings, after which the sample was loaded into a FEI Talos S/TEM operating
at 200kV and heated to 900 °C under vacuum. A survey image of the nanoparticles is
shown in Figure 4. 1A.
Previous studies have shown that capping ligands dramatically decrease the
temperature required for sintering, so the fact that our nanoparticles retain their shape and
position in an ordered array at high temperature indicates that the organic coatings have
been completely removed63,64. The initial particle size distribution after plasma cleaning
is monodisperse, with an average particle size of 4.27 ± 0.34 nm. Once at temperature,
images were collected every five seconds over the course of an hour. Image segmentation
was performed using an unsupervised convolutional neural network to separate
background and foreground pixels using a method previously developed by the authors;
background information and all code necessary to perform image segmentation is provided
in the references65–67. Post processing allowed individual particles to be located and
labeled, finally resulting in a list of particle sizes and positions as a function of time28.

4.3 Results and Discussion
From Figure 4. 1B and C, it is immediately evident that both the average particle
size and the total number of particles decreases with time. Other studies have discussed
the evaporation of metallic particles at high temperature, and have described how the
evaporation rate depends on the particle size68,69. Similarly, recent research has suggested
that evaporation and re-deposition of metal atoms is prevalent in oxidation/reduction
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cycling of supported catalysts70. Under our experimental conditions, where continuous
pumping of the TEM column creates a non-conservative system, evaporation from the
surface of particles is responsible for the observed decrease in particle size and the number
of particles on the support. However, we note that evaporation alone cannot be responsible
for the observed changes in particle sizes as a function of time. Evidence for this is seen
in Figure 4. 2A and B. If particles were only subject to evaporation, they would shrink
concentrically about their center, with no shifts in particle shape or center of mass (Figure
4. 2A). Our experimental data show changes in center of mass with time, yet these shifts
are not significant enough to be consistent with evolution by particle migration and
coalescence. Additionally, tracking the growth of individual particles shows crossing
growth trajectories even for particles of the same starting size (Figure 4. 2B).

These

incongruous observations signify the presence of an additional degradation mechanism

A

B

Figure 4. 2 Depiction of changes in particle shape, size, and center of mass through the
course of the experiment. A.) Colored outlines represent particle boundaries as a
function of time using the same color scale as Figure 4.1 C. The particles shown are
found in the box outlined in Figure 4.1A. B.) Particle size as a function of time for all
particles. Reprinted with permission from [84]. Copyright 2021, American Chemical
Society.
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under our experimental conditions. To account for the anisotropic evolution of particles
and potential short-range interactions, we developed a model to describe nanoparticle
evolution that combines evaporation from the particle surface and mass exchange between
particles by diffusion on the support.
The interface velocity of an evaporating particle is given by 𝑣 = 𝑀(𝑃 − 𝑃! ) 71.
Integrating over the surface of a supported particle yields an expression for the evaporation
component of particle growth rate:
𝑑𝑉!"#$%&#'(%)
= 𝑀(𝑃 − 𝑃! )𝛽(𝜃)𝑅*
𝑑𝑡
(4. 1)
Here, 𝑀 = 𝛼Ω⁄(2𝜋𝑚𝑘+ 𝑇),/* is the emission rate of gold from the particle surface (for
dimensionless coefficient 𝛼 and atomic volume Ω), 𝑃 − 𝑃! represents the change in Gibbs
Free Energy per unit volume for evaporation as a difference between the ambient pressure
𝑃 and the equilibrium vapor pressure at the particle interface 𝑃! , 𝛽(𝜃) gives the surface
area of a truncated sphere as a function of contact angle 𝜃, and 𝑅 is the particle radius.
Further, 𝑃! is modified to account for excess vapor pressure at a curved interface using the
linearized Gibbs-Thomson equation: 𝑃! = 𝑃. (1 + 2𝛾Ω⁄(𝑘+ 𝑇𝑅)), where 𝑃. represents the
equilibrium vapor pressure at a flat interface, 𝛾 is the solid-vapor surface energy, 𝑘+
Boltzmann's constant, and 𝑇 is the temperature.
To determine the contribution of mass transport on the degradation of the
nanoparticles, a mean-field model was defined using a quasi-stationary solution to the
diffusion equation. Using boundary conditions based on the Gibbs-Thomson equation for
the concentration of gold at the contact line of the particle-support interface, 𝐶! , and a
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uniform surface concentration far away from the particle, 𝐶/ , the growth rate by diffusion
is
𝑑𝑉0(1123(%)
𝑑𝑡

𝑟$
𝐾
@
,
2𝜋Ω𝑟$ 𝐷
Γ
𝜉A
=
B𝐶/ − 𝐶! − C
𝑟
$
𝜉
𝑟$
𝐾. @ 𝜉 A
(4. 2)

as a function of the radius of the contact circle between the particle and support, 𝑟$ =
𝑅 sin(𝜃). Γ = 𝐴. Ω𝛾 ∕ 𝑘+ 𝑇 defines the capillary length and areal density of adatoms 𝐴. .
𝐾, and 𝐾. are the modified Bessel functions of the second kind of order one and zero
respectively, and the screening length, 𝜉 = (𝐷⁄𝑄),/* , is a characteristic distance from the
particle-support interface at which the mean field concentration is reached for evaporation
rate 𝑄, and diffusion coefficient, 𝐷. Finally, we apply assumptions to the model based on
our experimental conditions. As the experiment occurs under vacuum, we assume that
𝑃 ≪ 𝑃! so that evaporation always results in a decrease in free energy (standard vacuum
level in the TEM column is on the order of 1 × 1045 Pa).
After applying these simplifications, we come to the final model which was used to
understand experimental data (expressed in terms of particle radius 𝑅, and where 𝛼 and 𝛽
represent the volume and surface area, respectively, of a truncated sphere with contact
angle 𝜃):
𝑟$
𝑑𝑅 2𝜋Ω sin(𝜃) 𝐷 𝐾, @ 𝜉 A
Γ
𝑀𝛽
2𝛾Ω
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N𝐶/ − 𝐶! − O −
𝑃. N1 +
O
𝑟
$
𝑑𝑡
2𝛼𝜉𝑅
𝑅
3𝛼
𝑘
𝑇𝑅
+
𝐾. @ 𝜉 A
(4. 3)
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Our analysis of experimental data, implementing automated image analysis to
greatly increase the available data from an in situ image set, allows us to simultaneously
consider growth rates of hundreds of particles and derive physically meaningful values for
the parameters 𝐷, 𝑃. , 𝛾, 𝜃, 𝜉, Γ, and 𝐶/ − 𝐶! . Particle size as a function of time for each
particle was fit to a polynomial spline to aid in numerical differentiation so that the rate of
change, 𝑑𝑅 ∕ 𝑑𝑡 can be examined as a function of R. This data was then fit to our model
using a simple least-squares fitting algorithm. Statistical optimization using a manual
parameter grid search was used to optimize initialization values while minimizing the
rigidity of constraints to avoid biasing parameter values. Python scripts used in the
processing and analysis are available via github72.

Table 4. 1. Comparison between parameter values obtained from fitting our model to values
found in experiment or in the literature.
Parameter

Fit Value
D

P0
𝛾
𝜃

Reference Value

2.7 × 106

𝑛𝑚*
𝑠

1.68 × 1045 𝑃𝑎
1.51

𝐽
𝑚*

115 − 131∘

3.8 × 105

)7!

4.9 × 1048 𝑃𝑎
1.5

73

3
74

𝐽
𝑚*

120 ± 5∘

We find excellent agreement between experimental data and this model, as shown
in Figure 4. 3A which demonstrates how our model captures the unique behavior of an
individual particle. Further, Figure 4. 3B shows the result of fitting our model to all
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experimental data points; the red, blue, and green line show the average behavior extracted
from mean parameter values. With the immense amount of data extracted from experiment
we are able to measure parameter values with statistical confidence and separately observe
the impact of each growth mechanism. After removing outliers (by measuring median
absolute deviation for each parameter and using a modified z-score threshold of 3.5) all
parameter histograms appeared normally distributed around a mean value except for that
of 𝜉 which will be discussed later. As shown in Table 4. 1, our estimation of the diffusion
coefficient for adatoms on the support, the solid-vapor surface energy, contact angle, and
vapor pressure closely match values either measured experimentally or found in the
literature providing validation for our model and data extraction method.
Established research has studied the impact of surface effects on properties of
materials, and shown that at the smallest scales the surface energy of many materials is

A

B

Figure 4. 3 Equation 4.3 can be fit to the growth rate of individual particles of all
particles in the system. (A) Evaporation and diffusion contributions based on the
behavior of a single particle. (B) Colored lines show mean parameter fits and their
compartison to all particle timelines in the expeirment. Extracted parameter values from
these fits allow characterization fo the system with statistical confidence. Reprinted with
permission from [84]. Copyright 2021, American Chemical Society.
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expected to be larger than that of the corresponding bulk materials69. Moreover, studies
have provided a theoretical understanding of how the high surface energy of small particles
can accelerate the shrinking of particles75,76. We find that the vapor pressure at the particle
surface, determined by 𝑃. for bulk interfaces and modified by 𝛾 according to the GibbsThomson equation, is clearly captured by our model. In agreement with other research, we
contend that the dominant size-dependency of particle growth comes from the difference
between the vapor pressure at the particle surface and the surrounding environment77,78.
Figure 4. 4 demonstrates the strong size-dependence on evaporation seen in our
system, as particle size alone serves as an accurate predictor of evaporation. Visualization

> 1.5nm

< 1.5nm

Evaporate
TP

Does Not
Evaporate
FP

46% 12%
FN

TN

0% 42%
Precision = 0.8
Recall = 1
F1 = 0.85

Figure 4. 4 Particle size serves as a predictor for evaporation. Particles which reach a
radius < 1.5 nm eventually evaporate. A confusion matrix and standard accuracy
metrics are shown. High precision indicates few false positives, high reall indicates a
high detection rate, and F1 score gives general accuracy as a mean of precision and
recall. TP, FP, FN, and TN stand for true positive, false positive, false negative, and
true negative, respectively. Reprinted with permission from [84]. Copyright 2021,
American Chemical Society.
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of experimental data (Figure 4. 2B, for example) shows that false positives (particles which
were expected to evaporate but did not) would have evaporated if the experiment had
continued. Interestingly, R = 1.5 nm, which predicts evaporation, corresponds closely with
the mean particle radius at the end of the experiment (dark red in Figure 4. 1C) and the
radius for which the evaporation rate approaches 0 (Figure 4. 3). Further analysis suggests
that this final particle size is stable and does not change significantly with time (Figure 4.
5).
In addition to providing reliable estimates of physical parameters based on highresolution time resolved measurements, another major benefit to our data-rich approach to

Figure 4. 5 Mean particle size a function of time. The plot shows that the decrease in
particle size slows down as time progresses, signifying that a stable particle size is
reached after a transient period of evaporation. Reprinted with permission from [84].
Copyright 2021, American Chemical Society.
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B
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Figure 4. 6 Additional analysis shows unique interactions between particles. A.) The
center of mass of three neighboring particles is tracked through time (colors darken as
time progresses). The same color scheme is used in B.) to show changes in particle
radius. A calculated radial distribution function for particle centers in the first frame of
the experiment is shown in C.) to display the distances between neighboring particles.
The dashed line corresponds to the mode of the fit screening length, while the dotted line
shows the overall mean. Reprinted with permission from [84]. Copyright 2021, American
Chemical Society.
analyzing in situ data is that it allows us to quantitatively compare the behavior of
neighboring particles and observe actual diffusional interactions between particles (Figure
4. 6A and B). Comparison between our model and the experimental data shows the small,
but non-negligible, impact of mass transport through surface diffusion on the growth rate
of supported nanoparticles which would be impossible to observe without using advanced
data extraction techniques. With validation from the other parameters of our model, for
which we have expected values from the literature and experiment, we can characterize the
mean-field concentration gradient at the particle-support interface. Our data indicate that,
on average, there is a net flux of mass into the particle causing growth from a small
concentration of adsorbed gold on the support. Again, comparing to Figure 4. 6B, where
the green particle clearly grows as a result of additional mass from its neighbors, this is
justified. The concentration gradient on the support should also be considered with respect
to the method for nanoparticle deposition. As particles were synthesized ex situ and then
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drop-cast onto the surface we expect that very little gold will be adsorbed on the support
away from a particle. Therefore, the nearly-zero concentration of gold adatoms on the
support is not surprising. We expect that any adsorbed gold atoms which contribute to
diffusion are left behind during the final stages of evaporation. Correspondingly, since
diffusion fields are closely tied to evaporation events, adatoms contribute most strongly to
local diffusion and do not develop into a uniform mean-field concentration. This is
consistent with the growth trends shown in Figure 4. 6. Though the concentration gradient
near all particles is found to be similar and in agreement with the mean value
(+ 5 × 1048 − 1 × 1046 [atoms/nm2]), the capillary lengths (Γ) for the red and blue
particles in Figure 4.6 are orders of magnitude larger than that of the green particle (Table
4. 2). This trend continues when applied to all measured particles (bottom two rows of
Table 4. 2), where we find that capillary lengths of evaporating particles are larger than
those of non-evaporating particles by a statistically significant margin (p = 0.0005). This
confirms our understanding of concentration gradients driven by high interfacial
Table 4. 2 Fit values for particles shown in Figure 4.6. Colors correspond to the colored
particles in Figure 4.6. A capillary length (Γ) for the green particle cannot be accurately
calculated since it does not shrink significantly.

All that shrink
Don’t shrink
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concentrations at small particles due to the Gibbs-Thomson Effect.
Though a mean-field model cannot be expected to describe the evolution of
individual particles in detail, our ability to compare the behavior of many different particles
in unique conditions allows us to reconcile intuitive physical models with random
nanoscale fluctuations, and to understand the origin of unexpected behaviors.
Applied experiments have clearly shown the impact of particle spacing on catalytic
activity and stability of supported metal catalysts79,80. Research has given conflicting
reports on whether particle spacing positively or negatively affects performance and
stability81. Electrostatic shielding, which leads to a modified reaction potential, of closely
spaced particles has been suggested as the reason for exceptionally high catalytic activity
for supported Pt nanoparticles in fuel cell membranes82. Additionally, it is well known that
particle loading, especially for very small particles, leads to instability and catalyst
degradation by Ostwald ripening or particle migration and coalescence6,12.

Still,

fundamental mechanisms for interaction between supported particles, and the influence of
particle spacing are not well studied, and available results depend strongly on the specific
conditions of the experiment or theory. One approach for estimating the interaction
between supported particles relies on solving the diffusion equation for a basis of randomly
spaced particles which can be translated in space to approximate an infinite system of
randomly distributed particles. Analytical results can be obtained for small systems of just
two particles to describe the diffusional interactions between particles, and systems of large
particles can be solved numerically to elucidate the impact of longer range interactions9,10.
These theoretical results suggest that particle interactions are not limited to nearest55

neighbors, and that even interactions between particles in different basis cells can be
quantified to show divergence from mean-field depictions. Though our model describes
the interaction of a single particle with a mean-field concentration, we can use the screening
length, 𝜉, derived from our model to characterize the length over which particles interact.
In contrast to all other parameters, for which fit values are normally-distributed such that
outlying parameter values could be attributed to numerical errors in the fitting code, model
fits for 𝜉 exhibited a mode of 5.7 nm, and a broad distribution of measurements at larger
values (mean of 76.1 nm). Interestingly, these values closely correspond with physically
meaningful distances in the experimental system. As shown in Figure 4. 6C, the short
distance (dashed line) closely approximates the nearest-neighbor distance for periodically
arranged nanoparticles. Alternatively, the larger distance (dotted line in Figure 4. 6C)
coincides with the distance over which the array of nanoparticles becomes considerably
disordered.

Here, where self-assembly allows nanoparticles to assume a periodic

arrangement, this distance is on the order of the size of the isolated group of nanoparticles
shown in Figure 4. 1A. Based on these correlations we interpret the data to show that
diffusional interactions, overall, are strongest between neighboring particles and that
growth by diffusion is coupled with the evaporation of nearby particles. Still, as evidenced
by the secondary value of 𝜉 and as proposed in theory, long range interactions contribute
significantly to the global evolution of the evaporating nanoparticles.

4.4 Conclusion
In summary, we demonstrate a method for detailed quantification of data collected
using in situ TEM. Aided by unsupervised machine learning, positions and size of
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hundreds of particles are extracted as a function of time to yield an experimental description
of a dynamically evolving system of a model supported catalyst. After developing a model
to understand the competition between evaporation and surface diffusion, statistically
validated parameter values were extracted to verify our understanding of the physics
behind particle growth and to characterize the system in terms of variables such as local
concentration gradients and screening lengths which are impossible to directly measure in
experiment. We discuss the applicability of mean-field models to capture dynamic changes
in nanoscale systems, and show that, with the help of modern data analysis, deviations from
our theoretical understanding can be attributed to local changes in the system. Using our
method, we quantify the interaction distance in an array of supported nanoparticles to
elucidate how surface diffusion impacts particle growth over a variety of length scales.
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Chapter 5: Evaporation Kinetics and Orientation-dependent
Evaporation Rates
The research in this chapter has been published in the following:
J.P. Horwath, C. Lehman-Chong, A. Vojvodic, E.A. Stach, in preparation

5.1 Introduction
Research focusing on coarsening and degradation mechanisms in supported
nanoparticles has focused on the use of mean-field theories for decades. With this approach
the interaction between a theoretical average-sized particle and a homogeneous
surrounding field (with a chemical potential given by the properties of the system) is
considered to give a quantitative description of evolution kinetics. While this method is
helpful for developing an analytical, intuitive model which can be verified against simple
experiments, several key assumptions limit the use of this class of model for specific
applications and real systems. For the evolution of supported nanoparticles (NP), the high
surface free energy of nanoparticles with under-coordinated surfaces promotes adsorption
of reaction components while simultaneously providing a driving force for evolution and
surface area reduction: maintaining catalytic activity for important commercial reactions
relies on preventing coarsening and keeping nanoparticles small1. Mean-field theories
which describe diffusional interactions between particles and their surrounding field rely
on the assumption of infinite separation between particles to avoid accounting for direct
interactions between particles5,7. Along these same lines, such models assume a smooth,
(truncated) spherical particle and disregard any variation in morphology and anisotropy in
the surface area. However, these assumptions may not be valid in real systems.
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In reality, it is well known that nanoscale particles are commonly faceted and that the
surface energy of each facet is not the same83.

Further, our previous research has

demonstrated the importance of both short- and long-range diffusional interactions on the
evolution of supported nanoparticles at high temperature84. Therefore, understanding the
competition between degradation mechanisms in model catalysts requires moving beyond
mean-field theories and focusing on local changes which cause deviations from the
expected mean-field behavior.
In our previous work, Au NP heated to 900 ºC were found to evolve by a competition
between evaporation out of the system and adatom diffusion along the substrate84. In this
chapter, our goal is to understand how the dominant evolution mechanisms change as a
function of temperature. While high temperatures are required to increase the vapor
pressure of solid gold such that evaporation is favorable, we expect that diffusion of
adatoms along the particle surface is still possible at lower temperatures, and that this
diffusion could lead to important morphological changes. Several recent studies have
focused on using atomic-resolution STEM to quantify morphology of faceted
nanoparticles. Using these methods, researchers have observed beam-induced adatom
diffusion on faceted surfaces, motion of entire layers leading to stochastic rearrangement
of particle morphology, and the influence of edge atoms on the concentration of diffusing
atoms85,86. Others have used time-resolved STEM studies to observe facet changes as a
nanoparticle is subjected to oxidizing and reducing environments and showed reactioninduced surface roughening87. Catalysis studies have also shown enhanced reaction rates
on specific crystal surfaces and surface-dependent coarsening rates in supported
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nanoparticles, further demonstrating the importance of understanding how catalyst
performance depends on nanoscale morphology88–90.
In this work we use time-resolved in situ TEM to understand the mechanisms which
contribute to nanoparticle degradation as a function of temperature. Motivated by our
experimental results which suggest temperatures above 750 ºC are required to activate the
evaporation process, we performed kinetic Monte Carlo (KMC) simulations to understand
the atomistic mechanisms which lead to particle-scale shape changes. By investigating
how fundamental particle properties (such as the coordination number of atoms on various
surfaces) lead to stochastic evolution processes, we are able to clearly observe the growth
of new surface layers, the formation of non-equilibrium facet orientations, and the
relationship between the particle structure and the evaporation rate.

5.2 Experimental Details
Au nanoparticles (NP) supported on a silicon nitride in situ heating chip were used
as a model catalyst for in situ TEM experiments. Nanoparticles were synthesized in
solution, and processed such that they have a narrow, monomodal particle size distribution
centered at R = 2.1 ± 0.3 nm. After synthesis, ligand exchange was carried out to coat the
nanoparticles in a dendrimer ligand to enable self-assembly with large, and consistent,
separation distances60. Hummingbird Scientific in situ heating chips were used for these
experiments91 . After drop-casting the NP directly onto the chips, chips were plasma
cleaned under O2 (forward target power = 25 W) for 15 seconds to remove the ligand
coating before heating. Finally, the chip was loaded into a Hummingbird Scientific heating
holder and loaded directly into a JEOL F200 S/TEM operating with accelerating voltage
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of 200 kV. Sample areas were scanned to find regions containing large areas of selfassembled NP, the samples were heated to temperature, and images were collected every
five seconds for at least one hour using a Gatan OneView electron detector with 4k pixel
resolution. Experimental temperatures range from 650 – 850 °C in 50 °C increments.
After each experiment, an unsupervised CNN pipeline was used to segment images
and extract particle sizes and positions as a function of time. A small set of experimental
images (~5 images) were randomly chosen from each dataset to build a training set for
unsupervised learning, and each 4k image was cropped into non-overlapping 128 x 128pixel sections 65,67. Each subsection was then rotated by 90°, 180°, and 270° to augment
the dataset. Since CNN are translation-invariant and recognize image features regardless
of their position, each of these image subsections and rotations represents a unique training
example. The UNet-type unsupervised CNN was retrained for each experimental dataset,
and then applied to raw images using the PyTorch framework66. Particle sizes and
positions were extracted from binary images using the scikit-image connected components
algorithm28.

After processing all experimental datasets, a comprehensive Pandas

DataFrame was used to store all experimental data as a function of particle size, time, and
temperature. All further analysis and visualization were performed in Python, and made
use of numpy, matplotlib, and scipy libraries92–94. Jupyter notebooks demonstrating the
analysis

and

production

of

figures

are

available

on

github

at:

https://github.com/jhorwath/FacetEvaporation.git.
A homemade script was used for kinetic Monte Carlo (KMC) simulations. To
begin, a NP model was made by sampling the experimental particle size distribution, and
forming the equilibrium FCC structure for the particle based on the Wulff construction
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applied in the Atomic Simulation Environment (ASE) python package to use as simulation
4:∗<

input95. KMC event probabilities were calculated using 𝑃!"!)' = 𝑣. exp ` =

">

a, where 𝑣.

is an attempt frequency chosen to match the experimental physics, 𝜖 is an energy per bond
(taken as 0.1 eV / bond) multiplied by coordination number 𝑁. In each KMC step, the
event probability was calculated for each atom in the particle to determine which atoms
will move/evaporate96–99. In order to accelerate the simulation, interior atoms with N = 12
were not considered in KMC steps. For each event, all available lattice sites surrounding
an atom were considered as possible diffusion sites, and evaporation was considered as
diffusion into the vacuum. To determine which move to carry out, a rate catalog based on
the activation barrier for each candidate was built, and then sampled using a random
4?@

number generator. The diffusion event rate, r, was determined by 𝑟 = 𝑣. exp @ = > A, where
"

Δ𝐸0(1123(%) = −𝜖 [(𝑁, − 𝑁. )] for coordination numbers 𝑁, of the candidate site and 𝑁.
at the current site. Correspondingly, Δ𝐸!"#$%&#'(%) = 𝜖 ∗ 𝑁. since evaporation requires
breaking all surface bonds. By this model, diffusion to a more coordinated lattice site is
favorable, and evaporation occurs with low probability but is still possible for atoms with
low coordination number at high temperatures. Simulations were run until all atoms in the
system evaporated. To ensure that KMC results matched the expected physical behavior,
KMC evaporation rates were plotted to show that

0A
0'

,

∝ A, in agreement with our previous

research on nanoparticle evaporation (Chapter 4)84.
3D visualizations of KMC trajectories were made using the Plotly python library100.
Diffraction simulations of KMC nanoparticles were carried out using the Debye scattering
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equation and were performed using the XrDebye code available in the ASE python
package.
For density functional theory (DFT) simulations, all systems were prepared in ASE,
and calculations were performed using the Quantum Espresso implementation of the
generalized gradient approximation (GGA) DFT using the revised Perdew-BurkeErnzerhof (RPBE) exchange-correlation functional and a plane wave cutoff of 400
eV95,101,102.

A 5x5x1 Monkhorst-Pack grid is used for k-point sampling on all

relaxations103. All calculations are converged to 10-5 eV and forces are converged to 0.03
eV / Å. Core electrons are treated using ultrasoft pseudopotentials, and Fermi-Dirac
smearing is used with a smearing width of 0.1 eV104. Calculations are not spin-polarized.
Entropy corrections are calculated using the ASE Thermochemistry package.
Adatoms on the (1 1 1) surface are treated using the Hindered Translator method with a
diffusion barrier of 0.01 eV (equal to the difference in adsorption energies for a gold
adatom on the three-fold and bridge sites of the (1 1 1) surface) and only translational
entropy is included105. Surface lattice atoms are treated as harmonic oscillators with only
vibrational entropy contributions. Gas phase atoms are treated as ideal gas with an entropy
of 0.002 eV / K. DFT calculated ground state energies are then corrected with these
entropies to get the free energy of the system according to 𝐺 = 𝐸BC> − 𝑇𝑆.
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5.3 Results
5.3.1 Evolution Kinetics
Experimental data show that below 750 °C particle size changes very little overall. At
600 – 700 °C a few events of evaporation are seen, and there are some examples of particle
coalescence (seen as discontinuous growth/disappearance), but most particles do not
change size significantly. At 750 °C many of the particles in view begin to rapidly
evaporate, and the process

Figure 5. 1 Size vs time profiles for all experimental data. Each plot shows the real time
evolution of nanoparticles as a function of time and temperature.
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Figure 5. 2 Evolution of an evaporating particle (circled in red at t = 0 s) through time.
Faceted notches form at the particle surface and trigger fast evaporation. Scale bar
represents 5 nm.
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accelerates as the temperature continues to increase. At temperatures above 750 °C there
is no clear evidence for particle coalescence.
By directly observing coupled changes to the shapes of neighboring nanoparticles
we can identify morphological relationships between those particles which coalesce.
Figure 5.2 shows the evolution of an evaporating nanoparticle which clearly suggests

Figure 5. 3 As neighboring nanoparticles coalesce, they form parallel facets as their
adjacent surfaces (t = 645 s). Soon after, the particles coalesce (t = 660 s), and then
continue to grow together (t = 2085 s). Scale bar represents 5 nm.
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preferential evaporation from specific crystallographic facets, as throughout the
evaporation processes flat facets and sharp angular notches form at the particle surface.
Figure 5.3 shows a time series of coalescing Au nanoparticles. At the beginning of the
approaching the time of coalescence facets clearly appear on the surface of the particle,
and the facets seem to orient such that the coalescing surfaces are parallel.
To better understand the kinetics and temperature-dependence of the system, the
evaporation rate was plotted as a function of temperature and fit to an Arrhenius form to
extract an activation energy. Assuming that evaporation is the only process which removes
Au mass from the model catalyst, the total volume of gold in the system (assuming
spherical particles) was estimated for each frame, fit to a line as a function of time, and the
evaporation rate was taken as the slope of the line (Figure 5.4 A). For all temperatures, a
linear relationship between total Au volume as a function of time showed clear agreement
with experimental data.

Figure 5. 4 A.) The evaporation rate is determined by fitting the slope of the the volume
of Au in the system as a function of time. Very little mass is lost below 700 ºC. B.) The
evaporation rates fit and Arrhenius form, such that an activation barrier for evaporation
can be extracted.
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The clear difference in behavior seen as the temperature approaches and exceeds
750 °C (Figure 5.4A), and the agreement with the familiar Arrhenius form (Figure 5.4B),
suggests that the evaporation of Au from nanoparticle surfaces is kinetically activated and
not a dominant reaction at all temperatures.

The extracted activation energy for

evaporation of Au was found to be 1.2 eV; though this value matches desorption and
surface energies calculated using DFT relatively well, the experimental activation barrier
only serves as an estimate since the measurement of particle volumes and experimental
temperature are imprecise106. While this agrees with our hypothesis that evaporation is an
activated surface-dependent process, our estimate of mean activation barrier cannot be used
explicitly to determine the active faces and atomistic mechanisms governing evaporation.
5.3.2 Kinetic Monte Carlo Simulations of Nanoparticle Evaporation
Motivated by our experimental observations of evaporation as an activated process
and clear transitions between stable surface structures in coalescing and evaporating
nanoparticles, we carried out kinetic Monte Carlo (KMC) simulations to stochastically
model the atomic processes that lead to morphological changes. Our model relies on an
equilibrium-shape Au nanoparticle with atoms fixed on a perfect FCC lattice and considers
diffusion of surface atoms to unoccupied neighboring lattice sites (diffusion into vacuum,
or lattice sites with coordination number zero, represent evaporation). Activation energies
are based on a simple broken bond model described in the experimental section.
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Figure 5. 5 KMC results show the evolution of an evaporating nanoparticle. In A.), a
mobile cluster of adatoms is shown on a {1 1 1} surface. B.) shows the development of a
{1 1 0} facet through the removal of edge atoms. C.) shows the growth of a new layer on
top of the original particle surface.
Figure 5.5 shows the model particle at several points in the KMC simulation. Using
three dimensional animations to track step-by-step changes in the structure, we identified
three unique processes by which the particle morphology changes: the formation of adatom
clusters on large facets, cluster pinning at defect sites and subsequent layer growth, and the
appearance of facets not predicted by the Wulff construction. Due to the relatively large
number of broken bonds required for evaporation compared to diffusion, most KMC events
at all temperatures correspond to adatom diffusion on existing crystal surfaces. We find
that when three or more adatoms meet on a surface they tend to form a mobile cluster that
migrates on the crystal surface. In some cases, these clusters are transient and only exist
for short time periods, but in others they stay together while their configuration rapidly
fluctuates. As more adatoms join the cluster it becomes more stable in shape, and less
mobile on the surface. This is because cluster motion would require concerted movements
of many atoms, which is unlikely in our simple simulations. However, we do see that small
clusters become pinned when they encounter facet edges or surface vacancies. The pinning
of these clusters at high energy sites allows them to remain stationary and continue to grow
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into a low energy configuration through the addition of more adatoms. In effect, this causes
the growth of new layers/terraces on top of the initial structure. In agreement with the wellknown BCF theory for step-flow kinetics, we see that under-coordinated edge and corner
atoms are removed first, on average, which triggers removal of the remaining edge
atoms107,108. The collective removal of the edges between two facets forms new faces with
different crystallographic orientation. For example, removal of the edge between {1 1 1}
and {1 0 0} faces creates a {3 1 1} plane, while the removal of an edge between two {1 1
1} facets creates a {1 1 0} plane.
In order to more clearly understand the changes induced by the formation of new
layers and facets, and to understand how this relates to the behavior of evaporating
nanoparticles we carried out diffraction simulations using the XrDebye module of the ASE
python library. The Debye equation calculates diffraction patterns based on the wave
interreference caused by all unique pairs of atoms in the system; summing over all
interference patterns builds a diffraction pattern which agrees with experimental results
and calculations based on other methods and does not require a mathematical description
for shape and structure factors109. Using the assumption that, for a monometallic particle,
changes in diffraction peak intensities corresponds to changes in the volume fraction of
diffracting surfaces, peak intensity ratios with respect to the dominant {1 1 1} diffraction
intensity as a function of time were used to qualitatively describe morphological changes
in the nanoparticle during evaporation110. Simulated diffraction patterns are displayed as
a function of time in Figure 5.6; peak broadening is a result of diffraction from a small
crystal with a finite shape factor111. From these results we clearly see an increase in the
intensity ratios of both {2 0 0} and {3 1 1} diffraction peaks, however after some stable
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timeframe the {3 1 1} intensity begins to increase rapidly. Interestingly, the rapid rise in
prevalence of {3 1 1} surfaces corresponds with the onset of rapid evaporation in the model
nanoparticle (Figure 5.6B and C).

Figure 5. 6 Simulated diffraction patterns are shown as a function of time in A.), where
the shade of red darkens as time passes. B.) shows the intensity ratio of various
diffraction peaks as a function of time, and C.) shows the growth rate as a function of
time.
5.3.3 Ab-initio Modelling of Desorption Kinetics
DFT calculations were utilized to provide an atomistic explanation for nanoparticle
evaporation via preferential desorption from specific crystal facets. The model consisted
of calculated surface defect formation energies (Δ𝐺0!1!D' ) and gold adatom adsorption
energies (Δ𝐺#03%&$'(%) ). We considered low Miller index (1 0 0), (1 1 0), (1 1 1), (2 1 1)
and (3 1 1) facets which would be expected to dominate nanoparticles in the size and
temperature ranges considered experimentally. Since initial adsorption energies of
adatoms on (1 1 1) surface sites were significantly higher than the experimental
activation barrier (~2 eV vs 1.2 eV, respectively), we hypothesized that the evaporation
process under these conditions is driven by an adatom formation step followed by a ratelimiting adatom desorption step (Figure 5.7). Correspondingly, DFT suggests and
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Figure 5. 7. Schematic depiction of model used for DFT calculations. On the left, we
show that the non-conservative experimental conditions do not allow an equilibrium
between nanoparticle surfaces and gas-phase atoms formed by direct evaporation.
Instead, the right side shows and equilibrium between surface atoms and their removal to
for {1 1 1} adatoms. Figure courtesy of Colin Lehman-Chong.
equilibrium between the existence of surface facets and mobile (1 1 1) adatoms). This
model assumes that evaporated gold atoms cannot redeposit on the surfaces of the
nanoparticles; this assumption is valid since in the experimental system nanoparticle are
under continuously pumped high vacuum conditions leading to non-conservative
conditions.
From this picture, our model is as follows: upon heating, the nanoparticle reaches a
point at which the equilibrium constant for the adatom forming reaction step becomes
sizeable enough for substantial adatom formation. These adatoms form from the lowcoordination surfaces (steps, kinks, etc.) as evidenced by the relatively low formation
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Figure 5. 8. Free energy changes and equilibrium constants associated with the formation
of {1 1 1} adatoms from various crystal surfaces. The top panel shows that the free
energy change for the desorption of {1 1 1} adatoms at high temperature agrees with our
experimentally derived evaporation barrier. Figure courtesy of Colin Lehman-Chong.
energies for the (3 1 1) and (1 1 0) surfaces shown in Figure 5.8. This process is
ultimately entropically driven. The adatoms and gas phase gold atoms have significant
translational entropy contributions and at elevated temperatures they become more stable
relative to the higher index surface facets. Formation energies in Figure 5.8 are
calculated using Δ𝐺E5. = Δ𝐺0!1!D' + Δ𝐺#03%&$'(%) , where Δ𝐺E5. is the energy required
to take a gold atom from its lattice position in the surface and place it as an adatom
adsorbed on the (1 1 1) surface at 750 °C. Δ𝐺0!1!D' is the free energy change associated
with creating a defect in the surface by removing and atom to the gas phase, and
Δ𝐺#03%&$'(%) is the adsorption energy of a gold adatom on the (1 1 1) surface relative to
the gas phase.
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Calculated adsorption energies for gold adatoms on the four-fold and bridge sites of
the (1 1 1) surface confirm that the activation barrier for the surface diffusion of these
adatoms is very small (0.01 eV), implying that they have two essentially unhindered
translational degrees of freedom and substantial entropy at the temperatures relevant to
the experiments. The adatoms then can undergo desorption with Δ𝐺 ≈ 1.2 eV at 750 ° C,
in direct agreement with the experimentally determined activation barrier, supporting this
two-step picture of adatom formation and desorption from (1 1 1) terraces (Figure 5.8).
To confirm the DFT findings, we calculated the equilibrium concentration of {1 1 1}
adatoms on model nanoparticle surfaces directly from the KMC simulations described
above. Here, {1 1 1} adatoms are defined as atoms in a KMC step with a coordination
number of three. Figure 5.9 shows a plot of the adatom concentration (calculated as the

Figure 5. 9. Percentage of {1 1 1} adatoms (CN = 3) out of the total number of surface
atoms. The solid black line represents 1.2 % from the DFT equilibrium constant.
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number of {1 1 1} adatoms divided by the total number of surface atoms), where we can
clearly see that the equilibrium KMC adatom concentration at all temperatures converges
to 1% in agreement with equilibrium constant 𝐾!F,E5. = 0.012.

5.4 Discussion
Our goal with this research is to understand the tradeoff between evaporation-based
and diffusional transformations in nanoparticles as a function of temperature.

By

combining experimental observations of these processes in real time with a mechanistic
picture based on KMC simulations we are able to understand how system-scale factors (i.e.
nearest neighbor effects) and atomic-scale mechanisms (diffusion of adatoms on the
particle surfaces) impact the propensity for evaporation. Since the rate of evaporation
relies on the difference between the metal vapor pressure and the surrounding vacuum, we
expect that evaporation only significantly contributes to particle shrinking above some
threshold temperature (approximately 750 °C in our experiments and simulations). Our
DFT calculations further show that temperatures which are too low for significant
evaporation (600 – 750 °C) are still high enough to activate kinetic processes such as
surface diffusion, so we expect that with changing temperature will come a change in the
dominant evolution mechanism.
5.4.1 Nanoparticle Surface Roughening
Based on our results, which show experimentally that evaporation begins above
750 °C and, computationally that the evaporation process depends on a morphological
departure from a smooth surface structure, we expect that the ability of Au atoms to
evaporate is closely related to the roughening transition. While the actual appearance of a
discontinuity in surface roughness to signify the roughening transition is debated in the
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literature, our data clearly show the presence of rough crystal surfaces and rapid
fluctuations in surface structure that cause roughening112. Moreover, our measurements of
evaporation rate as a function of temperature appear nearly discontinuous as a function of
temperature, with a clear onset of evaporation near 750 °C. We believe that kinetically
activated process which enables evaporation is related to the barrier for surface roughening
and therefore links these two processes. DFT confirms that the energetic barrier for adatom
creation is low for the high-index surfaces which form through the evolution process; this
gives us an understanding of how the rough surfaces which promote evaporation are
formed through the evolution of the nanoparticle shape.
Researchers have previously used ab initio calculations to map the morphological
phase diagram of Au nanoparticles as a function of size113. These results show, that for
particle sizes seen in our experiments, then onset of roughening occurs around 600 °C and
that by 850 °C the nanoparticle should be “quasi-molten”. Based on this, our experiments
essentially probe the entire range of roughening transition. Our experimental data do not
show evidence for immediate and spontaneous roughening or surface melting at any
temperature, however we do see rapid changes in the surface structure which signal the
progression between the perfect faceted surface and the high-temperature rough
configuration. Since the transition between a smooth surface and a rough surface requires
the diffusion and reconfiguration of all surface atoms, it is clear that even though
roughening has a discontinuous onset with respect to temperature, there is a temperaturedependent evolution time required to reach the equilibrium state86,112.
Roughening also decreases the mean coordination number of surface atoms
compared to the clean crystal surface. Considering the physics behind our KMC model,
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where the probability of desorption/evaporation is inversely related to the coordination
number, we can see how the roughest surfaces at the highest temperatures are exponentially
more prone to evaporation. In other systems of supported metal catalysts such as Pt NP
where the metallic particle is less noble, research has shown that coarsening is mediated
by mobile oxide species which form at the particle surface even at very low O2 partial
pressures12. Moreover, it has been shown that the presence of O2 partial pressures reduces
the difference in surface energy between varied Pt facets, and leads to the formation of
round particles with rough surfaces87. As gold is more noble, even at the nanoscale, the
rough surface is subjected to a driving force for evaporation which comes from the pressure
difference between the ambient vacuum and the high Gibbs-Thomson pressure at the
particle surface. Previous KMC studies have shown the link between evaporation and
surface roughening, and described the acceleration of roughening and evaporation in
systems where mass is not conserved112.
5.4.2 Surface-dependent Evaporation and Coalescence
Below 800 ºC, where the evaporation rate is low and surface roughening occurs slowly,
we see experimental evidence for preferential evaporation from specific crystallographic
surfaces. Our data show two instances of orientation relationships guiding the evolution of
nanoparticles. In the first case (Figure 5.3), two neighboring nanoparticles develop parallel
facets at the coalescing surfaces just before attachment. While our bright field TEM
experiments do not provide diffraction contrast such that the coalescing faces can be
indexed, this behavior is reminiscent of the oriented attachment mechanism where particles
preferentially bind to form low energy interfaces and grain boundaries114. Others have
observed a similar mechanism in coarsening gold nanoparticles, and high-resolution TEM
77

image series suggest that such orientation relationships help to form a coherent grain
boundary and ease the process of reducing surface area at the neck region between
particles13. Interestingly, though our particles clearly show an orientation relationship and
eventually coalesce, there is no significant center or mass motion for either particle prior
to coalescence. We hypothesize, instead, that the smooth facets between the particles
represent facets which are prone to evaporation and allow for the exchange of mass
between the neighboring particles either by evaporation and redeposition on the neighbor
or by desorption and diffusion along the support. Using the mechanistic picture of
evaporation from first principles calculations, we can infer that these flat, parallel surfaces
are likely {1 1 1} facets which are inherently stable and able to accommodate a high
concentration of adatoms play a role in subsequent coalescence. A similar ‘jump-tocoalescence’ mechanism has been previously observed and is thought to occur when there
is a large concentration of adatoms or high vapor pressure between closely separated
particles115. This exchange process continues in a metastable equilibrium until stochastic
fluctuations in surface structure destabilize the particle and cause it to rapidly grow into
the other particle. Higher temporal resolution would allow for direct observation of the
process leading to coalescence, and surface-specific growth rates during the interaction
between particles.
We additionally observe the evolution of an evaporating particle (Figure 5.2). The
evaporation process begins by the formation of a notch in the edge of the nanoparticle at a
nearly 90º angle. The notch continues to grow and forms a step edge while the surrounding
particle surface becomes smoother. Subsequently, the step edge rapidly disappears, and
we see the formation of a flat particle surface. The process continues in the same way until
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evaporation is complete. Once again, it is clear from the experimental data that certain
crystallographic faces of the Au nanoparticles evaporate or evolve faster than others to
cause these discontinuous shrinkage patterns. Our KMC results give us an atomistic
picture of how these facet relationships form and evolve using the varied coordination
number of surface atoms as a proxy for anisotropic surface energy. The simulations,
unsurprisingly, show that desorption (leading to evaporation or surface diffusion) is most
likely from the edges and corners between faces since these sites have the lowest
coordination number. After desorption from the edge, adatoms are most likely to diffuse
along the surface rather than directly evaporate due to the high activation barrier for
evaporation; this leads to the presence of mobile atoms on the crystal surfaces. While this
mechanism corresponds with our understanding of surface roughening, the surface
adatoms are even more under-coordinated after leaving the edge sites and migrate in a
random walk until they either find a low energy binding site (near a surface defect, forming
a cluster with other adatoms, or at step edges) or evaporate116.
5.4.3 Changes in particle morphology during evolution
With both experimental and computational evidence for preferential evaporation from
specific facets, we used diffraction simulations from our KMC trajectory to quantify how
the structure and morphology of the model nanoparticle changes as a function of time and
size. Since there is no compositional variation in our model nanoparticle which could cause
changes in diffraction intensities, we are able to compare diffraction peak intensity ratios
to understand the volume fraction of each diffracting surface as the nanoparticle evolves
and evaporates. Our results show increases in the relative intensities of both (2 0 0) and (3
1 1) peaks. While the (2 0 0) intensity increases linearly through the course of the
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simulation, the (3 1 1) peak increases linearly with a shallow slope initially, before rapid
increase at later times. The rapid increase in (3 1 1) intensity coincides very closely with
the time step at which the particle evaporation rate begins to rapidly increase.
{n 1 1} surfaces (for odd n) are vicinal surfaces for the {1 0 0} family. This means that
they are slightly misoriented from the low index (1 0 0) plane, and that increasing n
corresponds to increasing the width of (1 0 0) terraces. The surface science literature shows
both experimental and theoretical verification for the formation of specific, stable vicinal
surfaces during the roughening process to help stabilize high energy or highly misoriented
surfaces; Bartolini demonstrated that {3 1 1}, {5 1 1} and {11 1 1} are “magic” vicinals
which are exceptionally stable in evolving surfaces117.

It is suggested that these

orientations are most stable because they are able to accommodate small local distortions
which produce a “corrugated surface”, rather than a surface with many high energy step

Figure 5. 10 Schematic view of how {n 1 1} facets can be formed either by removing
atoms from the particle edge, or the growth of new layers. The purple atoms represent
the atoms which are added/removed to make the purple {3 1 1} plane in the right-most
structure.
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edges. Our KMC model shows two mechanisms by which (n 1 1) planes can develop
during the diffusion/evaporation evolution process. First, the removal of atoms at the edges
between {1 0 0} and {1 1 1} faces forms {3 1 1} planes directly (Figure 5.10). Further
removal of edge atoms would increase n and increase the width of {1 0 0} terraces.
Secondly, the pinning of mobile adatom clusters at edge defects on the particle surface,
and subsequent growth to form a new layer, can form this type of surface. At a higher
level, by comparing the bulk surface energies of different crystal facets we can understand
how the formation of {3 1 1} interfaces stabilizes particles: while 𝛾,.. ≫ 𝛾,,, , 𝛾6,, ≈
𝛾,,, 106. Therefore, we propose that the increase in amount of {3 1 1} facets in the
evaporating nanoparticle is to stabilize the particle in response to rapid evaporation from
{1 0 0} planes.
In agreement with this mechanistic picture of {3 1 1} formation via fast evaporation
from the removal of edges, formation of steps, and subsequent layer evaporation, the angle
between the evaporating surfaces in our experimental images of evaporation corresponds
very closely to the angle between {1 0 0} and {1 1 1} faces (Figure 5.2, t = 180 s), where
edge removal would form {n 1 1} vicinal surfaces. Moreover, the side length of the notch
which initially forms corresponds with the lattice parameter of the Au FCC structure
suggesting a stepwise evolution pattern.

5.5 Conclusions
Understanding surface effects allows us to provide an explanation for varying
evaporation rates of nearly identical particles which have drastically varying lifetimes in
our experiments. The data repeatedly show that particles with the same initial size take
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significantly different amounts of time to evaporate; however, after the onset of
evaporation the evaporation rate of each particle is nearly identical and the difference in
total time for evaporation comes from the varied length of the dormant period during which
particles do not change in size. We believe that the combination of preferential evaporation
from specific surfaces and the rapid changes in surface structure which occur during the
roughening process maybe be related to the time required to trigger evaporation.
Another surprising result is the lack of coarsening, by any mechanism, that we see in
our experimental data. Others have reported growth by Ostwald Ripening in supported Pt
nanoparticles at temperatures above 650 ºC after exposure to O2, and suggested that the
coarsening is mediated by mobile PtOx species which readily bind with surrounding
particle surfaces12. It has also been shown that the presence of O2 induces surface
roughening of Pt nanoparticles. As Au is significantly more noble, even for small particles
at high temperatures, we suspect that there are no surface reactions with the surrounding
atmosphere in our experiments and that the surface roughening seen at high temperature
accelerates the evaporation rate. Simultaneously, the lack of possible chemical reactions
at neighboring particle surfaces causes removal of mass rather than redeposition on another
particle.

While literature has described the growth of Au nanoparticles by particle

migration and coalescence under similar conditions, our previous work has shown minimal
diffusion of Au along the support in our system due to the specifics of nanoparticle
synthesis and deposition13,84. Instead, our experimental data demonstrate the importance
of nanoparticle surface characteristics on degradation behavior and suggest a two-step
mechanism where low-energy transitions establish an equilibrium adatom concentration at
the expense of atom removal from high energy surfaces, the evaporation of these adatoms
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from the {1 1 1} surface is the rate limiting step for particle evolution. In the few cases
seen in our experimental data, coalescence occurs when closely separated interior faces of
neighboring nanoparticles reach a low-energy orientation configuration. Our simulations
show that these ideal configurations are achieved through random fluctuations of the
surface structure caused by the diffusion of adatoms along particle surfaces.
As stated before, the goal of this work is to investigate how the mechanisms for
nanoparticle degradation vary as function of temperature, and to understand the atomicscale mechanisms which lead to orientation-dependent evaporation rates and
morphological changes. Using a combination of in situ TEM to observe real time changes
in systems of supported Au nanoparticles at varying temperatures, KMC simulations to
track stochastic processes of surface diffusion and evaporation, and DFT calculations to
quantify the evolution energetics and reaction equilibria, we quantify the evaporation rate
and determine an activation barrier which matches expectations from theory and
fundamental thermodynamics. Noticing relationships between surface facets of coalescing
and evaporating nanoparticles, we determine that the evaporation rate from the
nanoparticle surface depends on the orientation at low temperatures, and as the temperature
increases the evaporation dominates as a result of surface roughening. Our simulation
results suggest that as nanoparticles shrink, the evaporation rate accelerates and there is
increased prevalence of {3 1 1} surface facets which serve two purposes: their relatively
low surface energy stabilizes the part of the nanoparticle under out-of-equilibrium
conditions, and they provide a source of under-coordinated edge atoms which evaporate
with high probability. These results allow us to understand nanoparticle evolution outside
of mean-field assumptions.
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Chapter 6: Concluding Remarks and Future Work
6.1 Conclusions
As the impact of manufacturing, transportation, and pollution on the environment
continues to increase, catalysis is more important than ever for reducing energy
consumption in industrial reactions and for converting harmful combustion gases to
prevent further climate change. A major challenge for industrial catalysis is the excessive
cost of precious metals used as catalysts, and the degradation of catalytic activity after
exposure to reaction conditions. Our work attempts to build a fundamental understanding
of catalyst degradation using in situ Transmission Electron Microscopy and novel data
analysis approaches to move beyond simplistic models which may miss key physical
phenomena and can be difficult verify experimentally.
The first step was to build and optimize a machine learning pipeline for the
automated segmentation of raw TEM image data. We showed that the high pixel density
of electron detectors introduces unique challenges for automated image segmentation of
TEM images using convolutional neural networks. Additionally, we demonstrated that a
simple autoencoder can be used for image segmentation which improves the
interpretability of machine learning models while taking advantage of the fast segmentation
speeds which make deep learning so enticing. Utilizing this ability to extract particle sizes
and positions from large experimental datasets, we were able to quantify the competition
between degradation mechanisms, and to begin to understand the role of particle spacing
on diffusion rates in a departure from the traditional mean field approach. Our ability to
fit a fundamental growth model to hundreds of real particle trajectories enabled rigorous
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statistical analysis such that each parameter of our model can be validated and used to
understand quantities which cannot be measured in experiment. Finally, in a combined
experimental and computational study, we investigated the impact of nanoparticle shape
on the evaporation rate and conclude that degradation accelerates through surface
roughening and corresponding changes to the surface atomic coordination environments.
This work has demonstrated that nanoparticle coarsening processes are more
complicated than many models predict, and that adopting a big-data approach to
understanding experimental data allows us to quantify exactly how real system behavior
deviates from theoretical predictions.

Though the microstructural coarsening and

evolution have been researched for decades, only recently have advances in experimental
and computational capabilities made it possible to bridge the gap between theory and real
materials. Our research moves towards being able separate the behavior of individual
particles from that of the ensemble mean to understand local, nanoscale effects in the
system. This type of understanding will enable the development of novel heterogenous
catalysts with optimal catalyst loading to improve catalytic activity and maintain activity
under harsh reaction conditions.

6.2 Future Work
6.2.1 Pressure-dependent studies of Gold Nanoparticle Evolution
Our initial research on the evaporation of supported Au nanoparticles focused on
understanding evolution kinetics as a function to temperature. As described in Chapters 4
and 5, evolution of these systems at high temperature and under vacuum is dominated by
evaporation into the surrounding environment, and only at lower temperatures, where
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adatom desorption is less likely, are diffusional evolution mechanism more prevalent. Our
model for evaporation shows that this mechanism dominates because of the high vapor
pressure present at the surface of small, curved Au nanoparticles and that the difference
between this pressure and the ambient vacuum provides a driving force for evaporation.
However, since the purpose of this work is to understand the evolution of real-world
catalysts, the vacuum condition of our experiments is unrealistic. Future research will
observe how evolution mechanisms change when temperature is held constant, but the
atmospheric pressure is varied such that there is a smaller driving force for evaporation
from nanoparticle surfaces.
Using gas-cell in situ TEM, experiments can be performed under pressures ranging
from high vacuum to greater than atmospheric of pressure of any gas. For initial research,
we will use environments of noble gases so that we can ignore the contribution of chemical
reactions on the kinetics of nanoparticle evolution, and gas will be held in the cell to avoid
removing nanoparticle mass from the system in a gas flow environment. We expect that
when the ambient cell pressure approaches the vapor pressure of Au (as a function of
particle size and temperature), the evaporation rate will decrease while the high
temperature in the system still activates atomic jumps from the surface. In this way, we
believe that the ambient pressure will accelerate surface roughening and induce coarsening
mechanisms such as Ostwald Ripening which require adatom diffusion along the substrate.
In addition to varying the pressure within the gas cell, we also plan to understand how
the composition of the environment impacts particle evolution. While exposure to high
pressure of a light gases, such as helium, will likely impact the evolution mechanisms by
suppressing evaporation only, it is possible that high energy heavy gas elements, such as
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argon, may sputter Au atoms from nanoparticle surfaces and thereby increase the
concentration of mobile atoms in the system. Using a combination of gases and pressure
ranges, we plan to determine the extent of, and competition between, atomic diffusion
along the support and vapor phase transport potentially caused by surface sputtering.
6.2.2 Particle Composition and Reactive Atmospheres
To continue translating our methods into real catalyst systems, another area for future
work is testing the response of more reactive and commercially important metal catalysts,
such as Pt, Pd, and bimetallic particles in operando. While our work (Chapter 5) shows
the impact of the nanoparticle morphology on the degradation rate, other work from our
group has observed restructuring and changes in surface roughness in bimetallic catalysts
in response to changes between oxidizing and reducing atmospheres118. Additionally,
previous in situ TEM research studying the evolution of Pt nanoparticles has noted
evolution by Ostwald Ripening, particle migration and coalescence, and nanoparticle
evaporation70,119–121. Though this rich variety of behaviors has been seen in experiment, it
has proven difficult to unarguably determine coarsening kinetics from this research due to
the lack of sufficient temporal resolution and the difficulty of manually measuring
nanoparticle sizes and positions. A clear next step is to use our machine learning-aided
microscopy pipeline to investigate nanoscale changes both in individual particles and
across the system to understand where our mean-field understanding of supported
nanoparticle coarsening breaks down. While continuing to develop physical models to
describe particle evolution, we will use our precise particle measurements and distributions
as input configurations for phase-field simulations to truly test our understanding of
evolution mechanisms.
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6.2.3 Autonomous Microscopy
In addition to the challenges involved with analyzing data from in situ electron
microscopy experiments, it can be extremely difficult to capture important phenomena
under optimal imaging conditions during an experiment. Many nanoscale phenomena
occur unpredictably and heterogeneously throughout the sample; combining this with the
high magnification required to image the sample, the likelihood of capturing an interesting
event within the limited experimental field of view can be very low. An ideal experiment
would automatically track specific properties/quantities of interest, for example sudden
changes in particle size or instances of particle coalescence, and allow a computer to
determine the image magnification, camera framerate, electron dose at the sample, region
of interest in the sample, etc., to best capture the interesting physics. Simultaneously, realtime automated segmentation capabilities could be added to provide scientists with only
useful information and reduce the need for data reduction. From there, the human can
focus on in-depth analysis of the data, rather than struggling to capture images before the
analysis can even begin. Autonomous experiments have already been employed for
material discovery where a robot uses a predefined method to synthesize and characterize
new materials, and then optimizes the materials with respect to the desired properties using,
e.g., Bayesian Inference122–125.
While capturing the complicated, dynamic behavior of the materials described in this
research cannot be fully automated yet, future research extending our machine learning
methods and analysis can easily enable real-time image segmentation and analysis. One
of the major benefits to our shallow neural network approach (Chapter 3) for image
segmentation is that the trained models are extremely lightweight and can be deployed on
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nearly any computer system. In this way, future research will develop methods to feed
images directly from the microscope to the segmentation model before the data is written
to the disk so that the image capture process can be accelerated, post-processing is not
required, and the storage requirements for saving datasets is drastically reduced without
losing any important information. This type of edge computing is an active area of research
in computer science and robotics but is still uncommon in materials research36,126.
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