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Abstract
We introduce, and analyze, three measures for degree-degree dependencies, also called
degree assortativity, in directed random graphs, based on Spearman’s rho and Kendall’s tau.
We proof statistical consistency of these measures in general random graphs and show that
the directed Configuration Model can serve as a null model for our degree-degree dependency
measures. Based on these results we argue that the measures we introduce should be preferred
over Pearson’s correlation coefficients, when studying degree-degree dependencies, since the
latter has several issues in the case of large networks with scale-free degree distributions.
Keywords: Degree-degree dependencies, rank correlations, directed random graphs, directed
configuration model, Spearman’s rho, Kendall’s tau
1 Introduction
This paper investigates statistical consistency of rank correlation measures for dependencies be-
tween in- and/or out-degrees on both sides of a randomly sampled edge in large directed networks,
such as the World Wide Web, Wikipedia, or Twitter. These dependencies, also called the assorta-
tivity of the network, degree correlations, or degree-degree dependencies, represent an important
topological property of real-world networks, and they have received a vast attention in the litera-
ture, starting with the work of Newman [12, 13].
The underlying question that motivates analysis of degree-degree dependencies is whether
nodes of high in- or out-degree are more likely to be connected to nodes of high or low in- or out-
degree. These dependencies have been shown to influence many topological features of networks,
among others, behavior of epidemic spreading [1], social consensus in Twitter [9], stability of
P2P networks under attack [15] and network observability [6]. Therefore, being able to properly
measure degree-degree dependencies is essential in modern network analysis.
Given a network, represented by a directed graph, a measurement of degree-degree dependency
usually consists of computing some expression that is defined by the degrees at both sides of the
edges. Here the value on each edge can be seen as a realization of some unknown ‘true’ parameter
that characterizes the degree-degree dependency.
Currently, the most commonly used measure for degree-degree dependencies is a so-called
assortativity coefficient, introduced in [12, 13], that computes Pearson’s correlation coefficient
for the degrees at both sides of an edge. However, this dependency measure suffers from the
fact that most real-world networks have highly skewed degree distributions, also called scale-free
distributions, formally described by power laws, or more formally, regularly varying distributions.
Indeed, when the (in- or out-) degree at the end of a random edge has infinite variance, then
Pearson’s coefficient is ill-defined. As a result, the dependency measure suggested in [12, 13]
depends on the graph size and converges to a non-negative number in the infinite network size
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limit, as was pointed out in several papers [5, 8]. The detailed mathematical analysis and examples
for undirected graphs have been given in [7], and for directed graphs in our recent work [17]. Thus,
Pearson’s correlation coefficient is not suitable for measuring degree-degree dependencies in most
real-world directed networks.
The fact that the most commonly used degree correlation measure has obvious mathematical
flaws, motivates for design and analysis of new estimators. Despite the importance of degree-
degree dependencies and vast interest from the research community, this remains a largely open
problem.
In [7] it was suggested to use a rank correlation measure, Spearman’s rho, and it was proved
that under general regularity conditions, this measure indeed converges to its correct population
value. Both configuration model and preferential attachment model [16] were proved to satisfy
these conditions. In [17] we proposed three rank correlation measures, based on Spearman’s rho
and Kendall’s tau, as defined for integer valued random varibles, cf. [11], and we compared these
measures to Pearson’s correlation coefficient on Wikipedia graphs for nine different languages.
In this paper we first prove that, under the convergence assumption of the empirical two-
dimensional distributions of the degrees on both sides of a random edge, the rank correlations
defined in [17] are indeed statistically consistent estimators of degree-degree dependencies. We
obtain their limiting values in terms of the limiting distributions of the degrees.
Next, we apply our results to the recently developed directed Configuration Model [2]. Roughly
speaking, in this model, each node is given a random number of in- and out-bound stubs, that are
subsequently connected to each other at random. Since multiple edges and self-loops may appear
as a result of such random wiring, [2] presents two versions of the directed Configuration Model.
The repeated version repeats the wiring until the resulting graph is simple, while the erased version
merges multiple edges and removes self-loops to obtain a simple graph.
We analyze our suggested rank correlation measures in the Repeated and Erased Configuration
Model, as described in [2], and prove that all three measures converge to zero in both models.
This result is not very surprising for the repeated model, since we connect vertices uniformly at
random. However, in the erased scenario, the graph is made simple by design, and this might
contribute to the network showing negative degree-degree dependencies as observed and discussed
in, for instance, [10, 14]. Our result shows that such negative degree-degree dependencies vanish
for sufficiently large graphs, and thus both flavors of the directed Configuration Model can be used
as ‘null model’ for our three rank correlation measures.
By proving consistency of three estimators for degree-degree dependencies in directed networks,
and providing an easy-to-construct null model for these estimators, this paper makes an important
step towards assessing statistical significance of degree-degree dependencies in a mathematically
rigorous way.
This paper is structured as follows. In Section 2 we introduce notations, used throughout
this paper. Then, in Section 3, we prove a general theorem concerning statistical consistency of
estimators for Spearman’s rho and Kendall’s tau on integer-valued data. This result is applied in
Section 4 in the setting of random graphs to prove the convergence in the infinite size graph limit
of the three degree-degree dependency measures from [17], based on Spearman’s rho and Kendall’s
tau. We analyze both the Repeated and Erased Directed Configuration Model in Section 5.
2 Notations and definitions
Throughout the paper, if X and Y are random variables we denote their distribution functions
by FX and FY , respectively, and their joint distribution by HX,Y . For integer valued random
variables X,Y and k, l ∈ Z we will often use the following notations:
FX(k) = FX(k) + FX(k − 1), (1)
HX,Y (k, l) = HX,Y (k, l) +HX,Y (k − 1, l) +HX,Y (k, l − 1) +HX,Y (k − 1, l− 1). (2)
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If Z is a random element, we define the function FX|Z : R× Ω→ [0, 1] by
FX|Z(x, ω) = E [I {X ≤ x}|Z] (ω),
where I {X ≤ x} denotes the indicator of the event {ω : X(ω) ≤ x}. We furthermore define the
random variable FX|Z(Y ) by
FX|Z(Y )(ω) = FX|Z(Y (ω), ω),
and we write FX|Z(x) to indicate the random variable E [I {X ≤ x}|Z]. With these notations it
follows that if X ′ is an independent copy of X , then
E [I {X ′ ≤ X}|Z] =
∫
R
∫
R
I {z ≤ x} dP (z|Z)dP (x|Z)
=
∫
R
E [I {X ′ ≤ x}|Z] dP (x|Z)
= E
[
FX|Z(X)
∣∣Z] .
Using similar definitions for HX,Y |Z(x, y, ω) and HX,Y |Z(X,Y ) we get, if (X
′, Y ′) and (X ′′, Y ′′)
are independent copies of (X,Y ), that
E [I {X ′ ≤ X} I {Y ′′ ≤ Y }|Z] = E
[
HX,Y |Z(X,Y )
∣∣Z] .
For integer valued random variables X and Y , the random variables FX|Z(k) and HX,Y |Z(k, l) are
defined similarly to (1) and (2), using FX|Z(k) and HX,Y |Z(k, l), respectively.
We introduce the following notion of convergence, related to convergence in distribution.
Definition 2.1. Let {Xn}n∈N and X be random variables and {Zn}n∈N be a sequence of random
elements. We say that Xn converges in distribution to X conditioned on Zn and write
(Xn|Zn)⇒ X as n→∞
if and only if for all continuous, bounded h : R→ R
E [h(Xn)|Zn]
P
→ E [h(X)] as n→∞.
Here
P
→ denotes convergence in probability. Note that if h is bounded then E [h(Xn)|Zn]
is bounded almost everywhere, hence limn→∞ E [h(Xn)] = limn→∞ E [E [h(Xn)|Zn]] = E [h(X)].
Therefore, (Xn|Zn)⇒ X implies that Xn ⇒ X , where we write⇒ for convergence in distribution.
Similar to convergence in distribution, it holds that Definition 2.1 is equivalent to
FXn|Zn(k)
P
→ FX(k) as n→∞, for all k ∈ Z.
In this paper we use a continuization principle, applied for instance in [11], where we transform
given discrete random variables in continuous ones. From here on we will work with integer valued
random variables instead of arbitrary discrete random variables.
Definition 2.2. Let X be an integer valued random variable and U a uniformly distributed random
variable on [0, 1) independent of X. Then we define the continuization of X as
X˜ = X + U.
We will refer to U as the continuous part of X˜ . We remark that although we have chosen U to
be uniform we could instead take any continuous random variable on [0, 1) with strictly increasing
cdf, cf. [4].
3
3 Rank correlations for integer valued random variables
We will use the rank correlations Spearman’s rho and Kendall’s tau for integer valued random
variables as defined in [11]. Below we will state these and rewrite them in terms of the functions
F and H, defined in (1) and (2) respectively. We will then proceed, defining estimators for these
correlations and prove that, under natural conditions, these converge to the correct value.
3.1 Spearman’s rho
Given two integer valued random variablesX and Y , Spearman’s rho ρ(X,Y ) is defined as, c.f. [11]
ρ(X,Y ) = 3 (P (X < X ′, Y < Y ′′) + P (X ≤ X ′, Y < Y ′′)
+ P (X < X ′, Y ≤ Y ′′) + P (X ≤ X ′, Y ≤ Y ′′)− 1) ,
where (X ′, Y ′) and (X ′′, Y ′′) are independent copies of (X,Y ). We will rewrite this expression,
starting with a single term:
P (X < X ′, Y < Y ′′) = E [I {X < X ′} I {Y < Y ′′}]
= 1− E [I {X ′ ≤ X}]− E [I {Y ′′ ≤ Y }] + E [I {X ′ ≤ X} I {Y ′′ ≤ Y }]
= 1− E [FX(X)]− E [FY (Y )] + E [FX(X)FY (Y )] .
If we do the same for the other three terms and use (57) we obtain,
ρ(X,Y ) = 3E [FX(X)FY (Y )]− 3. (3)
Since, given two continuous random variables X and Y, Spearman’s rho is defined as
ρ(X ,Y) = 12E [FX (X )FY (Y)]− 3,
Lemma A.3 now implies that
ρ(X,Y ) = ρ(X˜, Y˜ ). (4)
3.2 Kendall’s tau
For two continuous random variables X and Y, Kendall’s tau τ(X ,Y) is defined as
τ(X ,Y) = 4E [HX ,Y(X ,Y)] − 1.
Given two discrete random variables X and Y , Kendall’s Tau can be written as, c.f. [11] Propo-
sition 2.2,
τ(X,Y ) = E [HX,Y (X,Y )]− 1. (5)
Similar to Spearman’s rho we obtain, using Lemma A.3, that
τ(X,Y ) = τ(X˜, Y˜ ). (6)
Hence applying the continuization principle from Definition 2.2 on X and Y preserves both rank
correlations. We remark that (4) and (6) were obtained for arbitrary discrete random variables,
using a different approach, in [11].
3.3 Convergence for Spearman’s rho and Kendall’s tau
Let {Xn}n∈N and {Yn}n∈N be sequences of integer valued random variables. If (Xn, Yn) ⇒
(X,Y ), for some integer valued random variables X and Y , then limn→∞ E [FXn(Xn)FYn(Yn)] =
E [FX(X)FY (Y )] which implies that limn→∞ ρ(Xn, Yn) = ρ(X,Y ). The next theorem generalizes
this to the setting of the convergence of (Xn, Yn|Zn), of Definition 2.1.
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Theorem 3.1. Let {Xn}n∈N, {Yn}n∈N be sequences of integer valued random variables for which
there exist a sequence {Zn}n∈N of random elements and two integer valued random variables X
and Y such that
(Xn, Yn|Zn)⇒ (X,Y ) as n→∞.
Then, as n→∞,
i) 3E
[
FXn|Zn(Xn)FYn|Zn(Yn)
∣∣Zn]− 3 P→ ρ(X,Y ) and
ii) E
[
HXn,Yn|Zn(Xn, Yn)
∣∣Zn]− 1 P→ τ(X,Y ).
Moreover, we also have convergence of the expectations:
iii) limn→∞ 3E
[
FXn|Zn(Xn)FYn|Zn(Yn)
]
− 3 = ρ(X,Y ) and
iv) limn→∞ E
[
HXn,Yn|Zn(Xn, Yn)
]
− 1 = τ(X,Y ).
Proof. Observe first that since (Xn, Yn|Zn)⇒ (X,Y ), it follows that for all k, l ∈ Z, as n→∞,
FXn|Zn(k)
P
→ FX(k) (7)
FYn|Zn(l)
P
→ FY (l) (8)
HXn,Yn|Zn(k, l)
P
→ HX,Y (k, l). (9)
Moreover, these convergence hold uniformly, since X and Y are integer valued.
i) Using first (3) and then applying Lemma A.3 and Proposition A.4 we obtain,∣∣3E [FXn|Zn(Xn)FYn|Zn(Yn)∣∣Zn]− 3− ρ(X,Y )∣∣
= 3
∣∣E [FXn|Zn(Xn)FYn|Zn(Yn)∣∣Zn]− E [FX(X)FY (Y )]∣∣
= 12
∣∣∣E [FX˜n|Zn(X˜n)FY˜n|Zn(Y˜n)∣∣∣Zn]− E [FX˜(X˜)FY˜ (Y˜ )]∣∣∣
≤ 12
∣∣∣E [FX˜n|Zn(X˜n)FY˜n|Zn(Y˜n)∣∣∣Zn]− E [FX˜(X˜n)FY˜ (Y˜n)∣∣∣Zn]∣∣∣
+ 12
∣∣∣E [FX˜(X˜n)FY˜ (Y˜n)∣∣∣Zn]− E [FX˜(X˜)FY˜ (Y˜ )]∣∣∣
≤ 12 sup
x,y∈R
∣∣∣FX˜n|Zn(x)FY˜n|Zn(y)− FX˜(x)FY˜ (y)∣∣∣ (10)
+ 12
∣∣∣E [FX˜(X˜n)FY˜ (Y˜n)∣∣∣Zn]− E [FX˜(X˜)FY˜ (Y˜ )]∣∣∣ . (11)
Because the function h(x, y) = F
X˜
(x)F
Y˜
(y) is continuous and bounded, (11) converges in proba-
bility to 0. For (10) we observe that∣∣∣FX˜n|Zn(x)FY˜n|Zn(y)− FX˜(x)FY˜ (y)∣∣∣ ≤ ∣∣∣FX˜n|Zn(x)FY˜n|Zn(y)− FX˜n|Zn(x)FY˜ (y)∣∣∣
+
∣∣∣FX˜n|Zn(x)FY˜ (y)− FX˜(x)FY˜ (y)∣∣∣
≤
∣∣∣FY˜n|Zn(y)− FY˜ (y)∣∣∣+ ∣∣∣FX˜n|Zn(x)− FX˜(x)∣∣∣ .
It now follows that (10) converges in probability to 0, since the convergence (7) and (8) are uniform.
ii) Here we again use Lemma A.3 and Proposition A.4, now combined with (5) to obtain,∣∣E [HXn,Yn|Zn(Xn, Yn)∣∣Zn]− 1− τ(X,Y )∣∣
=
∣∣E [HXn,Yn|Zn(Xn, Yn)∣∣Zn]− E [HX,Y (X,Y )]∣∣
= 4
∣∣∣E [HX˜n,Y˜n|Zn(X˜n, Y˜n)∣∣∣Zn]− E [HX˜,Y˜ (X˜, Y˜ )]∣∣∣
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≤ 4
∣∣∣E [HX˜n,Y˜n|Zn(X˜n, Y˜n)∣∣∣Zn]− E [HX˜,Y˜ (X˜n, Y˜n)∣∣∣Zn]∣∣∣
+ 4
∣∣∣E [HX˜,Y˜ (X˜n, Y˜n)∣∣∣Zn]− E [HX˜,Y˜ (X˜, Y˜ )]∣∣∣
≤ 4 sup
x,y∈R
∣∣∣HX˜n,Y˜n|Zn(x, y)−HX˜,Y˜ (x, y)∣∣∣ + 4 ∣∣∣E [HX˜,Y˜ (X˜n, Y˜n)∣∣∣Zn]− E [HX˜,Y˜ (X˜, Y˜ )]∣∣∣
The former term converges in probability to 0 because (9) holds uniformly, and for the latter this
holds since h(x, y) = H
X˜,Y˜
(x, y) is continuous and bounded.
Since both E
[
FXn|Zn(Xn)FYn|Zn(Yn)
∣∣Zn] and E [HXn,Yn|Zn(Xn, Yn)∣∣Zn] are bounded a.e.
we obtain iii) and iv) directely from i) and ii), respectively.
4 Rank correlations for random graphs
We now turn to the setting of rank correlations for degree-degree dependencies in random directed
graphs. We will first introduce some terminology concerning random graphs. Then we will recall
the rank correlations given in [17] and prove statistical consistency of these measures.
4.1 Random graphs
Given a directed graph G = (V,E), we denote by (D+(v), D−(v))v∈V the degree sequence where
D+ denotes the out-degree and D− the in-degree. We adopt the convention, introduced in [17], to
index the degree type by α, β ∈ {+,−}. Furthermore, we will use the projections pi∗, pi∗ : V 2 → V
to distinguish the source and target of a possible edge. That is, if (v, w) ∈ V 2 then pi∗(v, w) = v
and pi∗(v, w) = w. When both projections are applicable we will use pi. For v, w ∈ V we denote
by E(v, w) = {e ∈ E|pi∗e = v, pi∗e = w} the set of all edges from v to w. For e ∈ V 2, we write
E(e) = E(pi∗e, pi
∗e).
Given a set V of vertices we call a graph G = (V,E) random, if for each e ∈ V 2, |E(e)| is a
random variable. Since I {e ∈ E} = I {|E(e)| > 0}, it follows that the former is also a random
variable, cf. [3] for a similar definition of random graphs using edge indicators. Therefore, when
we refer to G as a random element it is understood that we refer to the random variables |E(e)|,
for e ∈ V 2.
When G is a random graph, the number of edges in the graph and the degrees of the nodes
are random variables defined by I {e ∈ E} and |E(e)|, e ∈ V 2:
|E| =
∑
e∈V 2
I {e ∈ E} |E(e)|,
D−(v) =
∑
w∈V
I {(w, v) ∈ E} |E(w, v)|, v ∈ V,
D+(v) =
∑
w∈V
I {(v, w) ∈ E} |E(v, w)|, v ∈ V.
Given a random graph G = (V,E) we define a uniformly sampled edge EG as a two-dimensional
random variable on V 2 such that
P (EG = e|G) =
|E(e)|
|E|
.
When it is clear which graph we are considering, we will use E instead of EG. Let α, β ∈ {+,−},
k, l ∈ N and pi be any of the projections pi∗ and pi∗. Then we define
FαG(k) = FDα(pi(EG))|G(k), (12)
Hα,βG (k, l) = HDα(pi∗(EG)),Dβ(pi∗(EG))|G(k, l). (13)
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These functions are the empirical distribution of Dα(pi(EG)) and the joint empirical distribution
of Dα(pi∗(EG)) and Dβ(pi∗(EG)), respectively, given the random graph G. The functions FαG and
Hα,βG are defined in a similar way as (1) and (2), using (12) and (13), respectively. In order to
keep notations clear, we will, when considering both projections pi∗ and pi
∗, always use α to index
the degree type of the sources and β to index the degree type of targets. Moreover, we will often
write DαpiEG instead of Dα (pi(EG)).
Now we will introduce Spearman’s rho and Kendall’s tau on random directed graphs and write
them in terms of the functions (12) and (13). This way we will be in a setting similar to the one
of Theorem 3.1 so that we can utilize this theorem to prove statistical consistency of these rank
correlations.
4.2 Spearman’s Rho
Spearman’s rho measure for degree-degree dependencies in directed graphs, introduced in [17], is
in fact Pearson’s correlation coefficient computed on the ranks of the degrees rather than their
actual values. In our setting, this definition is ambiguous because the data has many ties. For
example, if the in-degree of node v is d then we will observe D−pi∗e = d for at least d edges
e ∈ E, plus there will be many more nodes with the same degree. In [17] we consider two possible
ways of resolving ties: by assigning a unique rank to each tied value uniformly at random, and
by assigning the same, average, rank to all tied values. We denote the ranks resulting from the
random and the average resolution of ties by R and R¯, respectively. Formally, for α, β ∈ {+,−},
we write:
Rαpi∗e =
∑
f∈E
I {Dαpi∗f + Uf ≥ D
αpi∗e+ Ue} , (14)
Rβpi∗e =
∑
f∈E
I
{
Dβpi∗f +Wf ≥ D
βpi∗e+We
}
, (15)
where U , W are independent |V |2 vectors of independent uniform random variables on [0, 1), and
R
α
pie =
1
2
+
∑
f∈E
I {Dαpif > Dαpie}+
1
2
I {Dαpif = Dαpie} . (16)
Then the corresponding two versions of Spearman’s rho are defined as follows, cf. [17]:
ρβα(G) =
12
∑
e∈E R
αpi∗(e)R
βpi∗(e)− 3|E|(|E|+ 1)2
|E|3 − |E|
and
ρβα(G) =
4
∑
e∈E R
α
pi∗(e)R
β
pi∗(e)− |E|(|E|+ 1)2
Var∗(R
α
)Var∗(R
β
)
,
where
Var∗(R
α
) =
√
4
∑
e∈E
R
α
pi∗(e)2 − |E|(|E|+ 1)2 and
Var∗(R
β
) =
√
4
∑
e∈E
R
β
pi∗(e)2 − |E|(|E|+ 1)2.
The next proposition relates the random variables ρβα(G) and ρ
β
α(G) to the random variable
E
[
FαG (D
αpi∗E)F
β
G
(
Dβpi∗E
)∣∣∣G] . (17)
Proposition 4.1. Let G = (V,E) be a random graph, E an edge on G sampled uniformly at
random and α, β ∈ {+,−}. Then
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i)
1
|E|
∑
e∈E
R
α
pi∗e
|E|
R
β
pi∗e
|E|
=
1
4
E
[
FαG (D
αpi∗E)F
β
G
(
Dβpi∗E
)∣∣∣G]+ oP(|E|−1) and
ii)
1
|E|
∑
e∈E
Rαpi∗e
|E|
Rβpi∗e
|E|
=
1
4
E
[
FαG (D
αpi∗E)F
β
G
(
Dβpi∗E
)∣∣∣G]+ oP(|E|−1).
Proof. i) Let E ′ be an independent copy of E and e ∈ V 2. Then it follows from (16) that
R
α
pie
|E|
=
1
2|E|
+
∑
f∈E
1
|E|
I {Dαpif > Dαpie}+
1
2|E|
I {Dαpif = Dαpie}
= 1 +
1
2|E|
−
1
2|E|
∑
f∈E
I {Dαpif ≤ Dαpie}+ I {Dαpif ≤ Dαpie− 1}
= 1 +
1
2|E|
−
1
2
∑
f∈V 2
(I {Dαpif ≤ Dαpie}+ I {Dαpif ≤ Dαpie− 1})
|E(f)|
|E|
= 1 +
1
2|E|
−
1
2
∑
f∈V 2
(I {Dαpif ≤ Dαpie}+ I {Dαpif ≤ Dαpie− 1})P (E ′ = f |G)
= 1 +
1
2|E|
−
1
2
(FαG (D
αpie) + FαG (D
αpie− 1))
= 1 +
1
2|E|
−
1
2
FαG (D
αpie) . (18)
Using a similar expression for
(
R
β
pi∗e
)
/|E| we obtain,
1
|E|
∑
e∈E
R
α
pi∗e
|E|
R
β
pi∗e
|E|
=
1
|E|
∑
e∈E
(
1 +
1
2|E|
−
1
2
FαG (D
αpi∗e)
)(
1 +
1
2|E|
−
1
2
FβG
(
Dβpi∗e
))
= E
[(
1 +
1
2|E|
−
1
2
FαG (D
αpi∗E)
)(
1 +
1
2|E|
−
1
2
FβG
(
Dβpi∗E
))∣∣∣∣G] .
Rearranging the terms yields
1
|E|
∑
e∈E
R
α
pi∗e
|E|
R
β
pi∗e
|E|
=
1
4
E
[
FαG (D
αpi∗E)F
β
G
(
Dβpi∗E
)∣∣∣G]
+ 1−
1
2
E
[
FαG (D
αpi∗E) + F
β
G
(
Dβpi∗E
)∣∣∣G]+ oP(|E|−1). (19)
Since the sum over all average ranks equals |E|(|E|+ 1)/2, it follows that
1
2
+
1
2|E|
=
1
|E|
∑
e∈E
R
α
pie
|E|
= 1 +
1
2|E|
−
1
2
E [FαG (D
αpie)|G] ,
from which we deduce that
E [FαG (D
αpie)|G] = 1. (20)
The result now follows by inserting (20) in (19).
ii) Again, let E ′ be an independent copy of E and α, β ∈ {+,−}. For x, y ∈ R, we write
F˜αG(x) = FD˜αpi∗E|G
(x) and similarly F˜ βG(y) = FD˜βpi∗E|G
(y). Then we have,
Rαpi∗e
|E|
=
1
|E|
∑
f∈E
I {Dαpi∗f + Uf ≥ D
αpi∗e+ Ue}
8
=
1
|E|
∑
f∈E
I {Dαpi∗f + Uf > D
αpi∗e+ Ue}+ I {f = e}
= 1− E [I {Dαpi∗E
′ + UE′ ≤ D
αpi∗e+ Ue}|G] +
1
|E|
= 1− F˜αG (D
αpi∗e+ Ue) +
1
|E|
. (21)
Using similar calculations we get
Rβpi∗e
|E|
= 1− F˜ βG
(
Dβpi∗e+We
)
+
1
|E|
. (22)
Now, using both (21) and (22), we obtain,
1
|E|
∑
e∈E
Rαpi∗e
|E|
Rβpi∗e
|E|
= 1 +
2
|E|
+
1
|E|2
+
1
|E|
∑
e∈E
F˜αG (D
αpi∗e+ Ue) F˜
β
G
(
Dβpi∗e+We
)
−
(
1 +
1
|E|
)
1
|E|
∑
e∈E
(
F˜αG (D
αpi∗e+ Ue) + F˜
β
G
(
Dβpi∗e+We
))
= 1 +
2
|E|
+
1
|E|2
+ E
[
F˜αG
(
D˜αpi∗E
)
F˜ βG
(
D˜βpi∗E
)∣∣∣G]
−
(
1 +
1
|E|
)(
E
[
F˜αG
(
D˜αpi∗E
)∣∣∣G]+ E [ F˜ βG (D˜βpi∗E)∣∣∣G])
=
1
4
E
[
FαG (D
αpi∗E)F
β
G
(
Dβpi∗E
)∣∣∣G]+ 1
|E|
+
1
|E|2
.
The last line follows by first using Propositions A.2 and A.4 to rewrite the conditional expectations
and then applying (20).
4.3 Kendall’s Tau
The definition for τβα (G) is, cf. [17],
τβα (G) =
2(NC(G) −ND(G))
|E|(|E| − 1)
,
where NC(G) and ND(G) denote the number of concordant and discordant pairs, respectively,
among
(
Dαpi∗e,D
βpi∗e
)
e∈E
. We recall that a pair
(
Dαpi∗e,D
βpi∗e
)
and
(
Dαpi∗f,D
βpi∗f
)
, for
e, f ∈ E is called (discordant) concordant if
(Dαpi∗e−D
αpi∗f)
(
Dβpi∗e−Dβpi∗f
)
(< 0) > 0.
Therefore we have, for the concordant pairs,
2
|E|2
NC(G) =
1
|E|2
∑
e,f∈E
I
{
Dαpi∗(f) < D
αpi∗(e), D
βpi∗(f) < Dβpi∗(e)
}
+
1
|E|2
∑
e,f∈E
I
{
Dαpi∗(f) > D
αpi∗(e), D
βpi∗(f) > Dβpi∗(e)
}
= E
[
Hα,βG
(
Dαpi∗E − 1, D
βpi∗E − 1
)∣∣∣G]
+ 1− E [FαG (D
αpi∗E)|G]− E
[
F βG
(
Dβpi∗E
)∣∣∣G]
+ E
[
Hα,βG
(
Dαpi∗E , D
βpi∗E
)∣∣∣G] .
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In a similar fashion we get for the discordant pairs
2
|E|2
ND(G) = E [F
α
G (D
αpi∗E − 1)|G] + E
[
F βG
(
Dβpi∗E − 1
)∣∣∣G]
− E
[
Hα,βG
(
Dαpi∗E − 1, D
βpi∗E
)∣∣∣G]− E [Hα,βG (Dαpi∗E , Dβpi∗E − 1)∣∣∣G] .
Combining the above with (20) we conclude that
τβα (G) = E
[
Hα,βG
(
Dαpi∗E , D
βpi∗E
)∣∣∣G]− 1 + oP(|E|−1). (23)
4.4 Statistical consistency of rank correlations
We will now prove that the rank correlations defined in the previous two sections are, under natural
regularity conditions on the degree sequences, consistent statistical estimators.
For a sequence {Gn}n∈N of random graphs with |Vn| = n, it is common in the theory of random
graphs to assume convergence of the empirical degree distributions, see for instance Condition 7.5
in [16], Condition 4.1 in [2]. Here, similarly to [7], we impose the following regularity condition on
the degrees at the end points of edges.
Condition 4.2. Given a sequence {Gn}n∈N of random graphs with |Vn| = n and α, β ∈ {+,−}
there exist integer valued random variables Dα and Dβ , not concentrated in a single point, such
that (
Dαnpi∗En, D
β
npi
∗En
∣∣Gn)⇒ (Dα,Dβ) as n→∞,
where En is a uniformly sampled edge in Gn.
In the previous two sections it was shown that ρβα(G), ρ
β
α(G) and τ
β
α (G) on a random graph
G are related to, respectively,
E
[
FαG (D
αpi∗E)F
β
G
(
Dβpi∗E
)∣∣∣G] and E [Hα,βG (Dαpi∗E , Dβpi∗E)∣∣∣G] .
Note that these are in fact empirical versions of the functions appearing in the definitions of Spear-
man’s rho and Kendall’s tau, cf. (3) and (5). The following result formalizes these observations
and states that under Condition 4.2, ρβα(Gn), ρ
β
α(Gn) and τ
β
α (Gn) are indeed consistent statistical
estimators of correlation measures associated with Spearman’s rho and Kendall’s tau.
Theorem 4.3. Let α, β ∈ {+,−} and {Gn}n∈N be a sequence of graphs satisfying Condition 4.2
such that as n→∞, |En|
P
→∞. Then, as n→∞,
i) ρβα(Gn)
P
→ ρ
(
Dα,Dβ
)
,
ii) ρβα(Gn)
P
→
ρ
(
Dα,Dβ
)
3
√
SDα (Dα)SDβ (Dβ)
,
where SDα (Dα) = E [FDα (Dα)FDα (Dα − 1)], and
iii) τβα (Gn)
P
→ τ
(
Dα,Dβ
)
.
Moreover, we have convergence of the first moments:
iv) lim
n→∞
E
[
ρβα(Gn)
]
= ρ
(
Dα,Dβ
)
,
v) lim
n→∞
E
[
ρβα(Gn)
]
=
ρ
(
Dα,Dβ
)
3
√
SDα (Dα)SDβ (Dβ)
and
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vi) lim
n→∞
E
[
τβα (Gn)
]
= τ
(
Dα,Dβ
)
.
Proof. i) By Proposition 4.1 we have that
12
|En|
∑
e∈En
Rαnpi∗e
|En|
Rβnpi
∗e
|En|
= 3E
[
FαGn (D
α
npi∗En)F
βGn
(
Dβnpi
∗En
)∣∣Gn]+ oP(|En|−1).
From this and the fact that |En|
P
→∞ it follows that,
ρβα(Gn) =
1
1− |En|−2
(
12
|En|
∑
e∈En
Rαnpi∗e
|En|
Rβnpi
∗e
|En|
− 3
|En|(|En|+ 1)2
|En|3
)
= 3E
[
FαGn (D
α
npi∗En)F
β
Gn
(
Dβnpi
∗En
)∣∣∣Gn]− 3 + oP(|En|−1)
P
→ ρ
(
Dα,Dβ
)
as n→∞,
where the last line follows from Theorem 3.1.
ii) From (18) it follows that,(
R
α
npie
|En|
)2
=
(
1 +
1
2|En|
)2
−
(
1 +
1
2|En|
)
FαGn (D
αpie) +
1
4
FαGn (D
αpie)
2
.
Therefore,
1
|En|
∑
e∈En
(
R
α
npie
|En|
)2
=
(
1 +
1
2|En|
)2
+
1
4
E
[
FαGn (D
αpiEn)
2
∣∣∣Gn]
−
(
1 +
1
2|En|
)
E
[
FαGn (D
αpiEn)
∣∣Gn]
= 1 +
1
4
E
[
FαGn (D
αpiEn)
2
∣∣∣Gn]− E [FαGn (DαnpiEn)∣∣Gn]+ oP(|En|−1)
P
→ 1 +
1
4
E
[
FDα (D
α)
2
]
− E [FDα (D
α)] as n→∞
=
1
4
+
1
4
E [FDα (D
α)FDα (D
α − 1)] ,
where we used Lemma A.1 for the last line. It follows that, as n→∞,
4
|En|
∑
e∈En
(
R
α
npie
|En|
)2
−
|En|(|En|+ 1)2
|En|3
P
→ E [Fα (Dα)Fα (Dα − 1)] .
Since Dα and Dβ are not concentrated in one point the above term is non-zero. Now, combining
this with Proposition 4.1 i) and applying Theorem 3.1, we obtain
ρβα(Gn)
P
→
ρ
(
Dα,Dβ
)
3
√
SDα (Dα)SDβ (Dβ)
as n→∞.
iii) Combining (23) with Theorem 3.1 yields, as n→∞,
τβα (Gn) = E
[
Hα,βGn
(
Dαnpi∗En, D
β
npi
∗En
)∣∣∣Gn]− 1 + oP(|En|−1) P→ τ (Dα,Dβ) .
Finally, iv),v),vi) now follow from, respectively, i), ii) and iii) since ρβα(Gn), ρ
β
α(Gn) and τ
β
α (Gn)
are bounded.
Comparing results i) and iv) to ii) and v), note that the way in which ties are resolved influences
the measure estimated by Spearman’s rho on random directed graphs. In particular, resolving ties
uniformly at random yields the value corresponding to Spearman’s rho for the two limiting integer
valued random variables Dα and Dβ as defined in [11], in the infinite size network limit.
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5 Directed Configuration Model
In this section we will analyze degree-degree dependencies for the directed Configuration Model
(CM), as described and analyzed in [2]. First, in Section 5.1, we analyze the model where in- and
out-links are connected at random, which, in general, results in a multi-graph. Then we move on
to two other models that produce simple graphs: the Repeated and Erased Configuration Model
(RCM and ECM). By applying Theorem 4.3, in Sections 5.2 and 5.3, we will show that RCM and
ECM can be used as null models for the rank correlations ρ, ρ and τ .
5.1 General model: multi-graphs
The directed Configuration Model in [2] starts with picking two target distributions F−, F+ for
the in- and out-degrees, respectively, stochastically bounded from above by regularly varying
distributions. We will adopt notations from [2] and let γ and ξ denote random variables with
distributions F− and F+, respectively. It is assumed that E [γ] = E [ξ] < ∞. The next step is
generating a bi-degree sequence of inbound and outbound stubs. This is done by first taking two
independent sequences of n independent copies of γ and ξ, which are then modified into a sequence
of in- and outbound stubs
D̂(G) =
(
D̂+(v), D̂−(v)
)
v∈V
,
using the algorithm in [2], Section 2.1. This algorithm ensures that the total number of in- and
outbound stubs is the same, |Ê| =
∑
v∈V D̂
α(v), α ∈ {+,−}. Using this bi-degree sequence, a
graph is build by randomly pairing the stubs to form edges. We call a graph generated by this
model a Configuration Model graph, or CM graph for short. We remark that a CM graph in
general does not need to be simple.
Given a vertex set V , a bi-degree sequence D̂(G) and v ∈ V , we denote by v+i , v
−
j for 1 ≤ i ≤
D̂+(v) and 1 ≤ j ≤ D̂−(v), respectively, the outbound and inbound stubs of v. For v, w ∈ V ,
we denote by {v+i → w
−
j } the event that the outbound stub v
+
i is connected to the inbound stub
w−j and by {v
+
i → w} the event that v
+
i is connected to an inbound stub of w. By definition
of CM, it follows that P
(
v+i → w
−
j |D̂(G)
)
= 1/|Ê| and hence P
(
v+i → w|D̂(G)
)
= D̂−(w)/|Ê|.
Furthermore we observe that |Ên(e)| =
∑D̂+n pi∗e
i=1 I
{
(pi∗e)
+
i → pi
∗e
}
. Given a random graph G, we
denote
Iα,βe (k, l) = I {D
αpi∗e = k} I
{
Dβpi∗e = l
}
,
where α, β ∈ {+,−}, k, l ∈ N and e ∈ V 2.
For proper reference we summarize some results from Proposition 2.5, in [2], which we will use
in the remainder of this paper.
Proposition 5.1 ([2], Proposition 2.5). Let D̂(Gn) be the bi-degree sequence on n vertices, as
generated in Section 2.1 of [2], and k, l ∈ N. Then, as n→∞,
1
n
∑
v∈Vn
I
{
D̂+n v = k
}
I
{
D̂−n v = l
}
P
→ P (ξ = k)P (γ = l) ,
1
n
∑
v∈Vn
D̂+n v
P
→ E [ξ] and
1
n
∑
v∈Vn
D̂−n v
P
→ E [γ] .
Given a random graph G = (V,E), we will use D(G) as a short hand notation for its degree
sequence (D−(v), D+(v))v∈V . We emphasize that for a graph generated using an initial bi-degree
sequence, the eventual degree sequence D(G) can be different from D̂(G). This, for example, is
true for the ECM, Section 5.3, where, after the random pairing of the stubs, self-loops are removed
and multiple edges are merged.
In order to apply Theorem 4.3 to a sequence of (multi-)graphs {Gn}n∈N generated by CM, we
need to prove that (
Dαnpi∗En, D
β
npi
∗En
∣∣Gn)⇒ (Dα,Dβ) ,
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for some integer valued random variables Dα and Dβ . For this, it suffices to show that, as n→∞,
Hα,βGn (k, l)
P
→ HDα,Dβ (k, l),
for all k, l ∈ N. We will prove this by showing that
E
[
Iα,βEn (k, l)
∣∣∣Gn] P→ P (Dα = k,Dβ = l) ,
as n → ∞, using a second moment argument as follows. Given a sequence {Gn}n∈N of graphs,
α, β ∈ {+,−} and k, l ∈ N, we will show that the empirical joint probability E
[
E
[
Iα,βEn (k, l)
∣∣∣Gn]]
converges to P
(
Dα = k,Dβ = l
)
. Then we will prove that the variance of E
[
Iα,βEn (k, l)
∣∣∣Gn] con-
verges to zero.
We start with expressing the first and second moment of E
[
Iα,βEn (k, l)
∣∣∣Gn], for CM graphs,
conditioned on the bi-degree sequence D̂(Gn) in terms of the degrees. We observe that, for
α, β ∈ {+,−}, e ∈ V 2n and k, l ∈ N, the events {D
α
npi∗e = k} and
{
Dβnpi
∗e = l
}
are completely
defined by D̂(Gn), hence so is I
α,β
e (k, l). We remark that, since CM leaves the number of inbound
and outbound stubs intact, we have D(Gn) = D̂(Gn). However, in this section we will keep using
hats, e.g. D̂n instead of Dn, to emphasize that Gn can be a multi-graph.
Lemma 5.2. Let {Gn}n∈N be a sequence of CM graphs with |Vn| = n and α, β ∈ {+,−}. Then,
for each k, l ∈ N,
i) E
[
E
[
Iα,βEn (k, l)
∣∣∣Gn]∣∣∣ D̂(Gn)] = ∑
e∈V 2n
Iα,βe (k, l)
D̂+n pi∗e D̂
−
n pi
∗e
|Ên|2
and
ii) E
[
E
[
Iα,βEn (k, l)
∣∣∣Gn]2∣∣∣∣ D̂(Gn)] =
∑
e∈V 2n
Iα,βe (k, l)
D̂+n pi∗eD̂
−
n pi
∗e
|Ên|2
2 + oP(1).
Proof.
i) E
[
E
[
Iα,βEn (k, l)
∣∣∣Gn]∣∣∣ D̂(Gn)] = E
 ∑
e∈V 2n
Iα,βe (k, l)
|Ên(e)|
|Ên|
∣∣∣∣∣∣ D̂(Gn)
 (24)
=
1
|Ên|
∑
e∈V 2n
Iα,βe (k, l)E
[
|Ên(e)|
∣∣∣ D̂(Gn)]
=
1
|Ên|
∑
e∈V 2n
Iα,βe (k, l)E
 D̂+n pi∗e∑
i=1
I
{
(pi∗e)
+
i → pi
∗e
}∣∣∣∣∣∣ D̂(Gn)

=
∑
e∈V 2n
Iα,βe (k, l)
(
D̂+n pi∗e
)(
D̂−n pi
∗e
)
|Ên|2
.
ii) Following similar calculations as above we get,
E
[
E
[
Iα,βEn (k, l)
∣∣∣Gn]2∣∣∣∣ D̂(Gn)]
= E
 ∑
e,f∈V 2n
Iα,βe (k, l)I
α,β
f (k, l)
|Ên(e)| |Ên(f)|
|Ên|2
∣∣∣∣∣∣ D̂(Gn)
 (25)
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=
1
|Ên|2
∑
e,f∈V 2n
Iα,βe (k, l)Iα,βf (k, l)
D̂+n pi∗e∑
i=1
D̂+n pi∗f∑
s=1
E
[
I
{
(pi∗e)
+
i → pi
∗e
}
I
{
(pi∗f)
+
s → pi
∗f
}∣∣ D̂(Gn)]
 . (26)
We will, for e, f ∈ V 2n , analyze
1
|Ên|2
D̂+n pi∗e∑
i=1
D̂+n pi∗f∑
s=1
E
[
I
{
(pi∗e)
+
i → pi
∗e
}
I
{
(pi∗f)
+
s → pi
∗f
}∣∣ D̂(Gn)] (27)
for all different cases, e = f , e∩ f = ∅, e∗ = f∗ and e∗ = f∗. First, suppose that e = f . Then (27)
equals
1
|Ên|2
D̂+n pi∗e∑
i,s=1
D̂−n pi
∗e∑
j,t=1
I {i = s} I {j = t}
|Ên|
+
I {i 6= s} I {j 6= t}
|Ên|(|Ên| − 1)
.
Writing out the sums and using that e = f we obtain,
(27) =
D̂+n pi∗eD̂
−
n pi
∗eD̂+n pi∗fD̂
−
n pi
∗f
|Ên|3(|Ên| − 1)
(28)
+
(
D̂+n pi∗e
)(
D̂−n pi
∗e
)
|Ên|3
+
(
D̂+n pi∗e
)(
D̂−n pi
∗e
)
|Ên|3(|Ên| − 1)
(29)
−
(
D̂−n pi
∗e
)2 (
D̂+n pi∗e
)
|Ên|3(|Ên| − 1)
−
(
D̂+n pi∗e
)2 (
D̂−n pi
∗e
)
|Ên|3(|Ên| − 1)
(30)
Since for all k ≥ 0 and κ ∈ {+,−} it holds that
1
|Ên|k+1
∑
v∈Vn
(
D̂κnv
)k
≤
1
|Ên|k+1
(∑
v∈Vn
D̂κnv
)k
=
1
|Ên|
,
we deduce that the terms in (29) and (30) contribute as oP(1) in (26), from which the result for
e = f follows. The calculations for the other three cases for e, f ∈ V 2n are similar and are hence
omitted.
As a direct consequence we have the following
Proposition 5.3. Let {Gn}n∈N be a sequence of CM graphs with |Vn| = n and α, β ∈ {+,−}.
Then, for each k, l ∈ N, as n→∞,∣∣∣∣E [E [Iα,βEn (k, l)∣∣∣Gn]2∣∣∣∣ D̂(Gn)]− E [E [Iα,βEn (k, l)∣∣∣Gn]∣∣∣ D̂(Gn)]2∣∣∣∣ P→ 0.
Now, using the convergence results from [2], summarized in Proposition 5.1, we are able to
determine the limiting random variables Dα and Dβ .
Proposition 5.4. Let {Gn}n∈N be a sequence of CM graphs with |Vn| = n and α, β ∈ {+,−}.
Then there exist integer valued random variables Dα and Dβ such that for each k, l ∈ N, as n→∞,
E
[
E
[
Iα,βE (k, l)
∣∣∣Gn]∣∣∣ D̂(Gn)] P→ P (Dα = k)P (Dβ = l) .
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Proof. First let (α, β) = (+,−). Then it follows from Lemma 5.2 i) that
E
[
E
[
Iα,βEn (k, l)
∣∣∣Gn]∣∣∣ D̂(Gn)] = ∑
v,w∈Vn
I
{
D̂+n v = k
}
I
{
D̂−nw = l
} D̂+n vD̂−nw
|Ên|2
=
(∑
v∈Vn
I
{
D̂+n v = k
} D̂+n v
|Ên|
)(∑
w∈Vn
I
{
D̂−nw = l
} D̂−nw
|Ên|
)
=
k ∑
v∈Vn
I
{
D̂+n v = k
}
|Ên|
l ∑
w∈Vn
I
{
D̂−nw = l
}
|Ên|

P
→
kP (ξ = k)
E [ξ]
l P (γ = l)
E [γ]
as n→∞,
where the convergence in the last line is by Proposition 5.1. The other three cases are slightly
more involved. Consider, for example, (α, β) = (−,+). Then we have,
E
[
E
[
Iα,βEn (k, l)
∣∣∣Gn]∣∣∣ D̂(Gn)] = ∑
v∈Vn
I
{
D̂−n v = k
} D̂+n v
|Ên|
∑
w∈Vn
I
{
D̂+nw = l
} D̂−nw
|Ên|
(31)
We will first analyze the last summation.
1
|Ên|
∑
w∈Vn
D̂−n (w)I
{
D̂+nw = l
}
=
1
|Ên|
∑
i∈N
i
∑
w∈Vn
I
{
D̂−nw = i
}
I
{
D̂+nw = l
}
P
→
P (ξ = l)
E [ξ]
∑
i∈N
iP (γ = i) as n→∞
=
P (ξ = l)E [γ]
E [ξ]
= P (ξ = l) , (32)
where we again used Proposition 5.1 and E [γ] = E [ξ]. In a similar way we obtain that, as n→∞,
1
|Ên|
∑
v∈Vn
D̂+n (v)I
{
D̂−n (v) = k
}
P
→ P (γ = k) . (33)
Applying (32) and (33) to (31) we get
E
[
E
[
I−,+En (k, l)
∣∣Gn]∣∣ D̂(Gn)] P→ P (γ = k)P (ξ = l) .
For the other two cases we obtain, as n→∞,
E
[
E
[
I+,+En (k, l)
∣∣Gn]∣∣ D̂(Gn)] P→ kP (ξ = k)P (ξ = l)
E [ξ]
E
[
E
[
I−,−En (k, l)
∣∣Gn]∣∣ D̂(Gn)] P→ lP (γ = k)P (γ = l)
E [γ]
The results now holds if we define Dα and Dβ by their probabilities summarized in Table 1.
We end this section with a convergence result for first and second moment of E
[
Iα,βEn (k, l)
∣∣∣Gn].
Proposition 5.5. Let {Gn}n∈N be a sequence of CM graphs with |Vn| = n and α, β ∈ {+,−}.
Then, for each k, l ∈ N,
i) lim
n→∞
E
[
E
[
Iα,βEn (k, l)
∣∣∣Gn]] = P (Dα = k)P (Dβ = l),
15
α β P (Dα = k) P
(
Dβ = l
)
+ − kP (ξ = k) /E [ξ] l P (γ = l) /E [γ]
− + P (γ = k) P (ξ = l)
+ + kP (ξ = k) /E [ξ] P (ξ = l)
− − P (γ = k) l P (γ = l) /E [γ].
Table 1: Distributions of Dα and Dβ for α, β ∈ {+,−}.
ii) lim
n→∞
E
[
E
[
Iα,βEn (k, l)
∣∣∣Gn]2] = P (Dα = k)2 P (Dβ = l)2,
and hence, as n→∞, E
[
Iα,βEn (k, l)
∣∣∣Gn] P→ P (Dα = k)P (Dβ = l) .
Proof.
i) Let k, l ∈ N, then, since
E
[
E
[
Iα,βE (k, l)
∣∣∣Gn]∣∣∣ D̂(Gn)] ≤ 1, (34)
it follows, using Proposition 5.4 and dominated convergence, that for each pair α, β ∈ {+,−},
we have
lim
n→∞
E
[
E
[
Iα,βEn (k, l)
∣∣∣Gn]] = P (Dα = k)P (Dβ = l) ,
where Dα, Dβ have distributions defined in Table 1.
ii) For the second moment we get, using conditioning on D̂(Gn),
lim
n→∞
E
[
E
[
Iα,βEn (k, l)
∣∣∣Gn]2] = lim
n→∞
E
[
E
[
E
[
Iα,βEn (k, l)
∣∣∣Gn]2∣∣∣∣ D̂(Gn)]]
= lim
n→∞
E

∑
e∈V 2n
Iα,βe (k, l)
D̂+n pi∗eD̂
−
n pi
∗e
|Ên|2
2 + oP(1)
 (35)
= lim
n→∞
E
[
E
[
E
[
Iα,βE (k, l)
∣∣∣Gn]∣∣∣ D̂(Gn)]2 + oP(1)] (36)
=
(
P (Dα = k)P
(
Dβ = l
))2
. (37)
Here (35) follows from Lemma 5.2 ii), (36) is by Lemma 5.2 i), and (37) is due to Proposi-
tion 5.4, continuous mapping theorem, (34) and the fact that the oP(1) terms are uniformly
bounded, see proof Lemma 5.2. The distributions of Dα, Dβ are again given in Table 1.
The last result now follows by a second moment argument.
5.2 Repeated Configuration Model
Described in Section 4.1 of [2], RCM connects inbound and outbound stubs uniformly at random
and then the resulting graph is checked to be simple. If not, one repeats the connection step
until the resulting graph is simple. If the distributions F− and F+ have finite variances, then
the probability of the graph being simple converges to a non-zero number, see [2], Theorem 4.3.
Therefore, throughout this section, we will assume that E
[
γ2
]
, E
[
ξ2
]
<∞.
Let {Gn}n∈N be again a sequence of CM graphs, and let Sn denote the event that Gn is simple.
We will prove, in Theorem 5.7 below, that for a sequence of RCM graphs of growing size, our three
rank correlation measures converge to zero, by showing that for all α, β ∈ {+,−} and k, l ∈ N,
E
[
Iα,βEn (k, l)
∣∣∣Gn, Sn] P→ P (Dα = k)P (Dβ = l) ,
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as n→∞, where Dα and Dβ are random variables whose distributions are defined in Table 1.
First we show that, asymptotically, conditioning on the graph being simple does not effect the
conditional expectation E
[
E
[
Iα,βEn (k, l)
∣∣∣Gn]∣∣∣ D̂(Gn)].
Lemma 5.6. Let {Gn}n∈N be a sequence of CM graphs with |Vn| = n and α, β ∈ {+,−} and
denote by Sn the event that Gn is simple. Then, for each k, l ∈ N, as n→∞,∣∣∣E [E [Iα,βEn (k, l)∣∣∣Gn, Sn]∣∣∣ D̂(Gn)]− E [E [Iα,βEn (k, l)∣∣∣Gn]∣∣∣ D̂(Gn)]∣∣∣ P→ 0.
Proof. First, we write∣∣∣E [E [Iα,βEn (k, l)∣∣∣Gn, Sn]∣∣∣ D̂(Gn)]− E [E [Iα,βEn (k, l)∣∣∣Gn]∣∣∣ D̂(Gn)]∣∣∣
=
∣∣∣∣E [E [Iα,βEn (k, l)∣∣∣Gn](I {Sn}P (Sn) − 1
)∣∣∣∣ D̂(Gn)]∣∣∣∣ . (38)
Next, denote by
Var
(
E
[
Iα,βEn (k, l)
∣∣∣Gn]∣∣∣ D̂(Gn)) and Var(I {Sn}| D̂(Gn))
the variance of, respectively E
[
Iα,βEn (k, l)
∣∣∣Gn] and I {Sn}, conditioned on D̂(Gn). Then, by adding
and subtracting in (38) the product of the conditional expectations
E
[
E
[
Iα,βEn (k, l)
∣∣∣Gn]∣∣∣ D̂(Gn)]
P
(
Sn|D̂(Gn)
)
P (Sn)
− 1
 ,
we get
(38) ≤
1
P (Sn)
√
Var
(
I {Sn}| D̂(Gn)
)√
Var
(
E
[
Iα,βEn (k, l)
∣∣∣Gn]∣∣∣ D̂(Gn))
+
∣∣∣∣∣∣E
[
E
[
Iα,βEn (k, l)
∣∣∣Gn]∣∣∣ D̂(Gn)]
P
(
Sn|D̂(Gn)
)
P (Sn)
− 1
∣∣∣∣∣∣
≤
1
P (Sn)
√
Var
(
E
[
Iα,βEn (k, l)
∣∣∣Gn]∣∣∣ D̂(Gn))+
∣∣∣∣∣∣
P
(
Sn|D̂(Gn)
)
P (Sn)
− 1
∣∣∣∣∣∣ . (39)
Following the argument in the first part of the proof of Proposition 4.4 from [2] we conclude that,
P
(
Sn|D̂(Gn)
)
and P (Sn) converge to the same positive limit, hence the latter expression in (39)
is oP(1). The result now follows, since by Proposition 5.3
Var
(
E
[
Iα,βEn (k, l)
∣∣∣Gn]∣∣∣ D̂(Gn)) = oP(1).
In the next theorem we show that the conditions of Theorem 4.3 hold for a sequence of RCM
graphs, and thus obtain the desired convergence of the three rank correlations, using a second
moment argument.
Theorem 5.7. Let {Gn}n∈N be a sequence of RCM graphs with |Vn| = n and α, β ∈ {+,−}.
Then, as n→∞,
ρβα(Gn)
P
→ 0, ρβα(Gn)
P
→ 0 and τβα (Gn)
P
→ 0.
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Proof. Instead of conditioning on RCM graphs we condition on CM graphs Gn and the event that
it is simple, Sn. Let k, l ∈ N and let Dα, Dβ have distributions defined in Table 1. Then, for each
pair α, β ∈ {+,−}, we have∣∣∣E [E [Iα,βEn (k, l)∣∣∣Gn, Sn]∣∣∣ D̂(Gn)]− P (Dα = k)P (Dβ = l)∣∣∣
≤
∣∣∣E [E [Iα,βEn (k, l)∣∣∣Gn, Sn]∣∣∣ D̂(Gn)]− E [E [Iα,βEn (k, l)∣∣∣Gn]∣∣∣ D̂(Gn)]∣∣∣
+
∣∣∣E [E [Iα,βEn (k, l)∣∣∣Gn]∣∣∣ D̂(Gn)]− P (Dα = k)P (Dβ = l)∣∣∣ .
Hence by Lemma 5.6 and Proposition 5.4 it follows that, as n→∞,
E
[
E
[
Iα,βEn (k, l)
∣∣∣Gn, Sn]∣∣∣ D̂(Gn)] P→ P (Dα = k)P (Dβ = l) .
Since E
[
E
[
Iα,βEn (k, l)
∣∣∣Gn, Sn]∣∣∣ D̂(Gn)] ≤ 1, dominated convergence and the above imply that
lim
n→∞
E
[
E
[
Iα,βEn (k, l)
∣∣∣Gn, Sn]] = P (Dα = k)P (Dβ = l) . (40)
For the second moment we have∣∣∣∣E [E [Iα,βEn (k, l)∣∣∣Gn, Sn]2∣∣∣∣ D̂(Gn)]− P (Dα = k)2 P (Dβ = l)2∣∣∣∣
≤
∣∣∣∣∣E
[((
I {Sn}
P (Sn)
)2
− 1
)
E
[
Iα,βEn (k, l)
∣∣∣Gn]2
∣∣∣∣∣ D̂(Gn)
]∣∣∣∣∣ (41)
+
∣∣∣∣E [E [Iα,βEn (k, l)∣∣∣Gn]2∣∣∣∣ D̂(Gn)]− E [E [Iα,βEn (k, l)∣∣∣Gn]∣∣∣ D̂(Gn)]2∣∣∣∣ (42)
+
∣∣∣∣E [E [Iα,βEn (k, l)∣∣∣Gn]∣∣∣ D̂(Gn)]2 − P (Dα = k)2 P (Dβ = l)2∣∣∣∣ (43)
From Proposition 5.3 it follows that (42) converges to zero, while this holds for (43) because
of Proposition 5.4 and the continuous mapping theorem. Finally, since((
I {Sn}
P (Sn)
)2
− 1
)
≤
(
I {Sn}
P (Sn)
− 1
)(
1 + P (Sn)
−1
)
and E
[
Iα,βEn (k, l)
∣∣∣Gn] ≤ 1,
it follows that
(41) ≤ E
[
E
[
Iα,βEn (k, l)
∣∣∣Gn](I {Sn}
P (Sn)
− 1
)∣∣∣∣ D̂(Gn)] (1 + P (Sn)−1) P→ 0 as n→∞,
by (38), Lemma 5.6 and Proposition 4.4 from [2]. Therefore, using (34) and dominated conver-
gence, we get
lim
n→∞
E
[
E
[
Iα,βEn (k, l)
∣∣∣Gn, Sn]2] = P (Dα = k)2 P (Dβ = l)2 . (44)
Combining (40) and (44), a second moment argument now yields that,
E
[
Iα,βEn (k, l)
∣∣∣Gn, Sn] P→ P (Dα = k)P (Dβ = l) as n→∞.
The result now follows from Theorem 4.3 by observing that the random variables Dα and Dβ are
independent and not concentrated in a single point. The latter is needed so that in case of average
ranking we have SDα (Dα) 6= 0, see Theorem 4.3.
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5.3 Erased Configuration Model
When the variances of the degree distributions are infinite, the probability of getting a simple
graph using RCM converges to zero as the graph size increases. To remedy this we use ECM,
described in Section 4.2 of [2]. In ECM stubs are connected at random, and then self-loops are
removed and multiple edges are merged. We emphasize that for this model the actual degree
sequence D(G) may differ from the bi-degree sequence, D̂(G), used to do the pairing.
We will often use results from Proposition 4.5 of [2], which we state below for reference.
Proposition 5.8 ([2], Proposition 4.5). Let Gn = (Vn, En) be a sequence of ECM graphs with
|Vn| = n and k, l ∈ N. Then, as n→∞,
1
n
∑
v∈Vn
I
{
D+v = k
} P
→ P (ξ = k) and
1
n
∑
v∈Vn
I
{
D−v = l
} P
→ P (γ = l) .
We will follow the same second moment argument approach as in the previous section to prove
that all three rank correlations, ρ, ρ and τ converge to zero in ECM. First we will establish a
convergence result for the total number of erased in- and outbound stubs.
For v, w ∈ V and α ∈ {+,−}, we denote by Ec, α(v) and Ec(v, w), respectively, the set of erased
α-stubs from v and erased edges between v and w. For e ∈ V 2, we write Ec(e) = Ec(pi∗e, pi∗e).
Lemma 5.9. Let {Gn}n∈N be a sequence of ECM graphs with |Vn| = n and α ∈ {+,−}. Then
1
n
∑
v∈Vn
|Ec, αn (v)|
P
→ 0 as n→∞.
Proof. Let N ∈ N and fix a v ∈ VN , then for all n ≥ N , |Ec, αn (v)| ≤ γn + 1 where all γn are i.i.d.
copies of γ. Since by Lemma 5.2 from [2] we have Ec, αn (v) → 0 almost surely and furthermore
E [γ] <∞, dominated convergence implies that
lim
n→∞
1
n
∑
v∈Vn
E [|Ec, αn (v)|] = 0.
Applying the Markov inequality then yields, for arbitrary ε > 0,
lim
n→∞
P
(
1
n
∑
v∈Vn
|Ec, αn (v)| ≥ ε
)
≤ lim
n→∞
∑
v∈Vn
E [|Ec, αn (v)|]
nε
= 0.
Since
|E| = |Ê| −
∑
v∈V
|Ec, α(v)| for α ∈ {+,−},
the above lemma combined with Proposition 5.1 implies that
|En|
n
P
→ E [γ] as n→∞. (45)
We proceed with the next lemma, which is an adjustment of Lemma 5.2, where we now condi-
tion on both the bi-degree sequence of stubs as well as the eventual degree sequence. We remark
that Iα,βe (k, l) is completely determined by the latter while
∑
e∈V 2 |E
c(e)| is completely determined
by the combination of the two sequences. Recall that for e ∈ V 2, |Ê(e)| denotes the number of
edges f ∈ E with f = e before removal of self-loops and merging multiple edges and observe that
|E(e)| = |Ê(e)| − |Ec(e)|.
Lemma 5.10. Let {Gn}n∈N be a sequence of ECM graphs with |Vn| = n. Then, for each k, l ∈ N
and α, β ∈ {+,−},
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i) E
[
E
[
Iα,βEn (k, l)
∣∣∣Gn]∣∣∣ D̂(Gn),D(Gn)] = ∑
e∈V 2n
Iα,βe (k, l)
D+n pi∗eD
−
n pi
∗e
|En|2
+ oP(1),
ii) E
[
E
[
Iα,βEn (k, l)
∣∣∣Gn]2∣∣∣∣ D̂(Gn),D(Gn)] =
∑
e∈V 2n
Iα,βe (k, l)
D+n pi∗eD
−
n pi
∗e
|En|2
2 + oP(1).
To obtain this result we need the following Lemma.
Lemma 5.11. Let {Gn}n∈N be a sequence of ECM graphs with |Vn| = n. Then, for each k, l ∈ N
and α, β ∈ {+,−},∑
e∈V 2n
Iα,βe (k, l)
D̂+n pi∗eD̂
−
n pi
∗e
|Ên|2
=
∑
e∈V 2n
Iα,βe (k, l)
D+n pi∗eD
−
n pi
∗e
|Ên|2
+ oP(1).
Proof. Since D̂αnpie = D
α
npie + |E
c, α
n (pie)|, we have∑
e∈V 2n
Iα,βe (k, l)
D̂+n pi∗eD̂
−
n pi
∗e
|Ên|2
=
∑
e∈V 2n
Iα,βe (k, l)
D+n pi∗eD
−
n pi
∗e
|Ên|2
+
∑
e∈V 2n
Iα,βe (k, l)
D̂+n pi∗e|E
c,−(pi∗e)|
|Ên|2
(46)
+
∑
e∈V 2n
Iα,βe (k, l)
D̂−n pi∗e|E
c,+(pi∗e)|
|Ên|2
(47)
+
∑
e∈V 2n
Iα,βe (k, l)
|Ec,+(pi∗e)||Ec,−(pi∗e)|
|Ên|2
. (48)
By Lemma 5.9 and Proposition 5.1 it follows that (48) is oP(1). For (46) we have∑
e∈V 2n
Iα,βe (k, l)
D̂+n pi∗e|E
c,−(pi∗e)|
|Ên|2
≤
∑
v∈Vn
D̂+n v
|Ên|
∑
w∈Vn
|Ec,−n (w)|
|Ên|
≤
∑
w∈Vn
|Ec,−n (w)|
|Ên|
= oP(1),
where the last line is due to
∑
v∈Vn
D̂+n v = |Ên|. The last equation then follows from Lemma 5.9
and Proposition 5.1. This holds similarly for (47) and hence the result follows.
Proof of Lemma 5.10. i) By splitting |En(e)| we obtain,
E
[
E
[
Iα,βEn (k, l)
∣∣∣Gn]∣∣∣ D̂(Gn),D(Gn)] = E
 ∑
e∈V 2n
Iα,βe (k, l)
|En(e)|
|En|
∣∣∣∣∣∣ D̂(Gn),D(Gn)

=
|Ên|
|En|
E
 ∑
e∈V 2n
Iα,βe (k, l)
|Ên(e)|
|Ên|
∣∣∣∣∣∣ D̂(Gn)
 (49)
−
1
|En|
∑
e∈V 2n
Iα,βe (k, l)E
[
|Ecn(e)|| D̂(Gn),D(Gn)
]
(50)
For (50) we have,
1
|En|
∑
e∈V 2n
Iα,βe (k, l)E
[
|Ecn(e)|| D̂(Gn),D(Gn)
]
≤
1
|En|
∑
e∈V 2n
E
[
|Ecn(e)|| D̂(Gn),D(Gn)
]
20
=
1
|En|
∑
v∈Vn
|Ec,+n (v)|,
which is oP(1) by Lemma 5.9 and (45). Now, since the conditional expectation in (49) equals (24),
it follows from Lemma 5.2 i), Lemma 5.11 and (45) that
(49) =
∑
e∈V 2n
Iα,βe (k, l)
D+n pi∗eD
−
n pi
∗e
|En|2
+ oP(1).
ii) Splitting both terms |En(e)| and |En(f)| for e, f ∈ V 2n yields,
E
[
E
[
Iα,βEn (k, l)
∣∣∣Gn]2∣∣∣∣ D̂(Gn),D(Gn)]
= E
 ∑
e,f∈V 2n
Iα,βe (k, l)I
α,β
f (k, l)
|En(e)| |En(f)|
|En|2
∣∣∣∣∣∣ D̂(Gn),D(Gn)

=
|Ên|2
|En|2
E
 ∑
e,f∈V 2n
Iα,βe (k, l)I
α,β
f (k, l)
|Ê(e)||Ê(f)|
|Ên|
∣∣∣∣∣∣ D̂(Gn)
 (51)
+
∑
e,f∈V 2n
Iα,βe (k, l)I
α,β
f (k, l)E
[
|Ecn(e)||E
c
n(f)|
|En|2
∣∣∣∣ D̂(Gn),D(Gn)] (52)
−
∑
e,f∈V 2n
Iα,βe (k, l)I
α,β
f (k, l)E
[
|Ecn(e)||Ên(f)|
|En|2
∣∣∣∣∣ D̂(Gn),D(Gn)
]
(53)
−
∑
e,f∈V 2n
Iα,βe (k, l)I
α,β
f (k, l)E
[
|Ecn(f)||Ên(e)|
|En|2
∣∣∣∣∣ D̂(Gn),D(Gn)
]
(54)
Recognizing the conditional expectation in (51) as (25), then using first Lemma 5.2 ii) and then
Lemma 5.11 and (45), it follows that (51) equals∑
e∈V 2n
Iα,βe (k, l)
D+n pi∗eD
−
n pi
∗e
|En|2
2 + oP(1).
It remains to show that (52)-(54) are oP(1). For (52) we have
∑
e,f∈V 2n
Iα,βe (k, l)I
α,β
f (k, l)E
[
|Ecn(e)||E
c
n(f)|
|En|2
∣∣∣∣ D̂(Gn),D(Gn)] ≤
(
1
|En|
∑
v∈Vn
|Ec,+n (v)|
)2
= oP(1)
by Lemma 5.9 and (45). Since (53) and (54) are symmetric we will only consider the latter:
∑
e,f∈V 2n
Iα,βe (k, l)I
α,β
f (k, l)E
[
|Ecn(f)||Ên(e)|
|En|2
∣∣∣∣∣ D̂(Gn),D(Gn)
]
≤
∑
f∈V 2n
|Ecn(f)|
|En|
 1
|En|
∑
e∈V 2n
E
[
|Ên(e)|
∣∣∣ D̂(Gn)]
=
(∑
v∈Vn
|E+n (v)|
|En|
)
|Ên|
|En|
= oP(1).
Here, for the last line, we used
∑
e∈V 2n
E
[
|Ên(e)|
∣∣∣ D̂(Gn)] = |Ên|, and then Lemma 5.9 and (45).
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A straightforward adaptation of the proof of Proposition 5.4, using Lemma 5.10 instead of
Lemma 5.2, yields the following result.
Proposition 5.12. Let {Gn}n∈N be a sequence of ECM graphs with |Vn| = n and α, β ∈ {+,−}.
Then there exist integer valued random variables Dα and Dβ such that for each k, l ∈ N, as n→∞,
E
[
E
[
Iα,βEn (k, l)
∣∣∣Gn]∣∣∣ D̂(Gn),D(Gn)] P→ P (Dα = k)P (Dβ = l) ,
where the distributions of Dα and Dβ are given in Table 1.
We can now again use a second moment argument to get the convergence result for the three
rank correlations in the Erased Configuration Model. We omit the proof since the computation of
the variance follows the exact same steps as those in Proposition 5.5, where now, instead of only
conditioning on D̂(Gn), we also condition on D(Gn) and use Lemma 5.10.
Theorem 5.13. Let {Gn}n∈N be a sequence of ECM graphs with |Vn| = n and α, β ∈ {+,−}.
Then, as n→∞,
ρβα(Gn)
P
→ 0, ρβα(Gn)
P
→ 0 and τβα (Gn)
P
→ 0.
This theorem shows that even when the variance of the degree sequences is infinite, one can
construct a random graph for which the degree-degree dependencies, measured by rank correla-
tions, converge to zero in the infinite graph size limit. Therefore this model can be used as a null
model for such dependencies.
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Appendix A Continuization
In this appendix we will establish several relations between the distribution functions of integer
valued random variables and their continuizations, using the functions F and H defined in (1) and
(2), respectively.
Let X˜ = X +U be as in Definition 2.2, take k ∈ Z and define Ik = [k, k+1). Then for x ∈ Ik,
F
X˜
(x) = (x− k)FX(k) + (k + 1− x)FX(k − 1). (55)
As a consequence, it follows that for x ∈ Ik,
dF
X˜
(x) = (FX(k)− FX(k − 1)) dx = P (X = k) dx. (56)
These identities capture the essential relations between X and its continuization X˜. As a first
result we have the following.
Lemma A.1. Let X be an integer valued random variable and m ∈ N. Then,
E
[
F
X˜
(X˜)m
]
=
1
m+ 1
m∑
i=0
E
[
FX(X)
iFX(X − 1)
m−i
]
.
Proof. Using (55) we obtain,∫
Ik
F
X˜
(x)mdx =
∫
Ik
((x − k)FX(k) + (k + 1− x)FX(k − 1))
m
dx
=
m∑
i=0
(
m
i
)
FX(k)
iFX(k − 1)
m−i
∫ 1
0
(y)i(1− y)m−idy
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=
m∑
i=0
m!
i!(m− i)!
FX(k)
iFX(k − 1)
m−iΓ(i+ 1)Γ(m− i+ 1)
Γ(m+ 2)
=
1
m+ 1
m∑
i=0
FX(k)
iFX(k − 1)
m−i,
Combining this with (56), we get
E
[
F
X˜
(X˜)m
]
=
∑
k∈Z
∫
Ik
F
X˜
(x)mdF
X˜
(x)
=
∑
k∈Z
∫
Ik
F
X˜
(x)mP (X = k) dx
=
1
m+ 1
m∑
i=0
E
[
FX(X)
iFX(X − 1)
m−i
]
.
As a direct consequence of Lemma A.1 we get
1
2
= E
[
F
X˜
(X˜)
]
=
1
2
E [FX(X)] , (57)
relating F
X˜
to FX . Similar to (55), if Z is a random element independent of X , we get for x ∈ Ik,
F
X˜|Z(x) = (x− k)FX|Z(k) + (k + 1− x)FX|Z (k − 1). (58)
Applying (58) in a similar way as (55) we arrive at an extension of Lemma A.1. The proof is
elementary, hence omitted.
Proposition A.2. Let X be an integer valued random variable and Z a random element inde-
pendent of the continuous part of X˜. Then
i) E
[
F
X˜
(X˜)
∣∣∣Z] = 1
2
E [FX(X)|Z], a.s.;
ii) F
X˜|Z
(
X˜
)
=
1
2
FX|Z(X), a.s.
The following results are extensions of the previous ones to the case of two integer valued ran-
dom variables X and Y . We will state these without proofs, since these are either straightforward
extensions of those for the case of a single random variable or follow from elementary calculations
and the previous results.
Lemma A.3. Let X,Y be integer valued random variables. Then,
i) E
[
F
X˜
(X˜)F
Y˜
(Y˜ )
]
=
1
4
E [FX(X)FY (Y )],
ii) E
[
H
X˜,Y˜
(X˜, Y˜ )
]
=
1
4
E [HX,Y (X,Y )].
Proposition A.4. Let X,Y be integer valued random variables and let Z be a random variable
independent of the uniform parts of X˜ and Y˜ . Then
i) E
[
F˜
X˜
(X˜)F˜
Y˜
(Y˜ )
∣∣∣Z] = 1
4
E [FX(X)FY (Y )|Z] a.s.;
ii) H
X˜,Y˜ |Z(X˜, Y˜ ) =
1
4
HX,Y |Z(X,Y ) a.s.
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