Abstract
I. INTRODUCTION
HE cellular neural network (CNN) [1, 2] can be used in various ways in image processing tasks. When it is used as an unstable system, the image to be processed can be placed either in the initial condition, or at the system input. The evolution of the system can be determined exactly as long as every cell is in the linear region of operation; then the non-linearity is involved and finally a stable pattern is obtained. The array can be used as a stable system as well. In this case, the image is applied and maintained at the system input; the initial state has no influence over the final output, as long as the system remains in the linear region.
A standard CNN behaviour in the linear region is described by the linear system: 
If for all ( ) 0 A ω < ω , the system is stable and the exponential terms tend to zero as ; we obtain : 
We can describe the spatial filtering with the CNN defined by the pair of templates given above in the spatial frequency domain using either Z-Transform or Discrete Space Fourier Transform (DSFT). The application of the Z transform is straightforward for an infinite array, as well as for a finite array with periodic boundary conditions ( [3] ). In our case (a 1-D array), taking the two-sided Z-transform to the templates A and B regarded as discrete sequences, the spatial transfer function can be written in terms of variable
In the general case, when both templates are used, ( ) H z represents an IIR spatial filter. The corresponding kernel (impulse response) can be deduced and it has an infinite support (on an infinite array). Due to feedback , the A template performs a non-local filtering ( [3] , [4] ).
In the following analysis, however, we will use only the DSFT technique to study the filtering capabilities and to deduce the design procedures for different types of filters.
In the general case (for , r ), the DSFT is complex:
Separating the real and imaginary parts we get:
We will study in detail the magnitude of the spatial transfer function ( ) H ω and the possibilities to adjust its shape by choosing appropriate values for the template parameters. In the following analysis, the phase information will be ignored.
Through some elementary algebra, we get the magnitude (absolute value) of the DSFT for the two templates: In the following, we will study separately the shape and position of the two curves and ( ) E x ( ) F x , and then the shape of the resulting transfer function magnitude in variable x:
we can easily find the peak coordinates of the parabola in variable x:
Iterative filtering
For some filtering functions, especially of band-pass type, as we shall see in the following examples, the spatial filters obtainable with minimum-size templates (1 ) have very low selectivity. In applications which do not require realtime image filtering, we can perform the same elementary filtering task several times, which is equivalent to a single filtering operation of a higher order. In a CNN system, this is possible if the filtering is achieved in several steps; after each elementary filtering, the output image 3 × f X (which results according to Eq. (4)) is re-applied to the system as the new input image and so on. After N steps, the output image (which in a linear operation coincides with the state) results as:
is the elementary filtering function with 1 3 × A and B templates. Since a pair of 1 3 × (radius-1) templates implement a first order spatial filter, the equivalent transfer function ( ) H ω represents a filter of order N. We will call this type of filtering, achieved by repeating the same elementary task, an iterative filtering. It is equivalent with a filtering using a pair of radius-N templates.
II. TYPES OF FILTERING FUNCTIONS

A. Band-pass filter using control template B
A weak band-pass filtering can be obtained in principle using only template B. In this case, choosing
For band-pass behaviour, the peak of the parabola must be a maximum, so we impose: . 
where we denoted 0 ( )
Once fixed the central frequency and the corresponding magnitude ( 0 ω , 0 H ), for a maximum selectivity we require the parabola to have a minimum span, so we impose:
(
From the above relations we get the following parameter expressions (for 
Parameters b s and result as roots of a quadratic equation.
is the maximum value of ( ) H ω . We will usually take . 
C. Sharp low-pass/high-pass filtering
Using only B-templates of minimum size (1 or 3 3 × 3 × ) we cannot achieve steep low-pass or high-pass frequency characteristics. In this paragraph we show how such filters can be designed using the feedback template A.
We can design a low-pass filter by imposing the value of the transfer function at the two limit frequencies, namely 0 ω = and ω π = . Since we are using the feedback template, condition (14) must be fulfilled in order to obtain a stable system. The B-template will be:
[ ]
For a low-pass (or high-pass) behaviour, the parabola In the low-pass case, we impose the value of (at zero frequency):
The easiest design method is to impose a desired cut-off frequency 0 ω , such that (1 2) (1 cos ) (1 2) (1 cos )
The steepest frequency characteristic is achieved for the negative limit value, The minimum value of ( ) H ω will be:
It can be shown that for the complementary high-pass filter ( ( ) 1 H π = ) we must impose: . The complementary (high-pass) function is shown in Fig.3 (b) . In Fig.3 (c) , a set of low-pass filters is shown, for increasing cut-off frequencies. The coresponding values are: 
we obtain the steep characteristic in Fig.5(c) , which rejects the zerofrequency component. 
E. Band-pass filter using A and B templates
Using both templates A and B, in the general non-symmetric form, it is possible to obtain a more selective band-pass behaviour. A simple approach to design such a band-pass filter is to impose the values of ( ) H ω at the limit frequencies, for instance: (Fig.6 , the curve marked with 1). In this particular case we have , which gives the most efficient filter of this kind. If this elementary filtering task is iterated several times, we can obtain more selective equivalent characteristics, as shown below (curves 2, 3 and 4), for a number of iterations Fig.7(f) shows the filter characteristic, which is of a mixed low-and high-pass type, along the two directions in the plane 1 2 ( , ) ω ω .
IV. 4. SIMULATION RESULTS
In order to illustrate the filtering capabilities of the abovepresented filters on 2-D images, some simulation results are shown in Fig.8 . The original image "Lenna" in Fig.8(a) is filtered with the sharp low-pass filter in Fig.7(a) , obtaining the output image in Fig.8(b) , which is very much blurred; all the contours and fine details are smoothed. Using the high-pass filter in Fig.7(e) , the result is shown in Fig.8(c) . The low frequencies (including zero, i.e. the average pixel value) are eliminated, and only the fine details are visible. Finally, with the combined low-and high-pass filter in Fig.7(f) , oriented along the axes 1 ω and 2 ω , we get the output images in Fig.8(d) and (e), respectively.
V. CONCLUSIONS
The use of non-symmetric control and feedback CNN templates enlarges the class of spatial filters which can be realized with templates of minimum size (1 3 × ). In this approach, we studied only the magnitude expression of the transfer function, neglecting the phase characteristic. Some useful filtering functions were studied, determining the design methods and the conditions to be satisfied by template parameters in order to obtain a filter with given specifications. We have also imposed in all cases the stability condition, which is essential in designing stable linear filters. In some cases, for instance band-pass filters, a more selective equivalent characteristic can be obtained by repeating several times the elementary filtering task. Some of the results can be directly extended to 2-D CNNs, using the 1-D filter as a prototype function. Thus we obtain sharp low-pass, high-pass and combined low-and high-pass 2-D filters, useful in real image filtering tasks, as shown in simulation results. 
