By making use of the linear operator Θ λ,n m , m ∈ N = {1, 2, 3, . . .} and λ, n ∈ N 0 = N ∪ {0} given by the authors, a class of analytic functions S λ,n m (α, σ) (|α| < π/2, 0 ≤ σ < 1) is introduced. The object of the present paper is to obtain sharp upper bound for functional a 2 a 4 − a 2 3 .
Introduction
Let A denote the class of normalised analytic functions of the form
where z ∈ U := {z : z ∈ C and |z| < 1} . Let S denote the class of all functions in A which are univalent.
Robertson [14] introduced the class of starlike functions of order σ as follows:
Definition 1.1 ([14] ). Let σ ∈ [0, 1], f ∈ S and
Then, we say that f is a starlike function of order σ on U and we denoted this class by S * (σ).
Spacek [15] introduced the class of spirallike functions of type α as follows:
Theorem 1.1 ([15] ). Let f ∈ S and −π/2 < α < π/2. Then f (z) is a spirallike function of type α
We denoted this class by S α . 456 AABED MOHAMMED AND MASLINA DARUS From Definition 1.1 and Theorem 1.1, it is easy to see ( [17] )that starlike functions of order σ and spirallike functions of type α have some relationships on geometry. Starlike functions of order σ map U into the right half complex plane whose real part is greater than σ by the mapping z f ′ (z) f (z) , while spirallike functions of type α map U in to the right half complex plane by the mapping
we can deduce that if we restrict the image of the mapping e i α z f ′ (z) f (z) in the right complex plane whose real part is greater than a certain constant, then the constant must be smaller than cos α.
Libera [16] introduced and studied the class S α σ given as follows:
Obviously,
For f j ∈ A given by
the Hadamard product (or convolution) f 1 * f 2 of f 1 and f 2 is defined by
We recall that a family of the Hurwitz-Lerch Zeta functions Φ 
which, for convenience, are called the Goyal-Laddha-Hurwitz-Lerch Zeta function. Here (x) k is Pochhammer symbol (or the shifted factorial, since (1) k = k! ) and (x) k given in terms of the Gamma functions can be written as
It follows that the authors [1] introduced the linear operator Θ λ,n m f (z) as the following.
For a = 1, in (1.2), we consider the function
In [10] , Noonan and Thomas stated that the qth Hankel determinant of the function f of the
We now introduce the following class of functions.
As is usually the case, we let P be the family of all functions p analytic in U for which ℜ{p(z)} > 0 and
where α is real, |α| < π/2 and p(z) ∈ P.
We note that
Remark 1.1 ([6] ). The subclass R was studied systematically by MacGregor ( [11] ) who indeed referred to numerous earlier investigations involving functions whose derivative has a positive real part.
It is well known ( [9] ) that for f ∈ S and given by (1.1) the sharp inequality a 3 − a 2 2 ≤ 1 holds. This corresponds to the Hankel determinant with q = 2 and k = 1. For a given family F of functions in A , the sharp bound for the nonlinear functional a 2 a 4 − a 2 3 is popularly known as the second Hankel determinant. This corresponds to the Hankel determinant with q = 2 and k = 2. The second Hankel determinant for some subclasses of analytic and nuivalent functions has been studied by many authors (see [2] - [6] , [18] , [19] ).
In the present paper, we seek upper bound for the functional a 2 a 4 − a 2 3 f ∈ S λ,n m (α, σ) . Our investigation includes a recent result of Janteng et al. [2] .
To prove our main result, we need the following lemmas.
Lemma 1.2 ([9]
). Let the function p ∈ P and be given by the series (1.5). Then, the sharp esti-
holds.
Lemma 1.3 ([7]
and [8] ). Let the function p ∈ P be given by the series (1.5). Then
for some x, |x| ≤ 1 and
for some z, |z| ≤ 1.
Main results
We prove the following. (α, σ) . Then
The estimate (2.1) is sharp.
Proof. Let f ∈ S λ,n m (α, σ). Then from (1.6)we have
where p ∈ P and is given by (1.5) . Then
Comparing the coefficients, we get (λ + 1) m 2 n e i α a 2 = (1 − σ)c 1 cos α,
Therefore, (2.2) yields
Since the functions p(z) and p(e i θ z), (θ ∈ R) are members of the class P simultaneously, we assume without loss of generality that c 1 > 0. For convenience of notation, we take c 1 = c, c ∈ [0, 2]. Using (1.7) along with (1.8), we get
An application of triangle inequality and replacement of |x| by y give Since
so that F ′ (c) < 0 for 0 < c < 2 and has real critical point at c = 0. Also F (c) > F (2). Therefore, max 0≤c≤2 F (c) occurs at c = 0. Therefore, the upper bound of (2.3) corresponds to y = 1, c = 0.
Hence a 2 a 4 − a 2 3 ≤ 4m 2 (1 − σ) 2 (1 + m) 2 cos 2 α 3 2n (λ + 1) 2 (λ + 2) 2 .
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which is the assertion (2.1).Equality holds for the function
(m) k−1 (λ + 1) k−1 k n z k * e −i α z 1 + (1 − 2σ)z 2 1 − z 2 cos α + i sin α .
This completes the proof of the Theorem 2.1.
Remark 2.1. For α = 0, σ = 0, λ = m = 1 , n = 0 and for α = 0, σ = 0, λ = 1, m = 2 , n = 1 we get a resent result due to Janteng et al. [2] as in the following corollary. The result is sharp.
