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1. INTRODUCTION 
This paper is concerned with the existence and oscillation of solutions of 
some initial value problems and boundary value problems associated with 
the real, scalar differential equation 
Y” + rF(t, Y, Y’) = 0, a<t<b, (1.1) 
where F is a real-valued continuous function bounded above and below by 
non-negative continuous functions p(y) and p(y) which satisfy certain mono- 
toneity properties. Section 2 below gives a more precise formulation of the 
problem. 
Nehari [5], [6], has established conditions under which, for any 
positive integer II, the boundary problem 
Y” + yF(t, Y”) = 0, 
y(a) = 0 = y(b), 
(1.2) 
has a solution which vanishes precisely n - 1 times in the open interval 
(a, b), (see [6]; Theorem 3.2). The conditions required by Nehari will be 
seen, in Section 6 below, to imply the conditions which we require here for 
equation (1.1), with the exception that Nehari does not assume a Lipschitz 
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condition on F, as is done in the present work. Because of this assumption of a 
Lipschitz condition, the results of this paper do not include the corresponding 
results of Nehari. However, since equation (1 .I) may involve y’ explicitly, 
and since the function F of equation (1 .l) need not be an even function of y 
nor satisfy certain monotoneity properties required by Nehari, the class of 
equations discussed here differs considerably from that discussed by Nehari. 
The differential equation 
Y” + Y& y, 4 = 0, (1.3) 
where A is a real parameter, was studied by Moroney [4], who employed a 
Priifer transformation to obtain results concerning the existence and oscil- 
lation of solutions of (1.3) on the interval [0, I], for boundary conditions 
y(0) = 0 = y(l), y’(0) = 1, and also for more general boundary conditions. 
The function C$ was assumed to be continuous and nonnegative on 0 ,< t .< 1, 
-co < y < co, cy. < h < cc, and to satisfy certain conditions on behavior 
with respect to the variables y and A, and extensive use was made of 
functions &y, X) and $(y, X), defined, respectively, as the supremum and 
infimum of +(t, y, X) on 0 < t < 1. The functionsp(y) and p(y) used in this 
paper will be seen to have several properties in common with the functions $ 
and $ of Moroney. 
Section 3 below is devoted to results on existence and oscillatory behavior 
of solutions of (1,l) which satisfy initial conditions y(a) = 0, y’(u) = p. The 
principal theorems of this paper appear in Section 4, where it is shown that 
for each positive integer n the differential equation (1 .l) has a solution which 
satisfies y(a) = 0 = y(b) and vanishes exactly n - 1 times in (a, 6). A similar 
result is given for the boundary conditions y(a) = 0 -= y’(b). 
In Section 5, a variational problem with an inequality side condition is 
employed to give an alternate treatment of some of Nehari’s results concerning 
the boundary problem (1.2), under the additional assumption that F(t, s) 
has a continuous partial derivative F,(t, s). Section 6 gives a discussion of 
a particular class of differential equations of the form (1. l), which in turn 
includes one of the equations treated in Section 5. The hypotheses used in 
Section 6 are similar in some respects to the conditions assumed by Moroney 
[4], and the results of the section serve to clarify the relationship between 
the results of the present paper and the corresponding results of Nehari and 
Moroney. 
2. FORMULATION OF THE PROBLEM 
If F = F(t, y, Y) is a real-valued continuous function defined on 
D: a<t<b, ---m < y < a, --co<Y<W, 
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a real-valued function y = y(t) defined on an interval [a, /3] C [a, b] will be 
called a solution of the differential equation 
Y” +YF(t,Y,Y’) = 0 (2.1) 
on [LY, ,G] if y E C”[a, /3] and y(t) satisfies (2.1) for all t E [CL, fi]. 
We will be concerned with existence and oscillation of solutions of the 
initial value problem 
I, : 
Yfl + YW, y, Y’) = 0, P-1) 
Y(U) = 0, Y’W = CL? (2.2) 
and of the boundary problems 
B: 
y” + yF(t, Y, Y’) = 0, (2.1) 
y(a) = 0 = y(b); (2.3) 
B, : 
Y” + YW, y, Y’) = 0, (2.1) 
y(u) = 0 = y’(h). (2.4) 
The symbol D will always be used below to denote the set [u, b] x R x R, 
as at the beginning of this section. It will be assumed throughout Sections 2, 
3,,and 4 thatF(t, y, Y) is continuous on D and satisfies the following conditions: 
Condition (I). F = F(t, y, ) Y is dejked on D, and there exist continuous 
functions P = I’(y) andE=P(y), dfi d e ne on (-co, co), with the following 
properties : 
0 < I’(y) < F(t, y, y) < p(y) for d (t, y, y) E 11, (2.5a) 
P(y)=0 ifandonlyif y=O, P(y) =0 ifundonlyif y =0, 
(2Sb) 
Y2 > Yl > 0 or y2 < y1 < 0 implies P(y2) > fi(yl) and P(y.J > #(ye, 
(2.k) 
;;-& P(y) = $h& P(y) = + co. (2.5d) 
Condition (II). F(t, y, r) is locally Lipschitxiun in (y, Y) on D; that is, 
for each point (7, 7, p) E D there is a neighborhood V : 1 t - T 1 < E, 
1 y - q / < 6, 1 T - p 1 < y, and a k > 0 such that ;f (t, y1 , rl) and (t, y2 , r2) 
are in V n D then 
lF(t,y,,y,)--F(t,y,,y,)l G~Y,-Y~I flrl--4). 
The functions &y, A) and &y, A) which are used by Xloronc!, [4] in dis- 
cussing the equation y” -f y$(t,y, A) = 0, as noted above in Section I, 
also have the properties (2.5a, b, c) for fixed A. ‘I’he conditions (2.5) arise 
quite naturally in attempting to generalize the problem (I .2) of Nehari. 
For example, if n is a positive integer, the differential equation 
yw $- p(t, y')y-l ~- 0 (2.6) 
satisfies the hypotheses required by Nehari in [.5] and [6] ifp(t, r) is a positive 
continuous function which is independent of Y. On the other hand, (2.6) satis- 
fies the conditions of the present paper if p(t, Y) is a continuous function 
having uniform positive lower and upper bounds on [a, b] x R and satis- 
fying a local Lipschitz condition with respect to r. This can be seen by noting 
first that (2.6) is of the form (2.1) with F(t, y, Y) = p(t, y)y2% for all 
(t, y, Y) E D; if p’ and j are defined as the respective supremum and infimum 
of p(t, r) on [a, b] x R then p(y) = Fyzn, p(y) =- jy2R satisfy properties 
(2.9, and F(t, y, Y) satisfies conditions (I) and (II). 
3. PROPERTIES OF SOLUTIONS OF THE INITIAL VALUE PROBLEM I, 
Let F = F(t, y, Y) be continuous on D and satisfy the local Lipschitz con- 
dition (II). It follows from standard existence and uniqueness theorems, 
(e.g. [2]; pp. 156-157), that for each real number p there is a largest half-open 
interval [a, /3,) C [a, 61 such that the problem I,, has a solution y,(t) defined 
on [a, &). Furthermore, it follows that : 
(i) y,(t) is the unique solution of 1, on any subinterval [a, /?) of [a, &), 
and 
(ii) the functions y(t, CL) = y,(t) and y’(t, p) :: y:(t) are continuous 
in(t,p)on[u,&), --co <p < co. 
The symbol [a, ,f3,) will always denote the largest half-open subinterval of 
[a, b] on which I, has a solution. In particular, if I,, has a solution y,(t) on the 
whole interval [a, b], then ,B,, = b and y,(t) is the unique solution of I, on 
[a, bl. 
It may be noted that the only use made of the local Lipschitz condition (II) 
in Sections 3 and 4 is to insure the uniqueness of solutions of (2.1), so that 
a uniqueness assumption could be substituted for condition (II). The local 
Lipschitz condition is retained, however, for simplicity of statement in 
referring to classical results. 
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THEOREM 3.1. Let F(t, y, Y) be continuous on D and satisjy conditions 
(I) and (II), and let m > 0 satisfy the condition 
%4b - 4) = 4(b 7;* a)” ’ 
Then for all p E (0, m) the solution y,(t) of the initial value problem I,, exists on 
[a, b], andyl(t) > 0 on (a, b); inparticular, y,(t) f 0 on (a, b] for such values p. 
For arbitrary p > 0 let y,(t) be the unique solution of 1, on [a, /3,). The 
continuity of yl on [a, j3,) insures the existence of an interval [a, T) throughout 
which y;(t) > 0. Define T = T,, by 
7’ = sup{~ / 7 E [a, &), y:(t) > 0 for all t E [a, 7)). (3.2) 
We note that a < T < b, and that T is a well-defined function of CL. Clearly 
y,(t) > 0 on a < t < T, so (2.1), with (2Sa), implies y;(t) < 0 on 
a < t < T; hence y:(t) is decreasing on [a, T) and satisfies 0 < y;(t) < p 
for all t E (a, T). Therefore, L = lim t+T-y:(t) exists and satisfies 0 < L < CL. 
Also, since y:(t) > 0 on [e, T), y,(t) is increasing on [a, T), and 
0 < ydt) = f yl(s) ds < p(t - a), a<t<T, (3.3) 
a 
so that 17 = lim,,,y,(t) exists and satisfies 0 < 77 < p(T - a). If yU( T) 
and y:(T) are not defined, we may define 
Y,(T) = rl = pgY,(% Y:(T) = jjpe y:(t)- (3.4) 
The function y,(t) is then a solution of (2.1) on the closed interval [a, T], 
with y;(t) > 0 for a < t < T and y,(t) > 0 for a < t < T. Thus, if 
T = 6, y,,(t) is the desired solution of 1, on [a, b], and to complete the proof 
of the theorem, it therefore suffices to show that T = b if p E (0, m), where 
m satisfies (3.1). That such an m exists follows from the properties of the 
function P. 
For p > 0, let u be the solution on [a, b] of the initial value problem 
d + IPU = 0, u(a) = 0, fW = CL, (3.5) 
where K = -ir/2(b - a). Since y,, satisfies (2.1), y,, is a solution on [a, fi,) of 
the initial value problem 
Y” + p(t)r = 0, y(a) = 0, y’(a) = pL, (3.6) 
where p(t) = F(t, y,(t), y:(t)). For any solutions u and y of (3.5) and (3.6), 
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if we multiply the differential equation of (3.5) by y, that of (3.6) by u, 
subtract, and integrate, making use of y(a) = u(n) = 0, we obtain 
y(t) u’(t) -y’(t) u(t) $- 1“ [K2 - p(s)] u(s)y(s) ds -= 0. (3.7) 
0 
In particular, (3.7) holds for y(t) = y,,(t), a < t < /3, . Now if p E (0, m), 
it follows from (3.3) that yU(t) < m(b - a), (I < t < T, and from this 
condition, with (2.5a), (2.5c), and (3.1), we obtain 
p(t) < p(r,(t)) < P(m(b - a)) = r2/4(b - u)” =: K2, a<t<T, 
so that K2 -p(t) > 0 on (a, T). Since y,(t) > 0 on (a, T] and u(t) > 0 
on (a, b], it then follows from (3.7) that 
r,(t) u’(t) G Y:(t) u(t), a<t<T. (3.8) 
Since u’(T) > 0 if T < 6, (3.8) implies that y;(T) > 0 if T < b. But if 
T < b, then in view of the remark following (3.4) it is clear that T < /$ , 
and if T < ,6, it follows readily from the definition of T that y;(T) = 0, a 
contradiction. Therefore, if p E (0, m), we must have T -= b, which, as noted 
above, completes the proof. 
The following result may be established by straightforward, elementary 
argument. The interval [a, &,) is again defined as in the remarks preceding 
Theorem 3. I. 
LEMMA 3.1. Let F(t, y, Y) be continuous on D and satisfy conditions (I) 
and (II), andfor TV E R lety,(t) be the unique solution of the initial valueproblem 
I,, defined on [a, 8,). If y,,(t) has onlyfinitely many zeros on [a, &), then & == b, 
and y&(t) can be extended to the closed interval [a, b] as a solution of I,, . 
LEMMA 3.2. Let F(t, y, T) be continuous on D and satisfy conditions (I) 
and (II). For CL,, E R, let y,,(t) be the unique solution of the initial value problem 
I,,,, on some closed interval [a, c] C [a, b]. Then there exists an m > 0 such that 
for all p E (pLu - m, p0 + m) the solution y,(t) of I, is dejined on the interval 
[a, c]. Ify,,(t) hasprecisely n zeros on the open interval (a, c), then: (i) ifra(c) f 0, 
there exists a 6 E (0, m) such that for all p E (p. - 6, p0 + S) the solution 
y,(t) of I, defined on [a, c] vanishes exactly n times in (a, c), and y,(c) f 0; 
(ii) ify,(c) = 0, there exists a S* E (0, m) such that for allp E (p,, - a*, uU + 6*) 
the solution y,(t) of I,, de$ned on [a, c] vanishes either n OY n + 1 times in (a, c]. 
The first conclusion of the lemma follows from standard embedding 
theorems for solutions of differential equations, (e.g. [2]; pp. 163-164). The 
second conclusion follows by elementary arguments involving the continuity 
ofy,(t) and y:(t) with respect to t and I”; for brevity, the proof is omitted. 
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Again, let F(t, y, r) be continuous on D and satisfy conditions (I) and (II), 
for each CL E R let y,(t) be the solution of the initial value problem I, on 
[a, /3,). It will be proved inductively that for every positive integer n there 
exists an M, > 0 such that if p > iI& then y,(t) has at least n zeros on (a, &). 
The theorem will be stated formally following the discussion for the case 
n = 1, because certain expressions in the statement of the theorem arise 
naturally in this discussion. 
For brevity of notation, the subscript p on y, is omitted. Assume that 
p > 0, and, as in the proof of Theorem 3.1, define T = T, by 
T = sup{7 1 7 E [Q, j?,), y’(t) > 0 for all t E [a, T)}. (3.9) 
Then T is a well-defined function of p for TV > 0 and satisfies a < T < /3, . 
As shown in the proof of Theorem 3.1, either T < /3,, < b so that y(T) and 
y’(T) exist, or T = b and y(t) can be extended to [a, 61 as a solution of (2.1) 
by use of equations (3.4); also, y’(t) > 0 on [a, T), and if T < /3, , then 
y’(T) = 0. 
Multiplying both sides of (2.1) by 2y’ and integrating, we obtain 
y’“(t) - u’“(a) + jt F[s, y(s), YWI 2Y(S)Y’(S) ds = 0, a :< t < T. 
a (3.10) 
Since y’(t) > 0 on [a, T), the function z = y(s) is strictly increasing on 
[e, T] and therefore has an inverse s = 1,5(z), 0 < z < 7, where 7 = y(T). 
Substituting in (3.10), with y’(a) = p, we obtain 
y’“(t) = $ - j:‘“’ Q&4, z, 1 /$w>12~~~, a < t < T. (3.11) 
In particular, with q = y(T), 
yr2(T) = P' - j,"W,, z, lM’(412~ dz, (3.12) 
which implies that 
P2 > J ‘hw, z, W(412~ dz, (3.13) 0 
with equality holding if and only if y’(T) = 0. From (3.11) and (3.13), it 
follows that 
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and the use of property (2Sa) then shows that 
(3.14) 
and, in view of (3.14), it follows that 
T - a G “i-r ii, I$) 2x ‘I”“)-“‘y’(t) dt. 
By a change of variable of integration, with y(a) = 0, y(T) = 7, this takes 
the form 
T - a < 1; ( f” P(z) 2x dz)-“’ dy, 
- r/ 
(3.15) 
and the substitution y = TV, followed by the substitution z = us, leads to 
T-a< .i” (j-’ P(y) 2s ds))“’ dv 
0‘ 1) 
- j-1” (1’ &p) 2s dsj-1’2 dv + i’:,, ( i’ @p) 2s ds)-“’ dv - 
2) - 1’ 
< 1”’ (j-i,, P(a) 2s dsj-“’ 
0 
dv + .fl,, (i’ I;‘&) 2s ds)-1’2 dv. 
c 
Consequently, 
T - a < (i+(&))- [j-l’” (1 - (&)“)-“” dv + ,:, (1 - .2)-l/2 dv] 
= (P(&))-1’2 (5 + ;) , 
and thus 
T - a < K(P(&rl))-1/2, K = k(5-r + $4). (3.16) 
In order to make use of this inequality, we need to show that 7 --+ co 
asp-f co. From (3.12) it follows that 
$’ = Y’W + ,; W(4,~, lM’(412~ dz, (3.17) 
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and hence, by (2Sa), 
/2 < y’s(T) + j-” P(x) 2x dx. 
0 
By (2Sc), P(x) is non-decreasing on [0, 71, and consequently 
so that 
P2 < Y’V) + 17’wd. (3.18) 
As noted above, y’(T) = 0 if a < T < b, while if T = b, the fact that 
y’(t) is decreasing on [a, T] implies that y’(T) < T/(b - a). Thus, in either 
case, 
0 < y’(T) < i;--Y . 
It then follows from (3.18) that 
p2 < T2[(b - Q)-~ i-&1)1, 
and therefore 71 + cc as p -+ co. p\;ow (3.16) and (2.5d) imply that 
(T - u) + 0 as q + 00, and consequently that (T - u) + 0 as TV -+ co. 
In particular, there exists an iVZ > 0 such that f~ > il4’ implies T < 6. 
Assume that p > M so that T < 6. Then, as noted previously, y’(T) = 0 
and T < p, . If t, is defined as 
t, = sup{7 / 7 E (T, /3,), y(t) > 0 for all t E (T, T)}, 
since y(T) > 0, it follows that T < t, < /3,, . If t, < ,B, , then y(t) and y’(t) 
are defined at t = tl ; if t, = /3, , then y(t) has no zeros on (a, PJ, so that 
Lemma 3.1 implies that p, = b and y(t) can be continued to the closed inter- 
val [a, b] as a solution of (2.1) andy(t,) andy’(t,) are defined by this extension. 
Thus, in either case, y(tl) and y’(ti) exist; in particular, if t, < /3, , it follows 
from the definition of t, that y(ti) = 0. 
Multiplying both sides of (2.1) by 2y’ and integrating, and using the fact 
that y’( T) = 0, we find that 
y’“(t) t f F[s, y(s), y’(s)1 2yW Y’(S) ds = 0, T < t s, t, . (3.19) 
T 
Since y(t) > 0 on (T, tl), (2.1) . pl im ies that y”(t) < 0 on (T, tl), so that 
y’(t) is decreasing on [T, tJ, and consequently, y’(t) < 0 on (T, ti]. Thus 
y(s) is strictly decreasing on [T, ti), so the function z = y(s), T < s < t, , 
292 HOOKER 
has an inverse s = d(z), y(tJ .< z :< 7 : ~(7’). Substitution in (3.19), 
followed by the use of (2.5a), then yields 
y”(t) ,_ f” P(z) 22 dz. 
y y(t) 
(3.20) 
Now 
so, from (3.20), 
tl -9 
tl-T< - 
.c (I T * Y(t) 
P(z) 22 dz) -“‘A y’(t) dt. 
Changing the variable of integration and using y( T) m= 7 gives 
tl - T < j-Ict, (i’: &4 22 dz) ~I” dy < j” (j-?(z) 2z dz)-l” dy. (3.21) 
t 0 ’ Y 
The right-hand side of inequality (3.21) is precisely the same as that of 
inequality (3.15), and hence the same steps that led to (3.16) now lead to the 
inequality 
t, - T < K(fi(;?7))-““, K = &r + d3). (3.22) 
Together, (3.16) and (3.22) imply that 
t, - a < K,(P(&))-“2, Kl = 2K. (3.23) 
It follows from (2.5d) and (3.23) that (tl - n) ---f 0 as 17 --f co, and hence 
that(t, -u)+Oasp-+ ~~,sinceq+ wasp-+ CO. 
Thus, for sufficiently large positive p, the value t, exists and satisfies 
t, < b. Because t, < b implies that y(tJ = 0, there exists an AZ, > 0 such 
that if p > M, then y(t) = y,(t) has at least one zero on (a, b). 
To obtain an inequality for t, - a directly in terms of p, we recall that 
if T < b then y’(T) = 0. With y’(T) = 0, (3.18) becomes 
P2 G ?%?)- (3.24) 
Now R(T) increases from 0 to co as 17 increases from 0 to CQ so for every 
p > 0 there exists a unique U = U(p) such that 
/A2 = lm(U). (3.25) 
U(p) is an increasing function of ~1 on [0, co) and satisfies U(0) = 0, 
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U(p) -+ co as TV - co. From (3.24) and (3.25) and the monotoneity ofp, it 
follows that 
7 = 17(P) 2 GYP), 
which, with (3.23) and the monotoneity of @, implies that 
t, - a < K,(P[:u(p)])-l’2, 
which is the desired inequality. 
(3.26) 
(3.27) 
For p > Mr , so that t, E (a, 6) andy(t,) = 0, we also obtain an inequality 
for 1 y’(Q in terms of CL; indeed, if y(tl) = 0, inequality (3.20) implies that 
(3.28) 
The function V(v) = [V2(y)]1/2 thus defined is an increasing function of 7 
on [0, co), with V(0) = 0, I’(T) + co as 7 -+ co. Consequently, by (3.28) 
and (3.26) we have 
I Y’W 2 WI) 3 VU(P)) = W(P). (3.29) 
The function IV(p) thus defined is also increasing on [0, co) and satisfies 
W(0) = 0, IV(p) -+ 03 as p ---f co; hence (3.29) implies / y’(Q ---f 00 as 
p -+ co. 
It has been assumed above that y’(u) = p > 0. If p < 0, a similar dis- 
cussion holds. In this case the results corresponding to (3.27) and (3.29) are 
t, - a < K~(zq~C(l c” l)])y2, 
I Y’(h)i 3 w CL 1). 
(3.27’) 
(3.29’) 
With U, W, and Kl as above, we have the following theorem, which has 
just been proved for the case n = 1 : 
THEOREM 3.2. Let F(t, y, r) be continuous on D and satisfy conditions (I) 
and (II). For p E R, let y,,(t) be the unique solution of the initial value problem 
I, defined on [a, BP). Then, for each positive integer n, there exists an M, > 0 
such that if p > M,, then y,(t) has at least n distinct zeros on (a, /3,). 
For /A > Mn , ;f t, , tl , . . . . t, are the jkt n + 1 zeros of y,(t) on [a, &), 
arranged so that a = t, < t, < . . . < t, , and if dj = yl(tj), ( j := 1, 2, . . . . n), 
then 
I 4 I 3 Wib), (j = l,..., n), and (9 
tj - tjbl < Kl{~[+UW~-‘(P)]}-1~2, (j = l,..., n), (ii) 
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where the exponent denotes repeated composition of ,functions and II/” denotes 
the identity function on [0, 03). 
The theorem has been proved for the cast n I. Suppose that it holds 
for U = R, and for p ..- -M,b , let y(t) be the corresponding solution of I,, on 
[a, &). If ‘1,. =- y’(t,J, where t,. is the kth zero of y(t) on (a, p,), then 
d j 0, because of the assumption that (i) holds for II - k. 1Vc restrict kr- 
attention to the case in which d,, :, 0, since the discussion for the case d,. I 0 
is similar. With d,; > 0, define 
TM =- sup{7 j 7 E [t,c , /3,), y’(i) > Ofor all t E [ta , T)). 
Then T,; +r is a function of p for p > iVlk , and by arguments similar to 
those used in the proof of Theorem 3.1, either Tk~+r < /3, < b, so that 
y(T,,) and y’(T,+,) exist and y’(Ti,+i) -: 0, or 7’,,, = b and y(t) can be 
extended to [a, b] as a solution of (2.1), so that y( 7’,._,) and y’( Z’*+r) can be 
defined by equations similar to equations (3.4). 
Let ~~+r == y(Tktl). The argument used in the case n = 1 to derive the 
inequality (3.16), with a, y, q, and T replaced by t,< , d, , ~~+r , and Tk,l , 
respectively, now shows that 
1’k,I - t, < K(23[$-Q..:+1])-1/2, K = $(n + 2/3). (3.30) 
The argument used following (3.16) to show that 1) + 03 as p -+ CO now 
shows that vk+r -+ co as d, + co. From (i), with n = R, and the properties 
of W, we have j dk j + co as p --f CO, and hence yk+r ---f CO as p ---f CO. 
Therefore, from (3.30), T,,-.v - t, + 0 as p -+ CO. From (ii), with n = k, 
it follows that t, - a --j 0 as p --f co. Consequently, 
lim (TTc.,.r - a) = $2 NT,+, - tk) + Ok - 41 = 0, Il--fm 
SQ Tk,, < b for sufficiently large ,u > 0. 
As noted above, y’(T,+,) := 0 if Tk+l < b, and for p large enough so 
that T,+, < b it follows, as in the proof of the inequality (3.26), that 
(3.31) 
where U is the function defined by (3.25). Then (3.30) and (3.31) imply 
Tk,, - t,. < K(P[&U(d,)])--l/2. (3.32) 
Next, for T,,, < b, we define 
t - sup{7 1 T E (T,+, , p,), y(t) > Ofor all t E (T, T)>. k+l - 
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It follows, as in the proof for the case n = 1, that either tk.tl = j3, = 6 
and y(t) can be extended to [a, b] as a solution of (2.1), or t,,., <: b, in which 
case t,+l < 6, and y(tk+J = 0. 
It now follows as in the proof of (3.22) that 
and hence that 
tit+1 - Tkl, < K(P[+U(d,)])-l’? 
From (3.32) and (3.33) it then follows that 
(3.33) 
t,+, - 2, < K,(P[*u(d,)])y2, Kl = 2K, 
and application of (i), with n = k, then gives the inequality 
t,+1 - t, < K&g UW7c(,)])-“2, 
where Wk denotes repeated composition of the function W defined by 
(3.29). Thus (ii) holds for 71 = k + 1. 
Since (ii) holds for n = k + 1 and UW+) --f CO as p ---f co, there 
exists an M,., > 0 such that if p > AZ,,, then tk+i < 6, so that t,C+l < ,H, 
and y(t,+,) = 0. Thus p > M,,+i implies that the solution of I, has at least 
k + 1 zeros in (a, &). 
Finally, for p > Mk+, , so that t,!, < 8, and y(tk+J = 0, it follows 
as in the proof of (3.29) that 
1 dk,, 1 3 W(4). (3.34) 
Then (3.34) and (i), with n = k, and the fact that W is an increasing function, 
imply that 
I dlc+l I 3 Wk”(p), 
so that (i) holds for n = k + 1. Thus we have shown that if the theorem 
holds for 71 = k, and if dk > 0, then the theorem holds for n == k + 1. 
Since for dk < 0 the desired result follows by a similar argument, the 
result of the theorem follows by induction. 
4. EXISTENCE THEOREMS FOR THE BOUNDARY PROBLEMS B AND B, 
The boundary problem B, restated here for reference, is 
B: Y” + YW, YY Y’) = 0, a<t<b, 
y(a) = 0 = y(b). 
505/s/2-6 
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Using the results of Section 3, we now prove the following result : 
THEOREM 4.1. LetF(t, y, r) be continuous on D and satisfy conditions (I) and 
(II). Then there exist values P,~ , (n =. 1, 2 ,... ), 0 < p1 < pLz < . . . C. pL7, ~1 . . . . 
such that for each n the solution y,,(t) of the initial value problem I,+ is de$ned 
on [a, b], has exactly n - 1 zeros on (a, b), and is a solution of the boundary 
problem B. 
For each p E R, let y,(t) be the unique solution of the initial value problem 
1, defined on the largest possible subinterval of [a, b]. If y,(t) is not defined 
for all t E [a, b], its domain is then a half-open interval [a, p,), as noted in 
the remarks preceding Theorem 3.1. 
Given a positive integer n, we define 
p7, = sup{m 1 m > 0; ;f 0 < p < m then y,(t) is de$ned on [a, b] and has 
at most n - 1 Zeros on (a, 6)). 
Such values of m > 0 exist, by Theorem 3.1, so pn > 0, and Theorem 3.2 
implies that pLn < MT, , where Mq7 is defined as in Theorem 3.2, so 
0 < P,~ < co. Immediately from the definition of pR the following condition 
holds: 
(0 If 0 < CL < P’Is , then y,(t) is defined on [a, b] and vanishes at most 
n - 1 times on (a, 6). 
Suppose the solution y,,(t) of IW, is not defined on [a, b]. By Lemma 3.1, 
y,,(t) then has infinitely many zeros on its domain [a, &). Therefore we 
may choose w E [a, p,,,) such that y,Jw) f 0 and y,,(t) vanishes n times in 
(a, w). By Lemma 3.2, there exists a 6, > 0 such that if / p - pLn / < 6, 
then y,(t) is defined on [n, w] and has n zeros in (a, w). Thus if 
t-h - 6, < P < Pn 9 then y,,(t) has n zeros in (a, w), which contradicts 
condition (C). Therefore y,,,(t) is defined on [a, b]. 
Next, suppose that y,,,(t) has K zeros on (a, b) for some k > n - 1. Then 
Lemma 3.2 implies the existence of a 6, > 0 such that if j p - p% / < 6, 
then y,,(t) has at least k zeros on (a, b). Thus, if pn - 6, < p < pn , then 
y,Jt) has at least k zeros on (a, b), which contradicts condition (C), since 
k > n - 1. Therefore y,,(t) has at most n - 1 zeros on (a, b). 
Next we show that y,%(b) = 0. Assume the contrary, and let k be the 
number of zeros ofyPn(t) on (a, b). By the above, k < n - 1. By Lemma 3.2, 
there exists a 6, > 0 such that if 1 p - pq2 / < 6, then y,(t) is defined on 
[a, b] and has exactly k zeros in (a, 6). For m satisfying pn < m < pfi + 6, 
it follows that if 0 < p < m then y,(t) is defined on [u, b] and has at most 
n - 1 zeros on (a, 6). This contradicts the definition of ,un , and therefore 
y,,Jb> = 0. 
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Now with y,,“(b) = 0, su.ppose that y,,(t) has exactly k zeros in (a, b), 
where k < n - 1. Then Lemma 3.2 assures the existence of a 6, > 0 such 
that if / TV - pfi 1 < 6, then y,(t) is defined on [a, b] and has either k or k -t- 1 
zeros in (a, b). Since k + 1 < n - 1, this leads, as in the preceding para- 
graph, to a contradiction of the definition of p.7L . Therefore ,y,,(t) has at 
least n - I zeros in (a, b). 
Combining these results, vve conclude that pn >, 0 and that y,Jb) = 0 and 
y,,,(t) has exactly n - 1 zeros in (a, b). Since rz was an arbitrary positive 
integer, these results hold for n = 1,2,... . The fact that p,, z< p”l,l for n < IIZ 
follows from the definition of pn and pLm , and since y,,(t) has exactly n - 1 
zeros on (a, b), it follows that P,~ < p,,( for n < nr, \I-hich completes the proof 
of the theorem. 
The boundary problem B, is defined by 
B 0: Y” + YW, y, y’) = 0, a<t<b, 
y(u) = 0 = y’(b). 
THEOREM 4.2. Let F(t, y, Y) be continuous on D and satisfy conditions (I) 
and (II). Then there exist values An, (n = 1, 2 ,... ), 0 < A, < .I. < An < . . . . 
such that for each n the solution yA,(t) of the initial value problem IAn is dejned 
on [a, b], has exactly n - 1 zeros oa (a, b), and is a solution of the boundary 
problem B, . 
For each p E R, let y,(t) be defined as in the proof of Theorem 4.1. For 
each positive integer n, let p,, be as in Theorem 4.1, so that y,,(t) is a solution 
of the boundary problem B with precisely n - 1 zeros on (a, b), and y,‘(t) 
exists on [a, b] for all positive p < p?, . Then yi,Jb) + 0, and we define 
h, = inf{o / u < pn , y:(b) yLn(b) :- 0 for 
From the continuity of y;(t) as a function of (t, CL), y:(b) is continuous in p, 
and consequently yk(b)yl%(b) > 0 for all p sufficiently near pn, so that 
&I -c PL, . 
If yln(b)yi,(b) > 0, then, by the continuity of y;(b) with respect to CL, 
there exists a 6, > 0 such that if 1 p - A, j < 6, then y:(b)yln(b) > 0. Thus 
y$)y&n(b) > 0 for A, - % < tc -c CL,, which contradicts the definition 
of hz , and therefore yi”(b)yL,(b) < 0. If yi*(b)yk,(b) < 0, then, by the con- 
tinuity of y:(b) in CL, there exists a 6, > 0 such that yL(b)ykw(b) < 0 for 
/ p - An 1 < 6, , and, in particular, for An < ~1 < A, + 6, . This contradicts 
the definition of A,, and it follows that y;n(b)yh,(b) = 0, so that yin(b) = 0. 
If k is the number of zeros of yA,(t) on (a, b), condition (C) of the proof 
of Theorem 4.1 implies that k < n - I. It will be shown that the assumption 
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that k < IZ - 1 leads to a contradiction of the definition of A,, , so that 
K = 71 - I. If K < n - 1, then since y;,(b) = 0, we have y,-(b) # 0, and 
it follows from Lemma 3.2 that y,(t) h as exactly /z zeros in (a, 6) for all p 
sufficiently near An . Because ~,,~(t) vanishes exactly n - 1 times in (a, 6), 
it follows from Lemma 3.2 and condition (C) of the proof of Theorem 4.1 
that y,(t) has exactly n - 1 zeros in (n, 6) for all p in some interval 
(pn - E, &j. Then, if y is defined as 
y = inf{u / A, < (5 < p,< ) y,(t) has exactly n - 1 zeros in 
it follows from the preceding remarks that A, < y < pL, . 
Let lz be the number of zeros ofy,(t) in (a, b). IfJJ,,(6) f 0, then Lemma 3.2 
implies that y,,(t) has exactly h zeros in (a, b), for all p sufficiently near y, 
and it then follows from the definition of y that h = n - I, Thus there 
exists a 6, > 0 such that if y - 6, < p < y, then y,(t) has exactly n --- I 
zeros on (a, b), which contradicts the definition of y; therefore y,,(b) = 0. 
Since y,(b) = 0, Lemma 3.2 implies that for p sufficiently near y, y,(t) 
has precisely 12 or h + 1 zeros in (a, 6), and it then follows from the definition 
of y that either h = n - 1 or h $- 1 = n - 1. If Iz = n - I, then y,(t) 
has exactly n - 1 or n zeros in (n, 6) for p sufficiently near y, and since 
y,(t) has at most n - 1 zeros in (a, 6) for /* < pli , it follows that there exists 
a 6, > 0 such that if y - 6, < p < y then y,(t) has exactly n - 1 zeros 
in (a, b), which contradicts the definition of y. Therefore, h +- 1 =-~ n -- I, 
so that y,(t) has exactly n - 2 zeros in (a, n) and satisfies y,,(b) ==z 0, while 
y,,(t) has exactly n -- 1 zeros in (a, h) and satisfies y,%(b) =- 0. Since all 
the zeros of y,,(t) and yy(t) are simple zeros, it follows that yi(h)yl,(b) < 0, 
and since y ‘:- A,, , this contradicts the definition of Ali . Thus the assumption 
that k < fz - 1 has led to a contradiction, so k n - I, and the proof is 
complete. 
It may be noted that, under the hypotheses of Theorems 4.1 and 4.2, 
there also exist negative values pcL, , 0 :> }Ll ;y . . . > pq, > . . . . and 
A,! , 0 > A1 3s- . . . > A, > . ..) such that the conclusions of Theorems 4.1 
and 4.2 hold for the corresponding solutions y,, and yA, of the initial value 
problems Iti, and IA, , (n -:= I, 2,...). To obtain these results, we first note 
that, ifF(t, y, Y) satisfies conditions (I) and (II), then G(t, y, 7) = F(t, -y, -Y) 
also satisfies conditions (I) and (II), and, if y(l) is a solution of 
y” + yG(t, y, y’) = 0, then u(t) := -y(t) satisfies the equation 
U” + uF(t, u, u’) = 0. The application of Theorems 4.1 and 4.2 to the 
differential equationy” + yG(t, y, y’) = 0 then gives the desired conclusions. 
Similar remarks hold concerning Theorems 3.1 and 3.2. 
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5. AN ALTERNATE PROOF OF SOME RESULTS OF NEHARI 
This section is devoted to the boundary problems 
y” +YF(4Y2) = 0, aft<b, 
Y(Q) = 0 = Y(b), 
(5.1) 
and 
Y” + PP(QY +YwY2) = 0, a<t<b, 
~(4 = 0 = y(b), 
(5.2) 
where p is a non-negative parameter and p(t) and F(t, S) satisfy conditions 
to be stated below. 
The main result of this section is Theorem 5.1 below. This result is in- 
included in Theorems 2.1 and 7.1 of Nehari [6]. The matter of interest here 
is the alternate method of proof, which employs directly the variational 
problem with inequality side condition suggested by the case n = 1 of 
Theorem 7.1 of Nehari [6]. 
Let p = p(t) be a continuous function on [a, b] satisfying p(t) > 0 for 
all t E [a, b]. Let F = F(t, S) be defined on A: a < t < b, 0 <z s < CO, and 
satisfy the following conditions: 
F(t, s) is continuous on A, (5.3a) 
F(t, s) > 0 for all (t, s) E A such that s > 0, (5.3b) 
there exists a y > 0 such that if 0 < s1 < s2 < CO, then 
q+‘F(t, sl) < sTF(t, s2) for all t E [a, b], (5.3c) 
the partiaZ derivative F,(t, s) exists and is continuous for 
all (t, s) E A. (5.3d) 
The existence of F,(t, s) was not assumed by Nehari, so because of this 
extra hypothesis, Theorem 5.1 does not include the corresponding results 
of Nehari. 
THEOREM 5.1. Given p. 3 0, and p and F satisfying the above conditions, 
the boundary probEem (5.2) has a solution which does not vanish on the open 
interval (a, b) if and only if p < pl , where p1 is the smallest proper vaZue of 
the system 
y” + CLp(t) y = 0, a<t<b, 
y(a) = 0 = y(b). 
(5.4) 
In particular, the boundary problem (5.1) has a solution which does not rani.slr 
on (a, b). 
The proof of this theorem will be given following some preliminar!, 
definitions, two lemmas, and the statement of the variational problem to 
be used in the proof. Several of the early steps in the discussion helo\\ 
parallel certain stages of Nehari’s argument [5], [6], and Nehari’s notation 
has been used wherever possible. 
The class of functions of integrable square on [a, b] will be denoted below 
by &[a, b]. We define 
G(t, s) = i“ F(t, 0) da, (4 s) E A, (5.5) 
II 
and 
qt, s, P) = m 4 L VP(t)> (4 s) E A, P E [OF 03). (5.6) 
For p 3 0, let L#,, denote the variational problem of minimizing the functional 
AYI = lb Cr”(W’(t, r”(t)) - G(C r”(t))1 dt 
a 
(5.7) 
subject to the conditions 
y is a.c. on [a, b], and y’ E -S?Ja, b], (5.8a) 
Aa) = 0 = y(b), 
y(t) f 0 on [a, bl, 
(5.8b) 
(5.8,) 
$[Y, ~1 = 1” b’“(t) -- r”(t) W, r”(t), 41 dt < 0. 
* a 
(5.8d) 
For convenient reference, the class of functions satisjying conditions (.5.8a-c) 
will be denoted by ~9, and for p 2 0 the class of functions in 9 which also 
satisfy (5.8d) will be denoted by 9* . 
The following result is a ready consequence of conditions (5.3a-d). 
LEMMA 5.1. If F(t, s) satisfies conditions (5.3), then for each t E [a, 61, 
F(t, s) is a continuous, strictly increasing function of s on 0 < s < GO, with 
F(t, 0) = 0 and lim,,,F(t, s) == a3. Also, F,s(t, s) > 0 for all (t, s) E d with 
s > 0. 
LEMMA 5.2. Let p, be the smallest proper value of the system (5.4). Then 
there exists a continuous, strict& increasing function Y := Y(q), defked on 
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0 < 7 < co and satisfying Y(0) = 0, lim,,,Y(T) = Go, .ruclz that ;f 
0 < p < pl then 
b 
r’“(t) dt 2 y(l - h-4 fw YE9LL. (5.9) a 
If for y E 9& we set p(y) = lb y’“(t) dt, then in view of y(a) := 0 it follows 
from the Schwarz inequality that y”(t) < &y)(t - a) on [a, b], and with 
the aid of (5.8d) and (5.6) it may be deduced that 
B(Y) d P(Y) @‘[B(Y)I + CL 1” y”(t) f(t) dt, 
where @(A) is the continuous, strictly increasing function on [0, co) defined as 
@(A) = J’” (t - a)F[t, A(t - a)] dt, o<x<cQ. 
a 
By a classical result, (see, for example, ([ 71; Sections 1, 3f), the least proper 
value of (5.4) is given by 
(5.11) 
and using this result together with (5.10) we obtain the inequality 
1 - p/p1 < @[&y)] if y E gU , so that Lemma 5.2 holds with Y the inverse 
function of CD. 
Proof of Theorem 5.1: For some fixed p > 0, let y0 = yO(tj be a solution 
of the boundary problem (5.2) such that y*(t) does not vanish on (a, b). 
We wish to show that p < pr, where pr is the smallest proper value of (5.4). 
The proof is given by Nehari ([6]; p. 166) and is repeated here for complete- 
ness. If p > 0, then y,, is a solution of the linear system 
Y” + CLW) + P-1wy02)1Y = 0, a<t<b, y(a) = 0 = y(b). 
Suppose that p 2 pr . Then II. > 0, and 
cc[P(t) + P-v, Yo”@>ll 2 PI+> z Pdw, adtfb, 
with strict inequality holding except at t = a and t = 6. It follows from 
Sturm’s comparison theorem (see Ince [3], p. 228) that as = 0 for some 
7 E (a, b), which is a contradiction, so that necessarily, p < p1 . 
The proof of sufficiency is divided into two parts: 
Part I. If p < k , the variational problem 9YU has a solution. 
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Part II. Every solution of the variational problem :iA, is a solution of the 
boundary problem (5.2), and such a solution does not vanish on (a, b). 
In order to establish Part I, let p satisfy 0 < p ; ,ui , where pi is the least 
proper value of (5.4). From property (5.3c), by an argument similar to that 
employed by Nehari ([.5]; p. 1 IO), we have that 
G(t, s) -< (1 -c y)-W(t, s). (5.12) 
This inequality, together with (5.6) and (5.8d) implies that 
Jbl 3 Y( 1 + Y)Y i” [P(t) --- ,4(t) p(t)1 dt, 
II 
for yEau. (5.13) 
Inequality (5.12) also implies that sF(t, s) - G(t, s) 4 0 for (f, s) E A, so 
that from (5.7) it follows that J[y] > 0 for y E 9, and hence inf{j[y] : y E BJ 
exists. If yn E gU , (n = 1, 2,...), and {J[yJ} tends to the infimum of j[y] on 
%‘w , then from the boundedness of (J[yJ) it follows from (5.13), with the 
aid of (5.1 l), that {Jbyz(t) dt} is b ounded. This latter condition implies by 
the Schwarz inequalgy that the sequence {m(t)} is equicontinuous on [a, b], 
and, since m(a) = 0, (n = 1, 2,...), that the sequence (m(t)} is uniformly 
bounded on [a, b], and hence, by well-known theorems, (see [8]; Sections 32, 
99), there exists a subsequence, which for brevity will also be denoted by 
{y*(t)>, which converges uniformly on [a, b] to a limit function y&t), {y:(t)} 
converges weakly in Tz[a, b] to y;(t) E $Pz[a, b], y,,(t) is a.c. on [a, b], and 
ye(a) = 0 = y,(b). By the bounded convergence theorem, J[yJ - J[yJ 
as n --j CO, so that J[y,J is the infimum of J[y] on gU . Thus, to prove that 
y0 is a solution of the variational problem AVU , it remains to show that y0 E g,, . 
It has already been shown that yu satisfies (5.8a) and (5.8b), and the conclusion 
that y,, satisfies (5.8d) is a consequence of the well-known semi-continuity 
property of the functional $[y, ~1. Finally, since (5.8d) holds for each 3/n , 
from Lemma 5.2 we have 
0 < Y(l - P/Yl) < f” y?(t) dt < .i” yn2(t> JTt, yn2(t), p] dt, (n = 1, 2,.-L 
- ” n 
so that lb y,,VP’[t, yo2(th PI dt 2 Y(1 - p/pl) > 0. Therefore y,,(t) $ 0 
on [a, b], &d y0 satisfies (5.8a-d), so y0 E afi . Consequently y0 is a solution 
of the variational problem BP, which completes Part I of the proof of the 
theorem. 
We proceed to establish Part II, that is, to prove that every solution of the 
variational problem g,, is a solution of the corrresponding problem (5.2). 
The first step is to show that, ify, E gU is a solution of g,, , then $[yO , ,u] = 0. 
Condition (5.8d) implies $[yO, ~1 < 0, and it will be shown that the as- 
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sumption that $[yo , p] < 0 leads to a contradiction. If for p > 0 we set 
yt&t) = qy,,(t), a ,( t < 6, then the assumption that $[yO, ,u] .< 0 implies 
~$[y(,) , ~1 < 0 for all 4 in some neighborhood of Q = I, and (d/dq)J[y(,j] 
must be zero for CJ = 1. By explicit computation, this derivative is 
2 lbygl(t)FS(t, y,,“(t)) dt. Since F,( t, 5) is continuous and positive for all (t, s) ELI 
satkfying s > 0, this implies that y,,(t) == 0 on [a, b], which contradicts 
(5.8~) since y,, E 9, . Therefore +[YO , ~1 =- 0, which was to be shown. 
Since $[yO, ~1 = 0, y0 minimizes Jly] in the subclass of 9, consisting 
of those functions y in 2?U which satisfy +[y, ~1 -= 0. It follows from the 
multiplier rule, (see [I]; p. 202), that there exist multipliers A1 and /1, , not 
both zero, such that the function defined by 
H(t, Y, r) = &W, y2) - G(t, ~71 + W2 - y’P(t, Y’> 41 
satisfies 
c” w,r4 Y&L A(t)1 44 4 W, Y&), YXt)l?‘(t)) dt =z 0 (5.14) 
for all 77 = v(t) satisfying (5.8a) and (Mb). In view of the condition 
P,(f, 5, CL) = F,(t, s), for the particular N(t,y, r) defined above the du Bois- 
Reymond form of the Euler equation states that there exists a constant c 
such that 
As y,,(t) + 0 on [LZ, 61, it follows readily that h, f 0, and consequently 
from (5.15) it may be deduced that y,,(t) h as a continuous second derivative 
on [LZ, b] and 
&ro”(t) + r,(t) W, y,“(t), ~11 = (4 - “2) y,“(t)Fs(t, y,“(t)). (5.16) 
In turn, if the members of (5.16) are multiplied by ye(t) and integrated over 
[CZ, b], the boundary conditions ~~(0) = 0 = y,(b) imply that 
Since $[yo , ~1 = 0, it then follows that A2 - )I1 = 0, and in view of (5.6) 
equation (5.16) may be written as 
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Thus for arbitrary p > 0 it has been shown that every solution in 3:, of 
the variational problem g,, is a solution of (5.2). 
Finally, we want to show that if p 2 0 and y0 E 9* is a solution of 39,‘ , 
then ye(t) f 0 on a < t < 6. Suppose that y0 is a solution of 39, and that 
ye(~) = 0 for some 7 E [a, 61. By (5.&z), there exists a 71 E (a, T) or ri E (T, h) 
such that y,,(~a) # 0. Assume that 7i E (a, T) and y0(7i) > 0; if rl E (7, b) 
or y0(7J < 0, the proof is similar. Let 
w = infit / t E (7i, b), y(t) = 01. 
Clearly yO(t) > 0 for all t E [3-i , w), andy,(w) = 0. It was shown above that 
y0 is a solution of the boundary problem (5.2), and the form of the differential 
equation of (5.2), together with the hypotheses on p and F, implies that 
y:(t) < 0 if ye(t) > 0, and hence y:(t) < 0 for 7r .< t < W. Therefore, 
y;(t) is decreasing on [I , w], so that by the mean-value theorem there 
exists a ~a E (I , w) such that ~‘(7s) < 0, and consequently y’(w) < 0. 
Now y,, E gW implies ] y0 1 E 2,) and since j[yO] = J[1 y. [I, the function 
/ y,, / is also a solution of the variational problem SYU . Therefore y0 ( is a 
solution of the boundary problem (5.2), so I y0 1 E C”[a, 61. But since 
Y~(QJ> f 0 and Y&W) = 0, I y. I ’ is not defined at t = W, a contradiction. 
Therefore ya(t) does not vanish on (a, b), which completes the proof of 
Part II. 
From the results of Parts I and II it follows that if 0 < p < pi , then the 
boundary problem (5.2) has a solution which does not vanish on (a, b). 
For p = 0, (5.2) reduces to (5.1) and hence (5.1) has a solution which does 
not vanish on (a, b), which completes the proof of Theorem 5.1. 
From the proof above and the necessity of the condition p < pi of 
Theorem 5.1, one may note the following result: 
COROLLARY. For p >, 0, the variational problem BP has a solution if 
and only if p < /11 , where pl is the least proper value of the system (5.4). 
6. A SPECIAL CASE OF EQUATION (2.1) 
In this section the differential equation 
Y” + rf(t, Y> = 0, (6.1) 
with f (t, y) satisfying conditions given below, is shown to be a special case 
of equation (2. I), with F(t, y, r) satisfying conditions (I) and (II). 
The function f (t, y) is assumed to be defined and continuous on 
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D, : a < t < b, ---CO < y < co, and to satisfy the following hypotheses: 
f(t, Y) 3 0 for ~11 (t, y) E D, , (6.2a) 
f(t, y) = 0 ;J and only ify = 0, (6.2b) 
y2 > y1 2; 0 or y2 < y, < 0 implies thatf(t, y2) 3 f(t, yJ 
for erery t E [a, b], (6.2~) 
)$f(t,y) = J$mf(4y) = -t~for every t E [a, b], (6.2d) 
for each (T, 7) E D, , there is a neighborhood V of (T, q) such 
that f (t, y) satisfies a Lipschitz condition with respect to y 
in V f7 D, . (6.2e) 
It is readily verified that if f (t, y) = F(t, y’) for all (t, y) E’ D, , where 
F(t, s) is the function appearing in the boundary problem (5.1) and satisfying 
conditions (5.3), then f(t, y) satisfies conditions (6.2). Therefore the 
problem (5.1) is a special case of the boundary problem defined by the 
equation (6.1) with boundary conditionsy(a) = 0 = y(b). 
The conditions (6.2a, b, c, and e) are similar to conditions on +(t,y, A) 
assumed by Moroney [4] in connection with the characteristic value problem 
YM + Ye, y, 4 = 0, O<t,<l, 
Y(O) = 0, Y’(O) = 1, 
y(1) = 0. 
However, in place of condition (6.2d), Moroney assumes a condition called 
the “regenerative property”, which involves the behavior of $(t, y, A) with 
respect to A. 
Iff is defined and continuous on D, and satisfies conditions (6.2), we define, 
fory E R, 
f(Y) = QgF& f (t, Y), and f(Y) = inib f (t, y). 
It follows by elementary arguments that f and { are continuous on R and 
satisfy conditions (2.5), and the function f (t, y, r) = f(t, y), (t, y) E D, , 
r E R, is continuous on D = [a, b] x R x R and satisfies conditions (I) 
and (II) of Section 2. Thus the equations y” + yF(t, y2) = 0, where F(t, s) 
satisfies the conditions of Section 5, and y” + yf(t, y) = 0, where f(t, s) 
satisfies the conditions of the present section, are both special instances 
of the equation (2.1) of Sections 3 and 4, so that the results of those sections 
apply to these equations also. 
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