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Abstract
We give an effective algorithm to determine the endomorphism ring of a Drinfeld
module, both over its field of definition and over a separable or algebraic closure
thereof. Using previous results we deduce an effective description of the image of the
adelic Galois representation associated to the Drinfeld module, up to commensura-
bility. We also give an effective algorithm to decide whether two Drinfeld modules are
isogenous, again both over their field of definition and over a separable or algebraic
closure thereof.
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1 Introduction
Given a Drinfeld A-module ϕ : A→ K[τ ] over a field K, can one effectively determine its
endomorphism ring EndK(ϕ)?
Before answering this question, we must make it more precise. By definition EndK(ϕ)
is the subset of elements of K[τ ] which commute with ϕa for all a ∈ A. Thus one can write
down individual endomorphisms, but what does it mean to know their totality? We think
it means three things: Firstly, since EndK(ϕ) is a finitely generated projective A-module,
one should have a finite set of generators. Secondly, one should know all A-linear relations
between them, in other words, one should have a finite presentation of EndK(ϕ) as an
A-module. Thirdly, one should be able to express any given endomorphism as an A-linear
combination of the generators. Applying this to the product of any two generators, this
yields an explicit description of the ring structure of EndK(ϕ), using which many questions
about EndK(ϕ) as an A-algebra reduce to finite calculations over A.
To answer the question we must also clarify which algebraic calculations we assume
that one can already perform within A and within K. By definition, the coefficient ring A
underlying a Drinfeld module is a finitely generated normal integral domain of transcen-
dence degree 1 over a finite prime field Fp of order p. So we assume that A is given by
explicit finite sets of generators and relations. We also assume that K is the fraction field of
an integral domain that is given by explicit finite sets of generators and relations over Fp.
For calculations within A and K we then have all the standard procedures from algorith-
mic commutative algebra at our disposal. Of course, one cannot effectively construct, or
calculate within, a separable or algebraic closure Ksep ⊂ K of K. But one can calculate in
any finite extension of K and enlarge that extension whenever necessary.
The assumption thatK is finitely generated over Fp, however, introduces a new problem.
Namely, while there exists a finite field extension K ′ of K with EndK(ϕ) = EndK ′(ϕ), there
is no a priori choice for it. To determine EndK(ϕ) we must therefore also specify such an
extension K ′.
With these provisos we can now say that EndK(ϕ) and EndK(ϕ) can be effectively
determined: see Theorems 6.9 and 6.8.
Our algorithm for this has essentially two parts. One process goes through all integers
d > 0 and finds all endomorphisms of degree d by solving finitely many polynomial equa-
tions. Eventually it will find a finite set of generators, but knowing when that happens
requires other information. It is not hard to see that it suffices to know the rank of the
endomorphism ring over A. So in addition to the first process, we start another process in
parallel that tries to prove that the right number of A-linearly independent endomorphisms
has already been found. When that succeeds, it kills the first process and stops with the
correct answer.
The second process uses the Galois representation on the p-adic Tate module of ϕ for a
suitable prime p of A. By the Tate conjecture for Drinfeld modules, proved by Taguchi [18],
[19], [20] and Tamagawa [21], this representation determines the endomorphism ring to a
large extent; in particular, it determines its rank over A. Though the Galois representation
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can be studied only indirectly, the associated characteristic polynomials of Frobeniuses
can be computed effectively. The second process limits the possible endomorphisms by
searching for characteristic polynomials that are sufficiently independent of each other in
some sense.
For Drinfeld modules of generic characteristic, the endomorphism ring is always com-
mutative, and the program outlined above suffices to determine it effectively. In special
characteristic the endomorphism ring can be non-commutative, and we must wrestle with
additional technical difficulties. The problem is that there may exist more endomorphisms
when A is replaced by a smaller admissible coefficient ring. This puts additional constraints
on the Galois representation.
In fact, by results of the second author and others [11], [12], [14], [13], [2], the knowledge
of the endomorphism rings of certain Drinfeld modules obtained from ϕ by varying the ring
of coefficients A determines the image of the Galois representation up to commensurability,
even for the whole adelic Galois representation associated to ϕ. We therefore set up things
to compute all this information as well and are thereby able to effectively determine the
image of Galois up to commensurability: see Theorem 6.12.
In special characteristic we treat the isotrivial case, where ϕ is isomorphic over K to
a Drinfeld module defined over a finite field, separately. In the non-isotrivial case we first
use the method sketched above to find a maximal commutative subring A′ of EndK(ϕ).
For technical reasons we replace ϕ by an isogenous Drinfeld module, after which A′ is an
admissible coefficient ring and ϕ extends to a Drinfeld A′-module with EndK(ϕ
′) = A′. In
a second step we then find the unique smallest admissible coefficient ring B ⊂ A′ such that
the center of EndKsep(ϕ
′|B) is B, whose existence is guaranteed by Pink [12, Thm. 1.2].
Our algorithm for this again has two parts. One process computes the traces of Frobe-
niuses in the adjoint representation, whose values generate the fraction field of B by Pink
[12, Thm. 1.3]. It thus constructs an increasing sequence of subrings Bk of A
′ with Bk = B
for all sufficiently large k, but again it does not know when that occurs. In addition to the
first process, we therefore run another process in parallel that tries to prove that B has
been reached. This process is started as soon as the first Bk is infinite, and it simply goes
through all integers d > 0 and finds all endomorphisms of degree d of ϕ′|Bk over K. This
process knows whether Bk = B has been reached by computing the ranks of Bk and of the
submodule of EndK(ϕ
′|Bk) that is generated by the endomorphisms already found. When
that occurs, it kills the first process and stops with the correct answer. Using the knowledge
of B one can then find the endomorphism ring of the original Drinfeld module ϕ.
In all this, we do not care about computational efficiency; we only try to keep the code
short and well-organized. An actual implementation should probably retain intermediate
information and reuse it later. Also, simply searching for all endomorphisms of small degree
seems a brute force approach. In Section 7 we discuss some ideas which might speed up
the search by finding a priori candidates for the generators of the endomorphism ring.
A natural related question, kindly raised by Peter Jossen, is whether one can effectively
decide whether two given Drinfeld A-modules ϕ and ψ over K are isogenous over K, re-
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spectively over K. Using the same methods as for endomorphisms, we answer this question
affirmatively and show that HomK(ϕ, ψ) and HomK(ϕ, ψ) can be effectively determined:
see Section 8.
With effectiveness established, one may ask whether there exist any kinds of a priori
bounds on the endomorphism ring, say on its rank and its discriminant over A, for instance
in terms of the height of the Drinfeld module. (For abelian varieties over number fields such
bounds are due to Masser and Wu¨stholz [10].) This article has nothing to contribute to
this question, but it may be an interesting one for someone to pursue in the future.
Also, we have not tried to actually implement the proposed algorithms and can therefore
not show any nice examples.
The article grew out of the master thesis of the first author [8].
2 Endomorphisms and image of Galois
In this section we review known facts about endomorphisms and Galois representations
associated to Drinfeld modules and deduce some consequences. For the general theory of
Drinfeld modules see Drinfeld [3], Deligne and Husemo¨ller [1], Hayes [5], or Goss [4].
Basics: Let Fp denote the finite field of prime order p. Let F be a finitely generated
field of transcendence degree 1 over Fp, and let A be the subring of elements of F which
are regular outside a fixed place ∞ of F . We call such A an admissible coefficient ring.
Let K be another finitely generated field over Fp with separable, respectively algebraic
closuresKsep ⊂ K. Write End(Ga,K) = K[τ ] with τ(x) = xp. Consider a Drinfeld A-module
ϕ : A→ K[τ ], a 7→ ϕa of rank r with characteristic ideal p0 ⊂ A. Recall that ϕ has generic
characteristic if p0 = (0) and special characteristic otherwise. We call ϕ isotrivial if, over
some finite extension of K, it is isomorphic to a Drinfeld A-module defined over a finite
field; this can happen only in special characteristic.
Endomorphisms: By definition EndK(ϕ) is the centralizer of ϕ(A) in K[τ ]. This is
a finitely generated projective A-module, and End◦K(ϕ) := EndK(ϕ) ⊗A F is a division
algebra over F of finite dimension dividing r2. There exists a subfield K ′ ⊂ Ksep finite
over K such that EndK(ϕ) = EndK ′(ϕ). In generic characteristic the endomorphism ring
is always commutative.
Good reduction: Choose a normal integral domain R ⊂ K which is finitely generated
over Fp with Quot(R) = K, such that ϕ extends to a Drinfeld A-module over SpecR. For
any maximal ideal m ⊂ R let ϕm denote the resulting Drinfeld A-module over the finite
residue field km := R/m. It is known that any endomorphism of ϕ over K already has
coefficients in R; so reduction modulo m induces a natural homomorphism of A-algebras
(2.1) EndK(ϕ) −→ Endkm(ϕm).
Moreover, the degree in τ of an endomorphism is preserved under reduction; hence the
homomorphism is injective.
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Frobenius: The element Frobm := τ
[km/Fp] lies in the center of km[τ ] and therefore in
Endkm(ϕm). In fact, the center of End
◦
km(ϕm) is the field extension F (Frobm) of F that is
generated by Frobm. Moreover, let dm denote the dimension of F (Frobm) over F , and let
e2m be the dimension of End
◦
km(ϕm) over F (Frobm); then we have dmem = r.
Let minm(X) denote the minimal polynomial of Frobm over F ; by construction it is
irreducible and monic of degree dm. Since Frobm lies in an A-algebra of finite rank, this
polynomial actually has coefficients in A. Define charm(X) := minm(X)
em, which is a monic
polynomial in A[X ] of degree r, called the characteristic polynomial of Frobm.
Tate modules: For any maximal ideal p 6= p0 of A the p-adic Tate module Tp(ϕ) is a
free module of rank r over the completion Ap. It is naturally endowed with an action of
EndK(ϕ) and a continuous action of the Galois group Gal(K
sep/K). These actions commute
with each other, and each helps in understanding the other.
Let Rsep denote the integral closure of R in Ksep. For any maximal ideal m ⊂ R choose
a maximal ideal msep ⊂ Rsep which contains m. Then its residue field ksepm := R
sep/msep is
a separable closure of km. For any maximal ideal p of A different from the characteristic
ideal of ϕm this choice induces a natural isomorphism Tp(ϕ) ∼= Tp(ϕm). This isomorphism
is compatible with the action of endomorphisms via the reduction homomorphism (2.1). It
is also compatible with the action of the decomposition group at msep; namely, the inertia
group acts trivially on Tp(ϕ), and the isomorphism is equivariant under the action of the
Frobenius at m. Moreover, the characteristic polynomial of this Frobenius in its action on
the Tate module is precisely the characteristic polynomial charm(X) defined above.
Adelic Galois representation: The product Tad(ϕ) =
∏
p6=p0
Tp(ϕ) is a free module
of rank r over Aad =
∏
p6=p0
Ap, called the prime-to-p0 adelic Tate module of ϕ. It again
carries natural commuting actions of EndK(ϕ) and of Gal(K
sep/K). The latter corresponds
to a continuous homomorphism
(2.2) ρad : Gal(K
sep/K) → AutAad(Tad(ϕ))
∼= GLr(Aad).
The image of ρad is determined up to commensurability by endomorphisms, as described
below.
Isogenies: A non-zero homomorphism between two Drinfeld A-modules is called an
isogeny. With an isogeny, we can often reduce ourselves to Drinfeld A′-modules of smaller
rank for a larger ring A′, using the following fact:
Proposition 2.3 (Hayes [5, Prop. 3.2], Devic-Pink [2, Prop. 4.3]) Let A− be a commuta-
tive A-subalgebra of EndK(ϕ). Then its normalization A
′ is an admissible coefficient ring,
and there exist a Drinfeld A′-module ϕ′ : A′ → K[τ ] and an isogeny h : ϕ→ ϕ′|A over K.
Moreover, we have rank(ϕ) = rankA(A
′) · rank(ϕ′).
For the remainder of the present section we fix a maximal commutative subring A− of
EndKsep(ϕ) and a subfield K
′ ⊂ Ksep which is finite over K such that A− ⊂ EndK ′(ϕ). Set
F ′ := Quot(A−) and let A′ ⊂ F ′ be the normalization of A−. Using Proposition 2.3 over K ′
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we choose a Drinfeld A′-module ϕ′ : A′ → K ′[τ ] and an isogeny h : ϕ→ ϕ′|A over K ′. Then
EndKsep(ϕ
′) = A′. Moreover ϕ is of special characteristic, respectively isotrivial, if and only
if ϕ′ is so. Set r′ := rank(ϕ′) and consider the adelic Galois representation associated to ϕ′:
(2.4) ρ′ad : Gal(K
sep/K ′) → AutA′
ad
(Tad(ϕ
′)) ∼= GLr′(A
′
ad).
Generic characteristic: Here the image of Galois is described by:
Theorem 2.5 (Pink-Ru¨tsche [13]) If ϕ has generic characteristic, the image of ρ′ad is an
open subgroup of GLr′(A
′
ad), and the image of ρad is commensurable with the subgroup
CentGLr(Aad)(EndKsep(ϕ)).
Special characteristic: Here the endomorphism ring may be non-commutative; more-
over, there may exist an admissible coefficient ringB $ A with EndKsep(ϕ) $ EndKsep(ϕ|B),
which puts additional constraints on the image of Galois. If ϕ is isotrivial, the image of
ρad is commensurable with the pro-cyclic subgroup generated by the image of Frobenius.
Otherwise:
Theorem 2.6 (Pink [12, Thm. 1.2]) If ϕ is non-isotrivial of special characteristic, there
exists a unique admissible coefficient ring B ⊂ A′ with the properties:
(a) The center of EndKsep(ϕ
′|B) is B.
(b) For every admissible coefficient ring B′ ⊂ A′ we have EndKsep(ϕ
′|B′) ⊂ EndKsep(ϕ
′|B).
In almost all cases this subring B can be characterized independently using traces of
Frobenius. In fact B is determined by the subfield E := Quot(B) of F ′ := Quot(A′),
because B = A′ ∩E. Choose a normal integral domain R′ ⊂ K ′ which is finitely generated
over Fp with Quot(R′) = K ′, such that ϕ′ extends to a Drinfeld A′-module over SpecR′.
For any maximal ideal m′ ⊂ R′ let ϕ′m′ denote the resulting Drinfeld A
′-module over the
finite residue field km′ := R
′/m′. Write the characteristic polynomial of Frobm′ associated
to ϕ′ in the form
∑r′
i=0 aiX
i with ai ∈ F
′, or in the form
∏r′
i=1(X − αi) over an algebraic
closure of F ′, and set
(2.7) tm′ :=
a1ar′−1
a0
=
r′∑
i=1
r′∑
j=1
αi
αj
∈ F ′.
Thus tm′ is the trace of Frobm′ in the adjoint representation on EndA′
p′
(Tp′(ϕ
′)) for any
maximal ideal p′ different from the characteristic of ϕ′m′. Let E
trad ⊂ F ′ be the subfield
generated by the elements tm′ for all m
′.
Theorem 2.8 (Pink [12, Thm. 1.3]) In the situation of Theorem 2.6, we have either
(c) Etrad = E, or
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(c’) p = rank(ϕ′) = 2 and Etrad = {e2 | e ∈ E}.
To describe the image of Galois let r′′ be the rank and q0 ⊂ B the characteristic ideal
of ϕ′|B. For any maximal ideal q 6= q0 of B let Dq denote the commutant of EndKsep(ϕ
′|B)
in EndBq(Tq(ϕ
′|B)) ∼= Matr′′×r′′(Bq), which is an order in a central simple algebra over
Quot(Bq) = Eq. Let D
1
q denote the multiplicative group of elements of Dq of reduced
norm 1, which is a subgroup of SLr′′(Bq). Choose an element b0 ∈ B that generates a
power of q0, view it as a scalar in
∏
q6=q0
GLr′′(Bq), and let 〈b0〉 denote the closure of the
subgroup generated by it. Let K ′′ ⊂ Ksep be a finite extension of K ′ over which all elements
of EndKsep(ϕ
′|B) are defined.
Theorem 2.9 (Devic-Pink [2, Thm. 1.2]) In the situation of Theorem 2.6, the image
of Gal(Ksep/K ′′) in the adelic Galois representation associated to ϕ′|B is contained in∏
q6=q0
D×q and commensurable with
〈b0〉 ·
∏
q6=q0
D1q .
The images of Galois for ϕ′ and ϕ up to commensurability can be determined from
the image for ϕ′|B as explained in Devic-Pink [2, §6.2]. Specifically, by [2, Prop. 6.7] the
characteristic ideal p′0 ⊂ A
′ of ϕ′ is the unique maximal ideal of A′ above q0. For each
maximal ideal q 6= q0 of B there is a natural Galois equivariant isomorphism
(2.10) Tq(ϕ
′|B) ∼=
∏
p′|q
Tp′(ϕ
′).
This induces a natural embedding
(2.11) Dq →֒
∏
p′|q
EndA′
p′
(Tp′(ϕ
′)) ∼=
∏
p′|q
Matr′×r′(A
′
p′).
Via Theorem 2.9 this determines the action of Galois on the Tate modules of ϕ′. A similar
reduction process yields the action on the Tate modules of ϕ.
We will use Theorem 2.8 to bound E and B from below, so the case (c’) might cause
us problems. But we can avoid these using the following additional result:
Proposition 2.12 In the situation of Theorem 2.6, if rank(ϕ′) = 2, then B = A′.
Proof. To ease notation we replace K by K ′. LetM denote the moduli scheme of Drinfeld
A′-modules of rank 2, which is affine of relative dimension 1 over Spec(A′). Since ϕ′ is non-
isotrivial, the associated K-valued point of M lies over a generic point of the special fiber
Mp′0 over Spec(A
′/p′0). On the one hand this shows that after replacing K by a suitable
subfield of Ksep we may assume that K has transcendence degree 1 over Fp. On the other
hand, since Mp′0 is affine, there exists a place v of K with local ring Ov such that the
7
K-valued point does not extend to a morphism SpecOv → M . This means that ϕ
′ does
not have potentially good reduction at v. After replacing K by a finite extension we may
assume that ϕ′ has semistable reduction at v. Thus after conjugating ϕ′ by an element
of K× we may assume that its coefficients are integral at v and that its reduction has
rank > 0.
Choose an extension of v to Ksep and let Oˆv ⊂ Kv ⊂ K
sep
v denote the corresponding
completions of Ov ⊂ K ⊂ K
sep. Let Iv ⊂ Dv ⊂ Gal(K
sep/K) denote the respective inertia
and decomposition groups. Since ϕ′ has rank 2, its Tate uniformization (see Drinfeld [3,
§7]) must consist of a Drinfeld A′-module ψv of rank 1 over Spec Oˆv and an A
′-lattice
Λv ⊂ K
sep
v of rank 1 for the action of A
′ on Ksepv via ψv. Here by definition an A
′-lattice
is a finitely generated projective A′-submodule whose intersection with any ball of finite
radius is finite. This implies that any non-zero element of Λv has valuation < 0. Also, since
Λv is finitely generated, after again replacing K by a finite extension we may assume that
Λv ⊂ Kv.
Take any maximal ideal p′ 6= p′0 of A
′. Then the Tate uniformization yields a natural
Dv-equivariant short exact sequence
0 −→ Tp′(ψv) −→ Tp′(ϕ
′) −→ Λv ⊗A′ A
′
p′ −→ 0.
Here Iv acts trivially on the outer terms; so in a suitable basis its action on Tp′(ϕ
′) corre-
sponds to a homomorphism
(2.13) Iv −→ Up′ :=
(
1 A′p′
0 1
)
⊂ GL2(A
′
p′).
Let ∆ denote the image of this homomorphism, viewed as a closed subgroup of the additive
group of A′p′ . We claim that ∆ is open in A
′
p′ .
To see this, we assume without loss of generality that the valuation v is normalized
on Kv. Pick an element λ ∈ Λvr {0} and set c := −v(λ) ∈ Z>1. Recall that some power of
p′ is principal, say p′k = (a′) with k > 0 and a′ ∈ A′. The Tate uniformization thus yields
a natural Dv-equivariant isomorphism
ϕ′[p′k] ∼=
{
x ∈ Ksepv
∣∣ ψv,a′(x) ∈ Λv} / Λv.
Set m := dimFp(A
′/p′k). Since ψv is a Drinfeld A
′-module of rank 1 over Oˆv, we have
ψv,a′ =
∑m
i=0 uiτ
i with ui ∈ Oˆv and um ∈ Oˆ
×
v . Therefore any solution x ∈ K
sep
v of the
equation ψv,a′(x) = λ satisfies p
m · v(x) = v(λ) = −c. It follows that the field extension
Kv(x)/Kv has ramification degree at least p
m/c. The image of Iv in the action on ϕ
′[p′k]
therefore also has order at least pm/c = |A′/p′k|/c. But this image is naturally isomorphic
to the image of ∆ ⊂ A′p′ in A
′/p′k, which therefore has index at most c. Repeating the
calculation with p′ki in place of p′k shows that for every integer i > 0, the image of ∆ ⊂ A′p′
in A′/p′ki has index at most c. Passing to the inverse limit over i we deduce that ∆ ⊂ A′p′
itself has index at most c. It is therefore open, as claimed.
Now we can prove the proposition by contradiction. Suppose that B $ A′, or equiva-
lently [F ′/E] > 1. Then we can find a maximal ideal q 6= q0 of B and a maximal ideal p
′
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of A′ above q such that [F ′p′/Eq] > 1. We can also make q avoid the finitely many primes
of E where the central simple E-algebra End◦Ksep(ϕ
′|B) is not split. Then its commutant
Dq ⊗Bq Eq is also split, i.e., isomorphic to the ring of 2× 2-matrices over Eq. Theorem 2.9
with the embedding (2.11) thus implies that the image Γp of Gal(K
sep/K) in the Galois
representation on Tp′(ϕ
′) is contained in a conjugate of GL2(Eq) in GL2(F
′
p′). But by the
claim above Γp contains a conjugate of an open subgroup of
(
1 A′p′
0 1
)
. Together this is not
possible with [F ′p′/Eq] > 1, yielding the desired contradiction. 
Independence of Frobeniuses: Next we will show that there exist Frobeniuses for
ϕ′ whose associated field extensions of F ′ are maximally independent. This requires some
group theoretical preparation.
Consider a nonarchimedean local field L of equal characteristic p with algebraic clo-
sure L. Recall that an element of GLr′(L) is called regular semisimple if it has r
′ distinct
eigenvalues in L. Let us call an element totally split if its eigenvalues lie in L, respectively
totally inert if its eigenvalues generate an unramified field extension of degree r′ of L.
Lemma 2.14 Every open subgroup of SLr′(L) possesses an element γ such that, for any
δ ∈ GLr′(L) sufficiently close to γ, every positive power of δ is regular semisimple and
totally split. The same is true with totally inert in place of totally split.
Proof. Let OL denote the valuation ring of L and (π) its maximal ideal. Choose i > 1
such that the given subgroup contains all elements of SLr′(OL) which are congruent to
the identity matrix modulo (πi). Let γ0 ∈ GLr′(OL) be the diagonal matrix with diagonal
entries 1 + πi, 1 + πi+1, . . . , 1 + πi+r
′−1. Then γ := γr
′
0 det(γ0)
−1 lies in the given subgroup
of SLr′(L). By construction γ has r
′ distinct eigenvalues in L, which are all congruent to 1
modulo (πi). For any δ ∈ GLr′(L) close to γ, the characteristic polynomial of δ is close to
that of γ. But by Hensel’s lemma split separable polynomials remain split separable under
small deformations. Thus any δ ∈ GLr′(L) sufficiently close to γ has r
′ distinct eigenvalues
in L, which are all congruent to 1 modulo (πi). Moreover, if some positive power δn had two
equal eigenvalues, two eigenvalues of δ would differ by a nontrivial root of unity congruent
to 1 modulo (π), which does not exist. Thus δn is regular semisimple and totally split, as
desired.
To prove the same assertion with totally inert in place of totally split, let L′ be
an unramified extension of degree r′ of L with valuation ring OL′ . Choose an element
α ∈ OL′ whose residue class generates the residue field extension k
′/k and has trace
trk′/k(α) = 0. Identify OL′ with a subring of the matrix ring Matr′×r′(OL), and set
γ0 := 1 + π
iα ∈ GLr′(OL). Then det(γ0) ≡ 1+π
i trk′/k(α) ≡ 1 modulo (π
i+1). Dividing one
matrix column of γ0 by this determinant yields an element γ ∈ SLr′(OL) which is congruent
to 1 + πiα modulo (πi+1). Thus γ lies in the given subgroup. Consider any δ ∈ GLr′(OL)
congruent to γ modulo (πi+1). Then (δ − 1)/πi has coefficients in OL and is congruent
to α modulo (π); hence its residue class generates k′ over k. Thus the OL-subalgebra of
Matr′×r′(OL) generated by it is isomorphic to OL′ . It follows that the L-subalgebra of
Matr′×r′(L) generated by δ is isomorphic to L
′; hence δ is regular semisimple and totally
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inert. Moreover, the ratio of any two distinct eigenvalues of δ is congruent to 1 modulo (π)
and therefore not a root of unity. Thus any positive power δn is again regular semisimple
and generates the same L-subalgebra, hence is again totally inert, as desired. 
Now we return to Drinfeld modules of arbitrary characteristic, keeping the notation
from before. For any maximal ideal m′ of R′ we abbreviate F ′m′ := End
◦
ksep
m′
(ϕ′m′).
Proposition 2.15 There exist maximal ideals m′, n′ ⊂ R′, such that F ′m′ and F
′
n′ are com-
mutative and linearly disjoint over F ′, that is, their tensor product over F ′ is a field.
Proof. If r′ = 1, then F ′m′ = F
′ for all m′ and the assertion is trivial. So assume that
r′ > 1. Then ϕ′ is not isotrivial. If ϕ′ has special characteristic, let B, E, and Dq be as
above. Otherwise, set B := A′ and E := F ′ and Dq := Matr′×r′(Bq).
Let F ′′ ⊂ F ′ be the maximal subfield which is separable over E. Then there exist
infinitely many maximal ideals q of B which are totally split in F ′′. For almost all of these
we also have q 6= q0 and Dq ∼= Matr′×r′(Bq). We select two distinct maximal ideals q and
q′ of B with these properties. Let
Γ˜ ⊂ D×q ×D
×
q′
∼= GLr′(Bq)×GLr′(Bq′)
denote the image of Gal(Ksep/K ′′) in the Galois representation on Tq(ϕ
′|B) × Tq′(ϕ
′|B).
Then Theorem 2.5, respectively 2.9, implies that Γ˜ contains an open subgroup of SLr′(Bq)×
SLr′(Bq′).
Lemma 2.16 There exists a maximal ideal m′ of R′ such that F ′m′ is commutative and any
maximal ideal of A′ above q is totally split in F ′m′, while any maximal ideal of A
′ above q′
is totally inert in F ′m′.
Proof. Using Lemma 2.14 choose an element γ ∈ SLr′(Bq) close to the identity element,
such that for any δ ∈ GLr′(Bq) sufficiently close to γ, every positive power of δ is regular
semisimple and totally split. Likewise choose an element γ′ ∈ SLr′(Bq′) close to the identity
element, such that for any δ′ ∈ GLr′(Bq′) sufficiently close to γ
′, every positive power of δ′
is regular semisimple and totally inert. As these elements can be chosen arbitrarily close to
the identity element, we can require that γ˜ := (γ, γ′) is an element of Γ˜. Since the images of
Frobenius elements in Gal(Ksep/K ′′) form a dense subset of Γ˜, there then exists a maximal
ideal m′ of R′ such that the image δ˜ = (δ, δ′) of Frobm′ satisfies the stated conditions, i.e.,
any positive power of δ is regular semisimple and totally spilt and any positive power of δ′
is regular semisimple and totally inert. We claim that m′ has the desired properties.
To see this recall that End◦ksep
m′
(ϕ′m′|B) = End
◦
ℓm′
(ϕ′m′|B) for some finite field extension
ℓm′ ⊂ k
sep
m′ of km′, say of degree n > 1. Its center Em′ is thus the field extension of E which
is generated by Frobnm′. Moreover, the minimal polynomial of Frob
n
m′ over E is equal to
that of δn and of δ′n. As these elements are regular semisimple, it follows that Frobnm′ is
separable of degree r′ over E. Thus Em′ is separable of degree r
′ over E.
10
Next, the reduction of endomorphisms (2.1) induces a natural homomorphism of Em′-
algebras
(2.17) Em′ ⊗E End
◦
Ksep(ϕ
′|B) −→ End◦ksep
m′
(ϕ′m′|B).
Recall that r′ = rank(ϕ′), so that r′′ = rank(ϕ′|B) = r′d with d := [F ′/E]. Then
End◦Ksep(ϕ
′|B) is a central simple E-algebra of dimension d2. On the other hand, since Em′
is the center of End◦ksep
m′
(ϕ′m′|B) and of degree r
′ over E, the equation rank(ϕ′|B) = r′′ = r′d
implies that dimEm′ (End
◦
ksep
m′
(ϕ′m′|B)) 6 d
2. Thus the source and target in (2.17) are central
simple Em′-algebras of dimension d
2, respectively 6 d2; hence the homomorphism is an
isomorphism.
Now observe that by the definition of endomorphisms End◦Ksep(ϕ
′) is simply the com-
mutant of F ′ within End◦Ksep(ϕ
′|B). The fact that End◦Ksep(ϕ
′) = F ′ thus means that F ′
is a maximal commutative subalgebra of End◦Ksep(ϕ
′|B). Therefore the isomorphism (2.17)
maps Em′ ⊗E F
′ isomorphically to a maximal commutative subalgebra of End◦ksep
m′
(ϕ′m′|B).
But again by the definition of endomorphisms End◦ksep
m′
(ϕ′m′) is simply the commutant of F
′
within End◦ksep
m′
(ϕ′m′ |B). As the center of End
◦
ksep
m′
(ϕ′m′|B) is Em′ , this commutant is equal to
the commutant of the image of Em′ ⊗E F
′, and hence equal to the image of Em′ ⊗E F
′.
This shows that F ′m′ := End
◦
ksep
m′
(ϕ′m′) is isomorphic to Em′ ⊗E F
′ over F ′. In particular F ′m′
is commutative.
Finally, the fact that δn is totally split implies that q is totally split in the field ex-
tension Em′ = E(Frob
n
m′). It follows that any maximal ideal of A
′ above q is totally split
in Em′ ⊗E F
′ ∼= F ′m′ . Likewise, the fact that δ
′n is totally inert implies that q′ is totally
inert in Em′ . Since by assumption q
′ is totally split in the maximal separable subextension
of F ′/E, every maximal ideal of A′ above q′ has the same residue field as q. Thus every
maximal ideal of A′ above q′ is totally inert in Em′ ⊗E F
′ ∼= F ′m′. Therefore m
′ has all the
desired properties. 
To finish the proof of Proposition 2.15, choose any m′ as in Lemma 2.16. Applying
Lemma 2.16 with the roles of q and q′ reversed, we also choose a maximal ideal n′ of R
such that F ′n′ is commutative and that any maximal ideal of A
′ above q′ is totally split
in F ′n′ , while any maximal ideal of A
′ above q is totally inert in F ′n′ . Together these properties
imply that F ′m′ and F
′
n′ are linearly disjoint over F
′, and we are done. 
3 Computer algebra prerequisites
In this section we briefly recall the methods from computer algebra which are used in the
rest of the article. As a general reference, one can consult for example the book “Compu-
tational Commutative Algebra 1” by Kreuzer and Robbiano [7]. Many of the operations
mentioned here are implemented in common computer algebra systems.
Representation of algebras and fields: Any finitely generated Fp-algebra R can
be represented as the quotient of a polynomial ring Fp[X] := Fp[X1, . . . , Xr] by a finitely
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generated ideal J . Using Gro¨bner bases one can effectively decide whether J is prime, or
equivalently whether R is integral. The localization of R with respect to finitely many
elements x1, . . . , xs can be represented on the same footing as R
′ := R[1/x1 · · ·xs] =
R[Y ]/(x1 · · ·xsY − 1).
Any finitely generated field K over Fp can be represented as the field of fractions of
R := Fp[X ]/J for a prime ideal J . Any calculation with ideals in K[Y1, . . . , Ys] reduces to
one in R′[Y1, . . . , Ys] for a suitable localization R
′ of R.
Basic operations on elements: Let R = Fp[X ]/J be a finitely generated Fp-algebra.
Using a Gro¨bner basis of J , for every element of R one can compute its unique reduced
representative with respect to this basis. Thus one can effectively decide whether two given
elements of R are equal. If R is integral, one can therefore also decide whether two elements
of its field of fractions are equal.
Using Gro¨bner bases one can also test whether a given element is contained in a given
ideal of R. In particular, if R is integral, one can test whether one element divides another
in R and, if so, determine the quotient. Thus one can decide whether an element of the
field of fractions already lies in R.
Ideals and subrings: For any homomorphism f : S → R of finitely generated Fp-
algebras and any ideal J of R one can effectively determine the ideal f−1(J) of S. In par-
ticular, one can determine Ker(f) and hence obtain an explicit representation of Im(f) ∼=
S/Ker(f). Applying this when S is a polynomial ring over Fp, one can thus explicitly
describe the subalgebra generated by finitely many given elements of R.
Furthermore, one can construct a sequence of all maximal ideals of R.
Normalization: If R is integral with field of fractions K, one can effectively describe
the normalization R′ of R together with the inclusions R →֒ R′ →֒ K, see for example
Singh-Swanson [16].
Field extensions: Let K be a field which is finitely generated over Fp. Then for any
irreducible polynomial P ∈ K[X ] one can write down a field extension of K generated
by a root of P , namely as K[X ]/(P ). Given an arbitrary polynomial P ∈ K[X ], one can
effectively find its irreducible factors with multiplicities by Steel [17]. By iteration one can
therefore effectively describe a splitting field of P over K.
For any field extension K ⊂ L and any element x ∈ L, one can effectively decide
whether x is algebraic over K and, if so, determine its minimal polynomial over K. By
factoring a polynomial over L one can determine all its roots in L. In particular, one can
therefore determine all conjugates of x over K in L.
Also, for any simple finite extension K ⊂ K ′, one can effectively describe all homomor-
phisms K ′ → L over K, by mapping the generator of K ′ to roots of its minimal polyno-
mial. By iteration over simple extensions, one can effectively describe all homomorphisms
K ′ → L over K for any finite extension K ⊂ K ′.
Moreover, one can effectively decide whether two field extensions K ′/K and K ′′/K are
linearly disjoint in that their tensor product K ′⊗KK
′′ is a field. Indeed, if K ′/K is simple,
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this is equivalent to the minimal polynomial of the generator over K remaining irreducible
over K ′′. The general case follows by iteration over simple extensions.
For any field K we let Ksep ⊂ K denote a separable, respectively an algebraic closure
ofK. Though one cannot effectively construct these and compute in them, one can calculate
in any finite extension and enlarge it whenever necessary. Throughout, all finite separable
extensions of K are tacitly assumed to be contained in Ksep.
Solving polynomial equations: Let S be a system of finitely many polynomial equa-
tions in several variables over K which is known to have only finitely many solutions in K.
Then one can determine a finite extension K ′ of K such that all solutions of S lie in K ′
and one can find those solutions; Lazard [9] gives a possible way of doing this.
Intermediate fields: For any finite separable field extension K ⊂ L one can effectively
find a Galois closure L˜ and determine the Galois group of L˜/K. For every subgroup of this
Galois group one can effectively determine generators of the associated intermediate field.
In this way one can make a finite list of all intermediate fields of L/K.
More generally let L/K be an arbitrary finite field extension with maximal separable
subextension L′/K. Then any intermediate field of L/K is a purely inseparable field exten-
sion of an intermediate field of L′/K. If K has transcendence degree 1 over Fp, any purely
inseparable extension is determined by its degree and generated by p-power roots; hence
one can also make a finite list of all intermediate fields of L/K in this case.
Transcendence degree 1:We will often deal with finitely generated integral domains
over Fp of transcendence degree 1. Any such ring B possesses a transcendent element t
such that B is a finitely generated Fp[t]-module. One can thus present B efficiently via a
basis as Fp[t]-module and a multiplication table with entries in Fp[t]. For any other such
element t′ ∈ B one can translate this presentation over Fp[t] into one over Fp[t′], using
commutative algebra over Fp[t, t′].
In the same way one can describe any torsion free commutative or non-commutative
B-algebra which is finitely generated as a B-module. This reduces many computations
with modules and ideals to linear algebra over the principal ideal domain Fp[t].
Modules: For any finitely generated B-module M one can find its rank and the ele-
mentary divisors as an Fp[t]-module. In particular, one can decide whether M is finite and,
if so, make a list of its elements. If M is torsion free, for any submodule N of M one can
effectively compute the saturation {m ∈ M | ∃ b ∈ B r {0} : bm ∈ N}. In particular, for
any Quot(B)-subspace V of M ⊗B Quot(B) one can determine V ∩M .
Admissible coefficient rings: Let F be the function field of an irreducible smooth
projective curve C over Fp. Let A be the subring of elements of F which are regular outside
a fixed point∞ of C. We call such A an admissible coefficient ring. For any ideal a ⊂ A, one
can compute its prime factorization and the number dimFp(A/a). One can also compute
the degree deg(∞) of the residue field at ∞ over Fp. For any integer n > 0, the finite
set of elements a of A with a = 0 or dimFp(A/Aa) 6 d is just the Riemann-Roch space
Γ
(
C,OC(⌊
n
deg(∞)
⌋∞)
)
, which can be effectively determined by Hess [6].
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We finish this section with two more specialized facts.
Lemma 3.1 For any simple finite field extension F (x) of F , there exists an integer m > 1
such that
⋂
n>1 F (x
n) = F (xm). Moreover, knowing the minimal polynomial of x over F
one can effectively find such m as well as the minimal polynomial and the degree of xm
over F . In particular, one can effectively decide whether F (xn) = F (x) for all n > 1.
Proof. Choose m such that [F (xm)/F ] is minimal. Then for any n > 1, we have F (xm) =
F (xnm) ⊂ F (xn). This proves the first statement of the lemma.
To find m effectively, note first that if x = 0, then m = 1 does the job. Otherwise,
let P (X) be the minimal polynomial of x over F . By looking at the coefficients of P (X)
one can find the largest power pi such that P (X) = Q(Xp
i
) for some polynomial Q(X).
Then Q(X) is the minimal polynomial of xp
i
over F . After replacing x by xp
i
we can thus
assume that P (X) 6∈ F [Xp], in other words that P (X) is separable. Let σ1, . . . , σr be the
pairwise distinct homomorphisms over F from F (x) into a separable closure F sep of F .
Then P (X) =
∏r
i=1(X − σi(x)). Consider the polynomial
Q(X) :=
∏
i 6=j
(
X −
σi(x)
σj(x)
)
.
Being symmetric functions in σ1(x), . . . , σr(x), the coefficients of Q lie in F and can be
effectively computed from those of P . We can then effectively compute the factorization of
Q(X) into monic irreducible polynomials over F . By determining which of their coefficients
are algebraic over Fp we can effectively decide which of these factors are defined over the
constant field of F . From these we can effectively find a positive integerm such that all their
roots are m-th roots of unity. This integer has the property that for all n > 1 and i 6= j, if
σi(x
n) = σj(x
n), then σi(x
m) = σj(x
m). By Galois theory this implies that F (xm) ⊂ F (xn),
so m has the desired property.
Using symmetric functions again one can now effectively compute the polynomial∏r
i=1(X − σi(x
m)) in F [X ]. As this is a power of the minimal polynomial of xm over F ,
by factorization one can effectively determine this minimal polynomial, and hence also its
degree. This proves the second statement of the lemma.
In particular, knowing the degrees of of the minimal polynomials of x and xm over F
one can effectively decide whether F (xm) = F (x). This implies the last statement. 
Computation in K[τ ]: As before let K be a finitely generated field over Fp. By
definition an element u =
∑n
i=0 uiτ
i ∈ K[τ ] with un 6= 0 has degree degτ (u) := n, and
the zero element has degree −∞. This degree is additive in products, that is, for any
u, v ∈ K[τ ] we have degτ (uv) = degτ (u) + degτ (v). Also, any left ideal of the ring K[τ ] is
principal, and K[τ ]× = K×.
Proposition 3.2 For any elements u, v ∈ K[τ ] with v 6= 0 there exist unique q, r ∈ K[τ ]
with u = qv + r and degτ (r) < degτ (v). Any finite subset of K[τ ] possesses a greatest
common right divisor and a least common left multiple, which are unique up to left multi-
plication by an element of K×. All of these can be computed effectively.
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Proof. For the first statement, that K[τ ] is euclidean with respect to right division, see
Goss [4, §1.6]. That q and r can be computed effectively is shown as in a commutative
polynomial ring, for instance by induction on degτ (u) and comparison of the highest coef-
ficients. The corresponding euclidean algorithm yields the greatest common right divisor
of any two, and consequently of any finite number of, elements of K[τ ].
For the least common left multiple of a finite subset S ⊂ K[τ ] consider the left K[τ ]-
module M :=
⊕
u∈S K[τ ]/K[τ ]u. The common left multiples of S are precisely those
elements of K[τ ] which annihilate the element (1 +K[τ ]u)u∈S of M . Thus they form a left
ideal of K[τ ], which is therefore principal. Any generator of this ideal is a least common
left multiple of S. If 0 ∈ S, this least common left multiple is 0; otherwise its degree in τ is
at most dimK(M) =
∑
u∈S degτ (u) < ∞. In this case it can be determined by a bounded
number of polynomial calculations over K. 
4 Bits of algorithms
Throughout this section we fix a Drinfeld A-module ϕ : A→ K[τ ] over a finitely generated
field K.
Proposition 4.1 One can effectively determine the rank and height and characteristic
ideal p0 of ϕ, hence whether ϕ has generic or special characteristic, and whether ϕ is
ordinary resp. isotrivial.
Proof. Choose a non-constant t ∈ A and write ϕt =
∑n
i=0 xiτ
i with xn 6= 0. By definition
the rank of ϕ is the quotient n/ dimFp(A/At). By our computer algebra prerequisites, it
can therefore be determined effectively. Also ϕ has generic characteristic if and only if x0
is transcendental over Fp. Specifically p0 is defined as the kernel of the homomorphism
A→ K, a 7→ dϕa. By our computer algebra prerequisites, it can be determined effectively.
If p0 6= 0, one can choose a new element t ∈ p0 r {0}. Write ϕt =
∑n
i=m xiτ
i with
xm 6= 0, and write At = p
k
0a for an ideal a prime to p0. Then by definition the height of ϕ
is the quotient m/ dimFp(A/p
k
0), and ϕ is ordinary if and only if its height is 1. This can
therefore also be determined effectively.
Next ϕ is isotrivial if and only if there exists y ∈ K
×
such that y−1ϕay has coefficients
in a finite field for every a ∈ A. We claim that it is enough to check this condition for the
chosen element t ∈ A. Indeed, if it holds for t, after replacing ϕ by y−1ϕy we may assume
that ϕt has coefficients in a finite field k ⊂ K. Setting B
′ := Fp[t], the restriction ϕ|B′ is
then a Drinfeld B′-module defined over k. Thus there exists a finite extension k′ ⊂ K of k
with EndK(ϕ|B
′) = Endk′(ϕ|B
′) ⊂ k′[τ ]. Since ϕ induces an embedding A →֒ EndK(ϕ|B
′),
it follows that ϕ itself is defined over k′ and is therefore isotrivial, as claimed.
To test the condition for t, observe that y−1ϕty =
∑n
i=0 xiy
qi−1τ i. A direct calculation
shows that there exists y ∈ K× such that all xiy
qi−1 are algebraic over Fp if and only if
the ratios xq
n−1
i /x
qi−1
n are algebraic over Fp for all 0 6 i < n. By our computer algebra
prerequisites, this condition can be tested effectively. 
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Proposition 4.2 One can effectively find A′ and ϕ′ and h in Proposition 2.3, as well as
an isogeny h′ : ϕ′|A→ ϕ over K and an element a ∈ Ar {0} with h′h = ϕa.
Proof. We follow the construction in Devic-Pink [2, Prop. 4.3]. By our computer alge-
bra prerequisites, one can effectively describe the normalization A′ and, since A′/A− is
finite, find an element a ∈ A r {0} satisfying A′a ⊂ A−. Choose a system R of non-zero
representatives of cosets of A′ modulo A−.
For simplicity we denote the given embedding A− →֒ EndK(ϕ) by a
− 7→ ϕa−. Using
Proposition 3.2, for any a′ ∈ R one can effectively find the least common left multiple
of ϕa and ϕa′a in K[τ ] and write it in the form ha′ϕa′a for some ha′ ∈ K[τ ]. Since A
′ is
commutative, we have ϕaϕa′a = ϕa′aϕa. Thus this element is a common left multiple of
ϕa′a and ϕa, hence a left multiple of ha′ϕa′a; hence ϕa is a left multiple of ha′ . Next, using
Proposition 3.2 again one can effectively find the least common left multiple h ∈ K[τ ]
of the elements ha′ for all a
′ ∈ R. Since ϕa is already a common left multiple of these
elements, it is a left multiple of h; in other words we have ϕa = h
′h for some h′ ∈ K[τ ].
This construction has the following effect. For any non-zero element u ∈ K[τ ] consider
the finite subgroup scheme ker(u) of Ga,K . For any two non-zero elements u, v ∈ K[τ ] with
least common left multiple wv we then have ker(u) + ker(v) = ker(wv) and hence
v(ker(u)) = v(ker(u) + ker(v)) = v(ker(wv)) = ker(w).
In the above construction we therefore have ϕa′a(ker(ϕa)) = ker(ha′). Summing over all
a′ ∈ R implies that ∑
a′∈R
ϕa′a(ker(ϕa)) = ker(h).
Thus h is the element f from the proof of [2, Prop. 4.3]. There we constructed a unique
Drinfeld A′-module ϕ′ : A′ → K[τ ] such that h is an isogeny ϕ → ϕ′|A. Since h′h = ϕa
with a 6= 0, it follows that h′ is an isogeny ϕ′|A→ ϕ. To find ϕ′ explicitly, for any element
a′ ∈ A′ we have a′a ∈ A− and can therefore calculate
ϕ′a′hϕa = ϕ
′
a′ϕ
′
ah = ϕ
′
a′ah = hϕa′a.
This means that ϕ′a′ is the quotient of hϕa′a upon right division by hϕa in K[τ ], which can
again be computed explicitly by Proposition 3.2. 
Proposition 4.3 Let f ∈ EndK(ϕ). As an element of the commutative subfield F (f) of
End◦K(ϕ) of finite degree over F , it possesses a unique minimal polynomial minf ∈ F [X ].
This polynomial has coefficients in A, and writing minf(X) = X
k + a1X
k−1+ . . .+ ak, for
each 1 6 i 6 k we have
degτ (ϕai) 6 i · degτ (f),
with equality for i = k.
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Proof. Since EndK(ϕ) is finitely generated as an A-module and A is integrally closed, the
minimal polynomial has coefficients in A.
Let A′ be the integral closure of A[f ] within F ′ := F [f ]. By Proposition 2.3, this is an
admissible coefficient ring and there exist a Drinfeld A′-module ϕ′ and an isogeny h : ϕ→
ϕ′|A over K. This induces an isomorphism of F -algebras ε : End◦K(ϕ)
∼
→ End◦K(ϕ
′|A)
satisfying ε(g)h = hg for all g ∈ End◦K(ϕ); in particular ε(f)h = hf . Thus f and ε(f) = ϕ
′
f
have the same degree in τ and the same minimal polynomial over F . After replacing ϕ by
ϕ′|A, we may therefore assume that A′ ⊂ EndK(ϕ).
Since A ⊂ A′ is an inclusion of admissible coefficient rings, there is a unique place ∞′
of F ′ lying over ∞. For f ∈ F ′ this implies that minf has a unique slope at ∞. More
precisely, let ord∞′ be the normalized valuation on F
′ associated to ∞′ and deg(∞′) the
degree of its residue field over Fp. Then by the definition of rank(ϕ′) we have
degτ (ϕ
′
a′) = rank(ϕ
′) · dimFp(A
′/A′a′) = − rank(ϕ′) · deg(∞′) · ord∞′(a
′)
for all a′ ∈ A′. In other words degτ (ϕ
′
a′) = −v(a
′), where v := rank(ϕ′) · deg(∞′) · ord∞′ is
a valuation on F ′ equivalent to ord∞′ . Now the slope of minf with respect to v is −v(f);
hence for each i we have
degτ (ϕai) = degτ (ϕ
′
ai
) = −v(ai) 6 −i · v(f) = i · degτ (f),
with equality for i = k. 
Proposition 4.4 For any f ∈ EndK(ϕ), one can effectively compute minf .
Proof. Since F [f ] is a commutative subfield of End◦K(ϕ), the degree k of minf divides
rank(ϕ). Write minf(X) = X
k+a1X
k−1+ . . .+ak with ai ∈ A. By the definition of rank(ϕ)
and Proposition 4.3, for each 1 6 i 6 k we then have ai = 0 or
dimFp(A/Aai) =
degτ (ϕai)
rank(ϕ)
6
i · degτ (f)
rank(ϕ)
.
Thus each ai lies in a finite set that can be effectively determined. For each choice of
candidates for the ai one can effectively compute f
k + ϕa1f
k−1 + · · · + ϕak in K[τ ] and
decide whether it is zero. Thus minf can be computed by letting k run through the divisors
of r in ascending order and checking all possible choices of coefficients ai. 
Proposition 4.5 If K is finite, one can effectively
(a) find a finite separable extension K ′ of K such that EndK ′(ϕ) = EndKsep(ϕ),
(b) compute the dimensions of End◦Ksep(ϕ) and of its center over F , and
(c) describe the center of End◦Ksep(ϕ) as an abstract field extension of F .
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Proof. Set FrobK := τ
[K/Fp]. Then for any finite extension Kn/K of degree n, the center of
End◦Kn(ϕ) is a finite field extension of F that is generated by FrobKn := τ
[Kn/Fp] = FrobnK .
As a special case of Proposition 4.4 one can effectively determine the minimal polynomial
of FrobK over F . Using Lemma 3.1, one can therefore effectively find an integer m > 1 such
that
⋂
n>1 F (Frob
n
K) = F (Frob
m
K). Whenever Km ⊂ Kn, it follows that FrobKm = Frob
m
K
lies in the center of End◦Kn(ϕ). In particular, every element of EndKn(ϕ) commutes with
FrobKm and is therefore defined over Km; in other words we have EndKn(ϕ) = EndKm(ϕ).
Varying n we deduce that EndKsep(ϕ) = EndKm(ϕ), proving (a).
By Lemma 3.1 one can also effectively calculate the minimal polynomial of FrobKm =
FrobmK over F . This in turn determines the center F (FrobKm) as an abstract field extension
of F , proving (c). In particular, its dimension d := dimF (F (FrobKm)) can be effectively
computed. Moreover, let e2 be the dimension of End◦Km(ϕ) over F (FrobKm). Since Km is
finite, we then have de = rank(ϕ). Thus e can be effectively computed from d and rank(ϕ),
which implies (b). 
Proposition 4.6 One can effectively construct a normal integral domain R ⊂ K which is
finitely generated over Fp with Quot(R) = K, such that ϕ extends to a Drinfeld A-module
over SpecR.
Proof. By assumption K is given as the fraction field of a finitely generated integral
domain R. For all elements a of a finite set of non-zero generators of the Fp-algebra A,
adjoin to R all coefficients of ϕa ∈ K[τ ] as well as the inverses of their highest coefficients.
Then R is still a finitely generated integral domain with Quot(R) = K, and ϕ extends to a
Drinfeld A-module over SpecR. Finally, replace R by its normalization. By our computer
algebra prerequisites, all these operations can be carried out effectively. 
Proposition 4.7 For any maximal ideal m ⊂ R one can effectively
(a) determine the minimal and characteristic polynomials minm and charm of Frobm, and
(b) decide whether End◦ksepm (ϕm) is commutative and in that case describe it as an abstract
field extension of F .
Proof. For any m we have an explicit description of the reduction ϕm over the finite residue
field km. By Proposition 4.4 we can therefore effectively determine the associated minimal
polynomial of Frobm := τ
[km/Fp] over F . Consequently we can also effectively determine the
characteristic polynomial charm(X) := minm(X)
rank(ϕ)/ deg(minm), proving (a). Part (b) is a
direct consequence of Proposition 4.5 (b) and (c). 
5 Searching for endomorphisms
We keep (A,K, ϕ) as before.
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Proposition 5.1 For any integer d > 0, one can effectively determine a finite separable
extension K ′ of K, such that all elements of EndKsep(ϕ) of degree d in τ are defined over K
′,
and determine these endomorphisms.
Proof. Choose a finite set S of generators of the Fp-algebra A. Then an element u ∈ K[τ ]
is an endomorphism of ϕ if and only if uϕa = ϕau for all a ∈ S. With the Ansatz
u =
∑d
i=0 uiτ
i these equations amount to finitely many polynomial equations in the coef-
ficients ui. We also know that there are at most finitely many solutions. By our computer
algebra prerequisites, one can therefore effectively describe all these solutions and a com-
mon field of definition K ′ for them. Since all endomorphisms over K are already defined
over Ksep, one can choose K ′ separable over K. 
Next consider the natural A-algebra homomorphism
(5.2) EndKsep(ϕ)→ K
sep, u =
∑
i uiτ
i 7→ u0.
Proposition 5.3 Assume that ϕ has generic characteristic. Then:
(a) The homomorphism (5.2) is injective.
(b) For any u0 ∈ K
sep, one can effectively decide whether there exists u ∈ EndKsep(ϕ)
with lowest coefficient u0 and, if so, find it.
(c) If u ∈ EndKsep(ϕ) has lowest coefficient u0 ∈ K, then u ∈ K[τ ].
Proof. By assumption the homomorphism is injective on A. Since EndKsep(ϕ) is an integral
ring extension of A, the homomorphism is therefore injective.
Suppose that u0 ∈ K
sep is the lowest coefficient of some element u ∈ EndKsep(ϕ). Let
minu(X) ∈ A[X ] be the minimal polynomial of u over A. Then minu(u0) = 0, hence u0
is integral algebraic over A, and by injectivity minu is also the minimal polynomial of u0
over A. Write minu(X) = X
k+a1X
k−1+ . . .+ak with ai ∈ A. Then degτ (u) = degτ (ϕak)/k
by Proposition 4.3. Here the right hand side depends only on the joint minimal polynomial
of u and u0; hence degτ (u) is uniquely determined by u0.
Now consider an arbitrary element u0 ∈ K
sep. By our computer algebra prerequisites
one can effectively decide whether u0 is algebraic over F and, if so, determine its minimal
polynomial minu0 over F . In particular, one can decide whether u0 is integral over A,
which is necessary for it to be the lowest coefficient of an endomorphism. If so, write
minu0(X) = X
k + a1X
k−1 + . . . + ak with ai ∈ A; then we can also compute the number
d := degτ (ϕak)/k. By the above arguments any endomorphism u ∈ EndKsep(ϕ) with lowest
coefficient u0 then satisfies degτ (u) = d.
To see whether such u actually exists we use the ansatz u =
∑d
i=0 uiτ
i with ui ∈ K
sep.
Pick an arbitrary non-constant t ∈ A and write ϕt =
∑n
j=0 xjτ
j . Expand the equation
uϕt = ϕtu in the form∑
i,j
uix
pi
j τ
i+j =
∑
i
uiτ
i
∑
j
xjτ
j =
∑
j
xjτ
j
∑
i
uiτ
i =
∑
i,j
xju
pj
i τ
i+j .
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Comparing the coefficients of τ ℓ for each 0 < ℓ 6 d yields an expression for (x0 − x
pℓ
0 )uℓ
as a polynomial in x1, . . . , xn and u0, . . . , uℓ−1. Since t is non-constant and ϕ has generic
characteristic, the element x0 is transcendental over Fp. Thus x0−x
pℓ
0 6= 0, and so we obtain
explicit recursion relations for all uℓ in terms of the constant coefficient u0. Plugging these
into the equations obtained by comparing the coefficients of τ ℓ for ℓ > d then yields explicit
polynomial equations in u0 over K. These equations are fulfilled if and only if the desired
u exists, and in that case we can effectively find it. This proves (b).
Finally, the recursion relations show that u ∈ K(u0)[τ ] if it exists. In particular this
implies (c). 
Now we fix a non-constant element t ∈ A and set δt := degτ (ϕt) > 0. We view K
sep[τ ]
as an Fp[t]-module via the multiplication (a, u) 7→ ϕau. Note that Ksep[τ ] is torsion free,
so every finitely generated Fp[t]-submodule is free.
Definition 5.4 We call a sequence of non-zero elements m1, . . . , mn of K
sep[τ ] orthogonal
if for all a1, . . . , an ∈ Fp[t] we have
degτ
( n∑
i=1
ϕaimi
)
= max
{
degτ (ϕaimi)
∣∣ 1 6 i 6 n}.
Here degτ (ϕaimi) = degt(ai)·δt+degτ (mi). In particular, we have degτ (ϕaimi) = −∞ if
and only if degt(ai) = −∞ if and only if ai = 0. Thus the definition permits
∑n
i=1 ϕaimi to
be zero only if all ai are zero; hence any orthogonal sequence is Fp[t]-linearly independent.
Proposition 5.5 Given a finite extension K ′ of K and an Fp[t]-submodule M of K ′[τ ]
with an orthogonal basis m1, . . . , mn, for any f ∈ K
′[τ ], one can effectively decide whether
f ∈M and if so, one can effectively compute its coefficients with respect to that basis.
Proof. If f =
∑
i ϕaimi with ai ∈ Fp[t], by Definition 5.4 we must have degt(ai) · δt
+ degτ (mi) 6 degτ (f) for all i. Thus each degt(ai) is bounded by an explicit number.
Writing each ai =
∑
j aijt
j with finitely many aij ∈ Fp to be determined, the equation
f =
∑
i ϕaimi is equivalent to finitely many linear equations in the aij with coefficients
in Ksep. By our computer algebra prerequisites, one can effectively decide whether these
have a solution in Fp and if so, find it. 
For any integer d let Md denote the Fp[t]-submodule of EndKsep(ϕ) ⊂ Ksep[τ ] generated
by all u ∈ EndKsep(ϕ) with degτ (u) 6 d. As there are only finitely many generators, this
module is finitely generated. Recall that all finite separable extensions of K are tacitly
assumed to be contained in Ksep.
Proposition 5.6 For any d > 0, any finite separable extension K ′ of K, and any elements
m1, . . . , mn ∈ EndK ′(ϕ) which form an orthogonal basis of Md−1, one can effectively find
n′ > n, a finite separable extension K ′′ of K ′, and elements mn+1, . . . , mn′ ∈ EndK ′′(ϕ) of
degree d such that m1, . . . , mn′ is an orthogonal basis of Md.
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Proof. First observe that, sinceMd−1 is generated by elements of degree 6 d−1, Definition
5.4 implies that degτ (mi) 6 d− 1 for all 1 6 i 6 n.
Next, applying Proposition 5.1 over K ′, we can effectively find a finite separable ex-
tension K ′′ of K ′ and elements f1, . . . , fk ∈ EndK ′′(ϕ) which make up all elements of
EndKsep(ϕ) of degree d in τ . By definition, these together withm1, . . . , mn generateMd. Us-
ing Proposition 5.5, for all (α1, . . . , αk) ∈ Fkpr{(0, . . . , 0)} we can check whether
∑k
j=1 αjfj
already lies in Md−1. If it does, we can remove one generator fj without changing the mod-
ule Md. After finitely many such operations and reordering f1, . . . , fk, we may assume
that we have constructed an integer 0 6 ℓ 6 k such that Md is already generated by
m1, . . . , mn, f1, . . . , fℓ and that:
(5.7) For all (α1, . . . , αℓ) ∈ Fℓp r {(0, . . . , 0)} we have
∑ℓ
j=1 αjfj 6∈Md−1.
We claim that then m1, . . . , mn, f1, . . . , fℓ are orthogonal.
To see this, set n′ := n+ℓ andmn+j := fj for all 1 6 j 6 ℓ. For the sake of contradiction
consider a1, . . . , an′ ∈ Fp[t] such that
(5.8) degτ
( n′∑
i=1
ϕaimi
)
< D := max
{
degτ (ϕaimi)
∣∣ 1 6 i 6 n′}.
Then the maximum D is attained for some n < i 6 n′, because otherwise the strict
inequality would also hold with an+1, . . . , an′ replaced by 0, contradicting the orthogonality
of m1, . . . , mn. Thus D > d.
For all 1 6 i 6 n′ we therefore have D > degτ (mi). Write D = siδt +degτ (mi), so that
degt(ai) 6 si. Dropping from ai ∈ Fp[t] all terms of degree < si in t then does not change
the inequality (5.8). After doing this for all i we may assume that each ai = αit
si for some
αi ∈ Fp, with αi = 0 if si 6∈ Z.
If D > d, we have si > 0 for all i. This now means that all ai are divisible by t. By
the additivity of degτ in products, the inequality (5.8) still holds after replacing each ai by
t−1ai. After repeating this a finite number of times, we can assume that D = d.
Then si = 0 for all n < i 6 n
′. For these we then have ai =: αi ∈ Fp. Also, since the
maximum in (5.8) is attained at some n < i 6 n′, at least one of these αi is non-zero. On
the other hand the inequality (5.8) now means that degτ (m) < d for m :=
∑n′
i=1 ϕaimi.
Since m ∈ EndKsep(ϕ), it follows that m ∈Md−1. This in turn implies that
ℓ∑
j=1
αn+jfj =
n′∑
i=n+1
ϕaimi = m−
n∑
i=1
ϕaimi ∈ Md−1.
But this is a contradiction to (5.7).
This proves that m1, . . . , mn, f1, . . . , fℓ are orthogonal. As any orthogonal sequence is
Fp[t]-linearly independent, and these elements generate Md as an Fp[t]-module; they form
an orthogonal basis of Md, as desired. 
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Proposition 5.9 For any d one can effectively determine a finite separable extension K ′
of K and elements m1, . . . , mn ∈ EndK ′(ϕ) which form an orthogonal basis of Md.
Proof. For d < 0 we have Md = 0 and the assertion is trivial. By induction on d the
assertion thus follows from Proposition 5.6. 
Since EndKsep(ϕ) is finitely generated as a module over A and hence also over Fp[t], we
have EndKsep(ϕ) = Md for all d ≫ 0. Letting the procedure in Proposition 5.6 run induc-
tively for d→∞, we will therefore eventually find an orthogonal basis of EndKsep(ϕ) over
Fp[t]. However, knowing when we have reached that stage requires additional information.
By the following proposition it suffices to know when Md has the same rank as EndKsep(ϕ):
Proposition 5.10 For any d, ifMd has finite index in EndKsep(ϕ), it is equal to EndKsep(ϕ).
Proof. Let m1, . . . , mn be an orthogonal basis of EndKsep(ϕ). Since Md is generated by
elements of degree 6 d and has finite index in EndKsep(ϕ), for any 1 6 i 6 n there exists
an element m ∈ Md of degree 6 d, in whose expansion m =
∑n
j=1 ϕajmj with aj ∈ Fp[t]
the coefficient ai is non-zero. By orthogonality we then have
d > degτ (m) > degτ (ϕaimi) > degτ (mi).
Thus the generators mi of EndKsep(ϕ) already lie in Md; hence EndKsep(ϕ) = Md. 
Proposition 5.11 If the rank of EndKsep(ϕ) over Fp[t] is given, one can effectively de-
termine a finite separable extension K ′ of K and elements m1, . . . , mn ∈ EndK ′(ϕ) which
form an orthogonal basis of EndKsep(ϕ).
Proof. Let the procedure in Proposition 5.6 run inductively for d→∞ until rank(Md) =
rank(EndKsep(ϕ
′)). Then we are finished by Proposition 5.10. 
Remark 5.12 Given a finite extension K ′ of K and an orthogonal basis m1, . . . , mn of
EndK ′(ϕ), we can effectively answer various elementary questions about this endomorphism
ring. Namely, using Proposition 5.5 we can write each product mimj as an Fp[t]-linear com-
bination of m1, . . . , mn and thus describe EndK ′(ϕ) via a multiplication table. By solving
linear equations over Fp[t] we can then, for instance, explicitly determine the commutant of
any element, or of any finite number of elements, of EndK ′(ϕ). In particular, we can explic-
itly determine the center of EndK ′(ϕ). We can also find a finite presentation of EndK ′(ϕ)
as an A-module or as an A-algebra. Thus we can say that we know EndK ′(ϕ).
Remark 5.13 Suppose that we are given a Drinfeld A-module ϕ′ isogenous to ϕ and an
orthogonal basis of EndKsep(ϕ
′). Then EndKsep(ϕ) and EndKsep(ϕ
′) have the same rank over
Fp[t]; hence we can effectively find an orthogonal basis of EndKsep(ϕ) using Proposition 5.11.
But this seems wasteful. It is probably more economical to use given isogenies ϕ→ ϕ′ → ϕ
to find the endomorphisms of ϕ explicitly from those of ϕ′.
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Proposition 5.14 If K is finite, for any non-constant element t ∈ A one can effectively
find an orthogonal basis of EndK(ϕ) over Fp[t].
Proof. Choose a basis {xi | 1 6 i 6 n} ofK over Fp. Then {xiτ j | 1 6 i 6 n, 0 6 j < n} is
a basis ofK[τ ] as a free module over its center Fp[τn]. For any a ∈ A one can explicitly write
ϕa as an Fp[τn]-linear combination of this basis. Doing this for finitely many generators of
A as an Fp-algebra, one can then explicitly determine their joint commutant in K[τ ] by
linear algebra over Fp[τn]. By definition this commutant is precisely EndK(ϕ). Thus one
has an explicit basis of EndK(ϕ) as a module over Fp[τn].
By another explicit calculation over Fp[τn] one can determine the action of ϕt on this
basis; in other words, one can determine EndK(ϕ) as a module over the polynomial ring
in two variables Fp[τn, t]. That in turn yields a basis of EndK(ϕ) as a module over Fp[t].
If this calculation is done carefully, say with a suitable Gro¨bner basis, the basis is already
orthogonal; otherwise an orthogonal basis can be obtained from this one as in the proof of
Proposition 5.6. 
6 Main algorithms
As before we fix a Drinfeld A-module ϕ : A→ K[τ ] over a finitely generated field K. In this
section we show that one can effectively determine the endomorphism ring EndKsep(ϕ) and,
in the non-isotrivial special characteristic case, the admissible coefficient rings B ⊂ A′ and
the Drinfeld A′-module ϕ′ from Theorem 2.6 and the endomorphism ring EndKsep(ϕ
′|B).
We begin by determining whether ϕ has generic or special characteristic and whether it
is isotrivial, using Proposition 4.1. If ϕ is not isotrivial, we first find a maximal commutative
subring of EndKsep(ϕ), whose normalization will be the ring A
′ below. We say that we go up
with the coefficient ring.
Proposition 6.1 If ϕ is not isotrivial, one can effectively find a finite separable extension
K ′ of K, an admissible coefficient ring A′ containing A, a Drinfeld A′-module ϕ′ over K ′,
and an isogeny h : ϕ→ ϕ′|A over K ′, such that EndKsep(ϕ
′) = A′.
Proof. Set (A0, K0, ϕ0) := (A,K, ϕ) and n := 0, and start processes (a) and (b) in parallel.
Process (a): Find endomorphisms: For each d > 0 use Proposition 5.1 to find all en-
domorphisms f ∈ EndKsep(ϕm) of degree d. For any such f use Proposition 4.4 to check
whether f is scalar or not. If a non-scalar f is found, choose a finite separable extension
Kn+1 of Kn over which f is defined. Let An+1 be the normalization of An[f ], and using
Proposition 4.2 choose a Drinfeld An+1-module ϕn+1 and an isogeny ϕn → ϕn+1|An over
Kn+1. Then kill process (b), set n := n+ 1, and restart both processes (a) and (b).
Process (b): Find Frobeniuses: Using Proposition 4.6 choose a finitely generated normal
integral domain Rn ⊂ Kn with Quot(Rn) = Kn over which ϕn has good reduction. For each
maximal ideal m ⊂ Rn use Proposition 4.7 (b) to decide whether Fn,m := End
◦
ksepm
(ϕn,m) is
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commutative, and in that case describe it as an abstract field extension of Fn := Quot(An).
As soon as a new such Fn,m is found, check whether it and some previously found Fn,m′ are
linearly disjoint over Fn. If no, continue with the next m. If yes, we know that EndKsep(ϕn) =
An. Then kill process (a), set (A
′, K ′, ϕ′) := (An, Kn, ϕn), combine all isogenies from process
(a) to an isogeny h : ϕ→ ϕ′|A over K ′, and stop.
Effectivity: Process (a) constructs a sequence of Drinfeld modules of strictly decreasing
rank. Thus eventually it continues forever with the same (An, Kn, ϕn). In that case we
have EndKsep(ϕn) = An. Process (b) cannot terminate before that, because the rings Fn,m
all contain a subring isomorphic to End◦Ksep(ϕn) over Fn. But once (An, Kn, ϕn) remains
constant, by Proposition 2.15 there exist maximal ideals m and n of Rn such that Fn,m and
Fn,n are linearly disjoint over Fn. Thus process (b) terminates with a correct answer. 
Variation 6.2 In process (b) of Proposition 6.1, instead of checking for linear disjointness,
for each m make a list Lm of the finitely many isomorphism classes of field extensions E/Fn
with HomFn(E, Fn,m) 6= ∅. For any new m compare this list with all previously found lists
Lm′. If the intersection of these is the singleton {Fn}, kill process (a) and finish as before.
If ϕ is non-isotrivial of special characteristic, we must go down with the coefficient ring
in order to discover more endomorphisms.
Proposition 6.3 If ϕ is non-isotrivial of special characteristic, let (A′, K ′, ϕ′) be the data
from Proposition 6.1. Then one can effectively find the admissible coefficient ring B ⊂ A′
from Theorem 2.6, a non-constant element t ∈ B, a finite separable extension K ′′ of K ′,
and elements of EndK ′′(ϕ
′|B) which form an orthogonal basis of EndKsep(ϕ
′|B) over Fp[t].
Proof. Since ϕ′ is non-isotrivial we have rank(ϕ′) > 2. If rank(ϕ′) = 2, then B =
EndKsep(ϕ
′|B) = A′ by Proposition 2.12. In particular, for any non-constant element t ∈ B
we know the rank of B over Fp[t]; hence we can effectively find an orthogonal basis over
Fp[t] using Proposition 5.11.
So assume that rank(ϕ′) > 2. Then B is completely characterized by traces by Theorem
2.8. Start process (a).
Process (a): Find traces of Frobenius: Using Proposition 4.6 choose a finitely generated
normal integral domain R′ ⊂ K ′ with Quot(R′) = K ′ over which ϕ′ has good reduction.
Set F ′ := Quot(A′) and k := 0 and B0 := Fp. For each maximal ideal m′ ⊂ R′ use
Proposition 4.7 (a) to compute the characteristic polynomial charm′ =
∑r′
i=0 aiX
i ∈ F ′[X ]
of Frobm′ associated to ϕ
′. Using this, calculate the value tm′ = a1ar′−1/a0 ∈ F
′ from (2.7).
If tm′ 6∈ Quot(Bk), determine Bk+1 := A
′ ∩Quot(Bk[tm′ ]) ⊂ B and set k := k + 1.
Keep repeating this forever with all m′. The first time that Bk becomes infinite, fix a
non-constant element t ∈ Bk, set B
′ := Fp[t], and start process (b) in parallel.
Process (b): Find endomorphisms: For all integers d let M ′d denote the B
′-submodule
of EndKsep(ϕ
′|B′) generated by all u ∈ EndKsep(ϕ
′|B′) with degτ (u) 6 d. Thus M
′
−1 = 0
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with the trivial orthogonal basis. Using Proposition 5.6 inductively, for every d > 0 we can
effectively construct a finite separable extension K ′d of K
′ and an orthogonal basis of M ′d
contained in EndK ′
d
(ϕ′|B′). If, with the current Bk from process (a), we have
(6.4) rankB′(Bk) · rankB′(M
′
d) = rankB′(A
′)2,
kill process (a) and stop, returning Bk and K
′′ := K ′d and the given orthogonal basis ofM
′
d.
Effectivity: Process (a) produces an increasing sequence of normal subrings Bk of A
′.
By Theorem 2.8 this sequence eventually becomes stationary with Bk = B. In particu-
lar, from some point on Bk is infinite and hence an admissible coefficient ring. Process
(b) then produces an increasing sequence of B′-submodules M ′d of EndKsep(ϕ
′|B′) which
eventually becomes stationary with M ′d = EndKsep(ϕ
′|B′). By Theorem 2.6 (b) we have
EndKsep(ϕ
′|B′) ⊂ EndKsep(ϕ
′|B) and hence EndKsep(ϕ
′|B′) = EndKsep(ϕ
′|B). Thus at ev-
ery step in process (b) we have
rankB′(Bk) · rankB′(M
′
d) 6 rankB′(B) · rankB′(EndKsep(ϕ
′|B)),
with equality for all k, d≫ 0. But since B is the center of EndKsep(ϕ
′|B) by Theorem 2.6
(a), and A′ is a maximal commutative subalgebra of EndKsep(ϕ
′|B), the right hand side of
this inequality is equal to
rankB′(B)
2 · rankB(EndKsep(ϕ
′|B)) = rankB′(B)
2 · rankB(A
′)2 = rankB′(A
′)2.
Thus at every step in process (b) we have
(6.5) rankB′(Bk) · rankB′(M
′
d) 6 rankB′(A
′)2,
with equality for all k, d ≫ 0. Comparing (6.5) with (6.4) shows that the process ter-
minates and that upon termination we have rankB′(Bk) = rankB′(B) and rankB′(M
′
d) =
rankB′(EndKsep(ϕ
′|B)). The first of these equalities implies that Bk = B because Bk is
normal, and the second implies that M ′d = EndKsep(ϕ
′|B) by Proposition 5.10. 
Variation 6.6 In process (a) of Proposition 6.3, in addition to tm′ adjoin all coefficients
of the characteristic polynomial of Frobm′ in the adjoint representation on EndA′
p′
(Tp′(ϕ
′)).
Like tm′ these coefficients can be computed directly from the characteristic polynomial of
Frobm′ on Tp′(ϕ
′), and by the last sentence of Pink [12, Thm. 1.3], they also lie in Etrad = E.
In this way one can probably generate E faster.
Theorem 6.7 One can effectively determine the rank of EndKsep(ϕ) over A and a finite
separable extension K ′′ of K with EndK ′′(ϕ) = EndKsep(ϕ).
Proof. First assume that ϕ has generic characteristic. Let (A′, K ′, ϕ′) be the data from
Proposition 6.1. Then EndKsep(ϕ) is commutative, hence so is EndKsep(ϕ
′|A); hence the
latter is equal to EndKsep(ϕ
′) = A′. Thus the rank of EndKsep(ϕ) over A is equal to that of
25
EndKsep(ϕ
′|A) = A′ and can be determined from the knowledge of A′. Also, since ϕ′ and
the isogeny ϕ → ϕ′|A are defined over K ′, it follows that EndKsep(ϕ) = EndK ′(ϕ). Thus
the theorem holds with K ′′ = K ′.
Next assume that ϕ is non-isotrivial of special characteristic. Let (A′, B, t,K ′′, ϕ′) be
the data from Propositions 6.1 and 6.3 and abbreviate S := EndKsep(ϕ
′|A). Then by
Theorem 2.6 (b) we have S ⊂ EndKsep(ϕ
′|B); hence S is simply the commutant of ϕ′(A)
in EndKsep(ϕ
′|B). Choose finitely many generators of A as an Fp-algebra. By Proposition
5.5 we can effectively express them as Fp[t]-linear combinations of the orthogonal basis
from Proposition 6.3. By Remark 5.12 we can therefore effectively determine S as an Fp[t]-
module. In particular, we can compute its rank over Fp[t]. Although t does not necessarily
lie in A, we nevertheless have A∪Fp[t] ⊂ A′ ⊂ S. The multiplicativity of ranks thus implies
that
rankA(S) = rankA(A
′) · rankA′(S) = rankA(A
′) ·
rankFp[t](S)
rankFp[t](A
′)
.
Thus we can also compute the rank of S over A. As the rank of the endomorphism ring
is invariant under isogenies, we have thereby computed the rank of EndKsep(ϕ) over A.
Moreover, since ϕ′ and the isogeny ϕ → ϕ′|A are defined over K ′′, and EndKsep(ϕ
′|B) =
EndK ′′(ϕ|B) by Proposition 6.3, it follows that EndKsep(ϕ) = EndK ′′(ϕ), as desired.
Finally assume that ϕ is isotrivial. Pick a non-constant t ∈ A and write ϕt =
∑n
i=0 xiτ
i
with xn 6= 0. Choose a finite extension K
′ of K containing an element y with y1−q
n
= xn.
Then y−1ϕty has the highest term τ
n. Since ϕ is isotrivial, as in the proof of Proposition
4.1 it follows that the Drinfeld A-module ψ := y−1ϕy is now defined over a finite subfield k
of K ′. In fact, such k can be described explicitly as the subfield generated by all coefficients
of ψa for a finite set of generators a of A as an Fp-algebra. Applying Proposition 4.5 to (k, ψ)
in place of (K,ϕ), one can then effectively find a finite separable extension k′ of k such that
Endk′(ψ) = Endksep(ψ) and compute the rank of Endksep(ψ) over A. For any finite extension
K ′′ of K ′ containing a subfield isomorphic to k′ we then have EndK ′′(ϕ) = EndKsep(ϕ) and
rankA(EndKsep(ϕ)) = rankA(Endksep(ψ)) and are done. 
Theorem 6.8 For any non-constant element t ∈ A, one can effectively find a finite sep-
arable extension K ′′ of K and elements of EndK ′′(ϕ) which form an orthogonal basis of
EndKsep(ϕ) over Fp[t].
Proof. From the knowledge of A we can determine the rank of A over Fp[t]. Using Theorem
6.7 we can therefore effectively determine the rank of EndKsep(ϕ) over Fp[t]. We can then
find the desired data by Proposition 5.11. (But in practice it might be more efficient to use
the endomorphisms already found in Propositions 6.1 and 6.3; compare Remark 5.13.) 
Theorem 6.9 (a) One can effectively determine the rank of EndK(ϕ) over A.
(b) For any non-constant element t ∈ A, one can effectively find an orthogonal basis of
EndK(ϕ) over Fp[t].
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Proof. Maybe this can be achieved by carrying out the whole program over K in-
stead of Ksep, but we deduce it from the orthogonal basis in Theorem 6.8, as follows.
Let m1, . . . , mn ∈ EndK ′′(ϕ) be that basis. After replacing K
′′ by the subfield generated
over K by the coefficients of all mi, we can assume that K
′′ is galois over K. For any
σ ∈ Gal(K ′′/K) and any i we can then express σ(mi) as an Fp[t]-linear combination of
m1, . . . , mn, using Proposition 5.5. In this way we can explicitly describe the action of
Gal(K ′′/K) on EndK ′′(ϕ). By solving linear equations over Fp[t], we can then compute a
basis of the submodule of invariants, which is precisely EndK(ϕ). In particular, we can
determine the rank of EndK(ϕ) over Fp[t], and hence also over A. With a little more care
we can make the basis orthogonal: Using the given orthogonal basis of EndK ′′(ϕ), for any d
we can effectively find all elements of EndK(ϕ) of degree d, and can then find an orthogonal
basis as in the proof of Proposition 5.6. 
Proposition 6.10 One can effectively determine the isomorphism class of Tad(ϕ) as a
module over EndKsep(ϕ)⊗A Aad.
Proof. Recall that S := End◦Ksep(ϕ) is a finite dimensional division algebra over F . Let Z
denote its center. For any maximal ideal p 6= p0 of A we then have Zp := Z⊗F Fp ∼=
∏
P ZP,
where the product is extended over all primes P of Z above p. Also Sp := S⊗F Fp ∼=
∏
P SP
where each SP := S ⊗Z ZP is a central simple algebra over the field ZP. The isomorphism
class of any SP-module is therefore determined by its dimension over ZP.
The rational p-adic Tate module of ϕ is the Fp-vector space Vp(ϕ) := Tp(ϕ) ⊗Ap Fp.
Under the above decomposition of Zp it has the natural decomposition
Vp(ϕ) ∼= Vp(ϕ
′|A) =
∏
P
VP(ϕ
′|A′ ∩ Z).
Here each factor VP(ϕ
′|A′ ∩ Z) is a ZP-vector space of dimension the rank of ϕ
′|A′ ∩ Z,
which is rank(ϕ)/[Z/F ]. Thus Vp(ϕ) is a free module over Zp of rank rank(ϕ)/[Z/F ]. This
therefore determines the isomorphism class of Vp(ϕ) as a module over Sp.
Next, Theorem 6.8 and Remark 5.12 yield a finite separable extension K ′′ ofK such that
EndK ′′(ϕ) = EndKsep(ϕ) and an explicit presentation of EndK ′′(ϕ) as an A-algebra. Using
the reduced trace of S, one can find a maximal A-order M ⊂ S containing EndKsep(ϕ).
For any maximal ideal p 6= p0 of A the ring Mp :=M ⊗AAp is then a maximal order in Sp.
In fact, we have Mp ∼=
∏
PMP for maximal orders MP in SP. Each MP is a matrix ring
over a maximal Ap-order M
′
P in a division algebra over Fp. Here M
′
P is a (possibly non-
commutative) discrete valuation ring, and so any finitely generated torsion freeM ′P-module
is free. It follows that any finitely generated Ap-torsion free Mp-module is projective, and
so its isomorphism class is determined by the Sp-module obtained by base extension. In
particular, we therefore know the isomorphism class of the Mp-submodule T˜p of Vp(ϕ) that
is generated by Tp(ϕ).
By analyzing the finite A-module M/EndKsep(ϕ) one can construct a non-zero element
a ∈ A such that a ·M ⊂ EndKsep(ϕ). For any maximal ideal p 6= p0 with p ∤ a we then have
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EndKsep(ϕ)⊗AAp =Mp and hence T˜p = Tp(ϕ), which determines the isomorphism class of
Tp(ϕ) as a module over EndKsep(ϕ)⊗A Ap.
Now consider any maximal ideal p 6= p0 with p|a and set n := ordp(a). By the definition
of T˜p we then have p
nTp(ϕ) ⊂ p
nT˜p = a ·M · Tp(ϕ) ⊂ Tp(ϕ), and hence also p
2nTp(ϕ) ⊂
p2nT˜p ⊂ p
nTp(ϕ). But the group of p
2n-division points ϕ[p2n](Ksep) ∼= Tp(ϕ)/p
2nTp(ϕ) and
the action of EndKsep(ϕ) on it can be determined by finite computation, and so can the sub-
group a ·M ·ϕ[p2n](Ksep) ∼= pnT˜p/p
2nTp(ϕ). We can therefore find an explicit description of
the Mp-module p
nT˜p/p
2nT˜p and its EndKsep(ϕ)⊗A Ap-submodule p
nTp(ϕ)/p
2nT˜p. Dividing
by a, this determines the right hand side of the cartesian diagram
(6.11)
T˜p // T˜p/p
nT˜p
Tp(ϕ) //
?
OO
Tp(ϕ)/p
nT˜p
?
OO
up to isomorphism.
Note that we do not have an explicit description of T˜p, but know only its isomorphism
class as a projective Mp-module. But for any positive integer k the natural homomorphism
AutM ′
P
(
(M ′P)
⊕k
)
// AutM ′
P
(
(M ′P)
⊕k/pn(M ′P)
⊕k
)
GLk(M
′opp
P )
// GLk
(
M ′oppP /pM
′opp
P
)
is surjective. Thus for any finitely generated projective M ′P-module X , any automorphism
of X/pnX lifts to an automorphism of X . The same then follows for MP and for Mp;
hence any automorphism of the Mp-module T˜p/p
nT˜p lifts to an automorphism of the Mp-
module T˜p. This implies that in the diagram (6.11), the upper and right edges together are
uniquely determined up to joint isomorphism! As the diagram is cartesian, this determines
the isomorphism class of Tp(ϕ) as a module over EndKsep(ϕ)⊗A Ap, as desired.
All in all we have seen that one can effectively determine the isomorphism class of Tp(ϕ)
as a module over EndKsep(ϕ)⊗A Ap for all p 6= p0, whence the proposition. 
Theorem 6.12 One can effectively determine the image of the adelic Galois representation
(2.2) up to commensurability and conjugation under GLr(Aad).
Proof. If ϕ has generic characteristic, this follows by combining Theorem 6.8, Proposition
6.10, and Theorem 2.5.
If ϕ is non-isotrivial of special characteristic, by Propositions 6.1 and 6.3 one can ef-
fectively find the data (K ′, ϕ′, f, B) described there, as well as an explicit presentation of
EndKsep(ϕ
′|B). Let q0 be the characteristic ideal of ϕ
′|B, and set Bad :=
∏
q6=q0
Bq. Then
by Proposition 6.10 one can effectively determine the isomorphism class of Tad(ϕ
′|B) as a
module over EndKsep(ϕ
′|B) ⊗B Bad. This yields an explicit description of the commutant∏
q6=q0
Dq of EndKsep(ϕ
′|B) in EndBad(Tad(ϕ
′|B)) ∼= Matr′′×r′′(Bad) and hence of the group
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∏
q6=q0
D1q of elements of reduced norm 1. With Theorem 2.9 one obtains a description of
the image of Galois in the adelic Galois representation associated to ϕ′|B, up to com-
mensurability and conjugation. The image of Galois for ϕ up to commensurability can be
determined from this, as explained in Devic-Pink [2, §6.2].
If ϕ is isotrivial, find k and ψ as in the proof of Theorem 6.7, so that the image of
Gal(Ksep/K) is commensurable with the pro-cyclic group generated by Frobk associated
to ψ. By Proposition 6.10 one can compute the action of Frobk ∈ Endksep(ψ) on Tad(ψ) ∼=
Tad(ϕ) up to isomorphism. 
7 Variation
In this section we briefly discuss a different approach to making the search for endomor-
phisms effective by bounding the degrees of generators of EndKsep(ϕ) via reduction. As
outlined here, this approach succeeds only in a restricted class of cases in generic charac-
teristic, namely when End◦K(ϕ) is separable over F .
Proposition 7.1 Let ϕ be a Drinfeld A-module over an arbitrary field L. Let v be a
valuation on L with residue field ℓv where ϕ has good reduction ϕv. Then the natural
reduction homomorphism
EndL(ϕ)→ Endℓv(ϕv)
is injective and the torsion of its cokernel is primary to the characteristic ideal of ϕv.
Proof. The injectivity follows from the standard fact that the degree in τ of an endomor-
phism is preserved under reduction.
Let pv denote the characteristic ideal of ϕv. Extend v to a valuation on L
sep. Then the
residue field of this extension is naturally a separable closure ℓsepv of ℓv. After modifying ϕ
by an isomorphism over L, we can assume that it has good reduction form, meaning that
ϕ has coefficients in the valuation ring of v with highest coefficient a unit. Note that for
any a ∈ A r pv, the zeroth coefficient of ϕa is then also a unit in the valuation ring. It
follows that the Newton polygon of ϕa(X)/X with respect to v is a horizontal line, hence
every non-zero element of ϕ[a](Lsep) has valuation zero.
Consider an element fv ∈ Endℓv(ϕv) and suppose there exists a ∈ A r pv such that
gv := fvϕv,a is the reduction of some element g ∈ EndL(ϕ). We claim that then fv must
also lie in the image of the reduction homomorphism. Indeed, consider any x ∈ ϕ[a](Lsep)
and let xv ∈ ϕv[a](ℓ
sep
v ) denote its reduction. Then the reduction of g(x) is gv(xv) =
fv(ϕv,a(xv)) = 0; hence g(x) has positive valuation. Since g is an endomorphism of ϕ, we
have g(x) ∈ ϕ[a](Lsep), and since every non-zero element of ϕ[a](Lsep) has valuation zero, it
follows that g(x) = 0. As x was arbitrary, we conclude that ϕ[a](Lsep) ⊂ Ker(g). Using this
and the fact that ϕa is separable, we see that g is right divisible by ϕa, in other words that
g = fϕa for some f ∈ L[τ ]. It is straightforward to check that this f is an endomorphism
of ϕ whose reduction is fv.
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Finally, let hv ∈ Endℓv(ϕv) be such that for some non-zero b ∈ A the product hvϕv,b
lies in the image of the reduction homomorphism. Write bA = pkva for some ideal a ⊂ A
not divisible by pv and pick any a ∈ a r pv. Then for any c ∈ pkv, we have b|ca, and so
hvϕv,cϕv,a lies in the image of the reduction homomorphism. Since a 6∈ pv, by the above it
follows that hvϕv,c already lies in the image. Letting c ∈ p
k
v vary, this shows that the image
of hv in the cokernel of the reduction homomorphism is annihilated by p
k
v . Letting hv vary
over all elements whose image in the cokernel is torsion finishes the proof. 
Proposition 7.2 Let ϕ be a Drinfeld A-module over an arbitrary field L. Let v and v′ be
valuations on L with residue fields ℓv and ℓv′ where ϕ has good reduction ϕv and ϕv′ with
different characteristic ideals. Then the image of the natural reduction homomorphism
EndL(ϕ)→ Endℓv(ϕv)× Endℓv′ (ϕv′)
is saturated, i.e., its cokernel is torsion free.
Proof. Let pv and pv′ be the characteristic ideals of ϕv and ϕv′ . By Proposition 7.1, the
torsion part of the cokernel of the reduction homomorphism associated to v is pv-primary,
while the torsion part of the reduction homomorphism associated to v′ is pv′-primary.
Using the facts that A is a Dedekind ring and that the endomorphism rings are torsion
free, one can show that the product EndL(ϕ) → Endℓv(ϕv)× Endℓv′ (ϕv′) of the reduction
homomorphisms has saturated image. This is an exercise in commutative algebra, which
we leave to the reader. 
Now we return to a Drinfeld A-module ϕ : A→ K[τ ] over a finitely generated field K.
As before, let R be a finitely generated normal subring of K such that ϕ extends to a
Drinfeld A-module over SpecR.
Proposition 7.3 For any maximal ideal m where ϕm is ordinary, End
◦
ksepm
(ϕm) is a finite
separable field extension of F .
Proof. The characteristic polynomial of Frobm has precisely one root with multiplicity 1 in
F which is not a unit above the characteristic ideal of ϕm. As the characteristic polynomial
is a power of the minimal polynomial, it follows that the characteristic polynomial is
already irreducible and separable. Thus F (Frobm) is a separable field extension of F of
degree rank(ϕm). Since F (Frobm) is the center of End
◦
km(ϕm), the formula dmem = rank(ϕm)
implies that End◦km(ϕm) = F (Frobm), which is therefore commutative and separable over F .
The same argument over a finite extension of km proves the same for End
◦
ksepm
(ϕm). 
Proposition 7.4 If ϕ has generic characteristic, the following conditions are equivalent:
(a) End◦K(ϕ) is a finite separable field extension of F .
(b) End◦Ksep(ϕ) is a finite separable field extension of F .
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(c) There exists a maximal ideal m of R such that the reduction ϕm is ordinary.
Furthermore, each of the following conditions implies the ones above:
(d) The algebraic closure of F in K is separable over F .
(e) The rank of ϕ is not divisible by p.
Proof. Since ϕ has generic characteristic, End◦K(ϕ) is commutative and thus a finite
field extension of F . If it is separable, the set of maximal ideals of R where ϕ has ordinary
reduction has positive Dirichlet density by [11, Thm. 0.3 (b)]. In particular it is non-empty,
proving the implication (a)⇒(c).
Conversely, if ϕ has ordinary reduction at m, the endomorphism ring End◦km(ϕm) is a
finite separable field extension of F by Proposition 7.3. The reduction of endomorphisms
induces an F -algebra homomorphism End◦K(ϕ)→ End
◦
km(ϕm). As a subfield of a separable
field extension End◦K(ϕ) is therefore separable over F . This proves the implication (c)⇒(a).
Thus (a) and (c) are equivalent. Since End◦Ksep(ϕ) = End
◦
K ′(ϕ) for some finite separable
field extension K ′ of K, and the condition (c) is invariant under extending K, it follows
that (a), (b), and (c) are all equivalent.
Next, in generic characteristic the natural homomorphism EndK(ϕ)→ K, u =
∑d
i=0 uiτ
i
7→ u0 is injective and therefore extends to an F -algebra homomorphism End
◦
K(ϕ)→ K.
Thus if the algebraic closure of F in K is separable over F , it follows that EndK(ϕ) is
separable over F , in other words we have (d)⇒(a).
Finally, in generic characteristic the degree of the field extension End◦K(ϕ)/F divides
the rank of ϕ. If that is not divisible by p, it follows that End◦K(ϕ) is separable over F ; in
other words we have (e)⇒(a). 
Lemma 7.5 If ϕ has generic characteristic and End◦K(ϕ) is separable over F , then there
exist maximal ideals m and n of R, such that the reductions ϕm and ϕn are ordinary and
have different characteristic ideals. Furthermore, one can effectively compute ideals m and
n with these properties.
Proof. By Proposition 7.4 there exists a maximal ideal m with ordinary reduction. Going
through all maximal ideals of R and applying Proposition 4.1, one can therefore effectively
find such an m. Choose a non-zero element s in the characteristic ideal pm of ϕm. Since
ϕ has generic characteristic, the image s′ of s in R is again non-zero. The localization
R[1/s′] is then again a finitely generated normal subring of K, and ϕ extends to a Drinfeld
A-module over SpecR[1/s′]. Repeating the preceding argument, one can effectively find a
maximal ideal of R[1/s′] where ϕ has ordinary reduction. Pulling this back to R yields a
maximal ideal n of R where ϕ has ordinary reduction and whose characteristic ideal pn
does not contain s. Thus pm 6= pn, and we are done. 
If ϕ has generic characteristic and End◦K(ϕ) is separable over F , we can now give a
different method for computing EndKsep(ϕ), which does not rely on Proposition 2.15.
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Theorem 7.6 If ϕ has generic characteristic and EndK(ϕ) is separable over A, one can
effectively compute a finite separable extension K ′ of K such that EndK ′(ϕ) = EndKsep(ϕ),
and a finite generating set of EndK ′(ϕ) as an A-module.
Proof. Let m and n be as in Lemma 7.5. Then Endksepm (ϕm) and Endksepn (ϕn) are commu-
tative by Proposition 7.3. They can be effectively computed by Proposition 4.5 (a) and
Proposition 5.14.
Compute a finite list L1 of all F -subalgebras E of End
◦
ksepm
(ϕm)×End
◦
ksepn
(ϕn) which are
fields. This can be done by first finding all subfields of End◦ksepm (ϕm) containing F and then
determining all their F -embeddings into End◦ksepn (ϕn). By our computer algebra prerequisites
both these operations can be done effectively.
For each E in L1, find finitely many generators of E ∩Endksepm (ϕm)×Endksepn (ϕn) as an
A-module. Again, this is possible by our computer algebra prerequisites. Let L2 be the set
of all elements of Endksepm (ϕm)× Endksepn (ϕn) thus obtained as E varies.
For each x in L2, compute the minimal polynomial minx of x over F . Choose a common
splitting field K ′ of all these over K. Both steps are possible due to our computer algebra
prerequisites. For each x determine all endomorphisms of ϕ over K ′ whose constant coeffi-
cient is a zero of minx, using Proposition 5.3. Let L3 be the set of all elements of EndK ′(ϕ)
thus obtained as x varies.
We claim that L3 generates EndKsep(ϕ) as an A-module. To see this, note first that
since R is integrally closed with field of fractions K, the composite homomorphism R ։
km →֒ k
sep
m can be extended to the valuation ring associated to some valuation v on K.
Similarly, the reduction associated to n comes from a valuation v′ on K. Extend v and v′ to
valuations on Ksep, so that the residue fields of these extensions are ksepm and k
sep
n , respec-
tively. According to Proposition 7.2, the induced reduction homomorphism EndKsep(ϕ)→
Endksepm (ϕm)× Endksepn (ϕn) is injective and has saturated image. It extends to a homomor-
phism End◦Ksep(ϕ)→ End
◦
ksepm
(ϕm)×End
◦
ksepn
(ϕn) of F -algebras, whose image E is a field and
must therefore appear in the list L1. By saturatedness, the image of EndKsep(ϕ) is equal to
E ∩Endksepm (ϕm)×Endksepn (ϕn). Therefore some subset {x1, . . . , xn} of L2 will generate this
image as an A-module. By the construction of L3, each xi is the reduction of an element
of L3. This shows that L3 generates EndKsep(ϕ) as an A-module, as claimed. 
8 Comparing two Drinfeld modules
In this section we consider two Drinfeld A-modules ϕ and ψ over K with the same char-
acteristic homomorphism A → K and hence the same characteristic ideal p0. We will
show that one can effectively decide whether ϕ and ψ are isogenous and determine all
homomorphisms, both over K and over K.
By the Tate conjecture for A-motives, due to Taguchi [20] and Tamagawa [21] (see also
Pink-Traulsen [15, Thm. 2.4]), for any prime p 6= p0 of A we have a natural isomorphism
(8.1) HomK(ϕ, ψ)⊗A Ap
∼
−→ HomAp(Tp(ϕ), Tp(ψ))
Gal(Ksep/K).
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In particular, as the right hand side does not change under inseparable extension, any
homomorphism ϕ → ψ over K is already defined over Ksep. Thus ϕ and ψ are isogenous
over K if and only if they are isogenous over Ksep.
Proposition 8.2 Assume that for some prime p 6= p0 of A, all p-torsion points of ϕ and
ψ are defined over K. Then if ϕ and ψ are isogenous over Ksep, they are isogenous over K.
Proof. Let K ′ be a finite separable extension of K over which ϕ and ψ are isogenous.
After extending K ′ we may assume that K ′/K is galois. Then
HomK(ϕ, ψ) = HomK ′(ϕ, ψ)
Gal(K ′/K).
By the isomorphism (8.1) for K ′ in place of K we have
HomK ′(ϕ, ψ)⊗A Ap
∼
−→ HomAp(Tp(ϕ), Tp(ψ))
Gal(Ksep/K ′).
The image of this isomorphism is a saturated Ap-submodule of HomAp(Tp(ϕ), Tp(ψ)) and
hence a direct summand. The induced homomorphism
HomK ′(ϕ, ψ)⊗A A/p −→ HomAp(Tp(ϕ), Tp(ψ))⊗A A/p
is therefore injective. By the construction of the Tate module Tp(ϕ) ⊗A A/p is naturally
isomorphic to the group ϕ[p] of p-torsion points of ϕ, and likewise for ψ. Thus we obtain
a natural Galois equivariant injection
HomK ′(ϕ, ψ)⊗A A/p →֒ HomA/p(ϕ[p], ψ[p]).
By assumption Gal(Ksep/K) acts trivially on the target group; hence Gal(K ′/K) acts triv-
ially on HomK ′(ϕ, ψ)⊗AA/p. Since Gal(K
′/K) is a finite group, its action on HomK ′(ϕ, ψ)
thus factors through a p-group and is therefore unipotent. As HomK ′(ϕ, ψ) is non-zero by
assumption, so is consequently the submodule of Gal(K ′/K)-invariants. This means that
HomK(ϕ, ψ) is non-zero, as desired. 
Choose a normal integral domainR that is finitely generated over Fp with Quot(R) = K,
such that ϕ and ψ extend to Drinfeld A-modules over SpecR. For any maximal ideal m of
R let ϕm and ψm denote their reductions over km.
Proposition 8.3 If ϕ and ψ are not isogenous over K, there exists a maximal ideal m ⊂ R
such that the characteristic polynomials of Frobm associated to ϕm and ψm are different.
Proof. Suppose to the contrary that for all m the characteristic polynomials are equal.
Pick a prime p 6= p0 of A and consider the continuous representations of Gal(K
sep/K)
on the rational Tate modules Vp(ϕ) := Tp(ϕ) ⊗Ap Fp and Vp(ψ) := Tp(ψ) ⊗Ap Fp. As the
Frobenius elements are dense in Gal(Ksep/K), it follows that any element of Gal(Ksep/K)
has the same characteristic polynomial on Vp(ϕ) as on Vp(ψ). By a general fact from
representation theory (see Pink-Traulsen [15, Prop. 3.8]) the representations thus have a
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common Jordan Ho¨lder factor. But by Taguchi [18, Thm. 0.1], [19, Thm. 0.1] the represen-
tations are semisimple. Thus they posses an isomorphic direct summand, and in particular
HomAp(Tp(ϕ), Tp(ψ))
Gal(Ksep/K) is non-zero. By (8.1) it follows that HomK(ϕ, ψ) is non-
zero, contrary to the assumption. 
Theorem 8.4 One can effectively decide whether ϕ and ψ are isogenous over K.
Proof. Again we start two processes in parallel:
Process (a): Find isogenies: For each d > 0 search for isogenies ϕ → ψ of degree d
in τ . For this choose a finite set S of generators of the Fp-algebra A. Then an element
u ∈ K[τ ] of degree d is an isogeny ϕ → ψ if and only if uϕa = ψau for all a ∈ S. With
the Ansatz u =
∑d
i=0 uiτ
i these equations amount to finitely many polynomial equations
in the coefficients ui. We also know that there are at most finitely many solutions. By our
computer algebra prerequisites, one can therefore effectively describe all these solutions.
As soon as an isogeny ϕ→ ψ is found, kill process (b) and stop with the answer “yes”.
Otherwise, repeat the calculation with d+ 1 in place of d.
Process (b): Compare Frobeniuses: For each maximal ideal m ⊂ R use Proposition
4.7 (a) to determine the characteristic polynomials of Frobm associated to ϕm and ψm. If
they are different, kill process (a) and stop with the answer “no”. Otherwise, repeat the
calculation with the next m.
Effectivity: By Proposition 8.3 the algorithm terminates with the correct answer. 
Theorem 8.5 One can effectively decide whether ϕ and ψ are isogenous over Ksep.
Proof. Choose any prime p 6= p0 of A. By solving the equations for the p-torsion points
of ϕ and ψ one can find an explicit finite separable extension K ′ of K such that all these
torsion points are defined over K ′. Then Proposition 8.2 implies that ϕ and ψ are isogenous
over Ksep if and only if they are isogenous over K ′. This in turn can be effectively decided
by Theorem 8.4. 
For the remaining results we view Ksep[τ ] as an Fp[t]-module via the multiplication
(a, u) 7→ ψau.
Theorem 8.6 For any non-constant element t ∈ A, one can effectively find a finite sepa-
rable extension K ′′ of K and elements of HomK ′′(ϕ, ψ) which form an orthogonal basis of
HomKsep(ϕ, ψ) over Fp[t].
Proof. Use Theorem 8.5 to decide whether ϕ and ψ are isogenous over Ksep. If not, then
HomKsep(ϕ, ψ) = 0 with the trivial basis. If yes, the rank of HomKsep(ϕ, ψ) over Fp[t] is
equal to that of EndKsep(ϕ). The latter can be effectively determined by Theorem 6.7 and
by computing the rank of A over Fp[t]. To finish, observe that everything from Proposition
5.6 through Proposition 5.11 remains true withMd ⊂ HomKsep(ϕ, ψ) in place of EndKsep(ϕ)
and, occasionally, ψ in place of ϕ. The analogue of Proposition 5.11 thus yields the desired
orthogonal basis. (But again observe Remark 5.13.) 
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Theorem 8.7 For any non-constant element t ∈ A, one can effectively find an orthogonal
basis of HomK(ϕ, ψ) over Fp[t].
Proof. Use Theorem 8.4 to decide whether ϕ and ψ are isogenous over K. If not, then
HomK(ϕ, ψ) = 0 with the trivial basis. If yes, the rank of HomK(ϕ, ψ) over Fp[t] is equal to
that of EndK(ϕ). The latter can be effectively determined by Theorem 6.9. To finish, apply
the arguments from the proof of Theorem 6.9 to HomK ′′(ϕ, ψ) in place of EndK ′′(ϕ). 
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