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Abstract
We consider a system of differential equations in a fast long range dependent random en-
vironment and prove a homogenization theorem involving multiple scaling constants. The
effective dynamics solves a rough differential equation, which is ‘equivalent’ to a stochastic
equation driven by mixed Itô integrals and Young integrals with respect to Wiener processes
and Hermite processes. Lacking other tools we use the rough path theory for proving the
convergence, our main technical endeavour is on obtaining an enhanced scaling limit theo-
rem for path integrals (Functional CLT and non-CLT’s) in a strong topology, the rough path
topology, which is given by a Hölder distance for stochastic processes and their lifts. In
dimension one we also include the negatively correlated case, for the second order / kinetic
fractional BM model we also bound the error.
Keywords: fractional Brownian motion, slow-fast systems, homogenization, Hermite processes, passive tracer, random envi-
ronment, functional limit theorem, rough path
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1 Introduction
In this article we prove a homogenization theorem to the following slow/fast system with long
range dependent random environment and multiple scaling constants,
x˙εt =
N∑
k=1
αk(ε)fk(x
ε
t )Gk(y
ε
t ), (1.1)
showing that the solutions converge. Here ε is a small positive parameter, yt models a station-
ary long range dependent fast random environment, Gk ∈ Lp ∩ C0 are centred (not necessarily
in a finite chaos), and αk(ε) are the scaling constants to be identified. The x
ε
t process models
the position of a particle in a moving environment, yε is a stationary stochastic process mov-
ing at microscopic time scale. When f is divergence free, this is a popular model for passive
tracers in a tubulent fluid. By homogenization we mean the following phenomenon: during a
finite macroscopic period, the fast environment would have typically been everywhere, its effects
can therefore be absorbed into one effective vector field. This way one obtains an autonomous
equation whose solution approximate the position of the particle when the parameter ε is small.
Noise with long span of interdependence between their increments has attracted the attention
of many mathematicians and physicists. In a study for loss in water storage, Hurst et al [HBS]
observed long range time dependence in the time series data of water flows and found that the
time dependence varies proportionally to tH where H ∼ 0.73. Economical data also exhibits
cycles of varying lengths. By contrast, Brownian motions and stable processes have independent
increments. Benoit Mandelbrot and John Van Ness introduced the use of fractional Brownian
motions (fBM) in [MVN68] and found they are good models for the Hurst phenomenon, and
the best among other models they compare with. Recall that a fBM is a continuous Gaussian
process with E(Bt − Bs)2 = |t − s|2H . (When H = 12 , this is the BM.) They are self-similar
with similarity exponent H .
Self-similarity attracted attention also from Sinai, Dobrushin, and Jona-Lasinio for their rel-
evance in mathematically rigorous description of critical phenomena and in the renormalisation
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theory. In [Sin76], for example, Sinai constructed non-Gaussian self-similar fields; while Do-
brushin [Dob79] studied self-similar fields subordinated to self-similar Gaussian fields (multiple
Itô integrals). Those self-similar stochastic processes with stationary increments are a particular
interesting class. When normalized to begin at 0, to have mean 0 and variance 1, at t = 1, they
necessarily have the covariance 12 (t
2H + s2H − |t− s|2H). Those of Gaussian variety are fBMs.
Hermite processes are non-Gaussian self-similar processes with the above mentioned covariance
and stationary increments. They appear as scaling limits of functionals of long range dependent
Gaussian processes. The first of these appeared in [Ros61], in which Rosenblatt constructed
an example of a non-strong mixing sequence of random variables. He proved that the afore-
mentioned sequence (with slow decaying auto-correlation) is not strong mixing by proving that
the usual central limit theorem (CLT) fails and obtained a non-Gaussian scaling limit which is
in fact a rank 2 Hermite process. Rank 2 processes are called Rosenblatt process. Jona-Lasinio
was also concerned with the construction of a systematic theory of limit distributions for sums
of ‘strongly dependent’ random variables for which the classical central limit theorems does not
hold, [JL77], see also the book [EM02]. These processes also appear in our effective dynamics,
in a mixed manner.
Despite of the evidence pointing to long range depend noise, the study of slow/fast sys-
tems has predominatedly focused on those with strongly mixing or Markovian properties. If the
correlation of the random field decays sufficiently fast, see [Tay21, Gre51, Kub57], for small
parameters the particle is expected to behave diffusively and can be approximated by a Markov
process with covariance given by the integral, if finite, of the correlation functions of the vector
field. If the correlation decays so slowly that the integral is infinite, the random field is said to
have long range dependence.
We will take yεt to be a fast fractional Ornstein-Uhlenbeck process (fOU). These are defined
by the Langevin equation driven by fBM’s, and also have long range dependence when the
Hurst parameter H > 12 , see §3.2. These are fascinating processes. On one hand the solutions
of the Langevin equation forgets its initial position exponentially fast. On the other hand its
auto-correlation function, which measures how much the shifted process remembers, exhibits
power law decay. The latter is not shared by all other functionals of fBMs. For example it was
shown in [KKR12], that Donsker’s Invariance Principle holds for fBM on the torus, in this case
the correlation from the fBM is forgotten and lost in the wrapping. It is natural to expect the
same loss of memory in fOU. After all, the linear contraction in the Langevin equation and the
exponential convergence of the solutions would lead to the belief that it mixes as fast as the
wrapped fBM, this is not so. Indeed, for H > 12 it is not strong mixing, its auto correlation
function is not integrable. The long range memory survives also in the second order model (the
Kinetic model for fBMs).
For the equation x˙εt = ε
H−1f(xεt) yεt on R, it is easy to show∥∥∥|xε − x|Cγ′ ([0,T ]) ∥∥∥Lp . T γεH−γ ,
where 0 < γ′ < γ < H , and H > 13 (this latter restriction is only needed for the error control).
The limit solves the Young differential equation: x˙t = f(xt) dXt, where Xt is a fBM, so the
effective limit resembles, locally, a fBM. For passive tracers in homogeneous incompressible
fluid, there are some studies [FK00, KNR12], in all of these eferences, the effective equation is
driven by either a BM or by a fBM, the method is also different.
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However, the effective dynamics for (1.1) will involve in general a mix of BM’s, fBM, and
the non-Gaussian Hermite processes. The appropriate scaling constants depend on the functions
Gi. For example for N = 1 andm the Hermite rank of G1,m =
1
2(1−H) is the critical value for
the limit to be locally Gaussian. If m is small, the effective limit is locally the Hermite process
of rank m.
We comment briefly on the effective equations. They are stochastic equations driven simulta-
neously by BM’s, fBM’s, Rosenblatt processes, and higher rank Hermite processes. For H > 12
the integrals with respect to Hermite processes can be defined as Young integrals, those with
respect to the Wiener components are Itô/ Stratonovich integrals. We show that the Wiener pro-
cess part of the driving limit is independent of the Hermite processes, and the components of the
Hermite processes can be written as multiple integrals with respect to the same Brownian motion
Wt. This means if we fix a sample path Wt(ω), we can consider the limit equation as a mixed
Wierner-Young integral equation. Mixed equations driven by BM’s and fBM have been studied
for example in [GN08, dSEE18, LH19]. Our convergence is actually in a strong topology, in
Cγ and in the rough path topology. The limit equation is actually a rough differential equation,
whose solution is in general not a semi-martingale and is defined for all chance variables, the
driver is a stochastic process of Hölder regularity class, enhanced by iterated integrals.
Lacking other tools, we will use the solution theory for rough path differential equations to
establish the required convergence, see [Lyo94, FH14], in the first p-variation norms are used.
Here it is convenient to use the Hölder path formulation and so we follow the notation in [FH14].
However using the p-variation norms may help to improve the integrability conditions in the
Functional limit theorem. Due to the length of the article we do not study that aspect. To use
the continuity theorem of the Itô solution maps, we rewrite (1.1) as rough differential equations
driven by stochastic processes with a parameter ε. It is then sufficient to prove the convergence
of the drivers in the rough path topology, which is finer than the Hölder topology. We first
prove the joint convergence of the drivers together with their iterated integrals in an appropriate
Hölder space, in the finite dimensional distributions. Then we show that they converge also in the
rough path topology. One of our key technical endeavours is therefore a vector valued functional
‘Central’ Limit Theorem in the rough path topology, this is accomplished in sections 4 and 5.
The statements of the main results will be presented in §2. The preliminary computations are
presented together with a simple example in §3. In §4.3, we treat the 1-dimensional case, its
proof does not use the extensive estimations obtained later, nor the CLT in rough path topology
(those in §4 are sufficient). The results for dimension 1 is of course stronger, including all
Hurst parameters, however to single this case out, we hope to make transparent the proof for the
multi-dimension and multi-scale case. The proof for the main theorem is finalised in §6. For
reader’s convenience, interpretation of the rough differential equation, studied of fOU processes,
kernel convergence for multiple Wiener integrals, their asymptotic independence, and various
preliminary estimates are presented in the appendix.
Notation
• (Ω,F ,P) is a probability space and ‖ • ‖p or ‖ • ‖Lp denotes the norm in Lp(Ω), also when
we refer to the sapce Lp we mean Lp(Ω,F ,P).
• Wt, t ∈ R denotes a two-sided Wiener process.
• Ft denotes the filtration generated by the fractional Brownian Motion.
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• H is the Hurst parameter of the fBM.
• H∗(m) = m(H − 1) + 1.
• mk is the Hermit rank of Gk.
• Convention : H∗(mk) ≤ 12 for k ≤ n; otherwise H∗(mk) > 12 ,
• µ = N(0, 1) is the standard Gaussian distribution.
• Lp(µ) denote the set of Lp integrable from R to R with respect to µ.
• BCr = Crb : bounded continuous functions with bounded continuous derivatives up to
order r.
• Cra = Cr ∩BCa.
• f . g means there exists a constant c such that f ≤ cg.
• |x|α := sups 6=t |xt−xs||t−s|α is the homogeneous Hölder semi-norm, 0 < α < 1.
• For a process xt, set xs,t := xt − xs.
2 Formulation of main results
We let {Hm,m ≥ 0} denote the orthogonal Hermite polynomial of degree m on L2(µ), nor-
malised to have leading coefficient 1 and L2(µ) norm
√
m!. For any H ∈ (0, 1), we define the
non-increasing transformation m→ H∗(m),
H∗(m) = m(H − 1) + 1. (2.1)
Definition 2.1 Let G : R→ R be an L2(µ) function with chaos expansion
G(x) =
∞∑
k=m
ckHk(x), ck =
1
k!
〈G,Hk〉L2(µ). (2.2)
( Observe that
∫
Gdµ = 0 if and only if c0 = 0.)
1. The smallest m with cm 6= 0 is called the Hermite rank of G.
2. IfH∗(m) ≤ 12 we say G has high Hermite rank (relative toH), otherwise it is said to have
low Hermite rank.
For any m ∈ N, we define a set of scaling constants as below, the intuition leading to this
will be clear when we present the relevant central and non-central limit theroems.
α(ε,H∗(m)) =


1√
ε
, if H∗(m) < 12 ,
1√
ε| ln (ε)| , if H
∗(m) = 12
εH
∗(m)−1, if H∗(m) > 12 .
(2.3)
We fix a fractional Brownian motion BHt , with Hurst parameter H ∈ (0, 1) \ {12} (Homog-
enization for H = 12 is classic, the result is independent of the Hermite rank and the scaling is
given by α(ε) = 1√
ε
).
Let yε be a fast stationary fractional Ornstein-Uhlenbeck process with standard Gaussian
distribution. We also write y = y1 for simpicity.
Convention 2.2 Given a collection of functions (Gk, k ≤ N), we will label the high rank ones
first, so the first n functions satisfy H∗(mk) ≤ 12 , where n ≥ 0, and the rest has H∗(mk) > 12 .
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2.1 Homogenization
Let Gk : R→ R be centred function in L2(µ) with Hermite rankmk. Write
Gk =
∞∑
l=mk
ck,lHl, αk(ε) = α(ε,H
∗(mk)).
We consider 

x˙εt =
N∑
k=1
αk(ε) fk(x
ε
t )Gk(y
ε
t ),
xε0 = x0.
(2.4)
For the main theorem below, we assume that Gk ∈ Lpk for sufficiently high pk, and Gk
satisfies a fast chaos decay condition. Both assumptions are automatically satisfied if Gk are
polynomials, in which case we take pk =∞ in the statement below, then the only extra condition
is that the Hermite rank of Gk is not in the interval [
1
1−H ,
1
2(1−H) ]. The precise assumption will
be detailed after the statement.
Theorem A (§6) Given H ∈ (12 , 1), fk ∈ C3b (Rd;Rd), and Gk’s satisfying Assumption 2.5
below. Then, the solutions of (2.4) converge weakly in Cγ , on any finite time interval, for any
γ ∈ (13 , 12 − 1mink≤n pk ), to the solution of the following stochastic differential equation
dxt =
n∑
k=1
fk(xt) ◦ dXkt +
N∑
k=n+1
fk(xt)dX
k
t , x0 = x0,
where Xkt is a Wiener process for k ≤ n, a Hermite processes for k > n, and ◦ denotes
Stratonovich integral, otherwise a Young integral.
Definition 2.3 A function G ∈ L2(µ), G = ∑∞l=0 clHl, is said to satisfy the fast chaos decay
condition with parameter q ∈ N, if
∞∑
l=0
|cl|
√
l! (2q − 1) l2 <∞.
For Hermite polynomials and Gaussian measures we have the estimates:
‖Hk‖2q ≤ (2q − 1)
k
2
√
E(Hk)2 = (2q − 1)
k
2
√
k!.
Consequently, if G satisfies the fast chaos decay condition with parameter q, then
‖G‖2q ≤
∞∑
l=0
|cl|‖Hl‖q <∞,
and G ∈ L2q. Observe that 12 − 12q > 13 , a condition needed for the convergence in Cγ , is
equivalent to q > 3. Also, if G satisfies the decay condition with q > 1, then G is continuous.
Indeed, we have ∣∣∣∣e−x22 Hk(x)
∣∣∣∣
∞
≤ 1.0865
√
k!,
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from [AS84, pp787]. (The polynomials in [AS84] are orthogonal with respect to ex
2
dx.) Thus
the power series e−
x2
2
∑∞
l=0 clHl converges uniformly in x, the limit G is continuous.
Remark 2.4 If G satisfies the fast chaos decay condition with parameter q > 1, then G has a
representation in L2q ∩ C, with which we will work from here on.
Assumption 2.5 (Functional limit rough Cγ- assumptions) EachGk belongs toL
pk(µ), where
pk > 2, and has Hermite rankmk ≥ 1. Furthermore,
(1) Each Gk satisfies the fast chaos decay condition with parameter q ≥ 4.
(2) (Integrability condition) pk is sufficiently large so the following holds:
min
k≤n
(
1
2
− 1
pk
)
+ min
n<k≤N
(
H∗(mk)− 1
pk
)
> 1. (2.5)
(3) If Gk has low Hermite rank, i.e. H
∗(mk) > 12 , assume H
∗(mk)− 1pk >
1
2 .
(4) Either H∗(mk) < 0 or H∗(mk) > 12 .
Remark 2.6
1. The higher than usual moment assumptions arise from the necessity to obtain the conver-
gence, not just in the space of continuous functions but also, in a rough path space C γ for
some γ > 13 (which is naturally established by Kolmogorov type arguments) to be able to
use the continuity of the solution maps in the rough path setting.
2. Condition (2) makes sure that the Hölder regularity of the terms which converge to a
Wiener processes is at least η and the ones for the terms which converge to Hermite pro-
cesses is at least τ with η+ τ > 1. This condition ensures that iterated integrals, in which
one term converges to a Wiener and the other one to a Hermite process, can be interpreted
as a Young integral.
3. In Condition (4) we have to assumeH∗(mk) < 0 instead ofH∗(mk) ≤ 12 . This means we
exclude functions with Hermite rank in [ 11−H ,
1
2(1−H) ]. This restriction is due to Lemma
7.7, where we deal only with high Hermite rank functions, we only obtain the required
integrability estimates for H∗(mk) < 0.
The homogenisation problem for a passive tracer in a turbulent flow has been studied in
[FK00, KNR12]. For a class of spatial homogeneous (incompressible) time stationary vector
fields whose spectral density satisfies suitable conditions, they showed that the effective limit is
either a Brownian motion or a fractional Brownian motion. A class of homogenization theorems
was shown in [KM17], their integrability conditions were then lowered in [CFK+19] by using
the p-variation rough path formulation instead of the Hölder one, a related work is also to be
found in [BC17].
2.2 Lifted functional limit theorem
The static problem preluding the homogenization are functional limit theorems. Once appropri-
ate limit theorems for the drivers are established, we may use the continuity theorem for rough
differential equations.
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For continuous processes this concerns the scaling limit of
∫ t
0 G(y sε )ds where G is a a cen-
tred function. Let functions (G1, . . . , GN ) be given. The pivot theorem is concerned with the
scaling limit , as ε→ 0, for
Xε :=
(
X1,ε, . . . ,XN,ε
)
, Xk,ε = αk(ε)
∫ t
0
Gk(y
ε
s)ds. (2.6)
We further define the rough paths Xε = (Xε,Xi,j,ε), where
X
i,j,ε
u,t :=
∫ t
u
(Xi,εs −Xi,εu )dXj,εs = αi(ε)αj(ε)
∫ t
u
∫ s
u
Gi(y
ε
s)Gj(y
ε
r) drds. (2.7)
We call Xε = (Xε,Xi,j,ε) the canonical lift of Xε.
Such limit theorems are closely related to those for sums of sequence of random variables.
For independent or strong mixing sequences, there is a central limit theorem (CLT), and the
weak limit is always a Brownian motion. For interdependent long range dependent stationary
sequences, this was pioneered by Rosenblatt, who constructed a not strong mixing stationary
sequence, with a non-CLT limit, the limit is later known as the Rosenblatt process. For stationary
continuous time strong mixing processes, the CLT states that
√
ε
∫ t
0 G(y sε )ds converges weakly
to a Markov process, this is classical and well understood. For stochastic processes whose auto-
correlation functions do not decay sufficiently fast at infinity, there is no reason to have the√
ε scaling or to have a diffusive limit, see [BT13, Taq79, Ros61, BH02, DM79, BM83, BC09,
HNX14, CNN18].
To state the main theorem clearly, we follow Convention 2.2 and label the first n functions
such that H∗(mk) ≤ 12 for k ≤ n. Therefore, we will write
Xε = (XW,ε,XZ,ε), XW,ε ∈ Rn, XZ,ε ∈ RN−n. (2.8)
Assumption 2.7 (Functional Limit Cγ assumptions) Let Gk ∈ Lpk with Hermite rank mk ≥
1.
(1) If H∗(mk) ≤ 12 assume 12 − 1pk >
1
3 , which is equivalent to pk > 6.
(2) If H∗(mk) > 12 assume H
∗(mk)− 1pk >
1
2 .
For the convergence in finite dimensional distributions we only assume that each Gk ∈ L2, only
for convergence in Cγ we need the above assumption. The following is extracted from section 5.
Theorem B [CLT] Let G1, . . . , GN ∈ L2(µ) be given and let H ∈ (0, 1).
(a) Then, there exists XW = (X1, . . . ,Xn) and XZ = (Xn+1, . . . ,XN ), such that
(XW,ε,XZ,ε) −→ (XW ,XZ),
in the sense of finite dimensional distributions on every finite interval. Furthermore, for
any t > 0
lim
ε→0
‖XZ,εt → XZt ‖L2 = 0.
(b) If furthermore, each Gk satisfies Assumption 2.7, one obtains convergence in Cγ for γ <
1
2 − 1mink≤n pk .
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(c) Suppose Assumption 2.5 holds and further assume that H ∈ (12 , 1). Then, on every finite
interval and for every γ ∈ (13 , 12 − 1mink≤n pk ),(
Xεt ,X
ε
s,t
)→ (Xt,Xs,t + (t− s)A)
weakly in the rough topology C γ , given in (3.11).
We now describe the limit. Set X = (X1, . . . ,Xn,Xn+1, . . . ,XN ).
(1) XW ∈ Rn and XZ ∈ RN−n are independent.
(2) For i, j ≤ n, E
(
XitX
j
s
)
= (t ∧ s)Ai,j where for ̺(r) = E(yry0),
Ai,j =
∫ ∞
0
E(Gi(ys)Gj(y0))ds =
∞∑
q=mi∨mj
ci,q cj,q (k!)
∫ ∞
0
̺(r)q dr.
In other words, XW = UWˆt where Wˆt is a standard Wiener process, U is a square root
of A.
(3) Let Z
H∗(mk),mk
t be the Hermite processes, represented by (3.1). Then,
XZ = (cn+1,mn+1Z
n+1
t , . . . , cN,mNZ
N
t ).
where
Zkt =
mk!
K(H∗(mk),mk)
Z
H∗(mk),mk
t . (2.9)
We emphasize that the Wiener processWt defining the Hermite processes are the same, for
every k, which is in addition independent of Wˆt.
(4) For s < t the limiting second order process is given by
X
i,j
s,t =
∫ t
s
(Xir −Xis)dXjr ,
an Itô integral, for i, j ≤ n,
a Young integral, otherwise.
Ai,j =
{
as in part 2, if i, j ≤ n,
0, otherwise.
For strong mixing processes, these are well known see [KV86], see also the relatively recent
book [KLO12]. A different type of limit theorem for fractional Brownian motions is popular
under the topic rough volatility where the parameter H is taken to be close to zero.
We now comment on the proof and give an overview on the results we used. At the level
of the convergence of the base processes Xε, there are a range of results. See for example
[DM79, Taq79, BM83, BC09, PT00, BH02, CKM03, BT13, HNX14, NNZ16, CNN18]. Even at
this level, the convergence has only been shown in finite dimensional distribution (occasionally
in the continuous topology). Even for the convergence in finite dimensional distribution, the
known results are fragmented, they are not consistent in the assumptions. They are often proved
for a subclass of situations, such as finite chaos condition, moment determinant condition etc.,
while Hermite processes are in general not determined by their moments. Some theorems are
only proved for scalar processes, some are only at the level of sequences.
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We first assemble the convergence of scalar processes, extending them to the same larger
class of functions. To extend the convergence to the Hölder topology, we follow [CNN18] and
use Malliavin calculus to obtain moment bounds. This section is quite short, only about 3 pages.
For the joint convergence in Hölder norm, we use [BT13, Taq79, BH02]. The joint con-
vergence of a vector valued process with components including a Wiener process and a non
semi-martingale is subtle. We use a reduction theorem, a normal convergence theorem from
[NP12], and an extension of a limit theorem from [JS03]. We also use the fact that the low
Hermite components of Xε converge in L2 (this is proven in the Appendix.)
For the functional limit theorems in the rough path topology we first show the joint conver-
gence of the integrals and iterated integrals in finite dimensional distribution. For this we estab-
lish a martingale approximation and use ergodic theorems. Due to the fact that we have a non-
strong mixing process, proving the L2 boundedness of the martingale approximations is rather
involved, this is where we had to exclude functions with Hermite rank satisfies H∗(m) ∈ [0, 12 ].
For the L2 boundedness we follow [Hai05a, LH19] and develop a locally independent decompo-
sition for the fOU process and use this decomposition to compute the conditional moments. The
final hurdle is the relatively compactness of the iterated integrals in the rough path topology, for
which we relied on the Diagram formula and an upper bound, from [Taq77], on the number of
eligible complete graphs of pairings.
2.3 Single scale model and examples
The following is extracted from section 5, where further detail is given. Restricting ourselves
to the one dimensional case we can see how the methodology works without technicalities, here
we extend to range of H to (13 , 1) and drop the exclusilons on m and we obtain the following
theorem. Given a centred function G ∈ L2(µ), with chaos expansion G = ∑∞k=m ckHk we set
c > 0 by
c2 =


( cmm!K(H,m))
2, H∗(m) > 12
2
∑∞
k=m(ck)
2k!
∫∞
0 ̺
k(s)ds, H∗(m) < 12
2m!(cm)
2, H∗(m) = 12 .
(2.10)
Theorem C LetH ∈ (13 , 1)\{12}, f ∈ C3b (R;R), andG be a continuous function which satisfies
Assumption 2.7. Consider
x˙εt = α(ε,H
∗(m)) f(xεt) G(y
ε
t ), x
ε
0 = x0. (2.11)
1. IfH∗(m) > 12 , x
ε
t converges weakly in Cγ to the solution to the Young differential equation
dx¯t = cf(x¯t) dZ
H∗(m),m
t with initial value x0 for γ ∈ (0,H∗(m)− 1p).
2. If H∗(m) ≤ 12 , xεt converges weakly in Cγ to the solution of the Stratonovich stochastic
differential equation dx¯t = cf(x¯t) ◦ dWt with x¯0 = x0, where γ ∈ (0, 12 − 1p).
Remark 2.8
1. The constant c could be 0, for further details see Remark 4.4.
2. The condition 12 − 1p > 13 is for the Hölder regularity of the solution paths to be at least
1
3 , so we could define the integral by an enhanced Riemann sum. See §3.3 for the precise
meaning.
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3. The condition f ∈ C3b is not optimal, it is only needed for applying the conclusions of
Theorem 3.8, the continuity theorem which states that the solutions of a Young/ rough
differential equations depends continuously on the driver. For part (1), the Young case, it
is sufficient to assume that f ∈ C2b .
4. By using the p-variation norm instead of the Hölder norms, one can reduce the integrabilty
condition to p = 1 in (1) and p > 1 in (2) and obtain convergence in the respective
p-variation spaces, see [CFK+19] for the use of such norms. The same is true for the
other forthcoming theorems, by observing that there is no loss of regularity in the Besov
p-variation embeddings compared to the Besov-Hölder ones, see Appendix A from the
book [FV10].
We conclude this section with an example on Rd and a question. Take H = 89 and consider
x˙εt = ε
− 2
9 f1(x
ε
t )H2(y t
ε
) + ε−
4
9 f2(x
ε
t )H4(y t
ε
) +
1√
ε
f3(x
ε
t )H10(y t
ε
).
Their solutions converge to that of an equation driven simultaneously by a fBM, a Hermite
process with similarity exponents 59 , and a Wiener process.
3 Preliminaries
A stochastic process (Xn) is strongly mixing if its auto correlation ̺(n)→ 0 as n→∞ and
sup
A,B
|P (A ∩B)− P (A)P (B)| ≤ ̺(n),
where the supremum is over A ∈ σ{Xk, k ≤ m}, B ∈ σ{Xk, k ≥ n+m}.
Let us make the convention that BH0 = 0, E(B
H
1 )
2 = 1. For simplicity we often omit the
Hurst parameter H . A fBM BHt , with hurst parameter H >
1
2 is not strong mixing, otherwise
the Central Limit Theorem holds for Xn = BHn+1 − BHn , but with suitable scaling, the limit
yields a fractional Brownian motion.
The disjoint increments of BHt are dependent unless H =
1
2 :
E(Bt −Bs)(Bu −Bv) = 1
2
(|t− v|2H + |s− u|2H − |t− u|2H − |s− v|2H).
The correlation function
˜̺(n) = E(Bn+1 −Bn)(B1 −B0)
∼ H(2H − 1)n2H−2, at infinity.
Thus,
∑∞
n=1 ˜̺(n) =∞ for H > 12 , and so long range correlation persists.
Common to a Brownian motion, a fBM has self-similarity with similarity exponent H and
stationary increments. Since BHt has finite and non-trivial
1
H -variation over [0, T ] with variation
of the order E
(|BH1 |p)T , it has infinite total variation. It has zero quadratic variation for H > 12
and infinite quadratic variation for H < 12 , and therefore B
H
t is not a semi-martingale unless
H = 12 . We refer to [PT17, Sam06, CKM03] for further detail.
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3.1 Hermite processes
We take the Hermite polynomials of degreem to be
Hm(x) = (−1)me
x2
2
dm
dxm
e
x2
2 .
Thus, H0(x) = 1, H1(x) = x. Let Hˆ be the inverse of H∗(m) = m(H − 1) + 1:
Hˆ(m) =
1
m
(H − 1) + 1.
Definition 3.1 Let m ∈ N with Hˆ(m) > 12 . The class of Hermite processes of rank m are the
following mean-zero process,
Z
H,m
t =
K(H,m)
m!
∫ t
0
Hm
(∫
R
(s− u)Hˆ(m)−
3
2
+ dWu
)
ds, (3.1)
where the constant K(H,m) is chosen so their variances are 1 at t = 1. The number H is called
its Hurst parameter.
Since Hˆ(1) = H , the rank 1 Hermite processes ZH,1 are fractional BMs. Indeed (3.1) is
exactly the Mandelbrot-Vanness representation for fBM. The Hermite processes have stationary
increments and finite moments of all order with covariance
E(ZH,mt Z
H,m
s ) =
1
2
(t2H + s2H − |t− s|2H). (3.2)
Therefore, using Kolmogorv’s theorem one can show that the Hermite processes ZH,mt have
sample paths of Hölder regularity up toH . They are also self similar with exponent H
λHZ
H,m
·
λ
∼ ZH,m. .
We recall another formulation, useful for proving convergence to Hermite processes. Ac-
cording to Itô [Itô51] and [Nua06, Thm1.1.2], if f is an L2 function of norm 1, the multiple
Itô-Wiener integral with kernel
∏
i f(ti) can be identified with the evaluation of Hm on a single
Wiener integral:∫
R
· · ·
∫
R
f(t1) . . . f(tm) dW (t1) . . . dW (tm) = Hm
(∫
R
f(s) dWs
)
,
So the Hermite processes can be defined by the multiple Itô-Wiener integrals:
Z
H,m
t =
K(H,m)
m!
∫
Rm

∫ t
0
m∏
j=1
(s− tj)−(
1
2
+ 1−H
m
)
+ ds

 dW (t1) . . . dW (tm). (3.3)
In particular, two Hermite processes ZH,m and ZH
′,m′ , defined by the same Wiener process, are
uncorrelated ifm 6= m′.
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Remark 3.2 In some literature, e.g. [MT07], the Hermite processes are defined with a different
exponent as below:
Z˜
H,m
t =
K(H∗(m),m)
m!
∫ t
0
Hm
(∫
R
(s − u)H−
3
2
+ dWu
)
ds.
They are related by
Z
H∗(m),m
t = Z˜
H,m
t , Z
H,m
t = Z˜
Hˆ(m),m
t . (3.4)
Further detail on Hermite processes can also be found in [MT07]. The limit processes in Theo-
rem A are given by Hermite processes of the form Z
H∗(m),m
t = Z˜
H,m
t .
3.2 Fractional Ornstein-Uhlenbeck processes
We define the stationary fractional Ornstein-Uhlenbeck processes to be
yt = σ
∫ t
−∞
e−(t−s)dBs,
where σ is chosen such that yt is distributed as µ = N(0, 1) andBt is a two-sided fractional BM.
It is the solution of the following Langevin equation:
dyt = −ytdt+ σdBt, y0 = σ
∫ 0
−∞
esdBs.
We take yεt , the fast fOU, to be the stationary solution of
dyεt = −
1
ε
λyεt dt+
σ
εH
dBt.
Observe that yε· and y ·
ε
have the same distributions, and
yεt =
σ
εH
∫ t
−∞
e−
1
ε
(t−s)dBs. (3.5)
Let us denote their auto-correlation function by ̺ and ̺ε:
̺(s, t) := E(ysyt), ̺
ε(s, t) := E(yεsy
ε
t )
Let ̺(s) = E(y0ys) for s ≥ 0 and extended to R by symmetry, then ̺(s, t) = ̺(t − s) and
similarly for ̺ε. For H > 12 , the set of functions for which Wiener integrals are defined include
L2 functions and so ̺ has a nicer expression.
Indeed, since
E(BtBs) = H(2H − 1)
∫ t
0
∫ s
0
|r1 − r2|2H−2dr1dr2,
we have
∂2
∂t∂s
E(BtBs) = H(2H − 1)|t − s|2H−2,
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which is integrable, and therefore we may use the Wiener isometry
E(ytys) = σ
2H(2H − 1)
∫ t
−∞
∫ s
−∞
e−(s+t−r1−r2)|r1 − r2|2H−2dr1dr2.
For u > 0,
̺(u) = σ2H(2H − 1)
∫ u
−∞
∫ 0
−∞
e−(u−r1−r2)|r1 − r2|2H−2dr1dr2.
With this we observe the following correlation decay relation.
Lemma 3.3 Let H ∈ (0, 12) ∪ (12 , 1). For any t 6= s,
|̺(s, t)| . 1 ∧ |t− s|2H−2. (3.6)
The proof for this is elementary, for reader’s convenience it is given in the appendix.
By Lemma 3.3,
∫∞
0 ̺
m(s)ds is finite ifH∗(m) < 12 , or ifH =
1
2 andm ∈ N, as in the latter
the usual OU process admits exponential decay of correlations.
Lemma 3.4 Let H ∈ (0, 1) \ {12}, fix a finite time horizon T , then for t ∈ [0, T ] the following
holds uniformly for ε ∈ (0, 12 ]:
(∫ t
ε
0
∫ t
ε
0
|̺(u, r)|m dr du
) 1
2
.


√
t
ε
∫∞
0 ̺
m(s)ds, if H∗(m) < 12 ,√
( tε)| ln
(
1
ε
)|, if H∗(m) = 12 ,(
t
ε
)H∗(m)
, if H∗(m) > 12 .
(3.7)
(∫ t
0
∫ t
0
|̺ε(u, r)|m dr du
) 1
2
.


√
tε
∫∞
0 ̺
m(s)ds, if H∗(m) < 12 ,√
tε| ln ( tε)|, if H∗(m) = 12 ,(
t
ε
)H∗(m)−1
, if H∗(m) > 12 .
(3.8)
Note if H = 12 , for and any m ∈ N, the bound is
√
t
ε
∫∞
0 ̺
m(s)ds. The following is often used
later,
t
∫ t
0
|̺ε(s)|mds . t
(H∗(m)∨ 12)
α(ε,H∗(m))
. (3.9)
The following Hölder norm estimates will be used for proving Proposition 3.12.
Lemma 3.5 The stationary fOU process is uniformly Hölder continuous of order γ over [0,∞)
for any γ ∈ (0,H). Furthermore, over [0,∞), the following estimates hold:
‖ys − yr‖Lp . 1 ∧ |s− r|H , E sup
s 6=t
( |ys − yt|
|t− s|γ
)p
. C(γ, p)pM
for any p > 1, where C(γ, p) is the universal constant in Garcia-Rodemich-Romsey-Kolmogorov
inequality and
M =
∫ ∞
0
∫ ∞
0
E|ys − yr|p
|s− r|γp+2 <∞.
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3.3 Some rough path theory
If X and Y are Hölder continuous functions on [0, T ] with exponent α and β respectively, such
that α + β > 1, the Young integration theory enables us to define
∫ T
0 Y dX via Riemann sums∑
[u,v]∈P Yu(Xv−Xu), where P denotes a partition of [0, T ]. Furthermore (X,Y ) 7→
∫ T
0 Y dX
is a continuous map. Thus, for X ∈ C 12+, one can make sense of a solution Y to the Young
integral equation dYs = f(Ys)dXs. If f ∈ C2b , the solution is continuous with respect to both
the driverX and the initial data [You36]. In the case ofX having Hölder continuity less or equal
to 12 , this fails and one can not define a pathwise integration by the above Riemann sum anymore.
Rough path theory provides us with a machinery to treat less regular functions by enhancing
the process with a second order process, giving a better local approximation, which then can be
used to enhance the Riemann sum and show it converges. If Xs is a Brownian motion, taking
the dyadic approximation then the usual Riemann sum leads to convergent in probability to Itô
integrals; but the enhanced Riemann sum provides better approximations and defines a pathwise
integral agreeing with the Itô integral provided the integrand belongs to both domains of inte-
gration. Their domains of integration are quite different, the first uses an additional adaptedness
condition and requires arguably less regularity than the second.
We restrict ourselves to the case where Xt is a continuous path over [0, T ], for now we
assume it takes values in Rd. A rough path of regularity α ∈ (13 , 12 ), is a pair of processes
X = (Xt,Xs,t) where (Xs,t) ∈ Rd×d is a two parameter stochastic processes satisfying the
following algebraic conditions: for 0 ≤ s < u < t ≤ T ,
Xs,t − Xs,u − Xu,t = Xs,u ⊗Xu,t, (Chen’s relation)
where Xs,t = Xt − Xs, and (Xs,u ⊗ Xu,t)i,j = Xis,uXju,t as well as the following analytic
conditions,
‖Xs,t‖ . |t− s|α, ‖Xs,t‖ . |t− s|2α. (3.10)
The set of such paths will be denoted by C α([0, T ];Rd). The so called second order process Xs,t
can be viewed as a possible candidate for the iterated integrals
∫ t
s Xs,udXu.
Remark 3.6 Using Chen’s relation for s = 0 one obtains
Xu,t = X0,t − X0,u −X0,u ⊗Xu,t,
thus one can reconstruct X by knowing the path t→ (X0,t,X0,t).
Given a path X, which is regular enough to define its iterated integral, for example X ∈
C1([0, T ];Rd), we define its natural rough path lift to be given by
Xs,t :=
∫ t
s
Xs,udXu.
It is now an easy exercise to verify thatX = (X,X) satisfies the algebraic and analytic conditions
(depending on the regularity of X), by which we mean Chen’s relation and (3.10). Note that
given any function F ∈ C2α(Rd×d), setting X˜s,t = Xs,t + Ft − Fs, X˜ would also be a possible
choice for the rough path lift. Given two rough paths X and Y we define their distance to be
̺α(X,Y) = sup
s 6=t
‖Xs,t − Ys,t‖
|t− s|α + sups 6=t
‖Xs,t − Ys,t‖
|t− s|2α (3.11)
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This defines a complete metric on C α([0, T ];Rd), this is called the inhomogenous α-Hölder
rough path metric. We are also going to make use of the norm like object
‖X‖α = sup
s 6=t∈[0,T ]
‖Xs,t‖
|t− s|α + sups 6=t∈[0,T ]
‖Xs,t‖ 12
|t− s|α (3.12)
We also denote for any two parameter process X a semi-norm:
‖X‖2α := sup
s 6=t∈[0,T ]
‖Xs,t‖
|t− s|2α .
Given a path X, as the second order process X takes the role of an iterated integral, another
sensible conditions to impose is the chain rule (or integration by parts formulae) leading to the
following definition.
Definition 3.7 A rough path X satisfying the following condition,
Sym(Xs,t) =
1
2
Xs,t ⊗Xs,t (3.13)
is called a geometric rough path. The space of all of geometric rough paths of regularity α is
denoted by C αg ([0, T ];R
d) and forms a closed subspace of C α([0, T ];Rd).
Furthermore, one can show that if a sequence of C1([0, T ],Rd) paths Xn converges in the rough
path metric to X, then X is a geometric rough path. To obtain a geometric rough path from a
Wiener process, as
∫ t
0 Ws ◦ dWs =
W 2t
2 , one has to enhance it with its Stratonovich integral,
Ws,t =
∫ t
s (Wr −Ws) ◦ dWr.
Given a rough path X ∈ C α([0, T ];Rd), we may define the integral ∫ T0 Y dX for suitable
paths Y ∈ Cα([0, T ],L(Rd,Rm)), which admit a Gubinelli derivative Y ′ ∈ Cα([0, T ],L(Rd×d,Rm))
with respect to X, meaning
Ys,t = Y
′
sXs,t +Rs,t,
and the two parameter function R, satisfies ‖R‖2α < ∞. The pair Y := (Y, Y ′) is said to be
a controlled rough path, their collection is denoted by D2αX . The remainder term for the case
Y = f(X) with f smooth is the remainder term in the Taylor expansion. This is done by
showing that the enhanced Riemann sums∑
[s,t]∈P
YsXs,t + Y
′
sXs,t,
converge as the partition size is going to zero, and the limit is defined to be
∫
Y dX. With this
theory of integration one can study the equation,
dY = f(Y )dX.
Unlike in the theory of stochastic differential equations one now has continuous dependence on
the noise X. This can be interpreted as the following, once one has chosen a candidate for the
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iterated integral, the second order process, solving rough differential equations is a continuous
operation, but obtaining the second order process is not, see the introduction to [FH14].
Now given Y ∈ D2αX , then (
∫
Y dX, Y ) ∈ D2αX , and the map (X,Y) 7→ (
∫
Y dX, Y ) is
continuous with respect to X ∈ C α and Y ∈ D2αX . The domain is not a product space, the
continuity is best formulated with the appropriate distances, however, we do not need the precise
formulation, for details we refer to [FH14]. We now state the precise theorem for our application,
see also [Lyo94].
Theorem 3.8 [FH14] Let Y0 ∈ Rm, β ∈ (13 , 1), f ∈ C3b (Rm;L(Rd;Rm)) andX ∈ C β([0, T ],Rd).
Then the differential equation
Yt = Y0 +
∫ t
0
f(Ys)dXs (3.14)
has a unique solution which belongs to Cβ . Furthermore, the solution mapΦf : Rd×C β([0, T ],R)→
D2βX ([0, T ],Rm), where the first component is the initial condition and the second component
the driver, is continuous.
As continuous maps preserve weak convergence to show weak convergence of solutions to rough
differential equations
dY ε = f(Y ε)dXε,
it is enough to establish weak convergence of the rough paths Xε in the topology defined by
the rough metric. Obtaining convergence in this topology follows the convergence of the finite
dimensional distributions of the rough paths Xε plus tightness in the space of rough paths with
respect to that topology. To apply this theory, we will enhance our stochastic processes, c.f.
Proposition 3.12, Proposition 4.8 and the following proof of Theorem C and Section 5 to bring
it to this framework.
3.3.1 Tightness of rough paths
We now show that moment bounds on increments lead to tightness in the rough path topologies.
The following lemma is similar to the compact embedding theorems between Hölder spaces and
can be obtained via an Arzela-Ascoli argument.
Lemma 3.9 Let 0 denote the rough path obtained from the 0 function enhanced with a 0 function,
then for γ > γ′, the sets {X ∈ C γ′ : ̺γ(X, 0) < R,X(0) = 0} are compact in C γ′ .
The next lemma relates uniform moment bounds on the increments of the the stochastic processes
and their secondary process, to uniform moment bounds on the rough path norm.
Lemma 3.10 Let θ ∈ (0, 1), γ ∈ (0, θ − 1p) and Xε = (Xε,Xε) such that
‖Xεs,t‖Lp . |t− s|θ, ‖Xεs,t‖L p2 . |t− s|
2θ,
then
sup
ε∈(0,1]
E(‖Xε‖γ)p <∞
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Proof. The proof is based on a Besov-Hölder embedding, for details we refer to [FV10, CFK+19].
Lemma 3.11 Let Xε be a sequence of rough paths and γ ∈ (13 , 12 − 1p), such that X(0) = 0,
and
sup
ε∈(0,1]
E(‖Xε‖γ)p <∞,
then Xε is tight in C γ .
Proof. Choose γ′ ∈ (13 , γ), as ̺γ′(X, 0) ≤ ‖X‖γ′ + ‖X‖2γ′ we obtain
P
(
̺γ′(X
ε, 0) > R
) ≤ E(̺γ′(Xε, 0)) p2
R
p
2
≤
E
(
‖X‖γ′ + ‖X‖2γ′
) p
2
R
p
2
.
C
R
p
2
.
This proves the claim by Lemma 3.9.
3.4 Example: linear driver and kinetic fBM
Here we consider the toy model on R,{
x˙εt = ε
H−1f(xεt) y
ε
t ,
xε0 = x0.
(3.15)
We study this without using any of the complicated estimates obtained later, nevertheless we are
already able to explain our methodology.
Proposition 3.12
(a) Let H ∈ (0, 1), γ ∈ (0,H), p > 1 and fix a finite time T . Let Xεt = εH−1
∫ t
0 y
ε
sds, then,
for s, t ∈ [0, T ],
sup
s,t∈[0,T ]
∥∥Xεs,t −Bs,t∥∥Lp . εH , ∥∥∥|Xε −B|Cγ′ ([0,t]∥∥∥Lp . tγεH−γ ,
for any γ′ < γ < H .
(b) LetH ∈ (13 , 1) and f ∈ C3b . Then for any γ ∈ (0,H), xεt converges inLp in Cγ
′
([0, T ]);Rd)
to the solution of the rough differential equation:
x˙t = f(xt) dBt, (3.16)
furthermore, for t ∈ [0, T ], ∥∥∥|xε − x|Cγ′ ([0,t]) ∥∥∥
Lp
. tγεH−γ .
Proof. (a) Set vεt = ε
H−1yεt , then vεt solves the following equation
dvεt = −
1
ε
vεt dt+
1
ε
dBt
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Using the equation for vεt we have
Xεs,t = ε
H−1
∫ t
s
yεrdr =
∫ t
s
vεrdr = ε(v
ε
s − vεt ) +Bs,t.
Therefore, for any p > 1,
sup
s,t∈[0,T ]
∥∥Xεs,t −Bs,t∥∥Lp = sup
s,t∈[0,T ]
‖ε(vεt − vεs)‖Lp
= εH sup
s,t∈[0,T ]
‖yεt − yεs‖Lp . εH .
In the last step we used the stationarity of yεt , which follows from that of yt. By Lemma 3.5, we
have the following estimates on their Hölder norms for any t ∈ [0, T ]:
‖|Xε −B|Cγ′ ([0,t])‖Lp . εH
(
t
ε
)γ
,
this holds for any p > 1 and any γ′ < γ, and part (a) follows.
(b) The system of equations is clearly well posed and has global solutions. The idea is to
consider the equation as a differential equation driven by rough paths Xε as below:
x˙εt = f(x
ε
t)dX
ε
t
For H ∈ (12 , 1), the integral is simply the Young integral, and Young’s continuity theorem
states that xε converges provided Xε converges. For H ∈ (13 , 12) it is only left to deal with the
geometric rough path lift of xε, which in dimension one has only symmetric part and so the
convergence in the Cγ topology is the same as convergence in the rough path topology.
For the Lp convergence, we start with the Lp convergence of the drivers Xε. Since Xεt is
in Cγ for some γ > 13 , The solutions map Φ for this equation is Lipschitz continuous: for any
γ′ < γ,
|Φ(Xε)− Φ(B)|γ′ . |Xε −B|γ .
This shows the convergence in Lp of the solutions.
Remark 3.13 From part (a) of the theorem we deduce that the solution to the equation
z˙εt = v
ε
t , dv
ε
t = −
1
ε
vεt dt+
1
ε
dBHt , z
ε
0 → z0, vε0 = εH−1y0, (3.17)
converges in Cγ weakly to a fractional Brownian motion z0+B˜t. Krammer-Smoluchowski limits
/Kinetic fBM’s are studied in [BT05, Zha08, ATH12]. See also [FK00, FGL15, FH14]. Here y0
is distributed as µ. But our initial condition is not optimal. Since the solution depends on the
initial condition affinely, stronger scaling and y0 should also work.
Remark 3.14 We explain this with the previous example. In one dimension the canonical lift of
a process is a function of the process itself:∫ t
0
XεsdX
ε
s = ε
2H−2
∫ t
0
∫ s
0
yεsy
ε
rdrds =
1
2
(Xεt )
2 → 1
2
(Bt)
2.
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This is because taking squares is a continuous operation in Cα, the convergence of (Xεt ,
∫ t
0 X
ε
sdX
ε
s )
follows. By part (1),Xεt is uniformly bounded in C
γ for any γ < H . Since we can choose γ > 13 ,
to show convergence in the rough path topologies we only need to establish the moment bounds
of the iterated integrals. In our case, it follows from Proposition 3.12:∥∥∥∥
∫ t
v
(Xεs −Xεv)dXεs
∥∥∥∥
Lp
=
1
2
∥∥∥∥ε2H−2
∫ t
v
∫ s
v
yεsy
ε
rdrds
∥∥∥∥
Lp
≤ 1
2
(∥∥∥∥εH−1
∫ t
v
yεsds
∥∥∥∥
L2p
) 1
p
. |t− v|2H .
The generalG case will be discussed in section 4.3, before that we will make use of Malliavin
calculus to obtain the Lp estimates and a suitable central/functional limit theorem. We then have
to explore different scaling constants, since the limits constitutes of components not necessarily
simultaneously in the same universality classes. If the equation involves two functions Gi with
different decay rates, to which different methods were used for the convergence, we work harder
for their joint convergence and relatively compactness in a topology suitable for all the limiting
classes.
This means thatXε, with its canonical lift to the step-2 rough path space, is tight in the rough
path topology C γ for any γ < H .
4 Enhanced functional limit theorem in 1-d
We first prove a central limit theorem for functionals of the fractional Ornstein-Uhlenbck pro-
cesses, with convergence in finite dimensional distributions. Then we go ahead and establish
moment bounds on the increments of our process to conclude convergence in a suitable space
of rough paths. This enables us to use the continuity of the solution maps to Young rough
differential equations to prove our single scale homogenization result.
4.1 Convergence in finite dimensional distributions
The scaling limit for path integrals of functionals of the fOU can be either in the Gaussian or in
the non-Gaussian universality classes. Traditionally the first ones are called CLT’s and the latter
non-CLT’s. We would call both CLT’s.
4.1.1 CLT and non CLT for sequences
The intuition for scalar valued CLT’s comes from its counter part for sequences which we explain
in the next paragraph. If Yn is a mean zero, stationary, and strong mixing sequence, such that
σ2n = E(
n∑
i=1
Yi)
2 →∞, E(
n∑
i=1
Yi)
4 = O(σ4n),
then the CLT holds:
1
σn
n∑
i=1
Yi−→N(0, 1).
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If Yn is not strong mixing, the CLT may fail. An example of which are Gaussian sequences
with slow decaying correlation functions. A guiding principle, for Gaussian sequences, can be
found in [BM83] for short range correlations, and in [Taq79, BT13] for long range correlations.
A simple version is as follows.
Let Xn be a sequence of stationary mean zero variance 1 Gaussian random variables with
auto-correlation n−γ with γ ∈ (0, 1). Let G be a function with Hermite rankm ≥ 1 and A(n) a
sequence such that
lim
n→∞ var
(
1
A(n)
n∑
k=1
G(Xk)
)
= 1.
1. If γ ∈ ( 1m , 1), then the theorems following holds in finite dimensional distributions,
1
A(n)
[nt]∑
k=1
G(Xn)→W (t).
2. If γ ∈ (0, 1m), then the scaling limit is a Hermite process in them-th chaos.
3. If γ = 1m , then, the scaling limit is also a Wiener process.
The scaling constant is of the order n1−
1
2
γm in the second case, of order
√
n for the first case,
and of order
√
n lnn for (3). From this the continuous version CLT for γ ∈ (0, 1m ) was obtained
in [BH02]. The borderline case γ = 1m for the continuous version was analysed in [BC09].
4.1.2 Functional CLT in finite dimensional distributions
If yt is any stationary Gaussian process with correlation function ̺, then form ≥ 1,
E(Hn(yt)Hm(ys)) = δn,m(̺(s, t))
m.
Since √
E
(∫ t
0
Hm(yεs)ds
)2
=
(∫ t
0
∫ t
0
̺ε(|s − r|)mdrds
) 1
2
,
composing this with Lemma 3.4, we therefore expect that the correct scaling to be 1√
ε
for the
case H∗(m) < 12 ;
√
1
ε| ln ε| for the case H
∗(m) = 12 ; and ε
H∗(m)−1 otherwise. Observing that
α(ε,H∗(m))
∫ t
0
Hm(y
ε
s)ds ∼ εα(ε,H∗(m))
∫ t
ε
0
Hm(ys)ds.
This suggest that the self-similarity of the limiting process are determined by α(ε,H∗(m)). In
the first two cases the limit will be a Wiener process, and in the later one the limit Zt should have
the scaling property:
εH
∗(m)Z t
ε
∼ Zt.
These limits turn out indeed to be the Hermite processes.
We first consider G with low Hermite rank: H∗(m) > 12 . Since m ≥ 1 this restricts to the
case H > 12 .
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Lemma 4.1 Let G =
∑∞
k=m ckHk where m > 0 be in L
2(µ). Let H ∈ (12 , 1). Then the
following statements hold for the stationary fOU yεt . If H
∗(m) > 12 then∥∥∥∥εH∗(m)−1
∫ t
0
G(yεs)ds−
cmm!
K(H∗(m),m)
Z
H∗(m),m
t
∥∥∥∥
L2(Ω)
→ 0.
Proof. This result looks slightly mysterious which can be explained easily by kernel conver-
gence, since H∗(m) decreases withm, it is sufficient to work with Hm for m the Hermite rank
of G, c.f. Equation (4.3). The key idea is to write a Wiener integral representations for these
integrals beginning with
yεt = ε
−H
∫ t
−∞
e−
t−r
ε dBr =
∫
R
hε(t, s)dWs, where
hε(t, s) = ε
− 1
2
1
c1(H)
e−
t−s
ε
∫ t−s
ε
0
evv
H− 3
2
+ dv,
(4.1)
and c1(H) =
√∫ 0
−∞
(
(1− s)H− 12 − (−s)H− 12
)2
ds+ 12H . This leads to, using properties of
Hermite polynomials, the following multiple Wiener integral representation:
εH
∗(m)−1
∫ t
0
Hm(y
ε
s)ds
=
εH
∗(m)−1
m!
∫
Rm
(∫ t
0
m∏
i=1
hε(s, ui)ds
)
dWu1 . . . dWum .
(4.2)
The L2 convergence then follows from the following lemma.
Lemma 4.2 As ε → 0, εH∗(m)−1 ∫ t0 Hm(yεs)ds converges to m!K(H,m)ZH∗(m),m in L2. Equiva-
lently, ∥∥∥∥∥
∫ t
0
m∏
i=1
hε(s, ui)ds−
∫ t
0
m∏
i=1
(s− ui)H−
3
2
+ ds
∥∥∥∥∥
L2(Rm)
→ 0.
This is shown in Appendix 7.4 by applying [Taq79, Theorem 4.7], where weak convergence is
obtained, and making a small modification.
We proceed with the L2 convergence. The Wiener integral representation for yεt , (4.1) can
be obtained by applying the integral representation for fBM’s:
BHt =
∫ t
−∞
g(t, s)dWs, where g(t, s) =
1
c1(H)
∫ t
−∞
(r − s)H−
3
2
+ dr,
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and by repeated applications of integration by parts (to the Young integrals):
σ
∫ t
−∞
e−
t−s
ε dBHs = σB
H
t −
σ
ε
∫ t
−∞
e−
t−s
ε BHs ds
= σBHt −
σ
ε
∫ t
−∞
e−
t−s
ε
(∫
R
g(s, r)dWr
)
ds
= σBHt −
σ
ε
∫ t
−∞
e−
t−s
ε g(s, r)dsdWr
= σ
∫
R
∫ t
−∞
e−
t−s
ε ∂sg(s, r)dsdWr
=
σ
c1(H)
∫
R
∫ t
−∞
e−
t−s
ε (s− r)H−
3
2
+ dsdWr.
Alternatively, one may use the following for Wiener integrals [PT00], taking f ∈ L1 ∩ L2:∫
R
f(u)dBHu =
1
c1(H)
∫
R
∫
R
f(u)(u− s)H−
3
2
+ du dWs.
To return to the case of a general G, we apply Lemma 4.7 to G− cmHm.∥∥∥∥εH∗(m)−1
∫ t
0
(G− cmHm)(yεs)ds
∥∥∥∥
Lp
. ‖G− cmHm‖Lp t
H∗(m+1)
εH
∗(m+1)−H∗(m) → 0
(4.3)
as H∗ decreases with m. This shows, in particular that in the high Hermite rank case only the
first non-zero term in the Hermite expansion ofG contributes to the limit. This finishes the proof
Lemma 4.3 Let G =
∑∞
k=m ckHk, where m > 0, be in L
2(µ). Then the following statements
hold for the fast stationary fractional Ornstein-Uhlenbeck process yεt for every parameter H ∈
(0, 1). Let T > 0 and c be given as in Equation (2.10),
(a) If H∗(m) < 12 (and for allm ∈ N in case H = 12 ), then,
1√
ε
∫ t
0
G(yεs)ds→ c Wˆt,
in the sense of finite dimensional distributions.
(b) If H∗(m) = 12 , then, √
1
ε| ln ε|
∫ t
0
G(yεs)ds→ c Wˆt,
in the sense of finite dimensional distributions.
(c) Finally if H∗(m) > 12 , then,
εH
∗(m)−1
∫ t
0
G(yεs)ds→ cZH
∗(m),m
t ,
in the sense of finite dimensional distributions.
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Proof. As mentioned above, convergence in finite dimensional distributions in case (a) was
shown in [BH02] and for case (b) in [BC09]. For case (c) Lemma 4.1 proves L2 convergence ,
thus , in particular convergence in finite dimensional distributions. This finishes the proof in all
cases.
Remark 4.4
1. ForH < 12 andm = 1, Proposition 4.3 appears to contradict with Proposition 3.12: in the
first we claim the limit is a Brownian motion and in the second we claim it is a fraction
Brownian motion. Both results are correct and can be easily explained. It lies in the fact
that
∫
R
̺(s) ds vanishes if H < 12 , and so the Brownian motion limit is degenerate. Since
according to [CKM03],
̺(s) = σ2
Γ(2H + 1) sin(πH)
2π
∫
R
eisx
|x|1−2H
1 + x2
dx, (4.4)
and by the decay estimate from (3.6), ̺ is integrable, s(λ) is the value at zero of the inverse
Fourier transform of ̺(s), which is up to a multiplicative constant |λ|
1−2H
1+λ2
. This is also the
spectral density of yt and has value 0 at 0. This means we have scaled too much and the
correct scaling is to multiply the integral
∫ t
ε
0 ysds by ε
H in which case we have BHt as a
limit.
2. Form > 1 and H < 12 , the Gaussian limit is not trivial. Indeed,
∫
R
̺(s)mds = C
∫
R
m︷ ︸︸ ︷∫
R
· · ·
∫
R
m∏
k=1
eisxk
|xk|1−2H
1 + |xk|2 dx1 . . . dxm ds
= C
m︷ ︸︸ ︷∫
R
· · ·
∫
R
|x2 + · · ·+ xm|1−2H
1 + |x2 + · · ·+ xm|2
m∏
k=2
|xk|1−2H
1 + |xk|2 6= 0.
3. ForH = 12 and for anym ∈ N, the CLT is included in part (1), as the Ornstein-Uhlenbeck
process driven by a Wiener process has exponentially decaying correlations.
In the next section we bound the Lp norm of the random variable
Xε := α(ε,H∗(m))
∫ t
0
G(yεr)dr
where yεt is the rescaled stationary fractional Ornstein-Uhlenbeck process and G an L
p function
of Hermite rank at least one. Since E(Hm(yr)Hm(ys)) ∼ (E(yrys))m, these are trivial to obtain
for functions in the finite chaos expansion. We show that the upper bounded of its Lp norm is of
order 1α(ε,H∗(m)) . Hence it is of order
1√
ε
if and only if H∗(m) < 12 ; otherwise it is one of the
higher orders : | ln ε|√
ε
or ε−H∗(m)+1.
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4.2 Moment bounds
We will use some results from Malliavin Calculus. Let xs be a stationary Gaussian process with
α(s) = E(xsx0), such that α(0) = 1. As a real separable Hilbert space we use H = L2(R+, ν)
where for a Borel-set A we have ν(A) =
∫
R+
1A(s)dαs. We can replace R+ by R or by [0, 1].
Let H ⊗q denote the q-th tensor product of H . For h ∈ H , we may define the Wiener integrals
W (h) =
∫∞
0 hsdxs by W ([a, b]) = x(b) − x(a) (where a, b ≥ 0), linearity and the Wiener
isometry (〈1[0,t],1[0,s]〉 = α(t − s)). Iterated Wiener integrals are defined similarly and by its
values on indictor functions: Im(1A1×···×Am) =
∏m
i=1W (Ai) where Ai are pairwise disjoint
Borel subsets ofR+. IfF denotes the σ-field generated by x, then anyF-measurable L2 function
F has the chaos expansion: F = EF +
∑∞
m=1 Im(fm) where fm ∈ L2(Rm+ ), the latter space
is with respect to the product measures. This is due to the fact that L2(Ω) =
⊕∞
m=0 Hm where
Hm is the closed linear space generated by {Hm(W (h)) : |h|L2 = 1},Hm are them-th Hermite
polynomials, and that Hm = Im(L2sym(T
m)). The last fact is due to Hm(W (h)) = Im(h⊗
m
).
In the following Dk,p(H ⊗m) denotes the closure of Malliavin smooth random variables under
the following norm ‖u‖Dk,p(H ⊗m) =
(∑k
j=0E
(‖Dju‖p
H ⊗m
)) 1p
.
Lemma 4.5 (Meyer’s inequality) [NP12] Let δ denote the divergence operator (one can think
of δm as anm times iterated Wiener-Itô-integral), then for u ∈ Dk,p(H ⊗m),
‖δm(u)‖Lp .
m∑
k=0
‖u‖Dk,p(H ⊗m). (4.5)
Lemma 4.6 [CNN18] If G : R→ R is a function of Hermite rank m, then G has the following
multiple Wiener-Itô-integral representation:
G(xs) = δ
m
(
Gm(xs)1
⊗m
[0,s]
)
, (4.6)
where Gm has the following properties:
(1) ‖Gm(x1)‖Lp . ‖G(x1)‖Lp ,
(2) Gm(x1) ism times Malliavin differentiable and its k
th derivative, denoted byG
(k)
m (x1)1
⊗k
[0,1],
satisfies ‖G(k)m (x1)‖Lp . ‖G(x1)‖Lp .
In the lemma below we estimate the moments of
∫ t
0 G(x rε )dr, where we need the multiple
Wiener-Itô-integral representation above to transfer the correlation function to L2 norms of indi-
cator functions. We use an idea from [CNN18] for the estimates below.
Lemma 4.7 Let xt = W ([0, t]) be a stationary Gaussian process with correlation α(t) =
E(xtx0) and H the L
2 space over R+ with measure α(r)dr. If G is a function of Hermite
rankm and G ∈ Lp(µ), then
∥∥∥∥1ε
∫ t
0
G(x r
ε
)dr
∥∥∥∥
Lp
. ‖G‖Lp(µ)
(∫ t
ε
0
∫ t
ε
0
α(|u− r|)mdrdu
) 1
2
. (4.7)
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For the fast fractional OU process yεt , we have
∥∥∥∥1ε
∫ t
0
G(yεr)dr
∥∥∥∥
Lp
.


‖G‖Lp(µ)
√
t
ε
∫∞
0 ̺
m(s)ds, if H∗(m) < 12 ,
‖G‖Lp(µ)
√
t
ε ln |1ε |, if H∗(m) = 12 ,
‖G‖Lp(µ)
(
t
ε
)H∗(m)
, otherwise.
, (4.8)
in particular, ∥∥∥∥
∫ t
0
G(yεr)dr
∥∥∥∥
Lp
.
‖G‖Lp(µ)tH
∗(m)∨ 1
2
α(ε,H∗(m))
. (4.9)
Proof. We first use Lemma 4.6 and then apply Meyer’s inequality from Lemma 4.5 to obtain∥∥∥∥1ε
∫ t
0
G(x r
ε
)dr
∥∥∥∥
Lp
=
∥∥∥∥∥
∫ t
ε
0
G(xr)dr
∥∥∥∥∥
Lp
=
∥∥∥∥∥
∫ t
ε
0
δm
(
Gm(xr)1
⊗m
[0,r]
)
dr
∥∥∥∥∥
Lp
.
m∑
k=0
∥∥∥∥∥
∫ t
ε
0
Dk
(
Gm(xr)1
⊗m
[0,r]
)
dr
∥∥∥∥∥
Lp(Ω,H ⊗m+k)
=
m∑
k=0
∥∥∥∥∥
∫ t
ε
0
G(k)m (xr)1
⊗m+k
[0,r] dr
∥∥∥∥∥
Lp(Ω,H ⊗m+k)
.
We estimate the individual terms, Using linearity of the inner product, and the isometry 〈1[0,r],1[0,s]〉H =
E(xrxs) = α(r − s),(∥∥∥∥∥
∫ t
ε
0
G(k)m (xr)1
⊗m+k
[0,r] dr
∥∥∥∥∥
H ⊗m+k
)2
=
〈∫ t
ε
0
G(k)m (xr)1
⊗m+k
[0,r] dr,
∫ t
ε
0
G(k)m (xu)1
⊗m+k
[0,r] du
〉
H ⊗m+k
=
∫ t
ε
0
∫ t
ε
0
G(k)m (xr)G
(k)
m (xu)〈1⊗m+k[0,r] ,1⊗m+k[0,u] 〉H ⊗m+k drdu
=
∫ t
ε
0
∫ t
ε
0
G(k)m (xr)G
(k)
m (xu)α(r − u)m+kdrdu.
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Using Minkowski’s inequality we obtain
m∑
k=0
∥∥∥∥∥
∫ t
ε
0
G(k)m (xr)1
⊗m+k
[0,r]
dr
∥∥∥∥∥
Lp(Ω,H ⊗m+k)
≤
m∑
k=0

∥∥∥∥∥
∫ t
ε
0
∫ t
ε
0
G(k)m (xr)G
(k)
m (xu)α(r − u)m+kdrdu
∥∥∥∥∥
L
p
2 (Ω)


1
2
≤
m∑
k=0
(∫ t
ε
0
∫ t
ε
0
∥∥∥G(k)m (xr)G(k)m (xu)∥∥∥
L
p
2 (Ω)
α(r − u)m+kdrdu
) 1
2
.
We then estimate E|G(k)m (xr)G(k)m (xu)|
p
2 by Hölder’s inequality and the fact that xt is stationary.
The right hand side is then controlled by
RHS ≤
m∑
k=0
‖G(k)m (x1)‖Lp
(∫ t
ε
0
∫ t
ε
0
α(|u− r|)m+kdrdu
) 1
2
. ‖G‖Lp(µ)
(∫ t
ε
0
∫ t
ε
0
α(|u− r|)mdrdu
) 1
2
,
concluding (4.7). We finally apply Lemma 3.4 to conclude (4.8).
4.3 Limit theorems in 1-d
Proposition 4.8 (Enhanced limit theorem 1-d) Let H ∈ (13 , 1) and G =
∑∞
k=m ckHk in
Lp(µ) wherem > 0 and p > 2. Set
Xεt = α(ε,H
∗(m))
∫ t
0
G(yεs)ds, X
ε
s,t =
∫ t
0
(Xεr −Xεs )dXεr .
Let T > 0, then for c as in Equation (2.10),
(a) If H∗(m) ≤ 12 (and for allm ∈ N in case H = 12 ), then for any γ ∈ (0, 12 − 1p),
X
ε = (Xε,Xε)→ cWˆ,
weakly in C γ([0, T ]), where Wˆ denotes a Wiener process enhanced with its Stratonovich
integral.
(b) If H∗(m) > 12 and
1
p < H
∗(m)− 12 , then for any γ ∈ (0,H∗(m)− 1p),
Xεt → cZH
∗(m),m
t ,
weakly in Cγ([0, T ]).
Proof. Convergence in finite dimensional distributions for both cases was shown in Lemma 4.3,
using the moment bounds obtained in Lemma 4.7 together with an application of Kolmogorv’s
Lemma we obtain that Xε is tight in Cγ for the stated γ. Now Xεs,t = 12(Xεt −Xεs )2, and so the
joint convergence in the finite dimensional distribution follows. The convergence in the rough
path topology is concluded by Lemmas 3.10 and 3.11. See also Remark 3.14.
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4.4 Homogenization/proof of Thm C
We have all the ingredients at hand for proving Theorem C. Consider
dxεt = α(ε)f(x
ε
t )G(y
ε
t ), G =
∞∑
k=m
ckHk (4.10)
where α(ε) = α(ε,H∗(m)). We show xεt → x where x is the solution to x˙t = c f(xt) dXt
where Xt is either a Wiener process or a Hermite processes, depending on H∗(m), and the
constant c is given as in Equation 2.10.
Proof. For the first case we rewrite our equation dxεt = α(ε)f(x
ε
t )G(y
ε
t ) into the Young differ-
ential equation dxεt = f(x
ε
t)dX
ε
t . By Proposition 4.8 X
ε
t converges weakly in Cγ to a Hermite
process ZH
∗(m),m. Using the continuity of the solution map of Young differential equation with
respect to its driver we obtain the first result. Concerning the second result, we rewrite our equa-
tion dxεt = α(ε)f(x
ε
t )G(y
ε
t ) into the rough differential equation dx
ε
t = f(x
ε
t)dX
ε
t . Now, by
Proposition 4.8,Xε converges weakly in C γ for γ ∈ (13 , 12 − 1p). Therefore, using the continuity
Theorem 3.8 finishes the proof.
5 Enhanced functional limit theorems
The following convention is in place throughout this section unless otherwise stated.
Convention 5.1 For k = 1, . . . , N , each Gk : R → R is an L2 function with Hermite ranks
mk ≥ 1. Set
Xεt =
(
X
1,ε
t , . . . X
N,ε
t
)
,
where
X
k,ε
t = αk(ε)
∫ t
0
Gk(y
ε
s)ds, αk(ε) = α(ε,H
∗(mk)). (5.1)
Furthermore, we remind the reader that n ≥ 0 is a number such that for k ≤ n we have
H∗(mk) ≤ 12 and for k > n,H∗(mk) > 12 . We also set
X
W,ε
t =
(
X
1,ε
t , . . . X
n,ε
t
)
X
Z,ε
t =
(
X
n+1,ε
t , . . . X
N,ε
t
)
,
so that Xεt = (X
W,ε
t ,X
Z,ε
t ).
5.1 Convergence of the vector valued processes of mixed type
The convergence of each component has already been proved earlier, so it is only left to show
that they converge jointly. We must specify the correlations between the limiting components.
If they converge jointly and if the limiting distribution is independent, then the covariance has
to converge to zero also, this we do not expect to hold in general. For example if all Gi are
equal then all the components of the limiting driver are the same. If we have Hi and Hj where
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i 6= j, we may expect non-trivial correlations. On the other hand we know different scales yt/ε
and yt/εα where α 6= 1 are ‘expected’ to have uncorrelated scaling limits, this is reflected in the
different scaling constants. First we will establish joint convergence under the assumption that
each component converges to a Wiener process. We then show the joint convergence for the case
each component limit is a Hermite process, and then for the case the component limits can be
either a Brownian motion or a Hermite process. Due to a reduction lemma ( Lemma 5.3 below),
the joint convergence can be reduced to Gi being a finite sum of Hermite polynomials.
Lemma 5.2 (CLT-Gaussian) Fix H ∈ (0, 1) \ {12}. Here we consider the fist n components
of Xε, which are denoted by XW,ε, so Gk ∈ L2(µ), k ≤ n, with Hermite rank mk > 0 and
H∗(mk) ≤ 12 .
1. Then, as ε→ 0, the following converges in finite dimensional distribution:
XW,ε → (X1,X2, . . . Xn) = XW .
2. The limiting distribution is Gaussian with covariance between the ith and the jth compo-
nents given by
E[Xi(t)Xj(s)] = 2(s ∧ t)
∫ ∞
0
E(Gi(yr)Gj(y0))dr.
3. If, in addition, Gk ∈ Lpk(µ) for pk > 2, then the convergence is weakly in Cγ where
γ ∈ (0,mink=1...n 12 − 1pk ).
Proof. First we define the truncated functions Gk,M =
∑M
j=mk
ck,jHj and set
X
k,ε
M = αk(ε)
∫ t
0
Gk,M (y
ε
s)ds.
Then, by Lemma 5.3 below, it is sufficient to show the convergence of (X1,εM , . . . ,X
n,ε
M ) for ev-
ery M . By earlier considerations each Xk,εM converges to a Wiener process X
k
M . As each X
k,ε
M
belongs to a finite chaos we can make use of the normal approximation theorem from [NP12,
Theorem 6.2.3]: if each component of a family of mean zero vector valued stochastic processes,
with components of the form Iqi(fi,n) where fi,n are symmetric L
2 functions in qi variables,
converges in law to a Gaussian process, then they converge jointly in law to a vector valued
Gaussian process, provided that their correlation functions converge. Furthermore, the correla-
tion functions of the limit distribution are: limε→0E[Xi,ε(t)Xj,ε(s)]. Let m = min(mi,mj)
we use
E(Hn(yt)Hm(ys)) = δn,m(E(y
ε
sy
ε
t ))
m
to obtain, for s ≤ t,
E
[
αi(ε)αj(ε)
∫ t
0
Gi,M (y
ε
u)du
∫ s
0
Gj,M (y
ε
r)dr
]
=
M∑
k=m
αi(ε)αj(ε)ci,kcj,k(k!)
2
∫ t
0
∫ s
0
(E(yεry
ε
u))
kdrdu
=
M∑
k=m
αi(ε)αj(ε)ci,kcj,k(k!)
2
(∫ s
0
∫ s
0
̺ε(u− r)kdrdu+
∫ t
s
∫ s
0
̺ε(u− r)kdrdu
)
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By Lemma 3.4 we obtain, for ε→ 0,
αi(ε)αj(ε)
∫ t
s
∫ s
0
̺ε(u− r)kdrdu→ 0.
Hence,
lim
ε→0
RHS = 2
M∑
k=m
ci,kcj,k(k!)
2 lim
ε→0
(
αi(ε)αj(ε)s
∫ s
ε
0
(̺(v))kdv
)
= 2(s ∧ t)
M∑
k=m
ci,kcj,k(k!)
2
∫ ∞
0
̺(u)kdu
= 2(s ∧ t)
∫ ∞
0
E(Gi,M (ys)Gj,M (y0))ds,
proving the finite chaos case. We now prove that the correlations of the limit converge asM →
∞. Indeed,
lim
M→∞
2(s ∧ t)
M∑
k=m
ci,kcj,k(k!)
2
∫ ∞
0
̺(u)kdu = 2(s ∧ t)
∞∑
k=m
ci,kcj,k(k!)
2
∫ ∞
0
̺(u)kdu
= 2(s ∧ t)
∫ ∞
0
E(Gi(ys)Gj(y0))ds.
As Gi,M → Gi in L2, and similarly for j, this proves the first two claims. The convergence
in Hölder spaces follows from Lemma 4.7, which states these processes are tight in Cγ , c.f.
Proposition 4.8. This concludes the proof.
Now we prove the reduction lemma for the high Hermite rank case.
Lemma 5.3 (Reduction Lemma) FixH ∈ (0, 1) \ {12}. ForM ∈ N, define
X
k,ε
M (t) = αk(ε)
∫ t
0
Gk,M(y
ε
s)ds.
If for everyM ∈ N,
(X1,εM , . . . ,X
N,ε
M ) −→ (X1M , . . . ,XNM )
in finite dimensional distributions, then,
(X1,ε, . . . ,XN,ε) −→ (X1, . . . ,XN ),
in finite dimensional distributions.
Proof. Firstly we show, for any sequence of positive numbers {tγk,l , k ≤ N, l ≤ A},
∑N
k=1
∑A
l=1 γk,lX
k,ε
M (tl)
converges asM →∞. By the triangle inequality we can reduce∥∥∥∥∥∥
∑
k,l
γk,l
(
Xk,ε(tl)−Xk,εM (tl)
)∥∥∥∥∥∥
L2
→ 0.
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to ‖Xk,ε(t)−Xk,εM (t)‖L2 → 0. Now,
Xk,ε(t)−Xk,εM (t) = αk(ε)
∫ t
0
(
Gk(y
ε
s)−Gk,M(yεs)
)
ds
= αk(ε)
∫ t
0
∞∑
j=M+1
ck,jHj(y
ε
s)ds.
Using properties of the Hermite polynomials we obtain
E

αk(ε)∫ t
0
∞∑
j=M+1
ck,jHj(y
ε
s)ds

2
= αk(ε)
2
∫ t
0
∫ t
0
∞∑
j=M+1
(ck,j)
2E(Hj(y
ε
s)Hj(y
ε
r))drds
= αk(ε)
2
∞∑
j=M+1
(ck,j)
2j!
∫ t
0
∫ t
0
̺ε(|s − r|)jdrds
. t
∫ ∞
0
̺(u)M+1du
∞∑
j=M+1
(ck,j)
2j!
As
∑∞
j=m(ck,j)
2j! <∞ we obtain∑∞j=M+1(ck,j)2j!→ 0 asM →∞. Then,
lim
M→∞
lim
ε→0
E
(
αk(ε)
∫ t
0
Gk(y
ε
s)ds − αk(ε)
∫ t
0
Gk,M(y
ε
s)ds
)2
→ 0, (5.2)
and finally using theorem 3.2 in [Bil99] we conclude the proof.
Now, we go ahead and deal with the low Hermite rank case, so focus on the vector component
whose entries satisfy H∗(mk) > 12 . Recall, this implies H >
1
2 .
Lemma 5.4 (CLT- Hermite) Fix H ∈ (0, 1) \ {12}. Write Gk =
∑N
j=mk
ck,jHj . Suppose that
mk ≥ 1 and H∗(mk) > 12 .
1. Then, (Xn+1,ε,X2,ε . . . ,XN,ε) converges in finite dimensional distribution and for every
t ∈ [0, T ]∥∥∥(Xn+1,εt ,Xn+2,εt . . . ,XN,εt )− (Xn+1t ,Xn+2t , . . . ,XNt )∥∥∥
L2(Ω)
→ 0.
2. The marginals of the limit are the following Hermite processes, each given by the repre-
sentation 3.1 with a common Wiener process W
Xk =
ck,mkmk!
K(H∗(mk),mk)
ZH
∗(mk),mk .
3. If in addition Gk ∈ Lpk for pk > 2, then the convergence is weakly in Cγ on any finite
time interval where γ ∈ (0,mink=n+1,...,N H∗(mk)− 1pk ).
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Proof. By Lemma 4.1 each component convergences in L2, hence the above converges as well
in L2 yielding convergence in finite dimensional distributions by an application of the Cramer-
Wold theorem. The convergence in Hölder spaces follows from Lemma 4.7, which states these
processes are tight in Cγ , c.f. Proposition 4.8.
Proposition 5.5 (CLT-mixed) For each k, write
Gk =
∞∑
j=mk
ck,jHj .
Then, for Xk given in Lemmas 5.2 and 5.4,
Xε = (X1,ε,X2,ε . . . ,XN,ε) −→ (X1,X2 . . . ,XN ) = (XW ,XZ)
in finite dimensional distributions. Furthermore,
1. XW and XZ are independent.
2. If i, j ≤ n, so Xi and Xj are Gaussian, their correlation is
2(s ∧ t)
∫ ∞
0
∫ ∞
0
E(Gi(ys)Gj(y0)) ds.
3. If i, j ≥ n + 1, both Xi and Xj are Hermite processes, then their correlation is given by
a common Wiener process Wt. Specifically,
Cov(Xi,Xj)
=δmi,mjci,micj,mj
∫ t
0
∫ t
0
(∫
R
(s− ξ)Hˆ(m)−
3
2
+ (r − ξ)
Hˆ(m)− 3
2
+ dξ
)mi
drds.
4. If in addition Gk ∈ Lpk for pk > 2, then the convergence is weakly in Cγ for every
γ ∈ (0,mink=1,...n 12 − 1pk ∧mink=n+1,...N H∗(mk)−
1
pk
).
Proof. Using Lemma 5.2 and 5.4,XW,ε → XW andXZ,ε → XZ in finite dimensional distribu-
tions. By Lemma 5.3 and Equation (4.3) , we may reduce the problem to
Gi =
M∑
k=mi
ci,kHk, Gj = cj,mjHmj , 1 ≤ i ≤ n, j > n.
Now, we can rewrite Hm(yεs) = Im(f
m,ε
s ), where Im denotes a m-fold Wiener-Ito integral and
a function fm,εs ∈ L2(Rm, µ). Now, for 1 ≤ i ≤ n we obtain,
αi(ε)
∫ t
0
Gi(y
ε
s)ds = αi(ε)
∫ t
0
M∑
k=mi
ci,kHk(y
ε
s)ds
= αi(ε)
∫ t
0
M∑
k=mi
ci,kIk(f
k,ε
s )ds =
M∑
k=mi
ci,kIk(fˆ
k,ε
t ),
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where fˆk,ε =
∫ t
0 f
k,ε
s ds. Similarly for j > n,∫ t
0
Gj(y
ε
s)ds =
∫ t
0
cj,mjHmj (y
ε
s)ds = cj,mjImj (fˆ
mj ,ε
t ).
Hence, we only need to show that the collection of stochastic processes of the form Imk(fˆ
mk,ε)
converge jointly in finite dimensional distribution. It is then sufficient to show for every finite
collection of times tl ∈ [0, T ], that the vector{
Imk(fˆ
k,ε
tl
), k = m, . . .M
}
,
converges jointly, where m = mink=1,...,N mk. Let n0 denote the smallest natural number such
that H∗(n0) ≤ 12 . For k ≤ n0, the collection Ik(fˆk,εtl ) converges to a normal distribution and
therefore, by the fourth moment theorem [NP05, Theorem 1],
‖fˆk,εtl ⊗r fˆ
k,ε
tl
‖H 2k−2r → 0, r = 1, . . . , k − 1.
By Cauchy-Schwartz we obtain for r = 1, . . . , k1,∥∥∥fˆk1,εtl1 ⊗r fˆk2,εtl2
∥∥∥
H k1+k2−2r
≤
∥∥∥fˆk1,εtl1 ⊗r fˆk1,εtl1
∥∥∥
H p−r
∥∥∥fˆk2,εtl2 ⊗r fˆk2,εtl2
∥∥∥
H q−r
→ 0,
for all tl1 , tl2 ∈ R, 1 ≤ k1 < n0 ≤ k2 ≤ M . We can now apply the asymptotic indepen-
dent theorem (see Proposition 7.14 in the Appendix), to conclude the joint convergence in finite
dimensional distributions of Xε to (XW ,XZ). Furthermore XW is independent of XZ .
The correlations between Xit and X
j
t′ , where i, j > n, are 0 ifmi 6= mj , otherwise given by
the L2 norm of their integrands. They follow from the Itô isometries:
ci,micj,mjE
∫ t
0
∫ t′
0
Hmi
(∫
R
(s− u)Hˆ(mi)−
3
2
+ dWu
)
Hmi
(∫
R
(r − u)Hˆ(mi)−
3
2
+ dWu
)
drds
= ci,micj,mj
∫ t
0
∫ t′
0
∫
Rmi
mi∏
i=1
(s− ξi)Hˆ(m)−
3
2
+
mi∏
i=1
(r − ξi)Hˆ(m)−
3
2
+ dξ1 . . . ξmidrds.
The convergence in Hölder spaces follows from Lemma 4.7, which states these processes
are tight in Cγ , c.f. Proposition 4.8, completing the proof.
5.2 Convergence in finite dimensional distributions of the rough paths
We study the canonical lifts of Xε to a rough path. We denote by Xε the canonical/geometric
lift. Its components are
X
i,j,ε
0,t = αi(ε)αj(ε)
∫ t
0
∫ s
0
Gi(y
ε
s)Gj(y
ε
r)drds.
From here on we assume Assumption 2.5, and Convention 5.1 so the high rank functions are in
the first n components, for whichXk,ε converges to a Wiener process. We first work on the case
where one of the components of the iterated integral corresponds to a low Hermite rank.
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Lemma 5.6 [Young integral case] Assume Assumption 2.5. Below i, j ∈ {1, . . . N, i ∨ j > n}.
Then,
(Xε, Xi,j,ε), (5.3)
converges in finite dimensional distributions to (X,Xi,j) where Xi,j =
∫ t
0 X
idXj , and these
integrals are well defined as Young integrals.
Proof. By Assumption 2.5, the functions Gk posses enough integrability such that each compo-
nent ofXε converges in a Hölder space. Furthermore, by Assumption 2.5 (2) there exist numbers
η and τ , with η + τ > 1, such that the Hölder regularity of the limits corresponding to a Wiener
processes, are bounded below by η, and the ones corresponding to a Hermite process bounded
from below by τ . Therefore, taking the integrals
αi(ε)αj(ε)
∫ t
0
∫ s
0
Gj(y
ε
s)Gi(y
ε
r)drds =
∫ t
0
Xi,εs dX
j,ε
s
is a continuous and well-defined operation from Cη ×Cτ → Cτ or Cτ ×Cη → Cη , thus weak
convergence in Cη follows, and in particular convergence in finite dimensional distributions.
Remark 5.7 Note that thee proof shows convergence in Hölder space Cη, however η here could
be a very small number, below 12 , we would work harder in a later section on the tightness in the
rough path space topology. For the convergence in rough topology, we want this to work in C2α
for a α > 13 . We would finally prove tightness of the iterated integrals in higher Hölder spaces.
Now it is only left to deal with the parts of the natural rough path lift involving two Wiener
scaling terms, this is carried out in the next section.
5.2.1 Approximations of iterated integrals: Itô integral case
We proceed to establish convergence of the iterated integrals where both components correspond
to the high Hermit rank case, appearing in (5.3).
Remark 5.8 We further assume H∗(mk) < 0 for each k which gives rise to a Wiener scaling,
we do not obtain Logarithmic terms and therefore work with the 1√
ε
scaling from here on. Fur-
thermore, in this case α(ε)
∫ t
0 G(y
ε
s)ds equals
√
ε
∫ t
ε
0 G(ys)ds in law and for simplicity we will
work with the latter in this chapter.
In this section, from here onwards we assume that both Gi and Gj give rise to a Wiener process
in the homogenization process, so i, j ≤ n and
X
k,ε
t =
√
ε
∫ t
ε
0
G(ys)ds,
with the corresponding iterated integrals.
By Lemma 5.2, we know that (Xi,ε,Xj,ε)→ (W i,W j), we will see their integral ∫ t0 Xi,εdXj,ε,
a double integral, can be discretised and decomposed into integrals over strips of two significant
regions, the integral on the region away from the diagonal is of the form
[ t
ε
]∑
k=1
∫ k
k−1
Gi(ys)ds
∫ k−1
0
Gj(yr)dr,
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which resembles a Riemann sum for an integral which wemight hope to be the stochastic integral∫ t
0 W
j
s dW
i
s . This is not quite true, however its martingale approximation does converge to the
stochastic integral. We want to show that
∫ t
ε
0
Xj,εs dX
i,ε
s = ε
∫ t
ε
0
∫ s
0
Gi(ys)Gj(yr)drds
= I1(ε) + I2(ε),
where I1(ε) →
∫ t
0 W
j
s dW
i
s , where the integral is understood in the Itô-sense, weakly and
I2(ε) → tAi,j in probability. For this we want to use the continuity property of stochastic
integrals with respect to martingales and should approximate Xi,ε with a martingale that is pre-
dictably uniform-tight, c.f. Lemma 5.19. We begin to describe this approximation.
For any L2 functions U, V we introduce the stationary process:
ΦU(t) =
∫ ∞
t
U(yr)dr.
which unfortunately does not have good integrability properties. We would explore a local inde-
pendent decomposition of the FOU. It turns out that for every t there exists a decomposition,
yt = y
k
t + y˜
k
t ,
where the first term ykt is Fk measurable and y˜kt is independent of Fk, where Fk is the filtration
generated by the driving fractional Brownian motion. We will show later, in Proposition 7.8, for
H > 12 and H
∗(m) < 0,
sup
k
sup
q≥m
∫ ∞
k−1
∫ ∞
k−1
E
(
yksy
k
t
)q
dt ds <∞, (5.4)
We therefore define
Uˆ(k) :=
∫ ∞
k−1
E(U(yr) | Fk) dr,
Vˆ (k) :=
∫ ∞
k−1
E(V (yr)) | Fk) dr.
(5.5)
Note both Uˆ and Vˆ are shift covariant, i.e.(Uˆ ◦ τ)(k) = Uˆ(k + 1) where τ is the shift operator.
To proceed further we need a couple of lemmas.
Lemma 5.9 For x, y, a, b ∈ R such that a2 + b2 = 1,
Hm(ax+ by) =
m∑
j=0
(
m
j
)
ajbm−jHj(x)Hm−j(y). (5.6)
Lemma 5.10 Let H > 12 . Set at = ‖ykt ‖L2 . Then
E[Hm(yt)|Fk] = (at)mHm
(
ykt
at
)
.
Proof. Set bt = ‖y˜kt ‖L2 . By the independence of ykt and y˜kt we obtain
1 = ‖yk‖2L2 = ‖ykt ‖2L2 + ‖y˜kt ‖2L2 = (at)2 + (bt)2.
Now we decompose Hm(yt) using the above identity and obtain,
Hm(yt) = Hm
(
ykt + y˜
k
t
)
= Hm
(
at
(
ykt
at
)
+ bt
(
y˜kt
bt
))
=
m∑
j=0
(
m
j
)
a
j
tb
m−j
t Hj
(
ykt
at
)
Hm−j
(
y˜kt
bt
)
.
Note that by construction
ykt
at
and
y˜kt
bt
are standard Gaussian random variables. Therefore, by the
independence y˜kt of Ft,
E[Hm(yt)|Fk] =
m∑
j=0
(
m
j
)
(at)
j(bt)
m−jHj
(
ykt
at
)
E
[
Hm−j
(
y˜kt
bt
)
|Fk
]
= (at)
mHm
(
ykt
at
)
.
We have used the fact that EHj
(
y˜kt
bt
)
vanishes for any j ≥ 1 and H0 = 1.
Proposition 5.11 [See §7.3] LetH > 12 and U ∈ L2(R, µ) with Hermite rankm > 11−H . Then
the process Uˆ(j) is bounded in L2 (provided (5.4) holds.)
Proof. The proof is less straightforward due to the lack of the strong mixing property. Here we
rely on (5.4), whose proof is lengthy and independent of the error estimates here and is therefore
postponed to §7.3.
We compute theL2 norm, using the definition of Uˆ and the Hermite expansion U =
∑∞
q=m cqHq,
‖Uˆ (k)‖L2 =
∫ ∞
k−1
∫ ∞
k−1
E(E[U(ys)|Fk]E[U(yr)|Fk]) drds
=
∫ ∞
k−1
∫ ∞
k−1
∞∑
q=m
∞∑
j=m
cqcjE
(
E[Hq(ys)|Fk]E[Hj(yr)|Fk]
)
dr ds
=
∫ ∞
k−1
∫ ∞
k−1
∞∑
q=m
(cq)
2E
(
(as)
q(ar)
qHq
(
yks
as
)
Hq
(
ykr
ar
))
dr ds
=
∫ ∞
k−1
∫ ∞
k−1
∞∑
q=m
(cq)
2 q! (as)
q(ar)
qE
(
yks
as
ykr
ar
)q
dr ds
=
∫ ∞
k−1
∫ ∞
k−1
∞∑
q=m
(cq)
2 q!E
(
yksy
k
r
)q
dr ds.
By summability of (cq)2q!, following from U ∈ L2. The proof follows from the assumption that
supq≥m,k
∫∞
k−1
∫∞
k−1 E
(
yksy
k
r
)q
drds is finite. This concludes the lemma.
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As a corollary of Proposition 5.11 we have
Corollary 5.12 The process (Mk, k ≥ 1), where
Mk =
k∑
j=1
(
Uˆ(j) − E
(
Uˆ(j)|Fj−1
))
,
is an Fk-adapted L2 martingale with shift covariant martingale difference. Similarly,
Nk =
k∑
j=1
(
Vˆ (j)− E(Vˆ (j)|Fj−1)
)
,
defined also an Fk-adapted L2 martingale.
Proposition 5.13 There exists a function Er(ε) converging to zero in probability as ε→ 0 such
that
ε
∫ t
ε
0
∫ s
0
U(ys)V (yr)drds = ε
[ t
ε
]∑
k=1
(Mk+1 −Mk)Nk + (s ∧ t)γ +Er1(ε) (5.7)
where
γ =
∫ ∞
0
E(U(ys)V (y0))ds.
The proof for this is given in the rest of the section. Note that the Itô integral approximations
work well while the processes involved have independent increments or satisfy strong mixing
properties. To tackle the lack of these properties, we use a locally independent decompositions
of the fOU. We also use Birkhoff’s ergodic theorem. After proving the Proposition, in the next
section we show that ε
∑[ t
ε
]
k=1(Mk+1−Mk)Nk converges to the relevant Itô integrals of the limits
of
√
ε
∫ [ t
ε
]
0 U(yr)dr and
√
ε
∫ [ t
ε
]
0 V (yr)dr.
Lemma 5.14 The stationary Ornstein-Uhlenbeck process is ergodic.
A stationary Gaussian process is ergodic if its spectral measure has no atom, [CFS82, Sam06].
The spectral measure F of a stationary Gaussian process is obtained from Fourier transforming
its correlation function and ̺(λ) =
∫
R
eiλxdF (x). According to [CKM03]:
̺(s) =
2Γ(2H + 1) sin(πH)
2π
∫
R
eisx
|x|1−2H
1 + x2
dx, (5.8)
so the spectral measure is absolutely continuous with respect to the Lebesgue measure with
spectral density s(x) = c |x|
1−2H
1+x2
.
For k = 1, 2, . . . , we define the Fk-adapted processes:
I(k) =
∫ k
k−1
U(ys)ds = ΦU (k)− ΦU(k − 1)
J(k) =
∫ k
k−1
V (ys)ds = ΦV (k)− ΦV (k − 1).
37
Remark 5.15 We note the following useful identities. For k = 1, 2, . . . ,
Uˆ(k) = I(k) + E[Uˆ(k + 1) | Fk], (5.9)
Mk+1 −Mk = I(k) + Uˆ(k + 1)− Uˆ(k), (5.10)∫ k
0
U(yr)dr =Mk − Uˆ(k) + Uˆ(1) −M1.
Proposition 5.16 Suppose that U and V satisfy the assumptions imposed above, then the triple
below converges in finite dimensional distributions.
lim
ε→0

√εM[ t
ε
],
√
εN[ t
ε
], ε
[ t
ε
]∑
k=1
(Mk+1 −Mk)Nk

 = (W 1t , W 2t , ∫ t
0
W 1s dW
2
s
)
.
HereW 1,W 2 are standard Wiener processes with covariance
∫∞
0 E(U(yr)V (y0))dr, and vari-
ances respectively
∫∞
0 E(U(yr)U(y0))dr and
∫∞
0 E(V (yr)V (y0))dr. The integration is in Itô
sense.
Proof. Define
M εt =
√
εM[ t
ε
], N
ε
t =
√
εN[ t
ε
],
Using the identity (5.10) we show that
M εt =
√
ε
[ t
ε
]∑
k=1
(Mk+1 −Mk) +
√
εM1
=
√
ε
∫ [ t
ε
]
0
U(yr)ds+
√
εUˆ([
t
ε
])−√εUˆ(1) +√εM1.
Since Uˆ is L2 bounded, the joint convergence ofM εt and N
ε
t , in finite dimensional distributions
follows from Lemma 5.2. Next observe that,
ε
[ t
ε
]∑
k=1
(Mk+1 −Mk)Nk =
∫ t
0
M εs dN
ε
s .
The joint convergence follows since E(M εt )
2 . t+ o(ε), see Lemma 5.19 and Lemma 5.20, we
can use the continuity theorems on integrals with respect to martingales with jumps.
Henceforth, in this section we set L = L(ε) = [ tε ].
Lemma 5.17 There exists a function Er1(ε), which converges to zero in probability as ε → 0,
such that
ε
∫ t
ε
0
∫ s
0
U(ys)V (yr)drds
= ε
L∑
k=1
I(k)
k−1∑
l=1
J(l) + t
∫ 1
0
∫ s
0
E(U(ys)V (yr)) drds+Er1(ε)
(5.11)
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Proof. Let us divide the integration region 0 ≤ r ≤ s ≤ L main region and the other negligible
regions.
∫ L
0
∫ s
0
U(ys)V (yr)drds + ε
∫ t
ε
L
∫ s
0
U(ys)V (yr)drds.
The second term, integration in the small region, is of order o(ε), since ‖ ∫ tεL U(ys)ds‖L2 is
bounded by stationarity of yr and ‖
√
ε
∫ t
ε
0 V (yr)dr‖L2 is bounded by Lemma 4.7. We compute
the integration in the main region:∫ L
0
∫ s
0
U(ys)V (yr)drds
=
L∑
k=1
∫ k
k−1
U(ys)
(∫ k−1
0
V (yr)dr +
∫ s
k−1
V (yr)dr
)
ds
=
L∑
k=1
∫ k
k−1
U(ys)ds
∫ k−1
0
V (yr)dr +
L∑
k=1
∫
{k−1≤r≤s≤k}
U(ys)V (yr)drds
=
L∑
k=1
I(k)
k−1∑
l=1
J(l) +
L∑
k=1
∫
{k−1≤r≤s≤k}
U(ys)V (yr)drds.
The stochastic processes Zk =
∫
{k−1≤r≤s≤k}U(ys)V (yr)drds are shift invariant and the shift
operator is ergodic with respect to the probability distribution on the path space, generated by
the fOU process, hence, by Birkhoff’s ergodic theorem,
1
L
L∑
k=1
Zk
(ε→0)−→ EZ1 =
∫ 1
0
∫ s
0
E(U(ys)V (yr))drds.
This complete the proof.
Lemma 5.18 The following converges in probability:
lim
ε→0
ε
L∑
k=1
(
I(k)
k−1∑
l=1
J(l)− (Mk+1 −Mk)Nk
)
=
∫ ∞
1
∫ 1
0
E(U(ys)V (yr))drds.
Proof. A. Summing from 1 to k of the identity (5.10), we see that
k−1∑
l=1
J(l) = Nk − Vˆ (k) + Vˆ (1) −N1,
With this and relation (5.10) for the martingale difference Mk+1 −Mk,
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we obtain:
L∑
k=1
I(k)
k−1∑
l=1
J(l)− (Mk+1 −Mk)Nk
=
L∑
k=1
I(k)
(
Nk − Vˆ (k) + Vˆ (1) −N1
)
−
(
I(k) + Uˆ(k + 1)− Uˆ(k)
)
Nk
=
L∑
k=1
−I(k) Vˆ (k) +
L∑
k=1
I(k)(Vˆ (1)−N1)−
L∑
k=1
(Uˆ(k + 1)− Uˆ(k))Nk.
Firstly, by the shift invariance of the summands, below, and Birkhoff’s ergodic theorem, we
obtain
− ε
L∑
k=1
I(k)Vˆ (k) −→ (−t)E[I(1)Vˆ (1)] = (−t)E
(∫ 1
0
U(yr)dr
∫ ∞
0
V (ys)ds
)
. (5.12)
Next, since Vˆ (1)−N1 = E[Vˆ (1) | F0],
E
∣∣∣∣∣ε
L∑
k=1
I(k)(Vˆ (1)−N1)
∣∣∣∣∣
2
=E
∣∣∣∣ε
∫ L
0
U(yr) dr E[Vˆ (1) | F0]
∣∣∣∣2
.ε2 E[Vˆ (1)]2
∫ L
0
∫ L
0
E[U(yr)U(ys)] ds dr,
which by Lemma 4.7 is of order ε.
B. It remains to discuss the convergence of
ε
L∑
k=1
(Uˆ(k + 1)− Uˆ(k))Nk.
We do not have shift invariant and therefore break it down into increments. We change the order
of summation to obtain the following decomposition
L∑
k=1
(Uˆk+1 − Uˆ(k))Nk
=
L∑
k=1
(Uˆ(k + 1)− Uˆ(k))

k−1∑
j=1
(Nj+1 −Nj) +N1


=
L−1∑
j=1
(Nj+1 −Nj)
L∑
k=j+1
(Uˆ(k + 1)− Uˆ(k)) +
L∑
k=1
(Uˆ (k + 1)− Uˆ(k))N1
=
L−1∑
j=1
(Nj+1 −Nj)Uˆ(L+ 1)−
L−1∑
j=1
(Nj+1 −Nj) Uˆ (j + 1) +
(
Uˆ(L+ 1)− Uˆ(1)
)
N1.
40
We may now apply Birkhoff’s ergodic theorem to the first term, taking ε→ 0,
lim
ε→0
−ε
L−1∑
j=1
(Nj+1 −Nj)Uˆ(L+ 1) = 0,
in probability. By the same ergodic theorem, the second term
ε(NL −N1)Uˆ(L+ 1) −→ tE
(
Uˆ(2)(N2 −N1)
)
,
in probability. By Proposition 5.11, Uˆ(j) is bounded in L2, hence we obtain for the third term,
ε
∣∣∣(Uˆ(L+ 1)− Uˆ(1))N1∣∣∣
L2
. ε.
Overall we end up with
ε
L∑
k=1
(Uˆk+1 − Uˆ(k))Nk −→ − t E
(
Uˆ(2)(N2 −N1)
)
, (5.13)
and so
lim
ε→0
ε
L∑
k=1
(
k∑
l=0
I(k)J(l) − (Mk+1 −Mk)Nk
)
= t
[
E
(
Uˆ(2)(N2 −N1)
)
− I(1)Vˆ (1)
]
.
(5.14)
C.We look a better expression for this limit,
EUˆ(2)(N2 −N1) = E
(∫ ∞
1
U(yr)dr
(
Vˆ (2)− E(Vˆ (2)|F1)
))
= E
(∫ ∞
0
U(yr)dr
(
Vˆ (2)− E(Vˆ (2)|F1)
))
.
Since
Vˆ (2)− E(Vˆ (2)|F1)−
∫ 1
0
V (ys)ds = Vˆ (2)− Vˆ (1),
hence we work with
E
(∫ ∞
0
U(yr)dr
(
Vˆ (2) − Vˆ (1)
))
.
we compute
∑L
k=2 E[I(k)J(1)]. We first use Remark 5.15 to write individual terms by the
martingale differences. Specifically we use
J(1) = (Vˆ (1) − Vˆ (2)) + (N2 −N1),
I(k) = Mk+1 −Mk − (Uˆ(k + 1)− Uˆ(k))
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for obtaining
L∑
k=2
I(k)J(1) −
L∑
k=2
(Mk+1 −Mk)(N2 −N1)
=
L∑
k=2
I(k)(Vˆ (1) − Vˆ (2) +
L∑
k=2
I(k)(N2 −N1)−
L∑
k=2
(Mk+1 −Mk)(N2 −N1)
=
L∑
k=2
I(k)(Vˆ (1) − Vˆ (2)) −
L∑
k=2
(
−Uˆ(k + 1) + Uˆ(k)
)
(N2 −N1)
=
L∑
k=2
I(L)[Vˆ (L+ 1− k)− Vˆ (L+ 2− k)]−
L∑
k=2
(Uˆ(k + 1)− Uˆ(k))(N2 −N1)
=I(L)Vˆ (1)− I(L)Vˆ (L) + [Uˆ(2)(N2 −N1)]− [Uˆ (L+ 1)(N2 −N1)].
In the second step, we used the stationary property by which we also have
E[I(L)(Vˆ (1) − Vˆ (L))] = E[I(1)Vˆ (L)]− E[I(1)Vˆ (1)].
Since
E
(
I(L)Vˆ (1) − Uˆ(L+ 1)(N2 −N1)]
)2
→ 0
by Corrolary 5.12. This concludes that
L∑
k=2
E(I(k)J(1)) = −E[I(1)Vˆ (1)] + E[Uˆ(2)(N2 −N1)] + o(ε).
On the other hand,
L∑
k=2
E(I(k)J(1)) =
∫ L
1
∫ 1
0
E(U(ys)V (yr))drds.
Since L = ⌊ tε⌋ → ∞ as ε→ 0, this complete the proof for Lemma 5.18.
Now we return to Proposition 5.13. Taking ε→ 0 in Equation (5.11) we obtain
lim
ε→0
ε
∫ t
ε
0
∫ s
0
U(ys)V (yr)drds
= lim
ε→0
ε
⌊ t
ε
⌋∑
k=0
(Mk+1 −Mk)Nk + t
∫ 1
0
∫ s
0
E(U(ys)V (yr))drds+ t
∫ ∞
1
∫ 1
0
E(U(ys)V (yr))drds
=
∫ t
0
W 1s dW
2
s + t
∫ ∞
0
E(U(y0)V (yu))du,
which completes the proof for Proposition 5.13.
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5.2.2 Enhanced functional limit theorem (in f.d.d)
To put everything together we first need to state a lemma.
Lemma 5.19 Suppose the stochastic processes (Xn, Y n, Zn, R1n, R
2
n) satisfy the conditions (1)-
(3) below. Then if the trio (Xn, Y n, Zn)→ (X,Y,Z) in law as n→∞, in the càdlàg topology,
so does the quadruple(
Xn, Y n +R1n,
∫
Y ns dX
n
s , Z
n +R2n
)
→
(
X, Y,
∫
YsdXs, Z
)
.
The integrals are in Itô sense.
(1) Each (Xns , s ∈ [0, t]) is a càdlàg d-dimensional semi-martingales, on a filtered proba-
bility space (Ωn,Fn, Pn), satisfying the following predictable uniform tightness (P-UT)
condition: for every t > 0,
lim
C↑∞
sup
Hn
Pn
(∫ t
0
Hns dX
n
s > C
)
= 0,
where the supremum is taken over all elementary processes Hn uniformly bounded by 1
and adapted to Fn.
(2) Y n is a family of d′ × d- dimensional càdlàg stochastic processes, Zn another family of
multi-dimensional càdlàg stochastic processes, both adapted to Fn.
(3) R1n, R
2
n are adapted stochastic processes converging to zero in probability.
The Lemma is essentially [JS03, Theorem 6.22] , it is only left to include the terms R1n and
R2n. On a separable probability space, convergence in finite dimensional distributions is equiv-
alent to convergence in the Prohorov metric. The Prohorov metric is defined by d(µ1, µ2) =
infδ>0{µ1(A) ≤ µ2(Aδ) + δ, µ2(A) ≤ µ1(Aδ) + δ} where A is any Borel measurable set
and Aδ its δ-enlargement set. Thus X
n converges in distribution and Rn → 0 implies that
Xn + Rn → 0 in distribution. We can then apply Theorem 6.22 from [JS03]. Without the Rn
terms, the convergence of the quadruple is trivial for Hn uniformly bounded elementary pro-
cesses. The rest follows from a loalization procedure, a density argument applied to integrands,
the predictable uniform tightness condition on the integrands, Xn, allows reversing the order of
taking limits. For Znt = R
1
n = R
2
n = 0 one can also apply [KP91, Theorem 2.7].
Lemma 5.20 If a sequence of martingales Nns is uniformly bounded in L
2, then they satisfy the
P-UT condition.
Proof. Given an elementary process Hn = a01{0} +
∑k
i=1 ai1(si,si+1](t) where ai ∈ Fsi is
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assumed to be bounded by 1 and si ≤ [tn], we see that
Pn
(∫ t
0
Hns dN
n
s > C
)
≤ 1
C2
E
∣∣∣∣
∫ t
0
Hns dN
n
s
∣∣∣∣2
≤ 1
C2
E
∣∣∣∣∣
k∑
i=1
ai
(
Nsi+1∧(nt) −Nsi∧(nt)
)∣∣∣∣∣
2
≤ 1
C2
k∑
i=1
E
(
a2i
(
Nsi+1∧(nt) −Nsi∧(nt)
))2 ≤ 1
C2
k∑
i=1
E
(
Nsi+1∧(nt) −Nsi∧(nt)
)2
≤ 1
C2
E
(
Nsk+1∧(nt)
)2 − 1
C2
E
(
Ns1∧(nt)
)2 (C→∞)→ 0.
Now, recall,
Xε :=
(
α1(ε)
∫ t
0
G1(y
ε
s)ds, . . . , αN (ε)
∫ t
0
GN (y
ε
s)ds
)
Ai,j =
{ ∫∞
0 E(Gi(ys)Gj(y0))ds, if i, j ≤ n,
0, otherwise.
X = lim
ε→0
Xε.
Proposition 5.21 Assume that Gk ∈ Lpk(µ) satisfy Assumption 2.5. Set
X
i,j,ε = αi(ε)αj(ε)
∫ t
0
∫ s
0
Gi(y
ε
s)Gj(y
ε
r)drds,
X
i,j =
∫ t
0
XidXj ,
where the second integral is to be understood in the Itô-sense if two Wiener processes appear
and in the Young sense otherwise. Then, as ε→ 0,
X
ε → X+A(t− s),
in the sense of finite dimensional distributions . Furthermore,
X
ε = (Xε,Xε)→ X = (X,X +A(t− s)),
in finite dimensional distributions.
Proof. To apply Lemma 5.19 we first define the multi-dimensional martingales to deal with the
part converging to a Wiener process. For i ≤ n set
M iL =
L∑
k=1
Gˆi(k)− E[Gˆi(k)|Fk−1].
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Now, by Lemma 5.17 and Lemma 5.18, for i, j ≤ n,
X
i,j,ε = ε
[ t
ε
]∑
k=1
(M jk+1 −M jk)M ik + t
∫ ∞
0
E(Gi(ys)Gj(y0))ds+ Eε,
where Eε → 0 in probability. Hence, it is enough to establish convergence of ε
∑L
k=1(M
j
k+1 −
M
j
k)M
i
k in finite dimensional distributions. To do so we define the piecewise constant càdlàg
L2-martingales (M j,εt , t ≥ 0) via
M
j,ε
t =
√
εM
j
[ t
ε
]
to obtain
ε
[ t
ε
]∑
k=1
(M jk+1 −M jk)M ik =
∫ [ t
ε
]
0
M i,εs dM
j,ε
s .
According to Remark 5.15,
M
j,ε
⌊ t
ε
⌋ =
√
ε
∫ t
ε
0
Gj(ys)ds + o(
√
ε).
Thus, by Lemma 5.2, (M j,εt )j=1,...,n converge jointly in some Hölder space, which implies of
course convergence in the Skorokhod topology. Therefore it is only left to establish the uniform
L2 bounds, which follows from Corollary 5.12 or as below:
‖M j,εt ‖L2 =
√
ε‖M[ t
ε
]‖L2 =
√
ε
∥∥∥∥∥
∫ t
ε
0
Gj(ys)ds+ o(
√
ε)
∥∥∥∥∥
L2
. 1.
Now by Lemma 5.20 our martingales satisfy the predictable uniform tightness condition. We
apply Lemma 5.5, Lemma 5.19 with Xε = Y ε = M ε = (M1,ε, . . .Mn,ε), Zε = (Xk,Xi,j)
for k > n and i, j such that i ∨ j > n and R1n = Er1(ε) as in Proposition 5.13 to conclude the
claim.
5.3 Tightness of iterated integrals
In this section we establish moment bounds on the iterated integrals to show that the above
proven convergence takes place in a suitable space of rough paths.
Now, let Gi, Gj be two functions in L2 with Hermite ranks mGi and mGj respectively. Set
αi = α(ε,H
∗(mGi)) and αj(ε) = α(ε,H
∗(mGj )). To obtain tightness for
X
i,j,ε(t) = αi(ε)αj(ε)
∫ t
0
∫ s
0
Gi(y
ε
s)Gj(y
ε
r)drds
we assume a certain decay in the Hermite expansion of our functions. If Gi and Gj are in finite
chaos, E
(
X
i,j,ε
)p
is the sum of a finite number of terms which are controlled by integrals of the
form,
αi(ε)
pαj(ε)
p
∫ t
0
· · ·
∫ t
0
E
(
2p∏
k=1
Hmk(y
ε
sk
)
)
ds1 . . . ds2p,
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where Hmk are Hermite polynomials withmk ≥ min(mGi ,mGj )and s1 ≤ s2 ≤ · · · ≤ s2p. Let
us try to compute E
(∏2p
k=1Hmk(y
ε
sk
)
)
. IfXi are random variables, there is the product formula
E
[
2p∏
k=1
Xk
]
=
∑
pi∈P (1,...,2p)
∏
B∈pi
Ec[Xk : k ∈ B],
where π denotes a partition of {1, 2, . . . , 2p} and Ec[Xk : k ∈ B] denotes the joint cumulant of
the variable Xk with k in a block B. These joint cumulants can also be given by linear combi-
nation of the form
∏
B∈pi E[
∏
k∈B Xk]. Gaussian processes have vanishing third or higher order
cumulants, and since expectations for products of Hermite polynomials ofXk are related to these
cumulants, there are simpler ways for computing them. Using convolution with heat kernels
fewer terms from the graph remain. The expectations of the product are then given by product of
expectations of all pairings, and summed over all such graphs. For a particular graph, we denote
by n(l, k) the number of edges connecting l to k, so it takes values in {0, 1, . . .min(ml,mk)},
and consider the pairings in an ordered way so that each pairing is counted only once. We have∑2p
k=1 n(l, k) = ml. Since edges are only allowed to connect with different nodes we have
n(k, k) = 0 for every k. We then observe that E
(∏2p
k=1Hmk(y
ε
sk
)
)
is the sum over the finite
number of graphs of pairings, for any given graph this is
2p∏
k=1
2p∏
l=k+1
E(yεsky
ε
sl
) =
2p∏
k=1
∏
{l:l>k, l∈Γk}
̺(sεl − sεk)n(l,k),
where Γk denotes the subgraph of nodes connected to k from nodes in the forward direction. A
complete pairing of a graph with 2p nodes, with respectively mk edges, is a graph in which each
edge from a node is connected to an edge with a different nod.
Lemma 5.22
1. Let Γ denote a graph of pairings of edges (no self-connection is allowed). Define:
I(ε, p) =
2p︷ ︸︸ ︷∫ t
0
· · ·
∫ t
0
∣∣∣∣∣∣
∏
{(sk,sl)}∈Γ
E(yεsky
ε
sl
)
∣∣∣∣∣∣ ds1 . . . ds2p.
Letmk denote the number of edges issuing from the node sk. Then
I(ε, p) .
2p∏
k=1
√
t
∫ t
−t
|̺ε(s)|mk ds .
2p∏
k=1
tH
∗(mk)∨ 12
α(ε,H∗(mk))
. (5.15)
2. Let Gi, Gj : R → R be functions in finite chaos with Hermite ranks mGi and mGj
respectively. Then,
‖Xi,j,ε‖Lp := αi(ε))αj(ε)
∥∥∥∥
∫ t
0
∫ s
0
Gi(y
ε
s)Gj(y
ε
r)drds
∥∥∥∥
Lp
. t
H∗(mGi )∨ 12+H∗(mGj )∨ 12 .
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Proof. Different graphs yield different asymptotics, the ‘worst’ graph is the one with exactly m
edges at each node, and all edges of a given node are linked to the same node. For a general
graph, let us deal with the first variable s1. We first count forward and observe
∏
{(sk ,sl)}∈Γ
E(yεsky
ε
sl
) =
2p∏
k=1
2p∏
l=k+1
E(yεsky
ε
sl
) =
2p∏
k=1
∏
{l:l>k, l∈Γk}
(̺ε(sl − sk))n(l,k),
where Γk denotes the subgraph of nodes connected to k, from the nodes with index greater than
k. Using Hölder’s inequality we obtain∫ t
0
∏
{k:k>1, k∈Γ1}
|̺ε(s1 − sk)|n(1,k)ds1
≤
∏
{k:k>1, k∈Γ1}
(∫ t
0
|̺ε(s1 − sk)|m1 ds1
)n(1,k)
m1
≤
∫ t
−t
|̺ε(s1)|m1ds1.
We have used
∑
{k>1:k∈Γ1} n(1, k) = m1, the number of edges at node 1. We then peel off the
integrals layer by layer, and proceed with the same technique to the next integration variable.
For example suppose the remaining integrator containing s2 has the combined exponent τ2 =∑2p
k=2 n(2, k), (τ1 = m1). By the same procedure as for s1 we score a factor∫ t
−t
|̺ε(s2)|τ2ds2.
By induction and putting estimates for each integral together,
2p︷ ︸︸ ︷∫ t
0
· · ·
∫ t
0
2p∏
k=1
∏
{l:l>k, l∈Γk}
(̺ε(sl − sk))n(l,k) ds1 . . . ds2p .
2p∏
k=1
∫ t
−t
|̺ε(s)|τkds.
Following [BH02], we reverse the procedure in the estimation for the integral kernel, take ξk to
be the number of edges connected to nodes in the backward direction, then ξk =
∑k
l=1 n(l, k)
and the same reasoning leads to the followign estimate:
2p︷ ︸︸ ︷∫ t
0
· · ·
∫ t
0
2p∏
k=1
∏
{l:l>k, l∈Γk}
(̺ε(sl − sk))n(l,k) ds1 . . . ds2p .
2p∏
k=1
∫ t
−t
|̺ε(s)|ξkds.
Since τk + ξk = mk and∫ t
−t
|̺ε(s)|τkds
∫ t
−t
|̺ε(s)|ξkds ≤ 2t
∫ t
−t
|̺ε(s)|mkds,
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and therefore

2p︷ ︸︸ ︷∫ t
0
· · ·
∫ t
0
2p∏
k=1
∏
{l:l>k, l∈Γk}
(̺ε(sl − sk))n(l,k) ds1 . . . ds2p


2
.
2p∏
k=1
(
t
∫ t
−t
|̺ε(s)|mkds
)
.
By Lemma 3.4 for each k,
α(ε,H∗(mk))
2t
∫ t
−t
|̺ε(s)|mkds .
(
tH
∗(mk)∨ 12
)2
,
the first part of the lemma follows.
Next let us consider Gi = Hk and Gj = Hl. Then we are in a position to apply the first part
of the lemma:
E
(∫ t
0
∫ s
0
Hk(y
ε
s)Hl(y
ε
r)drds
)p
=
∫ t
0
∫ sp
0
· · ·
∫ t
0
∫ s1
0
E
(
p∏
i=1
Hk(y
ε
si)Hl(y
ε
ri)
)
p∏
i=1
dri dsi
≤
∑
Γ
∫ t
0
∫ sp
0
· · ·
∫ t
0
∫ s1
0
2p∏
k=1
∏
{l:l>k, l∈Γk}
̺ε(sl − sk)n(l,k)
p∏
i=1
dri dsi
.Ck,l
tp(H
∗(k)∨ 1
2
)+p(H∗(l)∨ 1
2
)
α(ε,H∗(k))pα(ε,H∗(l))p
,
where the summation is over all graphs of complete parings and Ck,l denotes the number of
graphs needed for computing the expectations.
For Gi =
∑N
k=mGi
ai,kHk and Gj =
∑N
k=mGj
ai,kHk, we expand the products in the
multiple integrales. Each summand then has exactly p factors from Gi, for those k ≥ mGi , and
p from Gj for those k ≥ mGj . Splitting them accordingly we have,
‖Xi,j,ε‖Lp . αi(ε)

 p∏
k1=1
t
∫ t
−t
|̺ε(s)|mk1ds


1
p
αj(ε)

 p∏
k2=1
t
∫ t
−t
|̺ε(s)|mk2 ds


1
p
. (5.16)
where mk1 ≥ mGi and mk2 ≥ mGi . The treatment for the two products are the same. Let us
consider the first factor on the right hand side. Since∫ t
−t
|̺ε(s)|mds
decreases with m, then those terms with the Hermite ranks of Gi and Gj as exponents give the
fastest possible blow up, or the slowest convergence rate. Since both Gi and Gj belong to the
finite chaos,(‖Xi,j,ε‖Lp)p is the sum of finite terms of the form
αi(ε)αj(ε)
∫ t
0
∫ s
0
· · ·
∫ t
0
∫ s
0
∏
l
E[Hk(y
εsi)Hl(y
ε
rl
)]dsl drl,
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each of these has the same type type bound (by the previous computation), with the constant
Ck,l in front of the relevant expansions uniformly bounded. We may conclude that ‖Xi,j,ε‖Lp .
t(H
∗(k)∨ 1
2
)+(H∗(l)∨ 1
2
), finishing the proof.
For functions not belonging to the infinite chaos we must count the number of graphs in
the computation, and need some assumptions. LetM({m1, . . . ,m2p}) denote the cardinality of
complete pairings of a graph ith 2p nodes, with respectively mk edges. In [Taq77] it was shown
that
M(m1,m2, . . . ,m2p) ≤
2p∏
k=1
(2p − 1)mk2 √mk.
This leads to Assumption 2.5 (1), which restricts the Gi to the class of functions whose coeffi-
cients in the Hermite expansion decays sufficiently fast.
Proposition 5.23 Suppose that Gk ∈ Lpk and satisfies Assumption 2.5. Then one has for each
i, j = 1, . . . N ,∥∥∥∥αi(ε)αj(ε)
∫ t
0
∫ s
0
Gi(y
ε
s)Gj(y
ε
r)drds
∥∥∥∥
Lp
. t
H∗(mGi )∨ 12+H∗(mGj )∨ 12 .
In particular the family{
αk(ε)
∫ t
0
Gk(y
ε
s)ds, αi(ε)αj(ε)
∫ t
0
∫ s
0
Gi(y
ε
s)Gj(y
ε
r)drds, k, i, j = 1, . . . N
}
is tight in C γ for any γ ∈
(
1
3 ,
(
H∗(mGi) ∨ 12 +H∗(mGj ) ∨ 12
)− 1p).
Proof. Using the above estimates we compute, and the fact that ̺(s) > 0,
E
(
αi(ε)αj(ε)
∫ t
0
∫ s
0
Gi(ys)Gj(yr)drds
)p
≤ αi(ε)pαj(ε)p
∣∣∣∣∣∣E

∫ t
0
∫ s
0
∑
k,k′
ci,kcj,k′Hk(ys)Hk′(yr)drds

p
∣∣∣∣∣∣.
We estimate the integrals on the right hand side:∣∣∣∣∣∣E

∫ t
0
∫ s
0
∑
k,k′
ci,kcj,k′Hk(y
ε
s)Hk′(y
ε
r)drds

p
∣∣∣∣∣∣
≤
∣∣∣∣∣∣∣
∞∑
k1,...kp=mGi
∞∑
k′1,...k
′
p=mGj
p∏
l=1
ci,klcj,k′l
∫ t
0
∫ s
0
· · ·
∫ t
0
∫ s
0
p∏
l=1
E
(
Hkl(y
ε
sl
)(Hk′
l
(yεrl)
)
drldsl
∣∣∣∣∣∣∣
≤
∞∑
k1,...kp=mGi
∞∑
k′1,...k
′
p=mGj
p∏
l=1
|ci,klcj,k′l |
∫ t
0
∫ s
0
· · ·
∫ t
0
∫ s
0
∑
Γ
2p∏
v=1
∏
{u:u>v, u∈Γv}
̺ε(su − sv)n(u,v)dsudsv
≤
∞∑
k1,...kp=mGi
∞∑
k′1,...k
′
p=mGj
p∏
l=1
|ci,klcj,k′l |
2p︷ ︸︸ ︷∫ t
0
· · ·
∫ t
0
∑
Γ
2p∏
v=1
∏
{u:u>v, u∈Γv}
̺ε(su − sv)n(u,v)dsudsv.
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We then apply estimates from the first part of Lemma 5.22,
E
(
αi(ε)αj(ε)
∫ s
0
Gi(y
ε
s)Gj(y
ε
r)drds
)p
. t
p
(
H∗(mGi )∨ 12+H∗(mGj )∨ 12
) ∞∑
k1,...kp=mGi
∞∑
k′1,...k
′
p=mGj
p∏
l=1
|ci,klcj,k′l |M(k1, . . . , kp, k
′
1, . . . , k
′
p)
. t
p
(
H∗(mGi )∨ 12+H∗(mGj )∨ 12
) ∞∑
k1,...kp=mGi
∞∑
k′1,...k
′
p=mGj
p∏
l=1
|ci,klcj,k′l |
√
kl!k
′
l!(2p − 1)
kl+k
′
l
2 ,
By assumption, the double power series is finite. This proves the required moment bounds for
the second order process. For tightness we argue by Lemmas 4.7 and 3.11, concluding the proof.
5.4 Weak convergence in C γ , concluding Theorem B.
We are ready to show weak convergence of the rough path lifts. Denote by XW the limiting
Wiener processes in Lemma 5.5. Then, for i, j ≤ n, we can form the Itô integrals ∫ XisdXjs and
denote it by Xi,j. If either the ith or the jth component limit is not given by a Wiener process,
we will see that Xi,j,ε0,t =
∫ t
0 X
i,εdXj,ε converges weakly to a process with higher regularity,
which, as a rough path, does not exert any influence on the interpretation of the rough integral,
and therefore has no effect on the effective equation.
Theorem 5.24 Assume that Gk ∈ Lpk(µ) satisfy Assumption 2.5, then
X
ε = (Xε,Xε)→ X = (X,X +A(t− s)),
weakly in C γ for γ ∈ (13 , 12 − 1mink≤n pk ).
Proof. By Proposition 5.21 Xε converges in finite dimensional distributions and by Lemma
3.10, Lemma 3.11, Proposition 5.23 and Lemma 4.7 show that the convergence takes place is
the respective Hölder spaces.
With Theorem 5.24 together with Proposition 5.5 we conclude Theorem B.
6 Multi-scale homogenization theorem
We are now in the position to complete the proof for the multi-scale homogenization theorem for
the long range dependent case, this is Theorem A, which we formulate here how it is proved.
Theorem 6.1 Let H ∈ (12 , 1), fk ∈ C3b (Rd;Rd), and Gk satisfies Assumption 2.5. Then, the
following statements hold.
1. The solutions xεt of (2.4) converge weakly in Cγ on any finite interval and for any γ ∈
(13 ,
1
2 − 1mink≤n pk ).
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2. The limit solves the rough differential equation
dxt = f(xt)dXt x0 = x0 (6.1)
Here f = (f1, . . . , fN ) and X = (X,Xs,t + (t − s)A) is a rough path over RN . (They
will be described in Theorem B below.)
3. Equation (6.1) is equivalent to the stochastic equation below:
dxt =
n∑
k=1
fk(xt) ◦ dXkt +
N∑
l=n+1
fl(xt)dX
l
t , x0 = x0,
where ◦ denotes Stratonovich integral, otherwise a Young integral.
Proof. We want to formulate our slow/fast random differential equation as a family of rough
differential equations, such that the drivers converge in the rough path topology. Using the con-
tinuity of the solution map, we obtain weak convergence of the solutions to a rough differential
equation. In the appendix, we interpret the rough differential equation as a mixed Stratonovich
and Young integral equation and the coefficients of the equation will be computed.
Let us set F : Rd → L(RN ,Rd) as below:
F (x)(u1, . . . , um) =
N∑
k=1
ukfk(x),
and for the standard o.n.b. {ei} of Rd we set Fi(x) = F (x)(ei). If we set
Gε =
(
α1(ε)G1, . . . , αN (ε)GN
)
,
we may then write the equation as follows: x˙εt = F (x
ε
t )G
ε(yεt ). Now define the rough path
X
ε = (Xε,Xε), where
Xεt =
(
α1(ε)
∫ t
0
G1(y
ε
s)ds, . . . , αN (ε)
∫ t
0
GN (y
ε
s)ds
)
= (X1,εt , . . . ,X
N,ε
t )
X
i,j,ε
s,t =
∫ t
s
(Xi,εr −Xi,εs )dXj,εr .
We may therefore rewrite our equation as a rough differential equation with respect to Xε:
dxεt = F (x
ε
t )dX
ε(t).
with covariance as specified in Theorem B.
By Theorem 5.24, Xε converges to X = (X,X + (t − s)A) in C γ where γ ∈ (13 , 12 −
1
mink≤n pk
).
Since γ > 13 by Assumption 2.5, We may apply the continuity theorem for rough differential
equations, Theorem 3.8, to conclude that the solutions converge to the solutions of the rough
differential differential equation
x˙t = F (xt)dXt.
Since F belongs to C3b , this is well posed in the rough path equation sense. We completed the
proof for the convergence.
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7 Appendix
7.1 Interpreting the effective dynamics by classical equations
We now explain what the limiting equation means in the classical sense. Although it merits a
verification for the integrand consists of correlated Winer with drift block and correlated Hermite
block, the answer is obvious and believed for those working in rough path theory. For the
slow/fast and homogenization community this is the mysterious part, and in any case the multi-
dimension path notation needs some classification. Our set up is the following.
Assumption 7.1 Let Xt = (X
W
t ,X
Z
t ) where X
W
t is a multi-dimensional possibly correlated
Wiener process and XZt a multi-dimensional Hermite process. The two components X
W
t and
XZt are not correlated, we denote by A the block matrix
A :=
(
Cov(XW ) 0
0 0
)
.
We write Ai,j for the component of A. We are concerned with the classical interpretation for the
rough differential equation
x˙t = F (xt)dXt,
where F : Rd → L(RN ,Rd) is a BC3 map and X = (X,X + (t − s)A) where X = (Xi,j)
denotes the ‘Canonical lift’ of X,
X
i,j
t =
∫ t
0
Xis dX
j
s
interpreted as Itô integrals if i, j ≤ n, otherwise as Young integrals.
According to the general theorems on rough differential equation there exists a unique solu-
tion in the controlled rough path space D2αX ([0, 1];R
d) where α > 13 . The solution exists global
in time and the full controlled process is given by (xs, F (xs)). See [Lyo94, FH14].
We begin with setting the notation and at the same time explaining the raison d’être for the
definition of rough integrals. Given a rough path (X,X) and a controlled rough path in D2αX is a
pair of processes (Y, Y ′) with the properties
Ys,t = Y
′
sXs,t +Rs,t,
where Y ′ ∈ Cα(L(Rd,L(RN ,Rd)) and the two parameter function R, satisfies ‖R‖2α < ∞.
Let α > 13 . The rough path integral is given by the enhanced Riemann sums∫ t
s
Y dX = lim
∑
[u,v]∈P
YuXu,v + Y
′
uXu,v.
The remainder Rs,t’s contribution is of order |t− s|3α term, which sums to zero for α > 13 and
can be ignored. The limit is along any sequences of partitions with mesh converging to zero.
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We therefore seek two processes Ls, R and an expression
F (xt)− F (xs) = Ls(Xt −Xs) +Rs,t,
where sups 6=t,s,t∈[0,1] | Rs,t|t−s|2α | ≤ C . Taylor expanding F (xt), one can deduce that Ls = DF (xs)F (xs).
By Taylor’s theorem,
F (xt) = F (xs) +DF (xs)(xt − xs)
+
1
2
∫ t
0
(1− u)Hess(F )(xs + u(xt − xs))(xt − xs, xt − xs)du.
Here DF (x)(v) =
∑d
i=1
∂F
∂xi
vi, HessF is the Hessian of F , and
HessF (x)(e, v) =
d∑
i,j=1
∂2F
∂xi∂xj
eivj .
The last terms in the Taylor expansion is of order C2α, one α each from xt−xs, and so goes into
the R term. We express xt − xs in terms of Xt −Xs:
DF (xs)(xt − xs) = DF (xs)(
∫ t
s
F (xr)dXr)
∼ DF (xs)(F (xs)(Xt −Xs)) +R1s,t.
The R1 term is of order |t− s|2α.
xt − xs ∼
∑
F (xu)(Xv −Xu) +DF (xu)(F (xu)Xv,u).
If X = (W,W) to be the standard Brownian motion with its Itô lift, i.e. Wi,js,t =
∫ t
s (W
i
r −
W is)dW
j
r then ∑
DF (xu)F (xu)Wu,v → 0
in probability. This means the equation is the Itô integral. If X is a correlated Wiener process,
choose U such that UTU = A. Suppose that the Wiener process block is: (X,X + At) =
(UW,
∫ t
s U(Wr −Ws)dUWr) + 12At). This leads to an SDE with Stratonovich integral
dxt = F (xt)U ◦ dWt.
This comes from the following fact. LetX = (X,X), Z = (Z,Z) be two rough paths in Cα, and
(Y, Y ′) is controlled by X, i.e. (Y, Y ′) ∈ D2αX . If g is a 2α-Hölder continuous functions such
that
Zt = Xt. Zs,t = Xs,t + g(t) − g(s),
then according to [FH14], (Y, Y ′) ∈ D2αZ , and∫
Y dZ = lim
∑
[s,t]∈P
YsZs,t + Y
′
sZs,t
= lim
∑
[s,t]∈P
(YsXs,t + Y
′
sXs,t + (g(t)− g(s))Y ′s )
=
∫
Ys dXs +
∫
Y ′sdg.
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the last integral is a Young integral which is well defined since Y ′ ∈ Cα and g ∈ C2α.
For the Hermite component Z the secondary process makes no visible contribution in the
limit of the enhanced Riemann sum and the rough integral
∫ t
0 fi(xs)dX
i
s agrees with the Young
integral. Take Xi or Xj , whose sum of regularity is then greater than 1, the secondary process∫ t
s X
i
s,rdX
j
r , thus the enhanced Riemann sum limit is a Young integral. We may now conclude.
Remark 7.2 The solution of the rough differential equation x˙t = F (xt)dXt, where Xt =
(UWt +
1
2At,Zt) with canonical lift, agrees almost surely with the solution
dxt = F1(ft)U ◦ dWt + F2(xt)dZt,
where F1 denotes F restricted to its first n components and F2 denotes F restricted to the re-
maining N −n components. By the standard theorem, also, the mixed integral equations is well
posed, global, and continuous in the initial data.
7.2 Auto-correlation and moments of fOU
Lemma 3.3 Let H ∈ (0, 12) ∪ (12 , 1). For any t 6= s,
|̺(s, t)| . 1 ∧ |t− s|2H−2. (7.1)
Proof. We give an indicative proof and fix H > 12 . It is sufficient to prove this for |t− s| large,
then
̺(s, t)
σ2H(2H − 1) =
∫ ∞
−∞
∫ (2t−v)∧(2s+u)
−∞
e−(s+t−u)|v|2H−2 du dv
=
∫ ∞
−∞
e−|v−(t−s)||v|2H−2dv =
∫ ∞
−∞
|v + t− s|2H−2 e−|v| dv.
The integration region breaks up into three:
(A)
1
2
|t− s| ≤ |v| ≤ 2|t− s|, (B) |v| ≤ 1
2
|t− s| or |v| ≥ 2|t− s|.
In region (A),∫
1
2
|t−s|≤|v|≤2|t−s|
|v + t− s|2H−2 e− 12 |t−s| dv ≤ |t− s|2H−1e− 12 |t−s|.
For |t− s| large this gives better bound than |t− s|2H−2. In region (B), since 2H − 2 < 0,∫
B
|v + t− s|2H−2 e−|v| dv ≤ |t− s|2H−2
∫ ∞
−∞
e−|v| dv,
giving the correct rate. For H < 12 , we have on one hand the large time asymptotics from
[CKM03]: ̺(s) = 2σ2H(2H−1)s2H−2+O(s2H−4), on the other hand E(ysyt) ≤ ‖ys‖L2‖yy‖L2 ≤
1, showing that ̺ is locally bounded and concluding the proof.
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Proof for Lemma 3.4. This comes down to the following statement: we only need to show
that for ε ∈ (0, 12 ], the following holds uniformly :
(∫ t
0
∫ t
0
|̺ε(u, r)|m dr du
) 1
2
.


√
tε
∫∞
0 ̺
m(s)ds, if H∗(m) < 12 ,√
tε| ln ( tε)|, if H∗(m) = 12 ,(
t
ε
)H∗(m)−1
, if H∗(m) > 12 .
(7.2)
Proof. We first observe that∫ ∞
0
̺m(s)ds <∞ ⇐⇒ H∗(m) < 1
2
⇐⇒ H < 1− 1
2m
. (7.3)
By a change of variables and using estimate (3.6) on the decay of the auto correlation function
(3.6), ∫ t
ε
0
∫ t
ε
0
|̺(|r − u|)|mdrdu = 2 t
ε
∫ t
ε
0
|̺(s)|mds
.
{
t
ε
∫∞
0 ̺
m(s)ds, if H∗(m) < 12 ,(
t
ε
)2H∗(m)
, otherwise.
,
For the case H∗(m) = 12 we use∫ t
ε
0
|̺(s)|mds ≤
∫ T
ε
0
|̺(s)|mds .
∫ T
ε
0
(1 ∧ 1
s
)ds . | ln
(
T
ε
)
| . | ln
(
1
ε
)
|.
To complete the proof we observe that by a simple change of variables,∫ t
0
∫ t
0
|̺ε(u, r)|m dr du = ε2
∫ t
ε
0
∫ t
ε
0
|̺(u, r)|m dr du,
concluding the proof.
Lemm 3.5. For any γ ∈ (0,H), p > 1, and s, t ∈ [0,∞), the following estimates hold:
‖ys − yt‖Lp . 1 ∧ |s − t|H , E sup
s 6=t
( |ys − yt|
|t− s|γ
)p
. C(γ, p)pM.
Proof. We use the Ornstein-Uhlenbeck equation
ys − yr = −
∫ s
r
yudu+Bs −Br,
to obtain E|ys − yr|2 . (s − r)2E|y1|2 + q|s − r|2H . Using stationality of yt, one has also
E|ys− yr|2 ≤ 2E|y1|2 = 2. Since for Gaussian random variables, the estimate for the L2p norm
is the same as for its L2 norm, we have
‖ys − yr‖Lp .
{
1, if |s− r| ≥ 1;
|s − r|H , ∀|s− r| ≤ 1.
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By symmetry, and change of variables,∫ T
0
∫ T
0
E|ys − yr|p
|s− r|γp+2
.
∫ 1
0
∫ v
−v
vHp−γp−2 du dv +
(∫ T
1
∫ v
−v
+
∫ 2T
T
∫ 2T−v
2T+v
)
v−γp−2dudv
. 1 + T−γp . 1.
The first term is finite as soon as γ < H , the second term is finite as soon as γ is positive. The
remaining claim follows from the well known Garcia-Rodemich-Romsey inequality below.
Lemma 7.3 (Garcia-Rodemich-Romsey-Kolmogorov inequality) Let T > 0.
(1) Let θ : [0, T ] → Rd. For any positive numbers γ, p, there exists a constant C(γ, p) such
that
sup
s 6=t,s,t∈[0,T ]
|θ(t)− θ(s)|
|t− s|γ ≤ C(γ, p)
(∫ T
0
∫ T
0
|θs − θr|p
|s− r|γp+2 dsdr
) 1
p
.
(2) Let θ be a stochastic process. Suppose that for s, t ∈ [0, T ], p > 1 and δ > 0,
E|θ(t)− θ(s)|p ≤ cp|t− s|1+δ,
where cp is a constant. Then for γ <
δ
p ,
‖|θ|Cγ([0,T ])‖p ≤ C(γ, p)(cp)
1
p
(∫ T
0
∫ T
0
|u− v|δ−γp−1dudv
) 1
p
,
the right hand side is finite when γ ∈ (0, δp).
7.3 Proof of the conditional integrability of fOU
The aim of this section is to prove the estimate (5.4), we therefore restrict ourselves to the case
H > 12 . Firstly, we compute the conditional expectations of E(G(yt)|Fk) where G ∈ L2(µ).
We begin with decomposing the fractional Ornstein-Uhlenbeck process into a part which is
Fs measurable and another one independent of Fs, where Fs is the filtration generated by BH .
In [Hai05b] it was shown that such a decomposition is available for fractional Brownian motion
withH > 12 by using the Mandelbrot-Van Ness representation it was shown that, for k < t,
Bt −Bk = 1
c1(H)
(∫ k
−∞
(t− r)H− 32 − (k − r)H− 32dWr +
∫ t
k
(t− r)H− 32 dWr
)
= B
k
t + B˜
k
t ,
where B
k
t is Fk measurable and B˜kt is independent of Fk . Furthermore the filtration generated
by the fractional Brownian motion is the same as the one generated by the two-sided Wiener
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processWt. Using the above we have,
yt =
∫ t
−∞
e−(t−r)dBr =
∫ k
−∞
e−(t−r)dBr +
∫ t
k
e−(t−r)d(Br −Bk)
=
(∫ k
−∞
e−(t−r)dBr +
∫ t
k
e−(t−r)dBkt
)
+
∫ t
k
e−(t−r)dB˜kt
= ykt + y˜
k
t ,
where the first term ykt is Fk measurable and y˜kt is independent of Fk. In case s ≤ k we set
ykt = ys.
It is only left so show that for q ≥ m,∫ ∞
k−1
∫ ∞
k−1
E
(
yksy
k
r
)q
drds
is bounded in q and k. We make use of the following classical result,
Lemma 7.4 ([HC78]) If Xs is a Gaussian process with covariance R(t, s) = E(XsXt). Sup-
pose that ∂t∂sR(t, s) is integrable over every bounded region. Then we have, for any f, g : R→
R satisfying the assumption ∫ b
a
∫ b
a
|ft gs ∂t∂sR(t, s)|dsdt <∞,
the following Itô-isometry,
E
(∫ b
a
ft dXt
∫ b
a
gs dXs
)
=
∫ b
a
∫ b
a
ft gs ∂t∂sR(t, s) ds dt.
Lemma 7.5 Setting R(t, s) = E
(
B
k
tB
k
s
)
and S(t, s) = ∂t∂sR(t, s). Then S is regular in the
region {t 6= s}, and
S(t, s) . (t ∧ s− k)2H−2 ∀s, t > k.
Proof. Recall that H > 12 and observe that for k < t,
B
k
t =
1
c1(H)
∫ k
−∞
(
(t− r)H− 12 − (k − r)H− 12
)
dWr
=
H − 12
c1(H)
∫ k
−∞
∫ t
k
(u− r)H− 32 du dWr.
By the Itô isometry for Wiener processes, for k < min(t, s),
E
(
B
k
tB
k
s
)
=
(
H − 12
c1(H)
)2 ∫ t
k
∫ s
k
E
(∫ k
−∞
(u− r)H− 32 dWr
∫ k
−∞
(w − v)H− 32dWv
)
dw du
=
(
H − 12
c1(H)
)2 ∫ t
k
∫ s
k
∫ k
−∞
(u− y)H− 32 (w − y)H− 32 dy dw du,
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By a change of variables, for t > s > k
S(t, s) = ∂t∂rR(t, r)
=
(
H − 12
c1(H)
)2 ∫ k
−∞
(t− y)H− 32 (s− y)H− 32 dy
=
(
H − 12
c1(H)
)2
(t− s)2H−2
∫ ∞
s−k
t−s
(1 + w)H−
3
2wH−
3
2 dw,
which is regular on {t > s}. Now∫ ∞
s−k
t−s
(1 + w)H−
3
2wH−
3
2 dw ≤
∫ ∞
s−k
t−s
w2H−3 dw =
1
2− 2H
(
s− k
t− s
)2H−2
is finite for H > 12 giving the bound
S(t, s) . (t ∧ s− k)2H−2,
concluding the proof for (t, s) off diagonal.
On the diagonal,
∂t∂tE
(
c1(H)B
k
t
)2
=2
∫ k
−∞
(t− y)H− 32 (t− y)H− 32dy
+ 2
∫ t
k
∫ k
−∞
(
H − 3
2
)
(t− v)H− 52 (s− v)H− 32 dv ds
=2
∫ ∞
t−k
w2H−3dw
+ 2
H − 32
H − 12
∫ k
−∞
(t− v)H− 52
[
(t− v)H− 12 − (k − v)H− 12
]
dv.
The second term has no singularity at k. Consequently,
∂t∂tE
(
c1(H)B
k
t
)2
= 2
(t− k)2H−2
2H − 2 +
2H − 3
H − 12
∫ k
−∞
(t− v)H− 52
[
(t− v)H− 12 − (k − v)H− 12
]
dv
≤ 2(t− k)
2H−2
2H − 2 +
2H − 3
H − 12
∫ k
−∞
(t− v)2H−3 dv = C(t− k)2H−2.
We have used the fact that
∫ k
−∞(t − v)H−
5
2 (k − v)H− 12 dv is a finite number. This means the
double derivative is only singular at t = k, but not along the whole diagonal. Moreover, the
singularity is integrable.
Remark 7.6 For the fractional Brownian motion Bt and for t > s,
∂t∂sE(BtBs) = 2H(2H − 1)(t− s)2H−2,
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which is singular along the diagonal, whereas as shown in the proof of Lemma 7.5, ∂t∂tE
(
B
k
t
)2
has only singularity at t = k, but not along the whole diagonal. Moreover, the singularity is
integrable, we may therefore use the Itô isometry, Lemma 7.4, freely.
Now we go ahead and establish estimates for the decay of E
(
ykt y
k
s
)
.
Lemma 7.7 For any k < s,∫ s
k
e−(s−v)(v − k)2H−2 dv . 1 ∧ (s− k)2H−2.
The constant is independent of k.
Proof. This can be seen by splitting the integral into three regions
∫ k+1
k +
∫ s
2
k+1+
∫ s
s
2
, and in-
tegration by part with the second two terms. This leads to:
∫ k+1
k e
−(s−v)(v − k)2H−2 dv ≤
1
2H−1e
−(s−k−1). Furthermore for s > 3k,∫ s
k+1
e−(s−v)(v − k)2H−2 dv
= (s− k)2H−2 − e−(s−k−1)(2H − 3)− (2H − 2)
(∫ s
2
k+1
+
∫ s
s
2
)
e−(s−v)(v − k)2H−3dv
. (s− k)2H−2 − e−(s−k) − e− s2 (v − k)2H−2|
s
2
k+1 − (v − k)2H−2|ss2
. (s− k)2H−2 + e− s2 + (s
2
− k)2H−2
. (s− k)2H−2.
This gives the required estimate.
Proposition 7.8 Let H > 12 and suppose that H
∗(m) < 0. Then,
sup
k
sup
q≥m
∫ ∞
k−1
∫ ∞
k−1
E
(
yksy
k
t
)q
dt ds <∞.
Proof. We first compute,
E
(
ykt y
k
s
)
=E
((
e−(t−k)yk +
∫ t
k
e−(t−r)dBkr
)(
e−(s−k)yk +
∫ s
k
e−(s−v)dBkv
))
= e−(t−s) + II + III + IV,
where the first term is due to E(yk)
2 = 1 and e−(t−k)e−(s−k) ≤ e−(t−s), and
II = E
(
e−(t−k)yk
∫ s
k
e−(s−v)dBkv
)
,
III = E
(
e−(s−k)yk
∫ t
k
e−(t−r)dBkr
)
,
IV = E
(∫ t
k
e−(t−r)dBkr
∫ s
k
e−(s−v)dBkv
)
,
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for s≫ k. For II we use Cauchy-Schwartz inequality and the Lemma 7.5,
(II)2 = E
(
e−(t−k)yk
∫ s
k
e−(s−v)dBkv
)2
= e−2(t−k)E
(∫ s
k
e−(s−v)dBkv
)2
. e−2(t−k)
∫ s
k
∫ s
k
e−(s−v)e−(s−u)∂u∂v E
(
B
k
uB
k
v
)
du dv
. e−2(t−k)
∫ s
k
∫ s
k
e−(s−v)e−(s−u)(u ∧ v − k)2H−2 du dv.
We continue with the computation, making use of Lemma 7.7 in the final step:∫ s
k
∫ s
k
e−(s−v)e−(s−u)(u ∧ v − k)2H−2 du dv
. 2
∫ s
k
e−(s−v)(v − k)2H−2
(∫ s
v
e−(s−u) du
)
dv
.
∫ s
k
e−(s−v)(s− v)2H−2 dv
. (s− k)2H−2.
Putting them together we have,
II ≤ e−(t−k)(s − k)H−1.
Analogous arguments lead to III . (t − k)2H−2. Assuming, without loss of generality that
t ≥ s,
IV = E
(∫ t
k
e−(t−r)dBkr
∫ s
k
e−(s−v)dBkv
)
=
∫ t
k
∫ s
k
e−(t−r)e−(s−r)S(r, v)dvdr
. e−(t−s)
∫ t
k
∫ s
k
e−(s−r)e−(s−r)(r ∧ v − k)2H−2dvdr
= 2e−(t−s)
∫ t
k
∫ s
r
e−(s−r)e−(s−r)(r ∧ v − k)2H−2dvdr
. 2e−(t−s)
∫ t
k
(r − k)2H−2e−(s−r)
∫ s
r
e−(s−r) du dr
. 2
∫ t
k
(r − k)2H−2e−(t−r) dr
. 2(t− k)2H−2.
We have again applied Lemma 7.7 . Putting everything we and using
E
(
ykt y
k
s
)
≤ ‖ykt ‖L2‖yks‖L2 ≤ 1,
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we obtain
E
(
ykt y
k
s
)
. 1 ∧ (t ∧ s− k)2H−2.
Now recall that H∗(m) < 0 is equivalent to (H − 1)m+ 1 < 0. Consequently, for q ≥ m and
(2H − 2)m+ 2 < 0,∫ ∞
k−1
∫ ∞
k−1
E
(
ykt y
k
s
)q
≤ C
∫ ∞
k−1
∫ ∞
k−1
1 ∧ (t ∧ s− k)(2H−2)qdsdt
<∞,
where C is a constant independent of q. We have reached the conclusion of the proposition.
7.4 Kernel convergence of scaling path integrals
We prove Lemma 4.2. In [Taq79], instead of yεt , a moving average of the form
Xt =
∫
R
p(t− ξ)dWξ.
for a suitable function p was considered and limit theorems (convergence in finite dimensional
distributions) were proven for
εH
∗(m)
∫ t
ε
0
G(Xs)ds.
In this setup, in order to prove weak convergence one uses the self-similarity of a Wiener pro-
cess,
√
λW t
λ
∼ Wt, leading to weak convergence as this equivalence of course is only in
law. Nevertheless, in our case we can write directly, without using self-similarity properties,
yεt =
∫
R
gˆ( t−ξε )dWξ , and thus avoid using self-similarity and, hence, obtain convergence in
L2. In [Taq79, Theorem 4.7] using [Taq79, Lemma 4.5, Lemma 4.6] the following result was
obtained
E
(∫
Rm
∫ t
0
m∏
i=1
p
(
s− ξ
ε
)
εH−
3
2dsdWξ − Z
H∗(m),m
K(H,m)
)
→ 0,
using the Wiener integral representation of the Hermite processes this is equivalent, by multiple
Wiener-Ito isometry, to
∫
Rm
(∫ t
0
m∏
i=1
p
(
s− ξi
ε
)
εH−
3
2 ds−
∫ t
0
m∏
i=1
(s− ξi)H−
3
2
+ ds
)2
dξ1 . . . dξm.
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To apply [Taq79, Theorem 4.7] we rewrite our kernels in the above moving average form. For
the rescaled fractional Ornstein-Uhlenbeck process we obtain by above computation,
yεt =
1
c1(H)
ε−H
∫
R
∫ t
−∞
e−
t−u
ε (u− s)H−
3
2
+ dudWs
=
1
c1(H)
ε−H
∫
R
e−
t−s
ε
∫ t−s
−∞
e
v
ε v
H− 3
2
+ dvdWs
=
1
c1(H)
ε−
1
2
∫ t
−∞
e−
t−s
ε
∫ t−s
ε
0
evv
H− 3
2
+ dvdWs
= ε−
1
2
∫ t
−∞
g
(
t− s
ε
)
dWs,
where
g(s) =
1
c1(H)
e−s
∫ s
0
euu
H− 3
2
+ du. (7.4)
To apply [Taq79, Theorem 4.7] we will verify the conditions for this g.
Now, the term we consider in (4.2) has the following form,
εH
∗(m)−1
∫
Rm
∫ t
0
m∏
i=1
g
(
s− ξi
ε
)
ε−
m
2 dsdWξ1 . . . dWξm .
Using H∗(m) = (H − 1)m+ 1 we obtain that this is equal to
∫
Rm
∫ t
0
m∏
i=1
g
(
s− ξi
ε
)
εH−
3
2dsdWξ1 . . . dWξm ,
the required Lemma 4.2 will follow from the reformulated convergence below.
Lemma 7.9 Let λ denote the Lebesgue measure, then∥∥∥∥∥
∫ t
0
m∏
i=1
g
(
s− ξi
ε
)
εH−
3
2 ds−
∫ t
0
m∏
i=1
(s − ξi)H−
3
2
+ ds
∥∥∥∥∥
L2(Rm,λ)
→ 0. (7.5)
Proof. We are now in the above framework and it is only left the check the conditions imposed
on the functions p in [Taq79, Theorem 4.7]. Examining Taqqu’s proof, we note that in fact the
L2 convergence of (7.5) is obtained under the following conditions.
1
∫
R
p(s)2ds <∞.
2 |p(s)| ≤ CsH− 32L(u) for almost all s > 0.
3 p(s) ∼ sH− 32L(s) as s→∞.
4 There exists a constant γ such that 0 < γ < (1 − H) ∧ (H − (1 − 12m )) such that∫ 0
−∞ |p(s)g(xy + s)|ds = o(x2H−2L2(x))y2H−2−2γ as x→∞ uniformly in y ∈ (0, t].
where L denotes a slowly varying function (for every λ > 0 limx→∞
L(λx)
L(x) ) = 1). Now we
go ahead and show that g defined by (7.4) satisfies these conditions, to increase readability we
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suppress the constant 1c1(H) in the computations. For s < 1,
e−s
∫ s
0
euuH−
3
2 du ≤
∫ s
0
uH−
3
2du . sH−
1
2 .
We calculate for s > 1 via integration by parts
e−s
∫ s
0
euuH−
3
2 du ≤ e−s
∫ 1
0
euuH−
3
2 du+ e−s
∫ s
1
euuH−
3
2 du
. e−s + sH−
3
2 − 1 + e−s
∫ s
1
euuH−
5
2 du
. sH−
3
2 .
This of course implies that g is L2 integrable. Finally observe that∫ 0
−∞
|g(s)g(xy + s)|ds = 0
as g(s) = 0 for s < 0. With these we apply [Taq79, Theorem 4.7] to conclude the L2 conver-
gence of the kernels.
7.5 Joint convergence by asymptotic independence
If a sequence of random variable xn converges to x and another sequence yn converges to y,
does (xn, yn) converge jointly and what is the correlation of the limit. When both xn and yn
are Gaussian sequences, they converge jointly to (x, y) where x and y are taken to be inde-
pendent, provided the correlation between xn and yn converges to zero. In [NR14] these are
generalised to moment determinant random variables as limits, in which case it is sufficient to
show Cov(x2n, y
2
n) → 0. By Torsten Carleman’s theorem, a real valued random variable is mo-
ment determinant if its p-moment grows no faster than ( nC )
n(log n)n (e.g. if it has exponentially
decaying density). An L2 random variable in the second chaos has exponential tails, beyond the
second chaos, the tails grow decays slower than exponentially. Extensions to high order chaos
were obtained in [NNP16]. Neither of these results are sufficient for the need in this paper, we
therefore present a generalisation, which can be easily deduced from the reasoning in [NNP16].
The result in [BT13] has moment determinant limit as restrictions, has restrictions to Wiener
chaos 1 and 2, i.e. corresponding to BM, fBM and Rosenblatt processes in our case.
These results benefits from three insights. The first being the characterisation, of Üstünel-
Zaksi [UZ89] for independence of two iterated integrals with vanishing of contractions of their
integral kernels. The second is the characterisation of the vanishing of the contractions of their
integral kernels by covariances of their squares the third is the characterisation of independence
of random variables by the covariance of their squares [NP05, NNP16].
Denote by Ip(f) the pth iterated Itô-Wiener integral
Ip(f) = p!
∫ ∞
−∞
∫ sp−1
−∞
· · ·
∫ s2
−∞
f(s1, . . . , sp)dWs1dWs2 . . . dWsp .
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We take the L2 function f to be symmetric functions of appropriate number of variables through-
out. Given f ∈ L2(Rp) and g ∈ L2(Rq), where p, q ≥ 1, their is
f ⊗1 g =
∫
R
f(x1, . . . , xp−1, s)g(y1, . . . , yq−1, s)ds.
Similarly
f ⊗r g =
∫
Rr
f(x1, . . . , xp−r, s1, . . . , sr)g(y1, . . . , yq−r, s1, . . . , sr)ds1 . . . dsr.
If f ⊗1 g = 0, so do all higher order contractions.
By [UZ89, Thm.6] two integrals Ip(f) and Iq(g) are independent, if and only if the 1-
contraction between f, g vanishes almost surely. The necessity comes from the product formula,
Ip(f)Iq(g) =
p∧q∑
m=1
p!q!
m!(p −m)!(q −m)!Ip+q−2m(f ⊗m g).
and the independence: E(Ip(f)Iq(g))2 = p!q!‖f ⊗ g|L2 . All terms in the binomial expansion
for the product drop to zero except for the m = 0 term. The following asymptotic independent
result is proven in [NNP16, Thm. 3.1].
Lemma 7.10 [NNP16] Given Fε = Ip(f
ε) and Gε = Iq(g
ε), then
Cov(F ε2, Gε
2)→ 0
is equivalent to
‖f ε ⊗r gε‖ → 0,
for 1 ≤ r ≤ p ∧ q.
It is also observed in two integrals Ip(f) and Iq(g) are independent, their Malliavin derivative
begin orthogonal. This explain why Malliavin calculus comes into prominent play, which has
been developed to its perfection in [NNP16, Lemma 3.2]. The space of test functions is taken
to be C∞q := C∞ ∩BCq−1(Rm), which is sufficient to approximiate indicator functions of any
measurable sets. We also set for ϕ ∈ C∞q ,
‖ϕ‖q = ‖ϕ‖∞ +
q∑
|k|=1
∥∥∥∥ ∂k∂kx
∥∥∥∥
∞
,
where the sum runs over multi-indices k = (k1, . . . , km). Let L = −δD.
Lemma 7.11 [NNP16] Let θ ∈ C∞q (Rm), G = Iq(g), F = (F1, . . . , Fm), where Fi = Ipi(fi)
and EF 2i = 1, where pi ≥ q. Then
E|〈(I − L)−1θ(F )DFj ,DG〉H | ≤ c ‖θ‖q−1Cov(F 2j , G2),
where c is a constant depending on ‖F‖L2 and ‖G‖L2 .
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Throughout this section fi : R
pi → R, g : Rq → R are symmetric functions.
The final piece of the puzzle is the observation that the defect in being independent is quan-
titatively controlled by the covariance of the squares of the relative components. The following
is from [NNP16], our only modification is to take G to be vector valued. Let gi : R
qi → R be
symmetric functions.
Lemma 7.12 Let F = (Ip1(f1), . . . Ipm(fm)) and G = (Iq1(g1), . . . , Iqn(gn)) such that pk ≥
ql for every pair of k, l. Then for every ϕ ∈ C∞q (Rm), ψ ∈ C∞1 (Rn), the following holds for
some constant c, depending on ‖F‖L2 , ‖G‖L2 :
E(ϕ(F )ψ(G)) − E(ϕ(F ))E(ψ(G)) ≤ c‖Dψ‖∞‖ϕ‖q
m∑
i=1
n∑
j=1
Cov(F 2i , G
2
j )
Proof. Define L−1(
∑∞
k=0 Ik(hm)) =
∑∞
k=1
1
kIk(hm) ∈ D2,2. The key equality is −DL−1 =
(I − L)−1D. As in [NNP16],
ϕ(F ) − E(ϕ(F )) = LL−1ϕ(F ) =
m∑
j=1
δ((I − L)−1∂jϕ(F )DFj)
Multiply both sides by ψ(G) and use integration by parts we see
E(ϕ(F )ψ(G)) − E(ϕ(F ))E(ψ(G))
=
m∑
j=1
n∑
i=1
E
(〈(I − L)−1∂jϕ(F )DFj ,DGi〉H ∂iψ(G))
≤ ‖Dψ‖∞
m∑
j=1
n∑
i=1
∣∣E(〈(I − L)−1∂jϕ(F )DFj ,DGi〉H )∣∣.
To conclude, apply to each summand Lemma 7.11 with θ = ∂jϕ and G = Gi.
Lemma 7.13 Let Fε = (Ip1(f
ε
1 ), . . . Ipm(f
ε
m)) and Gε = (Iq1(g
ε
1), . . . , Iqn(g
ε
n)) with q1 ≤
q2, . . . qm ≤ p1 ≤ p2, . . . pm. Then for every i ≤ m, j ≤ n,
‖f εj ⊗r gεi ‖ → 0, 1 ≤ r ≤ pj ∧ qi
implies that for any ϕ ∈ C∞(Rm)pm ψ ∈ C∞qn ,
E(ψ(Fε)ψ(Gε))− E(ψ(Fε))E(ψ(Gε))→ 0.
Proof. Just combine Lemma 7.12 and Lemma 7.10.
The following generalises results from [NNP16].
Proposition 7.14 Given Fε = (Ip1(f
ε
1 ), . . . , Ipm(f
ε
m)) and Gε = (Iq1(g
ε
1), . . . , Iqn(g
ε
n)) such
that q1 ≤ q2, . . . qm,≤ p1 ≤ p2, · · · ≤ pm and such that
‖f εj ⊗r gεi ‖ → 0.
If Fε → U and Gε → V weakly, then (Fε, Gε) → (U, V ) jointly where U, V are taken to be
independent.
65
Proof. Since (Fε, Gε) is bounded inL2 it is tight. Now choose a weakly converging subsequence
(Fn, Gn) with limit denoted by (X,Y ). Let ϕ ∈ C∞pm(Rm) ψ ∈ C∞qn(Rn). Then By Lemma 7.13
and the bounds on ϕ,ψ, we pass to the limit under the expectation sign and obtain
E(ϕ(X)ψ(Y )) = E(ϕ(X))E(ψ(Y )).
Thus every limit measure is the product measure determined by U, V and hence the (Fε, Gε)
converges as claimed.
Acknowledgement: We would like to thank Martin Hairer for helpful discussions.
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