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a b s t r a c t
In this paper we establish oscillation and nonoscillation criteria for the linear dynamic
system
u∆ = pv, v∆ = −quσ .
Here we assume that p and q are nonnegative, rd-continuous functions on a time scale T
such that supT = ∞. Indeed, we extend some known oscillation results for differential
systems and difference systems to the so-called dynamic systems.
© 2010 Elsevier Ltd. All rights reserved.
1. Introduction
Let T be a time scale, i.e., a nonempty closed subset of R, which is unbounded above. This paper is concerned with the
linear dynamic system
u∆ = pv, v∆ = −quσ , (1)
where p and q are nonnegative, rd-continuous functions on T.
The global existence and uniqueness of solutions of (1) can be easily verified by applying Theorem 5.8 of [1]. We say that
a solution (u, v) of (1) is nonoscillatory if both u and v are either eventually positive or eventually negative. Otherwise, it is
oscillatory. System (1) is called oscillatory if all its solutions are oscillatory. Otherwise, it is nonoscillatory.
Oscillation for system (1) has received a lot of attention in some special cases. When T = R, system (1) is equivalent to
the linear differential system
u′ = pv, v′ = −qu. (2)
The oscillatory property of system (2) has been studied; see for example [2–5] and the references cited therein.WhenT = Z,
system (1) is equivalent to the linear difference system
∆xn = pnyn, ∆yn−1 = −qnxn. (3)
For papers dealing with oscillatory property of system (3), the reader is referred to [6], and the references cited therein.
When p(t) 6= 0 for all t ∈ T, system (1) can be reduced to a single dynamic equation(
1
p
u∆
)∆
+ quσ = 0,
whose oscillatory behavior has been investigated; see for example, [7,1], and the references cited therein.
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On the other hand, recently, the theory of dynamic equations on time scales has become an important research field due
to its tremendous potential for various applications. Since there are fewworks about oscillation of dynamic systems on time
scales (see [8]),motivated by [4,6], in the present paperwe investigate oscillatory properties for the system (1) on time scales.
The remainder of this paper is organized as follows. Section 2 contains some basic definitions and the necessary results
about time scales. In Section 3, we present our main results, which include some oscillation and nonoscillation criteria for
system (1). In Section 4, we provide some useful lemmas. In Section 5, we prove the main results. Finally, in Section 6, we
give several examples to illustrate the applicability of the obtained results.
2. Preliminary
For completeness, we state some fundamental definitions and results concerning time scales that we will use in the
sequel. More details can be found in [9,1,10]. In this section, we assume that T is an arbitrary time scale.
Definition 2.1. The mappings σ , ρ : T→ T defined by
σ(t) := inf {s ∈ T|s > t}, ρ(t) := sup{s ∈ T|s < t}
are called the forward and backward jump operators, respectively. In this definition, we put inf∅ = supT and sup∅ = infT.
The graininess function µ : T→ [0,∞) is defined by µ(t) := σ(t)− t .
Definition 2.2. A point t in T is said to be right-dense if t < supT and σ(t) = t , and left-dense if t > infT and ρ(t) = t .
Let T¯ = T ∪ {supT} ∪ {infT}. We call∞ left-dense if∞ ∈ T¯, and−∞ right-dense if−∞ ∈ T¯.
Note that for any left-dense t0 ∈ T and any ε > 0, Lε(t0) = {t ∈ T|0 < t0 − t < ε} is nonempty. If ∞ ∈ T¯,
Lε(∞) = {t ∈ T|t > 1ε } is nonempty.
Definition 2.3. If a function f maps T into R, we define f σ by f σ (t) = f (σ (t))which maps T into R.
Definition 2.4. Let
TK =
{
T \ (ρ(supT), supT], if supT <∞,
T, otherwise . (4)
A function f : T→ R is called (delta) differentiable at t ∈ TK if
lim
s→t
f σ (t)− f (s)
σ (t)− s
exists, saying f ∆(t), where s ∈ (t − δ, t + δ) ∩ T for some δ > 0. In this case, we call f ∆(t) the (delta) derivative of f at t .
Definition 2.5. A function on T is called rd-continuous if it is continuous at all right-dense points in T and its left-sided
limits exist at all left-dense points in T. The set of all rd-continuous functions on T is denoted by Crd(T).
Definition 2.6. A function F : T → R is called an antiderivative of f : T → R if F∆(t) = f (t), and we define∫ s
r f (t)∆t = F(s)− F(r) for all r , s ∈ T.
Note that every rd-continuous function has an antiderivative.
Lemma 2.7. Assume that f , g : T→ R are differentiable at t ∈ TK and let α ∈ R be a constant. Then the following statements
are valid:
(1) f σ (t) = f (t)+ µ(t)f ∆(t).
(2) f + g is differentiable at t and
(f + g)∆(t) = f ∆(t)+ g∆(t).
(3) αf is differentiable at t and
(αf )∆(t) = αf ∆(t).
(4) fg is differentiable at t and
(fg)∆(t) = f ∆(t)g(t)+ f σ (t)g∆(t) = g∆(t)f (t)+ gσ (t)f ∆(t).
(5) If f (t)f σ (t) 6= 0, then 1/f is differentiable at t and(
1
f
)∆
(t) = − f
∆(t)
f (t)f σ (t)
.
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(6) If f (t)f σ (t) 6= 0, then g/f is differentiable at t and(
g
f
)∆
(t) = f (t)g
∆(t)− f ∆(t)g(t)
f (t)f σ (t)
.
Lemma 2.8. (1) If f ∈ Crd(T) and t ∈ TK , then
∫ σ(t)
t f (τ )∆τ = µ(t)f (t).
(2) If f ∆ ≥ 0, then f is nondecreasing.
Lemma 2.9. If a, b, c ∈ T, α ∈ R, and f , g ∈ Crd, then:
(1)
∫ b
a [f (t)+ g(t)]∆t =
∫ b
a f (t)∆t +
∫ b
a g(t)∆t.
(2)
∫ b
a (αf )(t)∆t = α
∫ b
a f (t)∆t.
(3)
∫ b
a f (t)g
∆(t)∆t = (fg)(b)− (fg)(a)− ∫ ba f ∆(t)gσ (t)∆t. (Integration by Parts)
Lemma 2.10 (Chain Rule). Assume that g : R → R is continuously differentiable and f : T → R is delta differentiable. Then
g ◦ f : T→ R is differentiable and
(g ◦ f )∆(t) =
{∫ 1
0
g ′
(
f (t)+ hµ(t)f ∆(t)) dh} f ∆(t).
Lemma 2.11 (L’Hôpital’s Rule). Assume that f and g are differentiable on T. If limt→t0− g(t) = ∞ for some left-dense t0 ∈ T¯,
and there exists ε > 0 such that g(t) > 0, g∆(t) > 0 for all t ∈ Lε(t0), then limt→t0− f
∆(t)
g∆(t) = r ∈ R¯ implies limt→t0− f (t)g(t) = r.
3. Main results
Let t0 be an arbitrary point in T.
Theorem 3.1. If∫ ∞
t0
p(s)∆s = ∞,
∫ ∞
t0
q(s)∆s = ∞, (5)
then system (1) is oscillatory.
Theorem 3.2. If∫ ∞
t0
p(s)∆s <∞,
∫ ∞
t0
q(s)∆s <∞, (6)
then system (1) is nonoscillatory.
In the sequel, we are going to focus on the case∫ ∞
t0
p(s)∆s = ∞,
∫ ∞
t0
q(s)∆s <∞. (7)
For convenience, we put
f (t) =
∫ t
t0
p(s)∆s. (8)
Theorem 3.3. Suppose that
lim
t→∞
µ(t)p(t)
f (t)
= 0 (9)
and (7) hold. Suppose also that there exists λ ∈ (0, 1) such that∫ ∞
t0
f λ(s)q(s)∆s = ∞. (10)
Then system (1) is oscillatory.
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According to Theorem 3.3, we can furthermore restrict to the case:∫ ∞
t0
f λ(s)q(s)∆s <∞ for all λ ∈ [0, 1). (11)
For convenience, we define
g(t, λ) =

f 1−λ(t)
∫ ∞
t
f λ(s)q(s)∆s, if λ < 1,
f 1−λ(t)
∫ t
t0
f λ(s)q(s)∆s, if λ > 1,
(12)
and we set
g∗(λ) = lim inf
t→∞ g(t, λ),
g∗(λ) = lim sup
t→∞
g(t, λ).
Theorem 3.4. Let (7), (9) and (11) hold. If
g∗(0) >
1
4
or g∗(2) >
1
4
, (13)
then system (1) is oscillatory.
Theorem 3.5. Let g∗(0) ≤ 14 , g∗(2) ≤ 14 , (7), (9) and (11) hold. Suppose that there exists λ ∈ [0, 1) such that
g∗(λ) >
λ2
4(1− λ) +
1
2
(
1+√1− 4g∗(2)) . (14)
Then system (1) is oscillatory.
Corollary 3.6. Let g∗(0) ≤ 14 , g∗(2) ≤ 14 and (7), (9) and (11) hold. If
g∗(0) >
1
2
(
1+√1− 4g∗(2)) ,
then system (1) is oscillatory.
Theorem 3.7. Let g∗(0) ≤ 14 , g∗(2) ≤ 14 , and (7), (9) and (11) hold. Assume that there exists λ ∈ [0, 1) such that
g∗(0) >
λ(2− λ)
4
(15)
and
g∗(λ) >
g∗(0)
1− λ +
1
2
(√
1− 4g∗(0)+
√
1− 4g∗(2)
)
. (16)
Then system (1) is oscillatory.
Corollary 3.8. Let 0 < g∗(0) ≤ 14 , g∗(2) ≤ 14 , and (7), (9) and (11) hold. If
g∗(0) > g∗(0)+ 12
(√
1− 4g∗(0)+
√
1− 4g∗(2)
)
, (17)
then system (1) is oscillatory.
Remark. (i) We consider the more general first-order linear dynamic system
u∆ = au+ bv, v∆ = cu+ dv, (18)
where a, b, c , d ∈ Crd and b ≥ 0, c ≤ 0. Suppose that 1+µa > 0 and 1+µ(a+ d)+µ2(ad− bc) > 0. Then one can easily
verify that system (18) is equivalent to system (1) with
p(t) = b(t)[eα(t, t0)(1+ µa)] ≥ 0, q(t) =
−c(t)eα(σ (t), t0)
1+ µa ≥ 0,
where α(t) = [a− d+ µ(a2 − ad+ bc)]/[1+ µ(a+ d)+ µ2(ad− bc)]. Hence the oscillation and nonoscillation criteria
for system (18) can be obtained from Theorems 3.1–3.5 and 3.7 and Corollaries 3.6 and 3.8.
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(ii) We consider the case∫ ∞
t0
p(s)∆s <∞,
∫ ∞
t0
q(s)∆s = ∞. (19)
Notice that if (u, v) is a solution of (1) then (u˜, v˜) = (v,−u) is a solution of
u˜∆ = −µpqu˜+ qv˜, v˜∆ = −pu˜. (20)
From Remark (i), we see that if µ2pq < 1 then system (20) is equivalent to
u˜∆ = p˜v˜, v˜∆ = −q˜u˜σ ,
with
p˜ = q[eα(t, t0)(1− µ2pq)] ≥ 0, q˜ =
peα(σ (t), t0)
1− µ2pq ≥ 0.
Hence if (19) holds and µ2pq < 1 then the oscillation criteria for system (1) can be obtained from Theorems 3.3–3.5, 3.7
and Corollaries 3.6 and 3.8 by replacing p(t) and q(t) by p˜(t) and q˜(t) respectively.
4. Some auxiliary lemmas
In this section, we establish some lemmas which will be needed to prove our main results. Hereafter [t0,∞)T represents
an interval on T, that is, [t0,∞)T = [t0,∞) ∩ T. For convenience, we let
w(t) = v(t)
u(t)
, r = lim inf
t→∞ f (t)w(t), and R = lim supt→∞ f (t)w(t). (21)
Lemma 4.1. Let (7) hold. If (u, v) is a nonoscillatory solution of (1), then uv is eventually positive.
Proof. Without loss of generality, we may assume that
u(t) > 0 for all t ∈ [t0,∞)T. (22)
From (1) we have v∆ ≤ 0 for all t ∈ [t0,∞)T. Hence v(t) > 0 for all t ∈ [t0,∞)T. Otherwise, there exists t1 ∈ [t0,∞)T
such that v(t) < 0 for all t ∈ [t1,∞)T. In this case, u∆(t) ≤ 0. Then
∫ t
t1
u∆(s)∆s = ∫ tt1 p(s)v(s)∆s implies
u(t) = u(t1)+
∫ t
t1
p(s)v(s)∆s ≤ u(t1)+ v(t1)
∫ t
t1
p(s)∆s.
Letting t →∞ and using (7), we get limt→∞ u(t) = −∞, and this contradicts (22). 
Lemma 4.2. Let (7) hold. If (u, v) is a nonoscillatory solution of (1), then we have eventually
0 ≤ fwσ ≤ fw ≤ 1.
Proof. By applying Lemma 4.1, and (1), without loss of generality, we may assume that u(t) > 0, v(t) > 0, u∆(t) ≥ 0, and
v∆(t) ≤ 0 for all t ∈ [t0,∞)T. Then we havew(t) > 0 and
w∆(t) ≤ −q(t)− p(t)w(t)wσ (t), (23)
for all t ∈ [t0,∞)T. Hence we obtain
w∆(t) ≤ 0, t ∈ [t0,∞)T. (24)
It follows from (23) and (24) that
w∆(t) ≤ −q(t)− p(t)(wσ (t))2, t ∈ [t0,∞)T. (25)
Rewrite (25) as
q(t) ≤ −w∆(t)− p(t)(wσ (t))2, t ∈ [t0,∞)T. (26)
By (23) we get on [t0,∞)T,
−w∆(t)
w(t)wσ (t)
≥ q(t)
w(t)wσ (t)
+ p(t) ≥ p(t),
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and therefore∫ t
t0
−w∆(s)
w(s)wσ (s)
∆s ≥
∫ t
t0
p(s)∆s = f (t). (27)
Notice that∫ t
t0
−w∆(s)
w(s)wσ (s)
∆s =
∫ t
t0
(
1
w(s)
)∆
∆s = 1
w(t)
− 1
w(t0)
≤ 1
w(t)
. (28)
Combining (27) and (28), we deduce that
w(t)f (t) ≤ 1, t ∈ [t0,∞)T. (29)
By (24) and (29), we have
0 ≤ f (t)wσ (t) ≤ f (t)w(t) ≤ 1, t ∈ [t0,∞)T.  (30)
Lemma 4.3. Assume that (7) and (9) hold and let λ ∈ [0, 1). Then for any ε > 0 there exists t1 ∈ [t0,∞)T such that∫ ∞
t
[
(f λ)∆(s)
]2
p(s)f λ(s)
∆s ≤ λ
2
1− λ(1+ ε)
2−λf λ−1(t) (31)
and ∫ ∞
t
p(s)f λ−2(s)∆s ≤ (1+ ε)
2−λ
1− λ f
λ−1(t), (32)
for all t ∈ [t1,∞)T.
Proof. For s ∈ [t0,∞)T, by Lemma 2.10, we have
(f λ)∆(s) ≤ λf λ−1(s)p(s) (33)
and
(f λ−1)∆(s) ≤ (λ− 1)f σ (s)λ−2p(s). (34)
From (33) and (34), we get[
(f λ)∆(s)
]2
p(s)f λ(s)
≤ λ2p(s)f λ−2(s) ≤ −λ
2
1− λ
(
f (s)
f σ (s)
)λ−2
(f λ−1)∆(s). (35)
Let ε > 0 be given. From (9), there exists t1 ∈ [t0,∞)T such that
u(s)p(s)
f (s)
< ε, (36)
for all s ∈ [t1,∞)T. Then for any s ∈ [t1,∞)T we have
f σ (s)
f (s)
= 1+ µ(s)p(s)
f (s)
< 1+ ε. (37)
Integrating (35) from t to∞ and using (7) and (37), we have∫ ∞
t
[
(f λ)∆(s)
]2
p(s)f λ(s)
∆s ≤ −λ
2
1− λ(1+ ε)
2−λ
∫ ∞
t
(f λ−1)∆(s)∆s
= λ
2
1− λ(1+ ε)
2−λf λ−1(t),
for all t ∈ [t1,∞)T. Therefore we get (31).
With the similar process, we can also get (32). Indeed, it follows from (7), (34) and (37) that∫ ∞
t
p(s)f λ−2(s)∆s =
∫ ∞
t
p(s)f σ (s)λ−2
(
f (s)
f σ (s)
)λ−2
∆s
≤ (1+ ε)2−λ
∫ ∞
t
p(s)f σ (s)λ−2∆s
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≤ (1+ ε)2−λ
∫ ∞
t
(
f λ−1(s)
λ− 1
)∆
∆s
= (1+ ε)
2−λ
1− λ f
λ−1(t),
for all t ∈ [t1,∞)T. Therefore (32) holds. 
Lemma 4.4. Assume that (7), (9) and (11) hold. If system (1) is nonoscillatory, then
r2 − r + g∗(0) ≤ 0, (38)
R2 − R+ g∗(2) ≤ 0. (39)
Proof. Let (u, v) be a nonoscillatory solution of (1). By applying Lemma 4.1 and (1), without loss of generality, we may
assume that u(t) > 0, v(t) > 0, u∆(t) ≥ 0, and v∆(t) ≤ 0 for all t ∈ [t0,∞)T. Then by (7) and (30) we obtain that
0 ≤ r ≤ R ≤ 1 and limt→∞w(t) = 0.
First, we derive (38). If g∗(0) = 0, then (38) is clear. Now we suppose that g∗(0) 6= 0. Integrating (25) from t to∞ and
then multiplying by f (t), we have
f (t)
∫ ∞
t
w∆(s)∆s ≤ −f (t)
∫ ∞
t
q(s)∆s− f (t)
∫ ∞
t
p(s)(wσ (s))2∆s,
and hence
f (t)w(t) ≥ f (t)
∫ ∞
t
q(s)∆s+ f (t)
∫ ∞
t
p(s)(wσ (s))2∆s, (40)
for all t ∈ [t0,∞)T. We divide into two cases: 0 < r ≤ 1 or r = 0. For the case 0 < r ≤ 1, we let 0 < ε1 < min{r, g∗(0)}.
From (9) and the definitions of r and g∗(0), there exists t1 ∈ [t0,∞)T such that
f
f σ
> 1− ε1,
f (t)w(t) > r − ε1,
and
f (t)
∫ ∞
t
q(s)∆s > g∗(0)− ε1, (41)
for all t ∈ [t1,∞)T. Since∫ ∞
t
f ∆(s)
f (s)f σ (s)
∆s = 1
f (t)
, (42)
we obtain on [t1,∞)T,
f (t)
∫ ∞
t
p(s)(wσ (s))2∆s = f (t)
∫ ∞
t
f ∆(s)
f (s)f σ (s)
f (s)
f σ (s)
(f σ (s)wσ (s))2∆s
≥ (1− ε1)(r − ε1)2f (t)
∫ ∞
t
f ∆(s)
f (s)f σ (s)
∆s
= (1− ε1)(r − ε1)2. (43)
By (40), (41) and (43), we get
f (t)w(t) ≥ (g∗(0)− ε1)+ (1− ε1)(r − ε1)2, t ∈ [t1,∞)T. (44)
Taking lim inft→∞ of both sides of (44) and letting ε1 → 0, we have r ≥ g∗(0)+ r2. Hence (38) follows. For the case r = 0,
it suffices to show that g∗(0) ≤ 0. Let 0 < ε1 < g∗(0). As above, there exists t1 ∈ [t0,∞)T such that (41) hold on [t1,∞)T.
Then by (40) and (41), we get
f (t)w(t) ≥ g∗(0)− ε1, t ∈ [t1,∞)T. (45)
Taking lim inft→∞ of both sides of (45) and letting ε1 → 0, we get g∗(0) ≤ 0. Now we derive (39). If g∗(2) = 0, then (39) is
clear. Now we suppose that g∗(2) 6= 0. By Lemma 2.7(1) and Lemma 2.10, we have on [t0,∞)T,
(f 2(s))∆ ≤ 2f σ (s)p(s) = 2 (f (s)+ µ(s)p(s)) p(s). (46)
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Hence, multiplying (26) by f 2(t) and integrating from t0 to t and using (46), we get on [t0,∞)T,∫ t
t0
f 2(s)q(s)∆s ≤ −
∫ t
t0
f 2(s)w∆(s)∆s−
∫ t
t0
f 2(s)p(s)(wσ (s))2∆s
= −f 2(t)w(t)+ f 2(t0)w(t0)+
∫ t
t0
(f 2(s))∆wσ (s)∆s−
∫ t
t0
f 2(s)p(s)(wσ (s))2∆s
≤ −f 2(t)w(t)+ f 2(t0)w(t0)+
∫ t
t0
2µ(s)(p(s))2wσ (s)∆s+
∫ t
t0
2f (s)p(s)wσ (s)∆s
−
∫ t
t0
f 2(s)p(s)(wσ (s))2∆s
≤ −f 2(t)w(t)+ f 2(t0)w(t0)+
∫ t
t0
2µ(s)(p(s))2wσ (s)∆s+
∫ t
t0
f (s)p(s)wσ (s)[2− f (s)wσ (s)]∆s.
Dividing this inequality by f (t) and rearranging, we get on [t0,∞)T,
f (t)w(t) ≤ − 1
f (t)
∫ t
t0
f 2(s)q(s)∆s+ 1
f (t)
[
f 2(t0)w(t0)+
∫ t
t0
2µ(s)(p(s))2wσ (s)∆s
]
+ 1
f (t)
∫ t
t0
f (s)p(s)wσ (s) [2− f (s)wσ (s)]∆s. (47)
We consider the second part of the right hand side of (47). Applying Lemma 2.11 and using (9) and (30), we have
lim
t→∞
f 2(t0)w(t0)+
∫ t
t0
2µ(s)(p(s))2wσ (s)∆s
f (t)
= lim
t→∞ 2µ(t)p(t)w
σ (t)
≤ lim
t→∞
2µ(t)p(t)
f (t)
= 0. (48)
Now we divide into two cases: 0 ≤ R < 1 or R = 1. For the case 0 ≤ R < 1, we let 0 < ε2 < min{1 − R, g∗(2)}. From (9)
and the definitions of R and g∗(2), there exists t2 ∈ [t0,∞)T such that
0 < f (t)w(t) < R+ ε2
and
1
f (t)
∫ t
t0
f 2(s)q(s)∆s > g∗(2)− ε2, (49)
for all t ∈ [t2,∞)T. Since 0 < f (s)wσ (s) ≤ f (s)w(s) < R+ ε2 < 1 on [t2,∞)T, we obtain that on [t2,∞)T,
1
f (t)
∫ t
t0
f (s)p(s)wσ (s)[2− f (s)wσ (s)]∆s < (R+ ε2)(2− R− ε2). (50)
By (47), (49) and (50), we get on [t2,∞)T,
f (t)w(t) ≤ (−g∗(2)+ ε2)+ 1f (t)
[
f 2(t0)w(t0)+
∫ t
t0
2µ(s)(p(s))2wσ (s)∆s
]
+ (R+ ε2)(2− R− ε2). (51)
Taking lim supt→∞ on both sides of (51) and letting ε2 → 0, we have R ≤ −g∗(2) + R(2 − R). Hence we get (39). For the
case R = 1, we let 0 < ε2 < g∗(2). As above, there exists t2 ∈ [t0,∞)T such that (49) holds. Since 0 < f (s)wσ (s) ≤ 1 = R,
we obtain that
1
f (t)
∫ t
t0
f (s)p(s)wσ (s)[2− f (s)wσ (s)]∆s ≤ R(2− R). (52)
Then, using (47), (49) and (52), we get on [t2,∞)T,
f (t)w(t) ≤ (−g∗(2)+ ε2)+
(
1
f (t)
[
f 2(t0)w(t0)+
∫ t
t0
2µ(s)(p(s))2wσ (s)∆s
])
+ R(2− R). (53)
Taking lim supt→∞ of both sides of (53) and letting ε2 → 0, we have R ≤ −g∗(2)+ R(2− R). Hence we can also easily get
(39). Therefore the lemma follows. 
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5. Proof of the main results
Proof of Theorem 3.1. For contradiction, we assume that (1) has a nonoscillatory solution (u, v). By applying Lemma 4.1
and (1), without loss of generality, we may assume that u(t) > 0, v(t) > 0, u∆(t) ≥ 0, and v∆(t) ≤ 0 for all t ∈ [t0,∞)T.
Then
u(t) ≥ u(t0) > 0 for all t ∈ [t0,∞)T. (54)
Integrating the second equation of (1) from t0 to∞ and using (54), we obtain∫ ∞
t0
v∆(s)∆s = −
∫ ∞
t0
q(s)uσ (s)∆s ≤ −u(t0)
∫ ∞
t0
q(s)∆s.
It follows that u(t0)
∫∞
t0
q(s)∆s ≤ v(t0)− v(∞) ≤ v(t0) <∞, which contradicts (5). 
Proof of Theorem 3.2. Let c , d > 0 be given. From (6), there exists T ∈ [t0,∞)T such that∫ ∞
T
p(s)
(
d+ c
∫ ∞
s
q(τ )∆τ
)
∆s < a,
where a = c/2. Let U be the Banach space of all real-valued rd-continuous functions on [T ,∞)T endowed with the norm
‖u‖ = supt∈[T ,∞)T |u(t)|, i.e,
U = {u : [T ,∞)T → R | ‖u‖ = sup
t∈[T ,∞)T
|u(t)| <∞},
and with the usual pointwise ordering≤. First, we define a subsetΩ of U as :
Ω = {u ∈ U | a ≤ u(t) ≤ 2a,∀t ∈ [T ,∞)T}.
Then inf B ∈ Ω and sup B ∈ Ω for any nonempty subset B ofΩ . Second, we define an operator F : Ω → U as:
(Fu)(t) = a+
∫ t
T
p(s)
(
d+
∫ ∞
s
q(τ )uσ (τ )∆τ
)
∆s, t ∈ [T ,∞)T.
Then F is nondecreasing. Also, if u ∈ Ω , by the definition of F , it is clear that (Fu)(t) ≥ a and
(Fu)(t) ≤ a+
∫ t
T
p(s)
(
d+
∫ ∞
s
q(τ )(2a)∆τ
)
∆s
= a+
∫ t
T
p(s)
(
d+ c
∫ ∞
s
q(τ )∆τ
)
∆s
≤ 2a,
for all t ∈ [T ,∞)T. Hence F maps into itself. By Knaster’s fixed-point theorem [11], there exists an u ∈ Ω such that u = Fu.
Set
v(t) = d+
∫ ∞
t
q(k)uσ (τ )∆τ , t ∈ [T ,∞)T.
It is easy to see that v∆(t) = −q(t)uσ (t), limt→∞ v(t) = d > 0 and u∆(t) = p(t)v(t). Hence (u, v) is a nonoscillatory
solution of (1). Therefore we conclude that system (1) is nonoscillatory. 
Proof of Theorem 3.3. For contradiction, we assume that (1) has a nonoscillatory solution (u, v). By applying Lemma 4.1
and (1), without loss of generality, we may assume that u(t) > 0, v(t) > 0, u∆(t) ≥ 0, and v∆(t) ≤ 0 for all t ∈ [t0,∞)T.
Then by (30), we obtain that
0 < f (t)wσ (t) ≤ 1, t ∈ [t0,∞)T,
and hence there exists a positive constant c such that
|f (t)wσ (t)(λ− f (t)wσ (t))| < c, t ∈ [t0,∞)T. (55)
Multiplying (26) by f λ(t) and then integrating from t0 to t , we have∫ t
t0
f λ(s)q(s)∆s ≤ −
∫ t
t0
f λ(s)w∆(s)∆s−
∫ t
t0
f λ(s)p(s)(wσ (s))2∆s. (56)
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Applying integration by parts and Lemma 2.10, we get∫ t
t0
f λ(s)w∆(s)∆s = (f λw)(t)− (f λw)(t0)−
∫ t
t0
(f λ(s))∆wσ (s)∆s
≥ (f λw)(t)− (f λw)(t0)−
∫ t
t0
λf λ−1(s)p(s)wσ (s)∆s. (57)
From (55)–(57) and Lemma 4.3, there exists t1 ∈ [t0,∞)T such that∫ t
t0
f λ(s)q(s)∆s ≤ f λ(t0)w(t0)+
∫ t
t0
p(s)f λ−2(s)[f (s)wσ (s)(λ− f (s)wσ (s))]∆s
≤ f λ(t0)w(t0)+ c
∫ t
t0
p(s)f λ−2(s)∆s
≤ f λ(t0)w(t0)+ c
∫ t1
t0
p(s)f λ−2(s)+ c(1+ ε)
2−λ
1− λ f
λ−1(t0), (58)
for all t ∈ [t1,∞)T. Therefore we have
∫∞
t0
f λ(s)q(s)∆s <∞, which contradicts (10). 
Proof of Theorem 3.4. For contradiction, we assume that (1) is nonoscillatory. Then Lemma 4.4 implies that g∗(0) ≤
r − r2 ≤ 14 and g∗(2) ≤ R− R2 ≤ 14 , which contradicts (13). 
Proof of Theorem 3.5. For contradiction, we assume that (1) has a nonoscillatory solution (u, v). By applying Lemma 4.1
and (1), without loss of generality, we may assume that u(t) > 0, v(t) > 0, u∆(t) ≥ 0, and v∆(t) ≤ 0 for all t ∈ [t0,∞)T.
Then Lemma 4.4 implies
R ≤ 1
2
(
1+√1− 4g∗(2)) . (59)
Multiplying (26) by f λ(t) and then integrating from t to∞, we have∫ ∞
t
f λ(s)q(s)∆s ≤ −
∫ ∞
t
f λ(s)w∆(s)∆s−
∫ ∞
t
f λ(s)p(s)(wσ (s))2∆s
= −f λ(∞)w(∞)+ f λ(t)w(t)+
∫ ∞
t
(f λ(s))∆wσ (s)∆s−
∫ ∞
t
f λ(s)p(s)(wσ (s))2∆s
= f λ(t)w(t)+ 1
4
∫ ∞
t
[
(f λ)∆(s)
]2
p(s)f λ(s)
∆s
−
∫ ∞
t
[
p1/2(s)f λ/2(s)wσ (s)− 1
2
(f −λ/2(s))p−1/2(s)(f λ(s))∆
]2
∆s
≤ f λ(t)w(t)+ 1
4
∫ ∞
t
[
(f λ)∆(s)
]2
p(s)f λ(s)
∆s.
Multiplying, this inequality by f 1−λ(t) and applying Lemma 4.3, we have on [t1,∞)T,
f 1−λ(t)
∫ ∞
t
f λ(s)q(s)∆s ≤ f (t)w(t)+ λ
2
4(1− λ) (1+ ε)
2−λ, (60)
where t1 ∈ [t0,∞)T is given in Lemma 4.3. Taking lim supt→∞ of both sides of (60), letting ε→ 0, and using (59), we obtain
g∗(λ) ≤ R+ λ
2
4(1− λ) ≤
1
2
(
1+√1− 4g∗(2))+ λ24(1− λ) ,
which contradicts (14). 
Proof of Corollary 3.6. By taking λ = 0 in Theorem 3.5, the proof is done. 
Proof of Theorem 3.7. For contradiction, we assume that (1) has a nonoscillatory solution (u, v). By applying Lemma 4.1
and (1), without loss of generality, we may assume that u(t) > 0, v(t) > 0, u∆(t) ≥ 0, and v∆(t) ≤ 0 for all t ∈ [t0,∞)T.
Then Lemma 4.4 implies
r ≥ 1
2
(
1−√1− 4g∗(0)) , m,
R ≤ 1
2
(
1+√1− 4g∗(2)) , M.
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By (15), we have 1− 4g∗(0) < 1− λ(2− λ) = (1− λ)2, and hence
m = 1
2
(
1−√1− 4g∗(0)) > 12 (1− (1− λ)) = λ2 .
Take ε > 0 such that (1− ε)(m− ε) ≥ λ/2. Then there exists t1 ∈ [t0,∞)T such that
m− ε < f (t)w(t) < M + ε (61)
and
f
f σ
> 1− ε (62)
for all t ∈ [t1,∞)T. Multiplying (26) by f λ(s) and then integrating from t to∞, we have on [t1,∞)T,∫ ∞
t
f λ(s)q(s)∆s ≤ −
∫ ∞
t
f λ(s)w∆(s)∆s−
∫ ∞
t
p(s)f λ(s)(wσ (s))2∆s
≤ f λ(t)w(t)+
∫ ∞
t
(f λ(s))∆wσ (s)∆s−
∫ ∞
t
p(s)f λ(s)(wσ (s))2∆s
≤ f λ(t)w(t)+
∫ ∞
t
λf λ−1(s)p(s)wσ (s)∆s−
∫ ∞
t
p(s)f λ(s)(wσ (s))2∆s.
Multiplying this inequality by f 1−λ(t) and using (61), (62) and Lemma 4.3, we have
f 1−λ(t)
∫ ∞
t
f λ(s)q(s)∆s ≤ f (t)w(t)+ f 1−λ(t)
∫ ∞
t
p(s)f λ−2(s)[f (s)wσ (s)(λ− f (s)wσ (s))]∆s
< (M + ε)+ (1− ε)(m− ε)[λ− (1− ε)(m− ε)]f 1−λ(t)
∫ ∞
t
p(s)f λ−2(s)∆s
< (M + ε)+ (1− ε)(m− ε)[λ− (1− ε)(m− ε)] (1+ ε)
2−λ
1− λ ,
for all t ∈ [t1,∞)T. Taking lim supt→∞ and letting ε→ 0, we have
g∗(λ) ≤ M + m(λ−m)
1− λ
= g∗(0)
1− λ +
1
2
(√
1− 4g∗(0)+
√
1− 4g∗(2)
)
,
which contradicts (16). 
Proof of Corollary 3.8. By taking λ = 0 in Theorem 3.7, the proof is done. 
6. Some examples
Example 1. Consider the system
u∆(t) = 1
t ln t
v(t), v∆(t) = −(t + σ(t))uσ (t),
where T = aN0 , N0 = {0} ∪ N, and a > 1.
Let p(t) = 1t ln t and q(t) = t + σ(t). Since∫ ∞
a
p(s)∆s =
∞∑
i=1
a− 1
i ln a
= a− 1
ln a
∞∑
i=1
1
i
= ∞
and ∫ ∞
a
q(s)∆s =
∞∑
i=1
a2i(a2 − 1) = ∞,
the system is oscillatory by Theorem 3.1.
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Example 2. Consider the system
u∆(t) = 1
t2
v(t), v∆(t) = − 1
tσ(t)
uσ (t),
where T = aN0 , N0 = {0} ∪ N, and a > 1.
Let p(t) = 1
t2
and q(t) = 1tσ(t) . Since∫ ∞
1
p(s)∆s =
∞∑
i=0
a− 1
ai
= a <∞
and ∫ ∞
1
q(s)∆s =
∞∑
i=0
a− 1
ai+1
= 1 <∞,
the system is nonoscillatory by Theorem 3.2.
Example 3. Consider the system
u∆(t) = tv(t), v∆(t) = − 1
t2
uσ (t),
where T = aN = {an | n ∈ N} and a is a positive constant.
Let p(t) = t and q(t) = 1
t2
. Since∫ ∞
a
p(s)∆s = a2
∞∑
i=1
i = ∞,
f (t) =
∫ t
a
p(s)∆s = a2
n∑
i=1
i = a
2n(n+ 1)
2
, ∀ t = an ∈ T.
lim
t→∞
µ(t)p(t)
f (t)
= lim
n→∞
2
n+ 1 = 0,∫ ∞
a
q(s)∆s =
∞∑
i=1
a
(ai)2
= 1
a
∞∑
i=1
1
i2
<∞,
and ∫ ∞
a
f λ(s)q(s)∆s = a
2λ−1
2λ
∞∑
i=1
[i(i+ 1)]λ
i2
>
a2λ−2
2λ
∞∑
i=1
i2λ−2 = ∞ if 1
2
≤ λ < 1,
the system is oscillatory by Theorem 3.3.
Example 4. Consider the system
u∆(t) = v(t), v∆(t) = − 1
t2
uσ (t),
where T = aN = {an | n ∈ N} and a is a positive constant.
Let p(t) = 1 and q(t) = 1
t2
. We compute∫ ∞
a
p(s)∆s =
∫ ∞
a
1∆s = ∞,
f (t) =
∫ t
a
1∆s =
n∑
i=1
a = an, ∀ t = an ∈ T,
and
lim
t→∞
µ(t)p(t)
f (t)
= lim
n→∞
1
n
= 0.
From Example 3, we know that∫ ∞
a
q(s)∆s <∞.
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Since ∫ ∞
a
f λ(s)q(s)∆s = aλ−1
∞∑
i=1
1
i2−λ
<∞ for all λ ∈ [0, 1)
and
g∗(0) = lim inf
n→∞ n
∞∑
i=n
1
i2
> lim inf
n→∞ n
∫ ∞
n
1
x2
dx = 1 > 1
4
,
the system is oscillatory by Theorem 3.4.
Example 5. Consider the system
u∆(t) = p(t)v(t), v∆(t) = −q(t)uσ (t),
where T = 2N = {2n | n ∈ N}, p(t) = 1+ 1t and
q(t) =
{1
2
8−k, t = 8k
0, t 6= 8k,
k = 1, 2, . . . .
First, we compute∫ ∞
4
p(s)∆s =
∞∑
i=2
2
(
1+ 1
2i
)
= ∞,
f (t) =
∫ t
4
p(s)∆s =
n∑
i=2
2
(
1+ 1
2i
)
= 2n− 2+
n∑
i=2
1
i
, ∀t = 2n ∈ T.
lim
t→∞
µ(t)p(t)
f (t)
= lim
n→∞
2
(
1+ 12n
)
2n− 2+
n∑
i=2
1
i
= 0,
and ∫ ∞
4
q(s)∆s =
∞∑
k=1
2q(8k) =
∞∑
k=1
8−k = 1
7
<∞.
Since λ < 1, we have∫ ∞
4
f λ(s)q(s)∆s =
∞∑
k=1
2f λ(8k)q(8k)
=
∞∑
k=1
[
k∑
l=1
2
(
1+ 1
8l
)]λ
8−k
<
∞∑
k=1
[
2k+ 2
7
(
1− 1
8k
)]
8−k <∞.
For t = 8m + 2,m = 1, 2, . . .,
g(t, 0) =
(
8m +
8m/2+1∑
i=2
1
i
) ∞∑
k=m+1
8−k → 1
7
, asm→∞.
For t = 8m,m = 1, 2, . . .,
g(t, 0) =
(
8m − 2+
8m/2∑
i=2
1
i
) ∞∑
k=m
8−k → 8
7
, asm→∞.
For t = 8m − 2,m = 1, 2, . . ., we have
g(t, 2) =
(
8m − 4+
8m/2−1∑
i=2
1
i
)−1
m−1∑
k=1
8k − 2+ 8k/2∑
l=2
1
l
2 8−k → 1
7
, asm→∞.
Therefore we get g∗(0) ≤ 17 ≤ 14 , g∗(2) ≤ 17 ≤ 14 and g∗(0) ≥ 87 . Hence the system is oscillatory by Corollaries 3.6 and 3.8.
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