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What Really Prevents Proton Transport through Aquaporin?
Charge Self-Energy versus Proton Wire Proposals
Anton Burykin and Arieh Warshel
Department of Chemistry, University of Southern California, Los Angeles, California
ABSTRACT The nature of the control of water/proton selectivity in biological channels is a problem of a fundamental
importance. Most studies of this issue have proposed that an interference with the orientational requirements of the so-called
proton wire is the source of selectivity. The elucidation of the structures of aquaporins, which have evolved to prevent proton
transfer (PT), provided a clear benchmark for exploring the selectivity problem. Previous simulations of this system have not
examined, however, the actual issue of PT, but only considered the much simpler task of the transfer of water molecules. Here
we take aquaporin as a benchmark and quantify the origin of the water/proton selectivity in this and related systems. This is
done by evaluating in a consistent way the free energy proﬁle for transferring a proton along the channel and relating this proﬁle
to the relevant PT rate constants. It is found that the water/proton selectivity is controlled by the change in solvation free energy
upon moving the charged proton from water to the channel. The reason for the focus on the elegant concept of the proton wire
and the related Grotthuss-type mechanism is also considered. It is concluded that these mechanisms are clearly important in
cases with ﬂat free energy surfaces (e.g., in bulk water, in gas phase water chains, and in inﬁnitely long channels). However, in
cases of biological channels, the actual PT mechanism is much less important than the energetics of transferring the proton
charge from water to different regions in the channels.
INTRODUCTION
The nature of the proton translocation (PTR) in biologi-
cal molecules has been a problem of special interest in
biochemistry in general and bioenergetics in particular
(Mitchell, 1961; Gennis, 1989; Okamura and Feher, 1992;
Ermler et al., 1994; Wikstrom, 1998; Decoursey, 2003).
Molecular understanding of this issue is crucial for the
elucidation of the action of ATPase (Girvin et al., 1998),
bacteriorhodopsin (Luecke et al., 1999; Luecke, 2000;
Royant et al., 2000; Sass et al., 2000), cytochrome-c oxidase
(Ostermeier et al., 1997; Yoshikawa et al., 1998), and other
important systems.
Considerations of the molecular details of PTR processes
have been quite challenging, and the main conceptual views
could be roughly divided into two classes. Nagle and co-
workers (Nagle and Morowitz, 1978, Nagle and Mille, 1981)
proposed a model of PTR along proton wires, where the key
control is provided by the orientation of the elements that
constitute the wire. This view is consistent with the de-
scription of proton transfer (PT) in water and ice, where
all the sites are equivalent. Recent interest (Schmitt and
Voth, 1998; Vuilleumier and Borgis, 1999) in the identiﬁ-
cation of the exact mechanism of H1 diffusion in water (the
so-called Grotthuss mechanism—see Eigen, 1964; Zundel
and Frish, 1986; Agmon, 1995) has probably strengthened
the focus on the proton wire concept, although the issue of
the reorganization of the environment has also been
considered. An orthogonal point of view has been put
forward by Warshel and co-workers (Warshel, 1979, 1986;
Sham et al., 1999), where the key factor that controls PT in
proteins in general, and PTR in particular, has been identiﬁed
as the electrostatic free energy of the transferred charge.
These workers were well aware of the role of the
reorganization of the environment in the PT process
(Warshel, 1982; Aqvist and Warshel, 1993). However, it
was concluded that these effects and the reorganization of the
proton donor and acceptor are of secondary importance
relative to the change in solvation free energy along the
proton transport path. Interestingly, theoretical studies of
PTR in bacterial reaction centers and cytochrome-c oxidase
(Okamura and Feher, 1992; Lancaster et al., 1996; Kannt
et al., 1998) have implicitly recognized the importance
of electrostatic effects by focusing on the pKa values of
ionizable groups and/or internal water molecules (Sham
et al., 1999). In other words, these studies have focused on
the energetics of the transferred proton as a key aspect of the
PTR process. However, this was done, with the exception of
Sham et al. (1999), without addressing the barrier for the PT
steps or the possibility that proton charge is shared by more
than one water molecule.
The emergence of structural information about proton
conduction pathways in general (Okamura and Feher, 1992;
Ermler et al., 1994; Ostermeier et al., 1997; Yoshikawa et al.,
1998; Luecke, 2000; Royant et al., 2000) and in aquaporins
in particular (Fu et al., 2000; Sui et al., 2001) led to elegant
simulations studies (de Groot and Grubmu¨ller, 2001; Kong
and Ma, 2001; Tajkhorshid et al., 2002) that focused on the
study of water transport, which is much simpler than the
simulations of PTR. These studies, as well as studies of
model systems (Pome`s and Roux, 1998), or PT in the center
of gramicidin (Pome`s and Roux, 2002; see also discussion
on the corresponding problems in Concluding Remarks),
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concluded that the channel controls the PTR by interfering
with the perfect orientation of the proton wire. Similar
conclusions were also drawn by others (Murata et al., 2000;
Berendsen, 2001; Sansom and Law, 2001).
Some workers (e.g., Fu et al., 2000; Sansom and Law,
2001) have pointed out that PT in aquaporin involves the loss
of hydrogen-bond stabilization, but no attempt had been
made to quantify this effect. In contrast to most of the above
studies, an explicit study of PT in reaction centers (Sham
et al., 1999) indicated that the PT is controlled by the
electrostatic free energy barriers along the proton conduction
chain.
One of the best ways to resolve the above controversy is
to examine the origin of the proton/water selectivity in
aquaporins. These proteins form transmembrane channels in
cell membranes of all life forms, which are responsible for
efﬁcient permeation of water (water conductance rate close
to 109 s1) while excluding protons. This selectivity is of
crucial importance to preserving the electrochemical poten-
tial across the cell. The elucidation of the x-ray structure of
aquaporins (e.g., see Sui et al., 2001) provides an excellent
opportunity to explore the nature of PT in biological
channels in general and the origin of proton/water selectivity
in particular. In fact these systems were subjected recently to
extensive simulations of water transport and the results of the
simulations were interpreted in terms of a so-called global
orientational tuning (or proton-wire breaking) mechanism
of the water/proton selectivity (see de Groot and Grubmu¨ller,
2001; Tajkhorshid et al., 2002). Although this is an
interesting proposal it lacked one key element, namely
a proper theoretical veriﬁcation. That is, up to now all
simulations of permeation events in aquaporin channel were
done only for water molecules rather than for protons and no
simulation of an actual PT was reported. Obviously, it is hard
to reach any conclusion about the origin of the water/proton
selectivity without exploring the transport of both water and
protons. For example, as will be discussed below, the free
energy associated with moving a proton to a given site is
expected to be very different than that associated with the
transport of a water molecule to the same site. Similarly, the
ﬂuctuations of the protein dipoles are expected to have a very
different effect on a PT process and on the motion of neutral
water molecules.
The progress in computer simulations of PT and related
processes in solutions and proteins (Warshel, 1982, 1991;
Hammes-Schiffer, 1996; Hwang andWarshel, 1996; Schmitt
and Voth, 1998; Vuilleumier and Borgis, 1998; Alhambra
et al., 2000; Feierberg et al., 2000; Billeter et al., 2001) has
offered a practical way for microscopic studies of PTR in
biological systems. In particular, the ability to simulate the
promoting ﬂuctuations (Warshel, 1982, 1991) and relate
them to the relevant activation barriers by using a modiﬁed
Marcus relationship (Warshel, 1984b, 1991; Aqvist and
Warshel, 1993) has provided a reasonable starting point for
analyzing the water/proton selectivity problem. Here we
exploit this progress, using a combination of the modiﬁed
Marcus expression (Hwang et al., 1988; Aqvist and Warshel,
1993) and the PDLD/S-LRA method to explore the nature of
water/proton selectivity in water channels. As a benchmark,
we consider the aquaporin channel AQP1, with the highest
current atomic resolution (2.2 A˚ for the PDB entry 1J4N, see
Sui et al., 2001). Although all aquaporin channels are
tetramers, it is known that each monomer itself also can be
functional. Thus we use only a single monomer in our
simulations (see Fig. 1). Our simulations show that the H1
transport is controlled by solvation and other electrostatic
effects, basically in the same way that the transport of other
ions is controlled in ion channels. The Methods section
presents our theoretical approaches for modeling PT in
biological channels. Results and Discussion focuses on the
calculations of the energetics of H1 conductance through the
aquaporin channel. The calculations establish the existence
of a very large barrier, due to the loss of solvation energy
upon transfer of a proton from water to the channel interior.
The Concluding Remarks section discusses the general
implications of our ﬁndings in terms of the factors that
control water/proton selectivity in biological systems.
METHODS
As discussed above, any question about the proton/water selectivity should
be explored by performing actual calculations on both the water and proton
systems. Molecular dynamics (MD) simulations were effective in modeling
water transfer through the aquaporins (de Groot and Grubmu¨ller, 2001;
Tajkhorshid et al., 2002), since the barrier for such a transfer is very low.
Unfortunately, the more challenging case of a PTR process cannot be
explored at present by direct MD simulations since, in this case, we are
dealing with a high barrier and a very long penetration time (see below).
FIGURE 1 The setup of the simulation system. The aquaporin monomer
is embedded in a grid of 30 3 20 3 20 A˚ size and 2.5 A˚ spacing of carbon
atoms that represent the low dielectric aspects of the membrane. The ﬁgure
only depicts the main chain fold of the protein and displays the system from
two views (a, parallel, and b, perpendicular to the channel axis). In the actual
PDLD/S-LRA simulations we consider an explicit simulation sphere,
centered around the speciﬁc H3O
1 system studied, and embedded in a water
sphere subjected to the SCAAS boundary conditions (see text).
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The selectivity issue in aquaporins and related systems should be
resolved by a model that accurately represents the energetics of PTR in
proteins. This can be done in principle by using a combined quantum
mechanics/molecular mechanics molecular orbital approach (for review, see
Warshel, 2003). However, at present we believe that the most effective
conceptual and computational approach is provided by the empirical valence
bond (EVB) model (Warshel and Weiss, 1980; Warshel, 1991; Aqvist and
Warshel, 1993; Hwang and Warshel, 1996; Schmitt and Voth, 1998;
Vuilleumier and Borgis, 1998) that has been used before in simulations of
PT in enzymes (Warshel, 1991; Aqvist and Warshel, 1993; Hwang and
Warshel, 1996), in solution (Schmitt and Voth, 1998; Vuilleumier and
Borgis, 1998), and in nanotubes (Dellago et al., 2003). Although we will not
use here the explicit EVB formulation we will discuss this approach to
establish a rigorous base to our modeling approach.
The EVB method describes the potential energy surface and charge
distribution of the quantum system embedded in a speciﬁc environment
(e.g., protein) in terms of diabatic states with the proton attached to different
protonation sites. These sites are then mixed by the appropriate off-diagonal
terms. Here we consider, for simplicity, a quantum system of two water
molecules and one proton embedded in a given environment. This system
can be described by considering two states:
H H
j j
c1 ¼ ðH  Oa  HÞ1 ðOb  HÞ
H H
j j
c2 ¼ ðH  OaÞ ðH  Ob  HÞ1 : (1)
The energies of these states in their speciﬁc environments are described (e.g.,
Aqvist and Warshel, 1993) as
H11 ¼ e1 ¼ eð1ÞS 1Uð1ÞsS 1Uss;
H22 ¼ e2 ¼ eð2ÞS 1Uð2ÞsS 1Uss; (2)
where S and s designate, respectively, the quantum system (the solute) and
its surrounding (the solvent). eðiÞ
S
is described by Morse potentials, a bond-
angle term, and a nonbond interaction term, which describe the interactions
between the solute atoms in the ith state and the solvent molecules, while Uss
is the solvent-solvent force ﬁeld. Now, the ground state potential surface is
obtained by solving the secular equation
HCg ¼ EgCg: (3)
In the simple two-states case, we have
Eg ¼ 1
2
ðe11 e2Þ 
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðe1  e2Þ21 4H12
q 
: (4)
In cases with more states (e.g., three water molecules) we have to solve
a multistate Hamiltonian, as was done repeatedly in EVB treatment (e.g.,
Warshel and Weiss, 1980; Warshel, 1991; Schmitt and Voth, 1998;
Vuilleumier and Borgis, 1998). The solution of Eq. 3 provides the
eigenvector, Cg, and the corresponding charge distribution. This distribution
may correspond to a localized picture when the proton charge is localized on
one water molecule, or to the case when the proton charge is delocalized (see
Discussion). The EVB/umbrella sampling procedure (e.g., Warshel, 1991)
allows one to obtain the rigorous proﬁle of the free energy function Dg,
which corresponds to Eg and the free energy functions Dg1 and Dg2, which
themselves correspond to e1 and e2, respectively (see Fig. 2). It is important
to point out here that such proﬁles have been evaluated quantitatively in
many EVB simulations of PT in proteins (for reviews see Aqvist and
Warshel, 1993; Warshel, 2003). The corresponding proﬁles provide the
activation free energy Dg6¼ for the given PT step. The calculated activation
barrier can then be converted to rate constant using transition state theory
(e.g., see Warshel, 1991) as
ki!j ﬃ ðRT=hÞ expfDg6¼i!j=RTg: (5)
A more rigorous expression for ki!j can be obtained by multiplying the
current expression by a transmission factor that can be calculated easily by
running downhill trajectories (Warshel, 1991). However, the corresponding
correction is usually small (Villa andWarshel, 2001) and will not change the
conclusions of the present work. At any case, the calculated rate constant can
now be used in calculations of proton transport process.
At this point it is useful to consider the approximated expression for Dg
and Dg6¼: Here we note that with the simple two-state model of Eq. 1 we
can obtain a very useful approximation to the Dg curve. That is, using the
above-mentioned free energy perturbation/umbrella sampling formulation,
we obtain the Dg that corresponds to the Eg and the free energy functions
Dgi that correspond to the ei surfaces. This leads to the approximated
expression
DgðxÞ ¼ 1
2

ðDg1ðxÞ1Dg2ðxÞÞ:

ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðDg1ðxÞ  Dg2ðxÞÞ21 4H12ðxÞ
q 
; (6)
where x is the generalized reaction coordinate, which is given by e1–e2. Now
we can exploit the fact that the Dgi curves can be approximated by parabolas
of equal curvatures (this approximated relationship was found to be valid by
FIGURE 2 The relationship between the energetics of the valence bond
states of Eq. 1 and the activation barrier of the corresponding PT process.
The ﬁgure describes the results of an EVB calculation of a proton transfer
between two water molecules in aquaporin. The free energy functions Dg1
and Dg2 of the zero-order diabatic states are converted to the ground state
free energy function (DG) by using the EVB off-diagonal element, H12. The
ﬁgure deﬁnes the reorganization energy, l; the adiabatic activation barriers,
Dg6¼1!2; and the reaction free energy, DG
0
1!2: The reaction coordinate is
deﬁned in terms of the energy gap between state 1 and state 2. For details,
see Hwang et al. (1988).
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many microscopic simulations (e.g., Aqvist and Warshel, 1993). This
approximation can be expressed as
DgiðxÞ ¼ l x  x
ðiÞ
o
x
ð jÞ
o  xðiÞo
 !2
; (7)
where l is the so-called solvent reorganization energy (which is illustrated
in Fig. 2), and it is divided here into the internal contribution of the donor
and acceptor, lint, and the contribution of the surrounding (the solvent), lsol.
Using Eqs. 6 and 7 or the equivalent graphical representation of Eq. 2,
one obtains our modiﬁed Marcus relationship (Hwang et al., 1988; Warshel,
1991; Aqvist and Warshel, 1993),
Dg
6¼
i!j ¼ ðDG0i!j1 lÞ2=4l Hijðx 6¼Þ
1H2ijðxðiÞ0 Þ=ðDG0i!j1 lÞ;
l ¼ lint1 lsol; (8)
where DG0i!j is the free energy of the reaction, and Hij is the off-diagonal
term that mixes the two relevant states whose average value at the transition
state, x 6¼, and at the reactant state, xðiÞ0 : The ﬁrst term in this expression is
the regular Marcus equation (Marcus, 1964), which corresponds to the
intersection of Dg1 and Dg2 at x
6¼: The second and third terms represent,
respectively, the effect of H12 at x
6¼ and xðiÞ0 :
Repeated quantitative EVB studies of reactions in solutions and proteins
(e.g., Warshel, 1984; Aqvist and Warshel, 1993) established the quantitative
validity of Eq. 8. With this fact in mind we can take these equations as
a quantitative correlation between Dg6¼i!j and DG
0. Basically, when the
changes in DG0 are small, we obtain a linear relationship between Dg6¼i!j and
DG0. More details about this linear free energy relationship and its
performance in studies of chemical and biochemical problems are given
elsewhere (Hwang et al., 1988; Warshel, 1991; Aqvist and Warshel, 1993;
Warshel et al., 1994; Kong and Warshel, 1995; Schweins and Warshel,
1996).
As much as the present work is concerned, the main point of Eq. 8 and
Fig. 2 is that DG0i!j , which determines the correspondingDg
6¼
i!j , is correlated
with the difference between the two minima of the Dg proﬁle that correspond
to states i and j, respectively. This point will be used in our treatment and in
the discussion of charge delocalization effects.
With the above considerations in mind, we adopt here the strategy
developed in our early studies of biological PTR (Warshel, 1986; Sham et al.,
1999), and combine semimacroscopic electrostatic calculations with the
EVB conceptual picture. This is done by evaluating ﬁrst the free energy of
bringing a proton from the bulk solvent to the given site in the channel (i.e.,
to a water molecule) and then using a modiﬁed Marcus theory for the rate of
PT between each site. The main ingredients of this approach are described
below.
The key parameter in Eq. 8 is DG0i!j, and our task is to evaluate this
parameter by converting the protein structure information to the energetics.
Here we start formulating the energetics of all possible proton conﬁgurations
(protons on different water molecules and/or on the protein residues) using,
as in Sham et al. (1997),
DG
ðmÞ ¼+
i

2:3RTqðmÞi ½ pKpint pH11=2+
i 6¼j
Wijq
ðmÞ
i q
ðmÞ
j

;
(9)
where m designates the vector of the charge states of the given
conﬁguration—i.e., m ¼ (qi(m), q2(m). . .qn(m)). Here, qi(m) is the actual
charge of the ith group (e.g., hydronium ion) at the mth conﬁguration. This
can be 0 or 1 for acids and 0 or 1 for bases (where we restrict our
formulation to mono ions, although the extension to jqj[ 1 is trivial). The
Wijqiqj term represents the charge-charge interaction. The intrinsic pKa
( pKint) is the pKa value that the given ionizable group would have when all
other ionizable groups were kept at their neutral state (the evaluation of this
term is described in Sham et al., 1997).
Now, the DG(m) values can be converted to the corresponding energy of
protonating the different sites. This can be obtained by (Warshel, 1979),
DGH1 ¼ +
i
DG
ðm;iÞ
H
1 ¼ +
i
ðDGðmÞÞiqmi ; (10)
where DGH
1 is the free energy of the given proton conﬁguration, and
(DG(m))i is the contribution to Eq. 9 from its i
th term. In more explicit form,
we can write
DDG
ðm;iÞ
H
1 ðBi ! BiH1 Þ ¼  2:3RT½ pKwa ðBiH1 Þ  pH
1 ðDDGw!psol ðqðmÞi ÞÞ0
1 +
j6¼1
Wijq
ðmÞ
i q
ðmÞ
j ; (11)
where Bi designates the i
th base, and DDGw!psol designates the change in the
solvation free energy of BH1 upon transfer from water to the speciﬁc protein
site.
The key parameters in Eqs. 7–9 are the change in solvation free energies:
DGw!psol ðqðmÞi Þ, which are thus also the key parameters in Eq. 8. The
calculations of these parameters are accomplished by using the semi-
microscopic version of the protein-dipoles-Langevin-dipoles (PDLD/S)
method (Lee et al., 1993; Sham et al., 1997). The effect of the protein
reorganization is considered explicitly in these calculations by using the
linear response approximation (LRA) and evaluating the PDLD/S energies
for the charged and uncharged states of the relevant residues. For more
details of the PDLD/S-LRA method, see Lee et al. (1993) and Sham et al.
(1997). The charge-charge interaction term Wij can be calculated in an
explicit way (see Lee et al., 1993; Sham et al., 1997). However, in most
cases, we obtain good results by using
Wij ¼ 332=ðrijeijÞ; (12)
where rij is the distance between the interacting groups, and eij is an effective
dielectric constant whose value is determined by a distance-dependent
function (Warshel and Russell, 1984; Lee et al., 1993). The justiﬁcation of
this approximation is discussed in detail elsewhere (Lee et al., 1993; Sham
et al., 1997; Schutz and Warshel, 2001). Basically, e for charge-charge
interaction reﬂects the compensation of the gas phase Coulomb interaction
between the charges by the solvation effect of the protein plus solvent
system. This compensation has been found to be unexpectedly large even for
charge-charge interaction in the protein interior, leading to a large effective
eij ( between 20 and 40). This fact has been established repeatedly by both
theoretical and experimental studies (e.g., Sham et al., 1998; Johnson and
Parson, 2002). It is also important to realize that eij is not equal to, but is
typically much larger than, the dielectric constant ep that determines
DDGw!psol (see Schutz and Warshel, 2001; and Discussion below).
The PDLD/S-LRA calculations considered the free energy proﬁle for
transfer of an H3O
1 (or a water molecule) to any position along the channel
axis (any value of z-coordinate). This study involved two levels of
calculations. In the ﬁrst step we performed explicit all-atom MD simulations
with the surface-constrained all-atom solvent (SCAAS) (King and Warshel,
1989) and the local reaction ﬁeld (LRF) long-range treatment (Lee and
Warshel, 1992) to generate protein conﬁgurations with the charged and
uncharged forms of the solute. In the next step we performed the PDLD/S
calculations on the generated conﬁguration and took their average as the
consistent estimate of the self-energy. These two sets of calculations
involved two different simulation systems and different boundary
conditions. The ﬁrst system is an all-atom system constructed by embedding
the protein in a membrane (Fig. 1). The explicit part of the simulation system
was constructed by taking the H3O
1 ion (or water molecule) under
consideration, constraining its position to a given z-value and then
constructing an SCAAS simulation sphere around this ion, including in
the system (in addition to the centered ion) the protein and membrane atoms
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as well as the water molecules within 24 A˚ from the center. The membrane
was represented by a cubic grid of induced dipoles with a 2.5 A˚ spacing and
a polarizability of 1.3 A˚3, determined from the Clausius-Mossotti equation.
This type of treatment, which has been used before in our studies (e.g.,
Aqvist and Warshel, 1989; Burykin et al., 2002, 2003), provides reliable
results for the most important features of the membrane (i.e., its effect as
a low dielectric region). Long-range effects were treated by the LRF
approach. The all-atom simulations were used to generate 10 conﬁgurations
for the charged and uncharged states. Each of these simulations was run for
2 ps at 300 K, starting from the previous conﬁgurations.
The conﬁgurations generated by the all-atom simulations were used in the
PDLD/S-LRA calculations. This simulation system involved a spherical
system of a radius of 24 A˚ around the speciﬁc position of the hydronium ion
(or the water molecule) under study, and an LRF long-range treatment. The
rest of the protein/membrane system is then described as a continuum with
e ¼ 80. The detailed constructions of such simulation systems are de-
scribed extensively elsewhere (e.g., Lee et al., 1993), including discussion
and demonstration of the validity of our long-range and boundary condi-
tions and treatment (e.g., Alden et al., 1995). The protein was treated with
ep ¼ 4 and the contribution of the membrane region was evaluated by treat-
ing the membrane as a part of the protein with a dielectric constant of em ¼
ep ¼ 4. The use of a membrane dielectric of 4 (rather than 2) reﬂected the
possibility that the membrane/protein interface contains water molecules
(see Alden et al., 1995). The possible effect of changing the membrane
dielectric to 2 can be estimated in speciﬁc cases by considering the
energetics of the induced dipoles on the membrane (using the iterative
approach of Warshel and Levitt, 1976) and evaluating the microscopic effect
of changing em from 4 to 2. The PDLD/S sphere was surrounded by
a continuum with e ¼ ew. The PDLD/S calculations were averaged over the
above-mentioned conﬁgurations of the charged and uncharged states, as
required by the LRA procedure.
All the self-energy calculations were done with the program MOLARIS,
which combines the ENZYMIX and POLARIS programs (Lee et al., 1993).
The MD simulations (needed to generate the protein conﬁgurations) were
performed by the ENZYMIX module with the parameter set of Lee et al.
(1993), which included the effect of the induced dipoles. The force ﬁeld
parameters of H3O
1 and H2O are given in Table 1 (see also Fig. 3).
The actual free energy of H3O
1 in the ith site should also reﬂect the effect
of the ionizable groups of the protein. This contribution was evaluated by the
Wij term of Eqs. 11 and 12.
The ionization states of the protein groups at pH¼ 7.0 were evaluated by
calculating the corresponding apparent pKa values. These calculations were
started by using the PDLD/S-LRA to ﬁnd the intrinsic pKa of each ionized
residue and then using a self-consistent hybrid approach (see Sham et al.,
1997), with the charge-charge interaction term of Eq. 12 for the interaction
between the ionized residues, to determine their apparent pKa values.
After obtaining the solvation proﬁle we should convert it to the actual free
energy proﬁle Dg: This is done by using Eq. 6 for each PT step. In so-doing,
we keep the donor-acceptor distance at an optimal value of 2.8 A˚ and 2.5 A˚
for the ground state and the transition state, respectively. This treatment is
based on the ﬁnding that when the actual distance is larger the work of
moving to the optimal distance is rather small (Sham et al., 1999). For the 2.8
A˚ and 2.5 A˚ separation distance we used H12 values of 20 kcal/mol and 10
kcal/mol, respectively, in agreement with the corresponding average values
from EVB simulations. The value of l was taken as 85 kcal/mol,
representing a typical value from simulations inside the channel (see Fig. 2).
RESULTS AND DISCUSSION
The PDLD/S-LRA free energy proﬁles for the transfer of
H3O
1 and H2O through the aquaporin water channel are
depicted in Fig. 4. The proﬁle reﬂects all the electrostatics
contributions of the protein except the effect of the ionized
residues. Thus Fig. 5 reﬂects the desolvation penalty and the
‘‘back ﬁeld’’ from the protein permanent dipoles including
the so-called helix dipoles (note, however, that the effect of
the helix macrodipoles contributes much less that is usually
TABLE 1 H3O
1 and H2O classical force ﬁeld parameters
(see also Fig. 3)
Bond parameters K (kcal 3 mol1 3 A˚2) r0 (A˚)
OW–HW 239.0 0.998
OH–HH 239.0 0.998
Angle parameters K (kcal 3 mol1 3 degree2) u0 (degree)
HW–OW–HW 70.0 106.5
HH–OH–HH 70.0 112.0
Atom Charge (a.u.)
OW 0.80
HW 0.40
OH 0.65
HH 0.55
Van der Waals A (kcal 3 mol1 3 A˚6) B (kcal 3 mol1 3 A˚3)
OW 774.0 24.0
HW 0.12 0.0
OH 220.0 24.0
HH 4.0 0.0
FIGURE 3 Assignment of atom types for H3O
1 and H2O in the classical
MD simulations used to generate conﬁgurations for the PDLD/S-LRA
calculations.
FIGURE 4 The PDLD/S-LRA free energy proﬁle for H3O
1 (—) and H2O
(- - -) transfer through the aquaporin water channel/membrane system, where
the channel ionizable groups are kept in their neutral form. DDGself
corresponds here to the DDGsol of Eq. 11.
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assumed and its main effect is due to the localized micro-
scopic dipoles at the end of the helix; see, e.g., Aqvist et al.,
1991; Burykin et al., 2003). At any rate, as seen from the
ﬁgure the barrier heights for H3O
1 and H2O are;15.0 kcal/
mol and 1.8 kcal/mol, respectively. This corresponds to
permeation times of 1011s and 102s for the water and
proton, respectively (thus the ratio of the penetration times is
;109). This extremely large penetration time makes it
impossible for protons to go through the aquaporin channel
during reasonable physiological times.
Since the above study was done while considering only
the solvation energy term, it is important to examine the
effect of the protein-ionized groups at pH ¼ 7. This effect
was examined using Eq. 12 with eij ¼ 30 and the cor-
responding results are given in Fig. 5. Similar results were
obtained with the distance-dependent function of Schutz and
Warshel (2001). As seen from the ﬁgure we obtain basically
the same trend as in Fig. 4. This indicates that the main factor
that controls the proton transport is the solvation energy term
(see also below).
Our PDLD/S-LRA calculations did not consider the
chemical effect of proton transfer between neighboring
water molecules, which might, in principle, give a different
picture. Thus we used Eq. 6 and converted the electrostatic
proﬁle of Fig. 4 to the corresponding EVB proﬁle. As seen
from Fig. 6, the resulting EVB proﬁle follows basically the
electrostatic proﬁle and has the same feature of an extremely
high barrier at the center of the channel. Apparently, as
argued repeatedly before (Warshel, 1979, 1986; Sham et al.,
1999), the key factor that controls PT in biological systems is
the electrostatic barrier and not the detailed orientation of the
donor and acceptor as implied by the proton-wire model (for
more discussion of the issue of charge delocalization and
other effects, see below, and the next section).
The proton exclusion effect has been attributed by almost
all structural studies (e.g., Murata et al., 2000) and
simulation studies (de Groot and Grubmu¨ller, 2001; Kong
and Ma, 2001; Tajkhorshid et al., 2002) to the break of the
proton wire (single ﬁle of water molecules) in the middle of
the channel due to the so-called NPA (asparagine, proline,
alanine) motif. In other words, it has been concluded that the
interaction of the water molecules with the elements of the
NPA forces the water molecule in this region to orient in
a way which is very different from the classical uniform
orientation of water molecules in proton wires (which is
presumably needed for an effective PTR). This reﬂects the
assumption that the selectivity is due to ‘‘global orientational
tuning’’ rather than to the dielectric barrier identiﬁed in the
present work. Since the center of the channel is approxi-
mately at the region of the NPA motif, it is important to
clarify that the high calculated barrier is not due to this motif.
To clarify this point, we repeat our calculations for a much
simpler system, namely for nonpolar membrane with a 4 A˚
radius pore. Such a narrow pore allows single-ﬁle water
permeation (see Hummer et al., 2001) but in contrast to the
aquaporin channel, this pore provides a completely homog-
enous environment without the NPA (or any other) motifs
that could break a proton wire. Thus any calculated barrier in
the system should be attributed to the difference in the di-
electric environments between water and the membrane grid.
FIGURE 5 The free energy proﬁle for H3O
1 transfer in aquaporin both
with (solid line) and without (dotted line) the effect of the ionizable residues.
The separate contribution of the ionized residues (dashed line) is also shown.
DDGself includes here both DDGsol and the charge-charge interaction term.
FIGURE 6 Illustrating the relative importance of the chemical barrier for
water-water proton jump and the electrostatic barrier for water-membrane
charge transfer. The ﬁgure shows the free energy proﬁle Dg (solid line) with
the free energy barriers associated with the proton jumps, and the
electrostatic proﬁle without the proton jumps contribution (dashed line).
The separated proton jumps contributions are also shown (dotted line). For
simplicity, we considered the electrostatic proﬁle without the effect of the
ionizable groups. Furthermore, the EVB-type chemical proﬁles were ob-
tained with the same parameters for each jump.
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The self-energy for the proton penetration proﬁle (Fig. 7)
in the above system shows again the same trend as the
corresponding proﬁle in aquaporin, producing an enormous
difference between the overall barriers for proton and water
penetration. Thus we must conclude that the proton/water
selectivity has purely electrostatic origin (due to the
difference in solvations) and has little to do with the NPA
motif or water molecule orientations. In fact, as one can see
from comparison of Figs. 4 and 7, the maximum of the free
energy proﬁle corresponds simply to the center of the mem-
brane.
The fact that a transfer of a charge through a low dielectric
membrane involves a high free energy barrier can be
reproduced by a simple analytical expression. That is, the
free energy proﬁle for transferring a unit charge of a radius a
through a membrane (with dielectric constant e9) of a width L
is given by Warshel (1981), and Warshel et al. (1984); see
also Parsegian (1969) and Kitzing and Soumpasis (1996) for
the related treatment, as
DGsolðZÞ  166 1
2a
 1
8Z
1
1
8ðL ZÞ
  
; (13)
where the energy is given in kcal/mol, while a, L, and Z are
given in A˚ (here we assumed that e9 ¼ 2).
In this work we demonstrated that the free energy proﬁle
for the PTR process follows the DGs proﬁle. With this in
mind we can estimate the effective H3O
1 radius a using the
Born’s formula, DGwsol ¼ 166ðq2=aÞð1 1=ew), where DG
is solvation free energy of H3O
1 in water. Using the
experimental values of DGwsol ¼ 105 kcal/mol and ew¼ 80,
we obtain a¼ 1.6 A˚. The free energy proﬁle for a¼1.6 A˚ and
membrane length of L ¼ 50 A˚ is shown in Fig. 8. As seen
from the ﬁgure this proﬁle has the same shape as our
numerical PDLD/S results and it was obtained only from
consideration of regions with different dielectric constants.
In fact, the upper limit of the electrostatic barrier can be
estimated by thinking about a transfer of a unit charge of
a radius a from water to an inﬁnite membrane with e ¼ e9,
which gives
DDGsolðe ¼ 80 ! e ¼ e9Þ
¼ 166 q
2
a
1 1
e9
 
 1 1
80
  
 166 q
2
ae9
: (14)
For a ¼ 1:6 A˚ and e9 ¼ 2 we get DGsol ; 50 kcal/mol.
However, the aquaporin channel is not a fully nonpolar
medium since it includes water molecules and some polar
protein residues, and the PDLD/S-LRA barrier (DGsol  15
kcal/mol) is reproduced with e9  7.
The great impact of studies of the Grotthuss and related
mechanisms might make one wonder whether we took these
important effects into consideration. Here it is useful to point
out that one of us has perhaps been the ﬁrst to model realistic
PT processes in solutions and proteins (Warshel, 1982,
1984a), and thus we are obviously well aware of the role of
the reorganization of the environment. However, as is shown
by the EVB calculations of Fig. 2, which have been
established as a powerful tool of exploring and simulating
Grotthuss-type effects (e.g., Schmitt and Voth, 1998;
Vuilleumier and Borgis, 1999), the barrier for a single step
PT is extremely small (;1.0 kcal/mol compared to the
overall 15.0 kcal/mol barrier). Furthermore, EVB simula-
tions of concerted PT that involved three water molecules
gave again a very small barrier as long as the DG0ij was small.
Thus, although the difference between various Grotthuss-
FIGURE 7 The PDLD/S-LRA free energy proﬁle for H3O
1 (—) and H2O
(- - -) transfer through 4 A˚ radius hole in the membrane. DDGself corresponds
to DDGsol of Eq. 11.
FIGURE 8 The free energy proﬁle for transfer of a unit charge of
radius a ¼ 1.6 A˚ through a membrane of a width L ¼ 50 A˚ and dielectric
constant e ¼ 2.
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type mechanisms is of great interest in bulk water (where we
have a competition between different processes with very
low barriers), in the case of aquaporin and other channels, the
physics is determined by one large barrier (the electrostatic
barrier).
CONCLUDING REMARKS
The elucidation of the structure of aquaporins provided an
excellent opportunity to explore the nature of biological
PTR. These systems allow almost perfect transfer of water
molecules but prevent the transfer of protons. This proton/
water selectivity has been attributed to special orientational
effects that were thought to destroy the perfect proton wire
arrangement (Murata et al., 2000; Berendsen, 2001; de Groot
and Grubmu¨ller, 2001; Kong and Ma, 2001; Sansom and
Law, 2001; Zeuthen, 2001; Law and Sansom, 2002;
Tajkhorshid et al., 2002). The present work demonstrated
that the proton selectivity reﬂects mainly the electrostatic
barrier for transferring a charge through a low dielectric
region. Thus the most important factor that controls the PTR
is not much different than the factors that control regular ion
transport.
The present study explored the proﬁle for PTR not only in
aquaporin but also in a hypothetical nonpolar channel (Fig.
7). This study is directly related to the issue of proton
conduction through carbon nanotubes. This problem has
attracted signiﬁcant current interest (e.g., Dellago et al.,
2003) but we are not aware of any study of the relevant free
energy proﬁle. Our calculations predict that narrow nano-
tubes will prevent proton conductance and thus provide large
proton selectivity.
The present work considered a PTR pathway that only
included water molecules as proton acceptor. A more com-
plete treatment should include protein residues with the
appropriate pKa values. Such a treatment, which was already
reported in our previous study (Sham et al., 1999), will lead
to additional features in the PTR proﬁle, but this will not
eliminate any of the high barriers obtained in this study.
Studies of PT of an excess proton in water (Schmitt and
Voth, 1998; Vuilleumier and Borgis, 1999) have used
the EVB model in quantitative studies that focused on the
difference between such processes as the Grotthuss and
related mechanisms (Eigen, 1964; Zundel and Frish, 1986;
Agmon, 1995). Signiﬁcant effort was also invested in
determining the role of quantum mechanical nuclear effects.
These studies dealt correctly with the electrostatic effects of
the environment and the effect of the solvent reorganization
(since these factors are considered automatically in the EVB
treatment). However, since DGi!j ¼ 0 for any PT step in
bulk water, the key role of DG0i!j in controlling PTR in
heterogeneous environments was not considered. Now, the
elegance of these EVB studies and the appealing features of
the concerted mechanisms have probably led many to
assume that the detailed nature of the PT process is the key
factor in the control of biological PTR. However, as was
pointed out by one of us (Warshel, 1986; Sham et al., 1999),
and as demonstrated in the present work, the most important
factor is the electrostatic barrier. Of course, in a system that
was optimized to promote PTR, the dielectric barrier is
ﬂattened by providing better ‘‘solvation’’ for the proton and
the evaluation of the detailed barrier in each step will become
important.
A possible misunderstanding of our EVB-based treatment
might be associated with an oversimpliﬁed analysis of the
correct ﬁnding (Pome`s and Roux, 1998; Wu and Voth, 2003)
that the charge distribution of the protonated water chain can,
frequently, be delocalized in the form of an H5O2
1 ion,
rather than localized as an H3O
1 ion. This fact might lead
some to assume that the correct electrostatic proﬁle should
have been evaluated by considering the solvation of the
delocalized charge distribution of an H5O2
1 system (or even
a more delocalized system), rather than the H3O
1 system
considered here. However, this perception overlooks the fact
that the EVB free energy proﬁle reﬂects what is perhaps the
most rigorous treatment of charge delocalization effects in
solutions and proteins (including nonequilibrium solvation
effects; Villa and Warshel, 2001). In this treatment one ﬁrst
evaluates the salvation of the localized diabatic states (e.g.,
Eq. 1) and then mixes these states and obtains the
corresponding delocalization of the adiabatic state. Of
course, one may try to evaluate ﬁrst the solvation of the
delocalized gas phase charge distribution, and then let the
solvent be polarized by this distribution, and ﬁnally
recalculate the charge distribution and solvation under the
effect of the polarized solvent. Unfortunately, such a self-
consistent approach converges much more slowly than
the EVB approach, and makes it almost impossible to evalu-
ate nonequilibrium solvation effects. At any rate, with the
physically consistent EVB type treatment we obtain the
correct free energy proﬁle, Dg, and correct charge distribu-
tion, where for jH12j[ l1DG0 we will obtain a delocalized
charge distribution. In other words, our Dg proﬁle at the
reactant and product minima in Fig. 2 does reﬂect the effect
of H12, which can be signiﬁcant at the limit when
jH12j[ l1DG0: However, as seen from Fig. 2, this is not
the case in our system. Moreover, in the most crucial parts of
the proﬁle, when DG0i!j starts to increase fast, one ﬁnds
(using Eqs. 6 and 7 and the values of H12 and lmentioned in
Methods) that Dgðxi ! xjÞ  DG0sol: This means that the Dg
proﬁle follows the DG0sol proﬁle.
The focus on the conﬁgurations of the proton wire has
probably been inﬂuenced by calculations that considered
hydrogen-bonded chains in vacuum (e.g., Scheiner, 1981;
Pome`s and Roux, 1998). However, vacuum studies do not
reﬂect the key factor of the transfer of the proton from a high
dielectric region (water) to low dielectric regions (e.g.,
nonpolar sites in proteins). In a long chain in vacuum the
situation is similar to that in bulk water since each site has the
same energy. In a shorter chain the charge is stable only at
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the center (opposite to the situation in aquaporin) and we
have a minimum instead of a barrier. Similar difﬁculties exist
with regards to the consideration of proton transport through
nonpolar membranes (Marrink et al., 1996; Pome`s and Roux,
1998). The problem is not so much in forming a single-ﬁle
chain or in the ﬂuctuations of this ﬁle (although this would
requires signiﬁcant investment of free energy). The key
problem is the electrostatic effects of the nonpolar environ-
ment around the ﬁle. That is, a nonpolar surrounding means
enormous investment in energy for the process of trans-
ferring a proton from water to the center of the membrane.
Attempts to correlate the reorganizational ﬂuctuations of
a single-ﬁle water chain with PT in channels (Marrink et al.,
1996; Pome`s and Roux, 1998) have perhaps led to some
of the current concepts about the selectivity of aquaporin.
However, the relevant ﬂuctuations should have been con-
sidered by evaluating the solvent reorganization energy
in the presence of an actual proton and in realistic sites of the
given channel. As was shown in many of our early studies of
this problem (e.g., Aqvist and Warshel, 1993) and in the
present case, the correct adiabatic barrier associated with
the solvent reorganization energy is quite small for small
separation between the donor and acceptor (due to the effect
of H12) and, thus, the key factor is DG0: In other words,
calculations of the overall dipolar reorientation in the
absence of the proton are not related directly to the energetics
of the PT process, and we are not aware of any formulation
that established such a relationship in a consistent way. On
the other hand, the EVB provides a relatively rigorous
framework that relates the protein (or solvent) dipolar
reorganization to the free energy proﬁle for the PT process.
This formulation (e.g., Eqs. 6 and 8) tells us exactly what
type of reorganization energy li!j should be considered in
any speciﬁc PT step. Here the l-values reﬂect the change in
the solute charge, as established by Marcus long ago
(Marcus, 1964) (see also below).
Attempts to consider the actual gramicidin channel
(Pome`s and Roux, 2002) were also put forward as a support
of the Nagle proton-wire mechanism. However, the calcul-
ations were restricted to the center of the channel and did
not evaluate the energy for moving the proton from water to
the channel.
In addressing the general control of PTR in the biological
channel, it is important to consider the distance (Rij) between
the donor and acceptor water molecules. This effect comes
through the strong dependence of lij on Rij. That is, the outer
sphere reorganization energy lsol depends on the donor and
acceptor distance (Marcus, 1964):
lsol ¼ 166 1
a
 1
Rij
 
: (15)
Similarly, the EVB lin increases strongly with the increase
of Rij. Now using Eq. 8 with DG0  l we ﬁnd that Dg 6¼
increases linearly with l and thus with Rij. Similar con-
clusions are obtained by actual EVB calculations, where it is
found that Dg 6¼ increases rapidly when the donor and
acceptor are separated by[4.5 A˚. Fortunately, in most cases
the work of bringing the donor and acceptor to an optimal
distance (Rij# 3 A˚) is trivial (see Sham et al., 1999) relative
to the dielectric barrier. Thus, the actual Dg 6¼ij for an
individual PT is small and is related to the individual DG0ij:
Only in biological systems which were designed to create
switches by separating the donor and acceptor (which can be
amino acids rather than water molecules) will we have to
focus on the effect of the distance between the donor and
acceptor. Now, because of the large dependence on Rij, we
should only consider a PT between neighboring water
molecules. Of course, we may examine whether a sequential
transfer in a chainOi–Hi,Oj–Hj,Ok–Hk (ﬁrst transferHi toOj
and then transfer Hj to Ok) is slower than the concerted
process, whereas Hi and Hj are transferred simultaneously.
However, the difference between the concerted and stepwise
mechanisms is rather trivial as compared to the electrostatic
effects on DG0. In this respect it might be useful to comment
on the appealing idea that the proton will be conducted
through the channel in the same way as an injected charge in
a semiconductor (moving through a barrierless conduction-
band-like system). Here, the use of the EVB and proper
electrostatic considerations move us back to the same
considerations introduced in our early studies of electron
transport in conduction chains (Warshel, 1981; Warshel and
Schlosser, 1981). A system with an electrostatic barrier does
not provide the picture of conduction bands but a picture of
separated localized states whose energetics and dynamics are
controlled by the self-energy of each state (see Warshel and
Schlosser, 1981).
It should also be pointed out here that the nature of PT in
the center of the channel is still a topic of signiﬁcant interest.
It is clearly instructive to determine how the promoting
ﬂuctuations of the environment are coupled to the PT process
(note that a large body of related studies is already provided
in studies of PT in the proteins; Warshel, 1984a). Here the
focus on the time-dependent EVB energy gap (Warshel,
1982, 1984a, 2002; Strajbl et al., 2002) should be
particularly useful. However, the elegance of the description
of PT dynamics should not obscure the key factor, which is
the overall free energy barrier. Here, the main control occurs
already in the initial transfer from water to the channel (Z\
10 A˚) in Fig. 4, and the nature of the PT at the center of the
channel is less important.
Note added in proof: Very recent papers of two research groups (de Groot
et al., 2003; Jensen et al., 2003), which were published after the acceptance
of our paper, consider electrostatic contributions to the proton selectivity of
aquaporin. Both research groups consider now factors that were missing in
their previous proton wire proposal. The present considerations involve
some elements similar to our original assertion (e.g., Warshel, 1979; Sham
et al., 1999) but they still overlook the nature of some key electrostatic
effects. de Groot et al, (2003) presents free energy proﬁles that lead to
a signiﬁcant barrier at the center of the channel. However, this barrier is
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attributed to the effect of helix macrodipoles near the NPA region. Our
studies (see text) suggest that the effects of macrodipoles are much smaller
than usually assumed. Furthermore, as shown in this work, the barrier exists
even when all the protein residual charges are set to zero. Obtaining
quantitative results for charge transfer by microscopic calculations is
extremely challenging (e.g., see discussion in Burykin et al., 2003), and it is
not clear if the interesting calculations of de Groot et al. (2003) are accurate
enough, since calibration against systems with known answers is not
presented. Jensen et al. (2003) suggest that the proton exclusion is still
associated with the dipolar water arrangement, but argue that electrostatic
interactions between the proton and the channel play a major role.
However, the protein response to the probe charge is not included in that
study.
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