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When runners encounter a sudden bump in the road, they rapidly adjust leg
mechanics to keep from falling. New evidence suggests that they may be
able to do this without help from the brain.
Monica A. Daley
We know quite a lot about how humans
and animals run over completely
level, uniform surfaces — conditions
that can be easily studied on a track
or treadmill. Yet, the real world is much
more complex, requiring frequent
stride-to-stride adjustments to deal
with bumps, holes and obstacles in
the road. What strategies do runners
use to keep moving forward when
the going gets rough? Only recently
has biomechanics research begun
to turn to this challenging question [1].
New research by Grimmer and
colleagues [2] reveals that the answer
may be a lot simpler than you might
think.
Running involves a cascade of
systems working together, including
the brain, spinal cord, sensory organs,
muscles and bone. Yet, the motions
achieved by this complex interplay are
elegantly simple and similar across all
legged animals. Running motions
follow a simple pattern like a bouncing
ball. Each time the ball contacts the
ground, energy is absorbed and it
decelerates. To keep moving, this
energy must be returned. A good
elastic rubber ball keeps bouncing
along for a long time because most of
the energy absorbed as it hits the
ground is passively returned as it
leaves. An old, inelastic ball does not
bounce very far. Similarly, by using
springs in their legs, animals can
passively cycle energy through spring
recoil, reducing the need for muscle
work.
The notion of legs as springs might
seem simplistic, but this view has been
critical for our understanding of running
mechanics. In 1977, McMahon and
Greene designed a ‘tuned’ running
track that matched the springiness of
the track to that of the human leg; this
track improved athlete’s fastest
running times by 2–3% [3]. Since then,
the mass–spring model — a body
bouncing on a leg spring — has
become an important paradigm for
understanding running [4,5]. Thismodel has also been an important
inspiration for technology, such as the
most advanced legged robots [6,7],
and simple prosthetic devices that
act as springs, such as the Cheetah
Flex-Foot worn by the track athlete
Oscar Pistorious.
A continuing conundrum exists,
however, in understanding the
significance of mass–spring behaviour
in runners. In fact, humans and other
animals do not fully benefit in an
energetic sense. While their legs follow
spring-like motions, the joints and
muscles of the body are not all that
springy. Although humans have
a fairly springy ankle joint, prosthetic
devices (like that worn by Pistorious)
can do much better at recovering
energy. Furthermore, humans are
somewhat exceptional (along with
horses and kangaroos) in having
especially springy tendons in their legs.
Most animals, especially small ones,
recover relatively little spring energy
from the tissues in their legs [8]. Yet,
all animals follow the same spring-like
motion. Why?
The answer to this question is still
unknown, but the recent work by
Grimmer et al. [2] provides further
evidence that it lies, at least in part, in
neural control strategies for stable
locomotion. A number of years ago,
Full and Koditschek [9] suggested
that mass–spring behaviour plays an
Dispatch
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locomotion. They suggested that, by
keeping the body in a dynamically
stable movement pattern, the burden
of the nervous system is reduced.
Dynamic stability refers to ability of
a system to continue a pattern of
motion in the face of small
disturbances. Grimmer et al. [2] call
this property ‘self-stability’ when it is
achieved without the help of the
nervous system. That is, the structure
and motion of the body and legs allow
automatic recovery from disturbances,
without the nervous system sensing
them and responding. Rather than
keeping constant track of every
sensory signal and correcting for each
small bump, the brain and spinal cord
can use simple rules to update motor
commands once every stride or at key
transitions (when a leg contacts or
leaves the ground).
How would such a control strategy
work? We often take our own
impressive stability for granted, but if
you watch a toddler learn to walk and
run, you can see that it can be a
challenging task. A number of simple
mechanisms can improve stability.
Recent research suggests that
backward motion of the leg just before
it touches the ground (‘swing leg
retraction’) can play a stabilising role
[10,11] (Figure 1). Another important
mechanism is the change in
mechanical advantage that occurs
when the leg lands with a different
posture [12,13] (Figure 1). When the
runner encounters a sudden increase
or decrease in terrain height, automatic
changes in leg posture help push the
body back in the right direction.
Despite impressive feats in human
technology, the design of legged
robots that can avoid falling when they
encounter a bump remains a challenge
at the frontiers of science. This is an
area where simple models and
biological inspiration turn out to be
especially useful [6,7,14]. The most
dynamically stable bipedal robots
mimic the simple motions used by
animals, allowing them to use simple
control laws, or even no control at all,
to keep moving in uneven terrain.
So, is the spring-like behaviour of
human and animal legs an accident of
nature, or a strategy to simplify the
job of the central nervous system? To
address this question, we need to know
how runners respond to changes in
terrain. Grimmer et al. [2] designed an
uneven track to test whether humansmaintain mass–spring behaviour when
they have to deal with changes in
terrain height. They asked subjects to
run over a track with a random
distribution of small changes in height
(1–2.5 cm), plus one larger step up of 5,
10 or 15 cm. When the runner
encountered the larger step up, the
authors found that the leg contact
angle and leg stiffness decreased.
The most important element of their
findings is that the exact adjustments
made where those required to keep
the body in the range of dynamically
stable mass-spring motions. This
allows the body to keep moving in its
simple bouncing pattern without
a stumble or fall. However, they did
not test directly whether these
leg adjustments were active or
passive.
These findings suggest the intriguing
possibility — which remains to be
fully tested — that most of the leg
adjustments happen completely
passively, without any intervention by
the nervous system. If this is the case,
the nervous system need not pay
constant attention to the continuous
stream of sensory information. It may
be sufficient to ‘check in’ once every
stride to determine whether to adjust
foot placement or leg stiffness for the
next step. Adjustments for temporary
changes in terrain — a single step on
a rock, kerb or soft grass — can
happen without active changes in
neural control. It occurs through the
natural leg motions and cascade of
mechanical events that occur when
the leg contacts the ground.
That is not to say that neural control
is not required for running. To change
speed, direction, or switch from a run
to a walk, active control and path
planning is certainly involved.
However, tuning your leg to behave
like a simple mass–spring system may
allow the brain and spinal cord to worry
only about this higher level control,
leaving within stride adjustments to the
mechanical system. Think of it as the
difference between a ‘micro-managing’
supervisor and one who delegates
responsibility and checks in now and
then. Overall, the latter strategy is
considered more effective, because it
frees the manager to pay attention to
the big picture. However, for this
approach to succeed, things must not
fall apart when the supervisor is not
looking.
Similarly, in running, to remove the
brain from the mundane details, the
mechanical system must maintain
stability in the face of stride-to-stride
variations in terrain. This is the novel
contribution of the recent paper
by Grimmer et al. [2]. Their work
reveals that when humans encounter
changes in terrain height, the rapid
adjustment of leg angle and
stiffness keeps the body within the
dynamically stable range. This
means that, even without further
intervention by the brain, the runner
would not fall.
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Figure 1. Simple mechanisms that stabilise running.
(A) Swing leg retraction (from [15]); and (B) posture-based changes in effective mechanical
advantage (reproduced with permission from [13]).
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signalling and establishing cell polarity.
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subvert intracellular cargo transport
systems to infect human and other
animal cells and to cause disease.
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transporting cargo in eukaryotic cells is
directed movement driven by
molecular motors moving along
transport tracks made of cytoskeletal
polymers — kinesin and dynein motors
are required for movement along
microtubule tracks [2] and myosins for
movement along actin filament tracks
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respectively, along actin tracks
in frog pigment cells (known as
melanophores). The term ‘actin
dynamics’ in this context means that
individual actin filaments are rapidly
polymerizing and depolymerizing.
Actin and microtubule dynamics are
already known to be important for other
distinct types of cargo transportation,
such as cargo surfing on the ends of
polymerizing microtubules, or actin-
polymerization-mediated rocketing of
some endosomes and bacterial/viral
pathogens (Figure 1A). In rocketing
motility, actin dynamics are important
because actin polymerization is
directly coupled to providing the force
that drives the movement of the
endosome or pathogen forwards
(Figure 1A). However, it is less
immediately obvious why actin
dynamics should be important for
myosin-mediated transport of
lysosomes and pigment granules
where, in contrast to rocketing motility,
actin filaments are already polymerized
before transportation is needed and
simply provide actin substrate for
myosin to move on (Figure 1B). The
authors experimentally exclude the
possibility that actin dynamics are
needed to create spatial openings in
the actin meshwork to provide access
for organelle transport on separate
actin tracks. The likely answer is that
actin dynamics allow extension of theimplications for energy cost. J. Appl. Physiol.
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moves [5] (Figure 1B).
Extension of actin transport tracks
during organelle motility explains an
apparent paradox in pigment granule
movement on actin. The length of
individual actin filaments associated
with pigment granules is short, ranging
from 0.2 to 3 mm for the majority of
filaments, with an average of 1.3 mm
[8,9], yet individual pigment granules
are transported by myosin V on actin
tracks over far greater total distances
(from 3 to >10 mm) [5,9]. One
reasonable explanation of this
paradox, with no a priori requirement
for actin dynamics, is that myosin V
motors switch between static actin
tracks to increase the total distance
moved by an individual cargo.
However, switching of static tracks is
not favoured because insufficient
tracks touch individual organelles [5],
and this switching is also not favoured
in a mathematical model [8]. The
revelation that the actin transport
tracks are dynamic [5] adds a new
dimension, allowing dynamic extension
of actin transport tracks during myosin-
V-based organelle motility to be
a rational solution to the paradox
(Figure 1B). Conceivably, actin
dynamics can extend the total journey
an individual pigment granule makes in
two ways. One is a simple extension of
the same track the organelle is moving
on (Figure 1B, actin track 1) and the
other is by bridging to a nearby, but
not directly touching, second actin
track (Figure 1B, actin track 2),
although neither scenario has yet been
directly visualized in cells. Bridging to
a nearby actin track of different spatial
orientation in the cell could account
for the abrupt directional changes in
movement that individual pigment
