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I. This note was inspired by the works of P. H. Rabinowitz and H. 
Berestycki. It contains the theorem about bifurcation from infinity for the 
problem with nonlinear perturbation of Berestycki type. 
II. Consider the equation 
Yu = -(pu’)’ + qu = Ipu + F( *, 24, u’, 2) in (0, 7r) (1) 
together with the separated boundary conditions 
a1 u(O) - a,u’(O) = 0 
PI u(n) + 82u’(n) = 0 
(2) 
where aj, pi 2 0 and (a: + a:)# + /I:) # 0. As is usual, we assume p is con- 
tinuously differentiable and positive, q is continuous, and p is continuous 
and positive on [0, n]. The nonlinear function F has the form F=f+g, 
where f and g are continuous functions on [0, x] x R3, satisfying the con- 
ditions 
(3) 
dx, r, s, 1) = 414 + IsI 1, near (r, s) = (0, 0), uniformly in x E [0,7r] 
(4) 
and in il E A, for every bounded interval n c R. 
By a solution of (l), (2) is meant a pair (A, U) E Rx C*[O, rr] satisfying 
(1 ), (2). If FE 0 the structure of the solution set is well known. It consists 
in part of the trivial solutions. In addition, according to the 
Sturm-Liouville theory, for each kEIV, there exists a curve of solutions 
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{&Y w; tE R}, where (A,, uk) is an eigenpair of the linear problem 
associated with (1 ), (2), 
924 = &x.4 on (0, rc) together with the boundary conditions (2). (5) 
As is also known, under separated conditions (2) the eigenvalues 1, 
are simple and form an increasing sequence divergent to infinity. 
Corresponding eigenfunctions uk have exactly k - 1 nodes in (0, n). 
Let 9 be the Banach space of all continuously differentiable functions on 
[0, n] satisfying (2). 9 is equipped with its classical norm II.II 1. We can 
note that it is sufficient o search for solutions of (1 ), (2) in $3 since (1 ), (2) 
can be converted into an equivalent integral equation using the Green’s 
function for 3. 
Let d = R x 9 under the product topology. By S; (where v E { +, - }), 
we denote the set of these functions in 9 which have exactly k - 1 interior 
nodal zeroes in (0, rr) and have fixed sign v in a certain right-hand side 
neighborhood of 0. Problem (l), (2) is not linearized in general for u = 0. 
Then the set of bifurcation points (1 ), (2) with respect o the line of trivial 
solutions need not be discrete. This implies that one must consider bifur- 
cation from intervals rather than points. By an interval of bifurcation it is 
understood an interval which contains at least one bifurcation point. 
Let Y denote the closure in d of the set of nontrivial solutions of (1 ), 
(2). Then we can give the following theorem: 
THEOREM 1 (Berestycki [ 11). For every k E N and v E { + , - }, there 
exists at least one unbounded continuum of 9, Vi, bifurcating from 
I, x (O}, and such that %; c (R x Sk) u (Z, x {0}), where Zk = [A, - M/p,, 
& + WP,I and p. =mk, co,xl P(X). 
III. The purpose of this paper is to formulate the analogous 
theorem in case of bifurcation from infinity. 
Consider the equation 
924 = lpu + H(x, u, u’, 1) on (0, rr) with the boundary conditions (2). 
(6) 
We assume H is continuous in its arguments on [0, n] x R3 and H has the 
form H =fr + h. The functions fi and h satisfy the conditions 
4x, r, s, A) = 4lrl + IsI) at (r, s) = cc uniformly in 
x E [0, n] and on bounded ;1 intervals. (8) 
BIFURCATION FROM INFINITY 231 
DEFINITION 1. We say (1, 00 ) is a bifurcation point for (6), (2) if every 
neighborhood of (A, 00) contains solutions of (6), (2), i.e., there exists a 
sequence (A,, u,) of solutions of (6), (2) such that I, + 3, and IIu, 1) i + co. 
Assume that (2, u) is a nontrivial solution of (6), (2). Dividing (6) by 
Ilull: and setting w = ~/11~/1: yields 
Yw=ilpw+ w, 4 u’, J.) 
Ilull: * (9) 
Notice that llwlli = l/llull, and u= w/llwll:. If we define 
1 
Ilwll:~ - 
A(x, w, w’, 1) = ( xq$p 
I 
I&’ A ) 
for w#O 
0 for w=O 
we may write (9) in an equivalent form 
Yw = Apw + A(x, w, w’, A). (10) 
The function fi =y, + h”, where the terms yi and h” are defined analogously 
to R, satisfies the assumptions (3), (4): 
IJ4X? w(x), w’(x), AN= Ilwll: lb4 IK? 4x1, u’(x), A)l 
Iw(x)l + Iw’(x)l lub)l + lu’(x)l 
Condition (8) implies that &x, r, S, 2) = o( Irl + IsI) near (r, s) = (0,O). 
Analogously, 
J;k w(x), w’(x), 2) = Ilwll: Ibll: Ifih u(x), u’(x), l)l <M 
4x1 W)l 
. . 
We can formalize the above observations and formulate the following 
theorem. 
Let F denote the set of solutions of (6), (2). 
THEOREM 2. For every k E N and v E { +, - }, there exists at least one 
unbounded continuum of LT’, 9;, bifurcating from Ik x { 00 >. Moreover there 
exists an open, bounded set 0 inclusive of Ik x { oc, } such that 
9;noc(RxS;;)u(z,x {CD)). 
Remark 1. Unlike Theorem 1 for bifurcation from the line of trivial 
solutions, the case 9; c (R x Sk) u (Zk x {co } ) need not arise. A coun- 
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terexample in the situation where the nonlinear perturbation is 
o((r*+~*)i/*) (fi ~0) is given by Rabinowitz [2]: 
-d=i(u+ l), 0 < x < 7T, u(0) = U(7c) = 0. 
Proof of existence of the set 0 is trivial in the case fi = 0. Using the 
approximation argument in the spirit of works of Berestycki, we can obtain 
the existence of 0 in the general situation. 
Now we give an example illustrating problem (6), (2). 
Consider 
-u” = lu + u sin(u* + u’*)~‘* in (0, 7r) 
u(0) = U(7c) = 0. 
(11) 
(12) 
Using the previous notation, we have 
f,(x, u, u’, A) = u sin(u* + u’*)l’* 
h-0 
M=l,p,=l. 
The assumptions (7), (8) are elementary fulfilled. Let k = 1. The above 
equation possesses the family of solutions (A,, uy), y E R, where 
A,= 1 -sin Iy( and u,(x)= y sin x. It is clear that every point of interval 
0+4=c0~21 { > x cc is a bifurcation point for (1 1 ), ( 12). 
Remark 2. Theorem 2 holds true for the arbitrary differential operator 
of the second order. 
Remark 3. The methods used to obtain Theorem 2 can also be applied 
to nonlinear eigenvalue problems with elliptic partial differential operators. 
Consider 
= Ipu + H(x, u, Du, /I), XEQ (13) 
u = 0, xEas2 (14) 
where Sz is a bounded domain in R” with smooth boundary. We assume 
that 9 is uniformly elliptic in Sz and the coefficients of 9 are in C’(a). Let 
p be a continuous function on 0 such that p(x) 3 pO) 0 for all x E 0. The 
nonlinear term H =fi + h is a continuous function on 52 x R” + * and 
satisfies the conditions (7), (8) with x E 0, s E R”. 
Let 9 = (u E C’(Q), u = 0 on %2 under the norm l/u/] i = C,,, G I max,,o 
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~D”u(x)~. We define P’ = (ZI E 9, u has a constant sign v and &/an < 0 on 
X2). The linear eigenvalue problem 
2% = Ipu in 52 with boundary condition (14) (15) 
possesses a smallest positive eigenvalue 1,) which is simple, and 
corresponding eigenvector u1 E P+. All remaining denotations hold good. 
We have the following result: 
THEOREM 3. For every v E { +, - } there exists at least one unbounded 
continuum of F, By, bifurcating from I, x {co }. Moreover there exists an 
open, bounded set 0 inclusive of G+4 such that 
~~nOc(RxP’)u(z,x{co}). 
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