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AMALGAMATION FUNCTORS AND HOMOLOGY
GROUPS IN MODEL THEORY
JOHN GOODRICK, BYUNGHAN KIM, AND ALEXEI KOLESNIKOV
Abstract. We present definitions of homology groupsHn, n ≥ 0,
associated to a family of “amalgamation functors”. We show that if
the generalized amalgamation properties hold, then the homology
groups are trivial. We compute the group H2 for strong types in
stable theories and show that any profinite abelian group can occur
as the group H2 in the model-theoretic context.
The work described in this paper was originally inspired by Hrushovski’s
discovery [5] of striking connections between amalgamation proper-
ties and definable groupoids in models of a stable first-order theory.
Hrushovski showed that if the theory fails 3-uniqueness (the model-
theoretic definition of this property is in Section 3), then there must
exist a groupoid whose sets of objects and morphisms, as well as the
composition of morphisms, are definable in models of a first-order the-
ory. In [3], an explicit construction of such a groupoid was given and
it was shown in [4] that the group of automorphisms of each object
of such a groupoid must be abelian profinite. The morphisms in the
groupoid construction in [3] arise as equivalence classes of “paths”, de-
fined in a model-theoretic way. In some sense, the groupoid construc-
tion paralleled that of the construction of a fundamental groupoid in a
topological space. Thus it seems natural to ask whether it is possible
to define the notion of a homology group in model-theoretic context
and, if yes, would the homology group be linked to the group described
in [3, 4]. We find that the answer is “yes” to both questions.
In this paper, we describe a way to define homology groups for a wide
class of first-order theories. We start by describing the construction us-
ing category-theoretic language; the few model-theoretic references in
Section 1 are provided only as motivation for the notions introduced
there. Our goal is to separate, as much as possible, general arguments
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that do not require heavy use of model-theoretic context from the ar-
guments that do. It turns out that, even at this level of generality,
it is possible to show that the homology groups have a fairly simple
structure (see, for example, Theorem 1.37 or Corollary 1.38).
We then define, in Section 2, several natural homology groups in
the model-theoretic context (e.g., the type-homology groups and set-
homology groups) and show that such groups must be isomorphic. The
latter is, of course, what one would expect to see; but the argument
turned out to be fairly involved. We show that the homology groups of
a complete type of the theory are related to its amalgamation proper-
ties: if a type p has k-amalgamation for every k ≤ n, then Hn−2(p) = 0
(Corollary 3.7), and when 4-amalgamation fails, H2(p) can be non-
trivial, even in a stable theory (see the examples in Section 5). In
particular, we show that any profinite abelian group can be the group
H2(p) for a suitable p in a stable theory.
Section 4 is devoted to the proof of an analogue of Hurewicz’s the-
orem: in a stable theory, the group H2(p) is isomorphic to a certain
automorphism group Γ2(p) which is analogous to a fundamental group.
It turns out that Γ2(p) is always abelian, so there is no need to take
the abelianization as in the usual Hurewicz theorem. But in Section 7,
we construct a different canonical “fundamental” group for the type
p which seems to give more information: this new group need not be
abelian, and the group Γ2(p) is in the center of the new group.
Section 6 gives examples of homology groups in unstable theories,
where it is still unclear what model-theoretic properties are measured
by these groups.
Amalgamation properties have already been much studied by re-
searchers in simple theories (for instance, in [7]), and recently the first
and third authors of this note investigated analogies with homotopy
theory rather than homology theory in [3]. In some sense, this paper
is a companion to [3]. For general background on simple theories, the
reader is referred to the book [12], which explains nonforking, hyper-
imaginaries, and much more.
1. Simplicial homology in a category
In this section, we define simplicial homology groups in a more gen-
eral category-theoretic setting than our intended applications to model
theory. We aim to provide a general framework for our homological
computations and separate some of the category-theoretic arguments
from the model-theoretic ones. This section uses model theory only as
a source of examples.
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The homology groups defined in this section are not, in general,
homology groups associated with the entire category C, but rather are
homology groups of a particular class of “amalgamation functors” A
from a class of certain partially ordered sets viewed as categories into
the category C. The class A is assumed to satisfy certain basic closure
properties (see Definition 1.3 below).
1.1. Basic definitions and facts. Throughout this section, let C be
a category. If s is a set, then we consider the power set P(s) of s to be
a category with a single inclusion map ιu,v : u→ v between any pair of
subsets u and v with u ⊆ v. A subset X ⊆ P(s) is called downward-
closed if whenever u ⊆ v ∈ X , then u ∈ X . In this case we consider
X to be a full subcategory of P(s). An example of a downward-closed
collection that we will use often below is P−(s) := P(s) \ {s}.
We are interested in subfamilies of functors f : X → C for downward-
closed subsets X ⊆ P(s) for various finite subset sets s of the set of
natural numbers. Before specifying the desirable closure properties of
a collection A of such functors, we need some auxiliary definitions.
Definition 1.1. (1) Let X be a downward closed subset of P(s) and let
t ∈ X . The symbol X|t denotes the set {u ∈ P(s\ t) | t∪u ∈ X} ⊆ X .
(2) For s, t, and X as above, let f : X → C be a functor. Then the
localization of f at t is the functor f |t : X|t → C such that
f |t(u) = f(t ∪ u)
and whenever u ⊆ v ∈ X|t,
f |t(ιu,v) = f(ιu∪t,v∪t).
(3) Let X ⊂ P(s) and Y ⊂ P(t) be downward closed subsets, where
s and t are finite sets of natural numbers. Let f : X → C and g : Y → C
be functors. We say that f and g are isomorphic if there is an order-
preserving bijection σ : s → t such that Y = {σ(u) : u ∈ X} and a
family of isomorphisms 〈hu : f(u) → g(σ(u)) : u ∈ X〉 in C such that
for any u ⊆ v ∈ X , the following diagram commutes:
f(u)
hu−−−→ g(σ(u))yf(ιu,v) yg(ισ(u),σ(v))
f(v)
hv−−−→ g(σ(v))
Remark 1.2. If X is a downward closed subset of P(s) and t ∈ X ,
then X|t is a downward closed subset of P(s \ t). Moreover X|t does
not depend on the choice of s.
4 JOHN GOODRICK, BYUNGHAN KIM, AND ALEXEI KOLESNIKOV
Definition 1.3. LetA be a non-empty collection of functors f : X → C
for various non-empty downward-closed subsets X ⊆ P(s) for all finite
sets s of natural numbers. We say that A is amenable if it satisfies all
of the following properties:
(1) (Invariance under isomorphisms) Suppose that f : X → C is in
A and g : Y → C is isomorphic to f . Then g ∈ A.
(2) (Closure under restrictions and unions) IfX ⊆ P(s) is downward-
closed and f : X → C is a functor, then f ∈ A if and only if for
every u ∈ X , we have that f ↾ P(u) ∈ A.
(3) (Closure under localizations) Suppose that f : X → C is in A
for some X ⊆ P(s) and t ∈ X . Then f |t : X|t → C is also in A.
(4) (De-localization) Suppose that f : X → C is in A and t ∈
X ⊆ P(s) is such that X|t = X ∩ P(s \ t). Suppose that the
localization f |t : X ∩ P(s \ t) → C has an extension g : Z → C
in A for some Z ⊆ P(s \ t). Then there is a map g0 : Z0 → C in
A such that Z0 = {u ∪ v : u ∈ Z, v ⊆ t}, f ⊆ g0, and g0|t = g.
Remark 1.4. For example, we could take C to be all boundedly (or
algebraically) closed subsets of the monster model of a first-order the-
ory, and let A be all functors which are “independence-preserving”
(in Hrushovski’s terminology [5]) and such that every face f(u) is the
bounded (or algebraic) closure of its vertices; then A is amenable.
Other examples of amenable collections come from further restricting
A by requiring, for instance, that all the “vertices” f({i}) of func-
tors f ∈ A be of a certain type, or by restricting the possible types of
edges, faces, et cetera. These examples will be explained more precisely
in Section 2.
Remark 1.5. Note that any functor f : X → C has a “base” f(∅)
which is embedded into each f(u) for u ∈ X . This base does not play
an important role in computing the homology groups, but it does have
model-theoretic significance. In particular, it is often convenient to fix
this base.
Definition 1.6. Let B ∈ Ob(C) and suppose f(∅) = B. We say that
f is over B and we let AB denote the set of all functors f ∈ A that
are over B.
In model-theoretic applications, there will always be an initial object
of A which will be the natural choice for B (either the “empty type”
for type homology, or the “empty tuple” for set homology).
Remark 1.7. It is easy to see that condition (2) in Definition 1.3 is
equivalent to the conjunction of the following two conditions:
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(Closure under restrictions) If f : X → C is in A and Y ⊆ X with
Y downward-closed, then f ↾ Y is also in A.
(Closure under unions) Suppose that f : X → C and g : Y → C
are both in A and that f ↾ X ∩ Y = g ↾ X ∩ Y . Then the union
f ∪ g : X ∪ Y → C is also in A.
For instance, if these two conditions are true and f : X → C is a
functor from a downward-closed set X such that f ↾ P(u) ∈ A for
every u ∈ X , then if u1, . . . , un are maximal sets in X , we can use
closure under unions (n − 1) times to see that f ∈ A (since it is the
union of the functors f ↾ P(ui)).
From now on, we assume that A is a nonempty amenable collection
of functors mapping into the category C. As we mentioned in the above
remark, every functor in A can be described as the union of functors
whose domain is P(s) for for finite set s. Such functors will play a
central role in this paper.
Definition 1.8. Let n ≥ 0 be a natural number. A (regular) n-simplex
in C is a functor f : P(s) → C for some set s ⊆ ω with |s| = n + 1.
The set s is called the support of f , or supp(f).
Let Sn(A;B) denote the collection of all regular n-simplices in AB.
Then put S(A;B) :=
⋃
n Sn(A;B) and S(A) :=
⋃
B∈Ob(C) S(A;B).
Let Cn(A;B) denote the free abelian group generated by Sn(A;B);
its elements are called n-chains in AB, or n-chains over B. Similarly,
we define C(A;B) :=
⋃
n Cn(A;B) and C(A) :=
⋃
B∈Ob(C)C(A;B).
The support of a chain c is the union of the supports of all the simplices
that appear in c with a nonzero coefficient.
Remark 1.9. This is more or less a special case of what are known as
“simplicial objects in the category C,” except that we do not equip our
simplices with degeneracy maps.
The adjective “regular” in the definition above is to emphasize that
none of our simplices are “degenerate:” their domains must be strictly
linearly ordered. It is more usual to allow for degenerate simplices, but
for our purposes, this extra generality does not seem to be useful. Since
all of our simplices will be regular, we will omit the word “regular” in
what follows.
Definition 1.10. If n ≥ 1 and 0 ≤ i ≤ n, then the ith boundary
operator ∂in : Cn(A;B) → Cn−1(A;B) is defined so that if f is a
regular n-simplex with domain P(s), where s = {s0, . . . , sn} with s0 <
. . . < sn, then
∂in(f) = f ↾ P(s \ {si})
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and extended linearly to a group map on all of Cn(A;B).
If n ≥ 1 and 0 ≤ i ≤ n, then the boundary map ∂n : Cn(A;B) →
Cn−1(A;B) is defined by the rule
∂n(c) = Σ0≤i≤n(−1)
i∂in(c).
We write ∂i and ∂ for ∂in and ∂n, respectively, if n is clear from
context.
Definition 1.11. The kernel of ∂n is denoted Zn(A;B), and its ele-
ments are called (n-)cycles. The image of ∂n+1 in Cn(A;B) is denoted
Bn(A;B). The elements of Bn(A;B) are called (n-)boundaries.
It can be shown (by the usual combinatorial argument) thatBn(A;B) ⊆
Zn(A;B), or more briefly, “∂n ◦ ∂n+1 = 0.” Therefore we can define
simplicial homology groups relative to A:
Definition 1.12. The nth (simplicial) homology group of A over B is
Hn(A;B) = Zn(A;B)/Bn(A;B).
There are two natural candidates for the definition of the boundary of
a 0-simplex. One possibility is to define ∂0(f) = 0 for all f ∈ S0(A;B).
Another possibility is to extend the definition of an n-simplex to n =
−1; namely a (−1)-simplex f is an object f(∅) in C. Then the definition
of a boundary operator extends naturally to the operator ∂0 : f ∈
S0(A;B) 7→ B.
As we show in Lemma 3.1, computing the group H0 in a specific
context using the first definition gives H0 ∼= Z while using the second
definition we get H0 = 0. Thus, the difference between the approaches
is parallel to that between the homology and reduced homology groups
[1].
Next we define the amalgamation properties. We use the convention
that [n] denotes the (n+ 1)-element set {0, 1, . . . , n}.
Definition 1.13. Let A be a non-empty amenable family of functors
into a category C and let n ≥ 1.
(1) A has n-amalgamation if for any functor f : P−([n − 1]) → C,
f ∈ A, there is an (n− 1)-simplex g ⊇ f such that g ∈ A.
(2) A has n-complete amalgamation or n-CA ifA has k-amalgamation
for every k with 1 ≤ k ≤ n.
(3) A has strong 2-amalgamation if whenever f : P(s) → C, g :
P(t) → C are simplices in A and f ↾ P(s ∩ t) = g ↾ P(s ∩ t),
then f ∪ g can be extended to a simplex h : P(s∪ t)→ C in A.
(4) A has n-uniqueness if for any functor f : P−([n− 1])→ A and
any two (n − 1)-simplices g1 and g2 in A extending f , there is
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a natural isomorphism F : g1 → g2 such that F ↾ dom(f) is the
identity.
Remark 1.14. The definition of n-amalgamation can be naturally
extended to n = 0: A has 0-amalgamation if it contains a functor
f : {∅} → C. This condition is satisfied for any non-empty amenable
family of functors.
Definition 1.15. We say that an amenable family of functors A is
non-trivial if A is non-empty, has 1-amalgamation, and satisfies the
strong 2-amalgamation property.
Everywhere below, we are dealing with non-trivial amenable families
of functors. The following claim is immediate from the definitions; we
include the proof because it illustrates a typical use of 1-amalgamation,
strong 2-amalgamation, and other properties of the amenable families.
Claim 1.16. Let A be a non-trivial amenable family of functors and
let f be an n-simplex with support s = {s0, . . . , sn}. For any m ∈ ω
such that m > si for i = 0, . . . n, there is an (n + 1)-simplex h with
support s ∪ {m} such that ∂n+1n+1(h) = f .
Proof. Let A, f , and m satisfy the assumptions of the claim. Since
A is closed under restrictions, the functor f ↾ {∅} is in A. By 1-
amalgamation, the functor f ↾ {∅} has an extension to a functor g :
P([0]) → C, g ∈ A. If σ is the natural functor from the category
P({m}) to P({0}), then the functor g′ : P({m}) → C defined by
g′ = g ◦σ is isomorphic to g. Since A is closed under isomorphisms, we
have g′ ∈ A. Finally, using strong 2-amalgamation, we obtain a simplex
h with support {s0, . . . , sn, m} that extends f and g
′. By construction,
h is an (n+ 1)-simplex such that ∂n+1n+1(h) = f . ⊣
In particular, we get the following corollary.
Corollary 1.17. If A is a non-trivial amenable family of functors,
then A contains an n-simplex for each n ≥ 1.
1.2. Computing homology groups. We now establish facts that will
describe the general structure of the homology groups. The goal is to
show that, under appropriate assumptions, the homology group Hn is
equal to the set of cosets c+Bn(A;B) for a set of very simple n-cycles
c. This, in turn, will help with the calculation of the groups in the
model-theoretic examples.
We start by defining special kinds of n-chains which are useful for
computing homology groups.
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Definition 1.18. If n ≥ 1, an n-shell is an n-chain c of the form
±
∑
0≤i≤n+1
(−1)ifi,
where f0, . . . , fn+1 are n-simplices such that whenever 0 ≤ i < j ≤
n+ 1, we have ∂ifj = ∂
j−1fi.
Note that any n-shell is an n-cycle. In addition, if f is any (n + 1)-
simplex, then ∂f is an n-shell. An n-shell should be thought of as an
attempt to create an (n+ 1)-simplex by piecing together the simplices
f0, . . . , fn+1 along their faces, and the equation ∂
ifj = ∂
j−1fi says that
we may make the appropriate identifications between these faces.
Definition 1.19. If n ≥ 1, and n-fan is an n-chain of the form
±
∑
i∈{0,..,k̂,...,n+1}
(−1)ifi
for some k ∈ [n + 1], where the fi are n-simplices such that whenever
0 ≤ i < j ≤ n, we have ∂ifj = ∂
j−1fi. In other words, an n-fan is an
n-shell missing one term.
Remark 1.20. (1) If c is an n-fan, then ∂c is an (n− 1)-shell.
(2) A has n-amalgamation if and only if every (n − 2)-shell in A
is the boundary of an (n − 1)-simplex in A. And A has n-
uniqueness if and only if every (n−2)-shell in A is the boundary
of at most one (n− 1)-simplex in A up to isomorphism.
Lemma 1.21. If n ≥ 2 and A has n-CA, then every (n− 1)-cycle is a
sum of (n− 1)-shells. Namely, for each c ∈ Zn−1(A;B), c =
∑
i αifi,
there is a finite collection of (n − 1)-shells ci ∈ Zn−1(A;B) such that
c =
∑
i(−1)
nαici.
Moreover, if S is the support of the chain c and m is any element
not in S, then we can choose
∑
i αici so that its support is S ∪ {m}.
Proof. Suppose that c =
∑
i αifi is a cycle in Zn−1(A;B), where each
fi is an (n− 1)-simplex, and αi ∈ Z. Let I be the set of all pairs (i, j)
such that fi appears in c and 0 ≤ j ≤ n − 1. For each (i, j) ∈ I, let
gij = ∂
jfi (so gij is an (n− 2)-simplex).
Claim 1.22. There are (n−1)-simplices hij ∈ AB for each pair (i, j) ∈
I such that:
(a) If supp(gij) = sij, then supp(hij) = sij ∪ {m};
(b) If gij = gkℓ, then hij = hkℓ;
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(c) For each i, ci := (
∑
0≤j≤n−1(−1)
jhij) + (−1)
nfi is an (n − 1)-
shell. (Namely, for j′ < j < n, we have ∂j
′
hij = ∂
j−1hij′ and
∂jfi = gij = ∂
n−1hij.)
Proof of Claim. First, pick any 0-simplex g∗ in AB with support {m}.
We define hij with “bottom face” gij as follows. First set hij ↾ P(sij) =
gij. Then set hij({m}) = g
∗({m}). For k ∈ sij , we use 2-amalgamation
and let hij({k,m}) ∈ A be an amalgam of g
∗ and gij ↾ P({k}). Also,
for any k ∈ sij ∩ spq such that gij({k}) = gpq({k}), we can assume that
hij({k,m}) = hpq({k,m}) (by choosing the same amalgam for each).
If n = 2, stop here, and we have constructed all hij. Now assume
n > 2. For k, ℓ ∈ sij with k < ℓ, we can use 3-amalgamation to pick a
2-simplex hij({k, ℓ,m}) ∈ A such that
∂(hij({k, ℓ,m}) = hij({ℓ,m})− hij({k,m}) + gij({k, ℓ}),
and again we can ensure that if {k, ℓ} ⊆ sij ∩ spq then hij({k, ℓ,m}) =
hpq({k, ℓ,m}).
We can continue this procedure inductively, using n-CA to build the
simplices hij(t) for t ⊆ sij ∪ {m} of size 4, 5, . . . , n, and we can ensure
that ∂n−1hij = gij and that conditions (a) and (b) hold. Let (sij)k
denote the kth element of sij in increasing order (where 0 ≤ k ≤ n−3).
If j′ < j ≤ n− 1, due to our construction,
(∂j
′
hij) ↾ P(sij\{(sij)j′}) = ∂
j′gij = ∂
j−1gij′ = (∂
j−1hij′) ↾ P(sij′\{(sij′)j−1}).
(so, t := sij \ {(sij)j′} = sij′ \ {(sij′)j−1}). Notice then
t ∪ {m} = supp(∂j
′
hij) = supp(∂
j−1hij′).
Then again by our construction, ∂j
′
hij = ∂
j−1hij′. Therefore hij satis-
fies (c) as well, so we have proved the Claim. ⊣
Now for the sum of (n− 1)-shells d :=
∑
i αici, we have
d =
∑
i
αi
[( ∑
0≤j≤n−1
(−1)jhij
)
+ (−1)nfi
]
=
[∑
i
∑
0≤j≤n−1
(−1)jαihij
]
+ (−1)nc.
Since ∂c = 0, and hij = hkℓ whenever ∂
jfi = ∂
ℓfk, the first term above
is zero. We have proved the lemma. ⊣
The above lemma allows to make the following conclusions about the
structure of the groups Hn(A;B).
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Corollary 1.23. Assume A has n-CA for some n ≥ 2. ThenHn−1(A;B)
is generated by
{[c] : c is an (n− 1)-shell over B}.
In particular, if any (n− 1)-shell over B is a boundary, then so is any
(n− 1)-cycle.
Corollary 1.24. If A has n-CA for some n ≥ 3, then Hn−2(A;B) = 0.
Proof. Since A has n-amalgamation, any (n− 2)-shell is the boundary
of an (n−1)-simplex. Then due to (n−1)-CA and Corollary 1.23, any
(n− 2)-cycle over B is a boundary. ⊣
In fact, Corollary 1.23 can be strengthened. We show in Theo-
rem 1.37 that if A has (n + 1)-CA for some n ≥ 1, then the group
Hn(A;B) has the universe {[c] : c is an n-shell over B with support [n+
1]}. That is, we are able to show that a linear combination of n-shells
with integer coefficients is equal, up to a boundary, to an n-shell; and
we show that the support can be restricted to a prescribed set. To
accomplish this, we need to introduce an additional notion.
Definition 1.25. If n ≥ 1, an n-pocket is an n-cycle of the form f −g,
where f and g are n-simplices with support S (where S is an (n + 1)-
element set).
The condition that the boundary of an n-pocket f−g is zero implies
that f ↾ P(s) = g ↾ P(s) for each n-element subset s of S.
Lemma 1.26. Let A be a non-trivial amenable family of functors and
suppose that f, g ∈ Sn(A) are isomorphic functors such that ∂nf = ∂ng.
Then the n-pocket f − g is a boundary.
Proof. We may assume that the support of both f and g is [n]. Using
Claim 1.16, we can pick an (n+ 1)-simplex f̂ with the support [n+ 1]
such that ∂n+1n+1 f̂ = f . Let 〈αu : g(u)→ f(u) | u ∈ P([n])〉 be a family
of isomorphisms in C that witness the isomorphism of f and g. Define
an (n+ 1)-simplex ĝ by letting, for u ⊂ v ∈ P([n + 1]),
ĝ(u) :=
{
f̂(u), u 6= [n],
g([n]), u = [n],
and
ĝ(ιu,v) :=

g(ιu,v), u, v ∈ P([n]),
f̂(ιu,v) ◦ αu, u ∈ P([n]), v /∈ P([n]),
f̂(ιu,v), u, v /∈ P([n]).
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It is routine to check that ĝ is indeed an (n+1)-simplex and that f −g
is the boundary of the (n+ 1)-chain (−1)n+1(f̂ − ĝ). ⊣
Lemma 1.27. Suppose that n ≥ 1 and A has (n + 1)-amalgamation.
Then for any n-fan
g = ±
∑
i∈{0,...,k̂,...,n+1}
(−1)ifi
there is some n-simplex fk and some (n + 1)-simplex f such that g +
(−1)kfk = ∂f .
Proof. Without loss of generality, supp(g) = [n + 1] and k = n + 1.
Because A is closed under unions, the union f˜ of all the simplices fi
(for i ∈ [n]) is also in A. Let h = f˜ |{n+1}, which is in A by localization.
By (n + 1)-amalgamation, there is a functor fˆ ∈ A with support [n]
extending h. Finally, applying de-localization to fˆ , we obtain a functor
f : P([n + 1])→ C in A such that for every i with 0 ≤ i ≤ n,
f ↾ P({0, . . . , iˆ, . . . , n + 1}) = fi.
Letting fn+1 = f ↾ P([n]), we get the result.
⊣
The next lemma says that n-pockets are equal to n-shells, “up to a
boundary.”
Lemma 1.28. Let A be a non-trivial amenable family of functors that
has the (n+1)-amalgamation property for some n ≥ 1. For any B ∈ C,
any n-shell in AB with support [n+ 1] is equivalent, up to a boundary
in Bn(A;B), to an n-pocket in AB with support [n]. Conversely, any
n-pocket with support [n] is equivalent, up to a boundary, to an n-shell
with support [n + 1].
Proof. Suppose c is an n-shell with support [n + 1] and
c = ±
∑
0≤i≤n+1
(−1)ifi
where supp(fi) = [n + 1] \ {i}. Applying Lemma 1.27 to the n-fan
c− fn+1, we obtain a second n-shell
c′ =
(
±
∑
0≤i≤n
(−1)ifi
)
+ (−1)n+1f ′
such that c′ is a boundary. Then c− c′ = ±(fn+1 − f
′) is an n-pocket.
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Conversely, let h−h′ be an n-pocket with support [n]. By Claim 1.16,
there is hˆ extending h with support [n+1] such that ∂n+1hˆ = h. Then
clearly
d := ∂hˆ − (−1)n+1(h− h′) =
n+1∑
i=0
(−1)i∂ihˆ− (−1)n+1(h− h′)
is an n-shell equivalent to ±(h− h′). ⊣
From Corollary 1.23 and Lemma 1.28 we get the following.
Corollary 1.29. If A has 3-amalgamation, then H2(A;B) is generated
by equivalence classes of 2-pockets.
Lemma 1.30 (Prism lemma). Let n ≥ 1. Suppose that A is a non-
trivial amenable family of functors that has (n+1)-amalgamation. Let
f − f ′ be an n-pocket in AB with support s, where |s| = n + 1. Let
t be an (n + 1)-element set disjoint from s. Then given n-simplex g
in AB with the domain P(t), there is an n-simplex g
′ such that g − g′
forms an n-pocket in AB and is equivalent, modulo Bn(A;B), to the
pocket f − f ′. We may choose g′ first and then find g to have the same
conclusion.
Proof. We begin with some auxiliary definitions.
Definition 1.31. Let f : P({0, . . . , n})→ C and g : P({n+1, . . . , 2n+
1}) → C be n-simplices. An (n + 1)-path from f to g is a chain p of
(n+ 1)-simplices
p =
n∑
k=0
(−1)n(k+1)hk
such that:
(1) dom(hk) = P({k, . . . , k + n + 1}) for each k = 0, . . . , n;
(2) ∂0hn = g and ∂
n+1h0 = f ; and
(3) ∂0hk = ∂
n+1hk+1 for each k = 0, . . . , n− 1.
Definition 1.32. Let f : P({0, . . . , n})→ C and g : P({n+1, . . . , 2n+
1}) → C be n-simplices; let p =
n∑
k=0
(−1)n(k+1)hk be an (n + 1)-path
from f to g.
(1) For each k = 0, . . . , n, the (n + 1)-simplex hk will be called the
k-th leg of the path.
(2) For each leg hk of the path, the face ∂
n+1hk is the origin face of
the leg, ∂0hk is the destination face of the leg, and the remaining faces
of the simplex hk are the wall faces.
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With this terminology, the conditions (2) and (3) of Definition 1.31
are saying that the destination face of the last leg in the path is the
simplex g, the origin face of the first leg is f , and that the destination
face of kth leg is the same as the origin face of the (k + 1)st leg.
Claim 1.33. Let p =
n∑
k=0
(−1)n(k+1)hk be a path from f to g. Then
∂p = g − f +
n∑
i=1
n∑
k=0
(−1)i+n(k+1)∂ihk.
That is, the boundary of the path is g − f plus a linear combination of
the wall faces of the path.
Proof. Using the definition of the boundary of a chain and changing
the order of summation, we have:
∂p = ∂
(
n∑
k=0
(−1)n(k+1)hk
)
=
n∑
k=0
n+1∑
i=0
(−1)i+n(k+1)∂ihk =
n+1∑
i=0
n∑
k=0
(−1)i+n(k+1)∂ihk
=
n∑
k=0
(−1)n(k+1)∂0hk+
n∑
i=1
n∑
k=0
(−1)i+n(k+1)∂ihk+
n∑
k=0
(−1)n+1+n(k+1)∂n+1hk.
It remains to show that
n∑
k=0
(−1)n(k+1)∂0hk +
n∑
k=0
(−1)n+1+n(k+1)∂n+1hk = g − f.
Indeed, the first sum can be rewritten as follows:
n∑
k=0
(−1)n(k+1)∂0hk
=
n−1∑
k=0
(−1)n(k+1)∂0hk + (−1)
n(n+1)∂0hn =
n−1∑
k=0
(−1)n(k+1)∂0hk + g.
Taking into account that (−1)n+1+n(k+1) = −(−1)nk, we rewrite the
second sum as
n∑
k=0
−(−1)nk∂n+1hk = −f−
n∑
k=1
(−1)nk∂n+1hk = −f−
n−1∑
k=0
(−1)n(k+1)∂n+1hk+1.
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Condition (3) in Definition 1.31 implies that
n−1∑
k=0
(−1)n(k+1)∂0hk =
n−1∑
k=0
(−1)n(k+1)∂n+1hk+1,
so the claim follows. ⊣
Here is the plan for the rest of the proof of Lemma 1.30. We start
with the n-pocket f−f ′ in AB whose support is s for an (n+1)-element
set s. Then given an arbitrary n-simplex g ∈ AB with domain t, we
build a path p from f to g in AB. This is done in Claim 1.34 below.
Next we use the walls of the path p and the the simplex f ′ to grad-
ually build path p′ in AB to some simplex g
′ such that the walls of p
are the same as the walls of p′. It will follow immediately from the
Claim 1.33 that
f − f ′ + ∂(p− p′) = g − g′,
since the walls of the paths will cancel.
Claim 1.34. If A is a non-trivial amenable family of functors, and
f : P([n]) → C and g : P({n + 1, . . . , 2n + 1}) are n-simplices in A,
then there is an (n + 1)-path from f to g.
Proof. For k = 0, . . . , n, let Uk = {k, . . . , k+ n+ 1}. We build (n+1)-
simplices hk : P(Uk) → C in AB by induction on k. For k = 0,
use strong 2-amalgamation to find an h0 ∈ AB extending both f and
g ↾ P({n + 1}). Given hk−1 in AB, we can use strong 2-amalgamation
again to build hk : P(Uk)→ C in AB such that ∂
n+1hk = ∂
0hk−1 and hk
extends g ↾ P({n+1, n+2, . . . , k+n+1}). Then p =
n∑
k=0
(−1)n(k+1)hk
is a path from f to g. ⊣
Now we construct a path from f ′ to some n-simplex g′ using the
walls of p. The walls of p are the following simplices:
{∂ihk | i = 1, . . . , n; k = 0, . . . , n}.
By induction on k = 0, . . . , n, we construct simplices h′k in AB such
that:
(1) ∂n+1h′0 = f
′;
(2) for i = 1, . . . , n and k = 0, . . . , n we have ∂ih′k = ∂
ihk;
(3) ∂0h′k = ∂
n+1h′k+1 for each k = 0, . . . , n− 1.
For k = 0, consider the (n− 1)-simplices (∂ih0)|{0}, for i = 1, . . . , n,
and the (n− 1)-simplex f ′|{0} (that is, we take the walls of the 0th leg
of the path and the starting face, which are all n-simplices, and localize
them at the corner {0}). Using (n + 1)-amalgamation, we can embed
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these into an n-simplex h′′0 in Af ′({0}). Then we apply de-localization
to h′′0 to get h
′
0 ∈ AB into which the wall faces and the starting face
are all embedded. Taking the face ∂0h′0, we now have the starting face
for the leg h′1, and so on, until we get to g
′. This completes the proof
of Lemma 1.30. The same argument works when g′ is chosen first.
⊣
Corollary 1.35. Let n ≥ 1. Suppose A is a non-trivial amenable fam-
ily that has (n+1)-CA. The group Hn(A;B) is generated by equivalence
classes n-shells with support [n + 1].
Proof. We know by Corollary 1.23 above that Hn(A;B) is generated by
the equivalence classes of n-shells. By Lemma 1.28, each equivalence
class containing an n-shell also contains an n-pocket. Each n-pocket
is equivalent to an n-pocket with support [n], via one or two applica-
tions of the prism lemma above. The conclusion now follows from the
converse clause of Lemma 1.28. ⊣
We have a shell version of the prism lemma as well.
Lemma 1.36 (Prism lemma, shell version). Let A be a non-trivial
amenable family of functors that satisfies (n + 1)-amalgamation for
some n ≥ 1. Suppose that an n-shell f :=
∑
0≤i≤n+1(−1)
ifi and an n-
fan g− :=
∑
i∈{0,...,kˆ,...,n+1}(−1)
igi are given, where fi, gi are n-simplices
over B, supp(f) = s with |s| = n+2, and supp(g−) = t = {t0, ..., tn+1},
where t0 < ... < tn+1 and s∩ t = ∅. Then there is an n-simplex gk over
B with support ∂kt := t\{tk} such that g := g
−+(−1)kgk is an n-shell
over B and f − g ∈ Bn(A;B).
Proof. Assume f and g− are given, as supposed. Now by Lemma 1.27,
there are an n-simplex f ′k with dom(f
′
k) = dom(fk) and an (n+1)-chain
(indeed a single (n+1)-simplex) c, such that f+(−1)k(f ′k−fk) = ∂c, i.e.
f is equivalent to an n-pocket (−1)k+1(f ′k−fk). Again by Lemma 1.27,
there are an (n + 1)-simplex d with dom(d) = P(t) and an n-simplex
g′k such that ∂d = g
− + (−1)kg′k. Hence
f − g− = (−1)k+1(f ′k − fk) + (−1)
kg′k + ∂(c− d).
Then by the prism lemma (Lemma 1.30), there is an n-simplex gk
such that (−1)k+1(f ′k − fk) + (−1)
kg′k is equivalent to (−1)
kgk up to a
boundary. Hence f is equivalent to g = g−+(−1)kgk up to a boundary.
Moreover, since g − g′ is a pocket, in particular a cycle, clearly g is an
n-shell. ⊣
The next theorem gives an even simpler standard form for elements
of Hn(A;B). Note that it is a strengthening of Corollary 1.35 above,
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which only says that Hn(A;B) is generated by shells with support
[n+ 1].
Theorem 1.37. If A is a non-trivial amenable family of functors with
(n+ 1)-CA for some n ≥ 1, then
Hn(A;B) = {[c] : c is an n-shell over B with support [n+ 1]} .
Proof. By Corollary 1.35, it suffices to show the following: if d and e
are any two n-shells in AB with support [n+ 1], then [d+ e] = [d
′] for
some n-shell d′ in AB with the same support.
First, pick any n-fan in AB
c = f0̂ − f1̂ + . . .+ (−1)
nfn̂
such that the domain of f̂i is P({0, . . . , î, . . . , n + 1}). Applying the
shell prism lemma to d and to e separately, we see that we can assume
(up to equivalence modulo Bn(A;B)) that d = c + (−1)
n+1g and e =
c+(−1)n+1h for some n-simplices g and h. By Lemma 1.27, we can pick
another n-simplex f
n̂+1 such that d0 := c+(−1)
n+1f
n̂+1 is in Bn(A;B).
Next, use Lemma 1.27 two more times to pick an n-simplices k0 and
k1 such that
d1 := k0 − f1̂ + f2̂ − . . .+ (−1)
n+1g
and
d2 := f0̂ − k1 + f2̂ − . . .+ (−1)
n+1h
are both in Bn(A;B), where the “. . .” is filled in with the appropriate
f̂i’s. Finally, let
d3 := −k0 + k1 − f2̂ + . . .+ (−1)
nf
n̂+1.
Then since d0, d1, and d2 are in Bn(A;B),
[d3] = [d0 + d1 + d2 + d3].
On the other hand, simply by canceling terms, we compute:
d0+d1+d2+d3 = 2f0̂−2f1̂+2f2̂−. . .+2(−1)
nfn̂+(−1)
n+1g+(−1)n+1h
= d+ e.
⊣
Now using Theorem 1.37 and Lemma 1.28, we get the following.
Corollary 1.38. If A is a non-trivial amenable family with (n+1)-CA
(for some n ≥ 1), then
Hn(A;B) = {[c] : c is an n-pocket in A over B with support [n]} .
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2. Homology groups in model theory
In this section, we define some amenable classes of functors that
arise in model theory. The properties of the classes of functors were
the motivation for Definition 1.3. Given either a complete rosy theory T
or a complete type p ∈ S(A) in a rosy theory, we will define both “type
homology groups” H tn(T ) (or H
t
n(p)) or the “set homology groups”
Hsetn (T ) (or H
set
n (p)). As we show below, these definitions will lead to
isomorphic homology groups.
For the remainder of this paper, we assume that T is a rosy the-
ory having elimination of hyperimaginaries. The reason for this is so
that we have a nice independence notion. Throughout, “independent”
or “nonforking” will mean independence with respect to thorn non-
forking. But the assumption is for convenience not for full generality.
For example if T is simple, then one may assume the independence is
usual nonforking in Cheq while replacing acl by bdd and so on. But
due to elimination of hyperimaginaries thorn forking is equivalent to
usual forking in simple T [2]. Moreover there are non-rosy examples
having suitable independence notions that fit in our amenable category
context [6].
2.1. Type homology. We will work with ∗-types – that is, types with
possibly infinite sets of variables – and to avoid some technical issues,
we will place an absolute bound on the cardinality of the variable sets
of the types we consider. Fix some infinite cardinal κ0 ≥ |T |. We
will assume that every ∗-type has no more than κ0 free variables. We
also fix a set V of variables such that |V| > κ0 and assume that all
variables in ∗-types come from the set V (which is a “master set of
variables.”) We work in a monster model C = Ceq which is saturated
in some cardinality greater than 2|V|. We let κ¯ = |C |. As we will see
in the next section, the precise values of κ0 and |V| will not affect the
homology groups.
Given a set A, strictly speaking we should write “a complete ∗-type
of A” instead of “the complete ∗-type of A” – there are different such
types corresponding to different choices of which set of variables to use,
and this distinction is crucial for our purposes.
If X is any subset of the variable set V, σ : X → V is any injective
function, and p(x) is any ∗-type such that x is contained in X , then
we let
σ∗p = {ϕ(σ(x)) : ϕ(x) ∈ p} .
Definition 2.1. If A is a small subset of the monster model, then TA
is the category such that
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(1) The objects of TA are are all the complete ∗-types in T over A,
including (for convenience) a single “empty type” p∅ with no
free variables;
(2) MorTA(p(x), q(y)) is the set of all injective maps σ : x→ y such
that σ∗(p) ⊆ q
Note that this definition gives a notion of two types p(x) and q(y) be-
ing “isomorphic:” namely, that q can be obtained from p by relabeling
variables.
Definition 2.2. If A is a small subset of the monster model, a closed
independent type-functor based on A is a functor f : X → TA such that:
(1) X is a downward-closed subset of P(s) for some finite s ⊆ ω.
(2) Suppose w ∈ X and u, v ⊆ w. Let xt be the variable set of
f(t) and (whenever r ⊆ t ⊆ s) let (f rt )∗ : pr(xr) → pt(xt)
be the image of the inclusion map under the functor f . Then
whenever a realizes the type f(w) and au, av, and au∩v denote
subtuples corresponding to the variable sets fuw(xu), f
v
w(xv), and
fu∩vw (xu∩v), then
au ⌣
A ∪ au∩v
av.
(3) For all non-empty u ∈ X and any a realizing f(u), we have
(using the notation above) a = acl
(
A ∪
⋃
i∈u a{i}
)
.
(The adjective “closed” in the definition refers to the fact that, by
(3), all the types f(u) are ∗-types of algebraically closed tuples.)
Let At(T ;A) denote all closed independent type-functors based on
A.
Remark 2.3. It follows from the definition above and the basic prop-
erties of nonforking that if f is a closed independent type-functor based
on A and u ∈ dom(f) is a set of size k, then f(u) is the type of the
algebraic closure of an B-independent set {a1, . . . , ak}, where B is some
realization of the type f ∅u(f(∅)) – namely, let ai be the subtuple of some
realization a of f(u) corresponding to the variables in f
{i}
u (x{i}).
Definition 2.4. If A = acl(A) is a small subset of the monster model
and p ∈ S(A), then a closed independent type-functor in p is a closed
independent type-functor f : X → TA based on A such that if X ⊆
P(s) and i ∈ s, then f({i}) is the complete ∗-type of acl(C ∪{b}) over
A, where C is some realization of f(∅) and b is some realization of a
nonforking extension of p to C.
Let At(p) denote all closed independent type-functors in p.
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Proposition 2.5. The sets At(T ;A) and At(p) are non-trivial amenable
families of functors.
Proof. The proofs are essentially the same for the two classes of func-
tors, and we point out the differences below. We will prove that these
classes are isomorphism invariant, closed under restrictions and unions
(see Remark 1.7), and closed under localization and de-localization.
Isomorphism invariance, closure under restrictions, and closure un-
der unions are simple to check directly from the definitions, and closure
under localizations just comes down to the fact that for any indepen-
dent set of elements A and any B ⊆ A, the set A \ B is independent
over B. For closure under de-localization, given the functors f and g
as in condition (3) of Definition 1.3, the idea behind constructing the
functor g0 is as follows: first, following Remark 2.3, suppose that |t| = k
and f(t) is the type of the B-independent set {a1, . . . , ak} where B is
a realization of f(∅) and, in the case of At(p), each ai realizes a non-
forking extension of p over B. Suppose that u ∪ v ∈ Z0 where u ∈ Z,
v ⊆ t, and |v| = ℓ. Then the type(
g∅u ◦ f
v
t
)
(f(v))
is the type of acl(C ∪ {b1, . . . , bℓ}) for some C and b1, . . . , bℓ such that
C is a realization of f(∅), the set {b1, . . . , bℓ} is C-independent, and,
in the case of At(p), each bi realizes a nonforking extension of p to C.
Now g(u) is the type of
acl(D ∪ {c1, . . . cm}),
where m = |u|, D realizes g(∅), the set {c1, . . . , cm} is D-independent,
and in the case of At(p), each ci realizes a nonforking extension of p
over D. We may assume that {b1, . . . , bℓ} ⊆ D, and we let g0(u∪ v) be
the type (over A) of the set
acl(C ∪ {b1, . . . , bℓ; c1, . . . , cm}).
Similarly, we can define the maps g0(ιx,y) by combining the images of
inclusions under f and under g: if x = u ∪ v and y = u′ ∪ v′, where
u ⊆ u′ ∈ Z and v ⊆ v′ ⊆ t, then we define g0(ιx,y) by combining the
maps f(ιv,v′) and g(ιu,u′). Again, it is clear that the resulting functor g0
is a closed independent type-functor since for any x ∈ dom(g0), g0(x)
is the type over A of the algebraic closure of some C-independent set.
Finally, strong 2-amalgamation for At(T ;A) and At(p) follows from
the existence of nonforking extensions.
⊣
Definition 2.6. If A is a small subset of C, then we write SnTA as an
abbreviation for Sn(A
t(T ;A); p∅) (the collection of closed n-simplices in
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At(T ;A) over the empty type p∅), BnTA and ZnTA for the boundary and
cycle groups, and H tn(T ;A) for the homology group Hn(A
t(T ;A); p∅).
If A = acl(A) and p ∈ S(A), then we use the abbreviation SnT (p)
for the collection of all closed n-simplices in At(T ;A) over p∅ of type
p, and similarly we use the abbreviations BnT (p), ZnT (p), and H
t
n(p).
2.2. Set homology.
Definition 2.7. Let A be a small subset of C. By CA we denote the
category of all subsets (not necessarily algebraically closed) of C of size
no more that κ0, where morphisms are partial elementary maps over
A (that is, fixing A pointwise).
Definition 2.8. A closed independent set-functor based on A is a func-
tor f : X → CA such that:
(1) X is a downward-closed subset of P(s) for some finite s ⊆ ω;
and f(∅) ⊇ A.
(2) If w ∈ X and u, v ⊆ w, and if fxy denotes the image under f of
the inclusion map x ⊆ y in P(s), then
fuw(u) ⌣
A ∪ fu∩vw (u ∩ v)
f vw(v).
(3) For all non-empty u ∈ X , we have f(u) = acl(A∪
⋃
i∈u f
{i}
u ({i})).
Let Aset(T ;A) denote all closed independent set-functors based on
A.
Definition 2.9. If A = acl(A) is a small subset of the monster model
and p ∈ S(A), then a closed independent set-functor in p is a closed
independent set-functor f : X → CA based on A such that if X ⊆ P(s)
and i ∈ s, then f({i}) is a set of the form acl(C ∪ {b}) where C =
f ∅{i}(f(∅)) ⊇ A and b realizes some nonforking extension of p to C.
Let Aset(p) denote all closed independent set-functors in p.
Just as in the previous subsection (and by an identical argument),
we have:
Proposition 2.10. The sets Aset(T ;A) and Aset(p) are non-trivial
amenable families of functors.
Definition 2.11. If A is a small subset of C, then we write “SnCA”
for Sn(A
set(T ;A);A) (the collection of closed n-simplices in Aset(T ;A)
over A), and similarly we write BnCA and ZnCA for the boundary and
cycle groups over A, and use the notation Hsetn (T ;A) for the homology
group Hn(A
set(T ;A);A).
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If A = acl(A) and p ∈ S(A), then we use similar abbreviations
SnC(p) := Sn(A
set(p);A), BnC(p), ZnC(p), and H
set
n (p) for the type p
versions of the groups over A above.
Proposition 2.12. (1) For any n and any A ∈ C, H tn(T ;A)
∼=
Hsetn (T ;A).
(2) For any n and any complete type p ∈ S(A), H tn(p)
∼= Hsetn (p).
Proof. The idea is that we can build a correspondence F : SCA → STA
which maps each set-simplex f to its “complete ∗-type” F (f). Note
that this will involve some non-canonical choices: namely, which vari-
ables to use for F (f), and in what order to enumerate the various sets
in f (since our variable set V is indexed and thus implicitly ordered).
We will write out a proof of part (1) of the proposition, and part (2)
can be proved similarly by relativizing to p.
Let S≤nCA and S≤nTA denote, respectively,
⋃
i≤n SiCA and
⋃
i≤n SiTA.
We will build a sequence of maps Fn : S≤nCA → S≤nTA whose union
will be F . Given such an Fn, let F n : C≤nCA → C≤nTA be its natural
extension to the class of all set-k-chains over A for k ≤ n.
Claim 2.13. There are maps Fn : S≤nCA → S≤nTA such that:
(1) Fn+1 is an extension of Fn;
(2) If f ∈ S≤nCA and dom(f) = P(s), then dom(Fn(f)) = P(s)
and [Fn(f)] (s) is a complete ∗-type of f(s) over A;
(3) For any k ≤ n, any f ∈ SkCA, and any i ≤ k, Fn(∂
if) =
∂i [Fn(f)]; and
(4) Fn is surjective, and in fact for every g ∈ SkTA (where 0 ≤
k ≤ n), there are more than 2|V| simplices f ∈ SkCA such that
Fn(f) = g.
Proof. We prove the claim by induction on n. The case where n = 0 is
simple: only conditions (2) and (4) are relevant, and note that we can
insure (4) because the monster model C is (2|V|)+-saturated and there
are at most 2|V| elements of S0TA. So suppose that n > 0 and we have
F0, . . . , Fn satisfying all these properties, and we want to build Fn+1.
We build Fn+1 as a union of a chain of partial maps from S≤n+1CA to
S≤n+1TA extending Fn (that is, functions whose domains are subsets of
S≤n+1CA).
Subclaim 2.14. Suppose that F : X → S≤n+1TA is a function on a set
X ⊆ S≤n+1CA of size at most (2
|V|)+ and that F satisfies (1) through
(3). Then for any simplex g ∈ Sn+1TA, there is an extension F0 of F
satisfying (1) through (3) such that | dom(F0)| ≤ (2
|V|)+ and:
(*) There are (2|V|)+ distinct f ∈ Sn+1CA such that F
′(f) = g.
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Proof. Let ∂g = g0− g1+ . . .+ (−1)
ngn (where gi = ∂
ig), and let P(s)
be the domain of g. By induction, each gi is the image under Fn of
(2|V|)+ different n-simplices in CA; let 〈f
j
i : j < (2
|V|)+〉 be a sequence
of distinct simplices such that for every j < (2|V|)+, Fn(f
j
i ) = gi. By
saturation of the monster model, for each j < (2|V|)+ we can pick an
(n + 1)-simplex fj ∈ CA with domain P(s) such that ∂fj = f
j
0 − f
j
1 +
. . .+ (−1)nf jn and tp(fj(s)) = g(s). Then the fj are all distinct, so we
can let F0 = F ∪ {(fj, g) : j < (2
|V|)+}. ⊣
Now by the subclaim, we can use transfinite induction to build a
partial map F ′ : S≤n+1CA → S≤n+1TA satisfying (1) through (4) (also
using the fact that there only (at most) 2|V| different simplices in Sn+1TA
and the fact that the union of a chain of partial maps from S≤n+1CA to
S≤n+1TA satisfying conditions (2) and (3) will still satisfy these condi-
tions).
Finally, we can extend F ′ to a function on all of S≤n+1CA by a second
transfinite induction, extending F ′ to each f : P(s)→ CA in CA one at
a time; to ensure that properties (2) and (3) hold, we just have to pick
Fn+1(f) to be some (n+1)-simplex with the same domain P(s) whose
n-faces are as specified by Fn and such that [Fn+1(f)] (s) is a complete
∗-type of f(s) over A.
⊣
Now let F =
⋃
n<ω Fn. By property (3) above, it follows that for any
chain c ∈ CCA, we have F (∂c) = ∂
[
F (c)
]
. Hence F maps ZnCA into
ZnTA and BnCA into BnTA, and so F induces group homomorphisms
ϕn : H
set
n (T ;A) → H
t
n(T ;A). Verifying that ϕn is injective amounts
to checking that whenever F (c) ∈ BnTA, the set-chain c is in BnCA,
but this is staightforward: if, say, F (c) = ∂c′, then we can pick a set-
simplex cˆ “realizing” c′ such that ∂cˆ = c. Finally, condition (4) implies
that ϕn is surjective, so H
set
n (T ;A)
∼= H tn(T ;A).
⊣
Remark 2.15. Since Proposition 2.12 is true for any choices of κ0, V,
and the monster model C as long as |T | ≤ κ0 < |V| and 2
|V| ≤ |C |, it
follows that our homology groups (with the restriction of the set A) do
not depend on the choices of κ0, |V|, or the monster model.
Without specifying a base set A, one could also define Cn(T ) to
be the direct sum
⊕
i<κ¯CnCAi where {Ai|i < κ¯} is the collection of
all small subsets of C, and similarly Zn(T ), Bn(T ), and Hn(T ) :=
Zn(T )/Bn(T ). Then the boundary operator ∂ sends n-chains to (n−1)-
chains componentwise. Hence it follows Hn(T ) =
⊕
i<κ¯Hn(T ;Ai).
This means the homology groups defined without specifying a base set
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depends on the choice of monster model, and so this approach would
not give invariants for the theory T .
2.3. An alternate definition of the set homology groups. In our
definition of the set homology groups Hsetn (T ;A) and H
set
n (p) (where
p ∈ S(A)), we have been implicitly assuming that the base set A is fixed
pointwise by all of the elementary maps in a set-simplex – this is built
into our definition of CA, which says that morphisms are elementary
maps over A. It turns out that we get an equivalent definition of
the homology groups if we allow the base set to be “moved” by the
images of the inclusion maps in a set-simplex, as we will show in this
subsection.
Definition 2.16. (1) A set-n-simplex weakly over A is a set-n-
simplex f : P(s)→ C over ∅ such that f(∅) = A.
(2) If p ∈ S(A), then a set-n-simplex f : P(s)→ C is weakly of type
p if it is a closed simplex, f(∅) = A, and for every i ∈ s,
f({i}) = acl
(
f ∅{i}(A) ∪ {ai}
)
for some ai such that tp(ai/f
∅
{i}(A)) is a conjugate of p.
Let C ′nCA be the collection of all set-n-simplices weakly over A. Note
that the boundary operator ∂ takes an n-simplex weakly over A to a
chain of (n − 1)-simplices weakly over A, and so we can define “weak
set homology groups over A,” which we denote H ′n(T ;A). Similarly, we
can define H ′n(p), the “weak set homology groups of p,” from chains of
set-simplices that are weakly of type p.
Proposition 2.17. (1) For any n and any A ∈ C, H ′n(T ;A)
∼=
Hsetn (T ;A).
(2) For any n and any complete type p ∈ S(A), H ′n(p)
∼= Hsetn (p).
Proof. As usual, the two parts have identical proofs, and we only prove
the second part.
We will identify S ′0CA as a big single complex as follows. Due to our
cardinality assumption, for each n < ω, there are κ¯-many 0-simplices
in S ′0CA having the common domain P({n}). Then we consider the
following domain set D0 = {∅} ∪ {{(n, i)}| n < ω, i < κ¯}. Now as
said we identify S ′0CA as a single functor F
′
0 from D0 to C such that
F ′0(∅) = A, and F
′
0({(n, i)}) = (f
′)ni ({n}) where (f
′)ni ∈ S
′
0CA is the
corresponding 0-simplex with ((f ′)ni )
∅
{n} = (F
′
0)
∅
{(n,i)}. Similarly we con-
sider S0CA as a functor F0 from D0 to CA such that F0(∅) = A, and
F0({(n, i)}) = f
n
i ({n}) ≡ (f
′)ni ({n}) where f
n
i ∈ S0CA is the corre-
sponding 0-simplex over A with (fni )
∅
{n} = (F0)
∅
{(n,i)}. Now F
′
0 and F0
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are naturally isomorphic by η0 with η0∅ =the identity map of A, and
suitable η0{(n,i)} sending (f
′)ni ({n}) to f
n
i ({n}).
Now for S ′1CA, note that for each pair (f
′)n0i0 , (f
′)n1i1 with n0 < n1,
there are κ¯-many 1-simplices f ′j in S
′
1CA having the common domain
P({n0, n1}) with ∂
0f ′j = (f
′)n1i1 and ∂
1f ′j = (f
′)n0i0 . Hence we now put
the domain set D1 = D0 ∪{{(n0, i0), (n1, i1), j}| n0 < n1 < ω; i0, i1, j <
κ¯}. Then we identify S ′1CA as a functor F
′
1 from D1 to C such that
F ′1 ↾ D0 = F
′
01, and F
′
1({(n0, i0), (n1, i1), j}) corresponds jth 1-simplex
having (f ′)n0i0 , (f
′)n1i1 as 0-faces. Similarly we try to identify S
′
1CA as
a functor F1 from D1 to CA, extending F0. But to make F
′
1 and F1
isomorphic, we need extra care when defining F1. For each j < κ¯
and a set a′j = f
′
j({n0, n1}) of corresponding 1-simplex f
′
j , assign an
embedding η1j = η
1
{(n0,i0),(n1,i1),j}
sending a′j to aj, extending the inverse
of (f ′j)
∅
{n0,n1}
. Then we define F1({(n0, i0), (n1, i1), j}) = a
′
j , and
(F1)
{(nk,ik)}
{(n0,i0),(n1,i1),j}
= η1j ◦ (f
′
j)
{nk}
{n0,n1}
◦ (η0{(nk ,ik)})
−1.
Now then clearly η1 with η1 ↾ D0 = η
0 is an isomorphism between F ′1
and F1.
By iterating this argument we can respectively identify S ′nCA and
SnCA, as functors F
′
n and Fn having the same domain Dn extending
D1. Moreover we can also construct an isomorphism η
n, extending η1,
between F ′n and Fn. Note that each x ∈ Dn − Dn−1 corresponds an
n-simplex f ′ ∈ S ′nC, and η
n
x corresponds an n-simplex over A f ∈ SnC.
This correspondence f ′ 7→ f induces a bijection from C ′nCA to CnCA,
mapping c′ 7→ c, which indeed is an isomorphism of the two groups.
Notice that by the construction, if an n-shell c′ is the boundary of
some (n + 1)-simplex f ′, then c is the boundary of f . In general,
it follows (∂d)′ = ∂d′ (*). Thus this correspondence also induces
an isomorphism between Z ′n(T ;A) and Zn(T ;A). Moreover it follows
from (*) that the correspondence sends B′n(T ;A) to Bn(T ;A): Let
c′ = ∂d′ ∈ B′n(T ;A). Then by (*), we have c = ∂d ∈ Bn(T ;A).
Conversely for c′ ∈ Z ′n(T ;A), assume c = ∂e ∈ Bn(T ;A). Now for e
′,
again by (*), ∂e′ = c′. Hence we have c′ ∈ B′n(T ;A). ⊣
3. Homology groups and model-theoretic amalgamation
properties: basic facts
From now on, we will usually drop the superscripts t and set from
H tn(p) and H
set
n (p), since these groups are isomorphic, and use “Hn(p)”
to refer to the isomorphism class of these two groups. In computing
the groups below, we generally use Hsetn (p) rather than H
t
n(p).
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First, we observe that H0 does not give any information, since it is
always isomorphic to Z, if ∂0(f) = 0 for any 0-simplex f ; or is trivial
if ∂0(f) is defined to be f(∅):
Lemma 3.1. (1) If ∂0(f) = 0, then for any complete type p over
an algebraically closed set A, H0(p) ∼= Z and for any small
subset A of C, H0(T ;A) ∼= Z.
(2) If ∂0(f) = f(∅), then both groups in (1) are trivial.
Proof. Both parts of the lemma can be proved by essentially the same
argument, so we only write out the proof for the group H0(p) in (1).
For the proof we will define an augmentation map ǫ as in topology.
Since we can add parameters to the language for A, we can assume
that A = ∅.
Define ǫ : C0C(p) → Z by ǫ(c) =
∑
i ni for a 0-chain c =
∑
i nifi
of type p. Then ǫ is a homomorphism such that ǫ(b) = 0 for any 0-
boundary b (since ǫ(∂f) = 0 for any 1-simplex f). Thus ǫ induces a
homomorphism ǫ∗ : H0(p)→ Z. Note that any 0-chain c is in Z0(p), so
clearly ǫ∗ is onto. We claim that ǫ∗ is one-to-one, i.e. ker ǫ∗ = B0(p).
Given a 0-chain c =
∑
i∈I nifi such that ǫ∗(c) =
∑
i∈I ni = 0, we shall
show c is a boundary. Pick some natural number m greater than every
ki where dom fi = P({ki}). Let ai = acl(ai) = fi({ki}). Then choose a
realizing p such that a |⌣{ai : i ∈ I}. Now let gi be a closed 1-simplex
of p such that dom gi = P({ki, m}), gi({ki}) = ai, and gi({m}) = a.
Then ∂gi = cm − fi, where cm is the 0-simplex such that cm(∅) = ∅
and cm({m}) = a. Then c + ∂(
∑
i nigi) =
∑
i nifi +
∑
i ni(cm − fi) =
(
∑
i ni)cm = 0. Hence c is a 0-boundary, and H0(p)
∼= Z.
⊣
For k > 0, the homology groups Hk(T ;A) and Hk(p) are related
to standard amalgamation properties. The n-amalgamation and n-
uniqueness properties for simple theories can be stated in terms of
shells, and the following is equivalent to the usual definition.
Definition 3.2. Assume T = T eq.
(1) If A is a small subset of C, then T has n-amalgamation property
over A if for every (n − 2)-shell c over A, there is an (n − 1)-
simplex f such that c = ∂f .
(2) The complete type p has n-amalgamation if every (n− 2)-shell
c of type p, there is an (n− 1)-simplex f such that c = ∂f .
(3) A theory T has n-uniqueness based on A if for every (n−2)-shell
c based on A and any two (n− 1)-simplices f and g such that
∂f = ∂g = c, f and g are isomorphic “over c:” that is, there
is an isomorphism ϕ : f → g such that ϕ induces the identity
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map between f(u) and g(u) whenever u ⊆ dom(f) has size less
than n − 1. Similarly, we can define what it means for a type
p ∈ S(A) to have n-uniqueness by considering shells of type p.
(4) A theory T has n-amalgamation if it has n-amalgamation over
every small subset A of C.
Remark 3.3. Intuitively, the n-amalgamation property says that we
can find a collection S of n independent points such that the algebraic
closure of each proper subset of S satisfies a certain specified type (and
these types must satisfy obvious coherence conditions). The mismatch
between the “n” in n-amalgamation and the dimension of the simplex
comes from the fact that there are n vertices in an (n−1)-simplex, and
it is the types of the vertices that we are trying to amalgamate.
Remark 3.4. If T is simple, then T automatically has n-amalgamation
for n = 1, 2, or 3: 1-amalgamation is vacuous, 2-amalgamation is equiv-
alent to the existence of nonforking extensions, and 3-amalgamation
is by the Independence Theorem [8]. If T is stable, then T has 2-
uniqueness by stationarity. As well-known, non-simple rosy theory can
not have 3-amalgamation but it may have n-amalgamation for all n ≥ 4
(e.g. the theory of dense linear ordering).
Definition 3.5. A theory T (or a complete type p) has n-complete
amalgamation (or “n-CA”) if it has k-amalgamation for every k ≤ n.
Now we can restate Corollary 1.37 above as:
Proposition 3.6. Assume T has n-CA based on A = acl(A) for n ≥ 2.
ThenHn−1(T ;A) = {[c]| c is an (n−1)−shell over A with support [n]}.
In particular, if any (n− 1)-shell is a boundary then so is any (n− 1)-
cycle.
Corollary 3.7. Suppose n ≥ 3. Assume T has n-CA based on A =
acl(A). Then Hn−2(p) = 0 for p ∈ S(A), and Hn−2(T ;A) = 0.
However, the converse of the above corollary is false in general: the
theory of the random tetrahedron-free hypergraph does not have 4-
amalgamation, but all of its homology groups are trivial (Example 6.1).
Corollary 3.8. If T is simple, then H1(T ;A) = 0 and H1(p) = 0 for
any complete type p in T .
This result is extended to any 1-type in an o-minimal theory in Ex-
ample 6.6 below.
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4. Computing H2(p) (the “Hurewicz theorem”)
We assume throughout this section that T is a stable theory and
that p is a strong type (without loss of generality, over the empty set).
We will prove that the type homology group H2(p) is isomorphic to a
certain automorphism group Γ2(p) defined below. This can be thought
of as an analogue of Hurewicz’s theorem in algebraic topology, which
says that for a path connected topological space X , the first homology
groupH1(X) is isomorphic to the abelianization of the homotopy group
π1(X). Just as there is a higher-dimensional version of Hurewicz’s the-
orem for Hn(X) under the hypothesis that X is (n − 1)-connected,
we hope that there is a higher-dimensional generalization of our result
under the hypothesis that the theory T has (n + 1)-complete amal-
gamation. In other words, maybe n-CA is analogous to a topological
connectedness property.
Throughout this section, “a” denotes the algebraic closure of an ele-
ment a, considered as a possibly infinite ordered tuple, but the choice
of ordering will not play any important role in what follows. Implicit in
the argument below is that if a ≡ a0, then there are orderings a, a0 of
their algebraic closures such that a ≡ a0. Moreover, Aut(A/B) denotes
the group of elementary maps from A onto A fixing B pointwise.
First, suppose that C = {ai : i ∈ s} is an independent set of real-
izations of the type p. Pick some a realizing p such that a |⌣C, and
let
a˜s := as ∩ dcl
(⋃
i∈s
a, as\{i}
)
.
Note that since T is stable, by stationarity, the set a˜s does not depend
on the particular choice of a.
Fix some integer n ≥ 2, and let {a0, . . . , an−1} be an independent set
of n+ 1 realizations of p. Recall our notation that [k] = {0, . . . , k}, so
that a˜[n−1] = a˜{0,...,n−1}. Let
Bn =
⋃
0≤i≤n−1
a{0,...,̂i,...,n−1}.
Finally, we let Γn(p) = Aut(a˜[n−1]/Bn).
Note that a˜[n−1] is a subset of acl(a0, . . . , an−1), so Γn(p) is a quotient
of the full automorphism group Aut(a[n−1]/Bn) (namely, the quotient
of the subgroup of all automorphisms fixing a˜[n−1] pointwise).
Now we can state the main result of this section:
Theorem 4.1. If T is stable, p is stationary, and (a, b) |= p(2), then
H2(p) ∼= Γ2(p).
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An immediate consequence of this theorem plus Corollary 3.7 above
is:
Corollary 4.2. If p is a strong type in a stable theory, then p has
3-uniqueness (or equivalently, p has 4-amalgamation) if and only if
H2(p) ∼= 0.
Question 4.3. If T is stable with (n+1)-complete amalgamation, then
is Hn(p) isomorphic to Γn(p)?
4.1. Preliminaries on definable groupoids. Here we review some
material from [3] and [4] on definable groupoids that we need for the
proof of Theorem 4.1. We also make a minor correction to a lemma
from [3] and set some notation that will be used later. Recall that we
assume T is stable.
We know from [3] that in a stable theory, failures of 3-uniqueness (or
equivalently, of 4-amalgamation) are linked with type-definable con-
nected groupoids which are not retractable. (See that paper for def-
initions of these terms.) It turns out that the groupoid G associated
to such a failure of 3-uniqueness can even be assumed to have abelian
“vertex groups” MorG(a, a) (this is proved in Section 2 of [4]).
Given an acl(∅)-definable connected groupoid G ′ such that the groups
G ′a := MorG′(a, a) are all finite and abelian, we can define canonical
isomorphisms between any two groups G ′a and G
′
b via conjugation by
some (any) h ∈ MorG′(a, b). Therefore we can quotient
⋃
a∈Ob(G′) G
′
a
by this system of commuting automorphisms to get a binding group
G′, and note that G′ can be thought of as a subset of acleq(∅). In fact,
even if the mentioned groupoid G is only type-definable (more precisely,
relatively definable due to the explanation after Claim 7.11), we can
still associate the binding group G with a subset of acl(∅): first find
a definable connected extension G ′ of G in which G is a full faithful
subcategory, then apply this argument to G ′. If h ∈ Ga, let [h]G′ be the
corresponding element of G (so identify G and G′).
Next we recall from [4] the definition of a “full symmetric witness
to the failure of 3-uniqueness.” For the present paper, we modify the
definition slightly so that a full symmetric witness is a tuple W con-
taining a formula θ witnessing the key property. (Later we will need
to keep track of this formula).
Definition 4.4. A full symmetric witness to non-3-uniqueness (over
the set A) is a tuple (a0, a1, a2, f01, f12, f02, θ(x, y, z)) such that a0, a1, a2
and f01, f12, f02 are finite tuples, θ(x, y, z) is a formula over A, and:
(1) fij ∈ aij;
(2) f01 /∈ dcl(a0a1);
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(3) a0a1f01 ≡A a1a2f12 ≡A a0a2f02;
(4) f01 is the unique realization of θ(x, f12, f02), the element f12
is the unique realization of θ(f01, y, f02), and f02 is the unique
realization of θ(f01, f12, z); and
(5) tp(f01/a0a1) is isolated by tp(f01/a0a1).
The following (proved in [4]) is the key technical point saying that
we have “enough” symmetric witnesses:
Proposition 4.5. If T does not have 3-uniqueness, then there is a set
A and a full symmetric witness to non-3-uniqueness over A.
In fact, if (a0, a1, a2) is the beginning of a Morley sequence and f is
any element of a01∩dcl(a02, a12) which is not in dcl(a0, a1), then there is
some full symmetric witness (a′0, a
′
1, a
′
2, f
′, g, h, θ) such that f ∈ dcl(f ′)
and ai ∈ dcl(a
′
i) ⊆ ai for i = 0, 1, 2.
The next lemma states a crucial point in the construction of type-
definable groupoids from witnesses to the failure of 3-uniqueness. This
was not isolated as a lemma in [3], though the idea was there.
Lemma 4.6. If (a0, a1, a2, f01, f12, f02, θ(x, y, z)) is a full symmetric
witness, and if f ≡a0a1 f01 and g ≡a1a2 f12, then
(f, g, a0, a1, a2) ≡ (f01, f12, a0, a1, a2).
Proof. By clause (5) in the definition of a full symmetric witness,
(f, a0, a1) ≡ (f01, a0, a1) and (g, a1, a2) ≡ (f12, a1, a2). It follows (by
the stationarity of types over a1) that
(f, g, a0, a1, a2) ≡ (f01, g, a0, a1, a2)
and
(f01, g, a0, a1, a2) ≡ (f01, f12, a0, a1, a2),
and the lemma follows. ⊣
Given any full symmetric witness to the failure of 3-uniqueness, we
can construct from it a connected, type-definable groupoid:
Proposition 4.7. Let W = (a0, a1, a2, f, g, h, θ(x, y, z)) be a full sym-
metric witness (over ∅). Then from W we can construct a connected
groupoid GW which is type definable over acl(∅) and has the following
properties:
(1) The objects of GW are the realizations of the type p = stp(a1).
(2) Let
SWa0,a1 := {f
′ : f ′ ≡a0,a1 f},
There is a bijection f 7→ [f ]a0,a1GW from SWa0,a1 ontoMorGW (a0, a1)
which is definable over (a0, a1).
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(3) If f0, f1 ∈ MorG(a0, a1), then f0 ≡a0,a1 f1.
(4) The “vertex groups” MorGW (a, a) are finite and abelian.
Proof. We build GW using a slight modification of the construction
described in subsection 2.2 of [3]. The problem with the construction
in that paper is that Remark 2.8 there is incorrect as stated: in general,
just because (a, b, f) ≡ (a0, a1, f01) ≡ (b, c, g), it does not follow that
(a, b, c, f, g) ≡ (a0, a1, a2, f01, f12) (if the tuples ai are not algebraically
closed, f01 may contain elements of acl(a0)\dcl(a0), and this could cause
tp(a, f, g) to differ from tp(a0, f01, f12)). However, Lemma 4.6 and the
fact that we are using a full symmetric witness eliminates this problem.
In particular, if (a, b, f) ≡ (a0, a1, f01) ≡ (b, c, g), then there is a unique
element “g ◦f” such that |= θ(f, g, g ◦f) and (a, c, g ◦f) ≡ (a0, a2, f02).
From here, everything else in the construction of the type-definable
groupoid G = GW in [3] works. Property (1) of the proposition follows
directly from the construction, and property (2) is just like Lemma 2.14
of [3]. Because of the definable bijection in (2), any two morphisms in
MorG(a0, a1) have the same type, yielding (3). Finally, property (4) is
Corollary 2.7 of [4].
⊣
Next, here is a more detailed version Proposition 2.15 from [4], which
we will use later.
Proposition 4.8. Suppose that (a0, a1, a2, f01, f12, f02, θ) is a full sym-
metric witness, and G is the associated type-definable groupoid as in
Proposition 4.7. If SW is the set {f ′ : tp(f ′/a0, a1) = tp(f01/a0, a1)},
then there is a group isomorphism
ψ0G : MorG(a1, a1)→ Aut(SW/a0, a1)
defined by the rule: if g ∈ MorG(a1, a1), then ψ
0
G(g) is the unique
element σ ∈ Aut(SW/a0, a1) which induces the same left action on
MorG(a0, a1) as left composition by g.
Furthermore, the inclusion map Aut(SW/a0, a1)→ Aut(SW/a0, a1)
is surjective, so we actually have an isomorphism
ψG : MorG(a1, a1)→ Aut(SW/a0, a1).
Proof. The “Furthermore ...” clause was not in Proposition 2.15 of [4],
but it follows from the fact that the witness is fully symmetric: if f ′
is any element of SW , then clause (5) of the definition of a symmetric
witness implies that tp(f ′/a0, a1) = tp(f01/a0, a1), and so there is an
element σ ∈ Aut(SW/a0, a1) such that σ(f01) = f
′. This means that
there are at least |MorG(a1, a0)| different elements in Aut(SW/a0, a1);
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but, by the first part of the proposition, there are only |MorG(a1, a0)|
elements in Aut(SW/a0, a1). Since this is a finite set, the injective
inclusion map Aut(SW/a0, a1)→ Aut(SW/a0, a1) is surjective.
⊣
4.2. Proof of Theorem 4.1. We assume throughout the proof that
p ∈ S(∅) and acl(∅) = dcl(∅) (since we can add constants for the pa-
rameters of p if necessary). It follows directly from the definitions that
if p = tp(a) and p′ = tp(a′) where a and a′ are interalgebraic, then
Hn(p) = Hn(p
′). Therefore, by Proposition 4.5 above, we may assume
that there are some (a0, a1, a2) realizing p
(3) and a full symmetric wit-
ness (a0, a1, a2, f01, f12, f02, θ(x, y, z)) to this failure. We pick one such
witness which we fix throughout the proof. Note that we assume the
fij’s to be finite tuples, and also that there may be more than one such
witness (which is the interesting case). We assume that there is at least
one such witness, since otherwise H2(p) and Γ2(p) are both trivial.
As already observed in [4], the symmetric witnesses in the type p form
a directed system. To make this more precise, pick some (a0, a1, a2)
realizing p(3) (which we fix for the remainder of the subsection). Now
we build a directed system of full symmetric witnesses as follows:
Claim 4.9. There is a directed partially ordered set 〈I,≤〉 and and
I-indexed collection of symmetric witnesses 〈Wi : i ∈ I〉 such that for
any i and j in I:
(1) Wi = (a
i
0, a
i
1, a
i
2, f
i
01, f
i
12, f
i
02, θ
∗
i (xi, yi, zi)) is a full symmetric
witness to failure of 3-uniqueness;
(2) ai0, a
i
1 ∈ dcl(f
i
01);
(3) if i ≤ j, then f i01 ∈ dcl(f
j
01), a
i
0 ∈ dcl(a
j
0) ⊆ a0, and a
i
0a
j
0 ≡
ai1a
j
1 ≡ a
i
2a
j
2;
and satisfying the maximality conditions
a˜{0,1} = dcl
(⋃
i∈I
f i01
)
and
a0 = dcl
(⋃
i∈I
ai0
)
.
Proof. We will build the partial ordering 〈I,≤〉 as the union of a count-
able chain of partial orderings I0 ⊆ I1 ⊆ . . . such that for any i, j ∈ In
there is a k ∈ In+1 such that i ≤ k and j ≤ k. Then the partial
ordering I =
⋃
n∈ω In will be directed.
First, let
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W 0i = 〈a
i
0, a
i
1, a
i
2, f
i
01, f
i
12, f
i
02, θ
∗
i (xi, yi, zi) : i ∈ I0〉
be any collection of full symmetric witnesses large enough to satisfy
the two maximality conditions in the statement of the Claim, where I0
is a trivial partial ordering in which no two distinct elements are compa-
rable. For the induction step, suppose that we have the partial ordering
In (for some n ∈ ω) and full symmetric witnesses (a
i
0, . . . , θ
∗
i (xi, yi, zi))
for each i ∈ In. First, we can build a partial ordering In+1 by adding
one new point immediately above every pair of points in In and such
that any two new points in In+1\In are incomparable. Then by Propo-
sition 4.5, there are corresponding full symmetric witnesses (ai0, . . . , θ
∗
i )
for each i ∈ In+1 \ In such that if j and k are less than or equal to i,
then f j01, f
k
01 ∈ dcl(f
i
01) and a
j
0, a
k
0 ∈ dcl(a
i
0). Similarly, we can ensure
condition (2) (that ai0, a
i
1 ∈ dcl(f
i
01)) for the new symmetric witnesses.
⊣
Let pi = stp(a
i
0) and G
∗
i be the type-definable groupoid constructed
from the full symmetric witness Wi as in Proposition 4.7 above. So
Ob(Gi) = pi(C) and the groups MorG∗i (a
i
0, a
i
0) are finite and abelian,
and we have the corresponding finite abelian groups G∗i . As explained
above, can (and will) assume that the groups G∗i are subsets of acl(∅).
For any i ∈ I, let SWi be the set of all realizations of tp(f
i
01/a
i
0, a
i
1)
(which is a finite set). If (a, b) |= p
(2)
i , let SW (a, b) be the image of
SWi under an automorphism of C that maps (a
i
0, a
i
1) to (a, b). Recall
from Proposition 4.7 that we have a definable map f 7→ [f ]a,bGi from
SW (a, b) onto MorGi(a, b), from which we can define an inverse map
g 7→ 〈g〉a,bGi from MorGi(a, b) to SW (a, b). For convenience, we will write
these maps as “[·]a,bi ” and “〈·〉
a,b
i ,” or even just “[·]i” and “〈·〉i” when
(a, b) is clear from context.
Lemma 4.10. There are systems of relatively ∅-definable functions
〈πj,i : i ≤ j, j ∈ I〉 and 〈τj,i : i ≤ j, j ∈ I〉 (that is, they are the
intersection of an ∅-definable relation with the product of their domain
and range) such that whenever i ≤ j,
(1) τj,i : pj(C)→ pi(C),
(2) πj,i :
⋃
(a,b)|=p
(2)
j
SW (a, b)→ SW (τj,i(a), τj,i(b)),
(3) τj,i(a
j
0) = a
i
0,
(4) τj,i(a
j
1) = a
i
1,
(5) πj,i maps SWj onto SWi, and
(6) πj,i(f
j
01) = f
i
01,
and whenever i ≤ j ≤ k,
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(7) τj,i ◦ τk,j = τk,i and
(8) πj,i ◦ πk,j = πk,i.
Proof. First, the maps τj,i can be constructed satisfying (1), (3), and (4)
using the facts that ai0 ∈ dcl(a
j
0), a
i
0 ∈ dcl(a
j
1), and a
i
0a
j
0 ≡ a
i
1a
j
1 (from
clause (3) of Claim 4.9). Now if i ≤ j ≤ k, since τk,i(x) = τj,i ◦ τk,j(x)
is true for x = ak, this holds for every x in the domain of τk,i (because
the domain is a complete type), and so (7) holds.
If i ≤ j, then since f i01 ∈ dcl(f
j
01), we can pick a relatively definable
map πj,i such that πj,i(f
j
01) = f
i
01. As before, if i ≤ j ≤ k, since
πk,i(x) = πj,i ◦πk,j(x) holds for x = f
k
01, it holds for any x in any of the
sets SW (a, b) for (a, b) |= p(2), so (8) holds.
⊣
Ideally, we would like the functions πj,i and τj,i of Lemma 4.10 to
induce a commuting system of functors Fj,i : G
∗
j → G
∗
i , which we could
use to construct and inverse limit G of 〈G∗i : i ∈ I〉. This is essentially
what we do, and we will then show that the group MorG(a0, a0) is
isomorphic to both H2(p) and Γ2(p). However, first we need to modify
the formulas θ∗i slightly for this to be true.
The key to making all of this work is the following technical lemma.
Lemma 4.11. There is a family of formulas 〈θi(xi, yi, zi) : i ∈ I〉 such
that
(1) Wi is still a full symmetric witness with θ
∗
i (xi, yi, zi) replaced by
θi(xi, yi, zi) and f
i
02 replaced by another element of SW (a
i
0, a
i
2),
and
(2) whenever i ≤ j, f ∈ SW (aj0, a
j
1), g ∈ SW (a
j
1, a
j
2), and h ∈
SW (aj0, a
j
2), then
|= θj(f, g, h)→ θi(πj,i(f), πj,i(g), πj,i(h)).
Proof. Recall from above that (a0, a1, a2) realizes p
(3). We use Zorn’s
Lemma to find a maximal subset J ⊆ I and formulas θj(xj , yj, zj) for
each j ∈ J satisfying the following properties:
(3) For every j ∈ J , there are elements fj , gj, and hj such that
(aj0, a
j
1, a
j
2, fj , gj, hj, θj(xj , yj, zj)) is a full symmetric witness; and
(4) If j1, . . . , jn ∈ J and (a
js
0 , a
js
1 , a
js
2 , fjs, gjs, hjs, θjs) is a full sym-
metric witness for s = 1, . . . , n, and if fj1 . . . fjn ≡ gj1 . . . gjn,
then fj1 . . . fjn ≡ hj1 . . . hjn.
Claim 4.12. J = I.
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Proof. Suppose towards a contradiction that there is some k ∈ I \ J .
Let FJ = 〈f
α〉 be a (possibly infinite) tuple listing every element of⋃
j∈J SW (a
j
0, a
j
1), and let a
J
i (for i ∈ {0, 1, 2}) be a tuple listing {a
j
i :
j ∈ J}, ordered the same way as FJ . Pick fk ∈ SW (a
k
0, a
k
1), and
then pick GJ = 〈g
α〉 and gk such that FJfka
J
0a
J
1 ≡ GJgka
J
1a
J
2 . Note
that gα ∈ SW (aj1, a
j
2). Next pick a tuple HJ = 〈h
α〉 such that if
fα ∈ SW (aj0, a
j
1), then |= θj(f
α, gα, hα). The element hj is well-defined
because if it happens that fα is also in SW (aj
′
0 , a
j′
1 ) for some j
′ 6= j,
and if we let h′ be the unique element such that |= θj′(f
α, gα, h′), then
by property (4), the fact that fαfα ≡ gαgα implies that fαfα ≡ hαh′,
and so h′ = hα.
By the assumption (4) on the set J , FJ ≡ HJ . Finally, pick an
element hk such that FJfk ≡ HJhk. By Corollary 2.14 of [4], there
is a formula θk such that (a
k
0, a
k
1, a
k
2, fk, gk, hk, θk) is a full symmetric
witness.
We claim that J ∪ {k} with θk satisfies condition (4) above, contra-
dicting the maximality condition on the set J . Indeed, suppose that
j1, . . . , jn ∈ J , and the tuples
(ajs0 , a
js
1 , a
js
2 , fjs, gjs, hjs, θjs)
(for s = 1, . . . , n) and
(ak0, a
k
1, a
k
2, f
′
k, g
′
k, h
′
k, θk)
are full symmetric witnesses, and that fj1 . . . fjnf
′
k ≡ gj1 . . . gjng
′
k. By
the stationarity of tp(f ′k/a
1) and tp(g′k/a
1), there is a σ ∈ Aut(C /a0, a1, a2)
such that σ(f ′k) = fk and σ(g
′
k) = gk for the fk and gk from the previous
paragraph. By the same argument and using the fact that FJ ≡ GJ ,
we can also assume that if σ((fj1 , . . . , fjn)) = (f
α1 , . . . , fαn), then
σ((gj1, . . . , gjn) = (g
α1, . . . , gαn) (that is, the two tuples (fj1 , . . . , fjn)
and (gj1, . . . , gjn) map to corresponding subtuples of FJ and GJ). It
follows that σ(h′k) = hk and σ(hjs) = h
αs for each s between 1 and
n. By our construction, fα1 . . . fαnfk ≡ h
α1 . . . hαnhk, and so by taking
preimages under σ, we get that fj1 . . . fjnf
′
k ≡ hj1 . . . hjnh
′
k. ⊣
Finally, we check that condition (2) of the lemma holds for our new
formulas θi. Suppose that i ≤ j, f ∈ SW (a
j
0, a
j
1), g ∈ SW (a
j
1, a
j
2),
h ∈ SW (aj0, a
j
2), and |= θj(f, g, h). Let f0 = πj,i(f), and pick g0 such
that ff0 ≡ gg0. Then g0 = πj,i(g). Finally, let h0 be the unique element
such that |= θi(f0, g0, h0). By condition (4) above, hh0 ≡ ff0, and so
h0 = πj,i(h). Thus |= θi(πj,i(f), πj,i(g), πj,i(h)) as desired.
⊣
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For each i ∈ I, let Gi be the type-definable groupoid obtained
from the symmetric witness Wi with the modified formula θi from
Lemma 4.11. Once again, the groups MorGi(a, a) are finite and abelian
for any a ∈ Ob(Gi), so we have the corresponding finite abelian groups
Gi which we consider as subsets of acl(∅).
Lemma 4.13. If i ≤ j ∈ I, (a, b, c) |= p(3)j , f ∈ MorGj(a, b), and
g ∈ MorGj(b, c), then
[πj,i(〈g ◦ f〉j)]i = [πj,i(〈g〉j)]i ◦ [πj,i(〈f〉j)]i
(where ◦ denotes composition in the groupoids Gj and Gi).
Proof. By Proposition 2.12 of [4], θj defines groupoid composition be-
tween generic triples of objects in Gj , so
|= θj(〈f〉j, 〈g〉j, 〈g ◦ f〉j).
So by Lemma 4.11,
|= θi(πj,i(〈f〉j), πj,i(〈g〉j), πj,i(〈g ◦ f〉j)).
By Proposition 2.12 again, the Lemma follows. ⊣
If i ≤ j ∈ I and (a, b) |= p
(2)
j , then because SW (τj,i(a), τj,i(b)) ⊆
dcl(SW (a, b)), we have a canonical surjective group map
ρa,bj,i : Aut(SW (a, b)/a, b)→ Aut(SW (τj,i(a), τj,i(b))/a, b),
and these maps satisfy the coherence condition that ρa,bk,i = ρ
a,b
j,i ◦ ρ
a,b
k,j
whenever i ≤ j ≤ k. We will write “ρj,i” for ρ
a,b
j,i if (a, b) is clear from
context.
For every i ∈ I, we also have a group isomorphism ψi : MorGi(a
i
1, a
i
1)→
Aut(SWi/a0, a1) as in Proposition 4.8 above.
The following is similar to Claim 2.17 of [4], except that here we
have expanded this to a system of groupoid maps.
Lemma 4.14. For every i ≤ j ∈ I, we define a map χj,i : Gj → Gi by
the rules:
(1) if a ∈ Ob(Gj), then χj,i(a) = τj,i(a); and
(2) if f ∈ MorGj (a, b), c |= pj |(a, b), and f = g ◦ h for some g ∈
MorGj (c, b) and h ∈ MorGj (a, c), then
χj,i(f) = [πj,i(〈h〉j)]i ◦ [πj,i(〈g〉j)]i .
Then the maps χj,i satisfy:
(3) χj,i is a well-defined functor;
(4) χj,i is full: every morphism in Mor(Gi) is in the image of χj,i;
(5) χj,i is type-definable over acl(∅);
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(6) if (a, b) |= p
(2)
j and f ∈ MorGj (a, b), then the formula for χj,i(f)
simplifies to
χj,i(f) = [πj,i(〈f〉j)]i ;
(7) χk,i = χj,i ◦ χk,j whenever i ≤ j ≤ k; and
(8) for any i ≤ j, the following diagram commutes:
MorGj(a
j
1, a
j
1)
χj,i
−−−→ MorGi(a
i
1, a
i
1)yψj yψi
Aut(SWj/a0, a1)
ρj,i
−−−→ Aut(SWi/a0, a1)
Proof. Suppose that f ∈ MorGj (a, b). To check that χj,i(f) is well-
defined (and does not depend on the choices of c, g, and h), first note
that given c |= pj |(a, b) and morphisms g, h as in (2), the morphism h is
uniquely determined from f and g, and for any other g′ ∈ MorGj(c, b),
tp(f, g/a, b, c) = tp(f, g′/a, b, c) (by Lemma 4.6). So the choices of f
and g do not matter once we have picked c, and the choice of c does
not matter by the stationarity of pj.
To show that χj,i is a functor, suppose that a, b, and c realize pj,
f ∈ MorGj (a, b), and g ∈ MorGj(b, c). To compute the images of f and
g, we pick (d, e) |= p
(2)
j |(a, b, c) and f0 ∈ MorGj (a, d), f1 ∈ MorGj (d, b),
g0 ∈ MorGj(b, e), and g1 ∈ MorGj (e, c) such that f = f1 ◦ f0 and g =
g1 ◦ g0. Then by the definition given in (2) of the Lemma,
χj,i(f) = [πj,i(〈g1 ◦ g0 ◦ f1〉j)]i ◦ [πj,i(〈f0〉j)]i .
By Lemma 4.13 twice, this equals
[πj,i(〈g1〉j)]i ◦ [πj,i(〈g0〉j)]i ◦ [πj,i(〈f1〉j)]i ◦ [πj,i(〈f0〉j)]i .
But the composition of the first two terms above equals χj,i(g) and
the composition of the third and fourth terms equals χj,i(f), so χj,i(g ◦
f) = χj,i(g) ◦ χj,i(f).
Suppose that a, b ∈ Ob(Gi) and f ∈ MorGi(a, b). Pick some c |=
pi|(a, b), and pick g ∈ MorGi(c, b) and h ∈ MorGi(a, c) such that f =
g ◦ h. Since
(〈g〉i, c, b) ≡ (f
i
01, a
i
0, a
i
1) ≡ (〈h〉i, a, c),
we can find elements g′ and h′ such that πj,i(g
′) = 〈g〉i and πj,i(h
′) =
〈h〉i. Let f
∗ = [g′]j ◦ [h
′]j . Unwinding the definitions, we see that
χj,i(f
∗) = [πj,i(g
′)]
i
◦ [πj,i(h
′)]
i
= [〈g〉i]i ◦ [〈h〉i]i = g ◦ h = f.
This establishes that the functor χj,i is full.
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The fact that χj,i is type-definable is simply by the definability of
types in stable theories, and in fact the action of χj,i on the objects
and morphisms of Gj is given by the intersection of a definable set with
the type-definable sets Ob(Gj) and Mor(Gj).
The formula (6) follows directly from the definition of χj,i(f) in (2)
and Lemma 4.13.
Next we prove (7). Suppose that i ≤ j ≤ k. If a ∈ Ob(Gk), then
χj,i ◦ χk,j(a) = τj,i(τk,j(a)) = τk,i(a) = χk,i(a). If a, b, c ∈ Ob(Gk) and
f = g ◦ h are in (2) of the Lemma (with j replaced by k), then by the
definition of the χ maps,
χj,i ◦ χk,j(f) = χj,i
(
[πk,j(〈h〉k)]j ◦ [πk,j(〈g〉k)]j
)
=
[
πj,i
(
〈[πk,j(〈h〉k)]j〉j
)]
i
◦
[
πj,i
(
〈[πk,j(〈g〉k)]j〉j
)]
i
= [πj,i (πk,j(〈h〉k))]i ◦ [πj,i (πk,j(〈g〉k))]i
= [πk,i(〈h〉k)]i ◦ [πk,i(〈g〉k)]i = χk,i(f).
Finally, we check (8). Suppose i ≤ j and f ∈ MorGj(a
j
1, a
j
1). To show
that ψi(χj,i(f)) = ρj,i(ψj(f)), we pick some arbitrary k0 ∈ MorGi(a
i
0, a
i
1)
and show that
(9) [ψi(χj,i(f))] (k0) = [ρj,i(ψj(f))] (k0).
On the one hand, by definition of ψi,
[ψi(χj,i(f))] (k0) = χj,i(f) ◦ k0.
To compute the right-hand side of equation 9, pick some k ∈ MorGj(a
j
0, a
j
1)
such that [πj,i(〈k〉j)]i = k0. Then
[ψj(f)] (k) = f ◦ k,
and ρj,i(ψj(f)) must move k0 = [πj,i(〈k〉j)]i to the element which is
defined from [ψj(f)] (k) in the same way that k0 is defined from k, so
[ρj,i(ψj(f))] (k0) = [πj,i(〈f ◦ k〉j)]i .
By (6) and the functoriality of χj,i,
[ρj,i(ψj(f))] (k0) = χj,i(f ◦ k) = χj,i(f) ◦ χj,i(k) = χj,i(f) ◦ [πj,i(〈k〉j)]i
= χj,i(f) ◦ k0.
So both sides of equation 9 equal χj,i(f) ◦ k0, and we are done. ⊣
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Finally, we define maps on the p-simplices and homology groups.
Throughout, we will work with the set homology group (and set-
simplices, et cetera) for convenience.
First, for every i ∈ I, we pick an arbitrary “selection function”
α0i : S0C(p) → pi(C) such that α
0
i (a) ∈ dcl(a). (This is a technical
point, but the 0-simplices in S0C(p) are algebraic closures of realizations
of pi, and there might be no canonical way to get a realization of pi
from a 0-simplex. Thus we need the choice functions α0i .)
Next, we pick selection functions αi : S1C(p) → Mor(Gi) (for every
i ∈ I) as follows. Suppose that dom(f) = P({n0, n1}) for n0 < n1,
and for x ∈ {n0, n1}, let “fx” stand for f
{x}
{n0,n1}
(α0i (f ↾ P({x})))
(remembering that things in the image of α0i are realizations of pi,
which are also objects in Ob(Gi)). Then we pick αi(f) such that
αi(f) ∈ MorGi(fn0, fn1). Just as in the proof of Lemma 4.10, we can use
an inductive argument to ensure that if i ≤ j then χj,i(αj(f)) = αi(f).
Finally, want to extend αi to a selection function ǫi : S2C(p) → Gi.
To ease notation here and in what follows, we set the following notation:
Notation 4.15. Whenever f ∈ SnC(p), dom(f) = P(s), and k ∈ s,
let
f ik,s := f
{k}
s
(
α0i (f ↾ P({k}))
)
,
and note that f ik,s is a realization of pi, that is, an object in Gi. Similarly,
if {k, ℓ} ⊆ s and k < ℓ, let
f i{k,ℓ},s := f
{k,ℓ}
s (αi(f ↾ P({k, ℓ}))) ,
which is a morphism in MorGi(f
i
k,s, f
i
ℓ,s).
Definition 4.16. We define ǫi : S2C(p)→ Gi by the rule: if dom(f) =
P(s), where s = {n0, n1, n2} and n0 < n1 < n2, then we define ǫi(f) as
ǫi(f) :=
[(
f i{n0,n2},s
)−1
◦ f i{n1,n2},s ◦ f
i
{n0,n1},s
]
Gi
.
(Recall that if f ∈ MorGi(a, a), then “[f ]Gi” denotes the corresponding
element of the group Gi.)
These functions ǫi can be extended linearly from S2C(p) to the col-
lection of all 2-chains C2(p), and by abuse of notation we also call this
new function ǫi.
The next lemma is a technical point that will be useful for later
computations.
Lemma 4.17. If i ∈ I and f ∈ Sn(p) for any n ≥ 3, dom(g) = P(t),
and {a, b, c} ⊆ s ⊆ t with a < b < c, then
ǫi(f ↾ P({a, b, c})) =
[
(f i{a,c},s)
−1 ◦ f i{b,c},s ◦ f
i
{a,b},s
]
Gi
.
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Proof. Remember that we identify the elements of Gi with elements of
acl(∅). Because the transition map f
{a,b,c}
s fixes acl(∅) pointwise,
f {a,b,c}s (ǫi(f ↾ {a, b, c})) = ǫi(f ↾ {a, b, c}).
Therefore the left-hand side of the equation above equals f
{a,b,c}
s (ǫi(f ↾
{a, b, c})), which is the equivalence class (in Gi) of[
f {a,b,c}s ◦ f
{a,c}
{a,b,c}(αi(f ↾ P({a, c})))
]−1
◦[
f {a,b,c}s ◦ f
{b,c}
{a,b,c}(αi(f ↾ P({b, c})))
]
◦
[
f {a,b,c}s ◦ f
{a,b}
{a,b,c}(αi(f ↾ P({a, b})))
]
=
[
f {a,c}s (αi(f ↾ P({a, c})))
]−1
◦[
f {b,c}s (αi(f ↾ P({b, c})))
]
◦
[
f {a,b}s (αi(f ↾ P({a, b})))
]
,
as desired.
⊣
Lemma 4.18. If c ∈ Bset2 (p), then for any i ∈ I, ǫi(c) = 0.
Proof. By linearity, it suffices to check that ǫi(∂(g)) = 0 for any g ∈
Sset3 (p). For simplicity of notation, we assume that dom(g) = P(s)
where s = {0, 1, 2, 3}. To further simplify, we write “gi,j” for g
i
{i,j},s.
If 0 ≤ j < k < ℓ ≤ 3, by Lemma 4.17,
ǫi(g ↾ {j, k, ℓ}) =
[
g−1j,ℓ ◦ gk,ℓ ◦ gj,k
]
Gi
.
Therefore ǫi(∂(g)) equals[
g−11,3 ◦ g2,3 ◦ g1,2
]
Gi
−
[
g−10,3 ◦ g2,3 ◦ g0,2
]
Gi
+
[
g−10,3 ◦ g1,3 ◦ g0,1
]
Gi
−
[
g−10,2 ◦ g1,2 ◦ g0,1
]
Gi
=
[
g−10,1 ◦ g
−1
1,3 ◦ g2,3 ◦ g1,2 ◦ g0,1
]
Gi
−
[
g−10,3 ◦ g2,3 ◦ g0,2
]
Gi
+
[
g−10,3 ◦ g1,3 ◦ g0,1
]
Gi
−
[
g−10,2 ◦ g1,2 ◦ g0,1
]
Gi
= −
[
g−10,2 ◦ g1,2 ◦ g0,1
]
Gi
−
[
g−10,3 ◦ g2,3 ◦ g0,2
]
Gi
+
[
g−10,3 ◦ g1,3 ◦ g0,1
]
Gi
+
[
g−10,1 ◦ g
−1
1,3 ◦ g2,3 ◦ g1,2 ◦ g0,1
]
Gi
=
[(
g−10,1 g
−1
1,2 g0,2
)
◦
(
g−10,2 g
−1
2,3 g0,3
)
◦
(
g−10,3 g1,3 g0,1
)
◦
(
g−10,1 g
−1
1,3 g2,3 g1,2 g0,1
)]
Gi
,
but everything in the last expression cancels out.
⊣
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By the last lemma, each ǫi induces a well-defined function ǫ˜i : H2(p)→
Gi.
Now we relate the ǫi maps to the groupoid maps χj,i : Gj → Gi.
For i ∈ I, let ψi : Gi → Aut(SWi/a0, a1) be the map induced by
ψi : MorGi(a
1
i , a
1
i ) → Aut(SWi/a0, a1), and let χj,i : Gj → Gi be
the surjective group homomorphism induced by the functor χj,i from
Lemma 4.14.
Everything coheres:
Lemma 4.19. If i ≤ j ∈ I and f ∈ S2(p), then χj,i(ǫj(f)) = ǫi(f).
Proof. For convenience, we assume that dom(f) = [2] = {0, 1, 2}. Also,
in the proof of this lemma, we write “f ik,ℓ” for “f
i
{k,ℓ},[2]” (as in Nota-
tion 4.15).
Claim 4.20. If i ≤ j, then χj,i(f
j
k,ℓ) = f
i
k,ℓ.
Proof. The left-hand side is, by definition, equal to
χj,i
(
f
{k,ℓ}
[2] (αj(f ↾ {k, ℓ}))
)
=
[
πj,i
(
〈f
{k,ℓ}
[2] (αj(f ↾ {k, ℓ}))〉j
)]
i
(using (6) of Lemma 4.14). But the map f
{k,ℓ}
[2] is elementary and the
functions πj,i, 〈·〉j, and [·]i are all definable, so this expression equals
f
{k,ℓ}
[2]
(
[πj,i(〈αj(f ↾ {k, ℓ})〉j)]i
)
= f
{k,ℓ}
[2] (χj,i(αj(f ↾ {k, ℓ})))
= f
{k,ℓ}
[2] (αi(f ↾ {k, ℓ})) ,
by our choice of the αi functions such that χj,i ◦ αj = αi. But this
last expression equals the right-hand side in the Claim. ⊣
To prove the lemma, first pick some (any) morphism g ∈ MorGj (a
j
1, f0),
and note that ǫj(f) is an element of the group Gj which is represented
by the following morphism in MorGj(a
j
1, a
j
1):
g−1 ◦ (f j0,2)
−1 ◦ f j1,2 ◦ f
j
0,1 ◦ g.
So χj,i(ǫj(f)) is represented by the morphism
χj,i
(
g−1 ◦ (f j0,2)
−1 ◦ f j1,2 ◦ f
j
0,1 ◦ g
)
= χj,i(g)
−1 ◦ χj,i(f
j
0,2)
−1 ◦ χj,i(f
j
1,2) ◦ χj,i(f
j
0,1) ◦ χj,i(g),
which, by the Claim above, equals
χj,i(g)
−1 ◦ (f i0,2)
−1 ◦ f i1,2 ◦ f
i
0,1 ◦ χj,i(g),
which, by definition, is a representative of ǫi(f). ⊣
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Let G be the limit of the inverse system of groups 〈Gi : i ∈ I〉 with
transition maps given by the χj,i : Gj → Gi. By Lemma 4.19, the maps
ǫ˜i induce a group homomorphism ǫ : H2(p)→ G.
Lemma 4.21. The map ǫ : H2(p)→ G is injective. In other words, if
c ∈ Z2(p) and ǫi(c) = 0 for every i ∈ I, then c ∈ B2(p).
Proof. Since Z2(p) is generated over B2(p) by all the 2-shells, it is
enough to prove this in the case where c is a 2-shell of the form f0̂ −
f1̂+ f2̂− f3̂, where fâ is a 2-simplex with domain P([3] \ {a}). We will
construct a 3-simplex g : P([3])→ C such that ∂(g) = c.
Pick some a3 |= p|(a0, a1, a2), so that (a0, a1, a2, a3) |= p
(4). We will
construct g so that g([3]) = a[3]. If (b, c, d, e) is some permutation of
(0, 1, 2, 3), then fb,c,d({b, c}) = fb,c,e({b, c}) (since ∂c = 0), and we can
assume that fb,c,d({b, c}) = ab,c = fb,c,e({b, c}).
As a first step in defining the simplex g, for any {b, c} ⊆ {0, 1, 2, 3},
we let g ↾ {b, c} = f ↾ {b, c, d} (where d is any other element of [3]),
and we let the maps gb[3] : ab → a[3] be the inclusion maps. We take the
transition map gb[3] (for b ∈ [3]) to be the identity map from ab to itself.
Next we will define the transition maps gb,c[3] : ab,c → a[3] in such a
way as to ensure compatibility with the faces f
b̂
. Before doing this, we
set some notation. First, we write “f ixy,ẑ” for the set (fẑ)
i
{x,y},[3]\{z} as
in Notation 4.15. Similarly, we write
f
bc,d̂
:= (f
d̂
)b,c[3]\{d}(ab,c).
We consider the sets ab,c to be 1-simplices in which all of the transition
maps are inclusions and the “vertices” are ab and ac. This allows us to
write“αi(ab,c).” For i ∈ I and {b, c} ⊆ [3], let e
i
bc be the “edge” αi(ab,c).
We define the maps g03[3], g
13
[3], and g
23
[3] to be the identity maps. Then
we define the other three edge transition maps g01[3], g
12
[3], and g
02
[3] so that
for every i ∈ I,
(10) g13[3](e
i
13) g
23
[3](e
i
23) g
12
[3](e
i
12) ≡acl(∅) f
i
13,0̂
f i
23,0̂
f i
12,0̂
,
(11) g03[3](e
i
03) g
23
[3](e
i
23) g
02
[3](e
i
02) ≡acl(∅) f
i
03,1̂
f i
23,1̂
f i
02,1̂
,
and
(12) g03[3](e
i
03) g
13
[3](e
i
13) g
01
[3](e
i
01) ≡acl(∅) f
i
03,2̂
f i
13,2̂
f i
01,2̂
.
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Having specified values according to the three equations above, we
let g01[3], g
12
[3], and g
02
[3] be any elementary extensions to the respective
domains a03, a13, and a23.
Claim 4.22. For any i ∈ I,
(13) g02[3](e
i
02) g
12
[3](e
i
12) g
01
[3](e
i
01) ≡ f
i
02,3̂
f i
12,3̂
f i
01,3̂
.
Proof. Note that by stationarity,
g02[3](e
i
02) g
12
[3](e
i
12) ≡ f
i
02,3̂
f i
12,3̂
,
and to check the Claim, it suffices to show that
[
g02[3](e
i
02)
−1 ◦ g12[3](e
i
12) ◦ g
01
[3](e
i
01)
]
Gi
=
[
(f i
02,3̂
)−1 ◦ f i
12,3̂
◦ f i
01,3̂
]
Gi
.
The right-hand side equals ǫi(f3̂). Since ǫi(c) = 0,
ǫi(f3̂) = ǫi(f0̂)− ǫi(f1̂) + ǫi(f2̂).
Let “gbc” be an abbreviation for g
bc
[3](e
i
bc). By applying equations 10,
11, and 12 above (and performing a very similar calculation as in the
proof of Lemma 4.18), we get:
ǫi(f3̂) =
[
g−113 ◦ g23 ◦ g12
]
Gi
−
[
g−103 ◦ g23 ◦ g02
]
Gi
+
[
g−103 ◦ g13 ◦ g01
]
Gi
=
[
g−101 ◦ g
−1
13 ◦ g23 ◦ g12 ◦ g01
]
Gi
−
[
g−103 ◦ g23 ◦ g02
]
Gi
+
[
g−103 ◦ g13 ◦ g01
]
Gi
= −
[
g−103 ◦ g23 ◦ g02
]
Gi
+
[
g−103 ◦ g13 ◦ g01
]
Gi
+
[
g−101 ◦ g
−1
13 ◦ g23 ◦ g12 ◦ g01
]
Gi
=
[
g−102 ◦ g
−1
23 ◦ g03 ◦ g
−1
03 ◦ g13 ◦ g01 ◦ g
−1
01 ◦ g
−1
13 ◦ g23 ◦ g12 ◦ g01
]
Gi
=
[
g−102 ◦ g12 ◦ g01
]
Gi
,
as desired. ⊣
Now we must check that this coheres with the types of the given
simplices f
b̂
:
Claim 4.23. If (b, c, d, e) is a permutation of [3] with 0 ≤ b < c < d ≤
3, then
gbd[3](abd) g
cd
[3](acd) g
bc
[3](abc) ≡ fbd,ê fcd,ê fbd,ê.
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Proof. Let
f˜xy,ê :=
⋃
i∈I
f ixy,ê.
Then Claim 4.23 follows from Claim 4.22 above together with:
Subclaim 4.24. If (x, y, z) is any permutation of (b, c, d) with x < y,
then tp(fxy,ê/fyz,êfxz,ê) is isolated by tp(fxy,ê/f˜yz,êf˜xz,ê).
Proof. Note that fxy,ê ⊆ acl(fyz,ê, fxz,ê) (in fact, it is in the algebraic
closure of the “vertices” fx,ê ⊆ fxz,ê and fy,ê ⊆ fyz,ê). Suppose towards
a contradiction that h ∈ fxy,ê but
tp(h/f˜yz,êf˜xz,ê) 0 tp(h/fyz,êfxz,ê).
This means that the orbit of h under Aut(C /fyz,êfxz,ê) is smaller than
the orbit of h under Aut(C /f˜yz,êf˜xz,ê). Let ĥ be a name for the orbit
of h under Aut(C /fyz,êfxz,ê) as a set. Then
ĥ ∈ dcl(fyz,ê, fxz,ê) \ dcl(f˜yz,ê, f˜xz,ê).
Since ĥ ∈ dcl(fyz,êfxz,ê), it lies in f
i
xy,ê for some i ∈ I (this is by the
maximality condition on our symmetric witnesses 〈Wi : i ∈ I〉). Also,
f ixy,ê ⊆ dcl(f
i
yz,ê, f
i
xz,ê)
due to the fact that f ixy,ê is interdefinable with the set of all morphisms
in MorGi(fx,ê, fy,ê), which can be obtained via composition in Gi from
the corresponding morphisms in dcl(f iyz,ê) and dcl(f
i
xz,ê). But this con-
tradicts the fact that ĥ /∈ dcl(f˜yz,êf˜xz,ê). ⊣
⊣
Claim 4.23 implies that for each permutation (b, c, d, e) of [3], we
can find an elementary map gb,d,c[3] from the “face” fê([3] \ {e}) onto
ab,c,d which is coherent with the maps g
b,c
[3] , g
c,d
[3] , and g
b,d
[3] that we have
already defined, and such that ∂ig = f̂i. This completes the proof of
Lemma 4.21.
⊣
Lemma 4.25. The map ǫ : H2(p)→ G is surjective.
Proof. Suppose that g is any element in G, and that g is represented by
a sequence 〈gi : i ∈ I〉 such that χj,i(gj) = gi whenever i ≤ j. We will
construct a 2-chain c = f − h such that ǫi(f − h) = gi for every i ∈ I,
which will establish the Lemma. Let f : P([2]) → C be the 2-simplex
such that f(s) = as for every s ⊆ [2] and such that every transition
map in f is an inclusion map. Let ki = ǫi(f).
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We want to construct h : P([2])→ C such that h([2]) = a[2], ∂(h) =
∂(f), and hs[2] is the identity map whenever s ⊆ {0, 1} or s ⊆ {1, 2}.
The only thing left is to specify an elementary map h02[2] : a02 → a02
fixing a0 and a2 pointwise.
Claim 4.26. Suppose that hi ∈ MorGi(a
i
0, a
i
2) is the unique element
such that
[
h−1i ◦ h
i
12 ◦ h
i
01
]
Gi
= ki − gi. Then
(1) whenever i ≤ j, χj,i(hj) = hi, and
(2) tp(h0, . . . , hi/a0, a2) = tp(α0(a02), . . . , αi(a02)/a0, a2).
Proof. First we show:
Subclaim 4.27. χi+1,i(h
i+1
12 ) = h
i
12 and χi+1,i(h
i+1
01 ) = h
i
01.
Proof. We check only the first equation (and the second equation has
an identical proof). By (6) of Lemma 4.14,
χi+1,i(h
i+1
12 ) =
[
πi+1,i(〈h
i+1
12 〉i+1)
]
i
=
[
πi+1,i(〈h
12
[2](αi+1(a12))〉i+1)
]
i
= h12[2]
(
[πi+1,i(〈αi+1(a12)〉i+1)]i
)
= h12[2](χi+1,i(αi+1(a12)))
= h12[2](αi(a12)) = h
12
i .
⊣
Note that it is enough to prove (1) of the Claim for every pair
(i, j) where j = i + 1. We apply χi+1,i to both sides of the equa-
tion
[
h−1i+1 ◦ h
i+1
12 ◦ h
i+1
01
]
Gi+1
= ki+1− gi+1. On the right-hand side, this
yields
(14) χi+1,i(ki+1 − gi+1) = ki − gi.
On the left-hand side, using the Subclaim, we get
(15)
[
χi+1,i
(
h−1i+1 ◦ h
i+1
12 ◦ h
i+1
01
)]
Gi
=
[
χi+1,i(hi+1)
−1 ◦ hi12 ◦ h
i
01
]
Gi
.
So putting together Equations 14 and 15, we get that[
χi+1,i(hi+1)
−1 ◦ hi12 ◦ h
i
01
]
Gi
= ki − gi.
But hi is the unique morphism in Gi such that
[
h−1i ◦ h
i
12 ◦ h
i
01
]
Gi
=
ki − gi, so part (1) of the Claim follows.
We prove part (2) by induction on i ∈ I. The base case follows from
tp(〈h0〉0/a0, a2) = tp(〈α0(a02)〉0/a0, a2)
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(which is true simply because both elements belong to SW (ai0, a
i
2)). If
(2) is true for i, then to prove it for i+ 1, it is enough to check that
(16) tp(〈hi+1〉i+1, 〈hi〉i/a0, a2) = tp(〈αi+1(a02)〉i+1, 〈αi(a02)〉i/a0, a2),
since all the other elements are in the definable closure of hi and αi(a01)
via the maps χk,ℓ. To see this, first note that
tp(〈hi+1〉i+1/a0, a2) = tp(〈αi+1(a02)〉i+1/a0, a2)
just because both elements belong to SW (ai+10 , a
i+1
2 ). By part (1) of
the Claim, πi+1,i(〈hi+1〉i+1) = 〈hi〉i, and by the way we chose the α
functions, πi+1,i(〈αi+1(a02)〉i+1) = 〈αi(a02)〉i. Since the function πi+1,i
is definable, Equation 16 follows. ⊣
Given the elements hi as in the Claim above, we let h
02
[2] : a02 → a02
be any elementary map that fixes a0 ∪ a2 pointwise and maps each
element αi(a02) to hi. Then ǫi(f − h) = ki− (ki− gi) = gi, as desired..
⊣
By Lemmas 4.21 and 4.25, H2(p) ∼= G. To finish the proof of Theo-
rem 4.1, we just need to show:
Lemma 4.28. G ∼= Aut(a˜0a1/a0, a1)
Proof. Note that Aut(a˜0a1/a0, a1) is the limit of the groups Aut(SWi/a0, a1)
via the transition maps ρj,i : Aut(SWj/a0, a1)→ Aut(SWj/a0, a1), due
to the maximality condition that every element of a˜0a1 lies in one of
the symmetric witnesses SWi. Also, part (8) of Lemma 4.14 implies
that we have a commuting system
Gj
χj,i
−−−→ Giyψj yψi
Aut(SWj/a0, a1)
ρj,i
−−−→ Aut(SWi/a0, a1)
But the maps ψi are all isomorphisms, so taking limits we get an
isomorphism from G to Aut(a˜0a1/a0, a1). ⊣
5. Any profinite abelian group can occur as H2(p)
In this section, we construct a family of examples which prove the
following:
Theorem 5.1. For any profinite abelian group G, there is a type p in
a stable theory T such that H2(p) ∼= G. In fact, we can build the theory
T to be totally categorical.
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Together with Theorem 4.1 from the previous section, this shows
that the groups that can occur as H2(p) for a type p in a stable theory
are precisely the profinite abelian groups.
For the remainder of this section, we fix a profinite abelian group G
which is the inverse limit of the system 〈Hi : i ∈ I〉, where each Hi is
finite and abelian, (I,≤) is a directed set, and G is the limit along the
surjective group homomorphisms ϕj,i : Hj → Hi (for every pair i ≤ j
in I). The language L of T will be as follows: there will be a sort Gi
for each i ∈ I, and function symbols χj,i : Gj → Gi for every pair i ≤ j.
The theory T will say, in the usual language of categories, that each Gi
is a connected groupoid with infinitely many objects, and there will be
separate composition symbols for each sort Gi. Also, T says that Gi is
a groupoid such that each vertex group MorGi(ai, ai) is isomorphic to
the group Hi. For convenience, pick some arbitrary ai ∈ Ob(Gi) and
some group isomorphism ξi : Gi → MorGi(ai, ai) (but the ξi’s are not
a part of any model of T ). Then the last requirement we make on T is
that the function symbols χj,i define full functors from Gj onto Gi which
induce bijections between the corresponding collections of objects, and
such that for every pair i ≤ j, the following diagram commutes:
Hj
ϕj,i
−−−→ Hiyξj yξi
MorGj(aj , aj)
χj,i
−−−→ MorGi(ai, ai)
(In other words, the functors χj,i are just “isomorphic copies” the
group homomorphisms ϕj,i.)
Lemma 5.2. The theory T described above is complete and admits
elimination of quantifiers. If we further assume that the language is
multi-sorted and that every element of a model must belong to one of
the sorts Gi, then T is totally categorical.
Proof. If the language is multi-sorted, then since the groupoids Gi are
all connected and there are bijections between the object sets of the
various Gi, the isomorphism class of a model of T is determined by the
cardinality of the object set of some (any) Gi. This shows that T is
totally categorical, hence T is complete.
For quantifier elimination, it suffices to show the following: for any
two models M1 and M2 of T with a common substructure A and any
sentence σ with parameters from A of the form σ = ∃xϕ(x; a) where
ϕ is quantifier-free, if M1 |= σ, then M2 |= σ. (See Theorem 8.5 of
[11].) In this situation, let cl(A) denote the submodel of M1 (and of
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M2) generated by A, and in case A = ∅, let cl(A) = ∅. Then if M1 |= σ
as above, at least one of the following is true:
(1) ϕ(x; a) is satisfied by some x in cl(A);
(2) ϕ(x; a) is satisfied by some morphism between two objects in
cl(A);
(3) For some i ∈ I, ϕ(x; a) is satisfied by any object in Gi outside
of cl(A);
(4) For some i ∈ I, ϕ(x; a) is satisfied by any morphism in Gi which
goes from [or to] some particular b ∈ cl(A) and goes to [or from]
any object in Gi outside of cl(A); or else
(5) For some i ∈ I, ϕ(x; a) is satisfied by any morphism in Gi whose
source and target are both outside of cl(A).
In each of the five cases above, it is straightforward to check that
there is an x realizing ϕ(x; a) in M2 as well (for the last three cases we
use the fact that Ob(Gi) is infinite).
⊣
Remark 5.3. If A ⊆ Gi, then we say that b ∈ Ob(Gi) is connected to
A if either b ∈ A or b is the source or target of a morphism in A. By
elimination of quantifiers, it follows that for any A ⊆ Gi, acl(A) ∩ Gi is
the union of all objects b that are connected to A plus all morphisms
f ∈ MorGi(b, c) such that b and c are connected to A.
Because of the functors χj,i, it follows that for any a in any Gi, acl(a)
actually contains objects and morphisms from each of the groupoids
Gj. But for any A ⊆ C, we can write acl(A) in the “standard form”
acl(A) = acl(A0) for some A0 ⊆ Ob(G0), and:
1. acl(A0) ∩Ob(Gi) = χ
−1
i,0 (A0), and
2. acl(A0) ∩ Mor(Gi) is the collection of all f ∈ MorGi(b, c) where
b, c ∈ acl(A0).
Lemma 5.4. The theory T has weak elimination of imaginaries in the
sense of [10]: for every formula ϕ(x, a) defined over a model M of T ,
there is a smallest algebraically closed set A ⊆ M such that ϕ(x, a) is
equivalent to a formula with parameters in A.
Proof. By Lemma 16.17 of [10], it suffices to prove the following two
statements:
1. There is no strictly decreasing sequence A0 ) A1 ) . . ., where
every Ai is the algebraic closure of a finite set of parameters; and
2. If A and B are algebraic closures of finite sets of parameters in
the monster model C, then Aut(C /A ∩ B) is generated by Aut(C /A)
and Aut(C /B).
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Statement 1 follows immediately from the characterization of alge-
braically closed sets in Remark 5.3 above (that is, algebraic closures
of finite sets are equivalent to algebraic closures of finite subsets of
Ob(G0)).
To check statement 2, suppose that σ ∈ Aut(C /A∩B), and assume
that A = acl(A0) and B = acl(B0) where A0, B0 ⊆ Ob(G0). Note
that any permutation of Ob(G0)(C) which fixes A0 can be extended to
an automorphism of Aut(C /A), and likewise for B0 and B. So as a
first step, we can use the fact that Sym(Ob(G0)/A0 ∩B0) is generated
by Sym(Ob(G0)/A0) and Sym(Ob(G0)/B0) to find an automorphism
τ ∈ Aut(C) such that τ is in the subgroup generated by Aut(C /A)
and Aut(C /B) and σ ◦ τ−1 fixes Ob(G0) (and hence Ob(Gi) for every
i) pointwise.
Finally, we need to deal with the morphisms. We claim that there
is a map σ0A ∈ Aut(C /A) which fixes Ob(G0) pointwise and such that
for any f ∈ MorG0(b, c) such that at least one of b and c do not lie in
A, (σ0 ◦ τ)(f) = σ(f). (The idea is to use the recipe for constructing
object-fixing automorphisms described in subsection 4.2 of [3], using a
basepoint a0 ∈ A.) In fact, by the same argument we can also assume
that for every i ∈ I and for any f ∈ MorGi(b, c) such that at least
one of b and c do not lie in A, (σ0 ◦ τ)(f) = σ(f). Similarly, there
is a map σ0B ∈ Aut(C /B) which fixes Ob(G0) pointwise and for any
i ∈ I, σ0B only moves morphisms in MorGi(b, c) where b and c are both
in A \ (A ∩B), and such that σ0B ◦ σ
0
A ◦ τ = σ.
⊣
Lemma 5.5. If a0, a1 ∈ Ob(Gi), then
acleq(a0, a1) = dcleq
( ⋃
i,j∈I; i≤j
MorGj(a
0
j , a
1
j)
)
,
where aℓj = χ
−1
j,i (a
ℓ).
Proof. Suppose g ∈ acleq(a0, a1). Then g = b/E for some (a0, a1)-
definable finite equivalence relation E. By Lemma 5.4, there is a finite
tuple d ∈ C (in the home sort) such that b/E is definable over d and d
has a minimal algebraic closure. If the set acl(d) contained an object a
of G0 other than χi,0(a
0) and χj,0(a
1), then (by quantifier elimination)
acl(d) would have an infinite orbit under Aut(C /a0, a1), and so E would
have infinitely many classes, a contradiction. So by Remark 5.3, the
set d, and hence b/E is definable over the union of the morphism sets
MorGj(a
0
j , a
1
j). ⊣
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From now on, we assume that all algebraic and definable
closures are computed in T eq, not just in the home sort.
Lemma 5.6. If a0, a1 ∈ Ob(Gi), then for any two f, g ∈ MorGi(a
0, a1),
tp(f/ acl(a0), acl(a1)) = tp(g/ acl(a0), acl(a1)).
Proof. Using the same procedure as described in subsection 4.2 of [3],
we can construct an automorphism σ of C fixing Ob(Gi), MorGi(a
0, a0),
and MorGi(a
1, a1) pointwise while mapping f to g. (In the construction
of [3], the “basepoint” a0 there can be chosen to be a
0 here, and then
condition (5) of the construction plus the fact that Gi is abelian implies
that MorGi(a
1, a1) is fixed.) In fact, it is easy to see that we can even en-
sure that σ fixes MorGj(χ
−1
j,i (a
0), χ−1j,i (a
0)) and MorGj (χ
−1
j,i (a
1), χ−1j,i (a
1))
pointwise, so by Lemma 5.5, σ fixes acl(a0) ∪ acl(a1) pointwise. ⊣
Let p = stp(a0) for some (any) a0 ∈ Ob(G0).
Proposition 5.7. H2(p) ∼= G.
Proof. Pick (a0, a1, a2) |= p(3). By Theorem 4.1 (the “Hurewicz theo-
rem”), it is enough to show that Aut(a˜0a1/a0, a1) ∼= G. For ease of
notation, let aki = χ
−1
i,0 (a
k) for k = 0, 1, or 2. By Lemma 5.5 and
the fact that any morphism in MorGi(a
0
i , a
1
i ) is a composition of mor-
phisms in MorGi(a
0
i , a
2
i ) and MorGi(a
2
i , a
1
i ), it follows that the set a˜
0a1
is interdefinable with
⋃
i∈I
MorGi(a
0
i , a
1
i ).
So Aut(a˜0a1/a0, a1) is the inverse limit of the groups Aut(MorGi(a
0
i , a
1
i )/a
0, a1)
under the natural homomorphisms
ρj,i : Aut(MorGj (a
0
j , a
1
j)/a
0, a1)→ Aut(MorGi(a
0
i , a
1
i )/a
0, a1)
induced by the fact that MorGi(a
0
i , a
1
i ) is in the definable closure of
MorGi(a
0
j , a
1
j) when j ≥ i.
By the way we defined our theory T , we can select a system of group
isomorphisms λi : Hi → MorGi(a
1
i , a
1
i ) for i ∈ I such that the following
diagram commutes:
Hj
ϕj,i
−−−→ Hiyλj yλi
MorGj(aj , aj)
χj,i
−−−→ MorGi(ai, ai)
To finish the proof of the Proposition, it is enough to find a system
of group isomorphisms
σi : Hi → Aut(MorGi(a
0
i , a
1
i )/a
0, a1)
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such that the following diagram commutes:
Hj
ϕj,i
−−−→ Hiyσj yσi
Aut(MorGj(a
0
j , a
1
j)/a
0, a1)
ρj,i
−−−→ Aut(MorGi(a
0
i , a
1
i )/a
0, a1)
(Then by the discussion above, Aut(a˜0a1/a0, a1) will be isomorphic
to the inverse limit of the groups Hi, which is G.)
We define the maps σi so that for any h ∈ Hi and any g ∈ MorGi(a
0
i , a
1
i ),
[σi(h)] (g) = λi(h) ◦ g.
(Note that this rule determines a unique elementary permutation
of MorGi(a
0, a1) fixing acl(a0) ∪ acl(a1) pointwise.) This is a group
homomorphism since
[σi(h1h2)] (g) = λi(h1h2) ◦ g = λi(h1) ◦ λi(h2) ◦ g = [σi(h1) ◦ σi(h2)] (g).
Clearly σi is injective, and it is surjective because of the following:
Claim 5.8. For any f and g in MorGi(a
0
i , a
1
i ), there is a unique el-
ementary permutation σ of MorGi(a
0, a1) sending f to g and fixing
acl(a0) ∪ acl(a1) pointwise.
Proof. If f = h ◦ g for h ∈ MorGi(a
1
i , a
1
i ), then σ(f
′) must equal h ◦ f ′
for any f ′ ∈ MorGi(a
0
i , a
1
i ).
⊣
Finally, we must check that the maps σi commute with ϕj,i and ρj,i.
Pick any j ≥ i, h ∈ Hj and f ∈ MorGi(a
0
i , a
1
i ). On the one hand,
ρj,i (σj(h)) (f) = χj,i (σj(h)(f
′)) , where χj,i(f
′) = f
= χj,i(λj(h) ◦ f
′) = χj,i(λj(h)) ◦ χj,i(f
′) = χj,i(λj(h)) ◦ f.
On the other hand,
[σi(ϕj,i(h))] (f) = λi(ϕj,i(h)) ◦ f = χj,i(λj(h)) ◦ f.
These last two equations show that ρj,i ◦σj = σi ◦ϕj,i, as desired. ⊣
Remark 5.9. These examples also show that homology groups of types
are not always preserved by nonforking extensions. In the example
above, if A is some algebraically closed parameter set containing a
point in p(C) and q is the nonforking extension of p over A, then q has
4-amalgamation, and so (by Corollary 3.7) H2(q) = 0.
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6. Unstable examples
In this section, we compute some more homology groups for unstable
rosy examples.
Example 6.1. In this first example, as promised, we argue that all the
homology groups of the tetrahedron-free random ternary hypergraph
are trivial, even though it does not have 4-amalgamation. Let Ttet.free
be the theory of such a graph with the ternary relation {R}. It is
well-known that Ttet.free is ω-categorical, simple, has weak elimination
of imaginaries, and has n-amalgamation for all n 6= 4. Let p be the
unique 1-type over ∅. We first claim that even though Ttet.free does not
have 4-amalgamation, Lemma 1.21 still holds.
Claim 6.2. In Ttet.free, for n ≥ 2, every (n − 1)-cycle c =
∑
i kifi of
type p over ∅ is a sum of (n− 1)-shells.
We sketch the proof, which is almost the same as that of 1.21 (but
as here we do not have 4-amalgamation, we need some trick.) We even
use the same notation, letting gij = ∂
jfi for (i, j) ∈ I (j < n). We
shall find (n − 1)-simplices hij satisfying the conditions described in
Claim 1.22. Note that due to weak elimination of imaginaries we can
assume each vertex of a simplex is just a point in the graph. Now the
construction method will be the same: first, pick a point a∗ independent
from all the points gij({k}). Then the edges hij({k,m}), where m /∈⋃
ij sij, are determined. For the next level, we need a trick. Namely,
given an edge of the from {b, c} = gij({k, ℓ}), we find a point a =
(hij)
{m}
{k,ℓ,m}(hij({m})) (while we may take (hij)
{k,ℓ}
{k,ℓ,m} as an identity map
of {b, c}) such that a, b, c are distinct andR(a, b, c) does not hold). Then
we can proceed the next level of the construction for hij as no matter
what the triangle gij({k, ℓ, k
′}) is (whether it satisfies R or not), we
can amalgamate the other three triangular faces which do not satisfy
R. The rest of the proof is the same. We have proved Claim 6.2.
Now to show that Hn(p) = 0 (n ≥ 1), it suffices to see that any n-
shell is a boundary. Due to (n+ 2)-amalgamation, this is true for any
n 6= 2. But any 2-shell is a boundary as well. The only case to check
is that of a 2-shell f = f0 − f1 + f2 − f3 with support {0, 1, ..., 4} such
that fi({0, . . . , iˆ, . . . , 4}) satisfies R. But by taking a suitable point
with support {5} distinct from all such faces, it easily follows f is the
boundary of a 3-fan.
Example 6.3. Here we show the theory Tdlo of dense linear ordering
(without end points) is another example whose homology groups are
all trivial even though it does not have 3-amalgamation. Recall that
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it has elimination of imaginaries. Let p be the unique 1-type over ∅.
It is not hard to see that p has n-amalgamation for all n 6= 3. Now
we claim that, just like in Claim 6.2, any n-cycle is a sum of n-shells.
The proof will be similar, and we use the same notation. We want
to construct the edges hij . The trick this time is to take a
∗ greater
than all the points of the form a′ = gij({k}). Then given any edge
{b, c} = gij({k, ℓ}), where either b < c or c < b, pick a > b, c. Then
since tp(a′a∗) = tp(ba) = tp(ca), the construction of hij on this level is
compatible. For the rest of the construction, use n-amalgamation.
Due to the claim and (n+2)-amalgamation, all of the groups Hn(p)
are 0 for n 6= 1. Furthermore, H1(p) = 0 because any 1-shell is the
boundary of a 2-fan (choose a point greater than all the vertices of all
the terms in the 1-shell).
Example 6.4. In [7], for each even n ≥ 4, the theory Un of the Fraisse´
limit of the following class Kn is introduced.
Let Rn be an n-ary relation symbol. We consider symmetric and
irreflexive Rn-structures. For any Rn-structure A with a finite sub-
structure B, let noA(B) denote the number (modulo 2) of n-element
subsets of B satisfying Rn. If A is clear from the context, we simply
write no(B).
Let (∗)n be the following condition on an Rn-structure A:
(∗)n If A0 is an (n + 1)-element subset of A, then no(A0) = 0.
NowKn is the class of all finite (symmetric and irreflexive) R-structures
satisfying (∗)n.
It is shown in [7] that Un is ω-categorical, supersimple of SU -rank
1, and has quantifier elimination, weak elimination of imaginaries, and
n-CA, but that Un does not have (n+ 1)-amalgamation.
Now let pn be the unique 1-type of Un.
Claim 6.5. Hm(pn) = 0 for 1 ≤ m < n− 1; Hn−1(pn) = Z2.
Proof. Since pn has n-CA, due to 3.7 we have Hm(pn) = 0 for 1 ≤ m <
n− 1.
Now to compute Hn−1, we introduce an augmentation map
ǫ : Sn−1C(pn)→ Z2
as follows: Let f be an (n− 1)-simplex of type p with dom(f) = P(s)
with |s| = n. Then we let ǫ(f) = 1 if and only if Rn(f(s)) holds. The
map ǫ obviously extends as a homomorphism ǫ : Cn−1C(pn)→ Z2.
It follows from (∗)n above that an (n − 1)-shell c is the boundary
of n-simplex iff ǫ(c) = 0. Thus for any (n − 1)-boundary c, we have
ǫ(c) = 0. Hence ǫ induces a homomorphism ǫ∗ : Hn−1(pn)→ Z2.
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Note that there is an (n−1)-shell d with support {0, ..., n} such that
ǫ(d) = 1. Hence ǫ∗ is onto. By Theorem 1.37 there is an (n− 1)-shell
d′ such that [d] + [d] = [d′]. But then ǫ(d′) = 0 and d′ is an (n − 1)-
boundary, i.e. [d] + [d] = 0. Now let c be an arbitrary (n − 1)-shell
with support {0, ..., n}. If ǫ(c) = 0, then [c] = 0. If ǫ(c) = 1, then by
the same argument, [d]− [c] = 0, i.e. [d] = [c]. We have verified Claim
6.5. ⊣
Example 6.6. Here we show that for any complete 1-type p over A =
acl(A) in an o-minimal theory, H1(p) = 0. Basically we use a similar
idea as in 6.3.
Let T be any rosy theory, and let p ∈ S(A) be any type in T over A.
Definition 6.7. The type p(x) has weak 3-amalgamation if there is a
type q(x, y) ∈ S(A) such that:
(1) Whenever (a, b) |= q(x, y), then a and b are independent (over
A) realizations of p; and
(2) For any pair (a, b) of independent realizations of p, there is a
third realization c of p such that c is independent from ab and
both (a, c) and (b, c) realize q.
So any Lascar strong type in a simple theory has weak 3-amalgamation
by the Independence Theorem.
Lemma 6.8. Any nonalgebraic 1-type (of the home sort) in an o-
minimal theory has weak 3-amalgamation.
Proof. Recall that since T is o-minimal, any A-definable unary function
f(x) is either eventually increasing (that is, there is some point c such
that if c < x < y then f(x) < f(y), eventually decreasing, or eventually
constant. If f is eventually constant with eventual value d, then d ∈
dcl(A).
We say an A-definable function f(x1, ..., xn) bounded within p if for
any c1, ..., cn |= p, there is d realizing p such that d > f(c1, ..., cn). We
call a pair of realizations (a, b) of p an extreme pair if whenever f(x)
is bounded within p, then b > f(a).
First note that by the compactness theorem, for any a realizing p,
there is a b realizing p such that (a, b) is an extreme pair. Also, if
b ∈ dcl(aA) = acl(aA), then there is an A-definable function f : p(C)→
p(C) such that b = f(a), so since there is no maximal realization c of p
(because such a realization c would be in dcl(A) and we are assuming
that p is nonalgebraic), it follows that (a, b) is not an extreme pair.
So any extreme pair is algebraically independent over A and hence
thorn-independent (see [9]).
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Claim 6.9. Any two extreme pairs have the same type over A.
Proof. It is enough to check that if (a, b) and (a, c) are two extreme
pairs, then tp(b/Aa) = tp(c/Aa). By o-minimality, any Aa-definable
set X is a finite union of intervals, and the endpoints {d1, . . . , dn}
of these intervals lie in dcl(Aa). So di = f(a) for some A-definable
function f , and as we already observed b, c 6= di. Hence it suffices to
see b > di iff c > di. Now by the definition of an extreme pair,
∀x |= p ∃y |= p [y > f(x)]⇒ b > f(a) = di.
Also,
∃x |= p ∀y |= p [y ≤ f(x)]⇒ ∀x |= p ∀y |= p [y ≤ f(x)]
because any two realizations of p are conjugate under an automor-
phism in Aut(C/A) which permutes p(C), and so
∃x |= p ∀y |= p [y ≤ f(x)]⇒ b ≤ f(a) = di.
The same reasoning applies with c in place of b, so
b > di = f(a)⇔ ∀x |= p ∃y |= p [y > f(x)]
⇔ c > f(a) = di.
⊣
Let q(x, y) = tp(a′, b′/A) for some extreme pair. Condition (2) of the
definition of weak 3-amalgamation can be ensured by picking c |= p so
that c > g(a, b) for any A-definable function g(y, z) bounded within p,
which is possible by the compactness theorem.
⊣
Claim 6.10. If p has weak 3-amalgamation, then H1(p) = 0.
Proof. By Theorem 1.37 it suffices to show that every (set) 1-shell of
type p with support {0, 1, 2} is a boundary of some 2-fan of type p.
Let c = f12 − f02 + f01 be such a shell, where fij is a 1-simplex with
support {i, j}. The condition that this is a shell implies that there are
realizations a0, a1, and a2 of p such that:
∂0f01 = ∂0f02 = aclA(a0),
∂0f12 = ∂1f01 = aclA(a1),
∂1f12 = ∂1f02 = aclA(a2).
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(Note that actually the boundaries above technically should be 0-
shells, but 0-shells are determined by their domain plus a realization
of p.)
Pick any third realization a3 of p as a new vertex. For i = 0, 1, or
2, we construct a 1-simplex fi3 based over A with support {i, 3} by
letting fi3({i}) = aclA(ai) and fi3({3}) = aclA(a3), and then letting
fi3({i, 3}) = aclA(a
′
i, a
′
3) where (a
′
i, a
′
3) realizes q(x, y) as in the defini-
tion of weak 3-amalgamation (with the obvious transition maps taking
ai to a
′
i and a3 to a
′
3).
Finally, condition (2) in the definition of weak 3-amalgamation im-
plies that there are 2-simplices f123, f023, and f013 whose boundaries
are alternating sums of the corresponding fij ’s: that is,
∂f123 = f23 − f13 + f12,
∂f023 = f23 − f03 + f02,
and
∂f013 = f13 − f03 + f01.
Now if d is the 2-chain f013 + f123 − f023, then
∂d = (f13 − f03 + f01) + (f23 − f13 + f12)− (f23 − f03 + f02)
= f01 + f12 − f02 = c.
⊣
7. A non-commutative groupoid construction
In singular homology theory, one of the differences between the fun-
damental group and H1 is that the former is not necessarily commu-
tative while the latter is. In the authors’ earlier papers [3], [4], an
analogue of homotopy theory is developed but where the “fundamen-
tal group” in this context is always commutative. In this last section,
by taking an approach closer to the original idea of homotopy theory,
we suggest how to construct a different fundamental group in a non-
commutative manner. More precisely, from a full symmetric witness
to the failure of 3-uniqueness in a stable theory, we construct a new
groupoid F whose “vertex groups” MorF(a, a) need not be abelian. In
fact, we will show below that MorG(a, a) ≤ Z(MorF(a, a)), where G
is the commutative groupoid constructed in [3] and [4]. We may call
F the non-commutative groupoid constructed from the full symmetric
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witness. But unlike the groupoid G, this new groupoid F is definable
only in certain cases (e.g. under ω-categoricity); in general, it is merely
invariant over some small set of parameters.
Throughout this section, we take the notational convention described
in section 4. We recall that Aut(A/B) is the group of elementary maps
from A onto A fixing B pointwise. In addition, Aut(tp(f/B)) means
Aut(Y/B) where Y is the solution set of tp(f/B).
7.1. Finitary groupoid examples. LetG be an arbitrary finite group.
Now let TG be the complete stable theory of the connected finitary
groupoid (O,M, .) with the standard setting (so . is the composition
map between morphisms) such that Ga := Mor(a, a) is isomorphic to
G for any a ∈ O. Fix distinct a, b ∈ O and a morphism f0 ∈ Mor(a, b).
Now by section 4 and weak elimination of imaginaries we know that
H2(O) = Aut(a˜b/a, b) = Aut(Mor(a, b)/aGabGb).
Hence indeed (see section 4.2 in [3], and note that Mor(a, b) ⊆ dcl(f0Ga))
H2(O) = Aut(X/aGabGb).
where X is the finite solution set of tp(f0/aGabGb).
Now for f ∈ X there is unique x ∈ Ga such that f = f0.x, and we
claim that this x must be in Z(Ga).
Claim 7.1. For x ∈ Ga, we have g := f0.x ∈ X iff x ∈ Z(Ga).
Proof. (⇒) Since g ∈ X , f0 ≡GaGb g. Then for any y ∈ Ga, we have
f0.y.f
−1
0 (∈ Gb) = g.y.g
−1 = f0.x.y.x
−1.f−10 .
Hence x ∈ Z(Ga).
(⇐) There is z ∈ Gb such that f0 = z.g. Now since x ∈ Z(Ga), for
any y ∈ Gb we have
g−1.y.g.x−1 = f−10 .z.y.z
−1.f0.x
−1 = x−1.f−10 .z.y.z
−1.f0 = g
−1.z.y.z−1.g.x−1.
Hence y = z.y.z−1, i.e. z ∈ Z(Gb). Now the argument in [3, 4.2] says
there is an automorphism fixing aGabGb pointwise while sending g to
f0. Hence g ∈ X . ⊣
Claim 7.2. H2(O) = Z(G).
Proof. The proof will be similar to that of Proposition 2.15 in [4]. Note
firstly that due to Claim 1, Z(Ga) acts on X as an obvious manner.
This action is clearly regular. Secondly Aut(X/aGabGb) also regularly
acts on X . Also by the argument in [3, 4.2] it easily follows that two
actions commute. Hence they are the same group. ⊣
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Note that f ≡aGa f0 for any f ∈ Mor(a, b) (see again section 4.2
in [3]), i.e. Mor(a, b) is the solution set of tp(f0/aGa) or tp(f0/a).
Moreover for f ∈ Mor(a, b), f0 and f are interdefinable over a. We
further claim the following.
Claim 7.3. G is isomorphic to Aut(Mor(a, b)/a) = Aut(Mor(a, b)/aGa).
HenceH2(O) = Aut(a˜b/a, b) = Aut(Mor(a, b)/aGabGb) = Z(Aut(Mor(a, b)/aGa)).
Proof. We know G and Gb are isomorphic. Now clearly we can consider
σ ∈ Gb as an automorphism in Aut(Mor(a, b)/a) via the map f(∈
Mor(a, b)) 7→ σ.f . Now this correspondence is clearly 1-1 and onto
(both groups are finite). It is obvious that the correspondence is an
isomorphism. ⊣
In the following section we try to search this phenomenon in the
general stable theory context. Namely given the abelian groupoid built
from a symmetric witness introduced in [3], we construct an extended
groupoid possibly non-abelian but the abelian groupoid places in the
center of the new groupoid. In the case of above TG, as we seen the
morphism group of the abelian groupoid is Z(G), but in the extended
one the morphism group is equal to G.
7.2. The non-commutative groupoid F . For the rest of this sec-
tion, we work in a complete stable theory T with monster model C =
C
eq.
We will work with full symmetric witnesses to the failure of 3-uniqueness
as defined in Definition 4.4 above.
First we fix some notation that we will refer to throughout the
rest of the section. Let (b0, b1, b2, f
′
01, . . .) be a full symmetric wit-
ness to the failure of 3-uniqueness, for convenience over the base set
∅ = acl(∅). Recall from the discussion in section 4 above that from
this witness we can construct a definable connected abelian groupoid
G such that Ob(G) = p(C) where p = tp(bi), and there is a canonical
bijection π from the finite solution set of tp(f ′01/b0∪ b1) to MorG(b0, b1)
in such a way that f01 := π(f
′
01) and f
′
01 are interdefinable over b01, so
MorG(b0, b1) also is the solution set of tp(f01/b0 ∪ b1) (equivalently of
tp(f01/b0 ∪ b1)). Moreover the abelian group MorG(bi, bi) is isomorphic
to Aut(tp(f01/b01)) = Aut(tp(f
′
01/b0 ∪ b1)).
Now as promised, by extending the construction method given in
[3] we find another groupoid F (which will be definable only in a cer-
tain context) from the same full symmetric witness (b0, b1, b2, f
′
01, . . .).
Ob(F) will be the same as Ob(G). But F need not be abelian as
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MorF(bi, bi) will be Aut(Y01/b0), where Y01 is the possibly infinite set
Yb01 = Y01 := {f ∈ dcl(f01, b0)| f ≡b0 f01 and dcl(fb0) = dcl(f01b0)}.
Note that dcl(f01, b0) = dcl(f01b1b0) since b1 ∈ dcl(f01). Moreover Y01
and Y ′01, the set defined the same way as Y01 but substituting b1f
′
0 for
f01, are interdefinable. Furthermore, we shall see that MorG(bi, bi) ≤
Z(MorF(bi, bi)) (Claim 7.6). We will call F the non-commutative groupoid
constructed from the symmetric witness.
Claim 7.4. The set Y01 defined in the previous paragraph depends only
on b0 and b1 and not on the choice of f01 ∈ MorG(b0, b1).
Proof. Given any other g ∈ MorG(b0, b1), we have that g ≡b0 f01, as
already discussed. Also, g = f01 ◦ h for some h ∈ MorG(b0, b0) ⊆
acl(b0), and so g and f01 are interdefinable over acl(b0). Now the result
follows. ⊣
For convenience, fix independent a, b |= p and fab such that b01f01 ≡
abfab. We use Πab to denote MorG(a, b), and use Πa for Πaa. As men-
tioned above, Πab is the solution set of tp(fab/ab), on which Gab :=
Aut(tp(fab/ab)) acts regularly. Hence Gab and Πa are canonically iso-
morphic [4, 2.15].
Lemma 7.5. A set C = {ci}i of realizations of p with b0 |⌣C, and
gi ∈ Πb0ci are given. Then for σ ∈ Πb0, there is an automorphism
µ = µσ of C fixing each ci and b0 pointwise and µ(gi) = gi.σ. Similarly,
if D = {di}i( |⌣b0) is a set of realizations of p and hi ∈ Πdib0, then
there is an automorphism τ fixing di and b0 such that τ(hi) = σ.hi.
Proof. Take d |= p independent from b0C; and take h ∈ Πb0d. For each
i, there is hi ∈ Πdci such that gi = hi.h. Now by stationarity we have
g0 ≡b0,Cd g0.σ witnessed by an automorphism µ sending g0 to g0.σ and
fixing b0, Cd. Then µ(gi) = µ(hi.h) = hi.µ(h) since hi ∈ Cd. Now there
is unique τ ∈ Πb0 such that µ(h) = h.τ . Thus µ(g0) = g0.σ = h0.h.τ .
Hence σ = τ . Similarly there is τi ∈ Πb0 such that µ(gi) = gi.τi, and
then µ(gi) = gi.τi = hi.h.σ. Hence τi = σ, so µ(gi) = gi.σ as desired.
The second clause can be proved similarly. ⊣
Now consider Fb01 = F01 := Aut(Y01/b0) where Y01 is defined above.
Claim 7.6. (1) Πb01 ⊆ Y01.
(2) The action of F01 on Y01 (obviously by σ(g) for σ ∈ F01 and
g ∈ Y01) is regular (so |F01| = |Y01| but can be infinite). Hence
given µ ∈ G01 := Gb01, there is its unique extension in F01 (we
may identify those two). Thus Y01 is b01-invariant set.
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(3) G01 ≤ Z(F01).
(4) For τ ∈ F01 and f ∈ Πb01 , e ∈ Πb0, we have τ(f.e) = τ(f).e.
Moreover if σ(f) = f.e for some σ ∈ G01, then σ(f, τ(f)) =
(f.e, τ(f).e).
Proof. (1) is clear.
(2) comes from the fact that for any g0, g1 ∈ Y01, they are interde-
finable over b0, and Y01 ⊆ dcl(gib¯0) = dcl(f01b¯0). Hence from (1), it
follows G01 is a subgroup of F01. The rest clearly follows.
(3) Suppose σ ∈ G01, τ ∈ F01 are given. Let g = σ(f01) = f01.σ0 for
some σ0 ∈ Πb0 , and let h = τ(f01). Then τ(f01, g) = (τ(f01), τ(g)) =
(h, τ ◦ σ(f01)). But since τ fixes b0, it follows τ ◦ σ(f01) = τ(f01.σ0) =
τ(f01).σ0 = h.σ0.. Now by Lemma 7.5, there is an automorphism σ
′
fixing b0 and b1 and sending (f01, h) to (f01.σ0, h.σ0), so σ(f01) =
σ′(f01) = f01.σ. But then due to the uniqueness of the extension of
σ in F01, we must have that σ(h) = h.σ0 = σ
′(h) as well. Thus
τ ◦ σ(f01) = h.σ0 = σ(h) = σ ◦ τ(f01).. Then due to regularity, we
conclude σ ∈ Z(F01).
(4) By (3), τ(f.e) = τ◦σ(f) = σ◦τ(f). But again by uniqueness with
Lemma 7.5, σ(τ(f)) = τ(f).e. Therefore σ(f, τ(f)) = (σ(f), τ(σ(f))) =
(f.e, τ(f).e). ⊣
In general G01 need not be equal to Z(F01) (see the remarks before
Proposition 7.12).
We define Yab just like Y01 but with b01f01 replaced by abfab.
Lemma 7.7. Let c |= p and c |⌣ab. Let g ∈ Πca. Then for f ∈ Yab, it
follows h = f.g ∈ Ycb. Moreover for h0 = fab.g, we have
h0fab ≡ac hf and fabfa ≡b h0hc.
Proof. Note that h0 ∈ Πcb. By stationarity, there is a ca-automorphism
µ such that µ(fab) = f . Then µ(h0) = µ(fab.g) = µ(fab).µ(g) = f.g =
h ∈ cb. We want to see that h, h0 are interdefinable over c. Suppose not
say there is h′ ≡ch0 h and h
′ 6= h. Then again by stationarity there is
a ca-automorphism τ such that τ(h0h) = τ(h0h
′). Then for f = h.g−1
and f ′ = h′.g−1, we have f 6= f ′ but τ(fab, f) = τ(h0.g
−1, h.g−1) =
(h0.g
−1, h′.g−1) = (fab, f
′), a contradiction. Similarly one can show that
h0 ∈ dcl(ch). Hence h ∈ Ycb. Now µ witnesses h0fab ≡ac hf . To show
fabfa ≡b h0hc, choose d(|= p) |⌣abc. Now for k0 ∈ Πdb, by our proof
there is k ∈ Ydb such that f = k.(k
−1
0 .fab). Then h = k.k
−1
0 .(fab.g) =
k.k−10 .h0. Now by stationarity, faba ≡bd h0c. Since k, k0 ∈ bd, as desired
fabfa ≡bd h0hc. ⊣
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Now we start to construct the new groupoid mentioned. At the first
approximation, our MorF(a, b) will be Yab. Beware that Yab(⊇ Πab)
need not be definable nor type-definable. It is just an ab-invariant set.
So our groupoid F will only be invariant, and it will be definable only
under additional hypotheses (e.g. ω-categoricity).
As explained in [4, 2.9, 2.10], there is the binding group G (isomor-
phic to Gab, and so to Πa) acting on G. In general the action is not a
structure automorphism of the groupoid as for example ida ∈ Πa need
not be fixed. But it is so for Πab (or more generally as in Lemma 7.5
above), i.e. for σ ∈ G we have fab ≡ σ · fab = fab · σ ∈ Πab (see [4,
2.10]; We use · for the group action of G to G). Hence there is an
induced isomorphism ρab : G → Gab such that ρab(σ)(f) = σ · f for
any f ∈ Πab. We write σab for ρab(σ). But when there is no chance of
confusion, we use σ for both σ ∈ G and σab ∈ Gab. Also, σa denotes
the unique element in σ∩Πa, as described in [4, Definition 2.9]. Hence
for f ∈ Πab, σ(f) = σ · f = σb.f = f.σa.
Claim 7.8. For σ ∈ G, and f ∈ Πab and g ∈ Πcd with cd ≡ ab, we
have f, σ · f ≡ g, σ · g.
Proof. Choose e |= p independent from abcd. By 7.5 above, f, σ · f ≡
h, σ · h ≡ k, σ · k ≡ g, σ · g where h ∈ Πae and k ∈ Πce. ⊣
Now let Fab := Aut(Yab/a). Then as in Claim 7.6.(2), Gab ≤ Fab. As
just said for any cd ≡ ab, there is the canonical isomorphism between
ρcd◦ρ
−1
ab : Gab → Gcd. We somehow try to find the canonically extended
isomorphism between Fab and Fcd as well. We do this as follows. Let
Yab = {gi}i ∪ {g
′
j}j and let Ycd = {hi}i ∪ {h
′
j}j such that Πab = {gi}i,
Πcd = {hi}i and the sequences 〈gi〉
⌢〈g′j〉ab ≡ 〈hi〉
⌢〈h′j〉cd. Now due to
regularity of the action, for each i or j there is unique µabi or µ
ab
j ∈ Fab
such that µi(g0) = gi or µj(g0) = g
′
j. Similarly we have µ
cd
i or µ
cd
j ∈ Fcd.
Claim 7.9. The correspondence µabi 7→ µ
cd
i or µ
ab
j 7→ µ
cd
j is a well-
defined isomorphism from Fab to Fcd extending ρcd ◦ ρ
−1
ab .
Proof. Assume {ki}i ∪ {k
′
j}j is another arrangement of Ycd such that
〈ki〉
⌢〈k′j〉 ≡cd 〈hi〉
⌢〈h′j〉. Then k0 = σ(h0) for some σ ∈ Gcd. Thus by
Claim 7.6, we have σ(h0, µ
cd
i (h0)) = (k0, µ
cd
i (k0)) and so h0, µ
cd
i (h0) ≡c
k0, µ
cd
i (k0). Then due to interdefinability, we must have µ
cd
i (k0) = ki.
Similarly µcdj (k0) = k
′
j. Hence the map is well-defined. It easily follows
that the map in fact is an isomorphism. Moreover due to 7.8 we see
that it extends ρcd ◦ ρ
−1
ab . ⊣
Hence now we fix an extended binding group F ≥ G isomorphic to
F01. Then there is a canonical isomorphism ρ
F
cd : F → Fcd extending
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ρcd in such a way that ρ
F
cd◦(ρ
F
ab)
−1 is the correspondence defined above.
Now for µ ∈ F , we use µcd or simply µ to denote ρ
F
cd(µ). Note that a
mapping µ·f := µcd(f) is clearly a regular action of F on Ycd extending
that of G on Πcd.
Claim 7.10. If cd |⌣a, then for f ∈ Πcd, g ∈ Πac, we have µ · (f.g) =
(µ · f).g.
Proof. This follows from Lemma 7.7. ⊣
Assume now c(|= p) |⌣ab, and g ∈ Yab, h ∈ Ybc are given. We want
to define a composition h.g ∈ Yac extending that for G. Note now
g = τ0(g0) and h = σ0(h0) for some τ0,σ0 ∈ F and g0 ∈ Πab, h0 ∈ Πbc.
We define h.g := (σ0 ◦ τ0) · (h0.g0) = σ0 ◦ τ0(h0.g0).
Claim 7.11. The composition map is well-defined, invariant under
any automorphism of C, and extends that of Mor(G). For any f ∈ Yac,
there is unique h′ ∈ Ybc such that f = h
′.g.
Proof. Let g = τ1(g1) and h = σ1(h1) for some τ1,σ1 ∈ F and g1 ∈
Πab, h1 ∈ Πbc. Then since σ
−1
0 ◦ σ1(h1) = h0 and τ
−1
0 ◦ τ1(g1) = g0, due
to uniqueness we have that both σ−1
0
◦σ1, τ
−1
0
◦ τ1 are in G so in the
center of F . Now
σ0 ◦ τ0(h0.g0) = σ0 ◦ τ0 ◦ σ
−1
0 ◦ σ0(h0.g0) = σ0 ◦ τ0 ◦ σ
−1
0 (σ0(h0).g0)
= σ0 ◦ τ0 ◦ σ
−1
0 (σ1(h1).g0) = σ0 ◦ τ0 ◦ (σ
−1
0 ◦ σ1)(h1.g0)
= σ1 ◦ τ0(h1.g0) = σ1 ◦ τ1 ◦ (τ
−1
1 ◦ τ0)(h1.g0)
= σ1 ◦ τ1(h1.(τ
−1
1 ◦ τ0)(g0)) = σ1 ◦ τ1(h1.(τ
−1
1 (τ1(g1))))
= σ1 ◦ τ1(h1.g1).
Automorphism invariance clearly follows from the same property for
Mor(G) and the choice of the isomorphism ρFab. Moreover by taking
τ0 = σ0 = id, we see that the composition clearly extends that for G.
Lastly f = τ(f1) for some f1 ∈ Πac. Now there is h
′
1 ∈ Πbc such that
f1 = h
′
1.g1. Put h
′ = τ ◦ τ−11 (h
′
1). Then by the definition, f = h
′.g. For
any h′′( 6= h′) ∈ Ybc it easily follows that f 6= h
′′.g. Hence h′ is unique
such element. ⊣
The rest of the construction of F will be similar to that of G in [3].
Ob(F) will be the same as Ob(G) = p(C). Now for arbitrary c, d |= p,
an n-step directed path from c to d is a sequence (c0, g1, c1, g2..., cn) such
that c = c0, d = cn, ci−1ci ≡ ab and gi ∈ Yci−1ci. Let D
n(c, d) be the
set of all n-step directed paths. For q = (c0, g1, c1, g2..., cn) ∈ D
n(c, d)
and r = (d0, h1, d1, h2..., dm) ∈ D
m(c, d) we say they are equivalent
(write r ∼ s) if for some c∗(|= p) |⌣qr and g
∗ ∈ Yc∗c, we have g
∗
n =
h∗m ∈ Yc∗d where g
∗
0 = h
∗
0 = g
∗ and g∗i+1 = gi+1.g
∗
i (i = 0, ..., n − 1)
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and h∗j+1 = hj+1.h
∗
j (j = 0, ..., m− 1). Due to stationarity the relation
is independent from the choices of c∗ and g∗, and is an equivalence
relation. Similarly to Lemma [3, 2.12], one can easily see using Claim
7.11 that for any q ∈ Dn(c, d), there is r ∈ D2(c, d) such that q ∼
r. Then D2(c, d)/ ∼ will be our MorF(c, d), and composition will be
concatenation of paths. The identity morphism in MorF(c, c) can be
defined just like in [3, 2.15]. Now our groupoid F clearly extends G.
An argument similar to that in [3, 2.14] implies there is a canonical
1-1 correspondence between Yab and MorF(a, b). But F need not be
definable nor type-definable nor hyperdefinable. It is just an invariant
groupoid.
As pointed out in 7.6, Yab is ab-invariant. Now if it is type-definable
then as it is a bounded union of definable sets, by compactness it indeed
is definable and a finite set. (This happens when T is ω-categorical.)
For this case let us add a bit more explanations that are not explicitly
mentioned in [3]. By compactness now, ∼ turns out to be definable:
Note that D2(p) :=
⋃
{D2(c, d)| c, d |= p} is ∅-type-definable. Then
there clearly is an ∅-definable equivalence relation E on D2(p) each of
whose class is of the form D2(c, d). In each E-class, there are exactly
|Yab|-many∼-classes. Hence∼ is ∅-definable relatively onD
2(p) as well.
Hence [g] ∈ MorF(c, d) is an imaginary element and the maps [g] 7→ c
or d (the first and last components of g) are ∅-definable domain and
range maps. Moreover for [f ] ∈ MorF(c, d) ⊆ cd, we have [f ] ≡c [g].
Therefore F is a (relatively) ∅-definable groupoid.
We return to the general context of an invariant F . For notational
simplicity, use Φcd to denote MorF (c, d), and use Φc for Φcc. We finish
this note by stating some observations regarding F . First of all, one can
construct an example where Πa is not equal to Z(Φa) but where Φa is
abelian. In the groupoid example [3, Section 4.2] (which is quite similar
to TG in section 1 of this note), we may add some of irrelevant elements
to each object and also extend each morphism tuple by capturing those
elements. Then by permuting the elements we can have larger Φx¯ than
Πx¯ where x¯ is an extended object. Now then Φx¯ simply is some direct
product of Φx¯, so if G in [3, 4.2] is already abelian then G = Πx¯ need
not be equal to Z(Φx¯) = Φx¯. But of course if we work with TG as in
subsection 6.1 or the example in [3, 4.2] as they are, then Πx = Z(G)
and Φx = G.
Now for f ∈ Yab, we write f for its canonically corresponding element
in Φab. Note that for σ ∈ Fab and f ∈ Yab, we have σ(f) ∈ Yab and both
f, σ(f) ∈ Φab. But σ(f) need not be in Φab. In general σ(f) ∈ Φaσ(b).
We get now the following results for F similarly to those of G.
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Proposition 7.12. The group Fab is isomorphic to Φa. In fact for
any µ ∈ Fab, there is µb ∈ Φb such that for any f ∈ Yab, µ(f) = µb.f .
Hence Φb = {µb| µ ∈ Fab}.
Proof. The proof will be similar to that of 7.3. Define a map η : Φa →
Fab such that for σ ∈ Φa and f ∈ Yab, we let η(σ)(f) = g where g = σ.f .
Clearly η is a well-defined 1-1 map. It is onto as well since any µ ∈ Fab
is determined by (f, µ(f)). But obviously for some σ′ ∈ Φa, we have
η(σ′)(f) = µ(f). By commutativity, it easily follows that this map is
in fact an isomorphism. Now we take µb = η
−1(µ). ⊣
Proposition 7.13. For c(|= p) |⌣ab and f ∈ Yab, g ∈ Ybc, h ∈ Yac, we
have h = g.f iff h = g.f .
Proof. Since the composition relation defined in 7.11 is invariant re-
lation, we can find an ∅-invariant relation θ(x, y, z) such that for any
a′b′c′ ≡ abc and f ′ ∈ Ya′b′ , g
′ ∈ Yb′c′, h
′ ∈ Ya′c′, we have h
′ = g′.f ′ iff
θ(a′b′f ′, b′c′g′, a′c′h′) holds. Then the rest proof of the proposition will
be exactly the same as that of [4, 2.12], hence we omit it. ⊣
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