We extend a construction technique for perfect multifactors sometimes called the inverse of Lempel's Homomorphism to dimensions three and higher.
Introduction
What has come to be known as a de Bruijn cycle (see 4] for more history) is a periodic k-ary string in which every k-ary substring of a given size appears exactly once (periodically). For example, in the period nine string 001121022j001121022j0011 : : : each ternary string of length two appears exactly once with period nine. We will usually represent such a string with a fundamental block, writing 001121022 with the periodicity understood. The position of a substring is its location in the block, starting with position 0. So in the example above 00 appears in position 0, 21 in position 4 and 20 in position 8. There has been some recent interest in higher dimensional analogues of de Bruijn cycles. These have been called de Bruijn tori and perfect maps. Viewing 0 0 1 0 0 0 0 1 0 1 1 1 1 0 1 1 periodically in both dimensions (toroidally), each binary 2 2 array appears exactly once, for example, 0 1 0 0 in position (0; 1) and 1 1 0 0 in position (3; 3). There are obvious Department of Mathematics, Lehigh University, Bethlehem, PA 18015 gi02@lehigh.edu Partially supported by grants from the ONR and the Reidler Foundation necessary conditions for the existence of such maps and it is conjectured that these are also su cient.
Although there have been various methods of constructing perfect maps, two techniques have played a central role. The method of concatenation was introduced and developed by Ma 10] , Cock 1] and Etzion 2] and has been described for all dimensions. The method of integration (sometimes called the inverse of Lempel's homomorphism) was introduced in Fan, Fan, Ma and Sui 3]. Methods for integration of perfect factors have been extended and re ned by a number of authors, however only in one and two dimensions. In particular, when the entries are from a nite eld, Paterson 15] , 16] made use of the linear complexity of a sequence to allow repeated applications of integration. With this, he showed that obvious necessary conditions for the existence of 2-dimensional k-ary de Bruijn tori are su cient when k is a prime power.
Applying the techniques of concatenation and integration requires introduction of two new objects, perfect factors, which generalize perfect maps and a generalization of perfect factors called perfect multifactors.
Perfect factors can be thought of as a factorization of a de Bruijn cycle (or torus) into a collection of smaller cycles (tori). Perfect factors where introduced by Lempel 9] . Two dimensional perfect factors are mentioned in 18] and higher dimensional versions in 6]. Extensive study of one dimensional perfect factors can be found in 2] and 16].
Perfect multifactors are perfect factors in which each substring (subarray) of a given size appears several times, once in each location relative to a given modulus. Perfect multifactors were introduced by Mitchell 11] . Two dimensional perfect multifactors are introduced by Paterson 18] . Perfect multifactors were introduced and have been used to produce other perfect factors with non prime power bases. See for example 11], 14], 18], or see 12] for another variation. We will not discuss these applications here but rather discuss the role of perfect multifactors in concatenation and integration.
In order to have enough power to attack problems of constructing perfect maps, we must look at the broader problem of constructing perfect multifactors. Perfect factors in dimension d ? 1 along with one dimensional perfect multifactors are used in concatenation to produce d dimensional perfect maps (and factors). Perfect multifactors in dimension d ? 1 are a key to applying integration in dimension d.
In this paper we will begin by giving a number of motivating examples in Section 2. In Section 3 we will give more formal de nitions and discuss obvious necessary conditions which are believed to be su cient. In Section 4 we describe general results for the construction methods of concatenation and integration. For concatenation almost all of the cases where our results apply have been mentioned previously in the literature, but they have not all been written down in a uni ed format. To aid this, we will introduce another class of one-dimensional strings, perfect multifactor pairs, which have implicitly been used in previous works. For integration, what has been missing is a description of this construction in dimensions 3 and higher as well as integration applied to perfect multifactors in two dimensions. Additionally, the role of perfect multifactors in integration has usually not been made explicit. We will do so here. This allows us to state new broad results for integration.
Examples
The notation for discussing perfect multifactors can get quite cumbersome. In this section we present a number of examples to illustrate perfect multifactors as well as the methods of integration and concatenation. A more formal presentation will be in Sections 3 and 4. We adopt the notation of 8], informally in this section and formally in the next.
Example 1: Let us begin with a simple example. Recall the de Bruijn cycle 001121022 from the introduction. It is a 3-ary string of period 9 in which each length 2 substring appears exactly once. We will call this a (9; 2) 3 -dBS (de Bruijn sequence). Consider the two dimensional array 0 0 0 1 0 0 0 1 0 0 0 1 2 2 1 2 2 1 1 1 1 1 2 1 2 1 1 1 1 2 0 0 2 0 0 2 2 2 1 2 0 1 0 2 1 1 1 0 2 1 0 1 2 0 0 0 2 0 1 2 1 0 2 2 2 2 0 2 2 2 0 2 2 2 0 1 1 0 1 1 0. Viewing this 9 9 array toroidally, every 2 2 3-ary subarray appears exactly once. This is called a ((9; 9); (2; 2)) 3 -dBT (de Bruijn torus).
The method of construction is the simplest version of concatenation. Each column is a shifted copy of the previous de Bruijn cycle. The shifts follow the pattern 012345678. Column 1 is obtained by shifting column 0 by 0, column 2 is obtained by shifting column 1 by 1, .... The last 8 indicates that shifting column 8 returns us to the start, column 0 so we can view the array periodically (or as a torus). The subarray 0 1 1 2 appears in position (0; 2) since 01 and 12 appear in 001121022 shifted by 2, hence we look for this subarray where a shift of 2 occurs, starting in column 2. Similarly, each subarray can be found and because of the size, each must appear exactly once.
Example 2: Consider the string 000011210220112102201121022 obtained by writing three 0's followed by three copies of the string 01121022 (i.e., the de Bruijn cycle 001121022 with the rst 0 deleted). In this string with period 27, every 3-ary substring of length 2 appears exactly 3 times, once in each position modulo 3. We call this a (27; 2; 1) 3 3]-PMF (perfect multifactor). Shifting by 3 and by 6 we get two additional strings 022000011210220112102201121 121022000011210220112102201 for a set of 3, period 27 strings in which each length 2 substring appears appears exactly once in each position modulo 9; a (27; 3; 3) 3 9]-PMF. These will be the set of 3 starters for integration in our next example.
We now use the (27; 3; 3) 3 9]-PMF from Example 2 to integrate the ((9; 9); (2; 2)) 3 -dBT from Example 1. We illustrate with the second string of the perfect multifactor as a starter. Below the starter we have written 3 copies of the ((9; 9); (2; 2)) 3 -PM. This is our intermediate array in the construction. Doing the same thing with the other two possible starters produces three 3-ary 9 27 arrays in which we claim that every 3-ary 3 2 subarray appears exactly once. We call this a ((9; 27); (3; 2); 3) between row 0 and row 1 and between row 1 and row 2. These di erences give 1 2 1 1 which occurs in position (1; 2) in the ((9; 9); (2; 2)) 3 -PM of Example 1. The sum of the entries on these two columns above 1 2 1 1 is 0 1 In the addition we need to`arrive' at position (1; 2) (mod (9; 9)) with a sum of 0 0 , the rst row of the array we are looking for. Thus the starter plus 0 1 must be 0 0 (the rst row of our particular subarray). So we need to nd 0 2 in the starter in a position 2 modulo 9. This occurs with the second starter in position 11. Thus we nd 0 0 1 2 2 0 in row 1 column 11 of the new array. Similarly, since every length 2 substring appears in the set of 3 starters in every position modulo 9, we can nd every 3 2 subarray. In this example we have integrated along columns, (the rst coordinate dimension), when we describe integration in general we integrate along dimension d, so one should take the transpose of our examples to be consistent with that notation.
Example 3: In Example 2, what we did was copy a two dimensional array several times, and used a starter such that every substring appeared in every position modulo the number of columns. Working in three dimensions, imagine the array we wish to integrate as a box. We arrange copies of the box in some rectangular pattern and overlay a two dimensional starter. The starter must have the property that every 2 dimensional subarray appears exactly once in each position modulo the size of thè tops' of the boxes. That is, we need a two dimensional perfect multifactor. In general, we need a (d?1) dimensional perfect multifactor to integrate a d dimensional perfect factor.
Example 4: We now illustrate building a 2 dimensional perfect multifactor.
Begin with a (4; 2; 2) 1 2 2]-PMF (perfect multifactor) 0011 1001 , a set of 2 binary 1 dimensional strings with period 4 in which each substring of length 2 appears exactly once in each position modulo 2. We will concatenate these to form the columns of a two dimensional perfect multifactor. In the previous example we speci ed column shifts. Here we must specify shifts as well as a selection of which column to use. The shifts must be multiples of 2 because of the modulus, so our strings times 2 give the shifts.
Consider the following times 2 = shifts 0000 0000 1111 1111 column selection 0011 1001 0011 1001
In this set of four pairs of 4-tuples, each possible shift (0 or 1) appears once with each possible pair from 00, 01, 10, 11 (which speci es the column selection) in each position modulo 2. We will call this a (4; 1001 of the PMFP, we start column 0 equal to column #1, then column 2 is column #0 shifted by 2 = 2 1. Column 3 is column # 0 shifted by 2 = 2 1 from the previous column (a total shift of 4, which is equivalent to a shift of 0 since the columns have height 4). Column 4 is column #1 shifted by 2 = 2 1 from the previous column. The last column is again shifted by 2 = 2 1 for a total shift of 0, modulo 4, which is what is needed so that we`return' to the rst column and the period of the rows remains 4.
We claim that every 2 2 subarray appears exactly once in each position modulo (2; 2) in one of the 4 arrays. So this is a ((4; 4); (2; 2); 4) 2 2 (2; 2)]-PMF (perfect multifactor).
For example, to nd 0 1 1 1 in position (1; 0) modulo (2; 2) rst observe that the rst column 0 1 of our subarray appears modulo 1 in position 1 in column #0 and the second column 1 1 appears modulo 1 in position 3 in column #1. The positions di er by 2. So, we must nd the column pair 0; 1 along with the shift 1 (since we multiply shifts by 2) in position 0 modulo 2 in our perfect multifactor pair. This is in position 4 in the fourth set. So we nd 0 1 1 1 modulo (1; 0) in column 2 of the fourth array. This is in position (1; 2) of the array.
Basics
In this section we give more formal de nitions as well as stating necessary conditions for existence of perfect multifactors. For an array A we will denote the entry in positionĨ = (i 1 An array will be called K-ary if the entries are from an alphabet (set) K. If we are only concerned about the size of K and not its structure we will write k-ary where k = jKj. Sometimes we need additional additive structure on the alphabet.
When we refer to an alphabet as a group we will assume the group is of the form Z a 1 Z a 2 Z ax for some integers x and a 1 ; a 2 ; : : :; a x . We will also sometimes view entries in Z a as entries from Z in the obvious manner.
We will write gcd(a; b) for greatest common divisor and lcm(a; b) for least common multiple.
De nition 1 A (R;Ũ; ) d K Ñ ] Perfect Multifactor (PMF) is a collection of ddimensional periodic arrays with periodR = (r 1 ; r 2 ; : : :; r d ), with entries from an alphabet K and such that every K-ary sizeŨ = (u 1 ; u 2 ; : : :; u d ) subarray appears exactly once in each location moduloÑ = (n 1 ; n 2 ; : : :; n d ). We assume that r i is a multiple of n i for i = 1; 2; : : : ; d. Sometimes we will only be concerned about the size k of K and not its structure, in which case we will replace K with k in the notation. Usually PMF's are de ned referring only to the size jKj and not the structure of the alphabet K. We have included the structure of K in our de nition because we will need additive properties in K for our constructions.
The following lemma which relates the parameters of PMFs is easily veri ed by equating the number of distinct positions in a fundamental block and the number of appearances of subarrays, recalling that each particular subarray of sizeŨ appears exactly once for each location moduloÑ. 
Constructions
In this section we describe two basic construction methods, concatenation and integration of perfect multifactors. We then give our main results for situations where these constructions produce new perfect multifactors. The proofs follow the same patterns that have been developed in the literature previously. Indeed they may appear shorter because we separate out the key tools of constructing perfect multifactors. Once we do the work of getting the appropriate terminology and statements, the proofs are straightforward. We hope that this will aid in avoiding redundancy in future proofs and focus the development of constructions for perfect multifactors. Here we also include higher dimensional concatenation of perfect multifactors. In every case, the key is`lining' up selection of factors with shift patterns, and has been done previously by speci c construction in the proof. By introducing perfect multifactor pairs, we separate out this key part of the proof, simplifying the proof for concatenation. Of course then more needs to be said about perfect multifactor pairs and we will do this below. Let In other words, the projections of D(j) onto hyperplanes in dimension d + 1 are shifted factors from A. The selection of which factor is determined by C and the shifts are multiples ofÑ determined by B.
Construction 1 (Concatenation)
To check that concatenation is well de ned we only need to check that the periods are correct. For the rst d dimensions this follows immediately from the observations about projections above. For dimension d + 1 this follows by observing that the projection onto the hyperplane in dimension (d + 1) is shifted c`times'Ñ (coordinatewise multiplication) relative to the projection onto the 0 hyperplane in dimension (d + 1). If is the order of c, then c = 0 and the projection onto the hyperplane is shifted by 0 relative to the projection onto the 0 hyperplane. That is, they are shifted the same amount. Also since the B(i) have period , the projections onto the 0 and the hyperplanes are the same factor from A.
For the next theorem, the case c = 0 is the one that has been covered previously.
We also include c 6 = 0 for completeness. Even though the possibilities for c 6 = 0 are fairly restricted we believe there may be some use in constructing exceptional perfect multifactors. The periodicity and the number of factors for D follow from the discussion that concatenation is well de ned and from the de nition of concatenation. We need only observe that for c 6 = 0 as in the statement of the theorem, the order of c in H is
By Lemma 1 we need only to check that equation (1) As with concatenation we will brie y outline the various steps toward the application of integration in the broad setting given here. One dimensional integration in the context of binary perfect factors was rst discussed by 9] and extended to prime power alphabets with a discussion of repeated application in 2] and 16]. Two dimensional integration of de Bruijn tori in the binary case appears in 3]. Two dimensional integration of de Bruijn tori over general alphabets appears in 5] and 17]. In 17] there is further discussion of complexity in the new tori to allow repeated application of integration. The binary two dimensional case with constant (non-zero) sums is discussed in 3]. Although integration of factors and multifactors in two dimensions has not been discussed it is the same as for perfect maps. Here we include integration in dimensions three and higher. Previous proofs have included construction of speci c perfect multifactors for starters. Our proof is essentially the same as previous proofs, but by making explicit the role of perfect multifactors as starters for integration the proof appears simpler. The construction of perfect multifactors is covered by our concatenation result and inductively by the integration result. Additionally, our approach to multifactors as starters is what allows the extension to higher dimensions. We describe integration along direction d to simplify notation. To integrate along other directions simply`transpose' the dimensions. The periodicity and the number of factors =jH 0 j for D follow from the discussion that integration is well de ned and from the de nition of integration. By Lemma 1 we need only to check that equation (1) Observe that when c = 0 we could use just a PMF for a starter since we could pick H to be the trivial subgroup. Observe also that when c 6 = 0 we use only a set of representatives for a starter, so we do do not have the partitions on B and hence do not get D to be an EPMF. We would also be able to say something about repeated applications of integration. Something can be said along the lines of 17], however in the general setting here there results do not carry over. Observe that if the entries are from Z a 1 Z a 2 Z a l with W = lcm(a 1 ; a 2 ; : : :; a l ) then in any dimension in for which r i =q i is a multiple of W, the sums will be zero and we will be able to integrate the new factor along that direction. In three and higher dimensions this should allow quite a bit of exibility for repeated integration. 4.3 Perfect Multifactor Pairs
Here we brie y discuss perfect multifactor pairs. We give one simple construction that is essentially the one used (although without this notation) within previous proofs for integration in the literature. See 7] for another type of construction in a special case.
Lemma 4 Let A be a (R; u; 
Conclusion
We have described in a broad setting two techniques, concatenation and integration, that have been used for constructing higher dimensional analogues of de Bruijn cycles (perfect maps). These methods also construct perfect factors and multifactors which are inductively used in the constructions. We have new reults for using concatenation to produce perfect multifactors as well as the rst descriptionof integration in dimensions three and higher. This framework sets the stage for constructing large new families of perfect multifactors in higher dimensions, although many details remain to carry this out completely.
