We introduce a quantum Monte Carlo inspired reweighting scheme to accurately compute energies from optimally short quantum circuits. This effectively hybrid quantum-classical approach features both entanglement provided by a short quantum circuit, and the presence of an effective non-unitary operator at the same time. The functional form of this projector is borrowed from classical computation and is able to filter-out high-energy components generated by a sub-optimal variational quantum heuristic ansatz. The accuracy of this approach is demonstrated numerically in finding energies of entangled ground-states of many-body lattice models. We demonstrate a practical implementation on IBM quantum hardwares up to an 8 qubits circuit. |0i < l a t e x i t s h a 1 _ b a s e 6 4 = " 7 a 2 f 8 m T 3 O y y I T 4 o k e z F G p b g p q M 8 = " > A A A B 8 n i c b V B N S 8 N A E J 3 U r 1 q / q h 6 9 L B b B U 0 m k o M e C F 4 8 V 7 A e k o W y 2 k 3 b p Z h N 2 N 0 K J / R l e P C j i 1 V / j z X / j t s 1 B W x 8 M P N 6 b Y W Z e m A q u j e t + O 6 W N z a 3 t n f J u Z W / / 4 P C o e n z S 0 U m m G L Z Z I h L
I. INTRODUCTION
Solving quantum many-body and electronic structure problems is one of the most anticipated applications of quantum computers, in view of the exponential speed-up that can be achieved compared to classical simulations [1] [2] [3] . Despite decades of efforts, an efficient classical way to describe many-body effects and strong correlations is still missing, preventing classical computation of fermionic systems from reaching the desired accuracy in large-scale applications [4, 5] . On the other hand, quantum computation is still at its infancy and state-of-the-art calculations are performed on so-called noisy intermediate quantum (NISQ) hardware, of 20-50 qubits [6] .
These non-ideal conditions, represented by short circuit depths and the absence of implementable error correction schemes, call for the development of suitable algorithms able to exploit the present resources [7, 8] . In this context, variational approaches have been proposed as near-term strategy to solve the electronic structure problem [9] [10] [11] [12] . These algorithms drastically reduce the coherence time requirement, but feature optimizable parameters θ in the circuit, generating a parametrized quantum state |ψ c (θ) . These parameters are optimized to minimize the energy ψ c (θ)|H|ψ c (θ) for a given problem Hamiltonian H. The energy is calculated as a sum of expectation values of Pauli operators, hence the circuit is executed multiple times to reduce the variance of such estimates. The parameter optimization is instead performed classically [9] . This approach, called variational * GMA@zurich.ibm.com quantum eigensolver (VQE), has been applied to small molecules and quantum magnets [13] [14] [15] [16] , and relies on the assumption that a quantum state prepared in a quantum computer can represent efficiently and compactly all the correlations that are hard to encode classically [17] .
Lattice many-body models represent an ideal testbed for developing new algorithms, since they retain all the features that make electronic structure problems hard to simulate classically, but without the specific overcomplication of quantum chemistry (i.e. the generation of the Hamiltonian parameters that always require a classical preprocessing tool).
A concrete example is the Hubbard model, which is perhaps the most extensively studied condensed matter system, as it serves as a minimal model for hightemperature superconductors [19] and other correlationdriven phase transitions [20] . The exponential scaling of the Hilbert space's size with respect to system size L prevents polynomially scaling classical algorithms from an accurate solution in most of the cases, except from particularly symmetric conditions such as two-dimensional (2D) lattices at half-filling [5] .
The most advanced classical algorithms, such as quantum Monte Carlo (QMC) or density matrix renormalization group (DMRG) theory [21] are also characterized by underlying variational states. Interestingly, it has been noted that results may depend from the structure of the variational form used. An example is the debated existence of the so-called stripe order, which is a state displaying charge and spin modulations, in the underdoped region of the 2D Hubbard model [22] [23] [24] [25] [26] .
Other examples concern the proposed spin-liquid character of the Heisenberg antiferromagnet on the Kagome lattice [27, 28] , the variational description of frustrated Accuracy of the JQC state for one-dimensional many-body problems. Relative energy differences are shown as a function of the relevant Ising, Heisenberd and Hubbard model parameters. Energies computed for selected circuit depths d are plotted for the circuit ansatz (empty symbols, blue and green) and for the JQC (solid, red and orange). All systems sizes translate into a N = 8 qubit register. The RyCNOT circuit ansatz is lacking any a-priory design based on physical intuition. While the JQC ansatz always improves upon the circuit one, notably the worst performance is around the critical points of the models, i.e. when Γ, Λ, U/4t = 1 respectively. The number of Jastrow optimizable variational parameters, exploiting lattice symmetries, is 7 in case of Ising and Heisenberg models, and 10 for Hubbard, since here the fermion-to-qubit mapping implies a ladder structure (see Supplementary Materials [18] ). For each setup we plot the best outcome amongst several repetions of the numerical optimization procedure.
spin models [29] , and Mott insulators [30] .
The need for an accurate and easy to prepare variational trial state is transferred in the realm of quantum computation. In the VQE approach, the trial state's ability of describing the desired physical state is determined by the set of gates composing the quantum circuit and is limited by the affordable circuit depth. The connectivity between the qubits also plays an important role since the presence of at least a set of two-qubit gates is necessary to achieve a final entangled state. Due to the limited coherence time of present NISQ machines, it is only possible to run relatively short circuits, with a detrimental impact on the accuracy of the calculation. For example, the unitary coupled cluster (UCC) ansatz [31] , which is the quantum counterpart of the celebrated coupled-cluster technique [32] , has been proposed as a polynomially scaling quantum circuit to solve quantum chemistry problems. However, the number of gates necessary to achieve chemical accuracy, even on small molecules, is simply too large to be successfully executed on NISQ devices [33] .
Heuristic circuits, which implement hardware-efficient gates, represent a more realistic approach in the short term, and have been already demonstrated in several small chemical [14, 15, 34] and lattice model examples [35] .
However they suffer from the same coherence time limitation when investigating larger systems [34] .
In this paper, we introduce a hybrid quantum-classical type of trial states P|ψ c , which exploits both the entanglement offered by a short quantum circuit, and projective pseudo-dynamics, implemented at the classical level, through measurements post-processing. Here, the projector P filters out the unwanted high-energy components from the sub-optimal trial state |ψ c , produced by the circuit, and is inspired by established correlated methods, such as Variational Monte Carlo (VMC) [5] .
We propose two quite different practical approaches to implement the non-unitary operator P. In the first, the information stored in an ancillary register is used to re-weight the measurements performed on the N -qubit circuit register. The second strategy does not require ancillary qubits but the evaluation of the modified Hamiltonian PHP. Depending on the complexity of P, this translates in a polynomial increase of the number of Pauli terms to measure.
II. PROJECTORS IN QUANTUM MONTE CARLO
The projector P (partially) removes the residual components of the circuit ansatz |ψ c having negligible overlap with the target state (cfn. also the Supplementary Materials for an illustrative example [18] ). The knowledge of the exact state is however not required to construct such operator. To this end, we borrow inspiration from classical simulations, where physically motivated classes of projectors have already demonstrated good accuracy in describing strong correlations. These are the so-called Jastrow functions, widely used in the QMC community in solving lattice models [36, 37] and continuous systems [38] , in both first [39] [40] [41] [42] and second quantization [43, 44] .
For example, a particularly simple but effective projector, the so-called Gutzwiller operator [45] , counts the number of doubly occupied sites in a lattice, removing such high-energy components in the Hubbard model at large-U . The same operator may as well suppress ionic terms naturally arising from a simple single-particle product state description of molecular dissociation. 
III. JASTROW QUANTUM CIRCUIT STATES.
The strategy we propose in this paper is to act directly on the N -qubits space e.g., in the case of the Hubbard model, after the Jordan-Wigner mapping of fermionic operator to the qubit space [3, 35] . A long-ranged spin Jastrow operator is then applied to the circuit ansatz, using the projector
where σ α k are Pauli matrices, and λ k,l are N (N − 1)/2 variational parameters. The number of effective optimizable paramenters λ can be reduced by applying lattice symmetries, for example by assuming that the value of λ k,l only depends on the distance between qubits k and l. The Jastrow correlator can be generalized also to three and more spin interactions. For the sake of brevity, we propose the name Jastrow quantum circuit (JQC) for the P J |ψ c state, reminiscent of the Jastrow Slater Determinant (JSD) wavefunctions used in electronic QMC calculations [38, 46] . In our case the qubit Jastrow operator improves the description of spin correlations by acting on the circuit ansatz, whereas in the classical counterpart it is applied to a mean-field starting state, which imposes the correct (anti)symmetrization of the system. Moreover, it easily includes all possible two qubits k, l interactions being not constrained by the available hardware connectivity [47] .
A. Accuracy of the JQC variational states.
We tested the accuracy of the JQC ansatz on three popular many-body models in one dimension: the transverse field Ising model, H Ising = − Coulomb repulsion parameters, respectively. While the first two models do not require any mapping, being already spin Hamiltonians (therefore N = L), we use the mapping between spinful electrons and qubits, illustrated in Ref. [37, 48] , to map a L-sites Hubbard model into a N = 2L qubits register with ladder connectivity (cfn. also Supplementary Materials [18] ).
In this work we use a primitive heuristic R y -CNOT circuit. The circuit ansatz is represented by |ψ c (θ) = U c (θ)|ψ init , where U c (θ) is the unitary operator representing the circuit, θ is the set of total d N single-qubit rotation angles, where d is the circuit depth, and |ψ init is an easy-to-prepare bit-string. While such type of circuit requires an affordable number of entangling gates (CNOT) per block, it may not respect basic symmetries of the desired solution, compatible with the particle and spin number conservation [34] .
In this case, the non-unitary Jastrow operator will effectively project-out wave-function components of |ψ c having particle number and magnetization incompatible with the Heisenberg and Hubbard models. More gener- Fig. 2 with simulators (green = noiseless simulator, blue = noise model from IBM Tokyo chip) and with hardwares (red = IBM Tokyo chip, orange = IBM Tenerife), and using the measurements reweighting method introduced in the main text. For each λ point we reconstruct the probabilities in the ZZ and XX basis using 8192 shots. Error bars are computed repeating this process Mrep = 12 times. The JQC state reduce to ψc for λ = 0. Bottom panel. Same analysis as above, but on a L = 4 system and using an entangled RyCNOT circuit. Here the Jastrow operator contains 3 variational parameters, this set λopt is optimized beforehand. In order to have an one-dimensional plot we multiply them elementwise by λ, such that when λ = 1 we re-obtain the optimal solution. In the noiseless simulator case we acquire 2 × 10 6 shots, with Mrep = 24. In the noisy simulator(hardware) case we acquire 1.6 × 10 5 (2.5 × 10 4 ) shots, and Mrep = 12 (24) . In the latter cases, a rigid shift of ≈ 0.15 is applied to the data-series so that the λ = 0 point is at E − Ec = 0. ally, P J will provide a modulation to the amplitudes of the quantum state |ψ c , while preserving their sign. For this reason, as it happens in VMC, the Jastrow operator cannot recover the exact energy by itself, irrespectively of the circuit. Nevertheless, the JQC ansatz uniformly improves the standard VQE ansatz |ψ c (θ) , for all the three models considered. In fact, as we observe a several order-of-magnitude improvement of the energy at fixed circuit depths (cfn. Fig 1) .
As discussed above, the total number of variational parameters in the set (θ, λ) is linearly increasing with N , if appropriate lattice symmetries are taken into account (cfn. Supplementary Materials[18] ), or if a cut-off is imposed on the correlation lenghts considered in Eq. S11.
While in Fig. 1 we benchmark the quality of the ansatz at fixed system sizes by varying the models parameters, in the Supplemetary Materials we investigate the efficiency of our method as a function of the system size [18] . These results have been obtained simulating the circuit in noiseless conditions and applying exactly the Jastrow operator on the state-vector |ψ c . Since the JQC state is not normalized to unity, the normalization has been computed numerically.
IV. HARDWARE IMPLEMENTATION

A.
Entangled copy method
Differently to classical simulations, implementing the projector is not as straightforward. In this section we will illustrate the general procedure, while developing in parallel an example (a L = 2 sites Ising model.) The standard VQE approach would require a 2 qubits circuit, and measuring expectation values of the ZZ, XI, and IX operators, to calculate the energy of the model [14] . In practical approaches (as implemented in the Qiskit package [49] ) this is done by separating the Hamiltonian in groups of operator that can be measured simultaneously H = b H b , in a given basis b. The expectation value H b is evaluated by reconstructing the bit-string probability P b (i) in the b basis, through measurements (here the label i denotes the integer encoded in the L-bit string) [50] . Suitable unitaries (called post-rotations R α ) allows us to measure in different bases. In this example, to measure the non-diagonal operator we need R α = H, where H is the Hadamard matrix.
In our approach, we need to combine the possibility of measuring the qubits after applying the postrotations, with the requirements to also read the qubits in their Z basis, to evaluate Eq. S11. This is possible only by introducing an ancillary register of the same size L. We use the ancilla register to store an entangled copy of the original register, using CNOT gates as in Fig. 2 . In this specific case, the total register now reads {q 0 , q 1 .q 2 , q 3 }, where the first L = 2 qubits evolve through the circuit, and the last ones are initialized to 0. In such a way, the L-bit outcome j of the measurement on the ancilla register, determines a weight w(j), to be applied to the 2L-bit readout, labelled with the integer 2 L j + i. The only additional step required is to reconstruct the reduced probability of the original 2-bits components P b (i), given the total probability of the 4-bits stringsP b (2 L j + i), which is actually measured and then reweighted (see Supplementary Material [18] ).
In Fig. 3 we benchmark the proposed reweighting scheme on syntetic measurements (i.e. using circuit simulators, with and without noise), and real datasets from IBM Q hardwares, Tokyo (20 qubits) and Tenerife (5 qubits) using L = 2 and L = 4 Ising models, and with two different circuit ansatzes. The first circuit is made of two Hadamard gates, U c = H ⊗ H, that produces an equal superposition state Here, it can be shown analitically that a two-spins Jastrow operator (cfn. Eq. S11) suffices to amplify(suppress) the components having even(odd) parity, recovering the (unnormalized) exact state, for λ = λ 01 ≈ 0.24. Notice also that in this limiting case the circuit state is a trivial product state, and the Jastrow operator recovers all the missing correlations characterizing the exact state.
The obtained energies from the circuit simulations and the Tokyo machine data are compatible with the predicted values at variuos λ, obtained by state-vector emulations of the process. We observe that for the Tenerife hardware data the one-parameter Jastrow operator is not sufficient to recover the exact energy of the model, because of the noise level of the hardware. Nevertheless, the Jastrow operator allows us to improve the circuit energy, although for a different value of λ compared to the theoretically predicted one.
The technique is also demonstrated on a more challenging L = 4 system (which translates into a 2L = 8 qubit register). Here the Jastrow projector recovers the energy difference between an heuristic R y -CNOT (with d = 1 and optimized θ parameters) energy E c and the exact one.
B. Transformed Hamiltonian method
The second implementation we propose requires additional Pauli operators to be measured, instead of ancillas qubits. Computing the expectation value of the energy on the JQC state E = P J ψ c |H|P J ψ c / P J ψ c |P J ψ c , it is equivalent to measure the ratio of P J HP J and P J P J operators on ψ c . Unfortunately we notice that Eq. S11 results in an exponentially increasing number of Pauli operators with the register size. However, a suitably truncated expansion P J = 1+J +J 2 /2+· · · , controlled by the smallness of the parameters λ, can still be effective while reducing the number of operators to polynomial scaling (we report numerical benchmarks in the Supplementary  Materials[18] ).
V. CONCLUSIONS.
We introduce hybrid quantum-classical states to solve many-body lattice models, drastically reducing the depth requirements of the heuristic circuits to reach target accuracy, by leveraging on the use of non-unitary operators [51] . The approach is variational, and after full optimization of the Jastrow parameters the energy is always better or -in the worst case-equal to the one provided by the circuit ansatz. Two practical schemes have been proposed to realise such states in present hardwares. The most promising one requires an additional ancillary register. This methods relies on measurements reweighting and allows for an exact implementation of the Jastrow correlation operator, while it does not increase the number of Pauli operators to be measured, that already constitutes a drawback of standard VQE [12] . The approach has been demonstrated using an 8 qubits circuit in the IBM Tokyo chip, providing quantitative energetics for the testcase Ising model. We notice that this implementation extends the scope of the recently proposed stabilizer-VQE method [52] , where measurements are simply discarded using an error detection scheme. In this case, the projector allows us to improve the accuracy of the VQE ansatz, while also mitigating the possible errors. A possible issue of these approaches may arise when the VQE ansatz and the exact state have negligible overlap. In our case, an increased statistical fluctuation of the energy would be a fingerprint that most of the measurements are reweighted to zero. While this issue is not present in the studied cases (cfn. Supplementary  Materials[18] ), it will call for the development of synergic circuit and projector operators. We anticipate the use of suitably modified projected circuit states for solving quantum chemistry problems.
ACKNOWLEDGMENTS
Supplemental Materials: Non-unitary operations for ground-state calculations in near term quantum computers
VI. AN ILLUSTRATIVE EXAMPLE
In Fig. S1 we sketch a typical situation where the target state, being the exact ground state of a onedimensional model, ψ 0 (x) is outside the trial state functional class, ψ c (x). In this example the variational freedom is quite small, limiting the maximum overlap ψ c |ψ 0 available. We can improve the ansatz quality by introducing a suitable projector P, which removes the components of |ψ c having negligible overlap. In principle the functional form of projector operator is in general defined through variational parameters, which must be optimized together with the ones contained in the circuit. 
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VII. SIZE SCALING OF THE COMPUTATIONAL GAIN
We observe that the computational gain remains meaningful (i.e. order-of-magnitutes large) as the system size L is increased. We measure this gain, at fixed circuit depth d, as the ratio of the energy differences (compared to the exact value E exact ) between the best energy obtained with the circuit, E c , and the best energy obtained by the JQC ansatz, E JQC . These optimizations are independent. We notice (not shown) that the circuit parameters θ optimized in the presence of the Jastrow become sub-optimal if plugged back into the circuit state alone. This observation is common in the context of classical QMC calculations, where it is common practice to optimize together the parameters defining the Jastrow and the Slater-Determinant.
The numerical optimizations of the variational forms are done running first the COBYLA optimizer, followed by a BFGS run.
The computational gain is model dependent, and it becomes sizable only for d > 1 for the Ising model. In this case, the variational freedom provided by the (short) circuit state |ψ c is not sufficiently large and the Jastrow projector acts only trivially on the state. For all system sizes, the computational gain is increasing with increasing depth. 
FIG. S2. Computational gain provided by the Jastrow operator as a function of the circuit depth. This is an Ry-CNOT heuristic circuit (cfn. Fig. S3 ).
It is not possible to obtain a meaningful size-scaling in the case of the Hubbard model, since the Jordan-Wigner mapping already doubles the qubits requirement to encode the system. While the L = 2 system is so simple that already a d = 1 R y CNOT is sufficient to recover the exact energy, obtaining a set of converged numerical optimizations up to the L = 8 point (hence N = 16) is too computationally expensive (for classical emulation).
VIII. HUBBARD MODEL IN A QUANTUM COMPUTER
A. Fermions-to-qubits mapping
We consider the standard mapping of the L sites Hubbard chain with hamiltonian
where we tuned the chemical potential to satisfy the half-filling condition, to a 2L qubits ladder system having the following hamiltonian:
where now the s =↑ (↓) qubits correspond to the lower(upper) chain of the ladder (see Fig. S8 .a). If two vertically adjacent qubits (red link) are in the state 1, they contribute with a Coulomb repulsion term +U to the total energy.
. Heuristic circuit used in this work. The circuit is made of d repetitions of the same type of block, which features single qubit parametrized rotations on the y axis, and an entangler block made of a cascade of CNOT gates (cfn. also Fig. S8.d) .
B. Symmetries in the Jastrow operator
While the total number of parameters in a two-spin Jastrow correlator is N (N − 1)/2, this number can be reduced according the system's symmetries. This parameter reduction alleviates the local minima problem during optimization.
In this case we reduce the number of optimizable parameters from a total of 28 to 10 inequivalent spin-spin interaction. Notice that, since the Jastrow operator is not applied at the circuit level, the available interactions are not constrained by the hardware connectivity.
Due to translational invariance we assume that the q 0 -q 1 , q 1 -q 2 , etc. interactions are equal, so that the λ 01 , λ 12 , etc. parameters are also equal (see main text). The same applies for all the next-nearest-neighbours q 0 -q 2 , q 1 -q 3 , etc. along the same chain, and so on. In Fig. S8 .b we display all the inequivalent coupling parameters.
C. Heuristic circuit
The qubits are enumerated as in Fig. S8 .c. Different implementations are also possible. The structure of one of the entangler blocks of the heuristic circuit is shown also in Fig. S8.d . It is not the purpose of the paper to optimize the circuit architecture for this specific system.
IX. PROBABILITIES RECONSTRUCTION IN THE ENTANGLED COPY METHOD
The implementation #A (as defined in the main text) uses an ancilla register. The total register now reads {q 0 , · · · , q L−1 .q L , · · · , q 2L−1 }, where the first L qubits evolve through the circuit, and the last L ones are initialized to 0. We use the ancilla register to store an entangled copy of the original register, using CNOT gates as in described in the main text. If we consider the L = 2 Ising model and the H ⊗ H circuit (for sake of simplicity) outlined in the main text, before applying the post-rotations, the circuit wavefunction encoded in the total register reads ψ c = 1/2(|00.00 + |01.01 + |10.10 + |11.11 ). The first two qubits, i.e. the circuit (or system) qubits, are then rotated accordingly to the desired Hamiltonian term to be measured, whereas the ancillary qubit are read in their Z basis.
Let us call |i an L bit string encoded in the system register and |j the L bit string encoded in the ancilla register, with i, j = 1, · · · , 2 L − 1. The state |j.i , belonging to the 2 2L dimensional Hilbert space of the total register, encodes in binary format the number |j.i → j 2 L + i. Our goal is to reconstruct the probability of the system register in any possible basis, which is obtained by applying the postrotations.
Applying L postrotation R α , with α = [Z, X, Y ], to the system register, is mathematically translated into applying an unitary operator, tensor product of the individual gates,
where the basis b, is univocally defined by the string [α 0 , α 0 , · · · , α L ], and the three possible post-rotation unitaries are defined as To give an example, for the Ising model we will use the basis b 0 = [Z, Z, · · · , Z], and b 1 = [X, X, · · · , X]. In general we will have a B number of basis.
Recall that we need to reconstruct B L-qubit probabilities to follow the present way to calculate the expectation values of the energy, written as a sum of Pauli operators, as described in the main text. In general, this may not be the most efficient way to achieve this task, but it is the widely adopted one. In the Ising model example however, the total energy is computed evaluating the (two-body) operator Z ⊗ Z ⊗ I · · · I + I ⊗ Z ⊗ Z · · · ⊗ I + · · · + I ⊗ · · · ⊗ Z ⊗ Z on the probability P b0 , and the (one-body) operator Z ⊗ I ⊗ I · · · I + I ⊗ Z ⊗ I · · · ⊗ I + · · · + I ⊗ · · · ⊗ I ⊗ Z on the probability P b1 , where all the system qubits are measured along the X axis.
A. Positive valued states.
Reconstructing all the B L−qubits probabilities arrays is far from being trivial, except for the b 0 = [Z, Z, · · · , Z] basis case. Using the entangled copy method we can directly measure 2L−qubits probabilities arrays instead. For the sake of illustration, we provide here a simple method that works only when the quantum state we are sampling from is positive-valued. Since the Ising model hardware calculations fall within this class we provide here the specific formula used, and discuss the generalization to the non-positive case in the next section.
In this case, to extract the L−qubits probability P b , given the measured 2L−qubits probabilityP b , in the basis b, we use the following formula,
where Λ b (i, j) = 2 m/2 U b (i, j), with m = L − #of R I rotations in the tensor U b , and [ ] 2 implies taking the square modulus of the complex number. For the sake of concreteness, in the case of the L-site Ising model, the two matrices used are the tensor product of L identity (hadamard) matrices for b 0 (b 1 ). E.g. for L = 2, Λ b0 =    1 0 0 0 0 1 0 0 0 0 1 0 0 0 0 1
Notice that, while formally the sum extends to an exponentially increasing number of components, it is in practice restricted to the number of non-zeroP b (j 2 L + i) terms measured, which is at most equal to the maximum number of measurement performed. Bounding the number of measurements required to achieve a target energy accuracy is a central problem in VQE, and its outside the scope of this work.
Overall, the number of measurements determines the quality of the result, as shown in Fig. S5 , where we study the accuracy of the energy compared with the theoretical value provided by the JQC ansatz. An imperfect reconstruction of the probabilities leads to a systematically larger value for the energy. Energy of the JQC states for the Ising model with different size as a function of the reparametrized Jastrow coefficients. The λ value controls an element-wise re-parametrization of the optimal Jastrow parameters, such that when λ = 0 the JQC state reduces to the circuit state ψc and no measurement reweighting is applied, whereas for λ = 1 the optimal Jastrow parameters are recovered and the JQC state has the minimum energy. In black we plot the numerically obtained value via state-vector evaluation of the JQC ansatz. Colored are the noiseless circuit simulation values, that include the extended circuit used for the entangled copy implememntation and the reweighting procedure. Different colors represent different measurement numbers used to compute the probabilitiesP b in the two basis considered for the Ising model. Error bars are computed by repeating the process Mrep = 12 times.
B. Non-positive states.
Eq. S5 does not work in the case of non-positive wavefunction. The knowledge of onlyP b is not sufficent to obtain P b because the information about the signs of the components is erased when computing the square of the amplitutes. Our goal is however feasible because we can always obtain the missing information in an independent way. This is possible if we do not apply the entangled copy circuit (notice however that without the entangled copy circuit we cannot apply to Jastrow projector). Conceptually we need to optimize the Λ b matrix of Eq. S5 in such a way that, given theP b , the reduced probability computed via the postprocessing, P b , is equal -or close-to the same probability distribution P 0 b measured from the same state ψ c without the entangled copy circuit appended. In practice we find that imposing a particular structure for the matrix Λ b is beneficial. We inherit such structure from the "positive case", but we multiply element-wise each column k by a number s k which should ideally take discrete values ±1. 
We then need to solve numerically an optimization problem, involving a system of quadratic equations, minimizing the difference
where s is the solution array {s 0 , s 1 , · · · }, where the probability array P b is obtained inserting Eq. S7 into Eq. S6, while P 0 b can be simply measured without the entangled copy circuit. It is important to observe that we require only an approximate solution of this system, as the reweighting procedure that will follows will anyway compensate for possible errors in the reconstruction.
However we can check that, for the Ising (shown in fig. S6) Black points correspond to the state vector simulations where we can exactly generate the probabilities P b andP b . The error does not grow indefinitely with L, and it eventually decreases. The procedure is robust against discretization of probabilities, which are reconstructed through measurements, using 10 3 , 10 4 , 10 5 shots (blue, orange and red datasets respectively). The finite sampling prevents an exact solution of the system of the minimization problem in Eq. S8, nevertheless the error saturates at a finite (small) value. FIG. S7. We generate random real-valued states for each given system size L (shown are 25 states with L ranging from L = 5 to L = 8) and we compute the energy without the entangled copy circuit (the energy of the random state, blue), the energy obtained using the entangled copy circuit and reconstructing the probabilities as in Eqs. S5,S7,S8 (orange), then the energy obtained using also the Jastrow parameters (optimizing only the Jastrow, at fixedP b , red). We observe that the energy reconstruction works quite well, but it does not need to be optimal since the measurements are reweighted anyway using the Jastrow optimization. In green we plot also the exact energy of the model, showing that the method is variational. In this run it is quite unlikely to recover the exact energy since the Jastrow projector cannot chang e the signs of the components of the random state. Nevertheless the accuracy improvement is evident, and does not degrade as the system size increase. Data is uncorrelated, so lines here represent only a guide for the eye.
X. PROBABILITIES REWEIGHTING USING THE JASTROW OPERATOR
Each measured probabilityP b in basis b is reweighted according tō
where w(j) is the Jastrow operator (which is calculated from the ancilla register read-out), exp( N s,t=1(s =t) λ st σ z s σ z t ), (S11) and the correlator σ z s σ z t is evaluated only on the ancilla bit-string j, where the qubits are measured in their Z basis. The probability is then renormalized to 1, and is processed to give the reduced probability P b as explained in the above section.
XI. ENERGY FLUCTUATIONS DUE TO MEASUREMENTS REWEIGHTING
Poor performances are expected when the circuit state ψ c has negligible overlap with the exact one, which is the solution of the problem Hamiltonian that we aim to minimize. While numerically this issue is manifested by a vanishing normalization of the JQC state, in the proposed implementation A based on measurement reweighting, an increased statistical fluctuation of the energy values would be a fingerprint that most of the measurements are reweighted to zero, with only very few samples, collected from the circuit measurements, being enhanced accordingly by the Jastrow factor.
A qualitatively correct circuit ansatz is therefore of central importance for the method. We show that, despite its simplicity, the heuristic ansatz here considered maintain a good overlap with the exact state as the system size L is increased. In this way the number of components projected-out by the Jastrow operator stays relatively constant with increasing system size. The observed dispersion of the energies as a function of the Jastrow parameters amplitude is therefore also approximately constant. Each energy evaluation has been obtained using 320000 L-qubits measurements in the Z and X bases. The model considered here is the Ising model. The λ value is controls an element-wise reparametrization of the optimal Jastrow parameters, such that when λ = 0 the JQC state reduces to the circuit state ψc and no measurement reweighting is applied, whereas for λ = 1 the optimal Jastrow parameters are recovered and the JQC state has the minimum energy.
XII. IMPLEMENTATION B
As discussed in the main text, another viable option to implement effectively non-unitary operators is by computing the the ratio of the expectation values of the operators P J HP J and P J P J on ψ c . This means measuring different Pauli operators. Unfortunately, it can be verified that the exponential ansatz of the projector (cfn. Eq. 1 of the main text) P = e J (S12) implies a number of Pauli terms that grows exponentially with the system size N . This is true already when expressing the normalization operator P J P J as sum of Pauli strings. A possible workaround is to truncate the exponential ansatz using
With this choice the number of Pauli strings is polynomially increasing with N . We tested analytically how the truncation affects the quality of the ansatz. Results are shown in Fig. S9 in the case of the L = 8 Heisemberg model. We see that for low circuit depths d the computational gain is much more limited compared to the exponential ansatz considered in the main text and previous section of this Supplementary Materials. Given the relatively small computational gain, and the necessity of perfoming more measurements, we focused on the implementation A in the main text. FIG. S9. Computational gain provided by the Jastrow operator as a function of the circuit depth. This is an Ry-CNOT heuristic circuit (cfn. Fig. S3) 
