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1. INTRODUCTION 
The purpose of this paper is to develop conditions which ensure that all 
solutions of certain retarded functional differential equations are 
asymptotically constant ast--t co. The results developed here are tailored for 
systems (and perturbations of systems) for which each constant function isa 
solution. Such systems have appeared recently inthe literature as models of 
various phenomena and have often been examined as delay differential 
equations ofthe form 
x’(t) = g(t, x(t) - x(t - r)), g(t, 0) = 0, (1.1) 
or 
x’(t) = g(t, x(t)> - g(t, x(t -r)) (l-2) 
or as perturbations of these quations ( ee, for example, [1, 3, 5, 6]).) It 
should be mentioned, however, that previous results have not always been 
restricted o equations with a single delay. Likewise, the techniques 
developed inthis paper do not impose such a restriction. 
To partially sethe stage, we refer to a recent result for linear systems 
x’(t) = P(t)[x(t) - x(t - r)] + Q(t) x(t) +R(t) x(t - r), (1.3) 
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where P, Q, R are continuous n X n matrix functions. In ]3 j it wa.s howii 
that each solution f(1.3) is asymptotically constant as 1-+ co provided 
~ P] E L* [0, co) and /Q / , ]R j E L1 [0, co), where . j represents an appropriate 
norm. By focusing on the “unperturbed” part P(t)[x(t) - x(l - r)] and 
observing that it satisfies an inequality 
:P(t)[x(t) - x(t - Y)]l ,< ;P(t)l jt Ix’(s)1 ds 
l-r 
whenever x’ is continuous on [t - r, t], we will be able to readily apply our 
main results osignificantly improve and generalize th above result (cf. 
Example 3.1). 
Since we wish to obtain results hat have a wider ange of a~~~icabi~it~- 
than merely to Eqs. (1.1). (1.2), or(1.3), weemploy the standard setting for 
functional differential equations. Let r > 0 be given and let 
C = C([-r, 01, R“) denote the space of continuous functions that map the 
interval L-r, 0] into R*. For 4 E C, the norm of 4 is defined by ]j# ]I =
max-rgsi5 IcS(~>l~ where I. Id en0 es t any convenient orm in R”. Also, for 
k E R”, let I$~ E C denote the constant function defined by (s,(s) = k, 
-r<s<O. If x:[t,-r,t,+A)+R” is continuous (t,>O, O<A<co), 
then for each t E [to, t, + A), xt E C is defined by xi(s) = x(f + s), 
-Y<S<O. 
We consider a system of functional differential equations 
x’ = N(t, x,) + iW(t, XJ, (1.4) 
where AT: M: [O, 00) x C + R” are continuous and map closed and bounded 
sets into bounded sets. The prime notation (‘) denotes the right-hand 
derivative with respect tot. These conditions guarantee that each initial v ue 
problem (with initial condition xt, = 4; t, > 0, $ E C) has at least one 
solution defined on an interval [t,, t, f A), 0 < A < co (cf. 14 ]). 
Furthermore, if a solution isbounded on [t,, t, + A) with A < co, then it can 
be extended as a solution “past” t, + A. We denote a solution f(1.4) that 
satisfies xl0 = Q, by x(.; t,, 4). Whenever there is no possibility of confusion, 
we write x(.) or simply x instead ofx(.; t,, 4). 
In Section 2 we establish the main theorem for asymptotic constancy of
soiutions f (1.4). Previous results along these lines are scarce; some of them 
will be discussed inSections 3 and 4. Also, in Section 3 we provide special 
criteria egarding the main result ofSection 2.Finally, inSection 4 we see 
that conditions used to establish a ymptotic constancy ofsolutions of (1.4) 
are frequently sufficient to prove that each solution isuniformly stable. 
459/91/2-X 
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2. A CONDITION FOR ASYMPTOTIC CONSTANCY 
In this section we consider system (1.4) and we assume there xist 
nonnegative continuous functions p(a), v(a) on [0, co) such that 
INGYJI G~Wj-‘~l~‘ts)l ds 
for y(.) continuously differentiable on [t - r, t] and 
IMP, #>I G v(t) III I for all t > 0, Q E C. 
We further assume 
each solution x(. ;t,, 4) is defined onthe interval [t, - r, 03). 
(2.1) 
(2.2) 
(2.3) 
Condition (2.3) holds, for example, ifthere xists a continuous nonnegative 
function w(.) on [0, co) such that 
I WC $1 +WC #>I G w(t) II4 I for all t > 0, # E C. (2.4) 
It is often the case that (2.3) holds even if (2.4) is not valid, sowe do not 
impose the latter condition. 
At first glance it might appear to the reader that (2.1) is an unusual 
condition since it imposes the property hat N(t, y) s 0 for constant functions 
y: [-r, 0] --f R”. This condition does, however, often arise in a natural way. 
For example, ifthere xists a nonnegative function p(. ) such that 
I gk u>l GP@> Iz4 I for t>O and uER” 
in (1.1) or 
I g(4 u> -&> 011 <P(t) 124 -uI for t&O and u,vER” 
in (1.2), then (2.1) is satisfied. (Here, M = 0.) Likewise, (2.1~(2.4) are 
clearly satisfied for(1.3) with p(t) = ]P(t)], v(t) = 1 Q(t)] + /R(t)/, and w(t) =
2 IfV>l + IQWI +lR@)l. 
The following lemma is fundamental tothe work presented here; we 
include the proof or the sake of completeness: 
LEMMA 2.1. Suppose f and g are continuous on [0, m) with f(t) > 0, 
g(t) > 0 for all t> 0. If, for some 1, > 0, 
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then 
ProoJ Let t, be such that (2.5) holds for a!? 1” > t, + P and choose t”, 7 
such that , + r < t* < T. By integrating (2.5) from t* to T, we obtain 
(i) If T-Y > t*, then 
+!l’--rf(s)dsf+rg(t)dt 3;;-;/(s)ds;‘g(t)dt 
s 3 
< “*f(s) ds 1 ,J1, ~+rg(t)dt+~-r/(s)ds~~+‘g(t)dt 
+ j-~~rf,W~ ~~+‘dWt. 
(ii) If T-r < t”, then 
* 
+ f -,f(s) ds !” g(t) dt + i;J’-(s) ds iSr g@d dt 
t* 
< /-rf(s) ds rtrg(t) dt + /;-rf(Q ds f‘+rg(t) dt 
“S - s 
+ tTf(s) ds !1‘+ ’ g(t) dt. 
“t’ 
fn either case, (2.6) holds and the proof is complete. 
414 ATKINSON AND HADDOCK 
For a function h: [to, co) + R (or R”), if J”: Ih(t dt < 00, then 
hELP[&, al),p > 0. 
THEOREM 2.1. In addition to(2.1~(2.3), suppose there xists a positive 
nondecreasing function q(.) such that, for sufJiciently large t, q(t) > 1, 
1 
t+r 
P(S) dsG [q(t) - 1 I/s@ + 4 
t (2.7) 
and 
qv E L’[O, co). (2.8) 
Then solutions x = x(. ;0, 4) of (1.4) satisfy 
x’ E L’[O, al); P-9) 
in particular, every solution f(1.4) tends to a finite limit as t 3 co. 
Proof: For a given solution x = x(.; 0, #), we have from (2.1~(2.3) that, 
for t > r, 
lx’(t>l W)j r lx’(s>I d  + v(t) II-4. (2.10) 
For some t, > r (to be determined later) and t > t,, we multiply inequality 
(2.10) byq(t) and integrate ov r [to, t]. This gives easily (from Lemma 2.1) 
J’ ‘s(s) I x’(s>l ds to 
< lo-r Ix’(s>l d (”q(u)p(u) d  + 1 ’ q(s) 4s) II-4 ds. (2.11) to 
Here, llxsll < IIxtoll + i‘s, lx’(u>l du. Hence, if 
K= ltrpr lx’(s)l d [+r cl(u)p(u) dz.4 + IIxtJl irn q(s) 4s) ds, (2.12) 
‘0 
we have from (2.11) that 
jtl 4s) Ix’@>l ds GK + jib Ix’(s>l d  j;+r q(u)p(u) d  
’ + 
i 
q(s) v(s) ds 1” Ix’(u)I du. (2.13) 
fo to 
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Here: the last double integral does not exceed 
and so from (2.13) we deduce that 
-;;” ix’(s)1 ds q(s) - isir i 
1 
q(u)p(u) du- ,fm q(u) u(u) du 1 < K. (2.!i) 
JS s 
We suppose now that , is such that (2.7) holds for t > 1,, and is so large 
that 
,,m 
j q(t) u(t) dt < 4. 
” to 
The expression in braces in (2.14) is then not less than 
q(s) - q(s + r) j+rp(u) du - 4 > i, 
s 
where we have used the fact hat q is nondecreasing. Result (2.9) XXV 
follows from (2.14). 
The above proof is easily extended toinclude solutions x = x(. ;t, :p) rbr 
any t, > 0. 
Remark 2. i. We are able to deduce from (2.12) and (2.14) more 
specifically that
,r IX’(S)1 dS < 2q(t,) r ix’(S)1 dS + ,iXlolj, (2.! 5) 
0 “to-r 
where 1, is as above. Also, the requirement that q(t) be nondecreasing may
be omitted if (2.7) is replaced by
,[+‘q(s)p(s) ds <q(t) - 1, (2.lii) 
for iarge t. As we note later, this can serve as a source of special criteria. 
Remark 2.2. If A4 is not present in (1.4) then a straightforward 
modification of the proof of Theorem 2.1 will yield the same result if(2.7) is 
replaced bythe weaker condition 
ftirp(s) ds < [q(t) - 1 ]/q(t + y> + h(t), 
“f 
(2.17) 
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for some h with q(t + r) h(t) <p < 1. This fact will be employed in Theorem 
3.3. 
3. SPECIAL CRITERIA AND EXAMPLES 
This section is devoted to obtaining special criteria for asymptotic 
constancy ofsolutions of (1.4). We obtain these by particular choices ofthe 
function q in Theorem 2.1. For example, assuming (2.1)-(2.3), we have 
THEOREM 3.1. Let u E L’[O, co) and 
I 
t+r 
lim sup p(s) ds < 1. t-cc t (3.1) 
Then solutions f (1.4) satisfy (2.9). 
Proof. For this case we take q(t) = k > 0, a constant. Then (2.7) 
becomes 
I 
t+r 
p(s) ds < 1 - l/k, t
and since k may be chosen arbitrarily large, we have the result, 
EXAMPLE 3.1. Theorem 3.1 provides a significant improvement of a 
recent result of Haddock and Sacker elating tolinear nonautonomous 
system (1.3) 
x’(t) = P(t)[x(t) - x(t - r)] + Q(t) x(t) + R(t) x(t - r). (3.2) 
As was mentioned inSection 1,it was shown in [3] that each solution f
(1.3) is asymptotically constant ast + co whenever 1PI E L * [0, co) and 1 Q / , 
]R I E L’[O, a~). Theorem 3.1 indicates hat he condition 1 PIE L’[O, a) can 
be weakened to 
I 
t+r 
lim sup 
t-cc 
IP( ds < 1. t (3.3) 
This would also include the case 1PI E Lp[O, ao) if p > 1 (and not just 
p = 2). This follows since 
i 
t+r 
lim I P(s)1 ds = 0 for lPI E L’(O, m), P> 1. t+m t 
(Of course, (3.3) can be affected by the choice of matrix norm.) 
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To see that he number one in (3.3) is the best possible asfar as a genera‘ 
result isconcerned, consider the scalar equation 
x’(t) =p(t)[x(t) - x(t - r)]. (3.4) 
If p(f) zz b > 0, a constant, and lim,,, sup U[:“‘p(~) $S = br = 1: then .x(t) = : 
is a solution f(3.4). Some results for (3.4) of a more general character, for
-which the pointwise b havior fp(t) is restricted in various ways, have been 
given by Slater [6]. 
As a final comment regarding Example 3.1, we should mention that here 
is certainly o need to avoid a variable d lay in (3.2). For instance, if ?is 
replaced by r(t) in (3.2) with 0 < r(t) Q r, then the same results hold. 
Likewise, if both iP( and r(.) are bounded on 10, co), if j Qi, 
] E L ’ [0, co), and if either IP( -+ 0 or r(t) + 0 as t + co, then each 
solution f(3.2) tends to a constant ast -+ co. 
As the next theorem indicates, condition (3.1) can in some cases be 
weakened to allow 
,‘!ff suP (I+rP(s)ds = 1, “t 
THEOREM 3.2. Suppose (2.1E(2.3) hold, where 
[” m(t) dt < 00. 
‘0 
(3.5) 
Further, suppose there xists K > r such that for su#kientiy large t
r 
fir 
p(s) ds < 1 -K/t. 
-1 
Then solutions f (1.4) satisfy (2.9). 
ProoJ Here, we let q(t) = at. Then 
[q(t) - l]/q(t + r) = [t - l/a]/[t i-r] > i - [r t i/aj/t, 
and since a may be chosen arbitrarily large, the result follows. 
Condition (3.6) can be further weakened if M is absent from (1.4), sorhar 
u = 0 and (2.8) may be eliminated from the considerations. 
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THEOREM 3.3. Suppose (2.1) and (2.3) hold and, for sufficiently large t, 
i 
ftr 
p(s) ds < 1 - r/t -K/t !n t, 
t 
(3.7) 
for some K > r. Then solutions f (1.4) satisfy (2.9). 
ProoJ: For this case, we let q(t) = at In t. 
[q(t) - l]/q(t + r) = 1 - r/[t + r] - [r + l/a]/[t + rl ln(t + 7) 
+ r + t ln(t/[t + r])/[t + r] ln(t + r) 
= 1 - r/t - [r + l/al/t Int 
+ [r + t ln(t/t + r)]/[t + r] ln(t + r). (3.8) 
It is straightforward to show that for 
h(t) = [r + t ln(t/t + r)]/[t f r] ln(t + r), (3.9) 
q(t+r)h(t)-+O as t+cO. Since a may be chosen arbitrarily large, the 
remainder ofthe proof ollows from (3.8), (3.9), and Remark 2.2. 
Another criterion f r(1.4) is obtained byusing (2.16) in place of (2.7), 
with q(t) = at. In partiular, (2.16) holds if p(t) satisfies the pointwise bound 
for large t. That is 
p(t) < l/r - K/t, K> f, (3.10) 
!‘ 
t+i- 
asp(s) ds< at + ar(i -K) < q(t) - 1 
t 
for K > 4 and a sufficiently large. Itwould seem that he value “i” here is 
the best possible. 
4. STABILITY OF SOLUTIONS 
For the sake of convenience, w  let M = 0 in this ection a d consider the 
system 
x’ = N(t, x,). (4-I) 
In studying stability of solutions of (4.1), we need a condition fthe nature 
of a Lipschitz hypothesis. 
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T~-IEOREM 4.1. Let (2.1) hold, where p(t) satisfies (3.1). Further, ie; 
there xist a nonnegative locally integrable function u(‘) such that 
‘WC 4J - W, #Al < u(t) Iih - h/l for ail t> Q, PI, 94 Ec (42j 
and 
j u(s)ds<c, < 00, 
-’ I 
t > 0 for some cl (con&) > 0. (4.3) 
Then solutions f (4.1) are uniformly stable. 
ProoS. In view of (3. l), we may take it that 
,.I+’ 
/ p(s)ds<c< 1, t>t* for some t* > 0 and some constant c.(4.4) 
.f 
Let x(t) be a solution defined for t> t, > 0. We denote asecond so:ueion 
by y(t), t > t, 2 t,. We need to show that for any E > 0 there is a 6 > 0 such 
that he inequality 
!.mpiies that 
I Y(t) - x(t)1 < 4 t,--r<t<t, (4.5) 
I y(t) - 4t>i < E for ail t > t, o (4.0) 
ere, 5 should not depend on t, nor on y. 
We will arrange that, for some T > t,, 
I v(t) - x(t)1 < t (1 - c) 6, tl<:<Lr, (“l.7) 
j-m Id( dt < $ (1 - C) E, (43) 
‘T 
These will together nsure that (4.6) holds. 
Since (2.9) holds, by Theorem 3.1 there will be a t, > to such thar (4.3) 
holds if T> t,. We write 
TO = max(t,, k”) 
and choose 
T = max(t, )TO> i *. ;4. :’ ) 
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Thus (4.8) is assured. We now determine 6 by 
-7.0 - r 
Jew /cl + jlu u(s) ds = $(I - c) El 
and claim that (4.7) and (4.9) hold. We have, for t > I,, 
(4.12) 
! Y’(f) --- X’(f)1 = IN(f, y ) -N(L XI)1 < u(t) ,I L’, - x, ‘I 
i I < u(t) 1s + 1_1 1 y’(s) - x’(s)1 ds (. 
‘11 
Hence. by a Gronwall-type argument, 
Iy’(t) --x’(t)/ < &4(t) exp 1-c 2((s) ds1, f > 1,. 
I 
(4.13) 
Integration of this yields 
j”lJqS)-x’(s)lds<6 jexp!‘Izr(s)ds-11. 12 I,. (4.14) 
-11 -11 
Using (4.5), we then have 
IYO) - xO)l < 6 (4.15) 
Suppose first that , > r,, so that, by (4.11), T= f, -t r. We then have 
from (4.15) that 
..I, +r
I4’0) - WI < 6 exp I u(s) ds, f,,<f< T, 
-1, 
which, in view of (4.2) and (4.12), proves (4.7). Suppose next that 
f, < f, < 7’,,, so that T= T,, + r. We then have from (4. IS) that 
1 y(f) - x(f); < 6 exp 1 4s) & I, <t< T, 
“I 
and this again proves (4.7) in view of (4.12). 
It remains to establish (4.9). Arguing as in (2.11) and (2.12). we have 
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Hence, 
1: / y’(s)1 ds< ~(1 - c)-l I:-, y;(s)i ds. 
Here we may take 1-3 co and deduce that 
~~~lu’is)lds~c(l-~)-~“~-~~~‘j~j--r’(s)jds 
+c(l -c)-’ \= !x’(s)l ds. (4. ro; 
‘T--r 
We have now 
f’ iy’(s)-x’(s)~d~~~~~y’(~)-x.i~):ds 
‘T--r * 
by (4.1 I), and so, by (4.141, 
;J 
.& 
ly’(s)--x’(s)lds~fiexpj]:u/s)ds~iji-C)E, 
as in the proof of (4.7), whether t, > TO or I, < T,. A similar bound for the 
last integral in (4.16) has already been arranged; we may in (4.8) replace T 
by T- r, since T> t, + r. Combining these results, we obtain (4.9), thereby 
completing the proof of Theorem 4.1. 
COROLLARY. Let (4.2) and (4.3) hold with cl < 1. If, ira ddition, 
N(t, &J = 0 for all t > 0 and all constantfunctions qbk E G, (4. 
then solutions f (4.1) are uniformly stable. 
17 
ProoJ: In view of Theorem 4.1, it suffices to show that (2.1) holds with 
p(t) = u(l). 
Let y(.) be continuously differentiable on [t- r, t 1, let 0E [t - r, i1, and 
let k= y(0). For some cc) E [-r, 01, we have 
II Y, -hll =I Y,(W) - h(W)l = I YO + (fi) - YC@)i * 
Thus, 
from which the conclusion follows. 
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Remark 4.1. There is no difficulty in extending Theorem 4.1 to include 
Eq. (1.4) whenever (2.2) holds with t’ E L’ [O, co). In particular, if (4.2) 
holds, then we can also include in Theorem 3.1 that solutions of (1.4) arc 
uniformly stable. We use this fact in the next example. 
EXAMPLE 4.1. In [ 1 J, Cooke and Yorke obtained rather interesting 
results for the autonomous scalar equations 
x’(f) = g(x(t)) - g(x(t - r)) (4.18) 
and 
-u’(t) = g(x(t)) - 1-O P,(s) g(x(t + s)) ds, (4.19) 
. r 
where r > 0 and I” ~ P,(s) ds = I. These equations have been proposed as 
models for the growth of certain populations a dfor the spread of epidemics. 
As a simple illustration of (4.18). suppose a single species has birthrate 
g(x(t)). where x(t) denotes the number of the species at time 1. If each 
member has a life span r > 0. then (4.18) becomes a reasonable growth 
model. For the case that g is locally Lipschitzian. Cooke and Yorkc have 
shown in [ 11 that each solution x: [ 1, - r, o) --t R, I,, < w ,< rx), of (4.18) (or 
(4.19)) satisfies 
x(t) -+ co 
x(f) - + const 
X(f) -+ -33 
as f +o; or 
as f -to: or 
as I + 0.). 
These results have recently been extended toinclude a more general (but still 
scalar and autonomous) etting (cf. 15 I). 
Our previous results can be employed to supplement the results of11 1 and 
151. For example, ifg satisfies a global Lipschitz condition 
Ig(x)-g(y) <Llx--.I)! for x3 J E R (or R”) and some 1. > 0, (4.20) 
and if Lr < 1. then from Theorems 3.1 and 4.1, each solution f(4.18) is 
uniformly stable and tends to a constant limit as t--t co. (The function g is 
not restricted to the scalar case.) 
If the birthrate in (4.18) were altered toallow for seasonal f uctuations 
(variable co fficients), then the growth model could take the form 
x’(l) = p(l) d-+)) - PO - r) gW - r)) 
= At)l RW)) - g(x(f - r)) I+ c(t) g(x(f - r)), (4.2 1) 
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where v(t) ‘z’p(t) -~(t - r). In view of Remark 4.1, if g satisfies (4.28), then 
each solution f(4.21) is uniformly stable and asymptotically constant as
l-+ co, provided 1 u / E L’ [Y, co) and lim,,, sup ji-,p(s) ds< 1/L. 
Even if g does not satisfy a global Lipschitz condition i (4. IS), locai 
results can still besalvaged. For example, the results ofthe previous sections 
can be readily modified and made applicable to an equation such as 
x’(t) =p(t)[xY(t) - xY(t - r)]; r > 0, (4.223 
where y = ~l/b > 1 is the quotient ofpositive odd integers. In particular, if 
,p(.)/ isbounded on [0, co), then the zero solution f(4.22) is uniformly 
stable. Furthermore, each solution with sufficiently small initial condition 
tends to a constant ast + 0~). Also, for each fixed y> 1 and each constant 
K > 0, there xists Y,, > 0 such that, for each Y < Y,,, the solutions that satisfy 
lim t-n3 sup ix(t)1 < K are uniformly stable and asymptotically constant as 
f-t co. 
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