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Resumen
En esta tesis se usa una metodolog´ıa de investigacio´n y control para un generador eo´lico
basado en un generador de induccio´n doblemente alimentado (DFIG), sera´ puesto a prueba
en el software Matlab mediante el Toolbox llamado Wind Turbine Double-FedInduction y
posteriormente con los datos obtenidos se corrobora que´ ventajas y desventajas tiene la me-
todolog´ıa implementada, adema´s se evalu´a el desempen˜o frente a un sistema PI desacoplado
fijo y un sistema PI acoplado fijo.
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Cap´ıtulo 1
Introduccio´n
Los requerimientos de energ´ıa continu´an incrementa´ndose debido al gran despliegue de
la industrializacio´n y el aumento de los esta´ndares de vida. La mayor parte de consumo
de energ´ıa en el mundo es generada a trave´s de los combustibles fo´siles por medio de la
combustio´n y a pesar del gran desarrollo tecnolo´gico, so´lo tienen alrededor de un 50 % de
eficiencia. Usualmente este tipo de fuente de energ´ıa produce casi el 35 % de las emisiones de
efecto invernadero y el costo de procesamiento es alto [1]. Las reservas de energ´ıa fo´siles se
esta´n reduciendo y su contradiccio´n con el medio ambiente es cada vez ma´s violenta [4],[2].
Las razones anteriores han llevado a los ingenieros y ambientalistas a encontrar una solucio´n
sostenible y amigable con el medio ambiente, donde se proponen las energ´ıas renovables [6],
[7].
Los sistemas h´ıbridos de energ´ıa que son aquellos que contienen dos o ma´s fuentes de energ´ıa
renovable como: la eo´lica, solar, geote´rmica, mareo-motriz, la energ´ıa hidroele´ctrica y diver-
sas formas de biomasa [1],[2]; el viento y la energ´ıa solar son las ma´s comunes, distinta de
la energ´ıa hidroele´ctrica, esto es debido a que la conversio´n de la energ´ıa eo´lica o solar en
electricidad es factible y fa´cil en comparacio´n con la mareo-motriz u otras energ´ıas. Como
fuentes renovables, especialmente la eo´lica y solar, esta´n disponibles en casi todos los lugares
del mundo y se puede utilizar para producir electricidad econo´micamente para muchos sitios
remotos [2]. La creciente utilizacio´n de sistemas de energ´ıa renovable requiere de nuevas es-
trategias para la operacio´n y gestio´n de la red ele´ctrica, con el fin de mantener o mejorar la
fiabilidad y calidad del suministro de energ´ıa. Adema´s, la regulacio´n de la red lleva a nuevas
estructuras de gestio´n en las que el comercio de la energ´ıa y la potencia es cada vez ma´s
importante.
La electro´nica de potencia, que es a su vez la tecnolog´ıa para convertir la energ´ıa ele´ctrica
de manera eficiente, de una etapa a otra, es esencial para los sistemas de energ´ıa renovable
distribuida. El campo de la electro´nica de potencia ha crecido en las u´ltimas de´cadas por
1
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dos razones principales: en primer lugar, el desarrollo de interruptores semiconductores, que
son capaces de conmutar de forma ra´pida y manejar alta potencia [3], en segundo lugar,
la produccio´n de microcontroladores, donde se pueden implementar algoritmos de control
avanzados y complejos. Estos factores han llevado al desarrollo de convertidores de potencia
rentable y conexio´n a la red de forma amigable [6].
Los sistemas de generacio´n eo´lica utilizan sistemas de turbinas de viento, donde el gene-
rador puede ser: un generador s´ıncrono, un generador de induccio´n de jaula de ardilla, un
generador de induccio´n doblemente alimentado (DFIG, por sus siglas en ingles (”Doubly Fed
Induction Generator”) y el generador s´ıncrono de imanes permanentes. En la mayor parte
del mundo se utilizan las turbinas de viento DFIG, debido a varias razones: posibilidades
de aumentar la capacidad de captura de la energ´ıa de la turbina, reducir las tensiones de
la estructura meca´nica, disminuir el ruido acu´stico, hacer que la potencia activa y reactiva
sean controlables para una mejor integracio´n en la red y, adema´s este DFIG se diferencia
de los dema´s generadores ba´sicamente en eficiencia y costos [3]. El sistema DFIG, utiliza
un convertidor AC/DC/AC, donde la potencia captada por la turbina eo´lica se convierte
en energ´ıa ele´ctrica por el generador de induccio´n y se transmite a la red por el estator y
los devanados del rotor, manteniendo tensio´n y frecuencia adecuadas, para ser acoplada al
sistema ele´ctrico de potencia o entregada al consumidor final bajo ciertas particularidades
(niveles de tensio´n adecuados para el consumo, calidad en el servicio, entre otros) [20]. Sin
embargo, la generacio´n con DFIG es controlada bajo las condiciones del viento (ma´rgenes del
cambio de operacio´n debido a la variacio´n del viento), dado que es un para´metro que no se
puede controlar, so´lo predecir bajo un estudio probabil´ıstico y estad´ıstico [19], por esta razo´n
los para´metros que se buscan a controlar en el generador eo´lico son el cambio de a´ngulo para
las aspas, la potencia activa y reactiva en el convertidor (lado del estator y rotor del DFIG)
[20]. Dado que el sistema de la turbina de viento DFIG posee una dina´mica intr´ınseca, puede
ser u´til el disen˜o de un control robusto para dicho sistema, ya que posee varios para´metros a
controlar y sintonizar, convirtie´ndose en una tarea dif´ıcil y engorrosa [12]. Recientemente, se
han utilizado me´todos de optimizacio´n para la sintonizacio´n de los para´metros del controlador
para el DFIG: optimizacio´n por enjambre de part´ıculas (PSO) y algoritmos gene´ticos (GAs)
han sido aplicadas para el controlador en el convertidor del lado del rotor en el dominio del
tiempo en [8], [9], respectivamente. La funcio´n objetivo, es reducir el exceso de corriente y de
tensio´n en el circuito del rotor, sin embargo, como el controlador en el convertidor del lado
de la red no se ha optimizado, se presentan grandes oscilaciones de tensio´n en CC. El PSO
se ha utilizado para optimizar todos los cinco controladores del sistema DFIG incluyendo
tanto el lado del rotor y de la red de los controladores [10]. La optimizacio´n por bu´squeda de
bacterias se ha aplicado para la sintonizacio´n de amortiguacio´n del control para mejorar los
modos de oscilacio´n de la turbina de viento DFIG [18], ademas, [10], [18] considera un solo
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objetivo y punto de funcionamiento u´nico, por lo tanto, el desempen˜o de la amortiguacio´n
robusta y los cambios de ma´rgenes por condiciones de operacio´n (cambio en la velocidad del
viento) no pueden ser obtenidas simulta´neamente.
Ante la definicio´n del panorama y la variedad de metodolog´ıas implementadas para el
control del sistema turbina de viento DFIG, en este proyecto se aborda la siguiente pregunta:
¿Es factible el disen˜o de un controlador adaptativo de mu´ltiples entradas y salidas (MIMO)
del tipo proporcional integral (PI), con asignacio´n robusta de valores propios, para un sistema
de generacio´n eo´lica basado en un DFIG?. Los generadores eo´licos, son sistemas empleados
para obtener la energ´ıa ele´ctrica a partir de la energ´ıa del viento, donde la planta es sometida
a variaciones del viento y es por ello que se requiere de un control adaptativo PI, que puede
modificar su comportamiento en respuesta a cambios en la dina´mica del sistema y a las
perturbaciones, motivo por el cual se hace factible la implementacio´n de dicho controlador
PI, el cual se ha requerido en muchas aplicaciones industriales [11].
1.1. Objetivos
1.1.1. General
Disen˜ar un controlador multivariable adaptativo del tipo PI con asignacio´n robusta de
valores propios para un sistema de generacio´n eo´lica basado en un DFIG.
1.1.2. Espec´ıficos
Plantear un sistema de identificacio´n adaptativo para un sistema multivariable sobre
un sistema de generacio´n eo´lica basado en un generador de induccio´n doblemente ali-
mentado.
Implementar un sistema de control multivariable basado en un controlador del tipo PI
con asignacio´n robusta de estructuras propias y acoplarlo con el sistema de identifica-
cio´n.
Evaluar el desempen˜o del sistema multivariable adaptativo frente a un sistema PI des-
acoplado fijo, y un sistema PI acoplado fijo.
Cap´ıtulo 2
Modelo matema´tico de la turbina
eo´lica
La ma´quina de induccio´n, tambie´n nombrada como maquina as´ıncrona, es una herra-
mienta fundamental en la industria por sus diversas aplicaciones en a´reas de la tecnolog´ıa,
esta ma´quina opera por debajo de la velocidad s´ıncrona para el caso de motor y en su fun-
cionamiento como generador, funciona por arriba de la velocidad s´ıncrona. Existen distintos
tipos de aerogeneradores que usan ma´quina de induccio´n para la transformacio´n de la energ´ıa
meca´nica en energ´ıa ele´ctrica. [15]
Figura 2.1: Parque de Aerogeneradores
Los principales elementos que componen un Aerogenerador se muestran en la siguiente
imagen:
4
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Figura 2.2: Estructura interna Aerogenerador
2.1. Modelo Meca´nico De La Turbina
El viento, son masas de aire en la atmo´sfera que se producen por diferencias de tem-
peratura, tiene como caracter´ısticas su velocidad y direccio´n, pero estas caracter´ısticas se
ven afectadas por diversos factores como: localizacio´n geogra´fica, caracter´ısticas clima´ticas,
altura y superficie. El objetivo de una turbina eo´lica es interactuar con el viento, capturando
parte de su energ´ıa cine´tica y transformarla en energ´ıa utilizable.
La energ´ıa cine´tica en el viento es la encargada de accionar la turbina eo´lica para la pro-
duccio´n de la energ´ıa ele´ctrica, que atraviesa un a´rea A:
Pv =
1
2
ρAv3 (2.1)
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Donde ρ es la masa especifica del aire que depende de la humedad y de la presio´n del
aire, se supone ρ = 1,2Kg
m3
y donde v es la velocidad del viento m
s
.[21]
La potencia meca´nica extra´ıda por el viento corresponde a la expresio´n [22], [23]:
P =
1
2
ρAv3Cp(λ, θ) (2.2)
λ = wt ∗ R
v
(2.3)
Donde [23]:
A: Superficie de barrida por las aspas
ρ: Densidad del aire
v3: Velocidad equivalente del viento
θ: A´ngulo de ataque de las aspas
CP : Coeficiente de Potencia
λ: Velocidad especifica de la turbina
wt: Velocidad meca´nica de la turbina
R: Radio del aspa
El modelo utilizado para el coeficiente de potencia CP (λ, θ), esta dado como [22]:
CP (λ, θ) = c1(
c2
β
− c3θ − c4)e− c5
θ
+ c6λ (2.4)
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Con
1
β
=
1
λ+ 0,08θ
− 0,035
θ3 + 1
(2.5)
c1,c2,c3,c4 y c5 son constante que dependen de la geometr´ıa de la turbina.
Con la ma´xima potencia extra´ıda del viento Pt y la velocidad angular de la turbina wt
se procede a calcular el torque entregado por la turbina eo´lica:
Pt = Tt ∗ wt (2.6)
Despejando wt de la ecuacio´n 2.3 y Tt de la ecuacio´n 2.6 obtenemos:
wt =
λv
R
(2.7)
Tt =
Pt
wt
(2.8)
Reemplazando 2.2 y 2.6 en 2.8 se obtiene el torque entregado por la turbina [22], [23]:
Tt =
1
wt
(
1
2
ρAv3Cp(λ, θ)) (2.9)
El Tren de Transmisio´n toma la forma de un modelo de masa despreciable, en donde los
para´metros son referenciados al lado del generador, donde:
dwg
dt
= (Tem − Twg −Bmwg)
1
Jeq
(2.10)
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2.2. Modelado del viento
[22]La entrada del sistema es la velocidad del viento, de acuerdo a los valores que toma la
entrada se especifican zonas de trabajo las cuales esta´n diferenciadas a medida que la velo-
cidad del viento va aumentando, ya que van apareciendo limitaciones en el sistema. Existen
tres zonas de trabajo las cuales son nombradas de la siguiente forma:
Velocidades bajas: 3m
s
< v < 8m
s
Velocidades intermedias: 8m
s
< v < 13m
s
Velocidades altas: 13m
s
< v < 25m
s
Ma´s arriba de 25m
s
se considera que los esfuerzos sobre el sistema no pueden soportarse,
por lo tanto, la turbina es sacada de funcionamiento. A continuacio´n se da una breve expli-
cacio´n de cada una de las zonas de trabajo en las cuales puede operar la turbina eo´lica:
Velocidades bajas (3m
s
< v < 8m
s
)
Teniendo en cuenta las pe´rdidas ele´ctricas y meca´nicas del sistema, para velocidades del
viento muy bajas (v < 3m
s
), no es econo´micamente rentable poner en funcionamiento la tur-
bina, por consiguiente la velocidad mı´nima de funcionamiento comienza a partir de 3m
s
, en
este rango de la zona de trabajo de velocidades bajas, no se presenta ninguna limitacio´n en
el sistema y se trabaja en un punto de funcionamiento o´ptimo del sistema que se expresa
para una velocidad angular de la turbina (wt), en donde se presenta el ma´ximo coeficiente
de potencia (CP ) y que corresponde a la siguiente ecuacio´n[22]:
wt =
vλopt
R
(2.11)
En la siguiente gra´fica se observa como es la variacio´n de CP en funcio´n de la velocidad
angular wt para diferentes velocidades de viento.
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Figura 2.3: Coeficiente de potencia para distintas velocidades de viento [22]
Esta estrategia es denominada ”seguimiento del punto de funcionamiento o´ptimo”; Como
se puede ver en la gra´fica, para cada velocidad de viento esta´ determinada una velocidad de
giro wt y para la cual el coeficiente CP es el ma´ximo, lo que implica la ma´xima extraccio´n de
la potencia del viento, en esta zona de trabajo de velocidades bajas el sistema se encuentra
trabajando en las siguientes condiciones: Velocidad de la turbina variable dada por la ecua-
cio´n 2.11, en donde wt < wnom y el par del generador Tg variable, en donde Tg < Tnom.[22]
Velocidades intermedias (8m
s
< v < 13m
s
)
En esta zona de trabajo se ingresa cuando es imposible realizar un seguimiento del punto
de funcionamiento o´ptimo sin sobrepasar la velocidad nominal del sistema, en esta zona de
velocidades intermedias el sistema trabaja a una velocidad igual a la velocidad nominal del
generador y no se excede la limitante del par ma´ximo que el generador es capaz de imponer,
con estas condiciones si la velocidad del viento aumenta el par resistente del generador debe
aumentar para limitar la velocidad del rotor, en esta zona de trabajo el sistema se encuentra
trabajando bajo las siguientes condiciones: Velocidad de la turbina constante wt = wnom y el
par del generador Tg variable, en donde Tg < Tnom hasta que el par del generador alcanza el
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valor nominal Tg = Tnom [22].
Velocidades altas (13m
s
< v < 25m
s
)
El principal objetivo cuando se encuentra bajo esta zona de trabajo es controlar el sistema
para que se mantenga en el punto de funcionamiento nominal, en este momento el generador
entregara´ la potencia nominal y el control se realizara´ sobre el a´ngulo de las aspas para
mantener el par de la turbina en su valor nominal. En la figura 2.4 se puede observar las
curvas del coeficiente de potencia CP en funcio´n de la velocidad del viento con distintos
valores de β [22].
Figura 2.4: Coeficiente de potencia CP vs λ parame´trico en β
Como se puede ver en la figura 2.4, a medida que el a´ngulo β de las aspas aumenta el par
de la turbina se hace ma´s bajo, en esta zona de trabajo el sistema se encuentra trabajando
bajo las siguientes condiciones: Velocidad de la turbina constante wt = wnom, el par del
generador Tg constante, igual al valor nominal Tg = Tnom, a´ngulo variable para as´ı reducir el
par de la turbina [22].
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2.3. Modelo matema´tico del Generador de Induccio´n
Doblemente Alimentado (DFIG)
En casi todos los sistemas de generacio´n de energ´ıa ele´ctrica, la ma´quina principalmente
utilizada es el generador, lo que hace es transformar algu´n recurso como el viento, el agua,
el vapor, entre otros, en energ´ıa ele´ctrica [24].
El generador de induccio´n doblemente alimentado o DFIG (Doubly-Fed-Induction-Generator),
en su construccio´n es similar a un generador de induccio´n de rotor bobinado, pero a dife-
rencia del anterior, su rotor se encuentra conectado a la red por medio de un convertidor
AC/DC/AC como se observa en la figura 2.5 [24].
Figura 2.5: Turbina de viento y DFIG [20].
El convertidor AC/DC/AC consiste en un inversor y un rectificador conectados por me-
dio de un condensador (DC), que es el encargado de mantener un voltaje invariable, este
convertidor permite un flujo de potencia bidireccional [24].
2.3.1. Principio de funcionamiento
Los generadores doblemente alimentados cuentan con un campo magne´tico que esta´ for-
mado por las fases del estator que esta´ girando a velocidad s´ıncrona ws, la cual depende de
CAPI´TULO 2. MODELO MATEMA´TICO DE LA TURBINA EO´LICA 12
la frecuencia de la red y el nu´mero de polos de la ma´quina [5] [13]:
ws = 2pifred (2.12)
ns =
120fred
p
(2.13)
fred: Frecuencia de la tensio´n de la red (Hz)
p: Numero de polos de la ma´quina
ws: Velocidad s´ıncrona en radianes ele´ctricos por segundo
ns: Velocidad s´ıncrona en revoluciones por minuto
De la misma manera en que se obtiene la velocidad de los campos roto´ricos del estator,
se define la velocidad de los campos roto´ricos w formados por las corrientes del rotor [5]:
w = 2pifr (2.14)
fr: Frecuencia de la tensio´n del rotor (Hz)
w: Velocidad angular de los campos del rotor en radianes ele´ctricos por segundo
Para que se pueda producir un torque no nulo, que es necesario para el funcionamiento
del generador, los campos magne´ticos originados por las corrientes de estator y rotor deben
girar a la misma velocidad con respecto a un punto de referencia comu´n [5]:
ws = wr + w (2.15)
w = ws − wr (2.16)
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Se define el deslizamiento (s) como la velocidad relativa entre los campos del estator con
respecto a la velocidad del rotor [24]:
s =
ws − wr
ws
=
w
ws
(2.17)
fr = sfs (2.18)
fs: Frecuencia de las corrientes de estator (fred)
2.3.2. Modelo ele´ctrico del generador de induccio´n doblemente ali-
mentado
Las ecuaciones que describen a un generador de induccio´n doblemente alimentado son
ide´nticas a las de un generador as´ıncrono. La u´nica diferencia entre ellos es que el devanado
del rotor en el DFIG no esta´ cortocircuitado. Las ecuaciones para el flujo, corriente y tensio´n
son expresadas como [14]:
Vds = RsIds +
dφds
dt
− wsφqs (2.19)
Vqs = RsIqs +
dφqs
dt
+ wsφds (2.20)
Vdr = RrIdr +
dφdr
dt
− wrφqr (2.21)
Vqr = RrIqr +
dφqr
dt
+ wrφdr (2.22)
Donde los sub´ındices s y r denotan las cantidades del estator y del rotor, d y q denotan
el eje dq. vdqs y vdqr son los voltajes en el estator y rotor, Idqs y Idqr son las corrientes en el
estator y rotor, ws es la frecuencia angular en el estator, wr es la frecuencia angular en el
rotor, φdqs y φdqr son los enlaces de flujo en el estator y rotor [14].
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φds = LsIds + LmIdr (2.23)
φqs = LsIqs + LmIqr (2.24)
φdr = LrIdr + LmIds (2.25)
φqr = LrIqr + LmIqs (2.26)
Donde Rs y Rr son las resistencias del estator y rotor, Ls y Lr son las inductancias de
dispersio´n en el estator y rotor, Lm es la inductancia de magnetizacio´n o inductancia mutua
[14], [16].
El Torque Electromagne´tico esta expresado por la siguiente ecuacio´n:
Tem = np
Lm
Lr
(Iqsφdr − Idsφqr) (2.27)
2.4. Modelo del convertidor
El rotor de DFIG es alimentado mediante un arreglo de dos convertidores inversores de
tensio´n conectados ”back-to-back”, permitiendo as´ı, que el flujo de potencia sea bidireccional.
Se nombra el convertidor que se conecta a la red como GSC por sus siglas en ingle´s “grid
side converter” y el convertidor que se conecta al rotor del DFIG como RSC “rotor side
converter”[17].
2.4.1. Modelo matema´tico promediado
En la siguiente imagen se muestra el circuito ele´ctrico del convertidor trifa´sico que se
utilizara´. Se supondra´ que las llaves son ideales, y solo se considerara´n las pe´rdidas en el bus
de continua que se representa por la resistencia RL [17].
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Figura 2.6: Circuito Ele´ctrico de un convertidor trifa´sico
El convertidor se modela con la siguiente ecuacio´n:
eabc , nabcvdc (2.28)
nabc: Ciclo de trabajo promediado del conversor.
vdc: Tensio´n del bus de continua.
eabc: Tensio´n en bornes del convertidor.
El convertidor se puede representar mediante el circuito ele´ctrico equivalente mostrado
en la figura 2.7, donde Rf y L representan al filtro de acoplamiento.
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Figura 2.7: Circuito ele´ctrico equivalente [17]
Convertidor del lado de la Red (GSC).
Se muestra en la figura 2.8 el modelo que se utilizara´ para modelar el convertidor del
lado de red.
Figura 2.8: Esquema GSC [18]
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Este convertidor se representa matema´ticamente mediante las siguientes ecuaciones en
donde se utiliza el sub´ındice gs, el cual indica que las notaciones en las ecuaciones son del
lado de la red (”grid side”)[18].
1
wb
L¯f
¯dldgs
dt
= −R¯f ¯ldgs − L¯fW¯s ¯lqgs − ndgsV¯dc + ¯Vdgs (2.29)
1
wb
L¯f
¯dlqgs
dt
= −R¯f ¯lqgs − L¯fW¯s ¯lqgs − ndgsV¯dc + ¯Vqgs (2.30)
La corriente continua que vinculara´ el convertidor del lado de la red con el bus de continua
se define como [18]:
¯los , (
2
3p2
)(ndgs
¯ldgs + nqgs
¯lqgs) (2.31)
Convertidor del lado de rotor (RSC).
En la figura 2.9 se muestra el esquema que se utiliza para modelar el convertidor del lado
del rotor [18].
Figura 2.9: Esquema RSC
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Como se observa en la figura 2.9, el circuito del filtro de acoplamiento del conversor se
encuentra en serie con el circuito del rotor, de manera que la impedancia para ser considerada
en el ana´lisis, es la impedancia equivalente serie del circuito del conversor y del rotor; por
lo tanto, la resistencia equivalente seria Rt = Rrotor+Rf y LDQ = LDQrotor+L se tiene que[18]:
nQrsV¯dc =
¯VQrs (2.32)
nDrsV¯dc =
¯VDrs (2.33)
La corriente continua que relaciona el RSC con el bus de continua se puede definir de la
siguiente manera [18]:
¯los , (
2
3p2
)(ndrs
¯ldrs + nqrs
¯lqrs) (2.34)
Cap´ıtulo 3
Algoritmos de identificacio´n
Los algoritmos de identificacio´n son la parte fundamental en el sistema de control de una
planta, dado que la identificacio´n de los para´metros de dicha planta consume mucho tiempo
computacional para el ca´lculo o seguimiento de cada periodo de muestreo, y siendo muy
cierta la frase de que ”una buena identificacio´n lleva a un buen control”[12].
La acepcio´n ma´s usada es la dada por Sage et al. (1971), que define la identificacio´n o
modelado de un sistema como ”el proceso de determinar un conjunto de ecuaciones diferen-
ciales o en diferencias, o los para´metros de tales ecuaciones, que describen un proceso f´ısico
de un acuerdo con un determinado criterio”[12].
La identificacio´n de un sistema comprende las siguientes tareas [12]:
Estudio experimental (Adquisicio´n de datos).
Formulacio´n de un criterio.
Seleccionar la estructura del modelo.
Estimacio´n de los para´metros.
Validacio´n del modelo obtenido.
La representacio´n de un sistema discreto multivariable con m salidas y r entradas, con
operador de retardo q es de la forma [30]:
A(q−1)y(k) = B(q−1)u(k) (3.1)
19
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Donde A esta dada por:
A(q−1) = A0 + A1(q−1) + · · ·+ An(q−n) (3.2)
Donde B esta dado por:
B(q−1) = B1(q−1) +B2(q−2) + · · ·+Bj(q−j) (3.3)
Con n ≥ j y donde Ai ∈ Rmxm , Bi ∈ Rrxr , las entradas u ∈ Rrx1 y las salidas y ∈ Rmx1
como:
[
y(k)
]
=
y1(k)...
ym(k)
 [u(k)] =
u1(k)...
um(k)
 (3.4)
Si A0 = I con I la matriz identidad, toma la forma:
y(k) = B1u(k − 1) + · · ·+Bju(k − 1)− A1y(k − 1)− · · · − Any(k − n) (3.5)
Donde Ai y Bi son de la forma:
[
Ai
]
=
a
i
11 · · · ai1m
...
. . .
...
aim1 · · · aimm
 [Bi] =
 b
i
11 · · · bi1m
...
. . .
...
bim1 · · · bimm
 (3.6)
Las ecuaciones 3.5 y 3.6 puede ser expresada como la salida yi, en te´rminos de las
entradas y salidas anteriores descritas a continuacio´n:
yi(k) = b
1
i1u1(k − 1) + · · ·+ b1irur(k − 1) + · · ·+ bji1u1(k − j) + · · ·+ bj1rur(k − 1)
−a1imym(k − 1)− · · · − ani1y1(k − n)− · · · − ajimym(k − n)
(3.7)
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De la ecuacio´n 3.7 se observa que el modelo DARMA (Deterministic Autoregressive
Moving Average) de la ecuacio´n 3.1, es posible de expresar como:
y(k) = θTφ(k − 1);K ≥ 0 (3.8)
Donde θT es la transpuesta de θ y tiene dimensiones (mn + rj) ∗ m que mantiene los
para´metros de Ai y Bi de la forma:[
θT
]
=
[−A1 · · · −An B0 · · · Bn−1] (3.9)
φ(k−1) es un vector de dimensiones (mn+rj)∗1 que permite valores de entrada y salida
anteriores.
[
φ(k − 1)] =

y(k − 1)
...
y(k − j)
u(k − 1)
...
u(k − n)

(3.10)
Una representacio´n en espacios de estados puede ser obtenida desde 3.7 y 3.10, seleccio-
nando φ(k − 1) como el vector de espacio de estados
φ(k) = Eφ(k − 1)− Fu(k)
y(k) = Meφ(k − 1)
(3.11)
Donde
[
E
]
=

−A1 −An −B1 · · · −Bj
I 0 0 · · · 0
0
. . . 0 · · · 0
0 0 0 · · · 0
0 · · · 0 I 0
0 · · · 0 0 0

(3.12)
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[
F T
]
=
[
0 · · · 0 I · · · 0] (3.13)
[
Me
]
=
[−A1 · · · −An −B1 · · · −Bj] (3.14)
Gauss formulo´ el principio de los mı´nimos cuadrados a finales del siglo XVIII y la utilizo´
para determinar las o´rbitas de los planetas, de acuerdo con este principio, los para´metros
desconocidos de un modelo matema´tico deben ser elegidos de tal manera que [25]:
La suma de los cuadrados de las diferencias entre el real observado y los valores calculados,
multiplicado por los nu´meros que miden el grado de precisio´n, es un mı´nimo.
Los mı´nimos cuadrados se pueden aplicar a una gran variedad de problemas, es particu-
larmente simple para un modelo matema´tico que se puede escribir en la forma:
y(t) = ϕ1(t)θ1 + ϕ2(t)θ2 + · · ·+ ϕn(t)θn = ϕ(t)T θ (3.15)
Donde y es la variable observada,θ1,θ2,. . . ,θn son para´metros desconocidos, y ϕ1,ϕ2,. . . ,ϕn
son funciones conocidas que pueden depender de otras variables conocidas. El modelo esta´
indexado por la variable t, que a menudo denota el tiempo, que se asume inicialmente que
el ı´ndice por el conjunto es un conjunto discreto. Las variables ϕi se llaman las variables
de regresio´n o los regresores, y el modelo en la anterior ecuacio´n tambie´n se denomina un
modelo de regresio´n, los vectores[25]:[
ϕT
]
=
[
ϕ1(t) ϕ2(t) · · · ϕn(t)
]
(3.16)
[
θT
]
=
[
θ1 θ2 · · · θn
]
(3.17)
Tambie´n se han introducido los pares de observaciones y regresores (y(i), ϕ(i)), i = 1, 2, . . . , t
se obtienen a partir de un experimento. El problema es determinar los para´metros de tal ma-
nera que las salidas calculadas a partir del modelo de la ecuacio´n 3.15, tan estrechamente
como sea posible con las variables medidas y(i) en el sentido de los mı´nimos cuadrados. Ya
medida la variable y(i) es lineal en los para´metros θ y el criterio de mı´nimos cuadrados es
cuadra´tico, el problema admite una solucio´n anal´ıtica. Introducir la notacio´n[25]:
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[
Y (t)
]
=
[
y(1) y(2) · · · y(t)]T
[
E(t)
]
=
[
ε(1) ε(2) · · · ε(t)]T
[
Φ(t)
]
=

ϕT (1)
ϕT (2)
...
ϕT (t)

P (t) = (ΦT (t)Φ(t))−1 = (Σti=1ϕ(i)ϕ
T (i))−1
(3.18)
Donde los residuos ε(i) tambie´n se han introducido, definido por:
ε(i) = y(i)− yˆ(i)− ϕT (i)θ (3.19)
El error de mı´nimos cuadrados puede entonces ser escrito como:
V (θ, t) =
1
2
Σti=1ε(i)
2 =
1
2
Σti=1(y(i)− ϕT (i)θ)2
=
1
2
ETE =
1
2
(|| E ||)2
(3.20)
Donde:
E = Y − Yˆ = Y − Φθ (3.21)
La solucio´n al problema de mı´nimos cuadrados esta´ dada por el siguiente teorema.
3.1. Teorema de Mı´nimos Cuadrados
La funcio´n de la ecuacio´n 3.20 es mı´nima para los para´metros θˆ tal que[25]:
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ΦTΦθˆ = ΦTY (3.22)
Si la matriz ΦTΦ no es singular, el mı´nimo es u´nico y determinado por:
θˆ = (ΦTΦ)−1ΦTY (3.23)
La ecuacio´n 3.22 es llamada ecuacio´n normal. La ecuacio´n 3.23 puede ser escrita as´ı:
θˆ = (Σti=1ϕ(i)ϕ
Ty(i))−1(Σti=1ϕ(i)y(i))
= P (t)(Σti=1ϕ(i)y(i))
(3.24)
La condicio´n que la Matriz ΦTΦ es invertible es llamada una condicio´n de excitacio´n.
3.1.1. Interpretacio´n geome´trica
El Problema de mı´nimos cuadrados puede ser interpretado como un problema geome´trico
en Rt, donde t es el nu´mero de observaciones. No´tese que la ecuacio´n 3.19 puede ser escrita
como[25]: 
ε(1)
ε(2)
...
ε(t)
 =

y(1)
y(2)
...
y(t)
−

ϕ(1)
ϕ(2)
...
ϕ(t)
 θ1 − · · · −

ϕn(1)
ϕn(2)
...
ϕn(t)
 θn (3.25)
O tambie´n:
E = Y − ϕ1θ1 − ϕ2θ2 − · · · − ϕnθn (3.26)
Donde ϕi son las columnas de la matriz Φ. El problema de mı´nimos cuadrados puede as´ı
ser interpretado como el problema de encontrar las constantes θ1,. . . ,θn tal que el vector Y
se aproxima tanto como sea posible por una combinacio´n lineal de los vectores ϕ1,ϕ2,. . . ,ϕn.
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Sea Yˆ el vector en el lapso de ϕ1,ϕ2,. . . ,ϕn, que es la mejor aproximacio´n E = Y − Yˆ . El
Vector E es ma´s pequen˜o cuando es ortogonal a todos los vectores ϕi. Por lo tanto[25]:
(ϕi)T (y − θ1ϕ1 − θ2ϕ2 − · · · − θnϕn) = 0
i = 1, 2, ..., n
(3.27)
Que es ide´ntica a la ecuacio´n normal 3.22, El vector θ es u´nico si los vectores ϕ1,ϕ2,. . . ,ϕn
son linealmente independientes.
3.1.2. Interpretacio´n estad´ıstica
El me´todo de mı´nimos cuadrados puede ser interpretado en te´rminos estad´ısticos. Se
requieren algunas hipo´tesis para esto. Se asume que los datos han sido generados por[25]:
y(t) = ϕT (t)θ0 + e(t) (3.28)
Donde θ0 es el vector de para´metros “Verdaderos” y e(t), t = 1, 2, . . . es una secuencia de
independencia, variables aleatorias igualmente distribuidas con cero valores medios.
3.1.3. Ca´lculos recursivos
En los controladores adaptativos las observaciones se obtienen secuencialmente en tiempo
real. Es deseable hacer los ca´lculos de forma recursiva con el fin de ahorrar tiempo de ca´lculo,
los ca´lculos se pueden organizar de tal manera que los resultados obtenidos en el tiempo t−1
se pueden utilizar con el fin de obtener las estimaciones en el tiempo t, un problema ana´logo
se produce cuando el nu´mero de para´metros no se conoce a priori. La estimacio´n de mı´nimos
cuadrados puede ser necesario para un nu´mero diferente de para´metros[25].
La solucio´n en la ecuacio´n 3.23, ahora sera´ reescrito de una forma recursiva, dejar θˆ(t − 1)
denota la estimacio´n de mı´nimos cuadrados basado en las mediciones t−1. Esto es asumiendo
que la matriz ΦTΦ es regular para todo t. esto viene de la definicio´n de P (t) que es:
P (t)−1 = P (t− 1)−1ϕ(t)ϕT (t) (3.29)
La estimacio´n de mı´nimos cuadrados de θˆ(t) esta dada por la ecuacio´n normal 3.22
CAPI´TULO 3. ALGORITMOS DE IDENTIFICACIO´N 26
θˆ(t) = P (t)(Σti=1ϕ(i)y(i)) = P (t)(Σ
t−1
i=1ϕ(i)y(i) + ϕ(t)y(t)) (3.30)
Usando la ecuacio´n 3.24 y la ecuacio´n 3.29 se obtiene:
Σt−1i=1ϕ(i)y(i) = P (t− 1)−1θˆ(t− 1) = P (t)−1θˆ(t− 1)− ϕ(t)ϕT (t)θˆ(t− 1) (3.31)
La estimacio´n en el tiempo t ahora puede ser escrita como:
θˆ(t) = θˆ(t− 1)− P (t)ϕ(t)ϕT (t)θˆ(t− 1) + P (t)ϕ(t)y(t)
= θˆ(t− 1) + P (t)ϕ(t)(y(t)− ϕT (t)θˆ(t− 1))
= θˆ(t− 1) + k(t)ε(t)
(3.32)
Donde:
k(t) = P (t)ϕ(t)
ε(t) = y(t)− ϕT (t)θˆ(t− 1)
(3.33)
El residual ε(t) se puede interpretar como la prediccio´n del error (un paso adelante) de y
basado en la estimacio´n θˆ(t− 1)[25].
3.2. Algoritmos simplificados
Para describir este algoritmo, considere el para´metro desconocido como un elemento de
Rn. Una Medicio´n
y(t) = ϕT (t)θ (3.34)
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Determina la proyeccio´n del vector de para´metros θ sobre el vector ϕ(t). De esta interpre-
tacio´n es claro que n mediciones, donde ϕ(1),ϕ(2),. . . ,ϕ(n) abarcan Rn, son requeridas para
determinar el vector de para´metros θ u´nicamente. Asumir que una estimacio´n θˆ(t − 1) esta´
disponible y una nueva medicio´n de la ecuacio´n 3.34 es obtenida. Dado que las mediciones
y(t) contienen informacio´n solo en la direccio´n ϕ(t) en el espacio de para´metros, es normal
que se actualice el estimado como:
θˆ(t) = θˆ(t− 1) + αϕ(t) (3.35)
Donde el para´metro α se elige de manera que:
y(t) = ϕT (t)θˆ(t) = ϕT (t)θˆ(t− 1) + αϕT (t)ϕ(t) (3.36)
Por lo tanto:
α =
1
ϕT (t)ϕ(t)
(y(t)− ϕT (t)θˆ(t− 1)) (3.37)
Se obtiene una nueva ecuacio´n reescrita de la siguiente manera:
θˆ(t) = θˆ(t− 1) + ϕ(t)
ϕT (t)ϕ(t)
(y(t)− ϕT (t)θˆ(t− 1)) (3.38)
Que es el algoritmo de Kaczmarz. Asumen que los datos han sido generados por la ecuacio´n
3.34 con el para´metro θ = θ0. Entonces de la ecuacio´n 3.35 el error en el para´metro:
θ˜ = θ0 − θˆ (3.39)
Satisface la ecuacio´n:
θ˜ = A(t)θ˜(t− 1) (3.40)
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Donde:
A(t) = I − ϕ(t)ϕ
T (t)
ϕT (t)ϕ(t)
(3.41)
La Matriz A(t) es una matriz de proyeccio´n. Esta tiene un valor propio λ = 0 correspon-
diente al vector propio ϕ(t). Los otros valores propios todos son iguales a 1.
Para evitar un problema potencial que se produce cuando ϕ(t) = 0, el algoritmo de proyeccio´n
en ocasiones es modificado con el algoritmo de Proyeccion[25].
3.3. Algoritmo de proyeccio´n
θˆ(t) = θˆ(t− 1) + γϕ(t)
α + ϕT (t)ϕ(t)
(y(t)− ϕT (t)θˆ(t− 1)) (3.42)
Donde α ≥ 0 y 0 < γ < 2.
El algoritmo de proyeccio´n que los datos son generados por la ecuacio´n 3.34 sin error.
Cuando los datos son generados por la ecuacio´n 3.23 con un error aleatorio adicional, un
algoritmo simplificado esta´ dado por[25]:
θˆ = θˆ(t− 1) + P (t)ϕ(t)(y(t)− ϕT (t)θˆ(t− 1)) (3.43)
Do´nde:
P (t) = (Σti=1ϕ(i)
iϕ(i))−1 (3.44)
Cap´ıtulo 4
Modelo de espacio de estados
[28]Las ecuaciones de estado, son un conjunto de ecuaciones diferenciales de primer or-
den, las cuales son encargadas de describir el comportamiento del sistema que se esta´ mo-
delando. Se plantea como un modelo matema´tico de un sistema. En estas ecuaciones esta´n
en funcio´n de sus variables de estado x1(t), x2(t), · · · , xn(t) y de las entradas del sistema
u1(t), u2(t), · · · , up(t).
Las ecuaciones de estado y de salida se pueden escribir de la siguiente manera:
˙x(t) = Ax(t) +Bu(t) (4.1)
y(t) = Cx(t) +Du(t) (4.2)
Ahora escritas de Forma matricial quedan de la siguiente forma:

x˙1(t)
x˙2(t)
...
x˙n(t)
 =

A11(t) A12(t) · · · A1n(t)
A21(t) A22(t) · · · A2n(t)
...
...
. . .
...
An1(t) An2(t) · · · Ann(t)


x1(t)
x2(t)
...
xn(t)
+

B11(t) B12(t) · · · B1p(t)
B21(t) B22(t) · · · B2p(t)
...
...
. . .
...
Bn1(t) Bn2(t) · · · Bnp(t)


u1(t)
u2(t)
...
up(t)

(4.3)

Y1(t)
Y2(t)
...
Yn(t)
 =

C11(t) C12(t) · · · C1n(t)
C21(t) C22(t) · · · C2n(t)
...
...
. . .
...
Cn1(t) Cn2(t) · · · Cnn(t)


x1(t)
x2(t)
...
xn(t)
+

D11(t) D12(t) · · · D1p(t)
D21(t) D22(t) · · · D2p(t)
...
...
. . .
...
Dn1(t) Dn2(t) · · · Dnp(t)


u1(t)
u2(t)
...
up(t)

(4.4)
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4.1. Modelo de espacio de estados del sistema a con-
trolar
Partiendo de las ecuaciones que describe el DFIG presentado en 2.3.2; se calcula el mo-
delo de espacio de estados donde [33]:
Despejando la ecuacio´n 2.25 en te´rminos de Idr y reemplazando en 2.21 se obtiene:
φ˙dr = Vdr − Rr
Lr
φdr +
RrLm
Lr
Ids + wrφqr (4.5)
Despejando la ecuacio´n 2.26 en te´rminos de Iqr y reemplazando en 2.22 se obtiene:
φ˙qr = Vqr − Rr
Lr
φqr +
RrLm
Lr
Iqs − wrφdr (4.6)
Con las ecuaciones 4.5 y 4.6 se obtiene la forma x˙ = Ax+Bu como se muestra:
[
φ˙dr
φ˙qr
]
=
[−(Rr
Lr
) wr
−wr −(RrLr )
] [
φdr
φqr
]
+
[
Rr
Lr
Lm 0 1 0
0 Rr
Lr
Lm 0 1
]
Ids
Iqs
Vdr
Vqr
 (4.7)
Para llegar a una forma y = Cx+Bu se realiza:
Reemplazando 2.23 en 2.19 y 2.25 en 2.21 se tiene:
Vds = RsIds + LsI˙ds + LmI˙dr − wsφqs (4.8)
Vdr = RrIdr + LrI˙dr + LmI˙dr − wrφqr (4.9)
Despejando 4.9 en te´rminos de I˙dr y reemplazando en 4.8
Vds = (−wsLs+wsL
2
m
Lr
)Iqs+(Ls−L
2
m
Lr
)I˙ds+
Lm
Lr
Vdr+(
Lm(wr − ws)
Lr
)φqr−LmRr
L2r
φdr+(Rs+
L2mRr
L2r
)Ids
(4.10)
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Reemplazando 2.26 en 2.22 y 2.24 en 2.20 se tiene:
Vqs = RsIqs + LsI˙qs + LmI˙qr + wsφds (4.11)
Vqr = RrIqr + LrI˙qr + LmI˙qs + wrφdr (4.12)
Despejando 4.12 en te´rminos de I˙qr y reemplazando en 4.11
Vqs = (wsLs−wsL
2
m
Lr
)Ids+(Ls−L
2
m
Lr
)I˙qs+
Lm
Lr
Vqr+(
Lm(ws − wr)
Lr
)φdr−LmRr
L2r
φqr+(Rs+
L2mRr
L2r
)Iqs
(4.13)
De las ecuaciones 4.10, 4.13; Ids y Iqs se considera como dos variables perturbadas que
depende de la carga. Sin embargo, en el contexto de la referencia s´ıncrona, Ids y Iqs son
constantes es estado estacionario, por lo cual, sus derivadas se pueden considerar cero. As´ı
obtenemos el siguiente modelo [33]:
[
Vds
Vqs
]
=
[
−(Rr
L2r
) −wLm
Lr
wLm
Lr
−(Rr
L2r
)
] [
φdr
φqr
]
+
[
Rs+ L
2
mRr
L2r
−σwsLs LmLr 0
σwsLs Rs+
L2mRr
L2r
0 Lm
Lr
]
Ids
Iqs
Vdr
Vqr
 (4.14)
Donde σ = 1− L2m
LrLS
y w = ws − wr.
4.2. Muestreo de sistemas en espacio de estados
Considerando un sistema dado por las ecuaciones descritas en 4.3, se desarrolla ecuaciones
de estado discreto, usando la aproximacio´n de la derivada con diferencias hacia adelante en
[29].
x˙ =
dx
dt
=

x˙1
x˙2
...
x˙n
 (4.15)
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x˙|tk =
x(tk+1)− x(tk)
tk+1 − tk (4.16)
Donde: tk+1 − tk = h tiempo de muestreo
x(tk+1)− x(tk)
h
= Ax(tk) +Bu(tk)
x(tk+1) = (hA+ I)x(tk) + hBu(tk)
(4.17)
hA+ I = Φ
hB = Γ
(4.18)
Evaluando la ecuacio´n de salida en tk
y(tk) = Cx(tk) +Du(tk) (4.19)
En funcio´n de las muestras y tk = kh; tk+1 = (k + 1)h se tiene
x(k + 1) = Φx(k) + Γu(k)
y(k) = Cx(k) +Du(k)
(4.20)
4.3. Muestreo con retenedor de orden cero (zero-order
hold)
El retenedor de orden cero permite reconstruir una sen˜al discreta; manteniendo el valor
de una muestra, hasta que llegue la siguiente (mantiene la sen˜al constante entre dos tk con-
secutivos) [29].
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Para la ecuacio´n descrita en 4.3, dado el estado en un tiempo de muestra tk, el estado en
un tiempo futuro t y aplicando el retenedor de orden cero (ZOH) en u(t) se tiene [u(tk)] =
[u(t0), u(t1), ...]. La solucio´n de la ecuacio´n de estados entre dos tiempos tk ≤ t < tk+1 es [29],
x(t) = eA(t−t0)x(tk) +
∫ t
tk
eA(t−τ)Bu(τ) dτ
= eA(t−tk)x(tk) +
∫ t
tk
eA(tk−τ) dτBu(tk)
(4.21)
Haciendo cambio de variables (S = t − τ −→ τ = tk ⇒ S = t − tk) y dS = dτ −→ τ =
t⇒ S = t− t = 0, teniendo en cuenta que u(tk) es constante entre los instantes de muestreo:
x(t) = eA(t−tk)x(tk) −
∫ 0
t−tk
eAS dSBu(tk)
= eA(t−tk)x(tk) +
∫ t−tk
0
eAS dSBu(tk)
(4.22)
Se puede considerar que la entrada u y la salida y son muestreadas en el mismo instante.
As´ı el comportamiento del sistema en los instantes de muestra esta descrito por:
x(tk+1) = Φ(tk+1, tk)x(tk) + Γ(tk+1, tk)u(tk)
y(tk) = Cx(tk) +Du(tk)
(4.23)
en donde:
Φ(tk+1, tk) = e
A(tk+1−tk)
Γ(tk+1, tk) =
∫ tk+1−tk
0
eAS dSB
(4.24)
Para muestreo perio´dico h, tk = kh, el modelo 4.23 se simplifica al modelo invariante:
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x(kh+ h) = Φx(kh) + Γu(kh)
y(kh) = Cx(kh) +Du(kh)
(4.25)
en donde:
Φ = eAh
Γ =
∫ h
0
eAS dSB
(4.26)
4.4. Operador desplazamiento
Operador algebraico que permite adelantar o atrasar elementos en una ecuacio´n en dife-
rencias [29].
Sea ”q” el operador desplazamiento en adelanto
qy[k] = y[k + 1] (4.27)
En el tiempo se tendra´:
qy[tk] = y[tk+1] (4.28)
Sea ”q−1” el operador desplazamiento en atraso:
q−1y[k] = y[k − 11] (4.29)
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En el tiempo se tendra´:
q−1y[tk] = y[tk−1] (4.30)
Es posible obtener una funcio´n de transferencia en te´rminos del operador de desplaza-
miento, donde H[q] es la funcio´n de transferencia:
y[k] = H[q]u[k] (4.31)
Cap´ıtulo 5
Control adaptativo
El termino adaptativo significa el cambio del comportamiento a medida que nuevas cir-
cunstancias aparecen. Puede modificar su comportamiento en respuesta a cambios en la
dina´mica del sistema y a posibles perturbaciones [12].
El control adaptativo es un tipo de control no lineal en el que el estado del proceso pue-
de ser separado en dos escalas de tiempo que van evolucionando en diferentes velocidades, la
escala de baja velocidad corresponde a los cambios de los para´metros y la escala de mayor
velocidad corresponde a la dina´mica del bucle de realimentacio´n. [12]
El esquema ba´sico de control adaptativo (Landan 1974) que se ve en la Figura 5.1 esta´
compuesto de un bucle de realimentacio´n negativa, en el que actu´a un regulador y de otro
bucle en el que se mide el ı´ndice de funcionamiento que a su vez es comparado con el ı´ndice
deseado y se procesa este error en un proceso de adaptacio´n que ajusta los para´metros del
regulador y en algunas ocasiones actu´a directamente sobre la sen˜al de control. [12]
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Figura 5.1: Configuracio´n ba´sica control adaptativo
5.1. Reguladores autoajustables
Cuando se disen˜a un controlador es disen˜ado para un punto de funcionamiento del pro-
ceso, pero si los para´metros del proceso var´ıan con el tiempo o bien el proceso es no lineal
y su punto de funcionamiento se modifica, el controlador calculado para solo un punto de
funcionamiento no sera´ el adecuado para este tipo de situaciones.
Cuando este tipo de problemas son presentados se plantea una estructura de control diferente
en donde adema´s de tener el bucle de regulacio´n, se tiene un segundo bucle de control, en el
que a partir de la informacio´n tomada del proceso y con un criterio de disen˜o se modifiquen
los para´metros del controlador. [12]
5.2. Controlador PI MIMO
La forma del controlador PI es la siguiente[26]:
z˙ = Acz +Bce (5.1)
yc = Kiz +Kpe (5.2)
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Donde z pertenece a Rr y es el vector de estados del controlador, e que pertenece a Rr y
es el error de seguimiento, yc pertenece a R
m y es la salida del controlador.
La matriz Ac que pertenece a R
r∗r y tiene la siguiente forma:
[
Ac
]
=
−α 0 00 · · · 0
0 0 −α
 (5.3)
La matriz Bc que pertenece a R
r∗r y tiene la siguiente forma:
[
Bc
]
=
1 0 00 · · · 0
0 0 1
 (5.4)
La matriz Ki que pertenece a R
m∗r y tiene la siguiente forma:
[
Ki
]
=
K
i
11 · · · Ki1r
...
. . .
...
Kim1 · · · Kimr
 (5.5)
La matriz Kp que pertenece a R
m∗r y tiene la siguiente forma:
[
Kp
]
=
K
p
11 · · · Kp1r
...
. . .
...
Kpm1 · · · Kpmr

Con el fin de mantener la estabilidad del sistema el para´metro α de la matriz Ac tiene
que ser mas grande que cero, si α = 0 el controlador es puramente integral.
El sistema resultante en el sistema de lazo cerrado es el siguiente:
H(s) = C(sI − A)−1B (5.6)
G(s) = ki(sI − Ac)−1Bc +Kp (5.7)
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HT (s) = (G(s)H(s) + I)
−1G(s)H(s) (5.8)
H(s) es la funcio´n de transferencia de la matriz de la planta.
G(s) es la funcio´n de transferencia de la matriz del controlador.
HT (s) Funcio´n de transferencia en lazo cerrado.
5.3. Control Robusto
Para el disen˜o del control de un sistema se deben conocer sus para´metros de forma simplifi-
cada para captar los rasgos fundamentales bajo ana´lisis. Estos sistemas pueden ser complejos
a la hora de modelarlos matema´ticamente y debido a ello se generan errores los cuales oca-
sionan mala precisio´n en el modelado[12].
“Se puede considerar por tanto, que cualquier modelo matema´tico de un proceso va a ser
en mayor o menor grado impreciso, o dicho de otra forma va a contar con incertidumbres o
errores de modelado”[12].
Si se requiere controlar de manera eficiente un sistema, se deben conocer los posibles aspectos
o fuentes de incertidumbre que perturban el sistema completo, por ello se hace necesario un
modelado que exige aspectos para un buen disen˜o en el control, manteniendo un comporta-
miento realista en el que las incertidumbres siempre esta´n presentes.
Una forma de establecer las especificaciones de disen˜o consiste en la minimizacio´n de una
determinada funcio´n de costo en el dominio de la frecuencia, una norma muy utilizada en el
control o´ptimo y robusto es el H∞ que tuvo sus inicios en la de´cada de los 80, la formulacio´n
se realizo´ para un caso escalar basada en un sistema SISO.
El Control H∞ es un me´todo eficaz para mejorar la robustez, caracter´ısticas transitorias
y el rechazo de perturbaciones a pesar del modelo y los para´metros de incertidumbre. En
este proyecto se centra en el me´todo hinfstruct de Matlab, en este me´todo la norma H∞ se
reduce al mı´nimo, el me´todo se puede configurar para realizar mu´ltiples optimizaciones desde
puntos de partida generados aleatoriamente. hinfstruct tiene la ventaja de obtener directa-
mente un controlador de orden reducido, eligiendo el orden y la estructura del controlador
deseada[31].
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5.3.1. Controlador H∞
En un determinado problema de control en donde se esta interesado en minimizar el ma´xi-
mo alcanzable por la respuesta frecuencial de Tzw, se plantea un problema de optimizacio´n
H∞ en el que se trata de obtener el mino de[12]:
‖ Tzw ‖∞= supw ¯sigma(Tzw) (5.9)
El ca´lculo de la norma H∞ se puede hacer directamente a partir de su definicio´n de la
ecuacio´n 5.9 con la solucio´n de Tzw dada por las matrices (AT , BT , CT , DT ), se define la
matriz Hamiltoniana H como:
[
H
]
=
[
AT BTB
T
T /γ
2
−CTT CT −ATT
]
(5.10)
y se establecen las siguientes equivalencias (Doyle et.al,1989):
1. Tzw cumple:
‖ Tzw ‖∞= γ (5.11)
2. H no tiene autovalores en el eje imaginario.
3. H ∈ dom(Ric) (ver 5.3.2)
4. H ∈ dom(Ric) y Ric(Tzw)> 0 si(C,A) es observable.
Teniendo en cuenta(1) y (2) se puede derivar un me´todo para calcular ‖ Tzw ‖∞:
1. Se selecciona un escalar γ > 0
2. Se forma la matriz H y se prueba si tiene autovalores en el eje imaginario.
3. Se aumenta o disminuye γ de acuerdo con el resultado en el paso 2.
4. Se repite el proceso iterando con γ hasta encontrar un valor critico γ0 que con cierta
precision cumpla la condicio´n del paso 2, en ese caso se consigue una cota ajustada
‖ Tzw ‖∞< γ0
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[12]Para encontrar un controlador asinto´ticamente estable K(s) que consiga ‖ Tzw ‖∞< γ,
se resuelven el par de ecuaciones algebraicas de Riccarti:
ATpX∞ +X∞Ap −X∞[(1/γ2)B1BT1 −B2BT2 ]X∞ + C1CT1 = 0 (5.12)
ApY∞ + Y∞ATp − Y∞[(1/γ2)CT1 C1 − CT2 C2]Y∞ +B1BT1 = 0 (5.13)
o teniendo en cuenta la definicio´n del operador de Riccati:
X∞ = Ric(HX∞)
Y∞ = Ric(HY∞)
(5.14)
Con las matrices Hamiltonianas asociadas:
[
HX∞
]
=
[
Ap (1/γ
2)B1B
T
1 −B2BT2
−CT1 C1 −ATp
]
[
HY∞
]
=
[
ATp (1/γ
2)CT1 C1 − CT2 C2
−B1CT1 −Ap
] (5.15)
El control resultante es:
K(s) = Kc[sI − Ap − (1/γ2)B1BT1 X∞ −B2Kc − ZK0C2]−1K0 (5.16)
donde:
Kc = B
T
2 X∞, K0 = Y∞C
T
2 , Z = [I − 1/γ2)Y∞X∞]−1, K1 = B1BT1 X∞(1/γ2)
El compensador de la ecuacio´n 5.16 consigue ‖ Tzw ‖∞< γ, sin embargo no sera valida
la solucio´n a menos que se cumplan las siguientes condiciones:
X∞ ≥ 0
Y∞ ≥ 0
| λmax(X∞Y∞) |≤ γ2
(5.17)
CAPI´TULO 5. CONTROL ADAPTATIVO 42
El controlador H∞ tiene una estructura constituida por una realimentacio´n de estados y
un observador, donde la dina´mica del compensador se describe por el siguiente conjunto de
ecuacion:
˙ˆx = Apxˆ+B2u+ ZK0(yˆ − y) +B1wˆ
yˆ = C2xˆ
u = Kcxˆ
wˆ = (1/γ2)BT1 X∞xˆ
(5.18)
Donde Kc representa la matriz de realimentacio´n de estados. ZK0 la matriz de ganancia del
observador y wˆ un estimado de la peor perturbacio´n que pudiera ocurrir sobre el sistema, en
donde se maximizara la magnitud:
‖ z ‖22 −γ2 ‖ w ‖22 (5.19)
El ca´lculo para llegar a la solucio´n de un problema de optimizacio´n H∞ requiere de
un proceso iterativo, inicia´ndose con un valor inicial de γ, probando todas las condiciones
necesarias y encontrando una solucio´n adecuada la cual puede terminar con un valor mı´nimo
γmin o una solucio´n subo´ptima (γ0 > γmin)
5.3.2. Operador de Riccati
[12]Sean A,Q,R matrices cuadradas de dimensio´n n, con R y Q sime´tricas, se define la
matriz Hamiltoniana asociada como:
[
H
]
=
[
A R
Q −AT
]
(5.20)
Si se supone que H no tiene autovalores en el eje imaginario y que existe una matriz T
que hace la siguiente particio´n:
[
T−1HT
]
=
[
A¯11 A¯12
0 A¯22
]
(5.21)
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con la propiedad de que la matriz A¯11 tiene todos sus autovalores con parte real negativa;
y que T tambie´n puede ser:
[
T
]
=
[
T11 T12
T21 T22
]
(5.22)
entonces la matriz:
X = T21T
−1
11 (5.23)
estara´ determinada de forma u´nica por H, se puede establecer una correspondencia o
funcio´n Ric, entre el conjunto de matrices Hamiltoniana H y el conjunto de matrices X:
X = Ric(H) (5.24)
el dominio de esta funcion esta representado por Dom(Ric) y esta constituido por el
conjunto de matrices Hamiltonianas H que no tienen autovalores en el eje imaginario, y para
las que existe una matriz de transformacio´n T que particiona a H con los autovalores de A¯11
con parte real negativa, ademas se tiene que la matriz X y es la solucio´n de la ecuacio´n de
Riccati:
ATX +XA+XRX −Q = 0 (5.25)
5.3.3. Interpretacio´n H∞ del comportamiento nominal
El me´todo de optimizacio´n de sistemas de control H∞ se relaciona con la minimizacio´n
del valor de pico de la respuesta en frecuencia de cierta funcio´n en bucle cerrado, en base
a la figura 5.2 puede obtenerse la dependencia de la respuesta del sistema y la variable de
control,con el resto de variables que actu´an sobre el sistema[12]:
y(s) = T (s)r(s) + S(s)d(s)− T (s)n(s) (5.26)
u(s) = K(s)S(s) ∗ [r(s)− n(s)− d(s)] (5.27)
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Figura 5.2: Estructura de un sistema de control convencional
En la Ecuacio´n 5.26 la funcio´n de sensibilidad S caracteriza el comportamiento del sis-
tema de control con respecto a las perturbaciones (d), un problema de disen˜o puede basarse
en obtener un controlador K que consiga un rechazo o atenuacio´n de las perturbaciones[12].
El problema inicial considerado por Zames(1981) consiste en encontrar un compensador
K que haga al sistema de control estable y minimice el valor pico definido como[12]:
‖ S ‖∞= maxw | S(jw) | (5.28)
Dado que para algunas funciones el calor pico puede no existir, se reemplaza e´stepor el
supremo o menor de las cotas superiores:
‖ S ‖∞= supw | S(jw) | (5.29)
La justificacio´n para este problema reside en que si el valor pico de dicha funcio´n de
sensibilidad es pequen˜o, entonces la magnitud de S necesariamente es pequen˜a para todas
las frecuencias, entonces las perturbaciones sera´n atenuadas para todas las frecuencias. La
minimizacio´n de ‖ S ‖∞ es la optimizacio´n del peor caso, porque esto es equivalente a
la minimizacio´n del efecto sobre la salida del peor caso, el cual tiene una interpretacio´n
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matema´tica muy significativa, suponiendo que la perturbacio´n d es desconocida para las
frecuencia de intere´s, pero tienen energ´ıa finita[12]:
‖ d ‖2=
√∫ ∞
−∞
| d(t) |2 dt (5.30)
se conoce como la norma-2 de la perturbacio´n d, la energ´ıa de d es el cuadrado de la
norma-2. Entonces la norma ‖ S ‖ del sistema S con entrada d y salida y inducida por la
norma-2 se define como:
‖ S ‖= supd:‖d‖2<∞
‖ y ‖2
‖ d ‖2 (5.31)
De la ecuacio´n 5.31 se deriva que la norma esta´ directamente relacionada con la ganancia
de la energ´ıa para la entrada con la frecuencial peor posible, utilizando el teorema de Parseval
se obtiene:
‖ S ‖=‖ S ‖∞ (5.32)
Por esto el valor de pico es precisamente la norma del sistema inducida por las normas-2
sobre las sen˜ales de entrada y salida, la cual es conocida como la norma-∞ del sistema.
5.3.4. Interpretacio´n H∞ de la estabilidad robusta
En esta interpretacio´n se muestra la conexio´n entre la minimizacio´n del valor pico y el
disen˜o para obtener una estabilidad robusta del sistema, se considera el diagrama de Nyquist
mostrado en la figura 5.3 que corresponde a la funcio´n en lazo abierto L = GK de un
sistema de control convencional, se analiza si el sistema realimentado permanece estable bajo
la existencia de una incertidumbre que modifica la funcio´n de transferencia desde su valor
nominal L0 al valor actual L[12].
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Figura 5.3: Interpretacio´n de la estabilidad robusta con el diagrama de Nyquist
El siguiente desarrollo supone un sistema estable en lazo abierto y se asume que el sistema
en lazo cerrado es estable, por lo tanto L0 no rodea al punto critico (−1, 0j) del plano complejo
en el diagrama de Nyquist, el sistema real sera´ tambie´n estable en lazo cerrado si L tampoco
rodea ese punto, se demuestra que el diagrama de Nyquist no rodea al punto −1 si:
| L(jw)− L0(jw) |<| L0(jw) + 1 | ∀w ∈ < (5.33)
Esto es equivalente a:
| L(jw)− L0(jw)
L0(jw)
.
| L0(jw) |
| L0(jw) + 1 | < 1∀w ∈ < (5.34)
Definiendo la funcio´n de sensibilidad complementaria T0 del sistema en lazo cerrado como:
CAPI´TULO 5. CONTROL ADAPTATIVO 47
T0 = 1− S0 = 1− 1
1 + L0
=
L0
1 + L0
(5.35)
Siendo S0 la funcio´n de sensibilidad nominal. a partir de la ecuacio´n 5.34 se tendra´ que
si:
| L(jw)− L0(jw)
L0(jw)
. | T0 |< 1,∀w (5.36)
el sistema con incertidumbre sera estable en el bucle cerrado.
El factor |L(jw)−L0(jw)
L0(jw)
en esta expresio´n representa el taman˜o relativo de la incertidumbre
frente al valor nominal L0, suponiendo que este valor relativo es una funcio´n de la frecuencia
y que al menos se conoce una cota de la misma que esta dada por[12]:
| L(jw)− L0(jw)
L0(jw)
≤| WT (jw) |,∀w (5.37)
Entonces:
| L(jw)− L0(jw)
L0(jw)
. | T0(jw) |=
=
| L(jw)− L0(jw) | /| L0(jw) |
| WT (jw) | . | WT (jw)T0(jw) <| WT (jw)T0(jw) |
(5.38)
de aqu´ı se cumple:
| WT (jw)T0(jw) |< 1,∀w ∈ < (5.39)
de la ecuacio´n 5.36 el sistema en lazo cerrado es estable para cualquier incertidumbre
limitada por la ecuacio´n 5.37, ademas se demuestra que la condicio´n de la ecuacio´n 5.37
es una condicio´n necesaria y suficiente para la estabilidad robusta del sistema(Morari etal.
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1989)[12].
Con la condicio´n de la ecuacio´n 5.39 bajo la hipo´tesis de que el sistema en lazo abierto
es estable, puede probarse que tambie´n es va´lida para sistemas inestables en bucle abierto,
con tal de que el sistema nominal y el perturbado en bucle abierto tenga el mismo nu´mero
de polos en la parte derecha del plano complejo.
Implementando la notacio´n de la norma-∞, la condicio´n para estabilidad robusta puede
reescribirse como:
‖ WT (jw)T0(jw) ‖∞< 1, (5.40)
Por lo tanto, para que un sistema tenga garantizada la estabilidad robusta sera´ suficiente
que se disen˜e de forma que ‖ WT )T0 ‖∞ sea menor que uno[12].
Cap´ıtulo 6
Resultados
El sistema usado en la simulacio´n se obtuvo del modelo “Wind Turbine Double-Fed In-
ductor Generator” en simulink / Matlab.
Figura 6.1: Wind Turbine Double-Fed Inductor Generator
Del cual se obtuvo el modelo de espacio de estados con los siguientes valores:
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Figura 6.2: Datos del Generador
Datos Valor
Resistencia del Estator (pu) Rs=0,00706
Inductancia del Estator (pu) Ls=0,171
Resistencia del Rotor(pu) Rr=0,005
Inductancia del Rotor (pu) Lr=0,156
Inductancia Mutua (pu) Lm=2,9
Deslizamiento (pu) S=0,2
Tabla 6.1: Datos Del Generador
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Datos Valor
Velocidad sincrona de la Turbina en el punto de operacion C (pu) Ws=1,2
Velocidad delRotor en el punto de operacion C (pu) Wr=0,96
Velocidad Relativa entre la Turbina y el Rotor(W=Ws-Wr)(pu) W=0,24
Potencia Nominal (pu) Pnom=0,73
Tabla 6.2: Datos De la Turbina
Figura 6.3: Datos de la Turbina
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Figura 6.4: Caracter´ısticas de operacio´n en el punto C de la turbina
Con los Datos obtenidos del modelo “Wind Turbine Double-Fed Inductor Generator” de
Matlab y con las ecuaciones del modelo de espacio de estados ( 4.7) y ( 4.14) se genera el
siguiente modelo:
[
φ˙dr
φ˙qr
]
=
[−0,032051 0,96
−0,96 −0,032051
] [
φdr
φqr
]
+
[
0,0092945 0 1 0
0 0,0092945 0 1
]
Ids
Iqs
Vdr
Vqr
 (6.1)
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[
A
]
=
[−0,032051 0,96
−0,96 −0,032051
]
[
B
]
=
[
0,0092945 0 1 0
0 0,0092945 0 1
] (6.2)
[
Vds
Vqs
]
=
[−0,595801 −4,461538
4,461538 −0,595801
] [
φdr
φqr
]
+
[
1,734953 64,487095 18,589743 0
−64,487095 1,734953 0 18,589743
]
Ids
Iqs
Vdr
Vqr

(6.3)
[
C
]
=
[−0,595801 −4,461538
4,461538 −0,595801
]
[
D
]
=
[
1,734953 64,487095 18,589743 0
−64,487095 1,734953 0 18,589743
] (6.4)
6.1. Control PI adaptativo con asignacion robusta so-
bre el sistema generado
En la figura 6.5 se muestra la estructura ba´sica utilizada para la implementacio´n del
algoritmo de control:
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Figura 6.5: Estructura Inicial de Control
El algoritmo se inicializa sobre la estructura de control inicial en donde se encuentran
las ganancias iniciales Ki y Kp. Las cuales son actualizadas con la funcio´n hinfstruct para
obtener las ganancia KiFinal y KpFinal optimas las cuales son evaluadas sobre la estructura
de control Final.
Figura 6.6: Estructura Final de Control
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Figura 6.7: Entradas tipo escalo´n unitario a la estructura de control Final
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Figura 6.8: Respuesta controlada a la entrada tipo escalo´n unitario a la estructura de control
Final
6.1.1. Control Inicial Acoplado
El control Pi Adaptativo con asignacio´n robusta se analiza sobre el sistema de modelo de
espacios generado, se obtiene las siguientes respuestas en donde se observa un buen control,
y las sen˜ales alcanzan los valores deseados:
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Figura 6.9: Respuesta Controlada de la tensio´n en el Eje d en el estator
Figura 6.10: Respuesta de la tensio´n en el Eje d en el estator con respecto al Eje q
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Figura 6.11: Respuesta de la tensio´n en el Eje q en el estator con respecto al Eje d
Figura 6.12: Respuesta Controlada de la tensio´n en el Eje q en el estator
6.1.2. Control Final Acoplado
Como se puede Observar en el control inicial acoplado las tensiones esta´n llegando a los
valores deseados, a continuacio´n se utiliza la funcio´n hinfstruct para obtener un control final
mejorado:
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Figura 6.13: Respuesta Controlada final de la tensio´n en el Eje d en el estator
Figura 6.14: Respuesta final de la tensio´n en el Eje d en el estator con respecto al Eje q
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Figura 6.15: Respuesta final de la tensio´n en el Eje q en el estator con respecto al Eje d
Figura 6.16: Respuesta Controlada final de la tensio´n en el Eje q en el estator
Al comparar el control final con respecto al control inicial se puede observar que es mucho
ma´s eficiente el control final, con un tiempo de establecimiento mucho ma´s bajo y con un
control muy bueno sobre los armo´nicos presentados en el primer control.
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6.1.3. Control Desacoplado
Con el Objetivo de analizar los comportamientos de los controladores se realiza un con-
trol desacoplado sobre el modelo de espacio de estados generado obteniendo los siguientes
resultados:
Figura 6.17: Respuesta Control desacoplado de la tensio´n en el Eje d en el estator
Figura 6.18: Respesta de la tensio´n en el Eje d en el estator con respecto al Eje q
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Figura 6.19: Respuesta Control desacoplado de la tensio´n en el Eje q en el estator con respecto
al Eje d
Figura 6.20: Respuesta Controlada final de la tensio´n en el Eje q en el estator
6.2. Identificacio´n
Se realiza una identificacio´n fuera de linea usando el me´todo de Mı´nimos cuadrados donde
los datos son tomados de las entradas y las salidas de la estructura de control final, con estos
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datos se genera un modelo de espacio de estados el cual ha sido llamado modelo de espacio de
estados estimado para su control, a continuacio´n se muestra el modelo con su identificacio´n:
Figura 6.21: Entradas
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Figura 6.22: Salidas
Figura 6.23: Identificacio´n salida 1
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Figura 6.24: Identificacio´n salida 2
Figura 6.25: Identificacio´n todas las salidas
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[
Aest
]
=

15,9550 −11,7749 −15,3391 12,3303 62,6890 −1,442
−15,4287 93,1408 −65,0729 −1,5883 15,8772 −92,0403
−48,7077 43,2036 49,9198 −43,9634 −217,3480 4,8572
54,4164 −323,2083 225,7647 5,6218 −55,5408 319,4044
1 0 0 0 0 0
0 0 0 0 0 0
0 1 0 0 0 0
0 0 0 0 0 0
0 0 1 0 0 0
0 0 0 0 0 0
0 0 0 1 0 0
0 0 0 0 0 0
0 0 0 0 1 0
0 0 0 0 0 0
0 0 0 0 0 1
0 0 0 0 0 0
0 0 0 0 0 0
1 0 0 0 0 0
0 0 0 0 0 0
0 1 0 0 0 0
0 0 0 0 0 0
0 0 1 0 0 0
0 0 0 0 0 0
0 0 0 1 0 0

(6.5)
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[
Best
]
=

0 0 0 0
0 0 0 0
0 0 0 0
1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1
0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0

(6.6)
[
Cest
]
=

15,9550 −11,7749 −15,3391 12,3303 62,6890 −1,4422
−15,4287 93,1408 −65,0729 −1,5883 15,8772 −92,0403
−48,7077 43,2036 49,9198 −43,9634 −217,3480 4,8572
54,4164 −323,2083 225,7647 5,6218 −55,5408 319,4044

(6.7)
[
Dest
]
=
[
0 0 0 0
0 0 0 0
]
(6.8)
Cap´ıtulo 7
Conclusiones
El Me´todo de Mı´nimos cuadrados actu´a de manera adecuada para la identificacio´n de
sistemas de mu´ltiples entradas y mu´ltiples salidas (MIMO), donde se observa una bue-
na estimacio´n de las salidas con valores bajos de error lo cual facilita la implementacio´n
en el sistema de control.
Se acopla el sistema de identificacio´n fuera de linea al controlador, donde se considera
que las entradas no var´ıan mucho con respecto al tiempo, y se tiene una estimacio´n
de la planta adapta´ndose a nuevos cambios que se puedan presentar para su posterior
control.
Con los resultados obtenidos se evaluo´ el desempen˜o de un controlador PI acoplado
y desacoplado fijo donde la respuesta del sistema acoplado tiene un tiempo de esta-
blecimiento bajo con oscilaciones pequen˜as, por lo que resulta mejor que el sistema
desacoplado en donde el tiempo de establecimiento es mayor y se pueden visualizar
oscilaciones considerables.
Se obtiene un buen control inicial acoplado en donde se esta´n obteniendo las salidas
deseadas, adema´s se observa que la implementacio´n de la teor´ıa de control robusto
mejora notablemente el sistema de control, en donde usando la funcio´n “hinfstruct”
de matlab conocida como H∞ que minimiza la funcio´n de costo encontrando una fun-
cio´n adecuada mı´nima para las ganancias del controlador y la sintonizacio´n de estas se
obtiene un control final muy efectivo donde el tiempo de establecimiento es bajo y se
observan menos oscilaciones.
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Se cumple la implementacio´n del control PI MIMO adaptativo con asignacio´n robusta
para el Generador de Induccio´n Doblemente Alimentado (DFIG), logrando llegar a los
valores deseados y adaptandose a perturbaciones presentadas en el sistema, donde el
uso de la teor´ıa de control robusto tiene un gran impacto mejorando considerablemente
la estabilidad del controlador.
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