A motion imitation and augmentation system comprising an imitation system, a self-collision avoidance system, and a motion augmented system was proposed in this study. The imitation system captures the human skeleton by using an RGB-D camera and a method involving forward kinematics and the space vector method was developed and integrated to map the human joint angles to the motor angles of the robot's arm. To improve safety of the system, a self-collision avoidance system was incorporated so that the various parts of the robot do not collide with each other while imitating human motions. The imitated motion was recorded and stored in a motion dataset as a reference motion. To address different situations and objects, the reference motion was adjusted using the motion augmented system in which both the adjusted trajectory and its corresponding motor angles were generated using the integrated adaptive constricted particle swarm optimization algorithm. So that, the adjusted motion can adapt to the real situation while maintaining similarity with the reference motion. Experiments conducted in practical situations demonstrated the efficiency of the motion imitation and augmentation system. The robot can mimic a reference motion by using its vision and can generate a suitable motion based on the imitated motion for coping with different objects and situations.
I. INTRODUCTION
The process of teaching a robot a new motion is a basic problem but remains unsolved. Imitation is one of the basic learning method during children development. Therefore, it is also treated as a suitable manner for robots. There are two key problems that must be solved when imitating and learning: 1) extraction of the necessary information and mapping of the data to allow a robot reproduce the motion demonstrated by a human and 2) extension of the learned motion to different situations and combination of two motions.
There are three main manners of demonstrating a motion to a robot. The first one is using the sensors worn on human, for example Xsense MVN motion capture system [1] , [2] or Biomotion+ inertial sensor-based motion tracking system [3] . This kind of sensor can capture accuracy data but expensive and uncomfortable for wearing. The second one is directly moving the robot [4] - [6] . This manner has a main The associate editor coordinating the review of this manuscript and approving it for publication was Feng Xia . advantage of need not map the human motions to the robot space while has a limitation on robot configuration. Not all kinds of robot can be moved by a human demonstrator [7] . The third one is using the sensor mounted on the robot, for example, its camera. The robot extracting necessary information by using its vision is the most nature method because less effort must be invested by the human tutor. The skeleton tracking method [8] provided by the Microsoft Kinect Software Development Kit (SDK) which allows the robot to detect the skeleton of a human is widely used in many related studies [7] , [9] - [20] . The detected joint angles of a human skeleton are then mapped to those of a robot by either inverse kinematics or computational geometry method. Therefore, the robot can achieve real-time imitation [9] - [12] , teleoperation [13] , [14] , and rehabilitation assistant [15] - [17] . For example, in [10] , the observed joint angles of a skeleton are computed using the computational geometry method and mapped to the motor angles of a robot by using an improved inverse kinematics method. Hence, the NAO robot can realtime imitate human motions with high accuracy. In [13] and [14] , the Baxter robot was tele-operated to grasp an object in simulations and real world environment by mapping the trajectory of human hand to the trajectory of robot end-effector. In [5] , the observed joint angles are computed as vectors between shoulder, elbow, and wrist. These vectors are then used to evaluate the flexion and extension of joints for comparing the motion difference between a professional and a patient to assistant the rehabilitation treatment.
In addition to pursue similarity, some other functions are added in these imitation systems to improve the robot's motions, such as balance control [3] , [9] , [11] , self-collision avoidance [9] , [12] , and object recognition [18] . In [18] , the manipulation motion of human operator using a glue gun is captured by Asus Xtion cameras. The glue gun was recognized and bounded by the MaskRCNN method while the human hand pose was tracked by detected joint positions.
The aforementioned researches are only force on motion imitation, which means that the robot (or system) can reproduce the human tutor's motions but the imitated motions are not learned for future usage. Learning from demonstration (also named imitation learning) involves the learning process, so that the demonstrated motions can be learned and applied to other situations [21] . For doing this, features of a motion need to be extracted and represented. Motion primitive (MP) is an efficient representation. MPs are a set of reusable building blocks, and each MP is a simple, short motion. A complex motion can be generated by combining several MPs and a path trajectory. The popular MP representations include dynamic movement primitives (DMPs) [22] and GMMs [4] , [5] , [19] , [7] . In [22] , a complex motion sequence involves MPs and a moving path. The KIT whole-body human motion database [23] is used to train a model and then the robot can learn the trajectory of a wiping task and wipe a subject's back while showering. In [6] and [24] , new representations of MPs have been presented and are termed as MOA and ProMPs, respectively. In [24] , a robotic arm with seven DOF was taught to grasp an object and avoid an obstacle. Moreover, in [6] , the robot was taught a writing trajectory by conducting a few demonstrations. Overall, these robotic arms can learn more complex motion and execute a real assistant task.
Gaussian model is another popular representation. In [19] , the detected motion was represented using a Gaussian mixture model (GMM). Moreover, Gaussian mixture regression was used to map the motion of a human's joints to that of a robot's joint. Elbasiony and Gomaa integrated a Kinect sensor and two force sensors to capture human motions and project the motion on a latent space by using the Gaussian process latent variable model (GPLVM) to extract the relevant features. Finally, the robot learned the different motions and learned object grasping [7] .
However, the aforementioned learning approaches required several demonstrations to teach the robots a motion because the mapping between the input and output spaces is highly nonlinear and almost arbitrarily complex. Therefore, in this study, we did not use a motion representation for learning but map the human joint angles to robot joints for storing. The proposed motion imitation and augmentation system is a complete solution of imitating a new motion and consists of three subsystems-an imitation system, a self-collision avoidance system, and a motion augmented system. The framework of this system is shown in Fig. 1 . In the system, a RGB-D camera is used to capture the skeleton information of the human tutor, and the imitation system is used to calculate the six-axis motor joint angles of the robot that correspond to the joint angles of a human skeleton. The calculated motor angles are verified using the self-collision avoidance system before being recorded in the motion database. Once it is judged that a collision might occur, the motor angles are adjusted by calculating the repulsive force and the displacement of the end effector. Subsequently, the sixaxis dual-arm motor angles and the end effector trajectory of the new imitated motion is stored in the motion database as a reference motion. Finally, the motion augmented system reproduces a motion based on the real situation by adjusting the reference motion. Therefore, the robot does not need to study new motions for boxes of different sizes because the motion augmented system adjusts a reference motion to cope with the new situation.
The main contributions of this study are as follows. First, we present an efficiency motion imitation and augmentation system that allows a robot to mimic anthropomorphic dualarm motions and to analogize a imitated motion to different situations. Therefore, the human tutor only needs to demonstrate a motion once. This simplifies the teaching process and conserves considerable time. Second, the motion imitation and augmentation system comprises a self-collision avoidance system; thus, a robot will never collide with itself while studying a motion. Finally, we propose a hybrid method which uses the forward kinematics and the space vector methods to solve the mapping relation between the angles of human joints and the motor angles of the robot's arm joints with high DOF.
The remainder of this paper is organized as follows. The imitation system, the self-collision avoidance system, and the motion augmented system are described in the sections II, III, and IV, respectively. The experiments are presented in Section V. Finally, the conclusions are provided in Section VI.
II. IMITATION SYSTEM
The imitation system aims to capture the information of the joint angles of a skeleton and calculate the corresponding motor joint angles of the two robotic arms. The whole processes are as follow: First, we used the skeleton tracking technology to track the positions of a human tutor's joints and filtered the measurement noise by a Holt double exponential filter [25] . Next, we rotate the position of the skeleton in the y axis of the camera coordinates to correct the skew error, because the tutor may not be parallel to the robot. Subsequently, we calculate the six-axis motor joint angles of the robot that correspond to the joint angles of a human skeleton. The calculated angles are then filtered using a jitter removal filter [26] to eliminate the jitter angles. Finally, the calculated angles are restricted within the appropriate range due to the limitations on the mechanism of our robot.
The Kinect skeleton tracking method provides the threedimensional positions of the multiple joints present in the camera's coordinate system, as shown in Fig. 2 . The joint positions involve the shoulder, elbow, wrist, hand, thumb and fingertip. The camera coordinates, the robot coordinates, and dual arm coordinates are presented in Fig. 3 , respectively, because the human tutor's joint positions captured in camera coordinates have to transform to arm coordinates.
A human arm is considered having seven degree of freedoms, including three at the shoulder for pitch, yaw, and roll, one at the elbow for pitch, and three at the wrist for pitch, yaw, and roll. We design our robot arm based on the layout of the human arm, except the roll dimension of wrist. Therefore, the robot arm we designed has six DOFs for each arm.
For calculating the joint angles by forward and inverse kinematics, we next defined the robot coordinate system and the link parameters, as shown in Fig. 4(a) and Table 1 . The limits of each joint are also tabulated in this table. Correspondingly, we defined the human arm coordinate by the same manner as we defined the robot arm coordinate, as shown in Fig. 4(b) .
Based on the similar layout between the robot arm and the human arm, we can calculate the joint angles of the robot from the captured skeleton positions by using kinematics knowledge. The coordinate transformation matrix of each joint of the robot's arm is represented by the following equation:
where L 1 , L 2 , and L 3 are the upper arm length, lower arm length, and distance from the wrist to the hand tip, respectively, and are calculated as Fig. 4(b) .
We begin with the joint angles of the shoulder joint. There are two DOF in the robot's shoulder, and the angles of the motors are represented as θ 1 and θ 2 . From the coordinate transformation matrix T 0 3 = T 0 1 T 1 2 T 2 3 , we can derive the following equation:
where R 3x3 is a rotation matrix that is usually used for calculating the direction of a joint. Because we do not have this information, we define a homogeneous matrix to eliminate this item. The homogeneous matrix is defined as follows:
When we multiply the homogeneous matrix with the transformation matrix, only the position information in the transformation matrix is reserved. Therefore, we can use the positions obtained by the camera to calculate the joint angles of the robot as follows:
where − → SE represents the vector from the shoulder to the elbow in the camera coordinate system and L 1 = − → SE . By using (4), we can obtain the joint angles of the robot's shoulder, θ 1 and θ 2 , as follows:
The motor angles θ 3 and θ 5 can be calculated in a similar manner to solve the following equations.
where − → SW is the vector from the shoulder to the wrist in the camera coordinate system and L 2 = −→ EW . Here, c i ≡ cos θ i , and s i ≡ sin θ i .
Next, we use the transformation matrix T 0 6 O to calculate the angle θ 5 . Because the content of the matrix is very complex, we use the items P 0 6 x , P 0 6 y , and P 6 z 0 for representation, as shown in the following equation.
Calculating the position in a three-dimensional space separately is very difficult, thus we solve this equation by summing the squares of these three positions and the summed valued should be equal to the sum of the squares of the vectors of the camera coordinates. After eliminating some terms in these derivations, the final equation can be presented as follows:
Based on this equation, we can obtain the angle θ 5 (10) , as shown at the bottom of this page, where − → ST represents the vector from the shoulder to the fingertip.
However, when we solve the angles θ 3 and θ 5 , two unknown angles, θ 4 and θ 6 , are involved. These two angles are difficult to be solved using the forward kinematics method because the skeleton tracking method only provides the threedimensional position of each angle but without the posture angles of the end effector.
Therefore, we used the space vector method and conducted inner product calculation to solve these angles. Note that θ 4 is one of the elbow angles and indicates the raise angle of the lower arm, as shown in Fig.5 . This angle can be calculated using the angle between − → ES and − → EW as follows:
Similarly, the angle θ 6 is the swing angle between the wrist and the hand tip. Thus, θ 6 can be calculated using the vectors − → WE and − → WT as follows:
The angles calculated by the function arccos are all positive, but the real angle of this motor is between [80 • , −80 • ]; thus, we add another judgment condition to determine the sign of the angle. Consider the left hand as an example. If the dot product of − → EW × − → WT and − − → HTb, which is the vector from the hand to the thumb, is positive, then the angle is negative. Otherwise, the angle is positive. The judgment equation is presented as follows:
Based on these calculations, we can solve all six motor angles that correspond to the observed joint angles of the human tutor. Therefore, the robot can imitate the tutor's motions in real time. However, a robot may collide with itself while performing an imitated motion. Thus, we used a selfcollision avoidance system to check the safety of the motion and to adjust these angles when required. The details of this system are described in the next section.
III. SELF-COLLISION AVOIDANCE SYSTEM
A collision might occur due to two primary reasons. First, the configuration difference between the human and the robot might cause a collision. Some motions that can be performed by the human tutor cannot be performed by the robot. Moreover, when a human arm collides with the body or the other arm, a person adjusts the motion. However, the robot may not stop this motion and may damage itself. Therefore, we used a self-collision avoidance system to check whether a motion may cause the robot to collide with itself while executing a task and to adjust the motion when necessary.
The self-collision avoidance problem is different from the obstacle avoidance problem in a navigation task. The study of self-collision avoidance can be based on a control strategy [27] , [28] , potential field [29] , or repulsive force [30] . In [31] , the self-collision avoidance control strategy was demonstrated on two KUKA lightweight robots. In [32] , a three-dimensional body model of Justin, a humanoid robot, was constructed and the repulsion force on it was calculated. In [33] , a robot body model was developed using a set of points and lines, known as skeleton algorithm [34] , and the swept volumes of all bodies were calculated. Most collision avoidance methods require that a robot model should be developed either using a three-dimensional model or the skeleton algorithm. Therefore, the first step in our system was also to establish a robot body model by using a set of points and lines. Then, we used the forward kinematics method to obtain each point position of both arms and calculated the relative distance between the point position and lines. The distances were then used to calculate the repulsive force. The value of the force decides whether the robot will collide with itself or not and is used to generate a suitable displacement. The flowchart of the self-collision avoidance system is illustrated in Fig. 6 . The model of the robot is displayed in Fig. 7(a) . The distance between a point and a line is calculated by projecting the point on the line and finding a segment point T, as displayed in Fig. 7 (b) . When the point is not on the line, we used the nearest endpoint to calculate the distance, as presented in the following equation.
where P 1 and P 2 are the endpoints of the line, and S i is the point i. If the distance is shorter than the threshold, a repulsive force dis TH is generated using the following equation:
where F max is the maximal force that is set by experimental experience. This value affects the distance of the generated displacement. If it is very large, the impedance model generates a large displacement of the robot's arm and causes the robot to move very fast. Here, δ is a positive constant that is served as a minimal displacement distance to ensure a sufficient displacement can be generated when the distance value is very near to the threshold. Theoretically, all distances between a point and a line should be calculated. However, based on the robot configuration, some points and lines would never contact with each other. Therefore, in a practical situation, only the wrist and hand tip points have to be considered. After all repulsive forces are calculated, the strongest force is selected for calculating the position displacement of the end effector. The position displacement, X , is calculated using an impedance model [35] that calculates the relationship between the end effector and the force.
After completing these calculations, we obtain a new position of the end effector. Then, we are going to generate a set of motor angles. In this paper, we used the integrated adaptive constricted particle swarm optimization (PSO-IAC) algorithm [36] , [37] to generate the motor angles instead of the inverse kinematics method. Though the inverse kinematics is the fastest and easiest method, the generated angles are very different from the original imitated angles, thus violating the primary propose of this motion imitating system. Instead, the PSO-IAC can simultaneously search for the optimal angles that are similar to the original angle based on the position displacement.
The PSO-IAC algorithm has the superior convergence performance compared with another modified PSO algorithm [24] . The main functions of the PSO-IAC algorithm are follows:
where w ia (t) represents the improved adaptive inertia weight that is used to change the exploitation and exploration degree. Moreover, the overall velocity is affected by the constriction factor χ . Each particle is defined using the following equation:
where θ 1 to θ 6 are the motor angles, and pbest i and f pbest are the optimal solution of this particle and its fitness value, respectively. For speeding up the computation, random initial values of the particles are not used, instead the values are determined using the following equation:
where θ range is a predefined range that is set by experimental experience, and θ 
The third sub-fitness function indicates the similarity between the generated motor angles and the original angles, as shown in the following equation:
where w θ i are the weights of the six angles. Finally, the PSO-IAC algorithm can generate a set of motor angles to avoid collision while simultaneously maintaining similarity with the imitated motion. An illustration of self-collision avoidance is displayed in Fig. 8 .
IV. MOTION AUGMENTED SYSTEM
By using the imitation system and the self-collision avoidance system, the robot can obtain a new motion from the human tutor in real time without colliding with itself. The imitated motion is recorded as motion data that comprises a set of positions of the end effector and their corresponding motor angles. The positions of the end effector form a trajectory, and this trajectory is smoothed and simplified before being recorded as a reference trajectory. Therefore, this recorded reference motion can be treated as a new studied motion.
However, in practical situations, the robot may encounter different conditions, for example, the size of the object many vary. Thus, the robot should have the ability to adapt to the changed situation while performing a task. Therefore, we proposed a motion augmented system.
For a reference trajectory, there is a start and an end point which may differ based on different situations. Therefore, the reference trajectory should be adjusted to the detected start and end points. Fig. 9 presents an illustration of how to adjust a trajectory. Points P 1 and P 2 indicated in Fig. 9(a) represent a path in the reference trajectory, and the target point represents the position P 2 should move to. Therefore, we adjusted the vector −−→ P 1 P 2 by multiplying it with a rotation matrix R to allow P 2 to move to the target position, as displayed in Fig. 9(b) . This method has the substantial advantage that the entire trajectory can use only one rotation matrix and a relay point can be added into the trajectory, as presented in Fig. 9 (c) and Fig. 9 (d) .
The rotation matrix is generated using another PSO-IAC algorithm, and the fitness function of the algorithm also considers the error between the generated and target positions and the similarity of the generated and original trajectories. The other fitness function considers the difference between the relay and the generated point positions. When the new trajectory is planned, the corresponding motor angles are generated by the same method as that used in the self-collision avoidance system. Only the weights of the three sub-fitness functions are different.
Generally speaking, the imitated motion is recorded as a reference motion. When the robot detects a real situation setting, it can adjust the reference to the situation to execute the task. Therefore, the robot only needs to mimic a motion once, after which it can analogize the motion to handle any similar situation.
V. EXPERIMENTS
Three experiments are presented to evaluate the imitation system, self-collision avoidance system, and motion VOLUME 7, 2019 augmentation system, respectively. Each system in the proposed motion imitation system is indispensable.
A. EXPERIMENT I: IMITATING HUMAN MOTION OF EACH JOINT
We first evaluated the efficiency of the imitation system because accurate imitation is the base of the whole system. In this experiment, the robot observed the human motions and calculated the corresponding motor angles to simultaneously mimic the human motions. The results shown in Fig. 10 evaluated the mapping method proposed in Section II are workable and efficiency. 
B. EXPERIMENT II: COMPARISON OF THE PERFORMANCE WITH AND WITHOUT SELF-COLLISION AVOIDANCE
This experiment compares the robot performance with and without the self-collision avoidance system and exhibits why the robot needs this system. In the motion imitation system, the calculated joint angles have to be checked by the selfcollision avoidance system before robot execution. When the system detects the distance between two arms are shorter than a predefined distance, a repulsive force and its corresponding position displacement are calculated to generate an adapted position by the PSO-IAC. The pre-defined distance in this experiment was 20 cm, and the particle number and maximal iteration both were set as 50. For demonstrating the efficiency of this system, we constructed another condition in which the self-collision avoidance was turned off.
The comparisons of these two conditions are shown in Fig. 11 and Fig. 12 . In Fig. 11 , the collision between the arms and the mobile platform was tested. One can see, in Fig. 11 (a) , when the robot had not the self-collision avoidance system, its arms collided with its mobile platform while in Fig. 11 (b) the positions of robot's arms were adapted to avoid colliding. Fig. 12 illustrates the same tendency, the dual arms of the robot can avoid to collide with each other when these two end-effectors were close to each other.
C. EXPERIMENT III: EVALUATING THE MOTION AUGMENTATION SYSTEM
In this example, we will demonstrate three experiments to show how the motion augmentation system applies a imitate motion transform to an executable action. In each experiments, the robot studied some necessary motions by imitating a human tutor and recorded the motions as reference motions. A reference motion contains the trajectory of the end-effector and its corresponding motor angles. Then, the robot adjusted the imitated reference motion to conduct a similar real situation for executing a task.
At first experiment, the human tutor taught the robot two motions-approaching an object and moving the object. Fig. 13 and Fig. 14 present the snapshots of the robot imitating the tutor while studying these motions. The imitated reference trajectories of robot end-effector are presented in Fig. 15 . Next, an object was placed on two positions with the arm coordinate [320 −340 380] and [320 −340 150], respectively. In both conditions, the object had to be moved to the position on [410 −300 −220]. Therefore, the motion augmentation system adjusted the reference motions to these two conditions and generate corresponding trajectories and motor angels. Fig. 16 shows the adjusted trajectories along with the object position and the destination in two conditions. To compare these adjusted trajectories with the reference ones, Fig. 17 (a) and Fig. 17 (b) plot both these two trajectories together, where the reference trajectories are represented as the dotted lines. However, the similarity is hard to identify in 3D space. Therefore, we rotated the viewpoint to x-z plane to observe the results as shown in Fig. 17 (c) and Fig. 17 (d) . In this two conditions, the initial positions of the reference trajectories and the adjusted ones are all the same, because they reflect to the initial position of the robot end-effector. Besides, the shape of the reference trajectories and the adjusted one are similar. The most difference between them are the adjusted one connects two mimicked trajectories together by the position of the object. This adjustment turns the imitated motion to become an executable one. Fig. 18 illustrates the variation of six motor angles of the motion of approaching object, respectively. One can find, each motor angle of the adjust motion ( Fig. 18(a) ) remains the same tendency of that of the reference motion ( Fig. 18(b) ). It means our motion augmented method can not only maintain the similarity of the end effector trajectory but the motor angles. The execution of these two conditions are shown in Fig. 19 . The motion augmentation system not only adapts to different object positions, the destination position can be also changed.
In the second experiment, we want to demonstrate this system also can generate dual arm motions, therefore, we constructed a box moving task. The robot was asked to move boxes of four different sizes form a shelf to a desk. Similar with the previous experiment, the human tutor taught the robot two motions--approaching a box and lifting the box. The mimicked motion trajectories of both arms are displayed in Fig. 20 . Because the motions of moving a box are basically symmetrical, the imitated trajectories of both arms resemble each other. The generated trajectories for each boxes are shown in Fig. 21 . The processes involved when the robot moves four boxes are displayed in Fig. 22 . Based on the size of the boxes, the four execution processes are displayed together to demonstrate the feasibility of using the motion imitation and augmentation system.
The final experiment was an extension of the first experiments to show the grasping and placing object motions can be exploited to a more complex application scenario and environment. In this experiment, the robot is a meeting assistant that must place some required things on different tables, hence, we taught the robot four motions, including grasping an object, lifting the object, placing the object, and pulling the arms backward. Fig. 23 shows the reference and adjusted trajectories of the four motions of the right arm end effector. The four reference trajectories are separate and independent, as shown in Fig. 23(a) . However, after adjusting the trajectories based on the real situation by using the motion augmented system, these four trajectories are connected together and become a real trajectory that the robot can execute, as shown in Fig. 23(b) .
Snapshots of the entire experiment are displayed in Fig. 24 . First, the robot used its vision system to calculate the positions of items on the preparing table, as shown in Fig. 24(a) , in order to adjust the imitated motions. The robot then executed the adjusted trajectories to grasp the items, as shown in Fig. 24(b) and (c). Next, the robot moved to the first meeting table, and placed the items on the table, as presented in Fig.24 (d) -(h). Note that when the robot pulls its arms backward, a relay point was added into the motion trajectory to prevent the robot's arm from colliding with the table. Finally, the robot went back to the preparing table and repeated the process until all the meeting items were placed.
VI. CONCLUSION
In this study, we have proposed a motion imitation and augmentation system that allows a robot to study a new motion by watching a demonstration performed by a human tutor and to adjust the mimicked motion to cope with the real situations. This implies that a human tutor needs to teach the robot only once, and the service robot is able extend the motion to handle different situations. All the real-time experiments have demonstrated the efficiency and feasibility of the proposed system. By using the motion augmentation system, a human tutor can teach a robot a new motion quickly and easily, and the robot can resolve some similar real-life matters. Since 
