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An epiperimetric inequality for the thin obstacle problem
Matteo Focardi & Emanuele Spadaro
Abstract. We prove an epiperimetric inequality for the thin obstacle problem, thus
extending the pioneering results by Weiss on the classical obstacle problem (Invent.
Math., 138 (1999), no. 1, 23–50). This inequality provides the means to study the rate
of converge of the rescaled solutions to their limits, as well as the regularity properties
of the free boundary.
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1. Introduction
In this paper we develop a homogeneity improvement approach to the thin obstacle
problem following the pioneering work by Weiss [20] for the classical obstacle prob-
lem. For the sake of simplicity we have restricted ourselves to the simplest case of the
Signorini problem consisting in minimizing the Dirichlet energy among functions with
positive traces on a given hyperplane. Loosely speaking we show that around suitable
free boundary points the solutions quantitatively improve the degree of their homo-
geneity. This fact implies a number of consequences for the study of the regularity
property of the free boundary itself as recalled in what follows.
In order to explain the main results of the paper we recall some of the basic known
facts on the thin obstacle problem that are most relevant for our purposes. We consider
the minimizers of the Dirichlet energy
E (u) :=
ˆ
B+1
|∇u|2dx
in the class of admissible functions
Aw :=
{
u ∈ H1(B+1 ) : u ≥ 0 on B′1, u = w on (∂B1)+
}
, (1.1)
where for any subset A ⊆ Rn we shall indicate by A+ the set A ∩ {x ∈ Rn : xn > 0},
B′1 := ∂B
+
1 ∩ {xn = 0}. The function w ∈ H1(B+1 ) above prescribes the boundary
conditions on (∂B1)
+ and satisfies the obvious compatibility condition w ≥ 0 on B′1
(in the usual sense of traces). For the sake of convenience in what follows we shall
automatically extend every function in Aw by even symmetry. For u ∈ argminAwE we
denote by Λ(u) its coincidence set, i.e. the set where the solution touches the obstacle
Λ(u) :=
{
(xˆ, 0) ∈ B′1 : u(xˆ, 0) = 0
}
,
and by Γ(u) the free boundary, namely the topological boundary of Λ(u) in the relative
topology of B′1.
Points in the free boundary of u can be classified according to their frequencies.
Indeed, Athanasopoulos, Caffarelli and Salsa have established in [3, Lemma 1] that in
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every free boundary point x0 Almgren’s type frequency function
(0, 1− |x0|) ∋ r 7→ Nx0(r, u) :=
r
´
Br(x0)
|∇u|2 dx´
∂Br(x0)
u2 dHn−1
is nondecreasing and has a finite limit as r ↓ 0 satisfying Nx0(0+, u) ∈ [3/2,∞). Clearly,
Nx0(r, u) is well-defined if u|∂Br(x0) 6≡ 0, otherwise once can prove that actually u ≡ 0
in Br(x0).
Following the original works by Weiss [19, 20], Garofalo and Petrosyan [10] have
then introduced a family of monotonicity formulas exploiting a parametrized family of
boundary adjusted energies a` la Weiss: for x0 ∈ Γ(u), λ > 0 and r ∈ (0, 1− |x0|)
W x0λ (r, u) :=
1
rn+1
ˆ
Br(x0)
|∇u|2 dx− λ
rn+2
ˆ
∂Br(x0)
u2 dHn−1.
[10, Theorem 1.4.1] shows that the boundary adjusted energy W x0λ corresponding to
λ = Nx0(0+, u) is monotone non-decreasing. More precisely,
d
dr
W x0λ (r, u) =
2
rn+2λ
ˆ
∂Br(x0)
(∇u · x− λu)2 dHn−1. (1.2)
Note that the right-hand side of (1.2) measures the distance of u from a λ-homogeneous
function, and essentially explains why suitable rescalings of u converge to homogeneous
functions.
In this paper we show that, analogously to the case of the classical obstacle problem
as discovered by Weiss [20], there are classes of points x0 of the free boundary of u
where the monotonicity of W x0λ can be explicitly quantified, meaning that there exist
constants γ, r0, C > 0 such that
W x0λ (r, u) ≤ C rγ ∀ r ∈ (0, r0), (1.3)
thus leading to the above mentioned homogeneity improvement of the solutions. Rather
than explaining the important consequences of (1.3) (for which we give only a small
essay in § 4), we focus in this paper on the way (1.3) is proven, i.e. by means of what
Weiss called epiperimetric inequality in homage to Reifenberg’s famous result [15] on
minimal surfaces. In order to give an idea of the topic, let us discuss here the case of
lowest frequency λ = 3/2: roughly speaking, in this case the epiperimetric inequality
asserts that, for dimensional constants κ, δ > 0 if c ∈ H1(B1) is a 3/2-homogeneous
function with positive trace on B′1 that is δ-close to the cone of 3/2-homogeneous global
solutions, then there exists a function v with the same boundary values of c such that
W 03/2(1, v) ≤ (1− κ)W 03/2(1, c). (1.4)
The derivation of (1.3) from the epiperimetric inequality (1.4) is then done via simple
algebraic relations on the boundary adjusted energy W 03/2, linking its derivative with
the energy of the 3/2-homogeneous extension of the boundary values of the solution.
Comparing the energy of the latter with that of the solution itself leads to a differential
inequality finally implying (1.3) (cp. § 4 for the details).
The main focus of the present note is however the method of proving (1.4). There
are indeed only few examples of problems in geometric analysis where such kind of
inequality has been established, with a number of far-reaching applications and con-
sequences. The first instance is the remarkable work by Reifenberg [15] on minimal
surfaces, then successfully extended in various directions: by Taylor [18] for what con-
cerns soap-films and soap-bubbles minimal surfaces, by White [21] for tangent cones
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to two-dimensional area minimizing integral currents, by Chang [5] for the analysis of
branch points in two-dimensional area minimizing integral currents, and by De Lellis
and Spadaro [7] for two-dimensional multiple valued functions minimizing the general-
ized Dirichlet energy. In all of these instances the proof of the epiperimetric inequality
is constructive, i.e. it is performed via an explicit computation of the energy of a suit-
able comparison solution, most of the time allowing to give an explicit bound on the
constant κ.
On the other hand, the proof given by Weiss for the classical obstacle problem [20]
is indirect, it exploits an infinite-dimensional version of a simple stability argument:
namely, if φ ∈ C2(Rn) satisfies ∇φ(y0) = 0 and D2φ(y0) is positive definite, then
y0 ∈ Rn is an attractive point for the dynamical system y˙ = ∇φ(y). In regard to this,
it is worth mentioning that the infinite-dimensional extension of the quoted stability
argument is in general subtle. For what concerns the present paper, the energy involved
in the obstacle problem is not regular, and in addition, its second variation is not
positive definite since there are entire directions where the functional is constant. This
point of view shares some similarities with the approach by Allard and Almgren [1]
and by Simon [16] for the analysis of the asymptotic of minimal cones with isolated
singularities.
Our proof of the epiperimetric inequality for the thin obstacle problem is inspired
by the fundamental paper by Weiss [20]. For instance, following Weiss [20] the method
of proof is a contradiction argument. However, rather than faithfully reproducing the
whole proof in [20], we underline two variational principles at the heart of it, that are
more likely to be generalized to other contexts. In the contradiction argument we note
that the failure of the epiperimetric inequality leads to a quasi-minimality condition for
a sequence of auxiliary functionals related to the second variation of the original energy.
The goal is then to understand the asymptotic behavior of such new energies. Indeed,
the minimizers of their Γ-limits characterize the directions along which the epiperimet-
ric inequality may fail. To exclude this occurrence, another variational argument leads
to an orthogonality condition between the minimizers of the mentioned Γ-limits and a
suitable tangent cone to the spaces of blowups, thus giving a contradiction.
We think that this scheme based on two competing variational principles can be
applied in many other problems. For this reason, in order to make it as transparent as
possible, we have detailed the proof of our main results in several steps, hoping that
this effort could be useful for the reader.
We are able to prove the epiperimetric inequality for free boundary points in the
following two classes:
(1) for points with lowest frequency 3/2 (cp. Theorem 3.1);
(2) for isolated points of the free boundary with frequency 2m, m ∈ N \ {0} (cp.
Theorem 3.2).
The condition in (2) for the free boundary points being isolated can equivalently be
rephrased in terms of the properties of the blowup functions. As explained in § 2,
they correspond to the points where the blowups are everywhere positive except at the
origin. We remark that it is still an open problem (except for dimension n = 2) to
classify all the possible limiting values of the frequency: apart from the quoted lower
bound Nx0(0+, u) ≥ 3/2 for every x0 ∈ Γ(u), there are examples of free boundary points
with limiting frequency equal to (2m+ 1)/2 and 2m for every m ∈ N \ {0} (in dimension
n = 2 these are the unique possible values).
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With given an even frequency, the limitation on the set of points analyzed is an
outcome of our indirect approach. As already explained by Weiss for the classical
obstacle problem [20], for capacitary reasons all the possible cases cannot be covered.
This turns out to be evident from the asymptotic analysis in Theorems 3.1 and 3.2.
The Γ-convergence (w.r.to the weak H1 topology) of a family of functionals subject
to unilateral obstacle conditions is under study. The limit obstacle condition is lost if
it is imposed on a set of dimension less than or equal to n − 2. We are not aware of
any direct argument to prove the epiperimetric inequality for the obstacle problem via
comparison solutions, unlike the case of minimal surfaces: it has to be expected that,
if found, it could be used to cover all the remaining cases.
After the completion of this paper, we discovered that our results have a big overlap
with those contained in a very recent preprint by Garofalo, Petrosyan and Smit Vega
Garcia [11]. In this paper the Authors investigate the regularity of the points with least
frequency of the free boundary of the Signorini problem with variable coefficients as a
consequence of the epiperimetric inequality, following the energetic approach developed
for the classical obstacle problem by the Authors of the present note and Gelli in [9].
In particular, in [11] the epiperimetric inequality in case (1) above is proved and the
results on the regularity of the free boundary covers the ones in § 4. Despite this, we
think that the remaining cases of the epiperimetric inequality in (2) are interesting, and
furthermore we believe that the variational approach to the epiperimetric inequality
we have developed can be generalized to other contexts and therefore that it is worth
being shared with the community.
The paper is organized in the following way. In § 2 we give the necessary prelimi-
naries in order to state the epiperimetric inequality. Then in § 3 we provide the proof
of the main results. We state two versions of the epiperimetric inequality covering
the case (1) and (2) above separately, in Theorem 3.1 and Theorem 3.2 respectively.
The proofs of these two results are divided into a sequence of steps, that as explained
above are meant to give a clear overview on the structure of the proof. Since the two
proofs are very much similar, we provide all the details for the first case and for what
concerns the second one, where actually several simplifications occur, we only point
out the main differences. Finally in § 4 we prove the regularity of the free boundary
near points of least frequency as a consequence of the epiperimetric inequality.
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2. Notation and preliminaries
The open ball in the Euclidean space Rn centered in x and with radius r is denoted
by Br(x), and by Br if the center is the origin. We recall that, given any subset
A ⊆ Rn, we shall indicate by A+ the set A ∩ {x ∈ Rn : xn > 0}. Moreover we set
B′1 := ∂B
+
1 ∩ {xn = 0} and B′,−1 := B′1 ∩ {xn−1 ≤ 0}.
The Euclidean scalar product in Rn among the vectors ξ1 and ξ2 shall be denoted by
ξ1 · ξ2. The scalar product in the Sobolev space H1(B1) shall be denoted by 〈·, ·〉, and
the corresponding norm by ‖ · ‖H1 .
We introduce a parametrized family of boundary adjusted energies a` la Weiss [20]:
namely, given λ > 0 for every u ∈ H1(B1), we set
Gλ(u) :=
ˆ
B1
|∇u|2dx− λ
ˆ
∂B1
u2dHn−1, (2.1)
and note that for all u1, u2 ∈ Aw in the admissible class 1.1 it holds
Gλ(u1)− Gλ(u2) = 2
(
E (u1)− E (u2)
)
.
Throughout the whole paper we shall be interested only in range of values λ ∈ {3/2} ∪
{2m}m∈N.
2.1. 3/2-homogeneous solutions. Next, let x = (xˆ, xn) ∈ Rn, and adopt the nota-
tion Sn−2 = Sn−1 ∩ {xn = 0}. Define for e ∈ Sn−2
he(x) :=
(
2 (xˆ · e)−
√
(xˆ · e)2 + x2n
)√√
(xˆ · e)2 + x2n + xˆ · e .
It is easy to check that
he(x) =
√
2Re
[
(xˆ · e+ i|xn|)3/2
]
,
where one chooses the determination of the complex root satisfying he ≥ 0 on {xn = 0}.
Moreover the following properties of he hold true:
(1) he is even w.r.t. {xn = 0}, i.e.
he(xˆ,−xn) = he(xˆ, xn) ∀ (xˆ, xn) ∈ Rn;
(2) he ≥ 0 on {xn = 0} and he = 0 on {xn = 0, x · e ≤ 0};
(3) he is harmonic on B
+
1 ∪B−1 ;
(4) he|{xn≥0} is C1,1/2, i.e. there exists He ∈ C1,1/2(Rn) such that
He|{xn≥0} = he|{xn≥0};
(5) for xn > 0 we have
∂he
∂xn
(xˆ, xn) =− xn√
(xˆ · e)2 + x2n
√√
(xˆ · e)2 + x2n + xˆ · ν
+
2 (xˆ · e)−
√
(xˆ · e)2 + x2n
2
√√
(xˆ · e)2 + x2n + xˆ · e
xn√
(xˆ · e)2 + x2n
. (2.2)
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In particular,
∂he
∂xn
(xˆ, 0+) := lim
xn↓0
∂he
∂xn
(xˆ, xn)
=
{
− 32 |xˆ · e|
3/4 on {xn = 0, x · e < 0}
0 on {xn = 0, x · e ≥ 0},
(2.3)
and by (2)
he(xˆ, 0)
∂he
∂xn
(xˆ, 0+) = 0 on {xn = 0}. (2.4)
We introduce next the set of blow-ups at the regular points of the free boundary:
H3/2 :=
{
λhe : e ∈ Sn−2, λ ∈ [0,∞)
} ⊂ H1loc(Rn).
Note that H3/2 is a cone in H
1
loc(R
n), the restrictions
H3/2|B1 :=
{
f |B1 : f ∈ H3/2
} ⊂ H1(B1)
is a closed set and H3/2 \ {0} is parametrized by an (n − 1)-dimensional manifold by
the map
S
n−2 × (0,+∞) ∋ (e, λ) Φ7−→ λhe ∈ H3/2 \ {0}.
We can then introduce the tangent space to H3/2 at any point λ0he0 as
TλheH3/2 :=
{
d(λ0,e0)Φ(ξ, α) : ξ · en = ξ · e0 = 0, α ∈ R
}
, (2.5)
and notice that
TλheH3/2 = {αhe + ve,ξ : ξ · en = ξ · e0 = 0, α ∈ R} , (2.6)
where we have set
ve,ξ(x) := (xˆ · ξ)
√√
(xˆ · e)2 + x2n + xˆ · e (2.7)
Note moreover that
ve,ξ(x) =
√
2 (xˆ · ξ)Re[(xˆ · e+ i|xn|)1/2],
where the determination of the complex square root is chosen in such a way that
ve,ξ ≥ 0 in {xn = 0}.
Let us now highlight some additional properties enjoyed by functions ψ ∈ H3/2. For
any given ϕ ∈ H1(B1), a simple integration by parts yieldsˆ
B+1
∇ψ · ∇ϕdx =
ˆ
B+1
div(ϕ∇ψ)dx
=
ˆ
(∂B1)+
ϕ
∂ψ
∂ν
dHn−1 −
ˆ
B′1
ϕ
∂ψ
∂xn
(xˆ, 0+)dHn−1
=
3
2
ˆ
(∂B1)+
ϕψ dHn−1 −
ˆ
B′1
ϕ
∂ψ
∂xn
(xˆ, 0+)dHn−1,
where ν = x|x| and we used that ψ is
3/2-homogeneous and ∆ψ = 0 in B+1 . Therefore,
by the even symmetry of ψ we concludeˆ
B1
∇ψ · ∇ϕdx = 3
2
ˆ
∂B1
ϕψ dHn−1 − 2
ˆ
B′1
ϕ
∂ψ
∂xn
(xˆ, 0+)dHn−1. (2.8)
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In particular, (2.8) yields that the first variation of G3/2 at ψ ∈ H3/2 in the direction
ϕ ∈ H1(B1), formally defined as
δG3/2(ψ)[ϕ] := 2
ˆ
B1
∇ψ · ∇ϕdx − 3
ˆ
∂B1
ψ ϕdHn−1,
satisfies
δG3/2(ψ)[ϕ] = −4
ˆ
B′1
ϕ
∂ψ
∂xn
(xˆ, 0+)dHn−1. (2.9)
Furthermore, by taking into account (2.4) and (2.8) applied to ϕ = ψ, we get
G3/2(ψ) = 0 for all ψ ∈ H3/2. (2.10)
2.2. 2m-homogeneous solutions. We introduce the even homogeneous solutions
representing the lowest stratum in the singular part of the free-boundary according
to [10, Theorem 1.3.8].
More precisely, given m ∈ N \ {0} consider the closed convex cone of H1(B1)
H2m :=
{
ψ : ψ 2m-homogeneous, △ψ = 0 inRn, ψ = ψ(xˆ, |xn|), ψ(xˆ, 0) ≥ 0
}
.
Note that all the functions in H2m are actually harmonic polynomials on R
n satisfying
∂ψ
∂xn
= 0 on B′1 . (2.11)
Given ψ ∈ H2m and ϕ ∈ H1(B1), an integration by parts leads toˆ
B1
∇ψ · ∇ϕdx = 2m
ˆ
∂B1
ϕψ dHn−1. (2.12)
Therefore, setting
δG2m(ψ)[ϕ] := 2
ˆ
B1
∇ψ · ∇ϕdx − 4m
ˆ
∂B1
ϕψ dHn−1,
it is immediate to check that
δG2m(ψ)[ϕ] = 0 for all ψ ∈ H2m and all ϕ ∈ H1(B1), (2.13)
and
G2m(ψ) = 0 for all ψ ∈ H2m. (2.14)
We can group the functions in H2m according to the dimension of their invariant
subspace as follows: for ψ ∈ H2m consider the subspace
Πψ = {ξ ∈ Rn−1 : ψ(xˆ, 0) = ψ(xˆ + ξ, 0) ∀xˆ ∈ Rn−1},
and, for d ∈ {0, . . . , n− 2} define
H
(d)
2m := {ψ ∈ H2m : dimΠψ = d} .
In what follows we shall be dealing only with the lowest stratum H
(0)
2m for which we
provide the ensuing alternative characterization.
2.3. Proposition. ψ ∈ H (0)2m if and only if ψ(xˆ, 0) > 0 for every xˆ 6= 0.
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Proof. First note that by the 2m-homogeneity the condition ψ|B′1 ≥ 0 implies that
actually ψ(·, 0) is even w.r.t. xi, for i ∈ {1, . . . , n− 1}.
Suppose then by contradiction that ψ(yˆ, 0) = 0 for some yˆ 6= 0, and without loss
of generality assume that yˆ/|yˆ| = e1. Hence, ψ(x1, 0, . . . , 0) = 0 for all x1 ∈ R, and we
may find a 2(m− ℓ)-homogeneous polynomial q, 1 ≤ ℓ < m, such that ψ(x) = x2ℓ1 q(x)
and q(0, x2, . . . , xn) is not identically zero. Computing the Laplacian of ψ we get
0 = △ψ = 2ℓ(2ℓ− 1)x2(ℓ−1)1 q + 4ℓx2ℓ−11
∂q
∂x1
+ x2ℓ1 △q,
and thus for all x1 6= 0 we have
2ℓ(2ℓ− 1) q + 4ℓx1 ∂q
∂x1
+ x21△q = 0.
In turn, by letting x1 → 0 we conclude that q(0, x2, . . . , xn) ≡ 0, a contradiction. 
In view of the latter result, it is easy to check that for every ψ ∈ H (0)2m the supporting
tangent cone to H
(0)
2m is given by
TψH
(0)
2m = Ĥ2m :=
{
p : p 2m-homogeneous, △p = 0 inRn, p = p(xˆ, |xn|)
}
, (2.15)
therefore in particular Ĥ2m ⊃ H2m.
3. The epiperimetric inequality
In this section we establish epiperimetric inequalities a` la Weiss for the thin ob-
stacle problem. In the rest of the section we agree that a function c ∈ H1(B1) is
λ-homogeneous, λ ∈ {3/2} ∪ {2m}m∈N\{0}, if there exists f ∈ H1loc(Rn) which is λ-
homogeneous and satisfying c|B1 = f . Moreover, to avoid cumbersome notation, we
shall use, without any risk of ambiguity, the symbol Hλ also to denote the restrictions
of the blowup maps to the unit ball (which in the previous section we denoted by
Hλ|B1). Moreover, given K ⊂ H1(B1) closed set, we define
distH1(c,K ) := min
{‖c− ϕ‖H1(B1), ϕ ∈ K } .
We are now ready to state the main results of the paper.
3.1. Theorem. There exist dimensional constants κ ∈ (0, 1) and δ > 0 such that if
c ∈ H1(B1) is a 3/2-homogeneous function with c ≥ 0 on B′1 and
distH1
(
c,H3/2
) ≤ δ, (3.1)
then
inf
v∈Ac
G3/2(v) ≤ (1− κ)G3/2(c). (3.2)
An analogous result for the lowest stratum of the singular set holds.
3.2. Theorem. There exist dimensional constants κ ∈ (0, 1) and δ > 0 such that if
c ∈ H1(B1) is a 2m-homogeneous function with c ≥ 0 on B′1 and
distH1
(
c,H2m
) ≤ δ and P (c) ∈ H (0)2m (3.3)
where P : H1(B1)→ H2m is the projection operator, then
inf
v∈Ac
G2m(v) ≤ (1− κ)G2m(c). (3.4)
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3.3. The lowest frequency. Here we prove the epiperimetric inequality for those
points of the free boundary with frequency 3/2. To simplify the notation in the proof
below we shall denote G3/2 only by G .
Proof of Theorem 3.1. We argue by contradiction. Therefore we start off as-
suming the existence of numbers κj, δj ↓ 0 and of functions cj ∈ H1(B1) that are
3/2-homogeneous, cj ≥ 0 on B′1 and such that
distH1
(
cj ,H3/2
)
= δj , (3.5)
and
(1 − κj)G (cj) ≤ inf
v∈Acj
G (v). (3.6)
In particular, setting h := hen−1 , up to a change of coordinates depending on j, we
may assume that there exists λj ≥ 0 such that
ψj := λj h
is a point of minimum distance of cj from H3/2, i.e.
‖cj − ψj‖H1 = distH1
(
cj ,H3/2
)
= δj for all j ∈ N. (3.7)
We divide the rest of the proof in some intermediate steps.
Step 1: Introduction of a family of auxiliary functionals. We rewrite inequality
(3.6) conveniently and interpret it as an almost minimality condition for a sequence of
new functionals.
For fixed j, let v ∈ Acj and use (2.9) (applied twice to ψj with test functions
ϕ = cj −ψj and ϕ = v−ψj) and (2.10), in order to rewrite (3.6) in the following form
(1− κj)
(
G (cj)− G (ψj)− δG (ψj)[cj − ψj ]− 4
ˆ
B′1
(cj − ψj) ∂ψj
∂xn
dHn−1
)
≤ G (v)− G (ψj)− δG (ψj)[v − ψj ]− 4
ˆ
B′1
(v − ψj) ∂ψj
∂xn
dHn−1.
Simple algebraic manipulations then lead to
(1− κj)
(
G (cj − ψj)− 4
ˆ
B′1
(cj − ψj)∂ψj
∂xn
dHn−1
)
≤ G (v − ψj)− 4
ˆ
B′1
(v − ψj)∂ψj
∂xn
dHn−1, (3.8)
for all v ∈ Acj .
Next we introduce the following notation. We set
zj :=
cj − ψj
δj
, (3.9)
and, recalling that ψj = λjh, we set
ϑj :=
λj
δj
and
Bj :=
{
z ∈ zj +H10 (B1) : (z + ϑjh)|B′1 ≥ 0
}
. (3.10)
10 M. Focardi & E. Spadaro
Then we define the functionals Gj : L
2(B1)→ (−∞,+∞] given by
Gj(z) :=

ˆ
B1
|∇z|2dx− 3
2
ˆ
∂B1
z2j dHn−1 − 4ϑj
ˆ
B′1
z
∂h
∂xn
dHn−1
if z ∈ Bj ,
+∞ otherwise.
(3.11)
Note that the second term in the formula does not depend on z but only on the
boundary conditions zj|∂B1 .
Therefore, (3.8) reduces to
(1− κj)Gj(zj) ≤ Gj(z) for all z ∈ Bj . (3.12)
Moreover, note that by (3.7) and (3.9)
‖zj‖H1(B1) = 1. (3.13)
This implies that we can extract a subsequence (not relabeled) such that
(a) (zj)j∈N converges weakly in H
1(B1) to some z∞;
(b) the corresponding traces (zj |B′1)j∈N converge strongly in L2(B′1) ∪ L2(∂B1);
(c) (ϑj)j∈N has a limit ϑ ∈ [0,∞].
Step 2: First properties of (Gj)j∈N. We establish the equi-coercivity and some
further properties of the family of the auxiliary functionals (Gj)j∈N.
Notice that for all w ∈ Bj , being w|∂B1 = zj |∂B1 , it holds that
−
ˆ
B′1
w
∂h
∂xn
dHn−1 =
ˆ
B′1
−(w + ϑj h) ∂h
∂xn
dHn−1 + ϑj
ˆ
B′1
h
∂h
∂xn
dHn−1 ≥ 0, (3.14)
where we used (2.3), (2.4) and (w + ϑj h)|B′1 ≥ 0. Therefore, we deduce from the very
definition (3.11) that for all w ∈ Bjˆ
B1
|∇w|2dx− 3
2
ˆ
∂B1
z2j ≤ Gj(w), (3.15)
thus establishing the equi-coercivity of the sequence (Gj)j∈N.
By taking into account (3.13), if ϑ ∈ [0,+∞) then
lim inf
j
Gj(zj) ≥ 1− 3
2
ˆ
∂B1
z2∞ dHn−1 − 4ϑ
ˆ
B′1
z∞
∂h
∂xn
dHn−1. (3.16)
Instead, if ϑ = +∞ then (3.13) and (3.15) yield
lim inf
j
Gj(zj) ≥ 1− 3
2
ˆ
∂B1
z2∞ dHn−1.
Hence in all instances, it is not restrictive (up to passing to a further subsequence which
we do not relabel) to assume that (Gj(zj))j∈N has a limit in (−∞,+∞]. Finally, note
that
lim
j
Gj(zj) = +∞ ⇐⇒ lim
j
ϑj
ˆ
B′1
zj
∂h
∂xn
dHn−1 = −∞. (3.17)
Step 3: Asymptotic analysis of (Gj)j∈N. Here we prove a Γ-convergence result for
the family of energies Gj .
More precisely, we distinguish three cases.
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(1) If ϑ ∈ [0,+∞), then
(z∞ + ϑh)|B′1 ≥ 0,
and Γ(L2(B1))- limj Gj = G
(1)
∞ , where
G
(1)
∞ (z) :=

ˆ
B1
|∇z|2dx− 3
2
ˆ
∂B1
z2∞ dHn−1 − 4ϑ
ˆ
B′1
z
∂h
∂xn
dHn−1
if z ∈ B(1)∞ ,
+∞ otherwise,
and
B
(1)
∞ :=
{
z ∈ z∞ +H10 (B1) : (z + ϑh)|B′1 ≥ 0
}
.
(2) If ϑ = +∞ and limj Gj(zj) < +∞, then
z∞|B′,−1 = 0
recalling that B′,−1 = B
′
1 ∩ {xn−1 ≤ 0}, and Γ(L2(B1))- limj Gj = G (2)∞ , where
G
(2)
∞ (z) :=

ˆ
B1
|∇z|2dx− 3
2
ˆ
∂B1
z2∞ dHn−1 if z ∈ B(2)∞ ,
+∞ otherwise,
and
B
(2)
∞ :=
{
z ∈ z∞ +H10 (B1) : z|B′,−1 = 0
}
.
(3) if ϑ = +∞ and limj Gj(zj) = +∞, then Γ(L2(B1))- limj Gj = G (3)∞ , where
G
(3)
∞ ≡ +∞ on the whole L2(B1).
Equality G
(i)
∞ = Γ(L2(B1))- limj Gj for i = 1, 2, 3 consists, by definition, in showing
the following two assertions:
(a) for all (wj)j∈N and w ∈ L2(B1) such that wj → w in L2(B1) we have
lim inf
j
Gj(wj) ≥ G (i)∞ (w); (3.18)
(b) for all w ∈ L2(B1) there is (wj)j∈N such that wj → w in L2(B1) and
lim sup
j
Gj(wj) ≤ G (i)∞ (w). (3.19)
Proof of the Γ-convergence in case (1). For what concerns the lim inf inequality (3.18),
we can assume without loss of generality (up to passing to a subsequence we do not
relabel) that
lim inf
j
Gj(wj) = lim
j
Gj(wj) <∞.
In view of (3.15), there exists a subsequence (not relabel) such that (wj)j∈N converges
to w weakly in H1(B1) and thus the corresponding traces strongly in L
2(∂B1)∪L2(B′1).
This implies that w+ϑh ≥ 0 on B′1 and, in particular, taking wj = zj and w = z∞, we
deduce that z∞ ∈ B(1)∞ . (3.18) is then a simple consequence of the lower semicontinuity
of the Dirichlet energy under the weak convergence in H1.
For what concerns the lim sup inequality (3.19), we start noticing that it is enough
to consider the case w ∈ B(1)∞ with
supp (w − z∞) ⊆ Bρ for some ρ ∈ (0, 1). (3.20)
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Indeed, in order to deal with the general case, consider the functions
wt(x) := w
(
x/t
)
χB1
(
x/t
)
+ z∞
(
x/t
)
χBt\B1
(
x/t
)
with t > 1.
Clearly, wt ∈ H1(B1), supp (wt − z∞) ⊆ B1/t, and wt → w in H1(B1) for t ↓ 1.
Since the upper bound inequality (3.19) holds for each wt, a diagonalization argument
provides the conclusion.
Moreover, by a simple contradiction argument it also suffices to show the following:
given w as in (3.20), for every sequence jk ↑ +∞ there exist subsequences jkl ↑ +∞
and wl → w in L2(B1) such that
lim sup
l
Gjkl
(wl) ≤ G (i)∞ (w). (3.21)
After these reductions, we first use (3.13) to find a subsequences (not relabeled)
such that (|∇zjk |2Ln B1)h∈N converges weakly∗ in the sense of measures to some
finite Radon measure µ. Fixed r ∈ (ρ, 1), let R := 1+r2 and let ϕ ∈ C1c (B1) be a cut-off
function such that
ϕ|Br ≡ 1, ϕ|B1\BR ≡ 0 and ‖∇ϕ‖L∞ ≤
4
1− r .
Defining
wrk := ϕ
(
w + (ϑ− ϑjk)h
)
+ (1− ϕ)zjk ,
we easily infer that wrk ∈ Bjk since w ∈ B(1)∞ , zjk ∈ Bjk and
wrk + ϑjkh = ϕ(w + ϑh) + (1 − ϕ)(zjk + ϑjkh).
Moreover, since ϑjk → ϑ ∈ [0,+∞) we get that wrk → ϕw + (1 − ϕ)z∞ in L2(B1).
Simple calculations then lead toˆ
B1
|∇wrk|2dx ≤
ˆ
Br
|∇w + (ϑ− ϑjk)∇h|2dx
+
ˆ
BR\Br
|∇wrjk |2dx︸ ︷︷ ︸
=:Ik
+
ˆ
B1\BR
|∇zjk |2dx (3.22)
By taking into account that r > ρ, we estimate the term Ik above as follows
Ik ≤ 2
ˆ
BR\Br
|∇w + (ϑ− ϑjk)∇h|2dx
+ 2
ˆ
BR\Br
|∇zjk |2dx+ 2
ˆ
BR\Br
|∇ϕ|2|z∞ − zjk + (ϑ− ϑjk)h|2dx. (3.23)
Hence, provided µ(∂Br) = 0, from (3.22) and (3.23) we deduce that
lim sup
k
ˆ
B1
|∇wrk|2dx ≤
ˆ
BR
|∇w|2dx+
ˆ
BR\Br
|∇w|2dx+3µ(B1 \Br). (3.24)
In particular, we may apply the construction above to a sequence rl ↑ 1 and Rl := 1+rl2 ,
such that µ(∂Brl) = 0 for all l ∈ N. A diagonalization argument provides a subsequence
jkl ↑ ∞ such that wl := wrlkl → w in L2(B1) and
lim sup
l
ˆ
B1
|∇wl|2dx ≤
ˆ
B1
|∇w|2dx,
and (3.21) follows at once by considering the strong convergence of traces of zjkl in
L2(B′1).
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Proof of the Γ-convergence in case (2). For what concerns the lim inf inequality (3.18),
we assume without loss of generality that
lim inf
j
Gj(wj) = lim
j
Gj(wj) <∞.
Since wj ∈ Bj , the stated convergences yield that w ≥ 0 on B′,−1 . Moreover, (3.14)
gives
0 ≤− ϑj
ˆ
B′1
wj
∂h
∂xn
dHn−1 ≤ Gj(wj) + 3
2
ˆ
∂B1
z2j dHn−1
≤ sup
j
(
Gj(wj) +
3
2
ˆ
∂B1
z2j dHn−1
)
< +∞.
Therefore the convergence of traces impliesˆ
B′1
w
∂h
∂xn
dHn−1 = lim
j
ˆ
B′1
wj
∂h
∂xn
dHn−1 = 0.
By (2.3) we deduce that actually w = 0 on B′,−1 , i.e. w ∈ B(2)∞ . In particular, this holds
true for z∞ by taking into account that supj Gj(zj) < +∞. The inequality (3.18) then
follows at once.
Let us now deal with the lim sup inequality (3.19). Arguing as in case (1), we need
only to consider the case of w ∈ B(2)∞ such that (3.20) holds and, for every jk ↑ +∞,
we need to find a subsequence jkl ↑ +∞ and a sequence wl → w in L2(B1) such that
lim sup
l
Gjkl
(wl) ≤ G (i)∞ (w). (3.25)
Introduce the positive Radon measures
νk := |∇zjk |2Ln B1 − 4ϑjk(zjk + ϑjkh)
∂h
∂xn
Hn−1 B′,−1 .
Note that, for k sufficiently large it follows that
νk(B1) = Gjk(zjk) +
3
2
ˆ
∂B1
z2jk dHn−1 ≤ sup
j
Gj(zj) + 2
ˆ
∂B1
z2∞ dHn−1 <∞.
Thus, (νk)k∈N is equi-bounded in mass and, up to a subsequence that we do not relabel,
we may assume that (νk)k∈N converges weakly
∗ to a finite positive Radon measure ν.
Next we fix two constants ε, δ > 0 sufficiently small and we introduce the sets
K := ∂B1 ∪B′,−1 and Gε := {x ∈ B1 : dist(x,K) > ε} for every ε > 0. In order to find
the sequence in (3.25), we modify w in two different steps. First we find wε,δ ∈ B(2)∞
such that
wε,δ |Gε ∈ C∞(Gε) (3.26)
‖w − wε,δ‖2H1 :=
ˆ
B1
(|w − wε,δ|2 + |∇w −∇wε,δ |2) dx ≤ δ. (3.27)
This modification can be achieved in view of Meyers & Serrin’s approximation result
that provides a function v ∈ C∞(B1) with ‖v − w‖H1 ≤ δ′, for some small δ′ to be
specified in what follows, and having the same trace as w on ∂B1. Then set
wε,δ := φε v + (1 − φε)w,
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where φε : B1 → [0, 1] is a smooth cut-off function such that φε ≡ 1 on Gε and φε ≡ 0
on B1 \Gε/2, and ‖∇φε‖L∞ ≤ 4/ε. Since wε,δ − w = φε (v − w), it follows that
‖wε,δ − w‖2H1 ≤ ‖v − w‖2H1
(‖φε‖2L∞ + ‖∇φε‖2L∞) ≤ (δ′)2 (1 + 16ε2
)
≤ δ,
for δ′ suitably chosen and depending only on δ and ε.
Next we consider the Lipschitz functions ψε, χε : B1 → R defined by
ψε(x) :=

1 B1−2ε
1− 1−|x|ε B1−ε \B1−2ε
0 B1 \B1−ε,
and
χε(x) :=
(
2− 1
ε
dist(x, {xn = xn−1 = 0})
)
∧ 1 ∨ 0.
Note that actually χε(x) = χε(xn−1, xn) with
χε(x) =
{
1 x2n + x
2
n−1 ≤ ε2
0 x2n + x
2
n−1 ≥ 4ε2.
Set ϕε := ψε ∧ (1− χε), then ϕε ∈ Lip(Rn, [0, 1]) with ‖∇ϕε‖L∞ ≤ 1ε , and
{ϕε = 0} = {ψε = 0} ∪ {χε = 1} = (B1 \B1−ε) ∪
{√
x2n + x
2
n−1 ≤ ε
}
(3.28)
{ϕε = 1} = {ψε = 1} ∩ {χε = 0} = B1−2ε ∩
{√
x2n + x
2
n−1 ≥ 2ε
}
(3.29)
We finally define
wε,δk := ϕε w
ε,δ +
(
1− ϕε
)
zjk ,
where jk is the sequence considered for (3.25). First, we show that w
ε,δ
k ∈ Bjk for k
sufficiently large. By construction wε,δk |∂B1 = zjk |∂B1 . Moreover, we have that
wε,δk + ϑjk h = ϕε (w
ε,δ + ϑjk h) +
(
1− ϕε
)
(zjk + ϑjkh),
and both the two terms above are positive on B′1. Indeed, for what concerns the latter
one, it is enough to recall that zjk ∈ Bjk and that 1− ϕε ≥ 0. Instead, for the former
addend we notice that (wε,δ + ϑjk h)|B′,−1 = 0 and, due to the fact that
(i) wε,δ is smooth in Gε by (3.26),
(ii) h > cε > 0 on B
′
1 ∩Gε for some positive constant cε > 0,
(iii) suppϕε ∩B′1 = G¯ε ∩B′1 (cp. (3.28)),
(iv) ϑjk ↑ +∞
for sufficiently large k it follows that
ϕε (w
ε,δ + ϑjk h) ≥ ϕε (−‖wε,δ‖L∞(Gε∩B′1) + ϑjk cε) ≥ 0 on B′1 \B
′,−
1 .
We now compute the distance between wε,δk and w. By (3.27) we have that
‖wε,δk − w‖L2 ≤ ‖wε,δ − w‖L2(B1) + ‖w − zjk‖L2({ϕε<1})
≤ δ + ‖z∞ − zjk‖L2(B1) + ‖z∞‖L2({ϕε<1}) + ‖w‖L2({ϕε<1}). (3.30)
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Furthermore, straightforward computations just like in (3.22) and (3.23) giveˆ
B1
|∇wε,δk |2dx
=
ˆ
{ϕε=1}
|∇wε,δ |2dx+
ˆ
{0<ϕε<1}
|∇wε,δk |2dx+
ˆ
{ϕε=0}
|∇zjk |2dx
≤
ˆ
{ϕε=1}
|∇wε,δ |2dx+ 2
ˆ
{0<ϕε<1}
|∇wε,δ |2dx+ 2
ˆ
{0<ϕε<1}
|∇zjk |2dx
+
2
ε2
ˆ
{0<ϕε<1}
|wε,δ − zjk |2 +
ˆ
{ϕε=0}
|∇zjk |2dx. (3.31)
Taking into account (3.27), we obtain from (3.31)ˆ
B1
|∇wε,δk |2dx ≤
ˆ
B1
|∇wε,δ|2dx+
ˆ
{0<ϕε<1}
|∇wε,δ|2dx
+ 3
ˆ
{ϕε<1}
|∇zjk |2dx+
4
ε2
ˆ
{0<ϕε<1}
|w − zjk |2 +
4 δ
ε2
. (3.32)
By choosing δε = ε
4, and setting wεk := w
ε,δε
k , we conclude from (3.32) thatˆ
B1
|∇wεk|2dx ≤
ˆ
B1
|∇wε,δε |2dx+
ˆ
{0<ϕε<1}
|∇wε,δε |2dx
+ 3
ˆ
{ϕε<1}
|∇zjk |2dx+
4
ε2
ˆ
{0<ϕε<1}
|w − zjk |2 + 4 ε2. (3.33)
Next, in view of (2.3), (2.4) and since (wε,δε +ϑjk h)|B′,−1 = 0, the very definition of
wεk gives
0 ≤ −4ϑjk
ˆ
B′1
wεk
∂h
∂xn
dHn−1 = −4ϑjk
ˆ
B′,−1
(
1− ϕε
)
(zjk + ϑjkh)
∂h
∂xn
Hn−1
≤ −4ϑjk
ˆ
B′,−1 ∩{ϕε<1}
(zjk + ϑjkh)
∂h
∂xn
dHn−1, (3.34)
having also used in the last inequality that zjk ∈ Bjk .
Therefore, by the very definition of ν and by collecting (3.33) and (3.34) we conclude,
provided ν(∂{ϕε < 1}) = 0, that
lim sup
k
Gjk(w
ε
k) ≤
ˆ
B1
|∇wε,δε |2dx+
ˆ
{0<ϕε<1}
|∇wε,δε |2dx+ 3 ν({ϕε < 1})
+
4
ε2
ˆ
B1−ε∩{ε2<x2n−1+x
2
n<4ε
2}
|w − z∞|2dx︸ ︷︷ ︸
Iε:=
+4 ε2 − 3
2
ˆ
∂B1
z2∞ dHn−1, (3.35)
where we have used (3.20), as ρ > 1− ε for ε small enough, and the equality
{0 < ϕε < 1} =
{x ∈ B1−ε \B1−2ε : x2n−1 + x2n > ε2} ∪ {x ∈ B1−ε : ε2 < x2n−1 + x2n < 4ε2},
that follows from (3.28) and (3.29). We next claim that
lim
ε↓0
Iε = 0. (3.36)
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To this aim we use Fubini’s theorem, a scaling argument and a 2-dimensional Poincare`
inequality (recalling that the trace of w − z∞ is null on B′,−1 ) to deduce that for some
positive constant C independent of ε we have
Iε =
4
ε2
ˆ
{y∈Rn−2: |y|≤1−ε}
dy
ˆ
{(s,t)∈R2: ε2<s2+t2<4ε2∧((1−ε)2−|y|2)}
|(w−z∞)(y, s, t)|2ds dt
≤ C
ˆ
B1−ε∩{ε2<x2n−1+x
2
n<4ε
2}
|∇(w − z∞)|2dx,
from which (3.36) follows at once.
To provide the recovery sequence we perform the construction above for a sequence
εi ↓ 0 such that ν(∂{ϕεi < 1}) = 0 for all i ∈ N, with the choice δi := ε4i . In
view of (3.27), (3.29), (3.30), (3.35) and (3.36) a simple diagonal argument implies the
existence of a subsequence jki ↑ ∞ such that wεiki → w in L2(B1) and
lim sup
i
Gjki
(wεiki) ≤ G (2)∞ (w).
Proof of the Γ-convergence in case (3). The proof of (3.18) and (3.19) in case (3) is
immediate: the former follows, indeed, from (3.12) and the fact that limj Gj(z) = +∞;
while the latter is trivial.
Step 4: Improving the convergence of (zj)j∈N if limj Gj(zj) < +∞. Standing the
latter assumption, we show that actually (zj)j∈N converges strongly to z∞ in H
1(B1).
To this aim, we use some standard results in the theory of Γ-convergence. The equi-
coercivity of (Gj)j∈N established in (3.15), the Poincare` inequality and the condition
‖zj‖2H1 = 1 in (3.13) imply the existence of an absolute minimizer ζj of Gj on L2 with
fixed i ∈ {1, 2}. By [6, Theorem 7.4], for i = 1, 2 we have that there exists ζ∞ ∈ H1(B1)
such that
ζj → ζ∞ in L2(B1), (3.37)
Gj(ζj)→ G (i)∞ (ζ∞), (3.38)
and ζ∞ is the unique minimizer of G
(i)
∞ , (3.39)
where we have used the strict convexity of G
(i)
∞ to deduce the uniqueness of the
minimizer of G
(i)
∞ . In addition, using the strong convergence of the traces in
L2(∂B1) ∪ L2(B′1) and the estimate
Gj(ζj) ≤ Gj(zj) ≤ sup
j
Gj(zj) < +∞, (3.40)
we infer that ˆ
B1
|∇ζj |2dx→
ˆ
B1
|∇ζ∞|2dx,
in turn implying the strong convergence of (ζj)j∈N to ζ∞ in H
1(B1).
Next note that by (3.12) and (3.40) zj is an almost minimizer of Gj, in the following
sense:
0 ≤ Gj(zj)− Gj(ζj) ≤ κj Gj(zj) ≤ κj · sup
j
Gj(zj).
Hence, by taking into account that κj is infinitesimal, that zj ⇀ z∞ weakly in H
1(B1)
and (3.38), Step 3 yields that
G∞(z∞) ≤ lim inf
j
Gj(zj) = lim
j
Gj(ζj) = G
(i)
∞ (ζ∞),
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in both cases i = 1, 2. Therefore, by the uniqueness of the absolute minimizer of G
(i)
∞ ,
we conclude that z∞ = ζ∞. Arguing as above, the strong convergence of (zj)j∈N to z∞
in H1(B1) follows. In particular, note that by (3.13) we infer
‖z∞‖H1 = 1. (3.41)
The rest of the proof is devoted to find a contradiction to all the instances in Step 3.
We start with the easier cases (1) and (3). Instead, to rule out case (2) we shall need
to establish more refined properties of the function z∞.
Step 5: Case (1) cannot occur. We recall what we have achieved so far about z∞,
namely
(i) ‖z∞‖H1 = 1,
(ii) z∞ is 3/2-homogeneous and even with respect to xn = 0,
(iii) z∞ is the unique minimizer of G
(1)
∞ with respect to its own boundary conditions,
(iv) z∞ ∈ B(1)∞ , i.e. z∞ + ϑh ≥ 0 on B′1.
As an easy consequence of the properties above, we show now that
w∞ := z∞ + ϑh
minimizes the Dirichlet energy among all maps w such that w ∈ w∞ + H10 (B1) and
w ≥ 0 in B′1 in the sense of traces. In other words, w∞ is a solution of the Signorini
problem. To show this claim, for every z ∈ B(1)∞ we set w := z + ϑh and by means of
(2.9) we write
G
(1)
∞ (z) =
ˆ
B1
|∇w|2dx− ϑ2
ˆ
B1
|∇h|2dx− 3
2
ˆ
∂B1
z2∞ dHn−1
− 2ϑ
ˆ
B1
∇z · ∇h dx− 4ϑ
ˆ
B′1
z
∂h
∂xn
dHn−1
(2.9)
=
ˆ
B1
|∇w|2dx − ϑ2
ˆ
B1
|∇h|2dx− 3
2
ˆ
∂B1
z2∞ dHn−1
− 3ϑ
ˆ
∂B1
z∞ h dHn−1.
Therefore, since z∞ is the unique minimizer of G
(1)
∞ and w∞ ≥ 0 on B′1, it follows from
the previous computation that w∞ is a solution of the Signorini problem. Using now
the 3/2-homogeneity of w∞ and the classification of global solutions of the thin obstacle
problem with such homogeneity in [3, Theorem 3] (see also [14, Proposition 9.9]), we
deduce that
w∞ = λ∞hν∞ ∈ H3/2, for some λ∞ ≥ 0 and ν∞ ∈ Sn−2.
Eventually, in view of (3.7), we reach the desired contradiction: by the strong conver-
gence zj → z∞ in H1(B1) (cp. Step 4 above) and by (3.9), we deduce that
cj
δj
= ϑjh+ zj → ϑh+ z∞ = w∞ ∈ H3/2 in H1(B1), (3.42)
which implies, for j sufficiently large,
distH1 (cj ,H3/2) ≤ ‖cj − δjλ∞hν∞‖H1(B1)
(3.42)
= o(δj) < δj = distH1(cj ,H3/2),
having used in the last line that δjλ∞hν∞ ∈ H3/2.
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Step 6: Case (3) cannot occur. The heuristic idea to rule out case (3) is to
correct the scaling of the energies in order to get a non-trivial Γ-limit for the rescaled
functionals.
More in details, we start recalling that by (3.17) if limj Gj(zj) = +∞, then
γj := −4ϑj
ˆ
B′1
zj
∂h
xn
dHn−1 ↑ +∞. (3.43)
Further, the convergence zj → z∞ in L2(B′1) and (3.14) yield
lim
j
γj
ϑj
= −4 lim
j
ˆ
B′1
zj
∂h
xn
dHn−1 = −4
ˆ
B′1
z∞
∂h
xn
dHn−1 ∈ [0,+∞),
so that
ϑj γ
−1/2
j ↑ +∞. (3.44)
It is then immediate to deduce that the right rescaling of the functionals Gj is obtained
by dividing by a factor γ−1j : namely, for every z ∈ Bj we consider γ−1j Gj(z) and notice
that
γ−1j Gj(z) = G˜j
(
γ
−1/2
j z
)
, (3.45)
where the functional G˜j is given by
G˜j(w) :=

ˆ
B1
|∇w|2dx− 3
2
ˆ
∂B1
w2 dHn−1 − 4 ϑj
γ
1/2
j
ˆ
B′1
w
∂h
∂xn
dHn−1
if w ∈ B˜j ,
+∞ otherwise,
(3.46)
where
B˜j :=
{
w ∈ γ−1/2j zj +H10 (B1) :
(
w + ϑj γ
−1/2
j h
)|B′1 ≥ 0} . (3.47)
Setting z˜j := γ
−1/2
j zj , by (3.13) and γj ↑ +∞ we get z˜j → 0 in H1(B1). In addition,
(3.45) and the very definition of γj in (3.43) imply that
G˜j(z˜j) = 1 + O(γ
−1
j ). (3.48)
Furthermore, (3.12) rewrites as
(1 − κj)G˜j(z˜j) ≤ G˜j(z˜) for all z˜ ∈ B˜j .
In particular, by taking into account (3.44), z˜j → 0 in H1(B1) and (3.48), namely
limj G˜j(z˜j) < +∞, we can argue exactly as in case (2) of Step 3 to deduce that
Γ(L2(B1))- lim
j
G˜j = G˜∞
with
G˜∞(z˜) :=

ˆ
B1
|∇z˜|2dx if z˜ ∈ B˜∞,
+∞ otherwise,
where B˜∞ := {z˜ ∈ H10 (B1) : z˜|B′,−1 = 0}.
By Step 4 and the convergence z˜j → 0 in H1(B1), the null function turns out
to be the unique minimizer of G˜∞ and limj G˜j(z˜j) = G˜∞(0) = 0, thus leading to a
contradiction to (3.48).
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We are then left with excluding case (2) of Step 3 to end the contradiction argument.
To this aim, as already pointed out, we need to investigate more closely the properties
of the limit z∞.
From now on we assume that we are in the setting of case (2) of Step 3: i.e. ϑ = +∞
and limj Gj(zj) < +∞.
Step 7: An orthogonality condition. We exploit the fact that ψj is a point of
minimal distance of cj from H3/2 to deduce that z∞ is orthogonal to the tangent space
ThH3/2.
We start noticing that ϑ = +∞ implies that λj > 0 for all j large enough. Moreover,
by the minimal distance condition (3.7) we infer that, for all ν ∈ Sn−2 and λ ≥ 0,
‖cj − ψj‖H1 ≤ ‖cj − λhν‖H1 ,
that, by the very definition of zj in (3.9), can actually be rewritten as
δj‖zj‖H1 ≤ ‖ψj − λhν + δjzj‖H1 ,
or, equivalently,
− ‖ψj − λhν‖2H1(B1) ≤ 2δj〈zj , ψj − λhν〉. (3.49)
Therefore, assuming (λj , en−1) 6= (λ, ν) and renormalizing (3.49), we get
−‖ψj − λhν‖H1 ≤ 2δj〈zj ,
ψj − λhν
‖ψj − λhν‖H1
〉,
and by taking the limit (λ, ν) → (λj , en−1) we conclude (recall the definition of the
tangent space in (2.5))
〈zj , ζ〉 = 0 for all ζ ∈ TψjH3/2 = ThH3/2,
where we used that λj > 0 in computing the tangent vectors. Now letting j ↑ ∞ in
the equality above we get that
〈z∞, ζ〉 = 0 for all ζ ∈ ThH3/2. (3.50)
Step 8: Identification of z∞ in case (2) of Step 3. We show that
z∞(x) = a0 h(x) +
(
n−2∑
i=1
ai xi
)√√
x2n−1 + x
2
n + xn−1, (3.51)
for some a0, . . . , an−2 ∈ R, i.e. z∞ ∈ ThH3/2 (cp. (2.6)).
The above claim is consequence of the following facts:
(a) z∞ solves the boundary value problem{
∆z∞ = 0 in B1 \B′,−1 ,
z∞ = 0 on B
′,−
1 ;
(3.52)
(b) z∞(x
′, xn) = z∞(x
′,−xn) for every (x′, xn) ∈ B1;
(c) z∞ is 3/2-homogeneous.
The proof consists of three parts:
(I) to show the Ho¨lder regularity of z∞ and of all its transversal derivatives in the
sense of distributions
vα :=
∂α1
∂xα11
· · · ∂
αn−2z∞
∂x
αn−2
n−2
with α = (α1, . . . , αn−2) ∈ Nn−2;
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(II) the use of a bidimensional conformal transformation in the variable (xn−1, xn)
to reduce the problem to the upper half ball B+1 ;
(III) the classification of all 3/2-homogeneous solutions.
As for (I), we start noticing that for every α ∈ Nn−2 (in particular also for z∞ =
v(0,...,0)), it follows from (a) and (b) that vα|B+1 is a solution to the boundary value
problem 
∆vα = 0 in B
+
1 ,
vα = 0 on B
′,−
1 ,
∂vα
∂xn
= 0 on B′1 \B′,−1 .
(3.53)
It then follows from [17, Theorem 14.5] that the distributions vα are represented by
uniformly Ho¨lder continuous functions in every B¯+r with r < 1. In particular, by
homogeneity, we conclude that vα is Ho¨lder continuous in the whole B1 ⊂ Rn.
Next, for (II) we follow a suggestion by S. Luckhaus [13] (see also the appendix of [8]
for a similar procedure) and consider the conformal transformation Φ : B+1 → B1\B′,−1
defined by
(x1, . . . , xn−2, y1, y2) 7→ (x1, . . . , xn−2, y22 − y21 ,−2 y1 y2), (3.54)
and set
uα := vα ◦ Φ ∀ α ∈ Nn−2.
We next introduce the following Laplace operators:
∆′ :=
∂2
∂x21
+ · · ·+ ∂
2
∂x2n−2
∆′′ :=
∂2
∂x2n−1
+
∂2
∂x2n
∆y :=
∂2
∂y21
+
∂2
∂y22
.
By a simple computation, it follows that (we set for simplicity x′ := (x1, . . . , xn−2))
∆yuα(x
′, y1, y2) = 4 (y
2
1 + y
2
2)∆
′′vα(x
′, y22 − y21 ,−2 y1 y2)
(3.52)
= −4 (y21 + y22)∆′vα(x′, y22 − y21 ,−2 y1 y2) (3.55)
for all α ∈ Nn−2 and for all (x′, y1, y2) ∈ B+1 .
Note that the right hand side of (3.55) is Ho¨lder continuous, because by (I) ∆′vα
is Ho¨lder continuous for every α ∈ Nn−2. Therefore, the usual Schauder theory for
the Laplace equation implies that uα is twice continuously differentiable with Ho¨lder
continuous second order partial derivatives.
We can then bootstrap this conclusion and infer that
∆′vα(x
′, y22 − y21 ,−2 y1 y2) = ∆′uα(x′, y1, y2)
=
n−2∑
i=1
uα+2 ei(x
′, y1, y2) (3.56)
with e1 = (1, 0, . . . , 0), e2 = (0, 1, . . . , 0), . . . , en−2 = (0, 0, . . . , 1) ∈ Nn−2, and therefore
∆′′vα is twice differentiable, thus implying by (3.55) that uα is C
4,κ for some κ ∈ (0, 1),
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and so on. In conclusion, it follows from (3.53), (3.55) and (3.56) that u0 ∈ C∞(B¯+1 )
and
u0(x
′, y1, 0) = 0 ∀ |(x′, y1, 0)| < 1. (3.57)
In order to perform the final classification in (III), we consider a Taylor expansion
of u0 up to order three. For the sake of simplicity we write (w1, . . . , wn) = (x
′, y1, y2)
and use (3.57) to simplify the expansion: there exist real numbers bl, bi,j ∈ R for
l ∈ {0, . . . , n} and i, j ∈ {1, . . . , n} such that bi,j = bj,i for every i, j and
u0(w) = wn
b0 + n∑
i=1
biwi +
n∑
i,j=1
bi,jwi wj
+ g(w),
with g(w) ≤ C |w|4 for every w ∈ B+1 for some C > 0.
Next we perform the change of coordinates Φ−1 to deduce an expansion for z∞.
First note that
Φ−1 : B1 \ (B′1 ∩ {xn−1 ≤ 0})→ B+1
Φ−1(x1, . . . , xn) =
(
x1, . . . , xn−2, f(xn−1, xn), g(xn−1, xn)
)
.
with
f(xn−1, xn) :=
sgn(xn)√
2
√√
x2n−1 + x
2
n − xn−1 (3.58)
g(xn−1, xn) :=
1√
2
√√
x2n−1 + x
2
n + xn−1 (3.59)
and
sgn(xn) =
{
1 if xn ≥ 0
1 if xn < 0.
Therefore, for every x ∈ B1 \B′,−1 we have
z∞(x) = u0 ◦ Φ−1(x) = g(xn−1, xn)
(
b0 +
n−2∑
i=1
bi xi
)
(3.60)
+ g(xn−1, xn)
(
bn−1 f(xn−1, xn) + bn g(xn−1, xn) +
n−2∑
i,j=1
bi,jxi xj
)
(3.61)
+ 2 g(xn−1, xn)
n−2∑
i=1
(
bi,n−1 xi f(xn−1, xn) + bi,n xi g(xn−1, xn)
)
(3.62)
+ bn−1,n−1 g(xn−1, xn) f
2(xn−1, xn) + 2 bn−1,n f(xn−1, xn) g
2(xn−1, xn)
+ bn,n g
3(xn−1, xn) +H(x), (3.63)
with
|H(x)| ≤ C |x|2 ∀ x ∈ B1 \B′,−1
for some C > 0.
Due to the 3/2-homogeneity of z∞ and the 1/2-homogeneity of f and g, we deduce
that the first term in (3.60), as well as the first two terms of (3.61), (3.62) and the
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function H in (3.63) have the wrong homogeneity and therefore are identically zero,
thus reducing the expansion of z∞ to the following
z∞(x) = g(xn−1, xn)
n−2∑
i=1
bi xi + bn−1,n−1g(xn−1, xn) f
2(xn−1, xn)
+ 2 bn−1,n f(xn−1, xn) g
2(xn−1, xn) + bn,ng
3(xn−1, xn). (3.64)
In addition, (3.58) and (3.59) yield
f(xn−1, xn) g(xn−1, xn) =
xn
2
,
and, in turn, plugging the latter identity in (3.64) implies
z∞(x) = g(xn−1, xn)·
·
( n−2∑
i=1
bi xi + bn−1,n−1 f
2(xn−1, xn) + bn−1,n xn + bn,n g
2(xn−1, xn)
)
. (3.65)
To conclude the proof of Step 8 we need only to check for which choices of the coefficients
the right hand side of (3.65) is harmonic. To this aim we notice that g is itself a
harmonic function, i.e. ∆g = 0 in B1 \ B′,−1 . Therefore, we compute ∆z∞ thanks to
(3.58), (3.59) and (3.65) as follows
∆z∞(x) =
(3 bn,n + bn−1,n−1)
√
2
√
x2n−1 + x
2
n + xn−1√
x2n−1 + x
2
n
+
bn−1,n xn√
x2n−1 + x
2
n
√√
x2n−1 + x
2
n + xn−1
. (3.66)
Note that the function on the right hand side of (3.66) is identically zero on B1 \B′,−1
if and only if
3 bn,n + bn−1,n−1 = 0 and bn−1,n = 0.
Thus, coming back to (3.65) we conclude that
z∞(x) = g(xn−1, xn)
( n−2∑
i=1
bi xi − 3 bn,n f2(xn−1, xn) + bn,n g2(xn−1, xn)
)
(3.58), (3.59)
= g(xn−1, xn)
n−2∑
i=1
bi xi + bn,n g(xn−1, xn)
(
2 xn−1 −
√
x2n−1 + x
2
n
)
,
which is the desired formula (3.51) for a0 = bn,n and ai = bi for i = 1, . . . , n− 2.
Step 9: Case (2) of Step 3 cannot occur. We finally reach a contradiction by
excluding also case (2) in Step 3.
We use the orthogonality condition derived in Step 7, i.e.,
〈z∞, ζ〉 = 0 for all ζ ∈ ThH3/2. (3.67)
Since z∞ has the form in (3.51), we can choose h as test function in (3.67) to deduce
a0 = 0. Then take ζ = ven−1,ξ (cp. (2.7)) to deduce a1 = . . . = an−2 = 0 by the
arbitrariness of ξ ∈ Sn−1 with ξ · en = ξ · en−1 = 0.
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Therefore, z∞ is the null function, contradicting (3.41). In this way we have excluded
all the cases of Step 3 and conclude the proof of the theorem. 
3.4. Even frequencies: the lowest stratum of the singular set. In this sub-
section we prove Theorem 3.2. As already remarked the arguments are similar to
those of Theorem 3.1, some simplifications are actually occurring. Therefore, we shall
only underline the substantial changes. Further, we keep the notation introduced in
Theorem 3.1 except for G , that in the ensuing proof stands for G2m.
Proof of Theorem 3.2. We start off as in Theorem 3.1 with a contradiction ar-
gument assuming the existence of κj , δj ↓ 0, and of cj ∈ H1(B1) such that cj is
2m-homogeneous, cj ≥ 0 on B′1,
distH1
(
cj,H2m
)
= δj , (3.68)
(1− κj)G (cj) ≤ inf
v∈Acj
G (v) (3.69)
and ψj := P (cj) ∈ H (0)2m with
‖cj − ψj‖H1 = distH1
(
cj ,H2m
)
= δj for all j ∈ N. (3.70)
We divide the rest of the proof in some intermediate steps corresponding to those
of Theorem 3.1.
Step 1: Introduction of a family of auxiliary functionals. We rewrite inequality
(3.69) conveniently and interpret it as an almost minimality condition.
For fixed j, we use (2.13) and algebraic manipulations to rewrite (3.69) for all v ∈ Acj
as
(1− κj)G (cj − ψj) ≤ G (v − ψj). (3.71)
Setting
zj :=
cj − ψj
δj
, (3.72)
ψˆj :=
ψj
‖ψj‖H1
and ϑj :=
‖ψj‖H1
δj
,
(3.71) reduces to
(1− κj)Gj(zj) ≤ Gj(z) for all z ∈ Bj , (3.73)
where Gj : L
2(B1)→ (−∞,+∞] is given by
Gj(z) :=

ˆ
B1
|∇z|2dx− 2m
ˆ
∂B1
z2j dHn−1 if z ∈ Bj ,
+∞ otherwise,
(3.74)
and
Bj :=
{
z ∈ zj +H10 (B1) : (z + ϑj ψˆj)|B′1 ≥ 0
}
. (3.75)
Moreover, note that by (3.70) and (3.72)
‖zj‖H1(B1) = 1. (3.76)
This implies that we can extract a subsequence (not relabeled) such that
(a) (zj)j∈N converges weakly in H
1(B1) to some z∞;
(b) the corresponding traces (zj |B′1)j∈N; converge strongly in L2(B′1) ∪ L2(∂B1);
(c) (ϑj)j∈N has a limit ϑ ∈ [0,∞];
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(d) (ψˆj)j∈N converges in H
1(B1) to some non-trivial 2m-homogeneous harmonic
polynomial ψ∞ satisfying ψ∞ ≥ 0 on B′1. Actually, being the ψj ’s polynomials
the convergence occurs in any Cℓ(B1) norm.
Step 2: First properties of (Gj)j∈N. We establish the equi-coercivity and some
further properties of the family of the auxiliary functionals (Gj)j∈N.
In this case equi-coercivity is a straightforward consequence of definition (3.74) and
item (b) in Step 1: for j sufficiently large and for all w ∈ H1(B1)ˆ
B1
|∇w|2dx− 3m
ˆ
∂B1
z2∞ ≤ Gj(w). (3.77)
Moreover notice that (3.76) and item (b) imply
sup
j
|Gj(zj)| <∞. (3.78)
Step 3: Asymptotic analysis of (Gj)j∈N. Here we prove a Γ-convergence result for
the family of energies Gj .
More precisely, we distinguish two cases.
(1) If ϑ ∈ [0,+∞), then
(z∞ + ϑψ∞)|B′1 ≥ 0,
and Γ(L2(B1))- limj Gj = G
(1)
∞ , where
G
(1)
∞ (z) :=

ˆ
B1
|∇z|2dx− 2m
ˆ
∂B1
z2∞ dHn−1 if z ∈ B(1)∞ ,
+∞ otherwise,
and B
(1)
∞ := {z ∈ z∞ +H10 (B1) : (z + ϑψ∞)|B′1 ≥ 0}.
(2) If ϑ = +∞ , Γ(L2(B1))- limj Gj = G (2)∞ , where
G
(2)
∞ (z) :=

ˆ
B1
|∇z|2dx− 2m
ˆ
∂B1
z2∞ dHn−1 if z ∈ B(2)∞ ,
+∞ otherwise,
and B
(2)
∞ := z∞ +H
1
0 (B1).
Proof of the Γ-convergence in case (1). The fact that z∞ ∈ B(1)∞ and the lim inf
inequality (3.18) can be deduced exactly as in case (1) of Theorem 3.1.
Instead, for what concerns the lim sup inequality (3.19), after performing the reduc-
tions in the corresponding step of Theorem 3.1, one has to take
wrk := ϕ (w + ϑψ∞ − ϑjk ψˆjk) + (1− ϕ) zjk
to infer (3.24). The conclusion then follows by a diagonalization argument.
Proof of the Γ-convergence in case (2). The fact that z∞ ∈ B(2)∞ and the lim inf
inequality (3.18) are simple consequences of the lower semicontinuity of the Dirichlet
energy under L2 convergence and of the equi-coercivity of (Gj)j∈N in (3.77).
For the proof of the the lim sup inequality (3.19) we need first to observe that the
set {ψ∞ = 0} ∩ B′1 is contained in a (n − 2)-dimensional subspace H . In order to
prove this claim, we start noticing that ψ∞ is a non-trivial 2m-homogeneous harmonic
polynomial satisfying ψ∞ ≥ 0 on B′1. Therefore, its zero set is a cone containing the
origin. Moreover, ψj |B′1 is convex by [2, Theorem 1]: this implies that {ψ∞ = 0} ∩B′1
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is actually a convex cone. Since ψ∞|B′1 ≥ 0 we infer from (2.11) that {ψ∞ = 0}∩B′1 ⊆
{ψ∞ = |∇ψ∞| = 0}. Thus the harmonicity of ψ∞ finally yields the claim thanks to [4,
Theorem 3.1] (see also [12, Lemma 1.9]).
Given this, the construction of the recovery sequence is analogous to that of case
(2) in Theorem 3.1. With K := ∂B1, let Gε and φε be defined correspondingly, then
wε,δ := φε v+(1−φε)w satisfies (3.26)-(3.27). Finally, assumingH ⊆ {xn−1 = xn = 0},
and setting wε,δk := χεw
ε,δ + (1 − χε)zjk we conclude by choosing δ = ε2 and by a
suitable diagonalization argument.
Step 4: Improving the convergence of (zj)j∈N. (zj)j∈N converges strongly to z∞
in H1(B1).
This follows thanks to (3.78) and by standard Γ-convergence arguments (cp. the
corresponding step of Theorem 3.1). In particular, ‖z∞‖H1 = 1.
To reach the final contradiction we exclude next both the instances in Step 3 above.
Step 5: Case (1) cannot occur. We recall what we have achieved so far about z∞,
namely
(i) ‖z∞‖H1 = 1,
(ii) z∞ is 2m-homogeneous and even with respect to xn = 0,
(iii) z∞ is the unique minimizer of G
(1)
∞ with respect to its own boundary conditions,
(iv) z∞ ∈ B(1)∞ , i.e. z∞ + ϑψ∞ ≥ 0 on B′1.
Arguing as in Step 5 of Theorem 3.1, the properties above and a change of variables
for G
(1)
∞ show that w∞ := z∞ + ϑψ∞ minimizes the Dirichlet energy among all maps
w ∈ w∞ +H10 (B1) such that w ≥ 0 in B′1 in the sense of traces.
Therefore, w∞ is a 2m-homogeneous solution of the Signorini problem, that is w∞ ∈
H2m by [10, Lemma 1.3.3] (see also [14, Proposition 9.11]). We get a contradiction as
cj
δj
=
ψj
δj
+ zj = ϑjψˆj + zj → ϑψ∞ + z∞ = w∞ ∈ H2m in H1(B1), (3.79)
which implies, for j sufficiently large,
distH1(cj ,H2m) ≤ ‖cj − δjw∞‖H1(B1)
(3.79)
= o(δj) < δj = distH1 (cj ,H2m),
having used in the last line that δjw∞ ∈ H2m.
We are then left with excluding case (2) of Step 3 to end the contradiction argument.
Since in the present proof the Step 3 has two cases rather than three, for a more clear
comparison with Theorem 3.1 we number the next step as 7 rather than 6.
Step 7: An orthogonality condition. We exploit the fact that ψj is the point of
minimal distance of cj from H2m to deduce that z∞ is orthogonal to Ĥ2m.
The very definitions of ψj in (3.70) and of zj in (3.72) imply that for all ψ ∈ H2m
−‖ψj − ψ‖2H1(B1) ≤ 2δj〈zj , ψj − ψ〉.
Therefore, assuming ψj 6= ψ and renormalizing, we get
−‖ψj − ψ‖H1 ≤ 2δj〈zj ,
ψj − ψ
‖ψj − ψ‖H1
〉,
and by taking the limit ψ → ψj in H1 we conclude that
〈zj , ζ〉 = 0 for all ζ ∈ TψjH2m
(2.15)
= Ĥ2m.
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Now letting j ↑ ∞ in the equality above we get that
〈z∞, ζ〉 = 0 for all ζ ∈ Ĥ2m. (3.80)
Step 8: Identification of z∞ in case (2) of Step 3. We have that
z∞ ∈ Ĥ2m \ {0}. (3.81)
Indeed we have already shown that
(i) ‖z∞‖H1 = 1,
(ii) z∞ is 2m-homogeneous and even with respect to xn = 0,
(iii) z∞ is the unique minimizer of G
(2)
∞ with respect to its own boundary conditions,
i.e. is harmonic.
Step 9: Case (2) of Step 3 cannot occur. We finally reach a contradiction by
excluding also case (2) in Step 3.
Because of (3.81) we can choose z∞ itself as a test function in (3.80) to deduce that
it is actually the null function, thus contradicting (3.41).
In this way we have excluded all the cases of Step 3 and we can conclude the proof
of the theorem. 
4. Regularity of the free boundary
In this section we show how to derive the regularity of the free boundary around
points of least frequency as a simple consequence of the epiperimetric inequality. To
this aim we need to recall some notation and some results from the literature. Since we
are going to use the monotonicity formulas proven in [10], we try to follow the notation
therein as closely as possible. In what follows u ∈ H1(B1) shall denote a solution to
the Signorini problem (even symmetric respect to {xn = 0}). We denote with Λ(u) the
coincidence set, i.e.
Λ(u) :=
{
(xˆ, 0) ∈ B′1 : u(xˆ, 0) = 0
}
and by Γ(u) the free boundary of u, namely the topological boundary of Λ(u) in the
relative topology of B′1.
For x0 ∈ Γ(u) and 0 < r < 1 − |x0| let Nx0(r, u) be the frequency function defined
by
Nx0(r, u) :=
r
´
Br(x0)
|∇u|2 dx´
∂Br(x0)
u2 dHn−1
provided u|∂Br(x0) 6≡ 0. As proven in [3] the function (0, dist(x0, ∂B1)) ∋ r 7→ Nx0(r, u)
is nondecreasing for every x0 ∈ B′1. It is then possible to define the limit Nx0(0+, u) :=
limr↓0N
x0(r, u) and as shown in [3] it holds Nx0(0+, u) ≥ 3/2 for every x0 ∈ Γ(u). We
then denote with Γ3/2 the points of the free boundary with minimal frequency, also
called regular points in [10]:
Γ3/2 :=
{
x0 ∈ Γ(u) : Nx0(0+, u) = 3/2
}
.
Note that by the monotonicity of the frequency it follows that Γ3/2(u) ⊂ Γ(u) is open
in the relative topology. We also introduce the shorthand notation
Dx0(r) :=
ˆ
Br(x0)
|∇u|2 dx and Hx0(r) :=
ˆ
∂Br(x0)
u2 dHn−1
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and we always omit to write the point x0 in the notation if x0 = 0. Finally we recall the
following simple consequence of the monotonicity of the frequency function, proven in
[3, Lemma 1]: the function (0, 1−|x0|) ∋ r 7→ H
x0 (r)
rn+2 is nondecreasing and in particular
Hx0(r) ≤ H(1− |x0|)
(1− |x0|)n+2 r
n+2 ∀ 0 < r < 1− |x0|, (4.1)
and for every ε > 0 there exists r0(ε) > 0 such that
H(r) ≥ H(r0)
rn+2+ε0
rn+2+ε ∀ 0 < r < r0. (4.2)
For readers’ convenience we provide a short account of these statements in Appendix A.
4.1. Decay of the boundary adjusted energy. The boundary adjusted energy
G considered above is the unscaled version of a member of a family of energies a` la
Weiss introduced in [10], namely the one corresponding to the lowest frequency. Since
we also need to consider its rescaled version, we shift to the notation used in [10]:
G (u) = W3/2(1, u) with
W x03/2(r, u) :=
1
rn+1
ˆ
Br(x0)
|∇u|2 dx− 3
2 rn+2
ˆ
∂Br(x0)
u2 dHn−1.
Note that by the monotonicity result in [10] it follows that
d
dr
W3/2(r, u) =
2
r
ˆ
∂B1
(
∇ur · ν − 3
2
ur
)2
dHn−1. (4.3)
and for every x0 ∈ Γ3/2(u) it holds that W x03/2(r, u) ≥ 0 for every 0 < r < 1− |x0| with
lim
r→0
W x03/2(r, u) = 0.
In this subsection we show the main consequence of the epiperimetric inequality in
Theorem 3.1, namely the decay of the boundary adjusted energy. The next lemma
enable us to apply the epiperimetric inequality uniformly at any free boundary point
in Γ3/2(u).
4.2. Lemma. Let u ∈ H1(B1) be a solution to the Signorini problem. Then for
every compact set K ⊂⊂ B′1 and for every η > 0 there exists r0 > 0 such that
dist(cx0r ,H3/2) ≤ η ∀ x0 ∈ Γ3/2(u) ∩K, ∀ 0 < r < r0, (4.4)
where cx0r ∈ H1(B1) is given by
cx0r (x) :=
|x|3/2
r3/2
u
( rx
|x| + x0
)
.
Proof. The proof is done by contradiction: we assume that there exist η > 0 and
sequences of points xk ∈ K ∩ Γ3/2(u) and radii rk ↓ 0 such that
dist(cxkrk ,H3/2) > η ∀ k ∈ N. (4.5)
Let us introduce the following rescaled function (cp. next subsection for further discus-
sions)
ux0r (x) :=
u(x0 + rx)
r3/2
∀ 0 < r < 1− |x0|, ∀ x ∈ B(1 − |x0|)/r.
It follows from (4.1) that
sup
k∈N
‖uxkrk ‖L2(B1) < +∞,
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from which (by the regularity for the solution of the Signorini problem – cp. Appen-
dix A) we deduce
sup
k∈N
‖uxkrk ‖C1,1/2(B1) < +∞. (4.6)
We can then conclude that up to passing to a subsequence (not relabeled) there exists a
function w0 ∈ C1,1/2(B1) such that ‖uxkrk −w0‖C1,α(B1) → 0 for every α < 1/2. Moreover
without loss of generality we can also assume that xk → x0 ∈ K ∩ Γ3/2.
By a simple argument (whose details are left to the reader) the function w0 is itself
a solution to the Signorini problem. Moreover we claim that w0 is 3/2-homogeneous.
In order to show the claim we start noticing the following: for every δ > 0 we can fix
ρ > 0 such that Nx0(ρ, u) ≤ 3/2+ δ. Therefore, for k sufficiently large we infer that for
every s ∈ (0, 1):
N(s, uxkrk ) = N
xk(s rk, u)
= Nxk(s rk, u)−Nxk(ρ, u) +Nxk(ρ, u)−Nx0(ρ, u) +Nx0(ρ, u)
≤ Nxk(ρ, u)−Nx0(ρ, u) + 3
2
+ δ ≤ 3
2
+ 2 δ, (4.7)
where we used the monotonicity of the frequency and the fact that for k large enough
|Nxk(ρ, u)−Nx0(ρ, u)| → 0 as xk → x0. In particular from the convergence of uxkrk to
w0 and the arbitrariness of δ we deduce that N(s, w0) ≡ 3/2, i.e. w0 is 3/2-homogeneous.
From the already cited classification result in [3, Theorem 3] we infer that w0 ∈ H3/2,
thus clearly contradicting (4.5). 
We are now in the position to prove the decay of the boundary adjusted energy. To
this aim we recall some elementary formulas, whose verification is left to the reader
(details can be also found in [10]):
H ′(r) :=
d
dr
H(r) =
n− 1
r
H(r) + 2
ˆ
∂Br
u∇u · ν dHn−1, (4.8)
D′(r) :=
d
dr
D(r) =
n− 2
r
D(r) + 2
ˆ
∂Br
(∇u · ν)2 dHn−1, (4.9)
D(r) =
ˆ
∂Br
u∇u · ν dHn−1. (4.10)
We mention once for all that all the integral quantities D(r), H(r) etc. . . considered
in this section are absolutely continuous functions of the radius and therefore can be
differentiated almost everywhere.
4.3. Proposition. There exists a dimensional constant γ > 0 with this property.
For every compact set K ⊂ B′1 there exists a constant C > 0 such that
W x03/2(r, u) ≤ C rγ ∀ 0 < r < dist(K, ∂B1), ∀ x0 ∈ Γ3/2 ∩K. (4.11)
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Proof. We start considering the case of x0 = 0 ∈ Γ3/2. We can then compute as
follows:
d
dr
W3/2(r, u) = −
n+ 1
rn+2
D(r) +
D′(r)
rn+2
− 3
2rn+2
H ′(r) +
3(n+ 2)
2rn+3
H(r)
= −n+ 1
r
W3/2(r, u)−
3(n+ 1)
2rn+3
H(r)
+
D′(r)
rn+2
+
9
2rn+3
H(r)− 3D(r)
rn+2︸ ︷︷ ︸
=:I
. (4.12)
In order to treat the terms in I, we introduce the rescaled functions
ur(x) :=
u(rx)
r3/2
(4.13)
and deduce by simple computations that
I =
1
r
ˆ
∂B1
(
|∇ur|2 − 3ur∇ur · ν + 9
2
u2r
)
dHn−1
=
1
r
ˆ
∂B1
[(
∇ur · ν − 3
2
ur
)2
+ |∇θur|2 + 9
4
u2r
]
dHn−1, (4.14)
where we denoted by ∇θur the differential of ur in the directions tangent to ∂B1. Let
cr be the 3/2-homogeneous extension of ur|∂B1 , i.e.
cr(x) := |x|3/2ur
( x
|x|
)
.
It is simple to verify thatˆ
∂B1
(
|∇θur|2 + 9
4
u2r
)
= (n+ 1)
ˆ
B1
|∇cr|2 dx.
We then conclude that
d
dr
W3/2(r, u) =
n+ 1
r
(
W3/2(1, cr)−W3/2(1, ur)
)
+
1
r
ˆ
∂B1
(
∇ur · ν − 3
2
ur
)2
dHn−1. (4.15)
By (4.4) there exists r0 > 0 such that the epiperimetric inequality in Theorem 3.1 can
be applied (recall that G (w) = W3/2(1, w) for every w ∈ H1(B1)). In view of (4.3), we
then deduce that
d
dr
W3/2(r, u) ≥ 2
n+ 1
r
κ
1− κW3/2(1, ur) ∀ 0 < r < r0. (4.16)
Integrating this inequality we get
W3/2(r, u) ≤W3/2(1, u) rγ ∀ 0 < r < r0, (4.17)
with γ := 2(n+ 1)κ/1− κ.
In order to conclude the proof it is enough to observe that for every x0 ∈ K ⊂⊂ B′1
the decay (4.17) can be derived by the same arguments with a constant C > 0 which
depends only on D(1) and dist(K, ∂B1). 
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4.4. Remark. Note that (4.15) also shows the monotonicity of the boundary ad-
justed energy: using the minimizing property for the Dirichlet energy of ur with respect
to functions with the same trace, we deduce indeed the less refined with respect to (4.3)
estimate
d
dr
W3/2(r, u) ≥
1
r
ˆ
∂B1
(
∇ur · ν − 3
2
ur
)2
dHn−1 > 0.
4.5. Rescaled profiles. In order to be able to use the computations above in the
study of the property of the free boundary, we need to consider the following limiting
profiles of our solution u: under the assumption that 0 ∈ Γ3/2(u) we set
ur(x) :=
u(rx)
r3/2
(4.18)
Note that the rescalings in (4.18) are different from those considered in the literature,
e.g. in [3].
In order to deduce the existence of nontrivial blowups under the rescaling in (4.18)
we need to prove some growth estimates on the solution to the Signorini problem.
A first consequence of (4.1) is that the rescaled profiles ur have equi-bounded Dirich-
let energies:
ˆ
B1
|∇ur|2 dx =
´
Br
|∇u|2 dx
rn+1
=
r
´
Br
|∇u|2 dx´
∂Br
u2 dHn−1
´
∂Br
u2 dHn−1
rn+1
(4.1)
≤ N(r, u)H(1) ≤ N(1, u)H(1). (4.19)
Therefore, for every infinitesimal sequence of radii rk ↓ 0 there exists a subsequence
rk′ ↓ 0 such that urk′ → u0 in L2(B1).
Note however that (4.2) is not enough to deduce that there exists a limiting function
u0 which is not identically 0. As an application of the epiperimetric inequality and the
related decay of the energy in Proposition 4.3 we can deduce that this is actually the
case for every such limiting profiles u0.
4.6. Proposition (Nondegeneracy). Let u ∈ H1(B1) be a solution to the Signorini
problem and assume that 0 ∈ Γ3/2(u). Then there exists a constant H0 > 0 such that
H(r) ≥ H0 rn+2 ∀ 0 < r < 1. (4.20)
Proof. The starting point is the computation of the derivative in (A.4):
d
dr
(
log
H(r)
rn+2
)
= 2
D(r)
H(r)
− 3
r
=
2 rn+1
H(r)
W3/2(r, u). (4.21)
Let γ > 0 be the constant in Proposition 4.3 and let ε = γ/2 in Lemma A.2. Then by
using (4.11) and (4.2) in conjunction we infer from (4.21) that there exists a constant
C = C(γ) > 0 such that
d
dr
(
log
H(r)
rn+2
)
≤ C rγ/2−1 ∀ 0 < r < r0, (4.22)
where r0 = r0(ε) > 0 is the constant given by Lemma A.2. Integrating this differential
inequality we get that the function
H(r)
rn+2e
2C
γ r
γ/2
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is nonincreasing. In particular we conclude that
lim
r→0
H(r)
rn+2eCrγ/2
= lim
r→0
H(r)
rn+2
=: H0 (4.23)
and for sufficiently small r > 0
H0 ≥ H(r)
rn+2e
2C
γ r
γ/2
≥ H(r)
rn+2
(1− 2C
γ
r
γ/2) > 0 (4.24)
where we used the elementary inequality ex ≤ 11−x for x > 0 sufficiently small. By the
monotonicity of the function H(r)rn+2 proven in Lemma A.2 we then conclude. 
Note now that by (4.20) we then deduce thatˆ
∂B1
u2r dHn−1 ≥ H0.
Therefore, since from (4.19) we also deduce the convergence of the traces of ur on ∂B1,
we finally get that ˆ
∂B1
u20 dHn−1 ≥ H0 > 0
for every limiting profile u0, thus showing that u0 6≡ 0.
4.7. Uniqueness of blowups. By compactness for every x0 ∈ Γ3/2(u) and for every
infinitesimal sequence rk ↓ 0 there exists at least a subsequence (in the sequel not
relabeled) such that ux0rk → ux00 in the weak topology of H1(B1) for some ux00 ∈ H1(B1)
nontrivial function. These limiting functions ux00 are called in the sequel blowups of u
at the point x0
It is very simple to show that ux00 are solutions to the Signorini problem. Moreover
ux00 is 3/2-homogeneous, i.e. x · ∇ux00 − 3ux00 /2 ≡ 0. Therefore, from the classification
result in [3, Theorem 3] we infer that ux00 ∈ H3/2.
A key ingredient of the analysis of the free boundary we are going to perform is to
show that
(i) the blowup u0 to a solution of the Signorini problem is actually unique, meaning
that the whole sequence ur → u0 in L2(B1) as r→ 0,
(ii) there is a rate of convergence of the rescaled profiles to unique limiting blowup.
This is now an easy consequence of the epiperimetric inequality and it is shown in
the next proposition.
4.8. Proposition. Let u be a solution to the Signorini problem and K ⊂⊂ B′1.
Then there exist a constant C > 0 such that for every x0 ∈ Γ3/2(u) ∩Kˆ
∂B1
|ux0r − ux00 | dHn−1 ≤ C rγ/2 for all 0 < r < dist(K, ∂B1), (4.25)
where γ > 0 is the constant in Proposition 4.3. In particular, the blow-up limit u0 at
x0 is unique.
Proof. Arguing as in the proof of Proposition 4.3 it is enough to show (4.25) for
0 ∈ Γ3/2(u) and for a constant C > 0 which depend only on the L2 norm of u and on
its Dirichlet energy.
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Let 0 < s < r < r0 be fixed radii with r0 the constant in (4.4) such that the
epiperimetric inequality can be applied. We can then use the formula (4.15) to compute
as follows:ˆ
∂B1
|ur − us| dHn−1 ≤
ˆ
∂B1
ˆ r
s
t−1
∣∣∣∇ut · ν − 3
2
ut
∣∣∣ dt dHn−1
≤ √nωn
ˆ r
s
t−
1/2
(
t−1
ˆ
∂B1
∣∣∣∇ut · ν − 3
2
ut
∣∣∣2 dHn−1)1/2 dt
(4.15)
≤ √nωn
ˆ r
s
t−
1/2
( d
dt
W3/2(t, u)
)1/2
dt
≤ √nωn log
(r
s
) (
W3/2(r, u)−W3/2(s, u)
)1/2
. (4.26)
By (4.11) and a simple dyadic argument (applying (4.26) to s = r/2 = 2−k for k ∈ N
sufficiently large) we easily deduce that for every 0 < s < r < r0ˆ
∂B1
|ur − us| dHn−1 ≤ C rγ/2
for a constant C > 0 which in turn depends only on the constants in Proposition 4.3.
Sending s to 0 and eventually changing the value of the constant C, we then conclude
the proof of (4.25). 
4.9. C1,α regularity of the free boundary Γ3/2. In view of the uniqueness result
in Proposition 4.8 we are in the position to give a new proof of the C1,α regularity of
the part of the free boundary with least frequency.
4.10. Proposition. Let u ∈ H1(B1) be a solution to the Signorini problem. Then
there exists a dimensional constant α > 0 such Γ3/2(u) is locally in B
′
1 a C
1,α regular
submanifold of dimension n− 2.
Proof. Without loss of generality it is enough to prove that if 0 ∈ Γ3/2(u) then
Γ3/2(u) is a C
1,α submanifold in a neighborhood of 0. To this aim we start noticing
that by the openness of Γ3/2(u) there exists s > 0 such that Bs ∩ Γ(u) = Bs ∩ Γ3/2(u).
Since for every x0 ∈ Bs ∩ Γ3/2(u) the unique blowup of the rescaled functions is of the
form
ux0 = λx0he(x0) ∈ H 3/2
for some λx0 > 0 and e(x0) ∈ Sn−2.
We first prove the Ho¨lder continuity of x0 7→ λx0 . To this aim we start observing
that, thanks to Proposition 4.3 and Proposition 4.6 we can further estimate (4.21) in
the following way
d
dr
(
log
Hx0(r)
rn+2
)
=
2 rn+1
Hx0(r)
W x03/2(r, u) ≤ C rγ−1 ∀r ∈ (0, 1). (4.27)
Notice that by the strong convergence in L2(B1) of the rescaled functions it follows
that
λx0 = c0 lim
r→0
Hx0(r)
rn+2
for some dimensional constant c0 > 0. Integrating (4.27) we can then deduce that
c0
Hx0(r)
rn+2
− λx0 ≤ C rγ ∀ r ∈ (0, 1). (4.28)
Epiperimetric inequality for thin obstacles 33
Notice moreover that for x0, y0 ∈ Bs ∩ Γ3/2(u) and r = |x0 − y0|1−θ with θ = γ/(1 + γ)
it holds thatˆ
∂B1
|ux0r − uy0r | dHn−1
≤ r−3/2
ˆ
∂B1
ˆ 1
0
∣∣∇u(s(x0 + rx) + (1 − s)(y0 + rx))| |y0 − x0| ds dHn−1(x)
≤ Cr−1 |y0 − x0| ≤ C |y0 − x0|θ. (4.29)
Therefore we can conclude that for r = |x0 − y0|1−θ with θ = γ/(1 + γ) it holds that∣∣λx0 − λy0∣∣ ≤ ∣∣∣λx0 − c0Hx0(r)rn+2 ∣∣∣+ c0∣∣∣Hy0(r)rn+2 − Hy0(r)rn+2 ∣∣∣+ ∣∣∣c0Hy0(r)rn+2 − λy0 ∣∣∣
≤ C rγ + C
ˆ
∂B1
∣∣(ux0r )2 − (uy0r )2∣∣ dHn−1
≤ C rγ + C
ˆ
∂B1
∣∣ux0r − uy0r ∣∣ dHn−1 ≤ C rθ (4.30)
where we used the uniform L∞ (actually C1,
1/2) bound on ux0r for every x0 ∈ Γ3/2(u)∩Bs
(cp. Appendix A for more details).
By Proposition 4.8 and a similar computation we can show thatˆ
∂B1
|ux00 − uy00 | dHn−1 ≤
ˆ
∂B1
|ux00 − ux0r | dHn−1 +
ˆ
∂B1
|ux0r − uy0r | dHn−1
+
ˆ
∂B1
|uy0r − uy00 | dHn−1
(4.25)& (4.29)
≤ C rγ/2 + C |x0 − y0|θ ≤ C |x0 − y0|γθ/2 (4.31)
Note finally that there exists a geometric constant C¯ > 0 such that
|e(x0)− e(y0)| ≤ C¯
ˆ
∂B1
∣∣he(x0) − he(y0)∣∣ dHn−1.
Therefore from (4.30) and (4.31) we easily deduce that
|e(x0)− e(y0)| ≤ C |x0 − y0|γθ/2. (4.32)
Next we show that the vectors e(x0) do actually encode to a geometric property of
the free boundary. To this aim we introduce the following notation for cones centered
at points x0 ∈ Γ3/2(u): for any ε > 0 we set
C±(x0, ε) :=
{
x ∈ Rn−1 × {0} : ±〈x− x0, e(x0)〉 ≥ ε|x− x0|
}
.
The main claim is then the following: for every ε > 0, there exists δ > 0 such that, for
every x0 ∈ Γ3/2(u) ∩Bs/2,
u > 0 on C+(x0, ε) ∩Bδ(x0), (4.33)
u = 0 on C−(x0, ε) ∩Bδ(x0). (4.34)
For what concerns (4.33) assume by contradiction that there exist xj ∈ Γ3/2(u) ∩ Bs/2
with xj → x0 ∈ Γ3/2(u)∩B¯s/2, and yj ∈ C+(xj , ε) with yj−xj → 0 such that u(yj) = 0.
By the C1,
1/2 regularity of the solution, (4.25) and (4.31), the rescalings u
xj
rj with
rj := |yj−xj |, converge uniformly to ux00 . Up to subsequences, by the Ho¨lder continuity
of the normals in (4.32) we can assume that r−1j (yj − xj)→ z ∈ C+(x0, ε)∩ Sn−1 and
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by uniform convergence (cp. the Appendix A) ux00 (z) = 0. This contradicts the fact
that x0 ∈ Γ3/2(u) and ux00 > 0 on C+(x0, ε). Clearly, the proof of (4.34) is at all
analogous and the details are left to the readers.
We can now easily conclude that Γ3/2(u) ∩ Bs/2 is the graph of a function g, for a
suitably chosen small ρ1 > 0. Without loss of generality assume that e(0) = en−1 and
set
g(x′) := max
{
t ∈ R : (x′, t, 0) ∈ Λ(u)}
for all points x′ ∈ Rn−2 with |x′| ≤ δ√1− ε2. Note that by (4.33) and (4.34) this
maximum exists and belongs to [−εδ, εδ]. Moreover u(x′, t, 0) = 0 for every −ε δ <
t < g(x′) and u(x′, t, 0) > 0 for every g(x′) < t < ε δ. Eventually, by applying (4.33)
and (4.34) with respect to arbitrary ε, we deduce that g is differentiable and in view
of (4.32) we can conclude that g is C1,α regular for a suitable α > 0. 
Appendix A.
In this section we recall few known results concerning the solutions to the Signorini
problem, which are mainly contained in the references [2, 3, 10, 14].
A.1. Frequency function. We recall the definition of frequency function: for x0 ∈
Γ(u) and 0 < r < 1− |x0|
Nx0(r, u) :=
r
´
Br(x0)
|∇u|2 dx´
∂Br(x0)
u2 dHn−1 ,
if u|∂Br(x0) 6≡ 0 (note that u|∂Br(x0) ≡ 0 if and only if u|B1 ≡ 0).
As proven in [3] the function (0, dist(x0, ∂B1)) ∋ r 7→ Nx0(r, u) is nondecreasing for
every x0 ∈ B′1. The proof of this statement is an immediate consequence of (4.8), (4.9)
and (4.10): without loss of generality we can assume x0 = 0 and compute
N ′(r, u)
N(r, u)
=
1
r
+
D′(r)
D(r)
− H
′(r)
H(r)
= 2
(´
∂Br
(∇u · ν)2 dHn−1´
∂Br
u∇u · ν dHn−1 −
´
∂Br
u∇u · ν dHn−1´
∂Br
u2 dHn−1
)
≥ 0, (A.1)
where the last inequality follows from the Cauchy–Schwartz inequality. Since infimum
of a sequence of decreasing functions, the map x0 7→ Nx0(0+, u) turns then out to be
upper-semicontinuous.
Analyzing the case of equality in (A.1) is important for later applications: it is clear
from the Cauchy–Schwartz inequality that N(r, u) ≡ κ for some κ ∈ R if and only if u
is κ-homogeneous, i.e. x · ∇u− κu ≡ 0.
As a consequence of the monotonicity of the frequency function we also can prove
the estimates (4.1) and (4.2), that we restate for readers’ convenience.
A.2. Lemma. Let u ∈ H1(B1) be a solution to the Signorini problem and assume
that 0 ∈ Γ3/2(u). Then the function (0, 1) ∋ r 7→ H(r)rn+2 is nondecreasing and in particular
H(r) ≤ H(1) rn+2 ∀ 0 < r < 1, (A.2)
and for every ε > 0 there exists r0(ε) > 0 such that
H(r) ≥ H(r0)
rn+2+ε0
rn+2+ε ∀ 0 < r < r0. (A.3)
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Proof. We start computing the following derivative:
d
dr
(
log
H(r)
rn+2
)
= 2
D(r)
H(r)
− 3
r
. (A.4)
As an immediate consequence of the monotonicity of the frequency N(r, u) ≥
N(0+, u) = 3/2 we deduce that ddr
(
log H(r)rn+2
)
≥ 0 from which (4.1) clearly follows.
Similarly, by the monotonicity of the frequency function, for every ε > 0 there exists
r0 = r0(ε) > 0 such that
N(r, u) ≤ N(0+, u) + ε
2
=
3 + ε
2
∀ 0 < r < r0.
Therefore we infer from (A.4) that
d
dr
(
log
H(r)
rn+2
)
=
2
r
(
N(r, u)− 3
2
)
≤ ε
r
∀ 0 < r < r0,
and integrating this differential inequality (4.2) follows at once. 
A.3. Optimal regularity. Finally we recall the optimal regularity for the solution
to the Signorini problem proven in [2].
A.4. Theorem. Let u ∈ H1(B1) be a solution to the Signorini problem. Then,
u ∈ C1,1/2(B+1/2) and there exists a dimensional constant C > 0 such that
‖u‖C1,1/2(B+1 ) ≤ C ‖u‖L2(B1). (A.5)
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