Model-based Efficiency Analysis of Power Plants with Carbon Footprint Constraints by Chen, Chen
University of Connecticut 
OpenCommons@UConn 
Doctoral Dissertations University of Connecticut Graduate School 
1-8-2020 
Model-based Efficiency Analysis of Power Plants with Carbon 
Footprint Constraints 
Chen Chen 
University of Connecticut - Storrs, chen.chen@uconn.edu 
Follow this and additional works at: https://opencommons.uconn.edu/dissertations 
Recommended Citation 
Chen, Chen, "Model-based Efficiency Analysis of Power Plants with Carbon Footprint Constraints" (2020). 
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Carbon Footprint Constraints 
 
Chen Chen, Ph.D. 
University of Connecticut, 2020 
 
To address the issues caused by CO2 emissions from the fossil-fueled combustion process by the 
power generation system, the comprehensive analysis of large-scale dynamic power plant systems 
with varying power load and supervisory control architecture that include carbon footprint 
constraints is presented. Model-based, system-scale dynamic simulation and optimization are 
useful tools for assessment and prediction of plant performance, decisions on the design 
configuration, and the tuning of operating procedures and control strategies.  Efficiency estimates 
are provided for all the scenarios studied, and these estimates are optimal in terms of design 
configuration, control architecture and process sequencing. Moreover, the need to mitigate CO2 
emissions leads power plant operators to explore advanced options for efficiency optimization and 
integration of power plants with carbon capture and storage (CCS) technologies. Process 
intensification options are explored for near-carbon-neutral, natural-gas-fueled combined cycle 






Chen Chen, Ph.D. University of Connecticut, 2020 
 
Integrated power plant models are presented in this work, such as models of steam thermal power 
plants and combined cycle power plants. This work shows a complete workflow of data collection, 
model development, validation, control tuning, dynamic optimization formulation and solution, 
and supervisory control architectures for power generation systems. With the consideration of 
further reducing CO2 emissions, dynamic modeling and optimization are deployed to design 
chemical-looping combustion integrated with combined cycle power plants with optimal 
configuration and performance. The overall plant efficiency is improved by optimizing the 
chemical-looping reactor design and operation, and modifying the combined plant configuration 
and design. Moreover, process intensification for chemical-looping combustion reactors was 
explored in the form of reactor modularization. Specifically, fixed bed reactors were explored that 
are split into small reactor modules emulating the performance of a simulated moving bed reactor. 
The scheduling of the reactor modules was solved as a dynamic optimization problem that decides 
process variables and time intervals for the operation of each module at different chemical looping 
stages. The optimal scheduling of semi-batch reactors in cyclic arrangement revealed more 
complex patterns of gas switching that improve the thermodynamic efficiency of the process. 
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1.1 Climate Change and CO2 Mitigation
Greenhouse gas emissions and in particular CO2 from fossil fuel combustion in power plants are signifi-
cant contributors to global warming and climate change. The Copenhagen Agreement acknowledged this
issue and set a goal of maintaining global temperature increase below 2 ◦C with respect to pre-industrial
levels [1], which translates to CO2 concentration in the atmosphere lower than 450 vppm. Incorporation
of renewable resources with low or zero carbon footprint, such as solar, wind, hydropower, geothermal en-
ergy and biomass, in the planet’s energy conversion ecosystem has been recognized as the viable long-term
path to reducing CO2 emissions. The contribution of electricity generation from renewable energy sources
throughout the world will expand from the current 21% to 29.8% by 2040 [2]. However, However, re-
newable energy has issues of higher upfront cost, intermittent operation, energy storage requirements, and
geographic limitations [3]. Fossil fuels continue to provide most of the world’s energy and are projected to
continue doing so in the short-term foreseeable future. This situation is pronounced in the developed coun-
tries such as the USA. Reference case projections in the Annual Energy Outlook reported by the US Energy
Information Administration (EIA) show that fossil fuels in the US are still the dominant energy resource and
will provide more than 76.6% of total energy consumption until 2050 [2]. Overall, power plants fueled by
coal provide ∼40% of world’s electricity [2]. In turn, coal combustion emits harmful gases including CO2,
sulfuric acid, arsenic and ash. Compared to coal, natural gas is a cleaner fuel due to its higher H/C ratio,
lower impurity content and higher combustion efficiency. Power plants fueled by natural gas release ∼40%
less CO2 than coal-fired power plants [4]. The share of world’s net electricity generation from natural gas
is projected to increase to 27% by 2050, while that of coal is projected to decline to 30% by 2050 [2]. In
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the US, the discovery of new resources of stranded natural gas and concentrated shale gas [5] contributes to
further increasing the construction of gas-fueled power plants. With∼60% of natural gas being classified as
stranded natural gas (distant form the markets and of small capacity), progress is needed on the intensifica-
tion and modularization of modern plants that can utilize stranded natural gas in an environmentally concise
manner.
1.2 Dynamic simulation and optimization
Due to seasonal and daily fluctuations in power demand and new deployment programs focused on renew-
able energy, dynamic simulations are required for power plants in order to respond to the resulting time-
varying power demand. More recent efforts have focused on dynamic simulation to evaluate the transient
operation of power plants, the sizing of equipment and control design. Power plant models in modern sim-
ulation environment shave also been explored by several power plant providers, such as ABB [6], EDF [7],
and Siemens [8]. Dynamic models are noted to enable development of real-time optimization algorithms for
power plant efciency improvement and emissions reduction. Moreover, advancements in process modeling
tools, such as such as Dymola [9] and gPROMS [10], have made it easier to simulate these processes dynam-
ically. For instance, Franke et al. [6] presented a model-based, dynamic optimization framework exploiting
the Modelica language [11] to improve power plant performance. Their work illustrated the efficiency ben-
efits of applying offline optimization results to online power plant operations. Lind and Sallberg [12] used
modern acausal simulation and optimization tools to optimize the start-up procedure of a combined cycle
power plant. Their analysis showed that the thermal stress in the heat recovery steam generator is the major
constraint limiting the rapid start-up of the gas turbines to full load.
More recent efforts have focused on dynamic simulation to evaluate the transient operation of power
plants, the sizing of equipment and control design. In this context, Colonna and Putten [13, 14] devel-
oped a power plant model in the software SimECS, and the model was validated by comparison with
a lab-scale biomass-fired steam cycle power plant operating at steady state and dynamically. Casella et
al. [15, 16] developed models for the dynamic simulation of Organic Rankine Cycles (ORC) and Integrated
Gasification Combined Cycles (IGCC), using the Modelica language [11] and component models from the
ThermalPower library [17]. Chen et al. [18] developed a system-level dynamic model of a combined cy-
cle power plant integrated with chemical-looping combustion and the model was validated at steady-state
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against commercial plant data. Wang et al. [19] presented work on parametric optimization of supercritical
coal-fired power plants. They showed that the optimal pressure ratios of reheating streams were 0.15-0.3,
and a decrease of 2% in cost of electricity is feasible. Bhambare et al. [20] modeled a natural circulation
boiler of a coal-fired thermal power station. They presented open-loop responses of a dynamic model to
step changes in operating parameters, with the dynamic simulator showing good agreement with the actual
power plant. Starkloff et al. [21] presented a detailed dynamic model of a 750 MW coal-fired power plant
and validated the model against steady-state data from a power plant located in Germany. Their dynamic
simulation results were consistent with the plant measurements for load changes of ±27.5%. Power plant
models in modern simulation environments have also been explored by several power plant providers, such
as ABB [6], EDF [7], and Siemens [8]. Dynamic models are noted to enable development of real-time
optimization algorithms for power plant efficiency improvement and emissions reduction.
As the variations of power demand or shut-downs become increasingly frequent, plant control require-
ments become more challenging. Different control designs and architectures are implemented in power
plants to keep up with the challenges in infrastructure brought by the need for variable load operation. Re-
search has focused on implementing advanced control strategies in power plants has drawn attention. For
instance, Wang et al. [22] proposed a control design for power systems to rapidly increase excitation and
decrease the turbine mechanical input when a fault occurs, and enhance transient stability and the regulation
of the generator terminal voltage. Pan et al. [23] presented an adaptive proportional and integral controller
using only the available information of model states and outputs of model and plant. This controller was
used for load-frequency control of power systems without explicit parameters. Ben-Abdennourt et al. [24]
presented a power plant nonlinear model with decentralized control strategy for the boiler turbines, and a
power stabilizing control scheme for the generator. Alobaid et al. [25, 26] presented a control architecture
for a combined cycle power plant during warm start-up, based on models developed in software Apros and
Aspen Plus Dynamics. They showed that the drum levels and the feedwater mass flow rate can be simulated
and controlled with higher accuracy, than the mass flow rate, temperature and pressure of steam. Overall,
research so far has focused on stability and efficiency improvements through advanced control.
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1.3 Chemical-looping combustion
Carbon capture and storage (CCS) technologies can reduce the carbon footprint of fossil-fueled power plants
in the short term [27–29]. Conventional CCS technologies commonly include energy intensive steps, such
as separation, compression, transport and storage. The corresponding penalty in power generation efficiency
is 7−14% [30–33], which is expected to be brought to consumers as an increase in the cost of electricity
and result in less competitive energy markets. Among CCS technologies, chemical-looping combustion
(CLC) has been proposed as a novel combustion process for producing power while capturing CO2 with an
estimated associated energy penalty around 4—5%, including 1-–2% for oxygen carrier redox processing
and the rest for CO2 compression [34]. In the CLC process, CO2 and water are inherently separated in the
flue gas, thus avoiding additional equipment or significant energy penalties for the separation of CO2. The
fuel and air remain unmixed in the combustion process by using a metal oxide as oxygen carrier (OC) to
transport oxygen from air to the fuel. CLC has been reported to potentially reduce the cost of CO2 capture
by 50% [35]. For example, in the report by Adánez et al. [34] on the cost of CO2 capture technologies,
the cost per ton of CO2 captured is 7.1-15 dollars for CLC, when it is 21.3-43.8 dollars for pre-combustion
technologies with integrated gasification combined cycles, and 15.4-35.5 dollars for oxy-fuel combustion
processes. Therefore, significant progress has been made to commercialize CLC, with comprehensive re-
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Figure 1.1: Diagram of the chemical-looping combustion (CLC) process.
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CLC with solid fuels requires pre-combustion or in-situ gasification infrastructure to convert coal to
synthesis gas. The energy penalty for this gasification step is significant. For example, Spallina et al. [37]
and Mukherjee et al. [38] presented analyses of coal-fed, integrated gasification CLC plants with energy
penalty as high as ∼4.5% for the gasification step. In view of increasing natural gas resources and the lower
environmental impact of natural gas, the integration of natural gas-fueled CLC and combined cycle (CC)
power plants is a promising approach to reducing CO2 emissions with minimal cost and energy penalty.
Combined cycle power plants leverage a combination of Brayton and Rankine cycles to generate electricity
at higher efficiency, lower plant footprint and operational flexibility. Their high efficiency also translates to
lower CO2 emissions per kWh of electricity produced. CC power plants exhibit average efficiencies of 50%
(on lower heating value and gross output basis) and can reach efficiencies of up to∼62.22%, which is by far
the highest efficiency in the thermal power field [2]. Moreover, the design of the gas turbines in CCS is more
suitable for rapid start-ups and shut-downs than their steam turbine power plant equivalents. Combined cycle
power plants can tolerate load variations and cope with those quickly, and maintain stability in the electrical
grid (when they are asked for instance to provide the balance load in a renewable-rich electricity market).
Therefore, solutions to environmental issues in the power generation industry should include (in the short
term) combined cycle power plants to reduce CO2 emissions per unit of energy produced.
1.3.1 CLC reactors
The challenges of integrating CLC with power plants has led to various proposed designs of chemical-
looping reactors, such as interconnected fluidized reactors [39], fixed bed reactors [40–42], moving beds
[43, 44], and rotary bed reactors [45, 46], as shown in Figure 1.2. The design of the main candidate reactor
configuration for commercial CLC realization consists of two interconnected fluidized beds, between which
the oxygen carrier is circulating [34, 36]. This design offers advantages in terms of high gas/solid heat
and mass transfer rates, stable and uniform operating temperature, and continuous operation. However, the
requirements for large scale fluidization and issues with oxygen carrier attrition are challenging. Moreover,
most of the operational experience of fluidized bed or moving bed CLC units was gained at atmospheric
pressure and research is on-going to design and operate reactors that can accomplish stable circulation and
fluidization of the oxygen carrier at the scale conceptualized for power generation. Another promising
reactor system developed for chemical-looping combustion adapts the moving bed design. Movement of
solid fuel and oxygen carrier is counter-current, so that the fresh or regenerated oxygen carrier is fed at the
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top and flows down the reactor, while fuel is fed at the bottom moving upwards. Chiu et al. [47] compared
the performance of moving bed reactors with that of fluidized bed reactors and concluded that the former





























Figure 1.2: Reactor configurations for CLC: (a) interconnected fluidized bed reactor system, (b) moving bed
reactor, (c) fixed bed reactor, (d) rotating reactor.
1.3.2 Chemical-looping combustion oxygen carrier
Three of the most widely studied oxygen carriers are based on Cu, Ni, and Fe [48], of which the high melting
point of Ni (1453◦C) allows CLC reactors to operate at a wider temperature range and improve power
generation efficiency. Very often these materials are supported on Al2O3, a well-known, strong and heat
tolerant catalyst support. Going beyond materials supported on Al2O3 or SiO2, Adánez et al. [49] explored
materials comprising 40−80% of Ni, Cu, Fe, Mn oxides on Al2O3, sepiolite, SiO2, TiO2, and ZrO2, using
methane as fuel. Ni oxides supported on TiO2 were shown most promising for high temperature and high
pressure operation, due to their high reactivity, high conversion, stability and strength at temperatures higher
than 1200 ◦C and up to 1300 ◦C. This provides a good baseline for oxygen carrier materials that can be used
at very high temperatures for intensified CLC-CC process analyses that focus on efficiency maximization.
Therefore, NiO-based oxygen carriers were studied in this work because of their high reactivity and fuel
conversion, material strength and tolerance to high temperatures, and high melting point. In previous work
[50, 51], Al2O3 was assumed as the support material of the Ni-based oxygen carrier. The corresponding
analysis [18] was performed at a maximum oxidation reaction temperature of ∼ 1150◦C to account for
concerns with sintering and spinel formation of the NiO on Al2O3. For high temperature studies, Ni oxides
supported on NiAl2O4 were studied at reaction temperatures of up to ∼ 1200◦C. Here, we explore further
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efficiency maximization options for the CLC reactor by assuming a Ni-based oxygen carrier supported on
TiO2, which was shown promising at reaction temperatures up to 1300◦C in the work by Aánez et al. [49].
Assuming the reaction kinetics developed in Han et al. [50, 51] hold for the TiO2 support, the performance
of fixed bed chemical-looping combustion at reactor temperatures up to 1300◦C is explored. We note that
oxygen carriers with NiO supported on TiO2 might exhibit different reactivities for particular reactions, but
the focus here is on understanding the impact of CLC reactor temperature (as optimized in the following) on
overall plant efficiency. Further validation with kinetics studies and material optimization could refine this
work in terms of accuracy in kinetics prediction.
1.4 CLC-CC power plants
In the efforts to increase power plant efficiency, CLC was proposed to integrate with combined cycle (CC)
power plants that utilize a combination of Brayton cycle and Rankine cycle [52,53]. Incorporation of CLC in
power plants and the opportunity of utilizing stranded natural gas give rise to intensification of the processes
participating in a CLC-CC plant and most importantly the chemical looping reactor. Compared to CLC fu-
eled by solid feed stocks, natural gas-fueled CLC–CC power plants were shown to reduce the energy penalty
of pre-combustion and gasification steps, which can be up to 4.5% [38, 54–56]. High pressure operation is
required for CLC integrated with gas turbine-based combined cycles to improve the power plant efficiency.
Synthetic oxygen carriers allow for CLC operation at high temperatures and pressures, which in turn allows
for higher efficiencies and smaller carbon footprint per energy unit produced, compared to their inexpensive
equivalents (e.g., natural ores and recycled materials). In response, fixed bed reactors were proposed to
circumvent the issues of gas solids separation, loop sealing between reactors, high pressure operation and
oxygen carrier loss [40]. In a fixed bed CLC reactor, the oxygen carrier is stationary in the reactor bed and
the air stream and fuel stream are alternatively and periodically switched to feed different stages of the CLC
process (reduction, oxidation, purging and heat removal) [37]. The key challenge in stationary bed reactor
designs lies in the dynamic nature of their batch-type operation, the lack of temperature uniformity inside
and at the exit of the reactor, and the variability of the temperature and enthalpy of the exhaust stream, feed-
ing gas turbines and steam cycles. Fluctuations in exhaust gas temperature should be minimized to protect
the downstream turbines. Therefore, Spallina et al. [57] devised a control strategy balancing reduction and
oxidation conditions so that the operation of fixed bed reactors can be tuned for integration with combined
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cycle power plants. Moreover, the design of fixed bed reactors is more compact than that of fluidized bed
reactors, which makes them a good candidate for integration with CC plants. Further, fixed bed reactors
entail low capital cost, better utilization of the oxygen carrier and small process footprint. Overall, the inte-
gration of CC power plants and intensified fixed bed CLC reactors is a promising system architecture for the
thermal conversion of natural gas of variable capacity, quality and market load demand. These three aspects
are becoming increasingly significant in tomorrow’s power infrastructure, which will contain increased con-
tributions by renewable energy resources and face the need to utilize remote natural gas resources of small
capacity and variable/uncertain composition.
Intensification of a CLC-CC power plant requires thorough analysis of the inherent energy penalty for
power generation and CO2 capture. The energy penalty of CLC-CC was shown to be mainly driven by
the cost of separation and compression of CO2. Naqvi et al. [58] compared CLC-CC plants against power
plants with chemical absorption for CO2 capture, showing that the former have energy penalty of∼1.7% for
CO2 compression, whereas the latter exhibit energy loss of 8%. Kvamsdal et al. [59] compared gas turbine-
based combined cycles with post-combustion, oxy-fuel combustion and pre-combustion capture concepts,
against a reference CC power plant without CO2 capture. They showed that the CLC-CC power plant
has energy penalty of ∼5.5% compared with the reference case, which was smaller than any other CCS
configuration studied. Last but not least, the turbine inlet temperature (TIT ) is critical to CC efficiency.
For temperatures about 1000 ◦C, the electrical efficiency of a natural gas-fired CLC-CC is in the range
of 47.7-52.2%, according to Consonni et al. [60] and Naqvi and Bolland [61]. Above that temperature
range, it was estimated that a 100 ◦C increase in TIT translates to a net electrical efficiency gain of ∼2%.
Efficient and intensified CLC-CC power plants will need to operate at the highest temperature possible,
which brings attention to the temperature tolerance and stability of the oxygen carrier used. Metal oxide
materials used as oxygen carriers in CLC are required to offer sufficient reaction rates and conversions,
resistance against carbon deposition, durability in successive cycle reactions, and mechanical strength. The
heat inside the CLC reactor is removed to be utilized in downstream turbines and, thus, it plays a significant
role in improving the overall plant efficiency [37]. Thus, oxygen carrier materials with heat tolerance and
high reactivity at high temperature are desirable for intensified CLC-CC plants.
In the majority of prior work on efficiency analysis of CLC power plants, steady state models were used.
Spallina et al. [37] simulated large-scale combined cycles integrated with fixed bed CLC reactors. Their
emphasis was on high-pressure operation, estimating integrated plants with net electricity efficiency of up
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to 48.59% at ∼96% CO2 capture, with ∼1.2% efficiency penalty for CO2 compression. Naqvi et al. [61]
simulated natural gas fired CLC-CC power plants including the CO2 compression step. They showed that
the CLC-CC power plant operating at part load has higher efficiency compared to that of a conventional
CC power plant operating at the same load. These analyses are helpful for a first-level understanding and
overall design of the integrated power plant, but lack specificity in terms of the dynamics of the CLC re-
actors (especially semi-batch fixed beds) and its impact on power plant performance, stability, safety and
efficiency. System-level dynamic simulation can substantially assist in the design and performance analysis
of integrated CLC-CC power plants. For example, Chen et al. [18,62] illustrated the development of a plant
model capturing the dynamics of CLC-CC power plants with carbon capture constraints. They showed that
the integrated CLC-CC power plant can generate relatively flat power output profiles, only slightly affected
by the intrinsic dynamics of the semi-batch fixed bed CLC reactors. That work was focused on exploring
the theoretical feasibility of integrating CLC with CC and presenting a modeling framework to estimate the
static and dynamic performance of a CC power plant with discontinuous fixed-bed CLC reactors fueled by
natural gas [18]. The efficiency of the CLC-CC power plant was estimated at ∼48% with small fluctuations
of ∼2% around the desired steady state. Here we build on this work and improve the design of intensi-
fied integrated CLC-CC power plants by: (a) optimizing the CLC reactor design, operation sequencing and
control; (b) allowing for wider ranges in some of the design parameters of the CLC reactor (especially the
temperature range) to minimize energy penalty; (c) re-designing the CC power plant to better accommodate
and utilize the various exhaust streams of the CLC reactor; and (d) providing a detailed mapping of energy
penalties with process components and design alternatives.
1.5 Objectives
The objective of this work is to reduce CO2 emissions of the combustion process by power plants. This
work shows the comprehensive analysis of large-scale dynamic power plant systems with varying power
load and supervisory control architecture that include carbon footprint constraints. Efficiency estimates are
provided for all the scenarios studied, and these estimates are optimal in terms of design configuration,
control architecture and process sequencing. First, the dynamic simulation of power plants was presented in
Chapter 2, and this model was validated against the steady-state data. Moreover, the dynamic performance
of the model responding to step changes was shown. In Chapter 3, the dynamic optimization of power plants
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was achieved by the supervisory control structure, with the objective of maximizing the efficiency of power
plants. The dynamic performance was compared to that of the steady–state optimization by cases studied.
Specifically, the feasibility of integrating chemical-looping combustion reactors into combined cycle power
plants was explored in Chapter 4. Control strategies for CLC operations was used to operate a series of
CLC fixed-bed reactors in parallel and to deliver continuous stream from the CLC process to power plants.
Chapter 5 shows the optimization strategy of the CLC-CC and optimal configuration and performance of
combined cycle plants with CLC island made up of fixed bed reactors. In Chapter 6, Chemical-looping
combustion is explored as a chemical reactor design problem.he fixed bed reactors are assumed to operate
in a semi-batch mode composed of reactor modules that are integrated into module trains that comprise
the chemical-looping combustion island of the power plant. The scheduling of each reactor train is cast as
an optimization problem th a maximizes thermodynamic efficiency subject to constraints imposed to each
reactor and the entire island.
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Chapter 2
Dynamic Modeling, Simulation and
Optimization of a Subcritical Steam Power
Plant. Part I: Plant Model and Regulatory
Control
Abstract
System-level dynamic models of power plants are valuable tools for the assessment and prediction of plant
performance, decisions on the design configuration, and the tuning of operating procedures and control
strategies. In this work, the development of an integrated power plant model is presented. This model is
validated against steady-state data from a subcritical power plant with reheat and regenerative cycles. The
coal-fired power plant model studied has nominal power generation of 605 MW and efficiency of 38.3%.
Traditional, regulatory control architectures are incorporated into and tuned with the dynamic power plant
model. Dynamic simulation shows that the plant model is stable for sudden changes in coal load, and the
controllers are able to maintain the controlled variables at their set points. In this two-part publication,
we present the complete workflow of data collection, model development and validation, control tuning, dy-
namic optimization formulation and solution, and supervisory control architecture for a coal-fired subcritical
power plant. Part I focuses on elements of model development and analysis, illustrating the advantages of
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acausal, object-oriented modeling in power plant simulation. Part II illustrates the use of this model for
efficiency optimization under transient part-load operation.
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2.1 Configuration of the fossil-fueled subcritical power plant studied
A simple diagram of the fossil fuel-fired subcritical power plant simulated in this work is shown in Figure
2.1 [63]. The simulated plant corresponds to a 605 MW fossil-fueled reheat cycle designed for nominal
turbine conditions of 174 bar and 538◦C steam. Operating conditions for this plant at full load and steady
state were reported by Singer [63]. Accordingly, this plant was first simulated with mass flows corresponding
to full-load operation. In the plant described in detail in Singer [63], fossil fuel is burnt in the combustor
to produce hot flue gas. As shown in Figure 2.1, the heat of the flue gas is used to convert the feedwater to
high temperature dry steam, through a series of heat exchange steps in the boiler, including the Economizer,
Evaporator and Reheater, and Superheater steps. The superheated steam produced in the boiler is expanded
in high-pressure (HP), intermediate-pressure (IP), and low-pressure (LP) turbines connected to a generator to
produce electricity. Four feedwater heat exchange steps, including a deaerator and three heat exchangers, are
supplied with steam streams extracted from the multi-stage turbines. Three pumps are used for circulating
the water after being condensed in the condenser. The preheated condensate re-enters the boiler at high
pressure and closes the loop. A reheat cycle is used to reduce the irreversibility of the process, by increasing
the turbine inlet temperature and reheating the working steam after expansion in the turbines. The two main
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The boiler converts the feedwater to superheated steam and reheats the steam after expansion in the high-
pressure turbine. As shown in Figure 2.2, the subcritical-pressure boiler is composed of the following
subsystems: Drum, Downcomer, Economizer, Evaporator, Reheater, and Superheater. Compared to other
types of water tube boilers, the steam drum boiler studied in this work has better tolerance to impurities
and lower internal consumption of electricity [64, 65]. In the boiler, two interacting fluid circuits exchange
heat; namely, the flue gas circuit and the water circuit. The flue gas circuit starts with the oxidation of fossil
fuel with air in the combustor. The combustion gas flows through the Evaporator, Superheater, Reheater
and Economizer, successively. In these heat exchange steps, the heat of the flue gas is transferred to the
water circuit coils. In the water circuit, the high-pressure feedwater first flows through the Economizer
and gets preheated to a temperature 15-30◦C lower than its boiling point [65]. The preheated feedwater is
collected in a steam drum and then flows to the Evaporator via the Downcomer. The Downcomer is a set
of pipes situated outside the furnace to prevent the water exiting the Drum from evaporating and provide
the driving force for natural circulation. The water is partially converted to steam in the Evaporator tubes
and the liquid-vapor mixture returns to the Drum. The subcritical-pressure drum separates the steam from
the mixture and reduces its moisture. To increase the temperature, reduce the moisture and improve thermal
efficiency, the steam flows to the Superheater, exploiting the heat of the flue gas. The Reheater is used to
protect the subsequent turbines from being damaged by excessive moisture, by re-superheating the steam
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Figure 2.2: Simplified diagram of the boiler system of the 605 MW subcritical-pressure coal-fired power
plant studied in this work.
2.1.2 Steam side
The steam cycle converts the heat of the hot and high-pressure steam to mechanical power and electricity, and
pressurizes the preheat condensate. The high-pressure, dry steam produced in the boiler is expanded through
multi-stage turbines connected to an electric generator is shown in Figure 2.3. In the multi-stage expansion
process, the steam heat is converted to mechanical torque. After being expanded in the HP turbine, the steam
is re-superheated in the boiler to improve plant efficiency. The steam exiting the LP turbine is condensed
to liquid in the condenser, fed with cooling water. The condensate is preheated by the heat of the steam
extracted from the turbines in the feedwater heat exchangers, before entering the boiler. A deaerator heater
is used to remove oxygen and other dissolved gases from the feedwater. This regenerative heating process
transfers heat from one part of the cycle to another to reduce external irreversibility. Three pumps are used to
drive the condensate through four heat exchangers. The condensate pump (CP) pressurizes the condensate
through the 1st heat exchanger and deaerator (2nd heat exchanger). The CP drives the condensate through
the 3rd and 4th heat exchangers. Finally, the boiler feed pump (BPF) pressurizes the condensate back to the



































Figure 2.3: Simplified diagram of the steam side system of the 605 MW subcritical-pressure coal-fired
power plant studied in this work.
2.1.3 Regulatory control structure
In order to maintain power plant stability and regulate the power plant, necessary consideration was taken
for the inclusion of regulatory control loops in the plant. In the plant description by Singer [63], only
the open-loop configuration is presented (for design analyses). Therefore, common power plant control
configurations [66, 67] were used in this work, which enabled the study of the closed-loop performance
of the plant, as well as the analysis of benefits of supervisory control (based on set-point optimization)

































































Figure 2.4: (a) Drum level controller, (b) Superheated steam temperature controller, (c) Condenser level
controller, and (d) Deaerator level controller.
Table 2.1: Model parameters of PID controllers.
Parameters PID 1 PID 2 PID 3 PID 4
Controlled variables Drum level T SH controller Condenser level Deaerator level
Manipulated variables BFP speed Valve opening CP speed CBP speed
Set point 0 m 385 ◦C 0.4 m 0 m
Kp 0.8 -0.2 -4.5 -4.5
Ki 0.005 0.01 0.005 0.005
Kd 0.01 0.01 0.0025 0.0025
Max output 1.5 1 1.5 1.5
Min output 0.5 0.000001 0.5 0.5
Initial output 0 0.000001 1 1
(BFP: Boiler feed pump; CP: Condensate pump; CBP: Condensate booster pump.)
For the boiler subsystem, the regulatory control structure includes PID controllers for the Drum level
and steam temperature control, as shown in Figure 2.4. The Drum level controller manipulates the speed
of BFP to keep the liquid level of the Drum at half height, by adjusting the mass flow of the feedwater
to the Economizer as shown in Figure 2.4a. The Drum level is measured with a level sensor and the set
point was set to 0 m with the actuator being the speed of the BFP. A reverse action controller was used for
the superheated steam temperature (T SH) control, using spray attemporators. This tunes the mass flow of
feedwater that is mixed with the superheated steam by manipulating the feedwater valve opening, to control
the temperature of the steam exiting the Superheater at 538◦C, as shown in Figure 2.4b. For the temperature
controller, the actuator is the opening of the feedwater valve.
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For the steam side subsystem, the control architecture incorporated. The speed of the condensate pump
is controlled by the condenser level controller to prevent the condenser from running empty and drive the
condensate through the 1st feedwater heat exchanger and deaerator (2nd heat exchanger). In the condenser
level control structure, the measurement is the liquid level of the condenser, the set point was set to 0.4 m,
and the actuator is the speed of the condenser pump, as shown in Figure 2.4c. The speed of the condensate
booster pump (CBP) is manipulated with input from the deaerator level controller to keep the liquid in
the deaerator at a constant level and drive the condensate through the 3rd and 4th heat exchangers. In the
deaerator level controller, the measurement is the liquid level of the deaerator, the set point is 0 m, and the
actuator is the speed of the CBP, as shown in Figure 2.4c.
2.2 Description of subcritical power plant model
The plant of Figure 2.1 was simulated with a dynamic power plant model developed in Dymola [9] using
the Modelon ThermalPower library [17], as shown in Figure 2.5. The Modelica language used in Dymola
is a non-proprietary, object-oriented, and equation-based language for the modeling of complex physical
systems. We chose the Modelica language for this simulation, in particular Dymola, because of its acausal
structure and extensive libraries of components relevant to thermal cycles. In the past, the ThermalPower
library of Dymola has been used to dynamically simulate ORC [16], IGCC [15], and CC-CLC plants [18].
The reference plant, as described in Section 2.1.1, was simulated as an integrated model of boiler and steam
side. A comprehensive list of the operating data of the power plant model is provided in the Appendix
and the Supporting Information of this document. In the following, the main attributes of the model are
discussed, along with the steady-state validation of the model developed.
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Figure 2.5: Diagram of the 605 MW coal-fired subcritical power plant model, developed in Dymola.
2.2.1 Boiler model
The tubing and piping of the boiler in the plant were simulated as a series of shell and tube heat exchangers,
representing the Evaporator, Superheater, Reheater, and Economizer. This approximation is consistent with
the arrangement of the piping inside the boiler and is common practice in Rankine Cycle simulation [63,
65, 68]. For each heat exchanger, the size and heat transfer coefficients were tuned to match the pressure
drop through tubing and exit temperatures of the plant reported in Singer [63]. The generated superheated
steam is at 173.7 bar and 538◦C, and the mass flow rate is 490 kg/s. In order to improve efficiency, the
steam is also re-superheated to a temperature of 538◦C in the Reheater block. The typical circulation ratio
around the evaporator is 5-100 for natural circulation boilers [65]. In this work, a circulation ratio ∼5 was
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chosen, with the water circulating through the evaporator set to∼2500 kg/s. According to the design of heat
exchangers in the boiler [65], the pressure loss of water in the Economizer, Superheater and Reheater was
set to 5-10%, less than 10% and∼5%, respectively. The coal mass flow rate used in the base-case simulation
was 56.38 kg/s. The preheat temperature of incoming air was 200◦C and the gas exits the Economizer heat
exchangers approximately at 1 bar [69]. Based on data from industrial manufacturers [70–72] and previous
work [63,68,73], the configuration and initial inputs of the Drum, Downcomer and Spray Attemprator were
specified, as shown in Table 2.2. The level of water in the Drum is reported as an offset from the half height
(positive or negative).
Table 2.2: Boiler parameters.
Drum
Internal radius [m] 1 Initial pressure [bar] 180
External radius [m] 1.1 Water initial height [m] 0
Length [m] 15 Wall temperature [◦C] 380
Orientation Horizontal Water phase Liquid/vapor
Downcomer Spray Attemperator
Height [m] 20 Total Volume [m3] 0.1
Nominal flow [kg/s] 2500 Nominal flow [kg/s] 490
Nominal pressure [bar] 180 Initial pressure [bar] 180
Nominal temperature [◦C] 380 Initial temperature [◦C] 380
2.2.2 Steam side model
The heat of the high-pressure and superheated steam is converted to mechanical work, in the HP, IP and
LP turbines, which are connected to a power generator. For the purpose of steam cycle simulation, each
turbine was split into cascade sections [63]. A generator model with a constant efficiency of 0.99 was used
for simulating power generation. The power generated by this plant arrangement of steam turbines was 605
MW and the nominal plant efficiency was calculated at 38.3%. The condenser was sized to condense the
steam at 0.05 bar and 38◦C, as shown in Table 2.3. The simulated feedwater heat exchangers were closed
plate heaters that use the steam extracted from turbines and the condensate, with heat exchange occurring
through metal coils. The deaerator heater is a drum that mixes the steam from the turbine extraction points
with the condensate to remove air and other dissolved gas. The design configuration parameters and initial
inputs were specified according to data from manufacturers [70–72] and the literature [63,65,68], as shown
in Table 2.3. The modeled pumps are positive displacement pumps with ideally controlled speed. The
condenser liquid level at the bottom is 0 m (the condenser is empty) and it is positive when the condenser is
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filled. The deaerator liquid level at a half height is 0 m and is reported as positive and negative offset from
that level in the following.
Table 2.3: Steam side parameters.
Condenser
Diameter [m] 2 Initial pressure [bar] 0.068
Length [m] 10 Water initial height [m] 0.4
Orientation Horizontal Wall temperature [◦C] 38.5
Deaerator
Internal radius [m] 2.5 Initial pressure [bar] 4.4
External radius [m] 2.6 Water initial height [m] 0
Length [m] 10 Wall temperature [◦C] 120
Orientation Horizontal Water phase Liquid/vapor
2.3 Model validation and verification
2.3.1 Steady-state validation
Table 2.4 reports the steady-state model of selected flows with the order and notation as presented in Figure
2.1. The steady-state instance of the plant model was tuned to match the performance of the 605 MW fossil
fuel plant reported by Singer [63]. The comparison of the reference power plant data with the corresponding
predictions from the plant model is shown in Table 2.5. The power of 605 MW generated by the subcritical
plant model is in excellent agreement with reference data [63]. The model matches the critical data of the
studied power plant, such as the water flow rate, turbine operating pressures and temperatures. The net
power efficiency of 38.3% is consistent with the average efficiency of coal-fired subcritical power plants
reported in the literature [69,74]. The condenser operating pressure predicted by the model is slightly lower
than that of the plant, because the size of the condenser was not reported in [63]. Figure 2.6 shows the
comparison of the prediction of the integrated plant and the data reported in the literature [63, 65] in terms
of temperature and pressure. Due to the heat transfer between water and flue gas in the boiler, the water
temperature increases from 200◦C at the Economizer inlet to 538◦C at the Superheater outlet. This heat
transfer is accurately captured in the model, as indicated by the temperature predictions in process points
1-6. The pressure loss in the boiler tubing and piping is also in excellent agreement with the plant data,
shown in process points 1-6 in Figure 2.6 (b). The expansion of the high temperature and pressure steam
in the HP, IP and LP turbines is accurately modeled as shown in process points 6-7 and 8-13 in Figure
2.6. After the expansion in the HP turbine, the steam is sent back to the Reheater block in the boiler and
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is re-superheated to 538◦C, as shown in process points 7-8. The phase change from steam to liquid in the
condenser is predicted to occur at 38◦C and 0.05 bar, shown as process point 13. The compression and
preheating in the pumps and feedwater heaters are modeled accurately, as shown in process points 12-13
and 14-17 of Figure 2.6, depicting the increase of temperature and pressure of the condensate. In summary,
the proposed model is satisfactory and reliable in terms of reproducing the reported reference power plant
operating data at full load.
Table 2.4: Selected streams of the coal-fired subcritical power plant model.
Stream No.* Medium P [bar] T [◦C] ṁ [kg/s]
1 Water (l) 199 188 502
2 Water (l) 179 324 502
3 Water (l) 180.57 352 502
4 Water (l/g) 179 357 502
5 Water (g) 179 357 502
6 Water (g) 170 538 502
7 Water (g) 45 347.2 502
8 Water (g) 39.35 533.5 502
9 Water (g) 24.67 465.8 27.4
10 Water (g) 12.7 377 14
11 Water (g) 7.94 304.6 462.5
12 Water (g) 4.7 244 16.5
13 Water (g) 1.76 144.7 30
14 Water (g) 0.05 34 396
15 Water (l) 0.05 90.4 396
16 Water (l) 2.3 127.2 502
17 Water (l) 13 153.1 502
18 Water (l) 11 183.5 502
19 Coal (s) 1.01 27 56.38
20 Air (g) 1.01 200 627
21 Flue gas (g) 1.01 2037 683
22 Flue gas (g) 1 270 683
22
Table 2.5: Comparison of reference power plant and plant model.
Subcritical Power plant Reference plant Plant model
Fuel Fossil fuel Coal
Fuel flow rate [kg/s] - 56.38
Water flow rate [kg/s] 514.1 502
HP operating pressure [bar] 173.7 170
IP operating pressure [bar] 40.5 39.35
LP operating pressure [bar] 12.1 12.7
HP Temperature [◦C] 538 538
IP Temperature [◦C] 538 533.5
LP Temperature [◦C] 378 377
Condenser pressure [bar] 0.068 0.05
Power [MW] 608 605.4
Net efficiency [%] - 38.3
Figure 2.6: Comparison of the prediction of the integrated plant and the data reported in literature in terms
of the system temperature and pressure. (1: Economizer inlet; 2: Economizer outlet; 3: Evaporator inlet; 4:
Evaporator outlet; 5: Superheater inlet; 6: Superheater outlet; 7: HP Turbine outlet; 8: Reheater outlet; 9:
IP1 Turbine outlet; 10: IP2 Turbine outlet; 11: LP1 Turbine outlet; 12: LP2 Turbine outlet; 13: LP3 Turbine
outlet; 14: CP outlet; 15: Deaerator outlet; 16: CBP outlet; 17: 4th feedwater heat exchanger outlet).
2.3.2 Response to step changes in coal load and control tuning
Figure 2.7 presents the response of the controlled variables during different step changes in coal load, specif-
ically the variation of the liquid level of the Drum, T SH, liquid level of the condenser, liquid level of the
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deaerator, and power generation. The -5%, -10% and -15% step changes in coal load were imposed after 1
hr of simulation and the duration of the change was set to 1 s. The timescale of 1 hr is reasonable and rep-
resentative of control actions in response to coal load changes in the power plant. It is also used as the time
span for supervisory control actions in Part II of this work. [75] The power plant model was first initialized
to steady state at full load. As shown in Figure 2.7, the negative step change in coal flow rate leads to small
fluctuations in the controlled variables and a corresponding step change in power generation. For example,
in Figure 2.7(a), the drum level oscillated during the transition to part load operation, but this oscillation
was negligible. The controller enables the drum level to return to the set point within minutes. Specifically,
the drum level reached steady state in 10 min, 17 min and 20 min after -5%, -10% and -15% step changes in
coal load, respectively. Figure 2.7(d) shows the corresponding power generation for the three different coal
load operations, as well as their temporal responses. The power generations was 577 MW, 548 MW and
519 MW at 95%, 90% and 85% coal loads, respectively. The controller tuning was robust for the condenser
and deaereator levels with rapid responses and small oscillations. In summary, the model responses to step
changes in the coal load illustrate the robustness of the controllers, and the value of the dynamic model of
the power plant in tuning the controllers to maintain the regulated variables at set point, even for sudden
(and somewhat unrealistic) changes in coal load. This power plant model, validated quantitatively at steady
state and qualitatively in terms of closed-loop dynamic performance, can be used as a robust test bed for
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Figure 2.7: Response of the power plant model with control design to -5%, -10% and -15% step changes in
coal load, in terms of (a) T SH, (b) the liquid level of the Drum, (c) the liquid level of the condenser, (d) the
liquid level of the deaerator and (e) power generation.
2.4 Conclusions
The development of a 605 MW coal-fueled subcritical pressure power plant model was presented, with
reheat and regenerative cycles. The simulation results of the power plant operating at full load were in
excellent agreement with data from a reference power plant. The steps for designing and tuning a regulatory
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control architecture for this power plant were presented in detail. The stability and flexibility of the studied
power plant were analyzed with dynamic simulations, performed in response to -5%, -10% and -15% step
changes in coal load. The plant model exhibited fast responses to these sudden changes in coal load, showing
that the regulatory control scheme was tuned to reliably and robustly keep the controlled variables at their
set points and the integrated plant safe and operational. Overall, the system-level model of the power plant
with its regulatory control scheme embedded in the model is a robust test bed for dynamic simulation and
optimization. In Part II of this work, we focus on the dynamic modeling of power plants in response to
time-varying power demand, and the design of a supervisory controller for optimization of the net plant
efficiency, with parallel reduction of coal consumption and CO2 footprint. The model (developed in the




Dynamic modeling, simulation and
optimization of a subcritical steam power
plant. Part II: Dynamic optimization under
time-varying power demand
Abstract
The increasing variability in power plant load in response to a wildly uncertain electricity market and the
need to to mitigate CO2 emissions, lead power plant operators to explore advanced options for efficiency
optimization. Model-based, system-scale dynamic simulation and optimization are useful tools in this effort
and are the subjects of the work presented here. In prior work, a dynamic model validated against steady-
state data from a 605 MW subcritical power plant was presented. This power plant model was used as a test-
bed for dynamic simulations, in which the coal load was regulated to satisfy a varying power demand. Plant-
level control regulated the plant load to match an anticipated trajectory of the power demand. The efficiency
of the power plant’s operation at varying loads was optimized through a supervisory control architecture
that performs set point optimization on the regulatory controllers. Dynamic optimization problems were
formulated to search for optimal time-varying input trajectories that satisfy operability and safety constraints
during the transition between plant states. An improvement in time-averaged efficiency of up to 1.8% points
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was shown to be feasible with corresponding savings in coal consumption of 184.8 tons/day and a carbon
footprint decrease of 0.035 kg/kWh.
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3.1 Power plant under time-varying power demand
Extensive studies of the power demand and its forecasting have resulted in excellent models of the power
demand per market sector, such as gray-box prediction models, to forecast real-time electricity demand
with an error less than 8% [76, 77]. The forecasted power demand is typically used by utility companies to
predict the grid load and maintain service reliability. In this work, the data of power demand (along with
its forecast) in the New England area were used. In particular, the data from 17 April 2016 were used as a
realistic sample of power demand fluctuations [78]. The duration for the temporal forecasted power demand
studied was 24 h. To meet the full power load of the reference power plant (605 MW), the ISO New England
data (maximum value is 18,000 MW) was uniformly scaled-down, as shown in Figure 3.1a. The underlying
assumption in this normalization was that the power demand from one power plant is proportional to the
total power consumed. Therefore, it was considered that a fraction of the total power demand (scaled by a
constant factor) and its daily fluctuation needed to be met by one power plant. The reality with renewable
inputs in the grid is, as mentioned, a more abruptly fluctuating load for the power plant. It is thus anticipated
that the efficiency gains from the analysis presented herein are a lower bound to the potential efficiency
gains when renewable energy becomes a more dominant contribution to the electric grid.
In prior work [18], the power plant model was validated dynamically, showing fast responses to sudden
changes in coal load. The regulatory control system incorporated in the power plant model was shown
to be robust in maintaining controlled variables at set points. Here, plant-level controllers were added to
the plant model, as shown in Figure 2.1, to adjust the coal load, preheated air flow and feedwater flow so
that the plant met the time-varying power load of Figure 3.1a. The mass flow rate of feedwater (ṁFW )
circulating in the plant and the mass flow rate of preheated air (ṁAir) mixed with the fuel were assumed
to be proportional to the power load [21]. The mass flow rates of feedwater and preheated air were set to
adjust with the plant load, by multiplying the nominal ṁAir and ṁFW by the temporal power load change
ratio. The mass flow rate of coal was adjusted by a PID fuel load controller to match the temporal power
demand. Table 3.1 presents the tuning parameters of the feed-forward control of water and air feed rates
and the PID controller of fuel load. The measurement for the fuel load controller was the power generation
(P ), the manipulated variable was the coal mass flow (ṁCoal), and the set point was the temporal profile of
the normalized power demand of the New England area [78]. These new controllers were tuned following
standard methodologies discussed elsewhere [18]. The plant time scale and response times to load changes
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were studied and shown to be in the order of seconds and always less than a minute. Figure 2.1a shows that
the power generated by the plant model matched the power demand of the normalized New England area
data [78]. Figure 3.1b shows the transient responses of ṁCoal, ṁAir and ṁFW to the dynamically varying
power demands of Figure 2.1a. Figures 3.1c–e show that the safety-critical regulated variables (water levels
in the drum, condenser and deaerator) were robustly controlled and exhibited negligible oscillations. The
dynamic performance of the plant model over the entire 24-hour period suggests that the model provides a
robust test-bed of the plant physics and its controls and thus, it was used in the following experiments for
steady-state and dynamic optimization. Figure 3.1 also shows that power demand was rapidly and accurately



















































































Figure 3.1: Dynamic performance of the power plant model: (a) power demand and power generated by the
plant model; (b) mass flow rates of coal, preheated air and feedwater; (c) water level in the drum; (d) water
level in the condenser; (e) water level in the deaerator.
Table 3.1: Controllers for the power plant in response to a time-varying power load.*
Feed-Forward Control: Air and Feedwater Controllers
Controlled variables ṁAir ṁFW
PID (Proportional-Integral-Derivative) Control: Fuel Load Controller
Controlled variables Manipulated variables Kp Ki Kd
P ṁCoal 1× 10−8 1× 10−10 1× 10−6
* P : power generation; ṁAir: mass flow rate of air; ṁFW : mass flow rate of feedwater; ṁCoal: mass flow rate of coal; Kp:
coefficient of the proportional term; Ki: coefficient of the integral term; Kd: coefficient of the derivative term.
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3.2 Objective and optimization variables
3.2.1 Objective and optimization variables
The objective of plant-level optimization is to maximize the efficiency of the power plant while operating at
steady-state or to optimize the integral of the efficiency over time if the power plant is operating in a tran-
sient fashion. Another objective for plant-level optimization can be to reduce the plant’s settling time, but, as
shown previously, [18] the time scale of the plant studied here is small, making settling time reduction a sec-
ondary concern. This was accomplished by calculating the optimal set points for the regulatory controllers





where η is the efficiency of the plant; ṁCoal is the mass flow rate of coal; LHVCoal is the lower heating
value of coal; PST is the power generated by steam turbines; and PPumps is the power consumed by pumps.
Here, high-volatile bituminous B coal with an average LHV of 28 MJ/kg was used [69]. Other auxiliary en-
ergy losses were not not considered in Equation (3.1), as previous work has shown that auxiliary efficiency
losses are small, often in the order of ∼2 MW for coal-fired steam cycles for plant sizes similar the one
studied here [63, 79]. As discussed in the introduction, the power plant efficiency of Equation (3.1) can be
improved by manipulating several plant variables. Table 3.2 summarizes the optimization variables, range
of variability and efficiency improvements achieved in relevant previous work. In the majority of previous
analyses [80–91], plant efficiency optimization was performed by manipulating the temperature of super-
heated steam (TSH ). For example, Xiong et al. [88] showed that the higher superheated steam temperature
increases the power generated by the HP turbine, improving cycle efficiency. Several other variables have
been explored in the literature in regard to their capability to improve plant efficiency. Sanpasertparnich et
al. [80, 81] presented the impact of preheated air temperature (TAir) on power plant efficiency. Tzolakis et
al. [82, 89] optimized the plant efficiency at full load, by manipulating the mass flow extracted from steam
turbines (ṁST , which included ṁHP , ṁIP and ṁLP ). Other optimization variables, such as the moisture
content of coal [92], the mass flow rate of feedwater [89], the isentropic efficiency of turbines [88], the
temperature of flue gas exiting the boiler [90], and the pressure of steam extracted from turbines [80, 81]
require changes in the existing infrastructure and were not considered here. In summary, the common plant
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efficiency optimization variables TSH , TAir, and ṁST were chosen in this work. For the purpose of illus-
tration, two optimization cases were considered. Case Study I presents plant optimization by manipulating
TSH and TAir within an operation horizon of 24 h. Case Study II presents plant optimization by manipu-
lating ṁST with an operation horizon of 4 h. This separation of optimization variables was done to allow
for easy comparison with the trends reported in the literature and presented in Table 3.2. The results of each
optimization problem are discussed in detail in the following section.
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7.8 [530,600] [3.9,19.6]/ [6.2,43.3]/ [15.1,28.7]/
[11.1,42.1]
[166,190] [250,350] [166,190] β(%)∈[11.1,17.6]
[82] 0.55 [0,30.8]/ [0,51.2]/ [0,21.1]/ [0,0.94]
[83] 0.41 [600,625] [16,26]/ [14,24]/ [12.6,24]/ [34,57] [400,475] [20,30]
[84, 85]
2.8 [550,700] [35,275] [230,350] Excess air ∈ [0,25%],
TRH ∈ [580,620]




[87] 5.9 [487,1076] [150,450]
[88] 2.5 [535,545] ηST ∈ [0.8,0.95]
[89] 1.3 [485,537] [45,57]
[90] 0.79 [115,278] [21,38.4] TFG( ◦C) ∈ [85,125]
[91] 3.5 [460,530] [64,110] pCON (bar) ∈ [0.01,0.05]
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3.2.2 Supervisory control
The control system of a plant is usually divided into several layers, typically separated by different time scale
requirements and objectives. The control architecture includes regulatory control (seconds), supervisory
control (minutes), local optimization (hours), site-wide optimization (days) and scheduling (weeks) [93].
Supervisory control can be designed to manipulate regulatory control set points and the remaining degrees
of freedom of the plant (if any) to optimize the plant’s efficiency within constraints imposed by the local
controllers [94]. The critical first steps in designing a supervisor logic are to define the operational and eco-
nomic objectives and the available degrees of freedom. Common degrees of freedom include the set points




































Figure 3.2: Design of supervisory control system for the dynamic simulation of a subcritical coal-fired
power plant.
Figure 3.2 illustrates a scheme for such a supervisory control strategy for the power plant studied. The
control system includes the supervisory control, regulatory control and plant level control. The regulatory
control structure includes optimization controllers (marked as red dotted lines in Figure 3.2), which are
the regulatory controllers used for plant optimization and safety controllers (marked as black solid lines in
Figure 3.2), which regulate the level of water in the drum, condenser and deaerator. The main function
of the supervisory control is to update the set points of the optimization controllers (yspO ) to maximize the
plant’s efficiency as shown by Equation (3.1). The plant level controllers (marked with blue dashed lines in
Figure 3.2) adjust the mass flow rates of coal, preheated air and feedwater according to the market power
demand (yspP ). The set points of the control system include the set points of the safety controllers, plant-
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O }. These controllers manipulate the
control inputs (u = {uS ,uP ,uO}) to maintain the controlled variables at their set points. In principle, one
should consider the disturbance (ωx) and measurement noise (ωy), which are responsible for a difference
(e) between the model (ypred) and power plant outputs (ymeas). An estimator could update the model’s
parameters (θ̂) and filter plant states (x) to eliminate this model-plant mismatch. In this work, disturbance
and measurement noise were not considered, mostly to simplify the analysis, as the efficiency benefits are
not affected by them (although the robustness of the supervisor will be). Therefore, ωx and ωy were
considered negligible, and data filtering and state estimation (blocks in gray in Figure 3.2) are not discussed.
The supervisory control updates the optimal yspO according to an objective function maximizing Equation
(3.1) in a formulation that includes the system model equations as discussed in the following text.
3.2.3 Optimization formulation
As described previously, the set points of the optimization controllers are manipulated by the supervisory
layer as first-level variables to improve the plant’s efficiency (η), Equation (3.1). This efficiency optimization
also translates to coal consumption reduction and decrease of the plant carbon footprint. The intent of this
work was to compare the steady-state and dynamic optimization results of the plant shown in Figure 2.1
to those of the plant operating under nominal conditions. This comparison also included an exploration of
the added benefits of dynamic optimization, compared to those from steady-state optimal operation. First,
steady-state optimization of the power plant operating at a full load of 605 MW was performed by calculating
the optimal set points (constant with time) for the optimization controllers (yspO ) and specifically, the set
points of the superheat steam temperature controller, preheated air temperature controller and mass flow
controllers of steam extracted from the steam turbines. The steady-state optimization problem formulation
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u = F(yspO ,y)
y = h(x,u,θ),
xmin ≤ x ≤ xmax,
umin ≤ u ≤ umax,
ysp,min ≤ ysp ≤ ysp,max,
ymin ≤ y ≤ ymax,
(3.2)
where the plant efficiency η is a function of power plant outputs (y) and admissible variable values (uP )
determined by the updated regulatory controller set points yspO ; f(·) is the vector of steady-state equations
describing the system in terms of states, x, admissible inputs, u, and parameters, θ; and F describes the
controller functions at steady-state to account for controller offset with y being the measured system outputs,
mapped to x, u, and θ through h(·). All variables including unmeasured variables are constrained so that
they do not violate plant safety and operability constraints.
Dynamic optimization was performed for the reference power plant operating under time- varying power
demand normalized from the New England area data [78]. The objective was to maximize the integral of
plant efficiency over a predetermined time horizon, τ . This was accomplished by calculating time-varying
optimal set points for the optimization controllers. The generic formulation of the dynamic optimization
problem solved for the power plant of Figure 3.2 is presented in Equation (3.3), where f is the system of
differential algebraic equations describing the conservation of mass and energy; x is the vector of temporal
state variables; x0 is the vector of initial state variables; yspO is the temporal set points of the optimization
controllers; y are the temporal system’s outputs; tn is the vector of control action time points with a constant
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f(ẋ,x,u,θ, t) = 0,
u = F(yspO (tn),y(t), t),
y = h(x,u,θ, t),
x(t = 0) = x0,
xmin ≤ x ≤ xmax,
umin ≤ u ≤ umax,
ysp,min ≤ ysp ≤ ysp,max,
ymin ≤ y ≤ ymax,
t ∈ [0, τ ], tn ∈ [0, τ ].
(3.3)
Table 3.3 shows the optimization variables’ bounds and time interval constraints for the problems of
Equations (3.2) and (3.3) for the two cases studied. The set points of the controllers regulating TSH , TAir
and ṁST (including ṁIP1, ṁIP2, ṁLP1 and ṁLP2) were manipulated by the supervisory control layer as
degrees of freedom to seek an optimal input. In Case Study I, only the set points of TSH and TAir were
manipulated. Although not shown in Figure 2.1, preheating of the air fed to the combustor to TAir was
accomplished by manipulating the mass flow of the economizer exhaust gas sent to the air preheater (with
the balance being waste heat). In Case Study II, plant optimization was performed by manipulating the set
points of ṁST , i.e., the set points of the mass flow rates of steam streams extracted from the first IP turbine
(IP1), the second IP turbine (IP2), the first LP turbine (LP1), and the second LP turbine (LP2) (ṁIP1, ṁIP2,
ṁLP1, and ṁLP2, respectively). The ranges of the admissible inputs, shown in Table 3.3, were based on
common practice and previous work [80–82, 84, 87–90, 92, 95]. The optimization horizon, τ , was set to 24
h in Case Study I and 4 h in Case Study II, and the control action interval, τn, was set to 1 h. Large control
actions were not penalized in the solved optimization problems, as the plant load profiles matched during
the real-time plant optimization were relatively smooth. For instance, the temperature of the superheated
steam feeding the steam turbine was seen to change gradually over time in response to load changes which
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is adequate for the protection of the steam turbines by thermal stress [80, 81].
3.3 Results
For each case study, the static optimization of the power plant operating at full load with the optimization
formulation of Equation (3.2) is discussed first, followed by the dynamic optimization of the power plant
operating under a time-varying power load with the optimization formulation of Equation (3.3). For the
results discussed in the following text, the power plant was formulated with the object-oriented language
Modelica [11], in the commercial software Dymola [9], and set point optimization was performed in Matlab
[96] using an interior-point algorithm. The model developed in Dymola was flattened (from its object-
oriented structure) and translated to a Functional Mockup Unit (FMU) file which includes all the variables
and equations of the original plant model. Model exchange between the software packages of Dymola and
Matlab was accomplished with use of the Functional Mockup Interface, a tool-independent standard for
seamlessly integrating models in various simulation environments [97]. The Functional Mock-up Interface
(FMI) enables model exchange of dynamic models in the form of xml-files and compiled C-code.
Table 3.3: Inputs for the studied optimization problems.
Case I

















Min 16 10 10 28
Max 28 28 28 47
Temporal Inputs b
τn(hr) 1
τ(hr) 24 for case I (4 for case II)
a ṁIP1: mass flow rate of steam stream extracted from the IP1 turbine; ṁIP2: mass flow rate of steam stream extracted from
the IP2 turbine; ṁLP1: mass flow rate of steam stream extracted from the LP1 turbine; ṁLP2: mass flow rate of steam stream
extracted from the LP2 turbine; sp: set point; b if the plant is operating under a time-varying power load.
3.3.1 Case study I: optimization variables TSH and TAir
Table 3.4 presents the steady-state optimization results at full load using the superheated steam temperature
set point, T spSH , and that of the preheat air temperature, T
sp
Air, as the optimization variables. The manipulation
of T spSH and T
sp
Air led to a power plant efficiency improvement from 38.3% to 40.23%. This efficiency
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improvement translates to a fuel saving of 3.78%, with the fuel flow rate decreasing from 56.38 kg/s to 54.25
kg/s. The carbon footprint of the plant also decreased from 0.8 kg/kWh to 0.77 kg/kWh. This efficiency
optimization was accomplished by increasing TAir from 200 ◦C to 248 ◦C, and increasing TSH from 538
◦C to 560 ◦C. This is consistent with earlier reports [81, 84, 87–90, 95], showing that increasing TSH and
TAir translates to efficiency improvements. The higher TSH enabled the HP turbine to produce the same
mechanical torque at a lower rate of coal consumption, while increasing TAir recovered more waste heat
from the boiler exhaust gas. It should be noted that the nominal steady-state data used as baseline in Table
3.4 were as reported by Singer [63] for the reference power plant and corresponded to the design point of this
plant. In principle, the set points for TSH and TAir reported by Singer refer to an optimal plant configuration.
The further improvement presented here could relate to better integrated plant-level optimization, model-
plant differences and relaxation of plant constraints compared to the study reported in [63]. For an off-design
operating point, the efficiency benefits of solving Equation (3.2) would, of course, have been much higher.
Table 3.4: Steady-state optimization results of Case Study I.





η (%) 38.3 40.23
ṁCoal (kg/s) 56.38 54.25
carbon footprint (kg/kWh) 0.8 0.77
The results of dynamic optimization for a horizon of 24 h of plant operation are presented in Figure 2.5.
The data and plant performance results represent the response to the time-varying power demand normalized
from the New England area data [78] shown in Figure 2.5a. In the absence of disturbances and noise, the
solution to Equation (3.3) in the period t = 0 − τ(= 24 h ) is equivalent to an off-line optimal control
problem and is valid for the entirety of the time horizon considered. The optimization variables were T spSH
and T spAir, but, in this case, they were updated in time intervals, τn = 1 h. Figure 2.5 presents the dynamic
power plant performance under nominal and optimal operation conditions. The nominal dynamic operation
is the result of constant T spSH at 538
◦C and T spSH at 200
◦C. Figure 2.5d,e shows that the controlled variables,
TSH and TAir, were robustly controlled at their optimal set points by the regulatory controller. The values
of TSH and TAir from the dynamic optimization solution were always higher than their respective nominal
values. In particular, Figure 2.5d shows that the optimal T spSH trajectory was inversely proportional to that of
the plant load. The optimal temporal, T spSH , for a plant load higher than maximum, was higher than the 560
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◦C of the optimal steady-state at full load. This enhanced heat transfer from the flue gas side to the steam
side in the superheater under low plant loads. Figure 2.5e shows that the optimal temporal profile of the
temperature of air preheated by the flue gas exiting the boiler varyied proportionally to the plant load. The
temperature of the exhaust gas was also proportional to the power load due to the time-varying mass flow
rates of the feedwater, air and coal load. As Figure 2.5c shows, the improvement in time-averaged efficiency
was 1.8% points. This efficiency improvement translates to a coal saving of 184.8 tons/day (Figure 2.5d)
and time-averaged carbon footprint decrease of 0.0351 kg/kWh (Figure 2.5e). In summary, the optimized
power plant can operate at a higher TAir(t) and TSH(t), and this is consistent with the results of steady-state
optimization.
Figure 3.3 presents the dynamic performance of the power plant operating with constant nominal set




Air (from the steady-state optimization solution), and
with time-varying optimal T spAir and T
sp
SH (set by the dynamic optimization solution). The coal consumption
and carbon footprint of the power plant operating with set points calculated by the static and dynamic
optimization problem formulations were both lower those for the power plant under nominal operation
conditions. The power plant operating with set points determined by dynamic optimization was the most
efficient with the lowest coal consumption and the smallest carbon footprint. As shown in Table 3.5, the fuel
saving accomplished by the power plant with steady-state optimization was 160.9 tons/day, whereas the fuel
saving accomplished with dynamic set point optimization was 184.8 tons/day. The reduction in coal load
and decrease in the carbon footprint of the dynamically optimal operation were pronounced when the power
plant was operating at lower loads. At different loads, the plant had slightly different optimal regulatory
control points compared to those of the steady-state optimization at full load, which are exploited by the
formulation of Equation (3.3). As shown in Figure 3.3d, the values of T spSH calculated from Equation (3.3)
at low loads were higher than the constant T spSH calculated from Equation (3.2) at full load. Dynamically
optimizing T spSH improved the heat transfer in the superheater at low loads and converted more heat from
the superheated steam to mechanical torque. This increase in mechanical torque led to improved power
generation and efficiency. Moreover, the temperature profile of the preheated air in Figure 3.3e shows that
the values of T spAir calculated from Equation (3.3) at low loads were lower than the constant T
sp
Air calculated
from Equation (3.2) at full load. At low loads, heat transfer between the water side and flue gas side in the
boiler is enhanced, leading to a lower flue gas temperature, which, in turn, is used to preheat the air. Thus,
the supervisor drives T spAir down to satisfy system constraints. Depending on the dynamic response times of
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the plant and the selection of the interval between control actions, τn, a multistep steady-state optimization
problem could result in similar performance benefits to those of Equation (3.3). Nonetheless, Equation (3.3)
is more generic and robust for use with a dynamic system. It should be noted that one could execute the
same analysis but with an objective function that maximizes the profit for varying electricity prices. This
would result in different plant load profiles, but the optimization procedure (not the objective function) and







































































Figure 3.3: Dynamic optimization results of Case Study I: (a) time-varying power load; (b) coal load; (c)
carbon footprint; (d) temperature of preheated air; (e) temperature of superheated steam; (f) power plant
efficiency.
Table 3.5: Comparison of static and dynamic optimization of the power plant for Case Study I.*
Output Static Optimization Dynamic Optimization
∆ṁcoal (tons/day) 160.9 184.8
∆c̄f (kg/kWh) 0.0303 0.0351
∆ṁCO2 (tons/day) 440.2 511.9
* ∆ṁcoal: coal savings; ∆c̄f : decrease in the time-averaged carbon footprint; ∆ṁCO2 : reduction of CO2 emissions.
42
Time


































Figure 3.4: Comparison of the dynamic performance of the power plant with nominal operation set points,
steady-state optimal set points, and dynamic optimal set points: (a) coal load; (b) carbon footprint.
3.3.2 Case study II: optimization variables ṁIP1, ṁIP2, ṁLP1 and ṁLP2
As shown in Figure 3.5, four proportional−integral (PI) controllers were used to regulate the mass flow rates
of steam extracted from the turbines. The parameters of these controllers are presented in Table 3.6. These
controllers manipulate the respective valves to regulate the mass flow rates of streams extracted from the
IP1, IP2, LP1 and LP2 turbines. In this case study, the supervisory control variables were the set points of
the mass flow controllers of steam extracted from turbines, namely the set points of ṁIP1, ṁIP2, ṁLP1,
and ṁLP2.
As before, steady-state optimization was first performed for the plant operating at full load. The set
points of ṁIP1, ṁIP2, ṁLP1 and ṁLP2 were manipulated by the supervisory control layer to maximize the
plant’s efficiency, as shown by Equation (3.2). The bounds of admissible inputs are shown in Table 3.3, with
the optimal values presented in Table 3.7. The power plant efficiency was improved from 38.3% to 38.78%.
The corresponding coal load decreased from 56.38 kg/s to 55.68 kg/s, and the carbon footprint decreased
from 0.8 kg/kWh to 0.79 kg/kWh. Compared with the nominal case, the optimal case had a lower ṁspIP1




LP2, as shown in Table 3.7. The mass flow rate of steam extracted from the
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IP1 turbine was less than that of other steam turbine extractions. The IP1 turbine extraction had the highest
pressure and temperature of all steam extractions. Thus, it would be better utilized for electricity production
than water preheating. Meanwhile, the steam extracted from the IP2, LP1 and LP2 turbines would be better
utilized for preheating the condensed feedwater to reach a higher temperature before entering the boiler.
These results are consistent with the findings of the study by Chaibakhsh and Ghaffari [98] who proposed
reducing (or removing) the high pressure and temperature steam extraction stream and increasing the steam
extracted from the remaining IP and LP turbine stages.
Table 3.6: Proportional−integral (PI) controllers regulating the mass flow rates of steam extracted from
turbines.
Controllers IP1 IP2 LP1 LP2
Controlled variables ṁIP1 ṁIP2 ṁLP1 ṁLP2
Manipulated variables Valve opening Valve opening Valve opening Valve opening
Kp 0.1 0.1 0.1 0.1
Ki 0.0001 0.0001 0.0001 0.0001
Table 3.7: Steady-state optimization results for Case Study II.
System Output Nominal Optimal
ṁspIP1 (kg/s) 27.4 16.8
ṁspIP2 (kg/s) 14 23.1
ṁspLP1 (kg/s) 16.5 23.7
ṁspLP2 (kg/s) 30 43.8
η (%) 38.3 38.78
ṁCoal (kg/s) 56.38 55.68
Carbon footprint (kg/kWh) 0.8 0.79
Dynamic optimization was performed for an optimization horizon of 4 h. The time period from 5 a.m.
to 9 a.m. was used for the New England power demand data, as shown in Figure 3.5a. In this interval, the
power plant iwa operating in response to a abrupt increase in power demand, with a power load change from
79.9% to 98.1%, followed by a decrease from 98.1% to 95.2%. This time interval includes the most abrupt
change in power demand of the New England ISO data used as well as a change in the sign of change in
power demand. To solve this problem, the power plant model was first initialized to steady-state at a load of
79.9% (t = 0 in Figure 3.5). As shown in Figure 3.5, the power generated by the plant model matched the


















Figure 3.5: Time-varying power demand and plant load for Case Study II.
Figure 3.6 presents the transient operation of the virtual power plant in response to nominal inputs and to
those calculated with dynamic optimization for the power plant load of Figure 3.5. The supervisor updated
the set points of the controllers regulating ṁIP1(t), ṁIP2(t), ṁLP1(t) and ṁLP2(t) to seek the maximum
integral of efficiency over a time horizon of 4 h. The nominal operation of the power plant corresponds to
constant set points for the mass flow rate of turbine extraction streams, shown in Table 3.7. For the optimal
dynamic operation, these set points were treated as dynamic optimization variables that were updated every
hour by the supervisory controller. Figure 3.6a shows that the mass flow rate of the steam streams extracted
from the turbines was robustly maintained at the respective temporal set points (updated in 1 h intervals), set
according to the dynamic optimization solution of the supervisor. Dynamic optimization requires the mass
flow rate of IP1 steam extraction to be lower than that of the other steam extractions, similarly to the results
for steady-state optimization. The optimal mass flow rates of all the steam extraction streams followed the
load profile. This is because the total mass flow rate of water circulating in the steam cycle is proportional
to the power load. The improvement in the time-averaged efficiency was 0.43% points, as shown in Figure
3.6b–(d), which shows that the coal saving for four hours and the decrease in the time-averaged carbon
footprint were 7.72 tons and 0.00859 kg/kWh, respectively. These benefits became more profound at higher









































































Figure 3.6: Dynamic optimization results of Case Study II: (a) dynamic measurements and set points of
mass flow rates of steam extracted from turbines; (b) coal load; (c) efficiency; (d) carbon footprint.
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3.4 Conclusions
A dynamic power plant model was used as a test-bed for dynamic simulation and optimization in response
to a variable plant load. Plant-level controllers were added to the plant model to meet the transient mar-
ket power demand. Thereafter, optimization problems were formulated and solved with the objective of
optimizing power plant efficiency at steady-state and dynamically. A supervisory control architecture was
designed to manipulate the set points of regulatory controllers according to the solution of the optimiza-




ST , chosen in this work after
a comprehensive literature review, enabled an improvement in time-averaged efficiency of up to 1.95%
points with corresponding savings in coal consumption of 184.7 tons/day and a carbon footprint decrease
of 0.0352 kg/kWh. A comparison of the static and dynamic optimization formulations serving the supervi-
sory controller showed that dynamic optimization offers higher time-averaged efficiency, fuel savings and
CO2 reduction. Although the power plant model and regulatory control architecture have been validated in
Chapter 2, validation against transient power plant data would benefit this work in terms of the validity and
accuracy of the estimated efficiency benefits.
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Chapter 4
Dynamic Simulation of Fixed-Bed
Chemical-Looping Combustion Reactors
Integrated in Combined Cycle Power Plants
Abstract
Chemical-looping combustion (CLC) is a promising and efficient method for power generation with in-situ
CO2 capture. High pressure CLC reactors integrated with combined cycle (CC) power plants are the focus
of this work., Specifically, the dynamic nature of fixed bed chemical looping reactors, as well as the many
kinetically controlled reactions, necessitate the use of dynamic modeling to evaluate system performance,
efficiency, stability and feasibility under transient operation. This paper presents a dynamic model for an
integrated CLC-CC power plant and transient analyses of the integrated plant performance. A network
of dynamically-operated fixed bed reactors comprise the fed with natural gas and synthesis gas comprise
the CLC plant component. A dynamic combined cycle plant model is developed and tuned to match the
performance of a commercial power plant. The transient variations of the integrated plant in terms of power,
temperature and pressure profiles are presented. The simulation results show that despite the inherent batch-
type operation of the CLC reactor, the efficiency of the combined cycle is relatively unaffected, with a
minimal variation of about 1%.
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4.1 Overview of process configurations for a CLC-combined cycle power
plant
4.1.1 Power cycle
A simplified flow diagram of a combined cycle (CC) power plant integrated with a high-pressure fluidized
bed CLC reactor is shown in Figure 4.1 [99]. Air is compressed and fed to the Oxidizer (or Air Reactor),
to oxidize the reduced metal oxygen carrier. The depleted air stream exits the Oxidizer at high temperature
thanks to the reaction exothermicity, which depends on the choice of the oxygen carrier used. This high
temperature and high pressure air exhaust stream is subsequently expanded in a gas turbine to produce
electricity. The exhaust from the gas turbine is sent to a bottoming cycle for additional electrical generation.
The oxidized oxygen carrier is pneumatically transported to a separate reactor, the so called Reducer (or Fuel
Reactor). A clean, gaseous fuel is compressed and fed to the Reducer, where it is oxidized by the oxygen
carrier, producing a clean CO2/H2O stream. Once the solid oxygen carrier is reduced, it is transported to
the Oxidizer. The flue gas from the Fuel Reactor can be expanded in a CO2/H2O expander down to a nearly









Compressor Air turbine CO2 turbine
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Figure 4.1: Process diagram of a natural gas-fired CLC-combined cycle (CLC-CC) with a CO2 turbine.
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Several variations of the CC design with CLC have been investigated; for example, some authors pro-
posed the use the flue gas from the Reducer to drive the steam cycle [60,100] or linked with a recuperator to
preheat the compressed air [101]. Naqvi et al. [99] compared the theoretical net plant efficiencies for several
CLC combined cycles against a reference CC plant with and without CO2 capture. From the analysis of
Naqvi [99], the CC plant with a CO2 gas turbine and steam turbine offers the highest efficiency, while the
performance of the other two (CC with recuperation and CC with Fuel Reactor flue gas to drive the steam
cycle) are comparable. It is important to note that all the studied CLC-CC cycles achieved higher net ef-
ficiencies than the conventional natural-gas fired combined cycle with chemical absorption, which suffered
from an 8% efficiency drop due to CO2 capture penalty [99].
In combined cycle power plant configurations, the efficiency of the process is higher for higher CLC oxi-
dation temperatures, because high temperatures favor the efficiency of the downstream gas turbine. Modern
day gas turbines can operate at turbine inlet temperatures of 1400◦C or higher. For temperatures above
1000◦C, the electrical efficiency of a natural gas fired CLC plant is in the range of 47-53%, according to
Consonni et al. [60] and Naqvi and Bolland. It was estimated that a 100◦C increase of the turbine inlet
temperature (TIT) translates to a net electrical efficiency gain of about 2% points [60, 101]. Therefore the
choice of the CLC oxygen carrier is crucial to the efficiency of the integrated power plant application. On
one hand, higher oxidation temperatures increase the risk of agglomeration and thermal degradation for the
oxygen carrier. On the other hand, higher temperatures are crucial for high efficiency operation.
Three of the most widely used CLC oxygen carriers are based on Cu, Ni and Fe [60]. With copper,
near complete conversion of the fuel to CO2 and H2O is possible [102], however the reaction temperature
is limited to 1085◦C which is the melting point of the metallic Cu. In NiO-systems, small amounts of CO
and H2 can be found, because of the high activity of Ni to catalyze several steam reforming and gasification
reactions [103]. When Al2O3 is used as a support, the formation of NiAl2O4 is possible, lowering the
reducibility of the material [104]. Fe-based oxygen carriers are more economical compared to Ni and Cu,
which makes iron attractive for commercial CLC. Fe2O3 is an intermediate product in the reduction of
Fe2O3, of which the equilibrium constant is decreased by an order of magnitude and results in a low gas
conversion. Thus, a counter-current moving bed reactor can be exploited for the fuel reactor [105]. In
this work, oxygen carriers based on Cu and Ni are studied, due their high intrinsic reactivity and inherent
differences in thermal stability. The high melting point of Ni (1455◦C) enables the CLC reactor to operate
at a wide temperature range and improve the power generation efficiency of the downstream combined
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cycle. On-going research on novel oxygen carriers may broaden the operation range of the CLC reactor
system. From the literature, mixed metal oxides supported on spinel and perovskite-type structures have
been shown to sometime provide better reactivity and stability properties than those of the individual metal
oxides [34]. However, further investigation with these new materials is needed to study its behavior in
long-term continuous operation.
Options to increase the plant efficiency without increasing the CLC operation temperature were also
proposed. One alternative is to introduce reheat cycles, whereby multiple CLC reactors and air turbines are
used at different pressure ranges [101]. Consonni et al. [60] proposed a post-firing step, in a supplementary
combustor downstream the Oxidizer and before the gas turbine. The advantage of the post-firing step is that it
increases the turbine inlet temperature, without changing the CLC reactor operating temperature. However,
this option sacrifices carbon capture efficiency or requires an air separation unit for the production of pure
oxygen [60]. Lozza et al. [106] proposed a three-reactor concept, to exploit an intermediate oxidation state
of FeO for H2 production. The H2 is then oxidized to increase the inlet temperature of the gas turbine cycle,
estimated to reach an electrical efficiency of 50.2-51.3%. The several gas solid separation steps and the
requirement of operating three fluidized bed reactors at high-pressure are the drawbacks of this approach.
4.2 Description of models
4.2.1 CLC reactor model
The fixed bed CLC reactor was described by a 1-D dusty gas model, discussed in detail in Han and Bollas.49
In this model, it was assumed that the reactor is adiabatic with no radial temperature and concentration gra-
dients. Mass and heat transfer limitations between the solid and the fluid phase were considered, as well
as intraparticle diffusion effects inside the particle. Axially dispersed plug flow was assumed for the fluid
phase. The Ergun equation was used for the momentum balance. The reaction kinetics was derived from
atmospheric and high-pressure gaseous CLC experiments, utilizing supported nickel and copper oxygen
carriers [50, 107–112]. This model was developed in gPROMS [10] and successfully used for prediction
of CLC data over a range of operating pressures, temperatures, and fuel compositions. Specifically, this
model was validated against a range of particle sizes and temperatures tested in the literature, using various
supported Ni and Cu-based oxygen carriers [103, 109, 110]. The CLC reduction kinetic parameters were
previously estimated from bench-scale experiments that were optimized for the purpose of parameter esti-
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mation [42, 108, 113, 114]. These kinetic parameters were further applied to high-pressure fixed bed CLC
conditions58 and used for prediction of atmospheric fluidized bed units in the literature [42, 108, 114]. The
model equations, reaction networks, and kinetic parameters used in this work are provided in the Supple-
mentary Information of this work.
4.2.2 Combied cycle model
The combined cycle was modeled as a combination of a gas topping cycle with a water/steam bottoming
cycle. The plant modeled, located in Monterrey (Nuevo Leon), is designed for pure electricity generation
of 250 MW and 56% net efficiency. It is based on ABB’s KA24-1 standard reference plant and consists of
a 160 MW ABB GT 24 gas turbine, an ABB CE once-through heat recovery steam generator (HRSG), and
a 90 MW ABB reheat steam turbine unit [68]. Figure 2 illustrates the process diagram of this combined
cycle supercritical power plant. Natural gas fuel is fed to the combustor along with air at high pressure. The
high temperature product gas is expanded in the gas turbine and then fed to a high and low pressure Rankine
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HP – High-pressure Turbine
LP – Low-pressure Turbine
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SEP – Separator
Figure 4.2: Diagram of 250MW Monterrey supercritical-pressure natural gas Power Plant.
The plant of Figure 4.2 was simulated with a dynamic power plant model developed in Dymola using the
Modelon ThermalPower library [9]. The Modelica language used in Dymola is a non-proprietary, object-
oriented, equation-based language for the modeling of complex cyber-physical systems. We chose the Mod-
elica language, and in particular Dymola, for this simulation, because of its equation- and object- oriented
structure and its extensive libraries of components of relevance to thermal cycles. Modelica power plant
models have been presented by several power plant providers and operators, such as ABB [6], EDF [115],
and Siemens [8]. In academic research efforts, Casella et al. [15, 16] used the object-oriented approach
to dynamically simulate Organic Rankine Cycle and IGCC systems, respectively, using the ThermalPower
library developed in Casella and Leva [17]. Trapp et al. [116] also developed dynamic models for IGCC
systems with pre-combustion CO2 capture. Moreover, Wei et al. [117] designed a system level dynamic
model for an Organic Rankine Cycle (ORC) in Dymola. In summary, Dymola is a versatile tool for efficient
model development for power plant simulators. To manage the complexity of the Monterey CC power plant,
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the plant model was divided into gas turbine and steam cycle sub-models. Figure 4.3 shows the gas turbine
model developed, containing an air compressor, combustor, gas turbine and power generator. The plant
model load was tuned to operate at 160 MW power production from the gas turbine. The air is compressed
from the ambient pressure 0.969 bar to 30 bar and is mixed with the natural gas-fuel in the combustor to
generate the high pressure and temperature flue gas feeding to the gas turbine. The total natural gas-fuel
input is 431.3 MW. The gas turbine exhaust flows to the HRSG at 360 kg/s and at a temperature of 620◦C.
Figure 4.3: Diagram of the gas turbine developed in Dymola18 using the ThermalPower library.
Figure 4.4 presents the steam turbine model developed. The chosen cycle for the plant modeled produces
high pressure steam at 160 bar and 565 ◦C. After partial expansion in the high pressure turbine, the steam
is reheated to 565 ◦C in the HRSG at 37 bar. The condenser is operated at 0.045 bar and a temperature of
30◦C. The tubing and piping of the HRSG of the actual plant were simulated as a series of heat exchangers;
namely: the Economizer, Evaporator, Superheater and Reheater. This approximation follows closely the
arrangement of piping inside HRSG and is common practice in Rankine cycle simulations [55, 60, 68]. The
main function of the HRSG is to evaporate the water from liquid to vapor phase and superheat the steam to
a high temperature at 565 ◦C. As shown in Figure 4.4, there are two interacting circuits in the HRSG sub-
system: the flue gas path and the water/steam path. The exhaust of the gas turbine flows to the bottoming
cycle through the second Superheater, Reheater, first Superheater, Evaporator and Economizer transferring
heat to the water/steam circuit. In the water/steam path, the water is pumped to high pressure and then flows
through the Economizer to increase its temperature. Then the preheated water is vaporized in the Evaporator
and sent to two-stages of superheat to increase temperature and reduce the moisture. To convert the heat of
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the hot and high-pressure steam to mechanical work, two turbines - high-pressure (HP) and low-pressure
(LP) - are connected to the power generator. A Reheater is used to re-superheat the steam after expansion in
the HP turbine and remove moisture, protecting the subsequent turbines. The steam exiting the LP turbine is
condensed in the Condenser with use of using a coolant. The water is then pumped in the boiler feed pump
and the high pressure water is sent back to the HRSG to close the loop. The water level in the condenser is
maintained at constant level by a controller that manipulates the pump speed to regulate the mass flow rate
of liquid-phase water exiting the condenser. The power generated by this arrangement of steam turbines is
89.9 MW.
Figure 4.4: Diagram of the steam turbine developed in Dymola using the ThermalPower library.
Validation of the power plant model shown in Figures 4.3 and 4.4 was performed for the gas turbine
and steam turbine sub-models separately. Steady-state instances of the sub-models were tuned to match
the performance of the Monterrey power plant and the results are in good agreement with the reference
values [65, 68], as shown in Figure . It shows the detailed temperature and pressure changes in the water
path. Because of the heat transfer between water and flue gas in multiple heat exchangers in the HRSG,
the temperature of water is increasing from 30 ◦C (at the Economizer inlet, point 1) to 565 ◦C (at the
2nd Superheater outlet, point 5). The expansions of the high temperature and pressure steam in the HP
and LP turbine, which corresponds to the process 5-6 and 7-8, result in the decreases of temperature and
pressure. In the Reheater, the steam is re-superheat to 565 ◦C (at the Reheater outlet, point 7) to remove
the excessive moisture. The phase change, which corresponds to the process 8-9, occurs in the Condenser
with the constant temperature of 30 ◦C and 0.045 bar. Moreover, The pressure drops, the processes 1-
5 and 6-7 showed in Figure 5 (b), corresponds to the pressure loss in pipes simulated into several heat
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exhangers [65]. In particular, the power of 250 MW generated by the gas turbine and steam turbines and the
net overall efficiency of 56.7%, which are consistent with the reference values,69 present the load capacity
of reference power plant. Therefore, the model is satisfactory and reliable in terms of reproducing the
Monterrey supercritical-pressure power plant when the plant is operating at full capacity.
Figure 4.5: Comparison of the prediction of the steam turbine sub-model and the value from Reference
[ref] in terms of the system temperature and pressure. (1: Economizer inlet; 2: Evaporator inlet; 3: 1st
Superheater inlet; 4: 2nd Superheater inlet; 5: HP turbine inlet; 6: Reheater inlet; 7: LP turbine inlet; 8:
Condenser inlet; 9: Boiler feed pump inlet)
4.2.3 Integration strategy
A tool chain was devised to facilitate the integration between the CLC and power plant models. First,
emphasis was placed on the feasibility of the CLC reactor to produce a suitable gas for power generation in
a downstream gas turbine cycle. As a first-level exploratory analysis, we studied the response of the power
plant when it is fed with the heat removal exhaust of the CLC reactor. Specifically, the outputs of gPROMS,
in terms of dynamically varying stream properties, were brought into Dymola as the boundary condition
for the gas turbine sub-model. The outlet of the gas turbine was then used as the input to the steam turbine
sub-model. Figure 6 shows the diagram of the combined cycle power plant integrated with CLC. The power
plant model, validated against the reference power plant was scaled up to an 392 MW. The hot gas of the
heat removal step, the stream (3) showed in Figure 6, was sent to the gas turbine operating at a pressure
ratio of 17:1. The gas flows to HRSG at 877.3 kg/s and at an average temperature of 557.5 ◦C. The heat
transferred from the exhaust gas is used to evaporate and superheat the water from liquid phase to hot and
dry steam at 551.8 ◦C and 158 bar in HRSG. To improve the power plant efficiency and better utilize the heat
of gas exiting from the CLC reactors, the reduction exhaust (9) is used to preheat the fuel, and the oxidation
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exhaust (14) is mixed with the high temperature gas turbine exhaust (4) after being depressurized. Table 4.1
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Figure 4.6: Diagram of the combined cycle integrated with CLC.
57
Table 4.1: Selected flows of the combined cycle power plant integrated with CLC.
Flow No. Medium P [bar] T [◦C] ṁ [kg/s]
1 Air 1.01 30 641.75
2 Air 17 450 641.75
3 Air 17 1018.39 641.75
4 Air 1.1 534 641.75
5 Air 1.1 557.5 877.3
6 Air 1.01 217.6 235.56
7 CH4 17 30 15
8 CH4 17 450 15
9 H2O/CO2 17 813 15
10 H2O/CO2 17 800 15
1 1 H2O/CO2 17 340 15
12 Air 1.01 30 235.56
13 Air 17 450 235.56
14 Air 17 621 235.56
15 Air 1.1 621 235.56
16 N2 17 450 300
17 N2 17 700 300
18 N2 17 450 300
19 N2 17 900 300
20 H2O(l) 173 41.7 94
21 H2O(l) 170 308.5 94
22 H2O(g) 165 350 94
23 H2O(g) 162 434 94
24 H2O(g) 158 551.8 94
25 H2O(g) 38.17 440.9 94
26 H2O(g) 36.07 502.7 94
27 H2O(g) 0.08 40.8 94
28 H2O(L) 0.08 40.8 94
4.3 Dynamic simulation of an integrated CLC-combined cycle
4.3.1 CLC design and operation
The design of the fixed bed CLC reactor was based on the dimensions reported in Spallina et al. [57] who
investigated the use of fixed bed reactors for a large-scale syngas-fueled power plant. As shown in Table
4.2, this reactor has a small length to diameter ratio and a 5-mm particle diameter, which was preferred in
order to reduce pressure losses in the system. As an extension to the work of Spallina et al.,42 methane
fuel is considered, in addition to syngas fuel, and synthetic oxygen carriers composed of CuO and NiO are
studied. The study of methane is valuable, since methane is the main component of natural gas and the
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demand of natural gas is expected grow in the near future, due to the advancements in drilling and fracturing
from shale gas.80 Also, as mentioned previously, CuO and NiO are promising oxygen carriers, given their
high reactivity in reduction and oxidation cycles. Optimal operating conditions were found by manipulating
the cycle strategy, as detailed in Han and Bollas [42]. Table 1 summarizes the ranges of the optimized solid
loadings and air streams. The cycle duration varies largely depending on the oxygen carrier and fuel type
and are described in more detail in the previous work [42].
Table 4.2: Design and operating variables of the fixed bed CLC reactor.
Parameters Values
Active weight content 20-23% wt.% NiO
Particle diameter[mm] 5
Reactor length [m] 11
Reactor diameter [m] 5.5
Pressure drop [bar] 0.08
Inlet pressure [bar] 17
CH4 flow rate [kg/s] 15
Air feed low [kg/s] 142-167
Inlet air temperature [◦C] 443-650
The results with the NiO oxygen carrier are investigated in greater detail, because NiO is able to tolerate
higher temperatures, making it favorable for integration with a combined cycle. Figure 4.7 presents the
CLC reactor performance of NiO with methane fuel, at the optimal operating conditions, as reported in
previous work [42]. The results are presented over the cyclic steady-state conditions in terms of the exit gas
temperature, exit gas enthalpy, and exit gas composition vs. cycle time. During oxidation, the temperature
of the exhaust gas first was first low (Figure 4.7(a)), as the heat from the reduction phase was purged out of
the reactor, and then quickly rose to reach the temperature set-point at the inlet of the gas turbine. When the
exhaust temperature was within 50◦C of the turbine inlet temperature (TIT) set-point, the cycle switched to
the heat removal phase (Figure 4.7(a)). As shown, the temperature of the reactor exhaust during the heat
removal phase is stable and within the permissible deviation from the set-point as defined in the optimization
problem (Figure 4.7(a)). Another advantage utilizing this gas stream for power generation is that it has the
highest gas enthalpy among the other phases shown in Figure 4.7(b). After the heat removal phase, the
reactor was briefly purged with inert gas (N2) and the reduction cycle was commenced. During reduction,
the entering fuel was oxidized into CO2 and H2O and the cycle was constrained to always be ≥90% CO2
capture efficiency, as shown in Figure 4.7(c).
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Figure 4.7: Schematic of the dynamic profiles of the (a) exit gas temperature, (c) exit gas enthalpy, and (c)
exit gas composition of the optimal cycle strategy with the NiO oxygen carrier and syngas fuel, for a turbine
inlet temperature (TIT) set-point of 1000◦C, as described in Han and Bollas.[ref]
To meet the capacity of the specific combined cycle plant in Monterrey, Mexico, the NiO-based CLC
reactor system was scaled-up by designing multiple reactors to run in parallel. All the reactors are identical,
using the optimal cycle conditions shown in Figure 7 and discussed in Han and Bollas.53 However each
reactor has an individual time delay, calculated by (nrct-1)τred, where nrct is the reactor number and τred is
the reduction cycle time interval. This calculation ensures that once reduction completes in one reactor, it
begins in another. For this specific case study, a total of 6 reactors would be needed to deliver a continuous
conversion of methane fuel. Downstream the reactors, the gases are mixed according to their current cycles,
assuming ideal gas behavior. Hence, the combined reactor exhausts are grouped as: CO2/H2O from reduc-
tion, N2/O2 from oxidation, and air from heat removal, as shown in Figure 7(a). The properties of the mixed
gas streams downstream the CLC reactor network were utilized as boundary conditions to the power plant.
It is stressed that for this present study, only the exhaust stream pertaining to the heat removal step (HR-1 of
Figure 7) was used in the integrated power plant.
4.3.2 Dynamic response of the power plant
The air exhaust from the CLC network was expanded in the downstream gas turbine cycle. Figure 4.8 shows
the response of the gas turbine and steam turbine sub-models to the dynamically varying CLC output. For
the scaled-up power plant integrated with CLC reactor, the average net efficiency is 52.4% and the standard
deviation is 2.44%. As shown in Figure 4.8(b), the dynamic temperature profile from the CLC reactors
produces a time-varying power profile. The time-averaged power of the gas turbine was 238.04 MW with a
standard deviation of 20.34 MW. Figure 4.8(c) presents that the dynamic temperature profile of gas turbine
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exhaust results in the time-varying power generated by steam turbines. The average power of 154.70 MW
is produced by the Power Generator which is connected to steam turbines. The sub-models of scaled-up
power plant were tuned and the average results of dynamical steam side model are shown in Figure 4.8.
The standard deviations to the dynamics are around 0.6% ∼ 1%. The arrangement of the HRSG and steam
turbines for the scaled-up model is the same as the Monterrey power plant, thus the flow of working fluid is
the process discussed previously.
Figure 4.8: (a) Outlet temperature profile of the mixed gas streams exiting the CLC reactor network for all
of the CLC steps; (b) dynamic performance of the gas turbine; and (c) dynamic performance of the steam
turbines.
4.4 Conclusions
This work presented a modeling framework to evaluate the dynamic performance of a combined cycle power
plant with Chemical-Looping Combustion (CLC). A high-pressure fixed bed CLC reactor was optimized
to maximize the efficiency of the downstream combined cycle. The time-varying gas stream exiting the
CLC reactor was fed to the gas turbine and steam turbine sub-models. Each of the power plant models was
independently validated against steady-state data from an existing natural gas-fired power plant. It was found
that the dynamically changing output from the CLC reactor marginally affected the electricity production of
the power plant. Further work will be done to integrate all the streams between the CLC unit and the power
plant for efficiency calculations as well as study the system under part-load operation. The developed tool




Optimal design of combined cycle power
plants with fixed-bed chemical-looping
combustion reactors
Abstract
Process intensification options are explored for near-carbon-neutral, natural-gas-fueled combined cycle (CC)
power plants, wherein the conventional combustor is replaced by a series of chemical-looping combustion
(CLC) reactors. Dynamic modeling and optimization are deployed to design CLC-CC power plants with
optimal configuration and performance. The overall plant efficiency is improved by optimizing the CLC
reactor design and operation, and modifying the CC plant configuration and design. The optimal CLC-CC
power plant has a time-averaged efficiency of 52.52% and CO2 capture efficiency of 96%. The main factor
that limits CLC-CC power plant efficiency is the reactor temperature, which is constrained by the oxygen
carrier material. CLC exhaust gas temperature during heat removal and gas compressor to gas turbine
pressure ratio are the most important operating variables and if properly tuned CLC-CC power plants can
reach high thermodynamic efficiencies.
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5.1 Model basis
5.2 Fixed bed reactors for chemical–looping combustion
Cyclic CLC in fixed bed reactors is feasible as a semi-batch process that sequentially exhibits reduction,
oxidation, heat removal and reactor purging (between the reduction and oxidation stages to eliminate gas
mixing). During the reduction step, a gaseous fuel (in this work CH4) is oxidized by a metal oxide to produce
CO2 and H2O. The reduction stage should be operated at high conversion to CO2, which translates to overall
CLC carbon capture efficiency (>96% was targeted in this work). After oxygen carrier reduction, the reactor
is purged and the reduced metal is oxidized by air. Depending on the oxygen carrier material used, metal
reduction can be endothermic or exothermic. As discussed in the next section, this work assumes a Ni-based
oxygen carrier for which reduction with methane is endothermic and oxidation with air is highly exothermic.
Thus, in the oxidation stage the reactor bed and exhaust temperatures increase rapidly. Because of the
thermal characteristics of the reactions in sequence, the reactor exhaust temperature reaches its maximum
value after oxidation. The heat generated from metal oxidation is pushed out of the reactor with a heat
removal stage, during which nitrogen or air flow through the reactor liberating heat generated from the
exothermic oxidation reaction by convection. The exhaust of that stage, being the highest enthalpy and
highest temperature stream of the CLC sequence, can be used to feed a gas turbine of a Brayton cycle or a
combined cycle power plant. Therein, the high-temperature exhaust stream of the CLC heat removal stage
is expanded in gas turbines. The other low-quality streams (e.g. reduction and purge exhaust) can be used in
the steam cycle of a combined cycle power generation unit to improve thermodynamic efficiency. Between
the reduction and oxidation stages, or the heat removal and reduction phases, the reactor is purged with inert
gas (i.e. N2). In previous work, the sequencing between these CLC stages was optimized for stable exhaust
temperature from the oxidation cycle [50]. This was solved as a constrained optimal control problem to
ensure that a high but relatively constant temperature stream feeds the gas turbine of a combined cycle
power plant to protect the turbine structural integrity and maximize plant efficiency.
5.2.1 Chemical–looping combustion oxygen carrier
Three of the most widely studied oxygen carriers are based on Cu, Ni, and Fe [48], of which the high melting
point of Ni (1453◦C) allows CLC reactors to operate at a wider temperature range and improve power
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generation efficiency. Very often these materials are supported on Al2O3, a well-known, strong and heat
tolerant catalyst support. Going beyond materials supported on Al2O3 or SiO2, Adánez et al. [49] explored
materials comprising 40−80% of Ni, Cu, Fe, Mn oxides on Al2O3, sepiolite, SiO2, TiO2, and ZrO2, using
methane as fuel. Ni oxides supported on TiO2 were shown most promising for high temperature and high
pressure operation, due to their high reactivity, high conversion, stability and strength at temperatures higher
than 1200 ◦C and up to 1300 ◦C. This provides a good baseline for oxygen carrier materials that can be used
at very high temperatures for intensified CLC-CC process analyses that focus on efficiency maximization.
Therefore, NiO-based oxygen carriers were studied in this work because of their high reactivity and fuel
conversion, material strength and tolerance to high temperatures, and high melting point. In previous work
[50, 51], Al2O3 was assumed as the support material of the Ni-based oxygen carrier. The corresponding
analysis [18] was performed at a maximum oxidation reaction temperature of ∼ 1150◦C to account for
concerns with sintering and spinel formation of the NiO on Al2O3. For high temperature studies, Ni oxides
supported on NiAl2O4 were studied at reaction temperatures of up to ∼ 1200◦C. Here, we explore further
efficiency maximization options for the CLC reactor by assuming a Ni-based oxygen carrier supported on
TiO2, which was shown promising at reaction temperatures up to 1300◦C in the work by Aánez et al. [49].
Assuming the reaction kinetics developed in Han et al. [50, 51] hold for the TiO2 support, the performance
of fixed bed chemical-looping combustion at reactor temperatures up to 1300◦C is explored. We note that
oxygen carriers with NiO supported on TiO2 might exhibit different reactivities for particular reactions, but
the focus here is on understanding the impact of CLC reactor temperature (as optimized in the following) on
overall plant efficiency. Further validation with kinetics studies and material optimization could refine this
work in terms of accuracy in kinetics prediction.
5.2.2 CLC reactor model and reaction kinetics
The one-dimensional dusty gas model proposed by Han and Bollas [110, 118] is used as the basis of the
fixed-bed CLC reactor model in this work. This heterogeneous model was used to evaluate the dynamic
behavior of a fixed bed reactor for chemical-looping reduction, and the influence of particle properties
on the reactivity of Ni-based oxygen carriers. Specifically, the reactor was assumed to be adiabatic with
negligible radial temperature and concentration gradients. The model considers mass and heat transfer
between the solid and the fluid phase and intraparticle diffusion. The fluid phase was assumed to follow
axially dispersed plug flow regime with a momentum balance based on the Ergun equation. The reactor
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model was shown to be in excellent agreement with literature and experimental data, for a variety of Ni-
based oxygen carriers, operating conditions and reaction temperatures. Zhou et al. [108, 112, 119] used this
model to propose a set of gas-solids reaction kinetics model predicting atmospheric fixed bed experiments
for Cu- and Ni-based oxygen carriers. Then, a framework presented by Han et al. [110] applied structural
identifiability and distinguishability analysis to evaluate the candidate kinetic models for NiO reduction and
Ni oxidation reactions, addressing literature controversies in terms of prominent reaction networks, kinetic
mechanisms, and kinetic parameters. Based on the kinetic models developed, high-pressure fixed bed CLC
experiments with Cu- and Ni-based oxygen carriers were designed and performed [118]. The effect of
pressure on reaction kinetics was represented with an empirical correlation [120] and the kinetic model was
verified for pressures ranging from 1 to 10 atm [107]. Therefore, the reactor and kinetic models used in
this work are accurate and feasible to describe large-scale fixed bed reactors operating at high pressure. The
reactor and kinetic models for CLC were developed in gPROMS [10]. As noted, this work extrapolates this
model to higher temperatures and pressures for the sake of dynamic efficiency analysis.
5.2.3 Concept of CLC-CC power plant model
In a typical CC power plant, the combustion of fuel and compressed air generates high-temperature and
high-pressure flue gas, which is expanded by gas turbines to produce electricity. As shown in Figure 5.1,
the hot exhaust gas from gas turbines is utilized by a heat recovery steam generator (HRSG) to generate
and superheat steam, which is used to produce additional electricity in a steam cycle. In this work, the
configuration and data of a CC power plant located in Monterrey (Nuevo Leon, Mexico) was used [121].
The reference CC power plant has power output of 250 MW and net efficiency of ∼58%, generated by
a 160 MW ABB GT 24 gas turbine, an ABB CE once-through HRSG, and a 90 MW ABB reheat steam
turbine unit [18]. Natural gas and air are compressed to a high pressure of 30 bar, reacted in a a conventional
adiabatic combustor and expanded in the gas turbine. In the bottoming steam cycle, the superheated steam at
160 bar and 565 ◦C is expanded by multi-stage steam turbines to generate electricity. Previous work focused
on the development of a dynamic model for this plant [18]. Here, two cases were simulated to represent the
performance of the reference CC power plant. The two scenarios use identical designs for the gas turbine but
different designs for the steam cycle. In previous work [18], a single-pressure CC model with an efficiency
of 57.4% was studied. As shown in Figure 5.2a, water is pressurized to high pressure, ∼185 bar, before
being evaporated and superheated in the HRSG. In the design of dual-pressure CC power plant shown in
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Figure 5.2b, the condensed water is fed to a low-pressure Economizer and Evaporator after being pressurized
to low pressure, ∼7 bar. Then, the mixture of liquid and vapor is sent to a drum. The low-pressure liquid
water is further pressurized to 185 bar and the high-pressure water is evaporated and superheated in a series
of heat exchangers in the HRSG, while the low-pressure vapor is expanded in the bottoming low-pressure
steam turbine. The CLC-CC power plant with dual pressure can achieve higher efficiency of 58.5%, due
to the better flue gas heat utilization achieved at lower water pressure (lower boiling point). These two
dynamic models were developed in Dymola [9] and validated against the reference CC power plant. The
validation was performed for the gas turbine and steam cycle sub-models. These sub-models were tuned to
match the performance of the reference supercritical power plant operating at full load. Characteristic maps
of the gas compressor and turbine were implemented to match the state of gas streams. The heat recovery
steam generation unit of the steam cycle was simulated as a series of shell and tube exchangers. Multi-stage
steam turbines were grouped by their functions as high-pressure, intermediate-pressure and low-pressure
steam turbines. The condenser was sized to match the reported condensing pressure. The speed and internal
volume of the boiler feed pump were tuned to match the exit pressure and mass flow rate of water fed to the
boiler. Pressure drop and temperature at various points of the plant were simulated accurately. In conclusion,





































































Figure 5.2: References of CC power plant: (a) CC power plant with single pressure; (b) CC power plant
with dual pressure.
This CC power plant model was used as reference for the design of CLC-CC power plants in this work.
The general concept of CLC-CC is to replace the conventional combustor of a CC power plant with a CLC
island that operates as a series of fixed bed reactors in parallel, as shown in Figure 5.1. The feed and exhaust
gas of these fixed bed reactors switch dynamically to accommodate the CLC reduction, purge, oxidation
and heat removal stages. Gas streams exiting each reactor at any point in time are different. The exhaust
gas after the heat removal stage is most suitable for expansion and power generation by the downstream gas
turbine, due to its high temperature [42]. A valve system with a switching control architecture needs to be
devised to deliver continuous streams of each CLC exhaust gas to various locations of the CC power plant
(gas turbine and heat recovery units).
5.3 Optimization of the CLC-CC power plant
5.3.1 CLC-CC power plant description
As shown in Figure 5.1, the combustor of a conventional CC plant is replaced by a CLC reactor island. The
key aspects of this integration from the CC plant side are discussed here. Air and fuel fed to the CLC island
are compressed by the gas compressors of the CC plant. The high-temperature fraction of the CLC island
exhaust is expanded by the gas turbine connected to a generator to produce power. Then, the gas turbine
exhaust along with lower temperature exhaust streams from the CLC island are fed to a heat recovery steam
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generator comprising a series of heat exchangers: Economizers; Evaporators; Superheaters; and Reheaters.
If the reference design remains unchanged, CLC exhaust gas and cold compressed water flow in counter-
current mode through this series of heat exchange steps in the sequence depicted with arrows in Figure
5.1. The boiler feedwater is first preheated in the Economizer, then evaporated in the Evaporator and the
resulting partially moist steam is superheated in the Superheater. The superheated high-pressure steam is
then expanded in a high-pressure steam turbine. The stream leaving the HP turbine is sent back to the boiler
to be re-superheated. The steam from the Reheater is further expanded in a low-pressure turbine. These
multi-stage steam turbines are connected to a generator for electricity production. The low-pressure steam
is condensed in the Condenser feeding water to the boiler feed pump to be pressurized again, closing the
steam cycle. This is a basic conceptual design of how CLC can be integrated with CC, based on the reference
plant. As discussed later, several alternative plant configurations can be designed. In the base design, the
available CC plant-level degrees of freedom are the pressure ratio of the gas compressor (CPR) and the gas
turbine (GT), the gas turbine inlet temperature TIT , and the mass flow rate/temperature/pressure of the
superheated steam. Configuration and size of the heat recovery system could be modified to maximize the
power plant efficiency for the specific set of streams exiting the CLC island as discussed in the following.
5.3.2 Optimization strategy for CLC-CC power plant
The incorporation of a CLC island into a CC power plant should include a control strategy to manage the
streams of gas fed to and exiting from each reactor, in order to operate the CLC-CC plant continuously at
near-steady-state conditions (cyclic steady-state for the CLC and oscillating steady state for the CC). The
gas streams leaving each reactor need to be switched or mixed in the CLC island before feeding downstream
CC components. In turn, inputs to the CLC island must satisfy CC plant boundary conditions. Since there
exist several streams (of different temperature and enthalpy) leaving the CLC Island, the power plant gas
compressors, turbine and the configuration of the HRSG need to be adapted accordingly. The pressure ratio
of the compressor and gas turbine, mass flow rate of the feedwater in the steam cycle, temperature and
pressure of the superheated steam need to be configured for the enthalpy available from each stream of the
CLC island. Therefore, optimization of the integrated CLC-CC power plant needs to employ a hierarchical
architecture, such as the one shown in Figure 5.3, where the integrated CLC-CC system is decoupled into
three sub-systems that need to be optimized: the CLC reactor island; the gas turbine; and the steam cycle.
Figure 5.3 also shows the variables of interaction between each plant component, available design and
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control variables, and the modeling framework of each component.
The operating schedule of each reactor, as well as the design of each reactor needs to be tuned to match
the load of the reference power plant and maximize the efficiency of the overall power plant operation. One
approach to accomplish this is to simultaneously optimize the design and control of the network of CLC
reactors in a model architecture that involves all the CLC reactor models and the power plant model. How-
ever, in order to reduce computational cost, a more practical approach was used in this work. Each reactor
was optimized (in terms of design and control) for CLC metrics that directly relate to CC plant efficiency.
Then the optimal design of each CLC reactor was applied to a series of identical CLC reactors operating
in parallel. Thus, the optimization problem of the CLC island was first converted to a problem for each of
several identical reactors, for which design and performance optimization was solved simultaneously. The
objective of CLC reactor control was to deliver a stream of heat removal exhaust at nearly constant, high tur-
bine inlet temperature (TIT ) and high enthalpy, while satisfying constraints with respect to the maximum
reactor temperature, fuel conversion, and CO2 capture efficiency. The CLC reactor design optimization
variables were the mass flow rates of fuel and air (ṁfuel, ṁair), oxygen carrier loading (ω), temperature
of feed air (Tair), and the number of reactors used in the CLC island (nrct). Here, fuel input was set to
be equal to that of the reference plant, hence it was set as a fixed boundary condition. Each reactor was
sized according to recommendations reported in [37]. The CLC control variables were the duration of CLC
stage steps, i.e. duration of reduction (τredtauox), and heat removal (τhr). To simplify the sequencing and
improve thermodynamic efficiency the exhaust gas from the oxidation stage was mixed with supplemental
air from the compressor and used for the heat removal step. In this manner, the heat of the oxidation exhaust
was recovered and used to increase the enthalpy content of heat removal. The decision variables of the CLC
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Figure 5.3: CLC-CC Design and Optimization Problem Architecture. CLC: chemical-looping combustion
sub-model; GT: Gas turbine sub-model; ST: Steam cycle sub-model; nrct: number of reactors; ω: NiO
content in OC; Tair: temperature of air fed to the CLC reactor; ṁair: mass flow rate of air fed to the CLC
reactor; ṁfuel: mass flow rate of fuel; ṁhr: mass flow rate of heat removal exhaust; ṁred: mass flow rate
of reduction exhaust; Tred: temperature of reduction exhaust; Tpu: temperature of purge exhaust; TIT :
gas turbine inlet temperature; TOT : gas turbine outlet temperature; PR: pressure ratio; ntube,i: number of
tubes in a specific heater i; Hhex,i: height of heater i; Whex,i: width of heater i; Lhex,i: length of heater i;
TSH : temperature of superheated steam; pSH : pressure of superheated steam; ṁfw: mass flow rate of feed
water; NCPR: compressor speed; NBFP : speed of boiler feed pump.
Table 5.1: Variables of the CLC optimization problem.
Design Variables Notation
Air feed rate ui
Air temperature -"-
Metal oxide content in oxygen carrier -"-
Control Variables Notation
Reduction time interval τi
Oxidation time interval -"-
Heat removal time interval -"-
5.3.3 CLC reactor optimization formulation
As noted, CLC is integrated in a CC power plant as an island of multiple, identical reactors operating in
parallel. For a given power requirement and oxygen carrier reactivity (kinetics), an optimal control strategy
was implemented to seek for maximum energy efficiency of the fixed bed while satisfying CLC-specific
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constraints (e.g., CO2 capture efficiency, fuel conversion and the maximum allowable temperature inside
each reactor) and CC plant boundary conditions. Each CLC reactor was fed periodically with CH4 for
reduction, N2 for purge, and air for oxidation and heat removal. The fixed bed reactors operate in parallel
but with their sequencing between CLC stages (oxidation, heat removal, reduction) tuned so that the power
plant can process continuous streams of fuel and air. The corresponding control profiles for the feed gas
streams were modeled as piecewise constant functions, u(ti) = ui, where u is the vector of design variables
of Table 5.1. This set of optimization variables was summarized in the design vector, φ, shown in (6.2),
which is constrained by upper and lower limits permitted in the design space, Φ:
φ = [ui, τi, ω] ∈ Φ, (5.1)
Each CLC reactor was operated with a time delay, τdelay = (irct − 1) × τred, where irct is the ith
reactor in the CLC island and τred is the interval of reduction. The duration of the reduction stage, τred, is
the dominant time scale for the overall process, because it controls fuel consumption and conversion, and
carbon formation (after oxygen depletion in the oxygen carrier during the reduction stage). For nrct reactors
operating in parallel with a continuous flow of fuel being oxidized in only one reactor, the duration of one
complete CLC cycle should be nrct × τred, where nrct is the number of reactors used in the CLC island.
In one complete cycle, there are two purge stages with duration of τpu. These are negligible compared to
the duration of other stages. For a given reactor size, the number of reactors depends on oxygen carrier
loading and reactor hydrodynamics, but overall should be kept as small as possible to reduce capital cost
and footprint. In the simpler design case there is always one reactor operating in reduction mode and the
fuel feed is switched from one reactor to another (nred∀t). To deliver flat temperature profile from the heat
removal stage exhaust, the duration of heat removal, τhr, should be nhr × τred, where nhr is the number
of reactors operating at the heat removal stage at any time. In practice, this approach splits a CLC cycle to
equidistant time intervals τred, assigns one (or nred in the general case) for reduction, nhr for heat removal
and nox for oxidation. The corresponding time interval for the oxidation stage τox is then imposed as the
constraint of Eq. (5.2):
τox = (nrct − nhr − 1)× τred − 2τpu. (5.2)
This sequencing strategy is illustrated in Figure 5.4. In this example, the duration of one complete CLC
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cycle is set to be six times τred, i.e. nrct = 6, and the minimum number of reactors operating at heat removal
is three, i.e. nhr = 3. Therefore, τox ≈ 2τred if we neglect the small duration of purging. Therefore at
any point in time, in the CLC island there is one reactor that operates at reduction mode, two reactors at
oxidation mode, and three reactors operate at heat removal mode feeding continuously the downstream gas










Figure 5.4: Operation sequence of the fixed bed reactor during one complete CLC cycle time. (RED:
Reduction phase; OX: Oxidation phase; HR: Heat removal phase; Rct: reactor; τred: duration of reduction
phase; τcycle: duration of a complete cycle.
The optimal control strategy employed tries to maximize the thermodynamic efficiency of the CLC
island in terms of its power generation capability. One metric of energy efficiency is presented in Eq. (5.3),








where Tout, ṁout, hout are the temperature, mass flow rate, and enthalpy of the exhaust stream, τhr is the
time duration of heat removal to produce electricity in the gas turbine, and τcycle is the time interval for
one complete redox cycle. Maximization of the heat removal stage enthalpy in each CLC reactor directly
benefits the efficiency of the power generation sector, because it maximizes the power generation from the
gas turbine, which is the highest efficiency component in the CC (when integrated with a steam cycle down-
stream). This optimization needs to be executed with embedded constraints with respect to CO2 capture
efficiency and fuel conversion. CO2 capture efficiency is controlled by the formation of carbon over reduced
oxygen carrier during the reduction stage and can be optimized by tuning the duration of the latter. In this
work, CO2 capture efficiency was constrained to ≥ 96% and fuel conversion was set to ≥ 98%, as shown
in Eqs. (6.8) and (6.9). If carbon formation is of concern in the optimal CLC design, addition of steam can
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serve as a countermeasure. Addition of steam would reduce the thermodynamic efficiency of the CLC-CC
process and was not studied in this work. Additional constraints were set as to maintain stable Tout(t) from
the heat removal stage (within a set tolerance, δ from a target set point for the gas turbine inlet tempera-
ture, TIT ), reasonable pressure drop across the reactor, and maximum allowable internal temperature were



















T (t, z) + δ ≤ Tmax. (5.8)





















xmin ≤ x ≤ xmax
umini ≤ ui ≤ umaxi ∀i ∈ [1, Nu]
τmini ≤ τi ≤ τmaxi ∀i ∈ [1, Nu]
ωmin ≤ ω ≤ ωmax
(5.9)
In Eq. (6.13), f is the set of differential-algebraic equations (DAEs) describing the CLC reactions
and hydrodynamics inside a fixed bed reactor [42], with its initial conditions and constraints for states x,
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admissible inputs ui, cycle times τi and metal oxide content in the oxygen carrier ω. Since it normally
takes more than one redox cycle to reach cyclic steady-state, the time horizon of the optimization was set
to at least three times the τcycle. By using an extended time horizon, a periodicity condition was ensured
in the optimization problem, which solved only for the variables of the last cycle. The above problem was
implemented and solved in the commercial software package gPROMS [10]. The DAEs were solved using
the backwards differentiation formula with a sequence of alternating boundary conditions (for oxidation,
heat removal, reduction and purge) as in the example shown in Figure 5.4, with τred as the optimization
variable constrained by Eq. (5.2). The resulting dynamic optimization problem was solved with the Outer
Approximation - Equality Relaxation - Augmented Penalty algorithm .
5.3.4 Design of CLC power plant configuration
To demonstrate the relationship between design and efficiency of the CLC-CC plant, a series of plant config-
urations was explored. Figure 5.5 shows five different power generation configurations, including a simple
Brayton cycle, a steam thermal power plant, a CC power plant, a CC with reheat cycle, and a more advanced
HRSG configuration with dual-pressure steam cycle. These power systems were integrated with the optimal
CLC island discussed in the previous Section. In the design of Figure 5.5a, the gas turbine was fed by the
CLC heat removal stage exhaust. In the design of Figure 5.5b, the heat removal stage exhaust feeds the
HRSG to evaporate and superheat water to use in a downstream steam cycle. The HRSG consists of an
Economizer, Evaporator and Superheater. After being superheated, the steam is expanded in a downstream
steam turbine and then condensed and pressurized to close the loop. The gas exhaust from the HRSG is sent
back to the CLC island at the temperature required by CLC island boundary conditions. Figure 5.5c shows
a CLC-CC power plant with a reheat cycle. Compared to the simple steam thermal power plant, this de-
sign combines the Brayton cycle and Rankine cycle, and introduces one more heat exchanger, the Reheater
in the HRSG. After expansion in the high-pressure turbine, the steam is reheated in the HRSG and then
expanded further in a low-pressure steam turbine. The design shown in Figure 5.5d introduces two more
HRSGs to utilize the reduction stage exhaust (stream (10)) and purge stage exhaust ((12)). For this purpose,
the water from the boiler feed pump was divided into two streams, feeding the HRSG1 and HRSG2. The
purge streams were assumed to be refreshed with supplemental N2 and recycled back to the CLC island
for purging. The inlet and outlet temperature of the purge streams was matched between the CLC model
and the CC model, and their pressure loss was accommodated by the use of a compressor. Because of the
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very small requirements for N2 supplement, the energy penalty for N2 separation was considered negligible
in the analysis presented herein. Figure 5.5e shows the advanced CLC-CC power plant with dual-pressure
steam. The condensed water is pressurized to low pressure and then preheated and evaporated by the heat
exchangers in the HRSG1. The mixture of low-pressure steam and liquid is separated in a drum. The steam
feeds a low-pressure superheater and then a low-pressure steam turbine. The low-pressure liquid water is
pressurized to high pressure and then evaporated and superheated by a series of heat exchangers, as shown
in Figure 5.5d. Analysis of these alternative designs has two objectives: (a) to illustrate the contribution of
added complexity on the efficiency of the integrated CLC-CC plant, and (b) to qualify the added complexity
brought by the multiplicity of CLC heat streams in terms of additional design and control variables for the
integrated plant. The control and design variables of these power plant configurations are provided in Table
5.2. It is noted that more advanced designs encompass more design variables. The control variable NCPR is
common in each scenario because the CLC island is gas-fueled. The control variable NBFP , and the sizes
and tubing of heat exchangers decide the state of water in the steam cycle and heat transfer effectiveness
therein. Each of these sets of design and control variables were manipulated to improve the efficiency of
each of the design configurations of Figure 5.5, following the experience and methods discussed in Chen et
al. [122, 123].
Table 5.2: Control and design Variables for the power plant configurations presented in Figure 4. Notation
is provided in Figure 2.
Configuration Components Design variables Control variables
a CLC, GT TIT , PR, Tair, ṁair τi, NCPR
b CLC, ST
TIT , PR, Tair, ṁair, ṁfw,
TSH , pSH , ntube,i, Lhex,i,
Whex,i, Hhex,i
τi, NCPR, NBFP
c CLC, GT, ST
TIT , TOT , PR, Tair, ṁair,
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Figure 5.5: Diagram of fixed bed CLC island inegrated with: (a) gas turbine power generation; (b) steam
thermal power generation; (c) simple combined cycle; (d) simple combined cycle with reheat cycle; (e)
advanced combined cycle. (CPR: Compressor; G: Power Generator; GT: Gas Turbine; SH: Superheater;
RH: Reheater; EVA: Evaporator; ECO: Economizer; HP: High-pressure Turbine; LP: Low-pressure Turbine;
CON: Condenser)
5.3.5 Integrated model of CLC-CC power plant
As mentioned, the CC models were developed in the software Dymola [9] using library components from the
Modelica and Modelon libraries. In this Section, we describe the key components of the most advanced CC
model to briefly demonstrate to modeling process. Figure 5.6 shows the CC model developed for the plant
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of Figure 5.5e. The flow rates, state and properties of the mixed gas streams at the exit of the CLC island
were used as boundary conditions to this model. The stream numbers in Figure 5.6 correspond to those of
Figure 5.5e. In the gas turbine sub-model, the gas compressor was modeled as an axial compressor fed with
ambient air. The gas stream from the compressor was split into two streams feeding the oxidation (noted as
(2) in Figure 5.5e) and heat removal steps in the CLC island, with same stream properties but different mass
flow rates. The heat removal gas stream from the CLC island was compiled in a boundary condition time
table (TGT in Figure 5.6a). The gas compressor and turbine were connected to a simple generator model.
In the steam cycle sub-model, stream properties of the gas turbine exhaust were used by the HRSG1 in the
form of the time table TOT of Figure 5.6b. In the HRSG1, a series of heat exchangers were specified as
low-pressure Economizer, low-pressure Superheater, and Reheater, Evaporator, and Economizer for high-
pressure water based on their functions. In the HRSG2, two Economizers and one Superheater were used
to utilize the heat of the reduction exhaust from the CLC island, and evaporate the water stream noted as
stream (14). In the HRSG3, the heat of the purge exhaust was utilized in a Superheater. The heat exchangers
used in these three HRSGs were modeled as shell and tube type heaters. The superheated steam stream from
HRSGs was expanded in multi-stage steam turbines, which were modeled using Stodola’s Law. These steam
turbines were connected to a simple generator model to convert mechanical torque to electricity. Expanded
steam was condensed in a water-cooled Condenser considering two-phase equilibrium and steam tables.
Condensed water was pressurized in the boiler pump, which was modeled as positive displacement pump
with ideally controlled speed. For simplification, multiple-stage heaters, turbines, condensers and pumps
were grouped according to their functions in the model developed. For example, the steam turbines used for
expanding the superheated steam from SH2 in HRSG3 were grouped as one high-pressure steam turbine. A
PID controller was tuned to to control the water flow in the steam cycle by manipulating the pump speed.
The configuration and arrangement of all the components in the system were tuned for maximum power
generation and efficiency. The configuration and sizing of the heat exchangers in the steam cycle aimed at
attaining a pinch point temperature <10◦C and save cost on heat exchange surface. Kehlhofer et al. [124]









































Figure 5.6: Diagram of the Dymola model of the CLC-CC power plant: (a) gas turbine model; (b) steam
cycle model. (Stream numbers correspond to those of Figure 5.5.)
5.4 Results of reactor- and plant-level optimization
The values of variables, parameters and constraints of the optimization problem of Eq. (6.13) for each
CLC reactor are presented in Table 5.3. The optimal Ni loading in the oxygen carrier was calculated at
40 wt% (upper bound) to allow for higher reactor temperatures (up to 1300◦C) from the oxidation of Ni
while satisfying the CO2 capture efficiency constraint of ≥96% and fuel conversion efficiency of ≥98%.
The value of 25.3 was used for the pressure ratio of the downstream gas compressor and 24.33 for the
gas turbine. This enables the stream of air sent to the CLC reactor to reach the optimal temperature of
478.6◦C. The depleted air from the oxidation stage was mixed with a supplemental stream of air from the
compressor to feed the heat removal stage. In this way, the high-temperature oxidation exhaust is recycled,
thus increasing the temperature of the stream fed for the heat removal stage to ∼534◦C. This leads to higher
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TIT for a longer period of time, which increases the utilization of oxidation heat in the high-efficiency gas
turbine. Following the reactor sequencing constraint of Eq.5.2, the duration of the heat removal stage was
set to three times that of the reduction , τred = 730 s. Thus, the CLC system delivers a continuous, nearly
constant, high-temperature stream to the gas turbine.
Table 5.3: Design and operating variables of the fixed bed CLC reactor.
Parameters Values
Active weight content 40 wt.% NiO
CO2 capture efficiency [%] 96
Fuel conversion [%] 98
TIT [◦C] 1260
Particle diameter[mm] 5
Reactor length [m] 9.4
Reactor diameter [m] 4.7
Pressure drop [bar] 0.92
CH4 flow rate [kg/s] 8.626
Oxidation feed flow (O2) [kg/s] 146
Oxidation feed temperature [◦C] 478.6
Heat removal feed flow (O2) [kg/s] 377.5
Heat removal feed temperature [◦C] 534





Figure 5.7 presents the performance of the optimal CLC reactor, at cyclic steady state, in terms of
dynamic profiles of temperature, enthalpy and molar fraction of the gas exiting the reactor. During the
oxidation phase, the exit temperature first decreases because the residual low-temperature heat from the
reduction phase is being purged out. The exhaust temperature increases, as the heat from oxidation reactions
reaches the exit of the reactor. The cycle is switched to the heat removal phase when the temperature of the
exhaust gas reaches the TIT set-point with a permissible deviation of 50◦C. This deviation constraint was set
to protect the gas turbine from excessive wear. The heat removal exhaust gas has high enthalpy (Figure 5.7b)
without significant fluctuations in temperature or enthalpy. Small changes exist in the profiles of N2 and O2
between CLC steps, because the air feeding the heat removal stage is mixed with the depleted air from the
oxidation phase. After the heat removal step, the reactor is purged and the reduction stage commences. The
cycle is constrained to operation at ≥ 96% CO2 capture efficiency and ≥ 98% fuel conversion. These two
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Figure 5.7: Dynamic profiles of: (a) exit gas temperature; (b) exit gas enthalpy; and (c) exit gas composition
of the optimal cycle strategy for a TIT set-point of 1250 ◦C. (RED: Reduction; OX: Oxidation; HR: Heat
removal; PU: Purge.)
5.4.1 Scheduling of CLC reactors in parallel
Six reactors in parallel were used to deliver continuous fuel consumption with τcycle = 6τred + 2τpu. The
exhaust gas streams from each reactor were mixed according to their originating cycle. Thus, the overall
exhaust of the CLC island was grouped as: CO2/H2O from the reduction step, N2/O2 from the heat removal
step, and N2 from the purge step. Figure 5.8 shows the temperature profiles of the exhaust streams of
the six reactors operating in parallel. Because the streams from multiple reactors are mixed, the temporal
temperature profile of the heat removal exhaust from the CLC island (i.e. the gas stream feeding to the
downstream gas turbine) shows less fluctuations than that from one single CLC reactor (Figure 5.7a). The
heat removal exhaust (i.e. stream (7) shown in Figure5.5e) has an average temperature of 1260◦C and mass
flow rate of 377.6 kg/s. The reduction exhaust (i.e. the stream (10) shown in Figure5.5e) has an average
temperature of 1014◦C and an average mass flow rate of 43 kg/s. Because the exhaust of N2 purge (i.e.
stream (12) shown in Figure5.5e) is not continuous, this stream was collected in an accumulator to feed the
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Figure 5.8: Temperature profile of gas feeding the gas turbine, HRSG1, and HRSG2. The gas exhaust
pressure at the exit of the CLC reactors is set to 23.58 bar.
5.4.2 Analysis of CLC-CC design and configuration options
Table 5.4 presents the detailed comparison of the reference CC of plant and the CLC-CC design configura-
tions of Figure 5.5. As expected, the plant with optimal efficiency is plant (e) of Figure 5.5. This CLC-CC
plant configuration operates at efficiency that is ∼6% points lower than that of the reference power plant.
Compared with the reference power plant the optimal CLC-CC power plant has a higher power generation
(108.1MW) from the steam cycle and lower power generation from the gas turbine (118.7 MW). In agree-
ment with prior work by Spallina et al. [37], it is seen that the net electricity efficiency of the CLC-CC plant
is only slightly lower than that of the reference plant, despite the considerably different contributions from
the gas turbine and the steam cycle. The lower TIT (constrained by the oxygen carrier temperature limita-
tions) is the main contributor to the efficiency loss, but also to the different distribution of power generation
from the gas turbine and steam cycle. Because of the lower TIT , the gas turbine contributes less to the net
power production, while the steam cycle contributes more.
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Table 5.4: Comparison of the reference power plant and the CLC-CC design configurations of Figure 5.5. Ambient air temperature was set to 30 ◦C
and ambient pressure was pressure 0.969 bar.a
Power plant Ref. (a) Ref. (b) (a) (b) (c) (d) (e)
Fuel Natural gas Natural gas Methane Methane Methane Methane Methane
Fuel input [MW] 431.3 431.3 431.3 431.3 431.3 431.3 431.3
ṁFuel [kg/s] 8.784 8.784 8.626 8.626 8.626 8.626 8.626
ṁAir [kg/s] 351 351 412 412 412 412 412
TIT [◦C] 1440 1440 1260 1260 1260 1260 1260
TOT [◦C] 660 660 566 - 566 566 566
CPR pressure ratio 30:0.969 30:0.969 24.5:0.969 - 24.5:0.969 24.5:0.969 24.5:0.969
ṁGTexhaust [kg/s] 360 360 377.6 - 377.6 377.6 377.6
GT power [MW] 160 160 118.7 - 118.7 118.7 118.7
ṁSteam [kg/s] 57 65.6 - 110 58 62.2 62.2/10.5b
PSH [bar] 160 160 - 156.27 156.26 157.38 159/6.2b
TSH [◦C] 565 562 - 537 536 544.8 566/294b
ST power [MW] 85.8 92.5 - 143 66 103.2 108.1
CO2 capture [%] 0 0 96 96 96 96 96
Total power [WM] 247.7 252.5 118.7 143 184.7 221.9 226.8
Efficiency [%] 57.4 58.5 27.55 33.2 42.8 51.45 52.52
a For all the CLC-CC plant options, the gas compressor was set to pressurize ambient air to 24.5 bar, which was driven by the CLC optimal solution requiring air preheat temperature
for the oxidation stage at 478.6◦C. To ensure stable operation of in the CLC reactor the pressure of all the input streams was set to the same value.
b High pressure property/Low pressure property.
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Figure 5.9 shows the dynamic power generation profiles of all the design configurations shown in Figure
5.5 (average values reported in Table 5.4). The design of CLC with power generation from just a gas turbine
has time-averaged efficiency of 27.55% and power generation of 118.7 MW with deviation over the duration
of cyclic steady state of the CLC reactor of 0.3 MW. The integration of CLC in just a steam cycle power
generation unit has average efficiency of 33.2% and power generation of 143 MW with deviation of 1.81
MW. The discrepancy in deviation over cyclic steady state is owed to the large deviation in temperature and
enthalpy of the CLC streams feeding the steam cycle (as compared to those feeding the gas turbine). CLC-
CC with reheat cycle has improved time-averaged efficiency of 42.8% and power generation of 184.7 MW
with deviation of 1.47 MW. The advanced design of CLC-CC with single-pressure steam has time-averaged
efficiency of 51.45% and power generation of 221.9 MW with deviation of 1.03 MW. The advanced design
of CLC-CC with dual-pressure steam has time-averaged efficiency of 52.52% and power generation of 226.8
MW with deviation of 1 MW. It is noted that the fluctuations on the power generation are in a acceptable
range (for the structural integrity of the gas and steam turbines). Comparison of these five designs shows that
the CLC-CC design proposed in this work generates more electricity than CLC integrated with only Brayton
cycle or Rankine cycle, and the reheat cycle introduced to the steam cycle increases the power generation
and overall plant efficiency. Configurations of (a), (c), (d), and (e) had the same power generation by the
gas turbine. The configuration of (c) fed by the heat removal exhaust from the CLC directly had the highest
power generation by the steam turbines. The advanced CLC-CC (configuration (d) and (e)) had higher power
generations by the steam cycle than those generated by configuration (c) and (d), due to the heat recovered
from the CLC island exhaust streams. Heat recovery of the reduction exhaust and purge exhaust translates
to an efficiency gain of 8.65% points for the CLC-CC plant with single-pressure and 9.72% for the CLC-CC
plant with dual-pressure steam. Employment of dual-pressure steam for the combined cycle translates to
an efficiency gain of 1.09% points and temperature decrease of ∼60◦C for the flue gas exiting the HRSG1.
The efficiency of 51.45% calculated for the advanced CLC-CC power plant with single-pressure steam, and
the efficiency of 52.52% calculated for the advanced CLC-CC plant with dual-pressure steam are consistent
with previous work [18, 89, 90, 95, 124–133]. The mass flow rate of CO2 after reduction (stream (11) in
Figure 5.5) is 23.72 kg/s. Compression of this CO2 stream to 110 bar after the condensation of water at
30 ◦C, would take ∼3 MW, resulting in a plant efficiency penalty of 0.7% points. The values of selected
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Figure 5.9: Dynamic profiles of power generation by the reference CC power plant (Pref(a) and Pref(b)),
the integration of CLC with gas turbine (Pa), CLC with steam cycle (Pb), CLC with CC with reheat cycle
(Pc), advanced CLC-CC with single-pressure steam (Pd) and advanced CLC-CC with dual-pressure steam
(Pe). (a, b, c, d, and e correspond to the configurations shown in Figure 4)
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Table 5.5: Flow rate, pressure and temperature of selected streams of the optimal CLC-CC power plant.
(Streams are numbered as in Figure 5.5e)
Flow No. Medium P [bar] T [◦C] ṁ [kg/s]
1 Air(g) 0.969 30 146
2 Air(g) 24.5 478.6 146
3 Air(g) 23.58 653 111.5
4 Air(g) 0.969 30 266
5 Air(g) 25.4 478.6 266
6 Air(g) 23.58 534 377.5
7 Air(g) 23.58 1260 377.5
8 Air(g) 0.969 566 377.5
9 CH4(g) 24.5 480 8.626
10 CO2(g)/H2O(g) 23.58 1014.8 43.1
11 N2(g) 0.969 30 9.4
12 N2(g) 23.58 1050 9.4
13 N2(g) 23.58 480 9.4
14 Water(l) 7.41 31.6 72.4
15 Water(l/g) 6.77 163.6 72.4
16 Water(l) 7.07 164.3 62.2
17 Water(l) 179.6 166.7 13.8
18 Water(l) 179.6 166.6 48.4
19 Water(l) 176.8 304.4 62.2
20 Water(l) 172.3 326.3 62.2
21 Water(l) 171.8 329.2 62.2
22 Water(g) 163.8 354 62.2
23 Water(g) 161.2 539.5 62.2
24 Water(g) 159.6 571.9 62.2
25 Water(g) 39.6 378 62.2
26 Water(g) 37.58 558 62.2
27 Water(g) 6.2 299 62.2
28 Water(g) 6.7 163 10.5
29 Water(g) 6.2 295 10.5
30 Water(g) 0.045 31.6 72.4
31 Water(l) 0.045 31.6 72.4
Figure 5.10 presents the inlet and outlet temperature of the gas and water streams in the three HRSGs
of the optimal CLC-CC plant of Figure 5.5e). The gas streams from the CLC reactor and gas turbine were
fed to heat exchangers in an order that maximizes the utilization of their heat content and temperature.
The gas turbine exhaust (stream (8) in Figure 5.5e) with relatively high mass flow rate but not the highest
temperature (after expansion) was used to preheat, evaporate and reheat the water of the steam cycle. The
reduction exhaust (stream (10) in Figure 5.5e) with higher temperature was used to superheat steam in SH1.
The purge stream (stream (10) in Figure 5.5e) with the highest temperature but lowest mass flow rate was
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used in the second superheater (SH2). In the first two Economizers, water is split into two streams with
mass flow rates of 48.4 kg/s (EVA1) and 13.8 kg/s (EVA2); then, the water exiting these two Economizers
is mixed to a stream with temperature of 304.4 ◦C. The temperature of water exiting the final Econimizer
is 329.2◦C, which is 19◦C less than the saturation temperature of water at 163.8 bar. Moreover, ∆Tmin in
the HRSG1, HRSG2 and HRSG3 were 9◦C, 9.9◦C and 9.8◦C, respectively. These minimum temperature
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Figure 5.10: Temperature profiles of streams in HRSGs. (Numbers correspond to the streams shown in
Figure 5.5e.)
5.5 Conclusions
This work evaluated the efficiency of various CC power plant configurations incorporating an island of CLC
fixed bed reactors operating in sequence. Control and operating variables of the CLC island were optimized
for the intensification of the process. Optimization of the fixed bed CLC reactors for maximum utilization
of the enthalpy of gas exhaust streams in the gas turbine led to increasing CLC reactor temperature and
pressure to maximize the power generated in the downstream gas turbine. The heat of gas streams from
the CLC island was used to exchange heat with the steam cycle of the CC. Exploration of five power plant
designs of increasing complexity assessed the contributions of each component in the CC. A configuration
of advanced combined cycle with dual-pressure was proposed, to recover not only the heat of the CLC heat
removal exhaust, but also the heat of reduction and purge exhausts. This plant was estimated to exhibit
efficiency of up to 52.52%, in a plant generating 226.8 MW of power. Compared to a reference power plant
used as a basis for model development, the optimal CLC-CC power plant was ∼6% points. Application of
process systems engineering on this energy challenge presented benefits in optimizing reactor operations and
plant design. Modern power plants use variable pressure HRSGs to further improve plant efficiency which
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could be considered in further design iterations of this work, targeted to further improving plant efficiency
at the expense of capital cost. Supervisory, plant-level control optimization is also a significant potential
extension of this work, to illustrate control architectures and control variables that need to be optimized in
response to perturbations or required load changes.
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Chapter 6
Design and Scheduling of Semi-Batch
Chemical-Looping Reactors
Abstract
Chemical-looping combustion is explored as a chemical reactor design problem. The continuous operation
of fixed bed reactors using gaseous fuels for the purpose of power generation through integration with a
combined cycle power plant is studied. The fixed bed reactors are assumed to operate in a semi-batch mode
composed of reactor modules that are integrated into module trains that comprise the chemical-looping com-
bustion island of the power plant. The scheduling of each reactor train is cast as an optimization problem that
maximizes thermodynamic efficiency subject to constraints imposed to each reactor and the entire island. It
is shown that when the chemical-looping reactors are arranged cyclically, each feeding to or being fed from
another reactor, in an operating scheme that mimics simulated moving bed reactors, the thermodynamic
efficiency of the reactor island can be improved. Allowing the reversal of module order in the cyclically ar-
ranged reactor modules further improves the overall thermodynamic efficiency (to 84.7%), while satisfying
constraints imposed for carbon capture, fuel conversion, power plant safety and oxygen carrier stability.
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6.1 Novelty and scope of this work
In a fixed bed reactor, the oxygen carrier is stationary in the reactor bed with the fuel and air streams
alternatively and periodically switched for successive cycles of reduction, oxidation, and heat removal.
During the reduction stage, a gaseous fuel is fed to the reactor filled with oxidized oxygen carrier. At
high temperature, the oxygen carrier is reduced and the fuel is converted to CO2 and H2O. The reduction
stage is stopped when fuel conversion reaches a predetermined lower bound and then, the reactor is briefly
purged with inert gas. Oxidation commences with feeding air to the reactor to oxidize the reduced oxygen
carrier, producing a stream rich in N2, unreacted O2 and CO2 from the combustion of any carbon formed
on the oxygen carrier during the reduction stage. Depending on the oxygen carrier, oxidation is exothermic
and leaves a significant amount of residual heat in the reactor (in the form of hot oxygen carrier). When
the oxidation flue gas reaches a temperature appropriate for operating a gas turbine, a heat removal stage
commences. For the integration of CLC with CC plants, the heat removal exhaust will be expanded by the
bottoming gas turbine of the power generation system. The CLC reactor is then again purged with inert gas
and the system restarts the cycle by repeating the reduction stage. As discussed in Chen and Bollas [134],
all of the exhaust streams of the various CLC stages can be used for heat recuperation in the CLC reactor,
and the gas and steam turbines of the power plant. However, the stream that results in higher plant efficiency
is the heat removal stream and that needs to be maximized in terms of total enthalpy produced per enthalpy
of the fuel provided [42].
The objective of this work is to explore optimal gas switching patterns in semi-batch fixed bed reactors
that are arranged cyclically and operate at high pressure and temperature with a gaseous fuel. We study these
novel reactor configurations in terms of their capability to deliver a relatively constant temperature/enthalpy
exhaust gas stream during the CLC heat removal stage to a downstream gas turbine of a power generation
plant. A plain SMB circumvents operational challenges of stream contamination, gas leak, and particle attri-
tion in moving beds operating at high pressure, and could potentially offer higher quality heat streams suit-
able for gas turbines than a standard fixed bed. As shown in Figure 6.1, n fixed bed reactor modules would
comprise a CLC SMB, with valves located at the inlet and outlet of each reactor module. During reduction,
the fuel valve is open, and the other two valves of air and inert gas are closed. Fuel is first fed through the in-
let of the first reactor, R1, and the gas flows through F1→R1→P1→R2→P2→· · ·→Rn−1→Pn−1→Rn→Qn.
Once the reduction stage in R1 is completed, the fuel is sent to the second reactor, R2, and the gas flows
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through F2→R2→P2→· · ·→Rn−1→Pn−1→Rn→Pn→R1→Q1 by switching inlet and outlet port valves.
The SMB commences the oxidation stage when the last reactor (Rn) finishes the reduction stage, and fol-
lows a sequence of valve control actions similar to that of the reduction stage. In the heat removal and purge
stages, air flows through F1→R1→P1→R2→P2→· · ·→Rn−1→Pn−1→Rn→Qn, pushing the residual heat
or gases out of each reactor module. Depending on the temperature distribution across reactor modules,
optimal heat removal strategies can be devised. Starting with the concept of SMB, a modularized train of
fixed bed reactors with port valves controlling inlet and outlet flows offers a generalization of the concept as
a scheduling problem of interconnected semi-batch reactors. One instatiation of this generalized scheduling
problem was the reverse-flow reactor proposed by Han and Bollas [50]. To achieve reverse flow operation,
the feed can be sent to the last reactor Rn first, while reactor products exit from the outlet of the first reactor
R1, and any Rj−1 is fed by the exhaust of Rj , where Rj is the jth reactor of the reactor train of Figure 6.1. In
summary, the potential to relax the limitations of conventional fixed bed CLC reactors is explored, by ma-
nipulating the gas entrance and exit points, as well as the order of reactor modules, periodically to improve
mass and energy gradients inside the bed, thus improving oxygen carrier utilization and energy efficiency






























Figure 6.1: Simplified diagram of a CLC reactor train operating in SMB mode.
6.2 Reactor scheduling and optimization strategy
In this section we first rationalize the optimization strategy developed for the integration of CLC reactors in
a CC power plant and then formulate an optimization problem to mathematically express the same. To help
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the reader we define the following terms:
CLC reactor island: comprises a number of fixed bed reactor trains that operate for heat generation in a
CC power plant.
CLC reactor train: is the train of fixed bed reactor modules in cyclic arrangement replacing one conven-
tional fixed bed CLC reactor.
CLC reactor module: is the Rj reactor module in each reactor train, as shown in Figure 6.1.
To calculate an operating strategy for the CLC train of modular fixed bed reactors, an optimization
problem is proposed to maximize the energy efficiency of each reactor train, expressed as the fraction of
enthalpy extracted in the heat removal stage and sent to the gas turbine of a CC power plant over the total








where Tout, ṁout, hout are the temperature, mass flow rate, and enthalpy of the exhaust stream, τhr is the
time duration of heat removal stage, and τcycle is the time interval for one complete redox cycle. Heat re-
moval is the useful stage of the oxidation cycle, wherein the heat liberated from the exothermic oxidation
reaction is removed from the bed through convection. This high-temperature air stream is expanded by the
gas turbine of the combined cycle, while the other low-quality streams could be utilized by other compo-
nents in the power generation system. The decision variables used for the optimization problem include
the duration of the reduction stage, the time spent for the reduction/oxidation of each reactor module – ex-
pressed through time interval coefficients, the temperature and flow rate of the inlet air for heat removal and
oxidation, and the oxygen carrier properties (e.g., active loading of the metal oxide), as summarized in Table
6.1.
Table 6.1: Control variables in the optimal control problem of the CLC reactor train.
Control variables Notation
Air feed rate for oxidation and heat removal ṁair
Air temperature for oxidation and heat removal Tair
Reduction time interval τred
Reduction interval coefficient a
Oxidation interval coefficient b
Metal oxide content in oxygen carrier ω
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The set of control variables is summarized in the design vector, φ, shown in Eq. (6.2), which is con-
strained by upper and lower limits permitted in the design space, Φ:
φ = [ṁair,Tair, τred,a,b, ω] ∈ Φ. (6.2)
To deliver a continuous fuel stream, each reactor train needs to be operated with a time delay, τdelay =
(i − 1) × τred, for the ith train in the CLC island with τred as the total interval of the reduction stage.
Obviously, τred is the dominant time scale for the overall process, because it decides fuel consumption and
conversion, and carbon capture or formation. For nCLC trains operating in parallel, continuous feeding of
the fuel imposes that the complete CLC cycle is nCLC × τred, where nCLC is the number of reactor trains
used in a CLC island. The CLC train needs to deliver a temperature profile of narrow deviation around
a desired temperature in the heat removal stage exhaust feeding the CC gas turbine. The oxidation stage
interval is set to τox = nox × τred, and the heat removal stage interval is τhr = nhr × τred, where nox is the
number of reactor trains operating at the oxidation stage at anytime, and nhr is the number of reactor trains
operating at the heat removal stage at any time. The corresponding time interval for the oxidation stage is
then imposed as the constraint of Eq. (6.3):
τox = (nCLC − nhr − 1)× τred − 2τpu. (6.3)
The corresponding scheduling strategy is shown in Figure 6.2 for a simple case where each CLC train has
two fixed bed reactor modules, nmod=2 [135]. The island includes six trains, nCLC = 6. The duration of
one complete CLC cycle is 6 × τred. There are three reactor trains operating at the heat removal stage at
any point in time, with two reactors operating at the oxidation stage at any point in time. If the duration of
reactors operating at the purge stage is neglected, then τox = 2× τred. In summary, at anytime in the CLC
island, the number of reactor modules operating at reduction, oxidation, and heat removal, are one, two, and
three, respectively. Further, for a train including nmod fixed bed reactor modules, the duration of reduction
and oxidation is as presented in Eqs. (6.4) and (6.5). Each train distributes the stage across its jth reactor
module so that the total time spent by any one train on any one stage equals that of Eq. (6.3).
τred,j = aj × τred, (6.4)
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τox,j = bj × τox, (6.5)
nmod∑
j=1
aj = 1, (6.6)
nmod∑
j=1
bj = 1, (6.7)
where j denotes the jth fixed bed reactor module in each CLC reactor train and nmod is the total number













RED Exhaust HR Feed
Figure 6.2: Operation sequence of the CLC reactor trains and modules of a CLC island with 6 reactor trains,
consisting of 2 reactor modules each, for one complete CLC cycle time.
Maximization of the heat removal efficiency of the CLC island, is equivalent to maximization of the
CLC efficiency of each CLC reactor train, as expressed in Eq. (6.1). It is also necessary to take into account
the trade-off of efficiency with performance metrics that relate to CO2 capture. Acceptable lower bounds
for CLC processes are ≥ 96% CO2 capture efficiency, SCO2 , and ≥ 98% fuel conversion, Xfuel, as shown
in Eqs. (6.8) and (6.9). Additional constraints to maintain a stable Tout(t) during heat removal within a set
tolerance, δ, from the Turbine Inlet Temperature set-point, TIT , reasonable pressure drop, ∆P , across the

















TIT − δ ≤ Tout(t) ≤ TIT + δ, (6.10)
∆P ≤ ∆Pmax, (6.11)
T (t, z) + δ ≤ Tmax. (6.12)





















xmin ≤ x ≤ xmax,
umin ≤ u ≤ umax,
τmini ≤ τi ≤ τmaxi ∀i ∈ [1, Nstages],
ωmin ≤ ω ≤ ωmax.
(6.13)
In Eq. (6.13), f is the set of DAEs describing the CLC reactions and hydrodynamics inside a fixed bed
reactor [42], with its initial conditions and constraints for states x, admissible inputs u, cycle times τi for
each stage i, and metal oxide content in the oxygen carrier ω. Since it normally takes more than 1 redox
cycle to reach cyclic steady-state, the time horizon of the optimization was set to at least 3 times the τcycle.
By using an extended time horizon, a periodicity condition was ensured in the optimization problem. Eq.
(6.13) was formulated and solved in the commercial software package gPROMS [10], with the reactor model
f and problem parameterization discussed in the next section. The DAEs were solved using backwards finite
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differences for the bulk flow through the reactor and central finite differences for the solid phase with a
sequence of alternating boundary conditions (for oxidation, heat removal, reduction and purge) as in the
example shown in Figure 6.2, with τred, a and b as the time-relevant optimization variables in φ constrained
by Eqs. (6.3)-(6.7). The dynamic optimization problem was solved with the Outer Approximation - Equality
Relaxation - Augmented Penalty algorithm of gPROMS.
6.3 Reactor model
6.3.1 Fixed bed reactor model
The CLC reactor model used in this work was developed upon the heterogeneous CLC reactor and kinetics
model presented by Han and Bollas [109, 136]. The heterogeneous model simulates the dynamic perfor-
mance of a CLC fixed bed reactor undergoing subsequent reduction/purging/oxidation/heat removal, taking
into account the effect of particle properties and the reactivity of Ni-based oxygen carriers. Specifically,
the reactor is assumed to be adiabatic and one-dimensional, so that radial temperature and concentration
gradients are negligible. The model calculates the mass and heat transfer between the solid and the fluid
phase and intraparticle diffusion. The fluid phase is assumed to follow axially dispersed, non-ideal plug
flow regime with a momentum balance described by the Ergun equation. The reactor model was validated
against literature and experimental data, for a variety of Ni-based oxygen carriers, operating conditions and
reaction temperatures. A kinetics model was evolved from the early analyses of Zhou et al. [103, 113, 113],
who studied the gas-solids reaction kinetics for Cu- and Ni-based oxygen carriers, to the framework pre-
sented by Han et al. [109, 136] who studied inter- and intra- particle diffusion effects of oxygen carriers of
variable particle size. Later, Han et al. [51,137] studied the structural identifiability and distinguishability of
candidate kinetic models for NiO reduction and Ni oxidation reactions, addressing literature controversies
in terms of prominent reaction networks, kinetic mechanisms, and kinetic parameters. The kinetic model of
Han et al. [137] was extended to high-pressure fixed bed CLC experiments with Cu- and Ni-based oxygen
carriers with use of semi-empirical formulas [120] and the kinetic model was verified for pressures ranging
from 1 to 10 atm [138]. With the kinetics reported in [51,137] and [138] the one-dimensional heterogeneous
















+ kc,iav (Cc,i |Rp −Ci) , (6.14)
where εb is the bed porosity, Ci is the concentration of gas species i in the fluid phase, Fi is the molar flow
rate of gas species i, V is the volume, Dax,i is the axial dispersion coefficient of species i, kc,i is the mass
transfer coefficient between bulk fluid and oxygen carrier particles, av is the external particle surface area
















+ hfav (Tc |Rp −T ) , (6.15)
where Cp,f is the heat capacity of the bulk gas mixture, T is the bulk temperature, FT is the total molar gas
flow, λax is the axial heat dispersion coefficient, hf is the heat transfer coefficient between bulk fluid and
oxygen carrier particle, and Tc is the solid phase temperature.































where εc is the porosity of the oxygen carrier, Cc,i is the concentration of gas species i in the solid phase, rc
is the oxygen carrier radial element, De,i is the effective diffusion coefficient of species i, ρs the density of
the oxygen carrier, Ri the sum of reactions of species i, Cp,s the heat capacity of the solid, λs the thermal
conductivity of the oxygen carrier, and ∆H the heat of reaction.
The momentum balance assumes pseudo-steady state and uses the Ergun friction factor for gas flow
















where P is the total pressure in the bed and Rep is the particle Reynolds number. More details on the
model including the correlations for process parameters (e.g., heat capacities, diffusion coefficients, solid
properties) can be found in Han et al. [109, 136].
96
6.3.2 Boundary conditions
Two valves are manipulated at the inlet and exit of each CLC reactor module to control the path and direction
of the flow. Changes in the gaseous feed flow at each feed and exit port valve are assumed instantaneous
(dead time or time lag for switching is considered negligible). The Danckwwerts boundary conditions are
applied for each reactor module. The boundary conditions for the fluid phase are shown in Eqs. (6.19-6.22).












































|Rp= hf (Tc |Rp −T ). (6.25)
In a CLC reactor train the inlet and outlet port valves are switched by a valve controlling scheme similar
to that of Figure 6.1. The jth fixed bed reactor is fed by either CH4 or air, while the other reactors are fed
by the exhaust of the reactor before them or after them. In nominal SMB mode, the fresh feed is sent to
the (jth + 1) reactor when the reaction is completed in the jth reactor. Therefore, the feed is sent to each
module sequentially and the train inlet and outlet move along the train in a cyclic manner. If the feed enters
the train at the jth module, the gas exhaust exits at the (jth − 1) module, where j > 1. These sequentially
altering boundary conditions are written as:





k−ζ(k) |z=L, ζ(l) =

nmod if l > nmod
0 otherwise




k+1−ζ(k+1) |z=L, ζ(l) =

nmod if l > nmod
0 otherwise
, ∀k ∈ [j + 1, j + nmod − 1], (6.28)
where stage = {RED (reduction), OX (oxidation), HR (heat removal), PU (purge)}, ujin includes the
temperature of feed gas T jin, the molar flow rate of the feed gas F
j




the values of the same at the exit of reactor module j, while uin is defined by the reactor train boundary
conditions, Tin, Fi,in, and Pin. The switch ζ(l) resets the module counter to the first reactor module, when
the exhaust of the last is to be used as feed for the first module. Eq. (6.27) is used for clockwise SMB
operation, while Eq. (6.28) can be used when reversal of the order of modules is desired. In the latter
case, the exhaust of the first reactor module is used as feed to the last and all other reactor modules are fed
from the exhaust of the reactor module arranged after them (for the convention of clockwise reactor module
counting).
6.4 Problem parameterization for comparative analysis of modularized CLC
reactors
The performance of CLC reactor trains was compared against an equivalent nominal fixed bed reactor. The
focus here was to evaluate the concept of modularization, so the reactor diameter and total length were set
to be the same for the reference fixed bed reactor and the reactor trains explored. The reactors were assumed
to operate with CH4 as the fuel source, and a synthetic oxygen carrier of supported NiO. Adánez et al. [49]
explored materials comprising 40−80 wt.% of Ni on TiO2, and showed that these materials exhibit high
reactivity, high conversion, stability and strength at temperatures higher than 1200 ◦C and up to 1300 ◦C.
This provides a good baseline for oxygen carrier materials that can be used at very high temperatures for
intensified CLC-CC process analyses that focus on efficiency maximization. As mentioned, reduction and
oxidation kinetics were adapted from Nordness et al. [138], who experimentally studied high-pressure CLC
of CH4 and NiO in a fixed bed reactor. The reactor specifications and operating conditions shown in Table
6.2 were used for all the simulations. The total reactor length of the reactor train is the sum of the lengths
98
of each reactor module and was set equal to that of the reference fixed bed reactor. The maximum allowed
reactor temperature was set to 1300 ◦C, and the operating pressure was bounded to 26 bar. The oxygen
carrier active weight content was set to have an upper bound of 40%. The reactor train was allowed to
reverse the flow direction, per Eq. (6.28), as this was shown beneficial in [50]. Inlet and outlet ports were set
to switch simultaneously along the train during reduction and oxidation. Early in this study it was shown that
there is benefit in allowing flow reversal for the oxidation and heat removal stages, so this was explored in
a case study. We first studied a reactor train that only includes two reactor modules, to explore the concept.
Then, we increased the size of the train to three modules and allowed flow reversal. In the following we
provide more details on the case studies and focus on the major findings from the comparative analysis by
examining each case study at the TIT set-point of 1250 ◦C. The allowable ranges of the design variables of
Table 6.1 were as follows: 100 ≤ mox(kg/s) ≤ 160; 350 ≤ mHR(kg/s) ≤ 470; 430 ≤ Tin,ox(◦C) ≤ 500;
480 ≤ Tin,hr(◦C) ≤ 550; 650 ≤ τred(s) ≤ 760; 0 ≤ [a, b](-) ≤ 1; and 20 ≤ ω(%) ≤ 40. In all the case
studies discussed in the following sections the oxygen carrier active weight content, ω, was found at the
upper bound allowed, while the reduction stage time constant, τred, was fixed to 230 s due to the scheduling
pattern chosen for the CLC island [134].
Table 6.2: Design and operating variables of reference CLC fixed bed reactor.
Parameters values
OC Active weight content [wt.% NiO] 40
CO2 capture efficiency [%] 96
Fuel conversion [%] 98
Particle diameter[mm] 5
Turbine Inlet Temperature (TIT ) set-point [◦C] 1250
Total reactor length [m] 9.4
Reactor diameter [m] 4.7
Pressure drop [% bar] 4
CH4 flow rate [kg/s] 8.626
Oxidation feed flow (Air) [kg/s] 146
Oxidation feed temperature [◦C] 480
Heat removal feed flow (Air) [kg/s] 377.5
Heat removal feed temperature [◦C] 534






6.4.1 Case I: Network of two reactor modules
As shown in Figure 6.3, the number of reactor modules was set to nmod = 2, and each module was assumed
to be identical. Therefore, the length of each module was set to 4.7 m, and the diameter was the same as
that of the reference fixed bed (Table 6.2). The successive cycles of RED1, RED2, PU1, OX1, OX2,
HR, and PU2 were achieved by manipulating the inlet and exit valves for the feed of fuel, air and inert gas.
Specifically, oxidation and reduction stages were performed in a simulated moving bed pattern, whereas heat
removal and purge were accomplished in the pattern of the reference fixed bed reactor (from the first reactor
without valve manipulation.) During either reduction or oxidation, the gas was fed to the first reactor, R1,
and the gas flows through F1→R1→P1→R2→Q2. Once the stage in R1 is completed, the gas is fed to the
second reactor, R2, and the gas flows through F2→R2→P2→R1→Q1. During heat removal or purge, the
gas flows through F1→R1→P1→R2→Q2. The objective of this case study was to provide insights on the














Figure 6.3: Case I: CLC reactor train with two reactor modules operating is SMB mode.
6.4.2 Case II: Network of three fixed bed reactor modules
In this case study, the number of reactor modules was increased to nmod = 3, with each reactor assumed
to be identical. Therefore, the length of each module used was 3.13 m. A successive cycle in this case
included RED1, RED2, RED3, PU1, OX , HR, and PU2 by switching valves as shown in Figure
6.4. Specifically, it was found best to operate the modules on SMB pattern during reduction, but reverse
the module ordering during oxidation and heat removal. During the first reduction stage, RED1, CH4
flows through F1→R1→P1→R2→P2→P2a→R3→Q3. Once RED1 is finished, the fuel flows through
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F2→R2→P2→P2a→R3→P3→P3a→R1→Q1 for the second reduction stage. During the following reduc-
tion stage, RED3, the fuel flows through F3→R3→P3→P3a→R1→P1→R2→Q2. For the oxidation stage,
the order of the reactor modules is reversed by feeding R3 first, then the exhaust of R3 flows through R2
to R1: F3→R3→P3→P3b→R2→P2→P2b→R1→Q1. During heat removal, the gas flows through the same
pattern with that of the oxidation stage, namely F3→R3→P3→P3b→R2→P2→P2b→R1→Q1. There was no
benefit observed in operating in SMB model during oxidation and heat removal, as the management of the

























Figure 6.4: Case II: CLC reactor train with three reactor modules operating is SMB mode during redcution
and reverse module ordering during oxidation and heat removal.
6.5 Results and discussion
First, the performance of the modular reactor systems in terms of oxygen carrier conversion, temperature and
carbon solid formation were evaluated. The reactor modules were analyzed at cyclic steady-state conditions,
which refer to conditions of the entire CLC train repeating identical output profiles over successive redox
cycles. Typically, cyclic steady state is achieved after at least three redox cycles. Solution of Eq. (6.13)
subject to constraints of Eqs. (6.3)-(6.12) with the models of Eqs. (6.14)-(6.18), subject to the constraints
of Eqs. (6.19)-(6.25) and the switching constraints of Eqs.(6.26-6.28) resulted in the values for the strategy
and manipulated variables summarized in Table 6.3 for the reference fixed bed, the reactor train of Case I,
and that of Case II.
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Table 6.3: Optimized strategy and operating conditions for the normal fixed bed, network of two reactors,
and network of three reactors with NiO based oxygen carriers.
Parameters Ref Case I Case II
nmod 1 2 3
Oxidation feed flow (Air) [kg/s] 146 146 133
Oxidation feed temperature [◦C] 480 480 480
Heat removal feed flow (Air) [kg/s] 377.5 454.8 409.8
Heat removal feed temperature [◦C] 534 534 545
a - [0.5,0.5] [0.2,0.3,0.5]
b - [0.5,0.5] [0.0,0.0,1.0]
RED1 modules order - F1→R1→R2→Q2 F1→R1→R2→R3→Q3
RED2 modules order - F2→R2→R1→Q1 F2→R2→R3→R1→Q1
RED3 modules order - - F3→R3→R1→R2→Q2
OX1 modules order - F1→R1→R2→Q2 F3→R3→R2→R1→Q1
OX2 modules order - F2→R2→R1→Q1 -
HR modules order - F1→R1→R2→Q2 F3→R3→R2→R1→Q1
PU modules order - F1→R1→R2→Q2 F3→R3→R2→R1→Q1
6.5.1 Comparison of bed temperature, conversion and carbon formation
Figure 6.5 presents the reactor performance metrics of the three cases studied, in terms of spatial and tempo-
ral bed conversion and bed temperature. In the reference fixed bed, Figures 6.5(a) and 6.5(b), as air is fed to
the reactor during oxidation, the reaction and temperature fronts travel axially through the bed, converting
Ni to NiO (Figure 6.5(a)), while increasing the bed temperature (Figure 6.5(b)). At the end of oxidation, the
bed is fully oxidized, and much of the heat produced from the oxidation stage is still retained in the bed,
as shown in Figure 6.5(b). Subsequently, air is fed to the reactor to transfer the heat stored in the solids,
to the gases during the heat removal stage. The heat produced from oxidation near the reactor exit is the
first to be pushed out of the bed, followed by the heat from the interior and inlet regions of the bed. During
the reduction stage, CH4 is fed to the reactor to reduce the oxidized oxygen carrier, and a reaction front is
formed and moves in the axial direction through the reactor reducing the bed. As shown in the reduction
stage of Figure 6.5(a), the inlet of the normal fixed bed reactor is first reduced, followed by the interior and
exit regions of the bed, due to the progression of the reaction front. The initial axial temperature gradients
(at the commencement of reduction) in Figure 6.5(b) are due to the temperature profiles inherited from the
previous oxidation and purge steps. The reduction reactions are overall endothermic, therefore, the bed
temperature decreases. A cold heat front is formed at the inlet of the reactor and moves through the bed
(Figure 6.5(b)). Once the entrance of the reactor is cooled to the temperature of the feed gas, the reduction
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of the oxygen carrier in the entrance zone of the reactor stops. The reduction is forced to stop before the
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Figure 6.5: Profiles of oxygen carrier conversion and temperature in the reference fixed bed and the reactor
trains of Cases I and II. Conversion 0 refers to Ni and 1 refers to NiO. Bed height has been normalized to
that of the reference fixed bed reactor, so that the height of reactor Rj in the reactor trains is mapped to the
equivalent height of the reference fixed bed.
Figures 6.5(c) and 6.5(d) show the performance of the modularized system with two fixed bed reactor
modules. The interval coefficients were found optimal at values of a1 = 0.5 and a2 = 0.5, and b1 = 0.5 and
b2 = 0.5. The reduction stage was split into RED1 and RED2 of equal time intervals, and the oxidation
stage was also split into OX1 and OX2 of equal time intervals. The height of bed shown in Figure 6.5(c)
and 6.5(d) is normalized by the height of the normal fixed bed, so that the inlet port of R1 is at height of
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0, and the inlet port of R2 is at height of 0.5. During oxidation, the bed temperature increases due to the
exothermic oxidation reactions. Stage OX1 stops before the oxygen carrier in R1 is fully oxidized, and
oxygen in the exhaust from the OX2 stage is sent back to R1. At the end of OX2, the oxygen carrier in R1
and R2 is fully oxidized, as shown in Figure 6.5(c). The temperature profile of R1 in OX1 and that of R2
in OX2, shown in Figure 6.5(d), are similar to those of Figure 6.5(b). During the second oxidation stage,
OX2, fresh air is fed to R2 so the temperature of its entrance is lower. The heat produced from the oxidation
in R1 is pushed out by the exhaust of R1, therefore the temperature of gases exiting the train is high. The
heat fronts formed in R1 and R2 are pushed out of the reactor train during heat removal stage. The train is
fed at the entrance of R1 only and the heat travels through both reactor modules. DuringRED1, CH4 is first
fed to R1, the bed is reduced and the temperature gradients from previous heat removal and purge stages are
pushed out. RED1 is stopped before the bed is completely reduced, and CH4 is fed to R2 by switching the
valves. Some of the residual heat near the exit of R2 is pushed to the entrance of R1.
Figure 6.5(e) and 6.5(f) show the performance of a CLC reactor train with three fixed bed reactor mod-
ules. During the oxidation and heat removal stages, the feed was sent to the inlet of R3 with exhaust gas
coming out the top of R1. Specifically, air was first fed to the third reactor, R3, then the second reactor, R2,
and finally the first reactor, R1, as shown in Figure 6.4. The oxidation of Ni first occurs at the inlet of R3 and
increases the temperature near the bed entrance. The remaining O2 in the exhaust of R3 (if any), oxidizes
Ni to NiO in R2, then R1, as shown in Figure 6.5(e). The temperature front formed in R3 during oxidation is
inherited by R2, and the temperature in R2 is further increased due to the oxidation in R2 with the remaining
O2 from the exhaust of R3, as shown in Figure 6.5(f). At the early stages of oxidation the first reactor to
consume O2 is R2 because of the higher temperature gradient it inherited from the previous reduction step.
At the end of the oxidation stage, Ni in all reactors is completely oxidized to NiO (Figure 6.5(e)), and the
temperature of gas at the exit of R1 is increased to around the set point of TIT (Figure 6.5(f)). During heat
removal, the heat stored in the solids in the three reactors is first pushed out of R3 to R2, and then to R1, as
shown in Figure 6.5(e). During reduction, CH4 is first sent to R1, then R2, and finally R3 by switching the
valves of the inlet and outlet ports. In this case, the optimal time intervals are a1=0.2, a2=0.3, and a3=0.5,
for reduction stages RED1, RED2, and RED3, respectively. The bed with fully oxidized oxygen carrier
is first reduced, as shown in RED1 of Figure 6.5(e). The diminishing temperature gradients at the start of
RED1 (Figure 6.5(f)) is the result of the prior heat removal stage. A cold heat front travels through R1, R2,
and R3 as endothermic reactions occur. After RED1 stops, inlet and outlet ports are switched, and CH4
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is fed to the inlet of R2. Eventually, CH4 is fed to the inlet of R3. When the entire train is reduced, the
reduction stage stops.
Comparison of Figures 6.5(a) and 6.5(b) with 6.5(e) shows that the overall conversion of oxygen carrier
is similar, while the bed conversion is more dispersed across the normalized bed height for Case II. Intense
temperature and conversion gradients are not desirable as they can lead to unwanted reactions. Figure
6.6 shows the solid carbon formation during the reduction stage. Solid carbon is formed on the reduced
oxygen carrier and its formation is kinetically favored at the bed region with higher temperature. The carbon
deposition profiles shown in Figure 6.6 are to a great extent the result of the temperature profiles shown in
Figures 6.5(b)-(f). Less carbon is accumulated in the modularized train with three reactor modules than
in the reference fixed bed and Case I configurations. Specifically, the maximum carbon formation on the
oxygen carrier of the reference, Case I and Case II were 0.573 gC/kgNi, 0.257 gC/kgNi, and 0.096 gC/kgNi,
respectively. Modularization and flow reversal in the the reactor leads to enhanced contact between the fuel
and fresh oxygen carrier, suppression of undesired catalytic reactions, improvement in CO2 selectivity, and
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Figure 6.6: Solid carbon formation on the reduced oxygen carrier (gC/kgOC) of (a) the reference fixed bed
reactor, (b) the reactor train of Case I with two reactor modules, and (c) and that of Case II with three reactor
modules.
6.5.2 Comparison of exit gas temperature, enthalpy, and composition
Figure 6.7 shows the exit gas temperature, enthalpy and composition profiles of the reference fixed bed
reactor, the train with two reactor modules, and that with three reactor modules. The temperature and
enthalpy of each individual module are also presented, to aid the discussion. During oxidation (Figure
6.7(a) and 6.7(g)), and OX1 (Figure 6.7(d)), the gas initially leaving the reactors is at similar temperature
to the reduction exhaust, because the cold front developed inside the reactor and the residual heat from the
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previous reduction cycle are being pushed out. Quickly after, the temperature of gas exiting the reactors
rises, when the exothermic heat front from the oxidation reaches the exit of the reactor. As shown in Figure
6.7(d), the exit gas temperature in OX2 of Case I is higher than that of the reference case and Case II. The
temperature at the commencement of HR shown in Figure 6.7(a) and 6.7(g) is similar, since the oxidation
heat was pushed near the reactor exit and no SMB pattern was deployed in these cases. The comparison of
enthalpy profiles during oxidation shows that the exit gas enthalpy of Case I during OX1 and that of Case
II during OX are lower than that of the reference case, whereas the exit gas enthalpy of Case I during OX2
was higher (Figure 6.7(b), 6.7(e), and 6.7(h)). This is a result of the bed temperature profiles in each case.
Moreover, a lower gas mass flow rate was found optimal for the oxidation stage of Case II, as presented in
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Figure 6.7: Dynamic profiles of exit gas temperature, enthalpy, and composition of the reference fixed bed
reactor ((a), (b) and (c)), reactor train of Case I with two reactor modules ((d), (e) and (f)), and reactor train
of Case II with three three reactor modules ((g), (h) and (i)). (R1: the gas exiting R1; R2: the gas exiting
R2; R3: the gas exiting R3; Modularized bed: the gas exiting each individual reactor module.)
During heat removal, the exit gas temperature of the reference case and Case II (Figures 6.7(a) and
6.7(g)) were comparable and relatively stable around the set point of TIT . The exit gas temperature of
Case I during HR (6.7(d)) is much lower and unstable. The exit gas temperature of Case I during HR is
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oscillating and deviates from the set point of TIT , due to the higher flow rate of air fed to the reactor train
and the significant gradients in residual heat in R1 and R2 that are pushed out. Compared with the enthalpy
profile of the reference case, Case II exhibits higher exit gas enthalpy, due to the higher flow rate of air a
stream of air and slightly higher temperature during heat removal. This improvement in exit gas enthalpy
leads to higher energy efficiency as defined by Eq. (6.1), and therefore higher power generation by the gas
turbine of a CC power plant.
During reduction in the reference fixed bed, the exit gas temperature decreases, Figure 6.7(a), due to
the endothermic reduction reactions. As shown in Figure 6.7(d), the exit gas temperature in Case I during
RED1 is higher than that during RED2, because the heat of R2 is transferred to R1, while the reduction
reactions are endothermic. As shown in Figure 6.7(g), the exit gas temperature in Case II during RED1
and RED3 is relatively low. The gas exits from the outlet of R3 during RED1, and the gas exits from the
outlet of R2 during RED3, while reactors R3 and R2 were the first and the second to undergo heat removal,
respectively. Thus, R3 and R2 were cooled by the air fed at the HR stage and the heat of these two reactors
was pushed out early, as shown in Figure 6.5(f). During RED2, the gas exits from the outlet of R1, in
which the temperature gradient was inherited from the previous heat removal stage. The profiles of exit gas
enthalpy shown in Figure 6.7(b), 6.7(e) and 6.7(h) match the temperature profiles shown in Figure 6.7(a),
6.7(d) and 6.7(g). During reduction, CH4 was oxidized into CO2 and H2O, as shown in Figure 6.7(c), (f)
and (i). Reduction of NiO was stopped before the release of unconverted gases (CH4, H2 and CO) became
significant, satisfying the constraints of CH4 conversion and CO2 capture efficiency. All the cases studied
achieved similar fuel conversion and CO2 capture efficiency with emissions to CO below 3%.
6.5.3 Comparison of system performance of the CLC island with reference fixed bed reac-
tors and that with CLC reactor trains with two and three reactor modules
The overall system performance for the reference reactor and the reactor trains of Cases I and II was com-
pared in terms of the energy efficiency of the heat removal step (defined in Eq. (1)), the mean exit gas
temperature of the heat removal stage of each CLC reactor train, THR, the mean temperature of the HR
exhaust of the CLC reactor island fed to the bottoming gas turbine (TIT ), the standard deviation of the
exhaust gas temperature during heat removal (σHR), and the standard deviation of the island HR exhaust to
the bottoming gas turbines, (σTIT ).
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Scheduling of the CLC reactor trains was driven by the need of continuous operation, which for the
CLC island means continuous feeding and consumption of CH4. This was accomplished according to the
scheduling presented in Figure 6.2. Six CLC reactor trains operating in parallel were used for the reference
case and the two cases studied, to deliver continuous fuel consumption with time delay τdelay. The exhaust
gas streams from each reactor were mixed according to their originating cycle. Thus, the overall exhaust
of the CLC island was grouped as: CO2/H2O from the reduction step, N2/O2 from the oxidation stage, and
N2/O2 from the heat removal step. Figure 6.8 shows the exit gas temperature and enthalpy profiles of the
six CLC reactor trains combined to form a CLC island according to the schedule of Figure 6.2. Because the
streams of the CLC trains are mixed at the exit of the CLC island, the temporal temperature profile of the heat
removal exhaust from the CLC island (i.e., the gas stream feeding to the downstream gas turbine) exhibits
less fluctuation than that of one single CLC reactor or train (Figure 6.7(a), 6.7(d) and 6.7(g)). Specifically,
the values of σTIT are much smaller than those of σHR and less than 50◦C for all the cases studied (as
imposed by the constraint on island exhaust temperature, Eq. (6.10)).
The performance of the three cases studied is summarized in Table 6.4 in terms of exit gas temperature
and enthalpy, temperature and enthalpy standard deviation of each CLC stage for each reactor train and
for the island, and overall energy efficiency as defined by Eq. (6.1). Cases I and II had higher flow rates
of air fed to the HR stage (Table 6.3); therefore, the mean TIT values of Case I and Case II are lower
than that of the reference case. Compared with the reference case, the energy efficiency of Cases I and II
were increased by 2.8% and 7.6% points, respectively. In Case II, this was the result of modularization
which enabled better management of the residual heat in the reactor during HR, while it allowed for more
uniform conversion profiles during reduction. The standard deviation of TIT was lower than the required
50 ◦C and is suitable to be used as the feed to bottoming gas turbines. In summary, the results of Table
6.4 illustrate that the configuration of Case II was superior to its fixed bed reactor design equivalent. TIT
can be increased if more advanced advanced train configurations are allowed in the reactor design, such as
more reactor modules and possibly more complex module ordering. If oxygen carrier materials can tolerate
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Figure 6.8: Performance of the reference CLC island ((a) and (b)), that of Case I ((c) and (d)), and that of
Case II ((e) and (f)), in terms of exit gas temperature and enthalpy.
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Table 6.4: Performance summary of the reference fixed bed reactor, the CLC reactor train with two reactor
modules, and that with three reactor modules.
Parameters Ref. Case I Case II
CLC train THR [◦C] 1256 1101 1243
CLC island TIT [◦C] 1256 1101 1243
CLC island TRED [◦C] 989 644.0 573.7
CLC island TOX [◦C] 658.6 834.9 517.8
CLC train σTHR [
◦C] 62 128 123
CLC island σTIT [◦C] 23.1 36.5 34.2
CLC island σTRED [
◦C] 75.2 188.7 134
CLC island σTOX [
◦C] 31.3 45.5 43
CLC train hHR Enthalpy [MJ/s] 648.5 687.7 729.5
CLC island hRED Enthalpy [MJ/s] 86.9 54.4 54.0
CLC island hOX Enthalpy [MJ/s] 114.3 132.9 90.5
CLC island σhHR [MJ/s] 18.0 225.6 21.6
CLC island σhRED [MJ/s] 15.6 14.4 14.1
CLC island σhOX [MJ/s] 6.0 15.1 7.4
η [%] 77.1 79.9 84.7
6.6 Conclusions
Process intensification for chemical looping combustion reactors was explored in the form of reactor modu-
larization. Specifically, fixed bed reactors were explored that are split into small reactor modules emulating
the performance of a simulated moving bed reactor. The scheduling of the reactor modules was solved as
a dynamic optimization problem that decides process variables and time intervals for the operation of each
module at different chemical looping stages. Moreover, the problem formulation allowed for reversal of
the order of reactor modules, depending on the heat distribution inside each module in each stage of the
chemical looping redox cycle. It was shown that with a reactor train of three reactors, in a chemical looping
reactor island of six trains the overall energy efficiency of the process can be significantly improved, while
satisfying constraints of carbon capture, feed conversion and exit gas temperature variations. It was also
shown that allowing the reversal of the ordering of reactor modules in the train during the oxidation and
heat removal stages of the chemical looping redox cycle substantially aids the uniformity of temperature
and conversion profiles inside the modules, which leads to higher efficiency. Although the solution provided
here is for a small number of modules, the optimization and scheduling formulations presented, if subjected
to realistic capital investment and operational constraints, can lead to modular and intensified processes that





Due to seasonal and daily fluctuations in power demand and new initiatives focused on renewable energy,
process intensification through dynamic simulation and optimization are required for power plants in order
to respond to the resulting time-varying power demand. Model-based, system-scale dynamic simulation and
optimization are useful tools for assessment and prediction of plant performance, decisions on the design
configuration, and the tuning of operating procedures and control strategies. Moreover, the need to mitigate
CO2 emissions leads power plant operators to explore advanced options for efficiency optimization and
integration of power plants with carbon capture and storage (CCS) technologies. Among CCS technologies
chemical-looping combustion (CLC) has been shown as a very promising option, in which metal oxides
are used as oxygen carrier to avoid the mixing of fuel and air. In the work presented in this thesis, process
intensification options are proposed for near-carbon-neutral, natural-gas-fueled combined cycle (CC) power
plants, wherein the conventional combustor is replaced by a series of chemical-looping combustion reactors.
This is built upon extensive work on power plant modeling, simulation, control and optimization and CLC
design and control optimization, focused on overall efficiency optimization of future CLC-CC power plants.
Integrated power plant models are presented in this work, such as models of steam thermal power plants
and combined cycle power plants. The work completed so far provides a complete workflow of data col-
lection, model development, validation, control tuning, dynamic optimization formulation and solution, and
supervisory control architectures for power generation systems. Specifically, dynamic models are developed
for various power plant configurations, first without CCS considerations. The focus of the models is to pro-
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vide insights on the capability of power plants to respond to variable market demand of electricity and to
optimize the plant efficiency under these variable and uncertain load scenarios. Traditional, regulatory con-
trol architectures are incorporated into and tuned with the dynamic power plant models, to satisfy safety and
performance requirements. The plant models with the regulatory control architecture embedded are used
for the design of supervisory control architectures that are robust and stable in response to sudden changes
in fuel load. The efficiency of the power plant operation at varying loads is optimized through the same
supervisory control architecture by performing set point optimization on the regulatory controllers. The
latter is accomplished through dynamic optimization problems that search for optimal time-varying input
trajectories that satisfy operability and safety constraints during the transition between plant states.
To exploit further reduction of CO2 emissions, process intensification options are explored for near-
carbon-neutral, natural-gas-fueled combined cycle power plants, wherein the conventional combustor is re-
placed by a series of chemical-looping combustion reactors. In the CLC process, CO2 and N2 are inherently
separated, thus avoiding additional equipment or significant energy penalties for the separation of CO2. The
fuel and air remain unmixed in the combustion process by using a metal oxide as oxygen carrier to transport
oxygen from metal oxidation to metal reduction and fuel oxidation. CLC with natural gas is of particular
interest, as, compared to coal, natural gas is cleaner due to its higher H/C ratio, lower impurity content and
higher combustion efficiency. Dynamic modeling and optimization are deployed to design CLC-CC power
plants with optimal configuration and performance. The overall plant efficiency is improved by optimizing
the CLC reactor design and operation, and modifying the CC plant configuration and design.
The main contribution of this work is the comprehensive analysis of large-scale dynamic power plant
systems with varying power load and supervisory control architecture that include carbon footprint con-
straints. Efficiency estimates are provided for all the scenarios studied, and these estimates are optimal
in terms of design configuration, control architecture and process sequencing. The power plant systems
are modeled with the object-oriented language Modelica, in the commercial software Dymola. Set point
optimization is performed in Matlab using an interior-point algorithm. Model exchange is accomplished
through the Functional Mockup Interface, a tool-independent standard for seamlessly integrating models
in various simulation environments. CLC reactor and kinetic models are developed in gPROMS. In the
gPROMS environment, optimization problems are formulated by decomposition of the overarching power
plant problem into subproblems of design and control of plant subsystems. The models of CLC and power
plant are thereafter connected using a custom toolchain for data exchange between the different modeling
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platforms.
Thus far, system-level plant models of subcritical, steam thermal and combined cycle power plants were
developed and optimized, in terms of efficiency and performance constraints. Fixed-bed chemical-looping
combustion reactors were modeled, scaled-up and optimized for integration with CC power plants. The
focus on CC power plants became evident after analysis of the efficiency and response times of the power
plant options examined. Moreover, process intensification for chemical looping combustion reactors was
explored in the form of reactor modularization. Specifically, fixed bed reactors were explored that are split
into small reactor modules emulating the performance of a simulated moving bed reactor. The scheduling of
the reactor modules was solved as a dynamic optimization problem that decides process variables and time
intervals for the operation of each module at different chemical looping stages. The optimal scheduling of
semi-batch reactors in cyclic arrangement revealed more complex patterns of gas switching that improve the
thermodynamic efficiency of the process.
7.2 Outlook: Combined cycle power plants with CLC train reactors
Figure 7.1 shows a basic concept that the island of CLC train reactors replaces the conventional combustor
in CC power plants is depicted. Simulated moving bed reactors have been proven to increase efficiency
and overcome equilibrium-restricted reactions in absorption, adsorption and extraction processes, such as
reactive chromatography [139]. The operation of a CLC train reactor consists of switching the inlet and
outlet ports simultaneously along the axial dimensions of a standard fixed-bed to simulate the countercurrent
movement of solids or simulate the the reversal of the ordering of reactor modules in the train.
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Figure 7.1: Reactor designs for CLC: (a) simulated moving bed and (b) fixed-bed.
Application of the SMB technology yields two main benefits over its fixed-bed counterpart. The first is
higher CO2 selectivity, which is essential for sequestration. As the inlet and outlet ports are switched along
the length of the reactor, the inlet feed is constantly introduced to fresh oxygen carrier, which promotes
combustion efficiency to CO2 and prevents unwanted side reactions that yield partial oxidation products.
The second benefit is the reduction of the total carbon formation during the reduction cycle. Morever, In
the work by Han et al. [42, 50] and Zhou et al. [111, 140], dynamic models were used to study and compare
the performance of fixed bed and fluidized bed reactors for gas-fueled CLC systems. The advantages of
a reverse-flow reactor concept were explored, first by reversing the flow direction of feed in the fixed bed
reactor undergoing oxygen carrier reduction [50].
The objective of future research is to develop train CLC model based on fixed-bed CLC reactor model
developed in previous work [42,114]. The focus o f the research is on exploring the feasibility of integrating
train CLC reactors into CC power plants, and comparing the performance of integrated train CLC-CC power
plants with fixed-bed CLC-CC power plants. Moreover, control strategies for train reactor operations should
be devised to deliver continuous stream to the gas turbine and steam side in the combined cycle. Configura-




β Coal moisture content
∆c̄f Decrease in the time-averaged carbon footprint
∆ṁCO2 Reduction of CO2 emissions
∆ṁcoal Coal savings
ṁAir Mass flow rate of prehreated air
ṁCoal Coal mass flow rate
ṁFW Mass flow rate of feedwater
ṁHP Mass flow rate of steam extracted from high-pressure turbine
ṁIP1 Mass flow rate of steam stream extracted from IP1 turbine
ṁIP2 Mass flow rate of steam stream extracted from IP2 turbine
ṁIP Mass flow rate of steam extracted from intermediate-pressure turbine
ṁLP1 Mass flow rate of steam stream extracted from LP1 turbine
ṁLP2 Mass flow rate of steam stream extracted from LP2 turbine
ṁLP Mass flow rate of steam extracted from low-pressure turbine
η Power plant efficiency
ηST Isentropic efficiency of steam turbines
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uO Control inputs of the optimization controllers
uP Control inputs of the plant level controllers




yspO Set points of the optimization controllers
yspP et points of the plant level controllers
yspS Set points of the safety controllers
τ Optimization horizon
τn Control action interval
Kd Coefficient of the derivative term
Ki Coefficient of the integral term
Kp Coefficient of the proportional term
LHVCoal Lower heating value of coal
P Power generation
PPumps Power consumed by pumps
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pSH Pressure of the superheated steam
PST Power generated by steam turbines
TAir Temperature of the preheated air
TFG Temperature of flue gas





Appendix A: Parameters and fluid media properties used in the power plant
model of Chapter 1
As mentioned in the main text of this manuscript, the power plant model was developed in the simulation
environment of Dymola [9] using the Modelica modeling language [11]. In this section we report all the
model parameters necessary to reproduce the model developed. The two phase medium and gas medium
used in the Dymola model were the WaterIF97 of the Modelon library and the ExhaustWithAsh medium
of the ThermalPower library, respectively. The air medium had nominal mass composition of 1.3% Ar,
75% N2, 23% O2 and 0.7% H2O. The parameters of all of the component models were kept at their default
values if not otherwise specified in this section. For the heat exchangers in the boiler, the heat transfer type
was set to “Gas side heat transfer over bundles” in the primary (prim) channel with the ExhaustWithAsh
medium, and the “Constant overall transfer coefficient” model (α) was used for the secondary (sec) channel
with the WaterIF97 medium. In the Evaporator, the radiation-inclusive heat transfer model was used with
a total effective heat transfer area of 3023 m2 and enhancement factor of 0.12. Table A1 shows the model
parameters of the heat exchangers in the boiler. The medium in the steam side subsystem was the WaterIF97
Modelica medium. In the water preheaters, the vapor was set to flow through the primary channel and the
liquid phase water through the secondary channel. Table A2 shows the parameters of water preheaters in the
steam side. Tables A3 and A4 present the parameters of the steam turbines and pumps, respectively.
Table A1: Model parameters of the heat exchangers in the boiler.
Parameters Economizer Evaporator Superheater Reheater
Geometry
Length [m] 5 4.5 5 5
Width [m] 5 4.5 5 5
Height [m] 3.5 3.5 3.5 3.5
Tubes/row 199 160 199 199
Passes 120 160 120 120
Initialization
T prim,in [bar] 718 1963 1582 985
T prim,out [bar] 327 1582 985 718
P sec,in [◦C] 199 184 182 45
P sec,out [◦C] 182 182 173.7 40.5
Correlations
4P sec [bar] 14.5 1.2 6.2 4.5
α [W/(m2·K)] 1275 72 158 158
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Table A2: Model parameters of the water preheaters in the steam side.
Parameters 1st preheater 3rd preheater 4th preheater
Geometry
Plates 1200 2600 3000
Plate height[m] 8 8 6
Streams
αprim [W/(m2·K)] 3500 1200 2170
4P prim [bar] 1.292 0.2 0.1
P prim,in [bar] 1.36 12.7 25.2
ṁprim [kg/s] 27 50 30
Hprim,in [kJ/kg] 2755 680 3300
Hprim,out [kJ/kg] 381 500 747
αsec [W/(m2·K)] 3500 6000 15000
4P sec [bar] 0.01 0.2 0.2
P prim,in [bar] 4.4 12.4 12.2
ṁsec [kg/s] 30 515 515
Hsec,in [kJ/kg] 148 572 600
Hsec,out [kJ/kg] 381 738 625
Table A3: Model parameters of the steam turbines in the steam side.
Parameters HP IP1 IP2 LP1 LP2 LP3
ṁ 514 514 484.4 455.1 430.1 382.9
ηisentropic 0.85 0.92 0.855 0.883 0.8 0.88
P in [bar] 173.7 40.5 25.2 12.7 4.8 1.2
P out [bar] 45 25.2 12.7 4.8 1.2 0.068
H in [kJ/kg] 3391 3550 3393 3212 2985 2720
Hout [kJ/kg] 3063 3394 3212 2985 2730 2480
Table A4: Model parameters of the pumps in the steam side.
Parameters CP CBP BFP
Volume [m3] 0.1 0.1 001
Flow rate [m3/s] 0.4298 0.593 0.629
ṁ [kg/s] 429.8 513.9 514
P in [bar] 0.16 3.31 12
P in [bar] 3.31 12.4 199
H in [kJ/kg] 142 625 800
The control tuning was based on standard control tuning methods [66, 67] of PID controllers discussed
in the literature [141]. Here, the tuning for the drum level controller is used as an example of the control
tuning excessive. Table A5 provides the values of Kp, Ki, and Kd before and after the tuning.
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Figure A1 shows the temporal profile (including initialization) of the level of water in the Drum with
the controller before and after tuning. The drum level controller was tuned to enable the controlled variable
to reach set point without oscillations and rapidly. This was achieved by increasing Kp from 0.5 to 0.8, and



















Figure A1: Drum level controller tuning.
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[18] C. Chen, L. Han, and G. M. Bollas, “Dynamic Simulation of Fixed-Bed Chemical-Looping Com-
bustion Reactors Integrated in Combined Cycle Power Plants,” Energy Technology, vol. 4, pp. 1209–
1220, July 2016.
[19] L. Wang, Y. Yang, C. Dong, T. Morosuk, and G. Tsatsaronis, “Parametric optimization of supercritical
coal-fired power plants by MINLP and differential evolution,” Energy Conversion and Management,
vol. 85, pp. 828–838, Sept. 2014.
[20] K. S. Bhambare, S. K. Mitra, and U. N. Gaitonde, “Modeling of a Coal-Fired Natural Circulation
Boiler,” Journal of Energy Resources Technology, vol. 129, no. 2, p. 159, 2007.
126
[21] R. Starkloff, F. Alobaid, K. Karner, B. Epple, M. Schmitz, and F. Boehm, “Development and valida-
tion of a dynamic simulation model for a large coal-fired power plant,” Applied Thermal Engineering,
vol. 91, pp. 496–506, Dec. 2015.
[22] Y. Wang, D. J. Hill, and R. H. Middleton, “Transient stability enhancemeny and voltage regulation of
power systems,” IEEE Transactions on Power Systems, vol. 8, no. 2, pp. 620–627, 1993.
[23] C. T. Pan and C. M. Liaw, “An adaptive controller for power system load-frequency control,” IEEE
Transactions on Power Systems, vol. 4, no. 1, pp. 122–128, 1989.
[24] A. Ben-Abdennour, R. Edwards, and K. Lee, “LQG/LTR robust control of nuclear Reactors with
improved temperature performance,” IEEE Transactions on Nuclear Science, vol. 39, no. 6, pp. 2286–
2294, 1992.
[25] F. Alobaid, R. Starkloff, S. Pfeiffer, K. Karner, B. Epple, and H.-G. Kim, “A comparative study of
different dynamic process simulation codes for combined cycle power plants – Part A: Part loads and
off-design operation,” Fuel, vol. 153, pp. 692–706, Aug. 2015.
[26] F. Alobaid, R. Starkloff, S. Pfeiffer, K. Karner, B. Epple, and H.-G. Kim, “A comparative study
of different dynamic process simulation codes for combined cycle power plants – Part B: Start-up
procedure,” Fuel, vol. 153, pp. 707–716, Aug. 2015.
[27] S. A. Rackley, Carbon capture and storage. Butterworth-Heinemann, 2017.
[28] M. Bui, C. S. Adjiman, A. Bardow, E. J. Anthony, A. Boston, S. Brown, P. S. Fennell, S. Fuss,
A. Galindo, L. A. Hackett, and Others, “Carbon capture and storage (CCS): the way forward,” Energy
& Environmental Science, vol. 11, no. 5, pp. 1062–1176, 2018.
[29] R. M. Cuéllar-Franca and A. Azapagic, “Carbon capture, storage and utilisation technologies: A
critical analysis and comparison of their life cycle environmental impacts,” Journal of CO2 utilization,
vol. 9, pp. 82–102, 2015.
[30] E. JOHANSSON, T. MATTISSON, A. LYNGFELT, and H. THUNMAN, “A 300W laboratory reac-
tor system for chemical-looping combustion with particle circulation,” Fuel, vol. 85, pp. 1428–1438,
jul 2006.
127
[31] E. Johansson, T. Mattisson, A. Lyngfelt, and H. Thunman, “Combustion of Syngas and Natural Gas
in a 300 W Chemical-Looping Combustor,” Chemical Engineering Research and Design, vol. 84,
pp. 819–827, sep 2006.
[32] O. Bolland and H. Undrum, “A novel methodology for comparing CO2 capture options for natural
gas-fired combined cycle plants,” Advances in Environmental Research, vol. 7, pp. 901–911, jun
2003.
[33] H. Audus, “Leading options for the capture of co2 at power stations,” in Proceedings of the Fifth
International Conference on Greenhouse Gas Control Technologies, Cairns, Australia, vol. 13, p. 16,
2000.
[34] J. Adanez, A. Abad, F. Garcia-Labiano, P. Gayan, and L. F. de Diego, “Progress in Chemical-Looping
Combustion and Reforming technologies,” Progress in Energy and Combustion Science, vol. 38,
pp. 215–282, apr 2012.
[35] M. M. Hossain and H. I. de Lasa, “Chemical-looping combustion (CLC) for inherent CO2 separa-
tions—a review,” Chemical Engineering Science, vol. 63, pp. 4433–4451, sep 2008.
[36] A. Lyngfelt, M. Johansson, and T. Mattisson, “Chemical-Looping Combustion-Status of Develop-
ment,” in 9th International COnference on Circulating Fluidized Beds (CFB-9), (Hamburg), 2008.
[37] V. Spallina, M. Romano, P. Chiesa, F. Gallucci, M. van Sint Annaland, and G. Lozza, “Integration of
coal gasification and packed bed CLC for high efficiency and near-zero emission power generation,”
International Journal of Greenhouse Gas Control, vol. 27, pp. 28–41, aug 2014.
[38] S. Mukherjee, P. Kumar, A. Yang, and P. Fennell, “Energy and exergy analysis of chemical looping
combustion technology and comparison with pre-combustion and oxy-fuel combustion technologies
for CO 2 capture,” Journal of Environmental Chemical Engineering, vol. 3, pp. 2104–2114, sep 2015.
[39] A. Lyngfelt, B. Leckner, and T. Mattisson, “A fluidized-bed combustion process with inherent CO2
separation; application of chemical-looping combustion,” Chemical Engineering Science, vol. 56,
pp. 3101–3113, may 2001.
128
[40] S. Noorman, F. Gallucci, M. van Sint Annaland, and J. A. M. Kuipers, “Experimental Investigation
of Chemical-Looping Combustion in Packed Beds: A Parametric Study,” Industrial & Engineering
Chemistry Research, vol. 50, pp. 1968–1980, feb 2011.
[41] H. Hamers, F. Gallucci, P. Cobden, E. Kimball, and M. Van Sint Annaland, “A novel reactor configu-
ration for packed bed chemical-looping combustion of syngas,” International Journal of Greenhouse
Gas Control, vol. 16, pp. 1–12, aug 2013.
[42] L. Han and G. M. Bollas, “Dynamic optimization of fixed bed chemical-looping combustion pro-
cesses,” Energy, vol. 112, pp. 1107–1119, 2016.
[43] A. Tong, L. Zeng, M. V. Kathe, D. Sridhar, and L.-S. Fan, “Application of the moving-bed chemical
looping process for high methane conversion,” Energy & Fuels, vol. 27, no. 8, pp. 4119–4128, 2013.
[44] Y. Ku, H. C. Wu, P. C. Chiu, Y. H. Tseng, and Y. L. Kuo, “Methane combustion by moving bed fuel
reactor with Fe2O3/Al2O3 oxygen carriers,” Applied Energy, vol. 113, pp. 1909–1915, 2014.
[45] I. M. Dahl, E. Bakken, Y. Larring, A. I. Spjelkavik, S. F. Håkonsen, and R. Blom, “Energy Procedia
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[141] K. J. Å ström and T. Hägglund, Advanced PID Control. ISA - The Instrumentation, Systems and
Automation Society, 2006.
138
