Joint generalized linear models (JGLM) and double generalized linear models (DGLM) were 2 designed to model outcomes for which the variability can be explained using factors and/or 3 covariates. When such factors operate, the usual normal regression models, which inherently 
Introduction

16
Many well-known experimental designs that are applied across a diverse range of scientific 17 domains are based on the assumption of variance homogeneity. It is a quite strong assump- phenomenon can lead to the selection of overly complex models (Hinde & Demétrio, 1998) .
31
The approach of Taguchi to deal with dispersion effects was criticized and a discussion 32 started about effectiveness and alternatives to the signal-to-noise ratios (Box, 1988) . One 33 argument against signal-to-noise regards the fact that a transformation is chosen a priori. An where the choice of the best variance-stabilizing transformation is data driven. However, the 36 alternatives proposed to quantify and graph dispersion effects takes the form of exploratory 37 tools; a joint approach was not considered. At the same time, a modeling approach was 38 undertaken.
39
The concept of modeling heterogeneity through a pair of parametric non-linear predictors 40 was formally established by Harvey (1976) , with the parameters linked to the mean and variance 41 estimated by maximum likelihood, for a normally distributed response variable.
42
For this case, when all factors are quantitative, alternatives exists in the form of so-called 43 dual response surface methodology, where the mean and dispersion models are optimized 44 simultaneously (Myers et al., 1992) . 
54
In this paper, we propose a double generalized linear model (DGLM) for proportion data 55 using a Bayesian framework for parameter estimation. This approach allows one to incorporate 2006). The rest of the paper is organized as follows. In Section 2, the generalized linear models 60 (GLM) framework, the extended quasi-likelihood estimation method, and the model proposed 61 by Smyth (1989) and Nelder & Lee (1991) mean µ i and constant scale parameter φ, i.e., observations from a density of the form:
where a(φ) = φ/w, φ is the dispersion parameter, w is a prior weight, θ is the canonical param- given by η = Xβ, where β is a vector of p unknown parameters and
is an n × p design matrix; (iii) a link function g(·) relating the mean to the linear predictor,
78
In this paper, we focus on the particular GLM with binomial distribution and logit link 79 function. Assuming that a random variable Y i , the number of successes out of m i samples,
80
has a binomial distribution with probability of success π i , it follows that
Parameter estimation conventionally proceeds by maximum 83 likelihood; in computational terms, the iteratively re-weighted least square algorithm (IRLS)
84
is popular.
85
Note that, because the dispersion parameter φ = 1, the variance function depends solely on the mean parameter. However, it is quite common in experimental situations that proportions show variability larger than that allowed by the theoretical variance of the binomial distribution, the aforementioned overdispersion. Hinde & Demétrio (1998a) reviewed a wide variety of avenues for overdispersion modeling, together with methods of estimation. These authors also discussed applications to agricultural experimentation data. Nelder & Pregibon (1987) proposed the extended quasi-likelihood (EQL) method for parameter estimation, based only on the first two moments of a distribution. The EQL method consists of maximizing the function predictor that may differ from the one describing the mean.
90
The joint-modeling ideas for mean and dispersion, proposed by Smyth (1989) and Nelder 
98
In this model, φ represents the independent variation of the mean and V(µ) is the mean- hierarchical generalized linear models, jointly incorporating random effects in both mean and 113 dispersion linear predictors. This class will not be explored in this work.
114
At this point, it is important to emphasize key differences between the JGLM and the
115
Bayesian DGLM explored here. The JGLM is a fixed-effects model that deals with disper- perspective for the proportion data, which will be described in Section 3, proceeds by hier- 
131
One proposal for a Bayesian DGLM was presented by Cepeda & Gamerman (2000), with 132 the following structure: 
where the hyper-parameters b 0 , g 0 , B, C, and G are assumed known. The posterior joint 138 probability density function is given by
As (2) assumes an intractable analytical form for integral manipulation, the Metropolis-
140
Hastings (MH) algorithm was employed, together with a block-wise scheme to obtain the 141 samples of the posterior marginal density functions for each parameter (Gamerman, 1997). 
Model for Overdispersed Proportion Data
143
The ideas behind a Bayesian DGLM for normal data do not carry over to the binomial situation,
144
because in that case there is no separate variance parameter. Hinde & Demétrio (1998b) 145 describe a logistic-normal model with the following structure
with the aim of accommodating the overdispersion effect through the random effect z i . Bor- 
and assuming a prior distribution for β and τ = σ −2 to incorporate the uncertainty associated 152 with these parameters.
153
Here, we propose a generalized version of (4), to allow for covariates and/or factors af-
154
fecting the dispersion parameter of the random-effect distribution. To this end, the following 155 hierarchical double generalized linear model is assumed:
where x i and z i are the appropriate rows of the design matrices X and Z, respectively, δ i is 157 a random effect, β and γ are vectors of unknown parameters. The normal distribution for a 158 random effect, used to accommodate overdispersion, is a sensible choice whenever this random 159 entertained as well, such as, for example, a scaled t-distribution. We further assume that β j 161 and γ k are independent, i.e., p(β j , γ k ) = p(β j )p(γ k ), which is sensible given that it is difficult to 162 establish a prior dependence structure for these parameters in common experimental situations.
163
In this model, the link function for the mean of
The link function for the dispersion is assumed to be ln τ 
170
The posterior joint probability density function for model (5), obtained by the Bayes' rule, can be described by
Model (5) 
From (7) it is not possible to derive analytic forms for the posterior marginal density functions 188 for β, γ, and δ. Furthermore, it is not a viable alternative, neither to make use of numeric 
where the vectors β −j , γ −k , and δ −i refer to the parameter vectors without the elements β j , θ t , t = 1, 2, . . . reaches convergence, the sample of θ t can be considered a sample of p(θ|y).
205
It can be formally shown that the convergence of the chain is to the stationary distribution.
206
For a given set of data, it is important to construct some exploratory graphical diagnostics
207
and to obtain further diagnostic measures to scrutinize convergence (Gelman et al., 2000) .
208
The use of a Bayesian approach via stochastic simulation methods demands that Markov 
Data Description
227
As a motivation to the modeling tools developed here, an apple tissue culture experiment, an influence on the proportion of regenerated explants. The data set is reproduced in Table 1 .
237
The motivation to use a relatively small set of data is twofold. First, it allows focusing 238 on the methodological contributions, without the intricacies of large and potentially complex 239 data manipulations. Second, this type of experiment is quite common in horticulture.
240 Table 1 
256
Vague priors were assumed so as to incorporate the uncertainty for the vectors β and γ.
257
In all cases, they were assumed normally distributed, with variance 1000 for the β parameters 258 and 100 for the γ. While the value 100 may appear not sufficiently vague, choosing a larger 259 value tends to jeopardize the convergence of the Markov chain process.
260
Three chains of size 200,000 were generated. The first 100,000 iterations of each chain
261
were discarded for burn-in purposes. In an effort to minimize the within-chain autocorrelation, 262 each 50th iteration was retained. As a result, the sample size to be used for posterior inference 
269
Using the deviance information criteria (DIC), backward model selection was conducted.
270
The most complex model fitted was a constant term only in the dispersion linear predictor. Model 7 has only a random effect δ 277 with distribution N(0, 1), and Model 8 is an ordinary binomial GLM without random effects.
278
In Model 5, the non-significant effects in dispersion model, related with explants B, C, and 279 E, were dropped, in view of reducing the DIC. In Model 3, these non-significant terms were 280 kept and while a consistent picture emerges in terms of pD and the number of parameters,
281
the DIC has deteriorated.
282
A strong overdispersion effect is apparent for Model 8. Models 9, 10, and 11 are nested providing support for inference over the parameter estimates.
295 Table 3 presents the posterior summary. Using the median as a point estimate for the 
315
The Bayesian approach adopted here and based on stochastic simulation is a very conve- 
and, finally, 
