We describe a method for probabilistic document indexing using relevance feedback data that has been collected from a set of queries. Our approach is based on three new concepts: (1) Abstraction from specific terms and documents, which overcomes the restriction of limited relevance information for parameter estimation.
INTRODUCTION
however, these models lack an explicit notion of an event to which the probabilistic weights relate.
In this paper, we present a radically different approach to probabilistic indexing.
We introduce the concept of "relevance description" as an abstraction from specific term-document relationships.
As 
Here P( R I dn) is the probability that document d~will be judged relevant to an arbitrary request. P( 2'~I R, dm) is the probability that dm will be relevant to a query with representation Zk, and P(~~I d~) is the probability that such a query will be submitted to the system. P( R I Zk, = 1, dn) = P( R I t,, d~) is the probabilistic index term weight of t, with relation to d~, the probability that document dn will be judged relevant to an arbitrary query, given that it contains t,. From our model, it follows that d: should contain at least those terms from T for which P(R I tZ, dJ # P(R I dJ. Assuming that P(R I t,, dm) = P(R I d~) for all t,# d;, we get the final BII formula5 p(Rl~t,4n)
In this form it is nearly impossible to apply the BII model, because there hardly will be enough relevance information available to estimate the 51n contrast to this assumption, experiments described by Turtle [32, pp. 127-132] with indexing weights also assigned to query terms not occurring in the document have shown significant improvements in comparison to the case where these terms are ignored. For the experiments described in this paper, this is a pragmatic assumption. We could apply our indexing approach to terms not occurring in the documents as well. In the decision step, a probabilistic index term weight based on this data is assigned. This means that we estimate instead of P( R / t,, dn) the probability P( R I x( t,, dJ).
ACM
In the former case, we would have to regard a single document d~with respect to all queries containing t,in order to estimate P( R I t,, dJ. Now we regard the set of all query-document pairs in which the same relevance description x occurs. Here the probability P( R I x( t,, d~)) is the probability that a document will be judged relevant to an arbitary query,
given that one of the document's index terms which also occurs in the query has the relevance description x. There are two advantages from the introduction of the concept of relevance description:
(1) By abstracting from specific document-term pairs, we do not need relevance information about the specific document dn or the specific term t,
for the estimation of P( R I x( ti, dJ It can be seen that we have the best sampling for the CACNI collection, and for the CRAN and INSPEC collection, the two query sets also seem to be quite similar.
In the case of the CISI[ collection, the difference is much larger (see also the average query lengths in Table IV ); in the following, we will see that this may account for some strange results that we got for the CISI collection.
We have the biggest difference for the NPL collection; 
