ABSTRACT Audio steganography allows and inspires many researchers to design methods for secure communication. Based on the evaluation on the existing methods, it was found that most methods focused on one or two requirements while disregarding others, causing imbalanced performance. Moreover, most methods lack adaptivity and dynamic allocation. Therefore, in this research, a method called Adaptive Multi-level Phase Coding (AMPC) was proposed to optimize the above issues. The reverse logic of the main tradeoffs was used to empirically design several embedding levels that that simultaneously attained good performance for all aspects as much as possible. Then, an adaptive component was added by selecting the embedding level that provided the best performance for each embedding process. Moreover, the error spreading factor was introduced to achieve a fair payload distribution. The performance balance objective requires a new formulation that will enable the accurate selection of the degree of modification, multiple-bit embedding per modification, and reduced retrieval errors. As a result, the interval centering quantization (ICQ) was formulated and implemented in the proposed method. The experimental results show that AMPC successfully fulfilled the research objectives. Also, AMPC surpassed other phase coding methods in all aspects while time-domain methods achieved the highest transparency and capacity with the lowest robustness. Moreover, experiments show that the implementation of adaptive multi-level concept is able to improve the existing method's performance significantly. In summary, AMPC was able to achieve a stable embedding rate of 33 Kbps at 35 dB of SNR, which is higher than the recorded embedding rate of other phase coding methods.
I. INTRODUCTION
Audio steganography is the process of hiding secret data inside an audio file. Early audio steganography methods exploited the Human Auditory System (HAS) to convey secret messages. However, more advanced statistical steganalysis approaches have been introduced recently [1] , such as the methods in [2] - [4] . The main challenge in audio steganography is that three main requirements (embedding capacity, transparency, and robustness) must be fulfilled simultaneously [5] , [6] . The embedding capacity often referred to as embedding rate, is defined as the maximum message size per 1-time unit. The second requirement is
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transparency, which indicates the ability to avoid suspicions and is usually related to the degree of similarity and error between the original cover signal and the stego signal. Due to the fundamental trade-off between capacity and transparency, many methods have been crafted to improve the capacity and transparency such as those proposed in [1] , [7] - [11] , mainly in the time or wavelet domains. The third requirement is robustness, which is defined as the ability of the method to withstand intentional and accidental signal attacks. This area is dominated by audio watermarking methods operating in the frequency domain such as those in the Discrete Fourier Transform (DFT) and the Discrete Cosine Transform (DCT). DFT methods can be divided into two categories. The first category operates by modifying the magnitude or the main spectrum components of the discrete Fourier transform [12] - [15] . VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ This research focuses on the second category, which operates by modifying the phase components of the discrete Fourier transform [16] - [20] . Phase coding and its robustness potential have been demonstrated originally in [21] . Phase coding methods have achieved high robustness and variable transparency levels, leading to a low embedding capacity. In phase coding, the maximum embedding rate when transparency and robustness are measured is 24 kbps at 32 dB, achieved by the method proposed in [22] . However, even such an embedding rate is considered low when compared to the wavelet or timedomain based methods that lack the robustness advantage. Most of the methods show a clear tendency to fulfill one or two requirements over the others. Consequently, some requirements will be fulfilled at the cost of others, causing performance imbalance. Although phase coding methods have a positive reputation in many review articles such as [5] , [23] and [24] , not much work has been done to uncover the full potential of this method as compared to the time or wavelet domains.
Moreover, most of the proposed methods are based on static embedding behavior that lacks adaptivity. Adaptive methods involve features that enable the adjustment of embedding routines to capitalize on performance, which gives the methods an advantage over static methods. In adaptive methods such as that of [25] and [26] , the degree of modification depends on special criteria such as amplitude, coefficient value and energy level, while the signal length is not considered. Meanwhile, in the Matrix Embedding Strategy (MES) in [27] , a high adaptivity level was achieved when the ratio between the message and the signal length was considered.
Another limitation in most existing methods is the sequential embedding approach, which causes error condensing and noise-and-quality discrepancies within parts of the stego audio itself. This limitation is most evident in cover underloading scenarios, which occurs when the message size is considerably lesser than the maximum capacity of the method for a certain cover file [28] . Sequential embedding in this scenario indicates that the embedded message in the first parts of the audio had produced a noise-and-quality gap between the clean and the embedded parts of the audio. As a consequence, these discrepancies could be picked up as a feature via steganalysis methods for message detection. The main reason for this issue is the unequal and non-dynamic message allocation over the cover. In this research, this issue is referred to as the lack of dynamic security.
Based on the limitations discussed earlier and the robustness advantage in phase coding, this study revisits audio steganography by phase coding to improve the capacity of this method while maintaining similar transparency and robustness levels. Moreover, adaptivity and dynamic security are also targeted. The rest of the paper is structured as follows; the related works are presented in Section II; the proposed method is presented in Section III; the experimental results are presented in Section IV; and the conclusion is presented in Section V.
II. RELATED WORKS
In this section, several audio steganography methods are reviewed including the phase coding methods followed by the time-domain methods. Finally, a brief summary of the reviewed methods is presented to conclude the section.
The main trade-off in phase coding exists between robustness and transparency, as highlighted in [29] . It is shown that high robustness demands a higher error rate; therefore reducing the SNR and vice versa. The method operates by dividing the phase range into multiple degrees where 0 and 1 are represented by every two consecutive degrees, and the nearest degree to match the message bit is selected. With consecutive embedding, specific degrees will be repeated over the embedding segment, which might be used to construct a pattern and therefore compromise the embedding. Hence, one of the main characteristics recommended for phase values is randomness [30] . Moreover, the embedding rate in this method is 333 bps, which is considered low. Another phase coding method proposed by Rivas [18] was based on interpolation. The embedding is carried out by taking the average of two neighboring phases (before and after). The modified phase is equal to the average value plus or minus a constant shift phase based on the value of the message bit. However, the highest embedding rate of this method was 172 bps, concluding that it suffers from low embedding capacity.
Parab et al. [19] also proposed a phase coding method based on the difference between phases. The method sets the difference as even or odd to hide 1 message bit of 0 or 1. However, the frame length in this method was selected as 10 ms, which also resulted in a low embedding rate. A key observation of this method is the high Bit Error Rate (BER), which reached 21% when 25 bins were modified per frame. In contrast, the methods proposed in [16] , [17] , [22] and [31] achieved high embedding rates. These methods used thresholding criteria that avoided embedding at low frequencies, while in the selected frequencies, explicit layers of the Least Significant Bit (LSB) in each phase were exploited to hide the secret message.
The BER is a metric used to calculate the correctness of embedding; it shows the percentage of the message bits that were retrieved incorrectly. In [31] , the author demonstrated that embedding at low LSBs, such as the last two LSBs maintained lower robustness against Additive White Gaussian Noise (AWGN) than embedding at high LSBs such as the 5 th and 6 th LSBs. In [16] and [17] , the BER was not measured at high embedding rates. However, in [22] , the BER was around 0% against 10 dB of SNR after white Gaussian noise addition. The contradictory BER results in [19] and [22] combined reveal a research-worthy issue. In this context, the method in [19] can be expressed as phase coding by LSB substitution at the last bit only.
Therefore, this research further investigates whether a retrieval error in phase coding exists when LSB substitution is employed and the reasons that cause this error, if any. Some randomly selected cover signals were tested using the methods in [19] and [22] . Originally, the last 4 LSBs were utilized for embedding in [22] . However, for clarity, the method is implemented in this experiment modified one phase bin at the fourth LSB only, in a 4 ms frame (176 samples in 44.1 kHz audio). Moreover, the method uses an embedding threshold to select the phases. To get a better view of this comparison, another method in which one phase bin was modified at the third LSB without the embedding condition was implemented. On the other hand, the method in [19] was implemented by modifying one phase only in a 256-sample frame. The BER results of these methods are illustrated in Fig. 1.   FIGURE 1 . Phase coding using LSB substitution methods against BER. Fig. 1 explicitly shows the presence of errors. Moreover, it shows that modifying deeper level of LSB yielded a lower error rate. The highest error rate occurred when the first LSB was used, fewer errors occurred at the third LSB, and the least was observed at the fourth LSB.
As for the time-domain methods, in the method proposed by Ahmed et al. [8] , 8 LSBs of each selected audio sample of 16-bit length were replaced with message bits. The selection was carried out using an amplitude threshold. Meanwhile, Bazyar and Sudirman [7] proposed another timedomain method based on varying the payload per sample based on the first 2 Most Significant Bits (MSBs), and embedded 4, 5, 6, or 7 message bits per sample. Both methods achieved high embedding capacity. Other low bit encoding methods in the time-domain that aimed for high transparency were proposed in [32] - [35] , but as a result of higher transparency, these methods achieved low embedding capacity.
In general, the robustness of the low bit encoding methods under the time-domain to withstand against signal processing attacks is poor [5] , [6] , [36] . Moreover, such methods follow a linear approach in embedding, indicating error condensing in the first parts of the signal.
In summary, three general issues could be observed in most existing audio steganography methods, namely:
• Imbalanced Performance • Lack of adaptivity • Lack of Dynamic Security Furthermore, two main issues can be found in existing phase coding methods, namely:
• Low embedding capacity such as 172 bps and 333 bps in the methods of [18] , [29] , respectively.
• A high retrieval error rate in LSB-based methods [19] , [22] . Thus, the objective of this research is to design a method to improve upon these limitations.
III. THE PROPOSED METHOD
The proposed method attempts to improve the general limitations in the existing methods by proposing an adaptive multilevel method. Meanwhile, the specific limitations in phase coding are addressed using a newly designed method of data injection called the Interval Centering Quantization (ICQ). The adaptive multilevel method uses the main tradeoff logic in reverse order to design multiple embedding levels with various performances in capacity, transparency, and robustness. The trade-off itself states that capacity has an inverse relationship with both transparency and robustness, and those two have their own inverse relationship. Therefore, the inverse logic is that for low capacity, one of these cases should be obtained:
1. High transparency and low robustness, 2. High robustness and low transparency, 3. Moderate transparency and robustness. Moreover, when the capacity is increased, the other aspects are affected negatively. In this method, the high and low rates of all three aspects were determined empirically. The adaptivity concept breaks down the maximum degree of modification when the capacity is low and spreads the error horizontally over the signal to achieve better performance in the other aspects. Hence, the three levels of capacity were initially defined. Then, other embedding parameters were tweaked to provide the best performance in terms of transparency and robustness. In the embedding operation, the method calculates the ratio between the message size and the signal length to select the embedding level that provides the best performance. The ratio between the message size and the signal length is denoted as Payload per Second (PPS) calculated as per Equation (1) while the level selection function was calculated as per Equation (2).
where Ms represents the message size and L represents the audio signal length in seconds.
F(PPS)
where K is the number of embedding levels, Min is the minimum embedding rate and Max is the maximum embedding rate.
To solve the dynamic security issue, the message size was considered among the embedding keys and each message was distributed fairly on the cover signal to eliminate the formation of noise hotspots and quality difference. In the implementation, a dynamic parameter, namely the Error Spreading Factor (ESF), which represents the number of samples that are left as a gap between two modified frames, was calculated as in Equation (3).
where ini is the initial embedding point, BPB is the message bit number per block and FL is the frame length.
After the investigation, it was found that the retrieval errors in LSB-based phase coding were due to floating-point errors or rewriting errors. In most phase coding methods, the phase value is subjected to two transformations, which are the conversion from radians to degree format and the Inverse Fast Fourier Transform (IFFT), which includes rounding. On the other hand, rewriting errors occur when two or more DFT bins in the same frame are modified whereas the second modification corrupts or cancels the first one during the IFFT process.
To bypass floating-point errors, multiple bit embedding per quantization and an accurate selection of the degree of modification were enabled, as proposed in the ICQ. Meanwhile, only one phase was modified per frame to eliminate rewriting errors. The idea of this injection method is to encode a new value in the center of an interval that is more immune against floating-point errors and signal attacks, as it will be less likely to flip the value out of the interval. Moreover, in the retrieval process, any value within the interval reads the same value as the interval center. In this method, the first process involved calculating the modulus m as in Equation (4).
where Value is the data unit value (which could be the phase value, coefficient value or sample value) and Q is the selected degree of modification. The result of this operation will always be in the range of 0 to Q-1. Then, this range was further divided into intervals, where the number of intervals, denoted as Noi, corresponds to the number of message bits to be embedded per modification, as calculated in Equation (5).
where n is the number of message bits per modification. For example, to embed two message bits in one Value, the range of the modulus, m, is divided into 4 equal intervals, where each interval corresponds to one combination of the two bits (00, 01, 10, 11). The interval length is denoted as IL, and its condition is given in Equation (6) .
After acquiring the parameters m, Noi, and IL, the retrieval and embedding processes can begin. The general approach here is to change the value of the modulus to the value that represents the message combination. However, the key design feature here is that the modified value should be at the rough center of the interval. Equations (7) and (8) present the general retrieval and embedding rules, respectively.
where R is the retrieved message segment of the data unit Value, in decimal representation.
where NV is the new value of the phase after quantization, Dec is the message segment in decimal to be embedded, and c is a security randomization factor ranging between −1/10 * IL to 1/10 * IL to slightly move the new value offcenter in order to deny the newly generated values the ability to form patterns. An empirical study was conducted to set the embedding parameters of the three levels. The experiment started by setting three embedding rates to provide the best performance for each level within the boundaries of the main trade-off. The parameter setting of the levels is illustrated in Fig. 2 .
The design of the embedding levels aims to find the best settings for all variable performances in terms of the aspects to achieve the performance balance. The relative performance of the levels is illustrated in Fig. 3 .
After level selection, the ESF was calculated as per Equation (3) based on the unique parameter setting of each level and the embedding process starts.
In all levels, the default binary value of each frame was read using Equation (7), which is based on the Fast Fourier transform (FFT) process, radians to degree conversion and the modulus m calculated as per Equation (4). Then, the retrieved value was compared to the corresponding encrypted message bits. If a change is needed, the write step is initiated as in Equation (8), followed by converting the new value back to radians format and the IFFT process, respectively. Otherwise, the counter would be incremented by the ESF and FL, and the process moves to the next frame. The flow diagram of AMPC is illustrated in Fig. 4 . In the following sub-sections, the embedding process in each level is explained. A. LEVEL 1 In Level 1, the first case of the MES is employed to boost transparency. In this level, the Frame Length used is 12 samples, which hides two message bits. However, each sample is further divided into three sub-blocks, where each sub-block is interpreted as one bit. After reading the value of each subblock using Equation (7), three bits are achieved as output. Then, the MES is used to translate the three bits into two bits and compare it with the two message bits. If a change is needed, the MES selects the sub-block to be modified and the writing step is initiated as in Equation (8) . In any case, only one sub-block will be changed to hide two message bits. The reading and writing processes in Level 1 are illustrated in Fig. 5(a) . 
B. LEVEL 2
In level 2, a higher degree of modification of 20 • is selected. In this level, the second phase bin of each frame of 4 samples is processed for modification to hide two bits. The range from 0 to Q-1 is divided into four intervals to represent the binary combination of the two bits stream, namely 00, 01, 10 and 11. After reading the value of the default phase using Equation (7), the result is then compared to the message bits. If a change is needed, the write step is initiated as in Equation (8) . The reading and writing processes in Level 2 are illustrated in Fig. 5(b) .
C. LEVEL 3
This level includes the highest degree of modification and the highest embedding rate. In this level, the second phase bin of each frame of four samples is processed for modification VOLUME 7, 2019 to hide three bits. The range from 0 to Q-1 is divided into eight intervals to represent the binary combination of the 3-bit stream, namely 000, 001, 010, 011, 100, 101, 110 and 111. After reading the value of the default phase using Equation (7), the result is then compared to the message bits. If a change is needed, the writing step is initiated as in Equation (8) . The reading and writing processes in Level 3 are illustrated in Fig. 5(c) .
The retrieval process is done similarly without the writing steps where BPB is extracted from each block to assemble the message in binary form. Next, the message is decrypted and converted to its original form as in text, image or audio.
IV. EXPERIMENTAL RESULTS
The existing phase coding methods such as the ones proposed in [19] and [22] were included in the comparison study because of their performance. In [19] , the frame length used was 10 ms and 25 bits were embedded per frame. Meanwhile, in [22] , the frame length used was 4 ms and the embedding condition was used to select the phase bins for embedding. Then, embedding was carried out only in the 4 LSB of the phase for the best BER results. In addition to the phase coding methods, high capacity time-domain methods such as that of [7] and [8] were included to capture a better image of the proposed method's performance. In this experiment, the method proposed by [8] was implemented with 1024 embedding threshold. The Signal to Noise Ratio (SNR) was used to evaluate transparency, while BER against AWGN and Lossy Compression were used to evaluate robustness. Also, SNR was used to highlight the adaptivity concept against capacity ratios. The AMPC was compared in terms of visual error distribution and SegSNR spikes to capture the effect of the fair payload distribution against sequential embedding. Finally, the execution time was evaluated and compared. The setting of each experiment and the results are discussed in detail in the following sections.
A. AMPC LEVELS AT MAXIMUM CAPACITY
In the first experiment, the proposed method represented by the three embedding levels was evaluated. The SNR, maximum embedding capacity and BER of each level were compared. Table 1 shows the payload in bits, SNR in decibel (dB), and the BER in each level for the embedding of 10 randomly selected samples of both music and speech types.
In Table 1 , the average payload for Level 3 was the highest, followed by Level 2 and Level 1 due to the different embedding rates in each level i.e. The results show that all the levels maintained a BER rate below 0.001%, indicating that the embedded messages were all retrieved correctly, which was not the case in many LSB-based phase coding methods as shown in Fig. 1 . The difference between the proposed method and the methods in Fig. 1 is the ICQ and variable degrees of embedding. In the ICQ, new values are injected at the center of a virtual interval, which enables the new value to keep its hidden bit(s) even after a small change in its value. It is noticed that speech signals maintained slightly higher BER than music signals in all levels, due to the higher number of zero phases in speech signals that have silent intervals.
The SNR results for the levels show significant differences, mainly due to the variable payloads and the variable degree of the modification Q.
B. SNR COMPARISON EXPERIMENT
An SNR comparison experiment with equal payloads was conducted to capture the performance differences between the levels and other related methods. In this experiment, three randomly selected audio signals were used to hide equal payloads where the payloads were selected based on the capacity of the phase coding methods. If the payload was higher than the method's capacity, a value of 1 would be used to represent an embedding failure case as in Fig. 6 .
Moreover, in this experiment, each embedding level was evaluated individually for comparison purposes. Fig. 6(a) , Fig. 6(b) and Fig. 6(c) show the SNR results of the included VOLUME 7, 2019 FIGURE 6. SNR comparison against equal payloads of the proposed method, existing phase coding methods, and existing time-domain methods using a) 1 second drumbeat, b) 4 seconds piano, and c) 5 seconds of human speech. methods using the three cover samples, where a higher SNR indicates a better level of transparency.
In Fig. 6(a) , the cover signal is the sound of a 1-second duration (44100 samples) drumbeat, which was selected to show the capacity potential in the one-time unit. For the first payloads, the first AMPC level achieved the highest SNR followed by the time-domain method in [7] . AMPC Level 1 maintained the lowest degree of modification where Q = 10. Moreover, in the first level only, the first MES case was used to take advantage of the unutilized capacity to boost transparency. For example, for the embedding of two bits, only one phase only was modified, while the ICQ hid 1 bit per sub-block (4 samples).
Based on Fig. 6 , it is observed that for most of the payloads, the time-domain methods, which are [7] and [8] achieved the highest SNR, followed by the selected AMPC level and the existing phase coding methods, which are [19] and [22] . The selected AMPC level is the level that provides the highest SNR for each scenario. For example, the payload 33 Kb in the second cover signal was achieved using all AMPC levels. However, in the actual practice of AMPC, the first level will always be selected for cover signals of similar length, which is realized by the PPS calculation in Equation (1) and the level selection in Equation (2) . Moreover, the highest recorded result in phase coding was 24 Kbps at 32 dB of SNR [22] . The results in Table 1 and Fig. 6 show that the third AMPC level was able to stably provide 33 Kbps at almost 35 dB of SNR. Therefore, it is concluded that the proposed method provides balanced performance in terms of capacity and transparency, as it achieved better embedding rates and better SNR for the same covers and payloads. Moreover, the proposed method provided a median performance between the phase coding and time-domain methods.
C. BER COMPARISON AGAINST AWGN AND LOSSY COMPRESSION
A BER comparison against two signal attacks was carried out to capture the robustness of the proposed method. In this experiment, each method embeds a random message in three audio covers, where the payload is dependent on the method itself. Then, in the AWGN test, the stego signals are subjected to various levels of noise. Next, the retrieval code of each method is used to recover as much as possible of the noisy signal. Meanwhile, in the Lossy compression attack, the stego signals are compressed to MPEG-4 format using variable bit rates and converted back to WAV format before attempting to retrieve the message. In both tests, a lower BER will indicate more robust embedding and a higher BER will indicate that the attack destroyed the embedded message. Fig. 7(a) shows the BER of the methods after adding variable levels of white Gaussian noise to the stego signals. The main highlight of the results in both signals is that AMPC showed better resistance than the other methods. In more detail, in the time-domain methods, the BER jumped from 0% to around 45% at the first noise level, indicating total destruction of the embedded message. In contrast, existing phase coding methods showed better resistance to noise addition, which is justified by the concept of phase coding itself, where each DFT point is extracted after including a number of timedomain samples (FFT frame length). Therefore, the stored value in such a DFT point is in a way repeated in variable rates over the frame elements. The frame length sustains a positive relationship with the noise resistance and robustness in general as shown in [29] , where a low error rate was achieved even at 30 dB of noise. Another factor that affects the noise resistance is the degree of modification, which can be represented by the maximum potential error after each embedding. Hence, in [19] , the frame length was more than the frame length of [22] , while in [22] , a higher degree of modification was attained than in [19] , which caused an intersection in the study's BER charts. The advantage of AMPC in this test is its ICQ design, where a margin of error (interval half) is left to ensure correct retrieval even after the value is changed by errors, noise or other similar attacks. Specifically, Level 2 achieved the best BER, followed by Level 3 and Level 1. To justify these results, it is important to consider three factors: the degree of modification Q, the Interval Length IL and the MES in the first level. Although the degree of modification in the Level 3 was 32 • , and 20 • in Level 1 and 2, the second level achieved better BER, which is explained by the IL difference, which is equal to 5 in Level 1 and 2, and 4 in Level 3.
1) AWGN TEST
In all levels, the modified phase value was made at the center of the interval. Therefore, in Level 1 and 2, the modified phase value will maintain its embedded bits until it is changed by 2.5 • . Due to the contiguous nature of the intervals, when the phase is modified by 2.5 • , the modulus m will point at an adjacent interval and hence create a retrieval error. Meanwhile, in Level 3, the modified phase needs to be changed by only 2 • to point to another interval. Therefore, Level 2 achieved better robustness. The MES in Level 1 required that all three sub-blocks carry the correct value to retrieve the two-bit stream correctly, which explains the lower robustness of this level.
2) MPEG-4 LOSSY COMPRESSION TEST
This test is more destructive than AWGN. The main trend of the results of this test is similar to that of the AWGN experiment where the proposed method dominated and yielded similar results for the order of the level. Similarly, Level 2 achieved the best BER, followed by Level 3 and Level 1. In both samples, most of the selected methods jumped to the total loss rate after a compression rate of 192. However, both [22] and the proposed method showed better robustness in the second sample, as the first sample had a one-second length. The AMPC achieved better results than other methods because of its ICQ injection method, which leaves a margin of error for the modified values. Although AMPC came first in this test, the Lossy Compression still had a very destructive effect, which is more evident in the first sample. In summary, both tests showed an advantage of using ICQ as an injection method over other methods, namely yielding better robustness. Based on the results of the experiments, the proposed AMPC achieved a better balance over other existing methods, coming in second in terms of capacity and transparency after the time-domain methods and first in terms of robustness. Moreover, a new record in phase coding was achieved where AMPC recorded a stable embedding rate of 33 Kbps at approximately 35 dB of SNR.
D. THE EFFECT OF ADAPTIVE MULTI-LEVEL CONCEPT ON THE PERFORMANCE
This experiment highlights the effect of the adaptive concept on overall performance. In this experiment, SNR was calculated incrementally from 10% to 100% of the maximum capacity of each method. After determining the maximum capacity of each method for the selected cover signal, the payload scale was set up with a 10% increment. Fig. 8 shows the SNR rates for the selected methods against low to high capacity. The main highlight in Fig. 8 is the linear performance in both existing phase coding and time-domain methods. On the other hand, the AMPC chart in Fig 8 shows clear shifts in performance, which are caused by the change in levels. The multi-level concept is designed to capture variable capacity, transparency and robustness by adjusting the degree of modification and the other variables adaptively. As a result, when the message is smaller than the maximum capacity of the cover, a lower degree of modification is invoked to VOLUME 7, 2019 achieve optimal performance. Similarly, when the message is large or almost equal to the maximum capacity, a high degree of modification is invoked to enable the embedding. For example, Level 1 achieved high SNR, but it had low capacity. Level 3 produced a high capacity but with the same embedding settings, it achieved lower SNR at low capacities. The maximum capacity will be restricted if the method uses a low degree of modification, and vice versa. However, in both cases of high and low capacities, any single level method will lose on performance.
To understand the adaptivity potential of the multiplelevel method, another experiment was carried out where the method of [37] was selected as an example for its simplicity. The method originally modifies 4 LSBs per sample in a linear fashion. In the modified version, three levels were established. The first level modifies 1 LSB bit, the second level modifies 3 LSBs and the third level modifies 4 LSBs as per the original. Therefore, Level 1 produced a total embedding rate of 44.1 Kbps, Level 2 produced 132.3 Kbps and Level 3 produced 176.4 Kbps. The capacity of the modified version was the same, and the robustness was approximately similar. Fig. 9 shows the difference between the three-level version of the method and the original one. In Fig. 9 , the adaptive version achieved better rates in 7 out of 10 payloads. In more detail, around (12 to 5) dBs of SNR was saved by introducing Level 1 and Level 2, respectively. Moreover, such an improvement in performance was accomplished without any cost in the tradeoff among the requirements. Therefore, it is concluded that the adaptive multi-level concept achieved better performance by breaking down the degree of modification to three levels and utilizing horizontal space.
E. DYNAMIC SECURITY EVALUATION
Two experiments were used to capture the effect of message allocation on the security of embedding in cover underloading scenarios. The real threat that dynamic security attempts to minimize is when the steganalysis method can differentiate embedded and clear signals uncertainly. In this case, the distribution density of errors can be used to assist the main steganalyzer.
The visual error distribution and the SegSNR spike captured the message allocation over the cover signals. However, in each experiment, different settings were used.
1) VISUAL ERROR DISTRIBUTION
The goal of this experiment was to visually capture the error concentration in cover under-loading scenarios. In this experiment, the capacity ratio was set to 50%, where each method embedded 50% of its maximum capacity on a unified cover. Then, the error was calculated after embedding by subtracting the stego signals of the original cover. A more dispersed error indicates lower error density and therefore better transparency. Fig. 10 shows the error distribution among the methods at 50% capacity. Most of the existing audio steganography method yielded similar results as presented in FIGURE 10. Error distribution over the length of the cover signal at 50% of maximum capacity for each method. this experiment because they followed a sequential embedding approach that visits audio data units one-by-one for embedding. Moreover, even selective-based methods, which claim an un-sequential embedding, failed to choose dynamic criteria to spread the message over the cover. Fig. 10 shows that in all existing methods, the embedding ratio determined the cover signal ratio to be used for embedding. On the other hand, AMPC applied a fair distribution of error on the signal regardless of the embedding ratio, which is a result of the ESF. The main disadvantage of error condensing methods is the ability of steganalysis methods to distinguish the stego signal from the clean and embedded parts, which could compromise not only the message presence, but even the approximate size of the hidden message too.
2) SegSNR SPIKE
In this experiment, the goal was to observe the location of the spike between the embedding and the clean parts. Segmental SNR was used to show the effect of error distribution on the quality and noise difference in stego signals. In this experiment, the cover and stego signals were divided into equal frame sizes with a 50% overlap, and the SNR of each frame was calculated between the cover and the stego. Then, the resulting ordered SNRs were saved into a vector. Next, the vector was divided into distinct groups. A finer level of analysis requires a larger number of groups. However, in this research, frame sizes were set to 256 with a 50% overlap and 10 groups. Finally, the average of each group was calculated to represent the SNR in that segment. Two capacity ratios were used, which are 20% and 35% of the maximum capacity of each method for the selected cover. Fig. 11(a) and Fig. 11(b) show the SegSNR for the included methods at 20% and 35% of the maximum capacity of each method.
The results in Fig. 11 are similar to those in Fig. 10 in which both charts showed a dependence of the error distribution on the embedding ratio in the existing time-domain and phase coding methods. For the existing methods in Fig. 11(a),   FIGURE 11 . SegSNR Spike at A) 20% and B) 35% embedding ratio per method. the chart showed an early spike at 20% of the signal length, while in Fig.11 (b) , the spike moved to 35% of the signal length to follow the embedding ratio. On the other hand, in AMPC which enabled ESF, the location of the spike was not affected by the capacity ratio. The fair error distribution eliminated the chances of error hotspots formation in underloading scenarios.
It is noticed that in [8] , a late spike was attained due to the threshold in place. In general, AMPC provides a better association between the message and the cover in under-loading scenarios because the error was well distributed dynamically. As a result of such a modification, the message size must be known at the receiver to retrieve the message. Therefore, the message size must be shared beforehand or can be shared in the stego signal by allocating a segment of the stego signal for message size sharing as in [38] .
F. EXECUTION TIME COMPARISON
This experiment compared the execution time of the AMPC to the related methods. An audio signal of 10-second length was selected alongside 5 different payloads, where the payloads were selected based on the capacity of the included methods. The experiments were conducted using an Intel Core i5-4590 workstation. Fig. 12 shows the comparison results. Due to the capacity differences, some methods were not able to embed all payloads. Based on the results, it is fair to report that time-domain methods are generally faster than phase coding methods due to the multiple calls of FFT, IFFT and the Unwrap functions during phase coding run times. The method in [19] was the fastest of the phase coding methods and the method in [22] achieved the highest execution time. While the AMPC showed moderate execution time.
Based on this experiment, the main limitation of AMPC could be its design complexity, as it includes three levels that require unique parameter settings and implementations.
V. CONCLUSION
In this research, three general issues were discussed, namely the imbalanced performance, a lack of adaptivity and a lack of dynamic security. Moreover, it is noticed that existing phase coding methods suffer from low capacity and high retrieval error rates in LSB-based methods. Thus, several solutions were formulated in the proposed Adaptive MultiLevel Phase Coding (AMPC) method. A balanced performance was targeted by designing multiple embedding levels with variable performances of each aspect, where the parameter settings were carried out empirically. The adaptivity solution completed the previous solution by creating a ladder of degree-of-modification and enabling better utilization of horizontal space. Moreover, the fair payload distribution provided the solution to achieve better dynamic security. One of the main highlights in this research is the proposed method of data injection, called the Interval Centering Quantization (ICQ). The ICQ was formulated to enable an accurate selection of the degree of modification, increase the number of bits per modification and reduce the chance of retrieval errors due to floating-point errors.
The comparative results show that AMPC achieved the highest robustness levels against AWGN and Lossy Compression signal attacks. Also, AMPC achieved better transparency and capacity when compared with existing phase coding methods. Therefore, it can be concluded that AMPC obtained better performance balance than the existing methods. Also, AMPC was able to achieve an embedding rate of 33 Kbps at 35 dB of SNR, exceeding the existing record in phase coding of 24 Kbps at 32 dB of SNR. Moreover, AMPC maintained a high level of adaptivity that significantly improved its performance. Furthermore, the fair payload distribution showed a better distribution of error than sequential embedding methods in both visual error distribution and SegSNR tests.
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