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Abstract
In 1977, Ahlswede and Katona proposed the following isoperimetric problem: .nd a set S
of n points in {0; 1}k whose average Hamming distance is minimal—or equivalently .nd an
n-vertex subgraph of the hypercube Qk whose average distance is minimal.
We report on some recent results and conjecture that S can be chosen to be the set of all
points in {0; 1}k that are distance at most r from some point c∈Rk . We show that these “discrete
balls” include all known good constructions and we provide additional evidence supporting the
conjecture. c© 2002 Elsevier Science B.V. All rights reserved.
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1. Discrete isoperimetric problems
The classic isoperimetric problem consists of showing that in Euclidean space Rk
(originally only for k =2), the (convex) body with smallest surface area, given a
.xed volume, is the sphere. See [18] for a comprehensive book on related geometric
questions.
The discrete isoperimetric problem (solved by Harper [10] and Katona [15]) asks
the corresponding question for the Hamming space {0; 1}k : .nd a set of n points,
so that the boundary is minimal. Not surprisingly the answer is the Hamming sphere
(for a short proof see [7]). The survey of Bezrukov [4] discusses various discrete
isoperimetric problems.
In 1918, Blaschke [5] solved another isoperimetric problem in R2 by showing that
the convex body of smallest mean distance, given a .xed volume, is the disk. In 1977,
Ahlswede and Katona [2] proposed the discrete analog of Blaschke’s problem: .nd a set
S of n points in Hamming space {0; 1}k whose average Hamming distance is minimal.
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Or equivalently, .nd an n-vertex subgraph of the hypercube Qk with minimum average
distance. This problem has been recently investigated by several authors [1,3,8,9,20].
Up to a constant factor the Hamming sphere achieves the minimum, but it is not
necessarily best possible. It is the aim of this paper to suggest an analog of the sphere
for the discrete case: the discrete ball. We conjecture that the optimum is always
achieved by a discrete ball and we provide some supporting evidence.
2. Denitions and known results
Denition 1. The Hamming distance between two points x; y∈{0; 1}k , denoted by
d(x; y), is the number of coordinates in which they diMer,
d(x; y) :=
∑
16i6k
|xi − yi|:
The weight of a point x∈{0; 1}k is its number of non-zero entries, w(x):=d(0; x),
where 0 is the zero vector. The distance-sum of a set S ⊂ {0; 1}k is given as
d(S) :=
∑{
d(x; y): {x; y}∈
(
S
2
)}
:
The weight of a coordinate i of a set S is the number of ones in that coordinate among
the points in S
wi(S) :=
∑
x∈S
xi:
A fundamental observation is that
d(S)=
k∑
i=1
wi(S)(|S| − wi(S)): (1)
Indeed, both sums count the number of triples (x; y; i) with xi =1 and yi =0.
The problem of Ahlswede and Katona [2] amounts to determining, for all 26 n6 2k ,
f(n; k) :=min{d(S): S ⊂ {0; 1}k ; |S|= n}:
Any set S achieving f(n; k) will be called extremal. In general, the structure of ex-
tremal sets seems elusive since there are two diMerent con.gurations that are optimal
in a number of cases: the (Hamming) sphere and the (sub) cube. We will de.ne both
notions for general n.
Denition 2. The Hamming sphere of radius r¿ 0 centered at x∈{0; 1}k is de.ned as
B(x; r)= {y∈{0; 1}k : d(x; y)6 r}:
Every set S ⊂ {0; 1}k , for which there is a t such that B(0; t−1) ⊂ S ⊂ B(0; t) will be
called a (generalized Hamming) sphere. Let Bk(n) denote the generalized Hamming
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sphere on n points in {0; 1}k in which we pick the lexicographically smallest vectors
of weight t.
The set consisting of the n lexicographically smallest vectors in {0; 1}k is the subcube
Qk(n). We frequently drop the subscripts in Bk(n) and Qk(n).
Note that if we denote the binary expansion of m by b(m)= b1; b2; : : : ; bk , that is
m=
∑k
i=1 bi2
k−i, then Q(n)= {b(0); b(1); : : : ; b(n − 1)}. For example Q5(6)=
{00000; 00001; 00010; 00011; 00100; 00101} is not a sphere since it contains a vector
of weight 2, but misses some vectors of weight 1. It can be seen that Bk(n)=Qk(n)
if and only if n6 3 or n¿ 2k − 3.
Although there seem to be no closed formulas for d(Bk(n)) or d(Q(n)), the latter
can be computed ePciently with the following recurrence relation.
Proposition 1. d(Q(n))= n2=4+ 2d(Q(n=2)) + 2d(Q(	n=2
)); so that
d(Q(n))= 14 n
2 lg n+O(n2);
where lg denotes the base 2 logarithm.
The somewhat tedious proof of Proposition 1 is relegated to the last section. It is
left as an exercise that for any Hamming sphere S, with |S|= n
n
2
w(S)6f(n; k)6d(S)6 nw(S); (2)
where w(S)=
∑k
i=1 wi(S) is a lower bound on the distance sum from any .xed point
x;
∑
y∈S d(x; y). (To see this assume x is the origin—the .rst inequality then follows
by summing over all x∈ S.) Hence the Hamming spheres are optimal up to a factor
of 2. However, deciding which Hamming sphere has the smallest distance sum seems
as hard a problem as determining f(n; k). In general, Bk(n) has a small distance sum,
but for example if k +56 n6 2k then picking the n− (k +1) vectors of weight 2 so
that they all have a 1 in a .xed position is uniquely optimal.
Denition 3. For x∈{0; 1}k we let ri(x)= (x1; : : : ; xi−1; 1− xi; xi+1; : : : ; xk) and say that
ri(S)= {ri(x): x∈ S} is a zero-one swap in coordinate i. Let r(x):=r1(r2(: : : (rk(x)) : : :))
denote the unique vector with d(x; r(x))= k. For example —˜= r(0) is the all ones vector.
We de.ne r(S):=r1(r2(: : : (rk(S)) : : :)) similarly.
Furthermore, let sij(x)=y be the vector with yi = xj; yj = xi and y‘ = x‘ for ‘ = i; j.
The corresponding sij(S) is a coordinate swap.
We say that two subsets of {0; 1}k are isomorphic if one can be obtained from the
other by a sequence of coordinate swaps and zero-one swaps. By (1) isomorphic sets
have the same distance-sum.
The .rst exact values, and extremal con.gurations, were found by Jaeger et al. [12]:
Theorem 1 (Jaeger et al. [12]). f(4; K)=d(Q(4))=8,f(8; k)=d(Q(8))=48; whereas
for k¿ n − 1; n =4; 8; we have f(n; k)= (n − 1)2 and this is achieved by
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a sphere. The extremal sets are unique; up to isomorphism; unless 56 n6 7; when
both Qk(n) and Bk(n) are extremal.
Jaeger et al. [12] where actually interested in a matroid theoretical question sug-
gested by Tarsi [19], who already stated the values for n6 8 in Theorem 1 without
proof. Jamshy and Tarsi [13] established the cases n¿ 9 by a short inductive argument
(omitting the base case), and stated that Alon also obtained Theorem 1 independently.
Other independent proofs of Theorem 1 can be found in [16,17].
Next, Alth$ofer and Sillke proved the following isoperimetric inequality
Theorem 2 (Althofer and Sillke [3]). If S ⊂ {0; 1}k and |S|= n; then
d(S)¿
n
4
(n(k + 1)− 2k);
with equality only for S isomorphic to Q(2k−1) or Q(2k).
This yields f(2k−1; k) and again a subcube is the unique optimal con.guration. Fu [8]
found a diMerent proof of Theorem 2 that yields a slightly better inequality. Xia and
Fu improved Theorem 2 in the case that n is odd and very recently Fu et al. improved
the bounds even further. Altogether, their theorems imply
Theorem 3 (Xia and Fu [20], Fu et al. [9]). The subcube is extremal if n=2k−1± 1;
2k−1 ± 2; 2k−2 or 2k−2 ± 1.
Notice that the previous bounds are only useful when n is at least of size about 2k =k.
For the case when n grows rather like ck for some 1¡c¡ 2, Ahlswede and Alth$ofer
determined f(n; k) asymptotically.
Theorem 4 (Ahlswede and Althofer [1]). For any constant 0¡a¡ 12 ;(
k
ak
)−2
f
((
k
ak
)
; k
)
= ka(1− a)− o(k):
Theorem 4 is asymptotically achieved by taking all x∈{0; 1}k with weight
w(x)= ak. Although this suggests that in this range of n suitable Hamming spheres
are extremal, this is far from certain.
3. Structure of extremal congurations
Denition 4. A set S ⊂{0; 1}k is a down-set (respectively up-set) if x∈ S with xi =1
(xi =0) implies that ri(x)∈ S. Down-sets are also called ideals.
We say S is right-shifted (respectively left-shifted) if x∈ S with xi =1 and xj =0
for some i¡ j(i¿ j) implies sij(x)∈ S.
If w1(S)6w2(S)6 · · ·6wk(S)6 |S|=2, then S is in standard form.
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If S is a down-set, then wi(S)6 |S|=2 and if S is right-shifted, then wi(S)6wi+1(S),
and thus every right-shifted down-set is in standard form. We will .rst reduce our
problem to right-shifted down-sets.
Proposition 2. Let S ⊂ {0; 1}k be an extremal set.
(a) S is in standard form if and only if S is a right-shifted down-set.
(b) S is isomorphic to a unique S ′ in standard form.
(c) If S is in standard form with 06 a1¡a2¡ · · ·¡a‘ = |S|=2; so that for kj
coordinates wi(S)= aj and
∑
kj = k; then there are exactly
k!2k−k‘
k1!k2! · · · k‘!
extremal sets isomorphic to S.
Proof. Suppose that S is an extremal set in standard form. S must be a down-set,
since otherwise there is x∈ S and y ∈ S with xj =1; yj =0 and xi =yi; for i = j. But
(1) implies that
d(S)− d(S − x + y)= |S| − 2wj(S) + 1¿ 0:
Similarly if S is not right-shifted, there is x∈ S and y ∈ S with xj =y‘ =1; x‘ =yj =0;
(for j¡‘) and xi =yi; for i = j; ‘. Again
d(S)− d(S − x + y)= 2(w‘(S)− wj(S) + 1)¿ 0
contradicting the extremality of S and .nishing the proof of (a).
(b) Using zero-one swaps in coordinates of weight greater than |S|=2 and then ar-
ranging the coordinates in an increasing fashion we see that S is isomorphic to some
S ′. To see that S ′ is unique it suPces to see that swapping coordinates of equal weight
and zero-one swapping coordinates of weight |S|=2 doesn’t change S ′. Indeed suppose
that x∈ S ′ and wi(S ′)=wj(S ′) with i¡ j. Now sij(x)= x; unless exactly one of xi; xj
is zero. However, if xi =1 and xj =0; then x∈ S ′ since S ′ is right-shifted, and the same
holds if xi =0 and xj =1, since otherwise wi(S ′)¡wj(S ′). If x∈ S ′; then changing xk
from one to zero results in a vector in S ′, since S ′ is a down-set, and changing a zero
to a one does also, unless wk(S ′)¡ |S ′|=2. Part (c) is now obvious.
So from now on we can assume that optimal sets are in standard form. Next we
investigate complements of extremal sets.
Proposition 3. Let S ⊂ {0; 1}k and TS = {0; 1}k\S.
(a) d( TS)=d(S) + k2k−1(2k−1 − |S|).
(b) f(k; 2k − n)=f(k; n) + k2k−1(2k−1 − n).
(c) The complement of an extremal set for f(n; k) is extremal for f(2k − n; k).
(d) If S is a down-set (up-set; right-shifted; left-shifted) then TS and r(S) are up-sets
(down-sets; left-shifted; right-shifted).
154 A. K$undgen /Discrete Mathematics 249 (2002) 149–165
(e) If S is a standard extremal set; then r( TS)= r(S) is a standard extremal
set.
Proof. (a) Let |S|= n. Then
d( TS) =
k∑
i=1
wi( TS)(2k − n− wi( TS))
=
k∑
i=1
(2k−1 − wi(S))(2k−1 − n+ wi(S))
=
k∑
i=1
(wi(S)(n− wi(S)) + 22k−2 − n2k−1)
= k2k−1(2k−1 − n) + d(S):
Now (b) and (c) follow immediately, since d( TS) is minimal exactly when d(S) is.
Finally (d) follows from the de.nitions and implies (e).
So from now on, since there is a correspondence between sets and their complement
(and since the central case n=2k =2 has been solved), we may assume that n¡ 2k−1.
We also observe that the cubes and spheres (if we pick the “right” points of weight
t) meet the basic requirements for extremal sets in standard form: they are right-shifted
down-sets. Also, the complement of a sphere is a sphere centered at 111 : : : 1 and thus
isomorphic to a sphere, for example Bk(n)= r(Bk(2k − n)), and
Q(n) = {b(n); b(n+ 1); : : : ; b(2k − 1)}
= r({b(2k − 1− n); b(2k − 1− (n+ 1)); : : : ; b(0)})
= r(Q(2k − n))  Q(2k − n):
4. Discrete balls
We will now give the main de.nition,
Denition 5. For x; y∈Rk let dp(x; y) := ‖x − y‖p be their Lp-distance, where for
16p¡∞ the Lp-norm is de.ned by
‖x‖p :=
(
k∑
i=1
|xi|p
)1=p
:
For c∈Rk ; r¿ 0 and 16p we can de.ne the discrete Lp-ball
Bp(c; r) :={x∈{0; 1}k : dp(c; x)6 r}:
Also for y∈R let fp(y):=|1− y|p − |y|p; for example f2(y)= 1− 2y.
A. K$undgen /Discrete Mathematics 249 (2002) 149–165 155
The Lp-distance is a natural extension of the Hamming distance, so that every
Hamming sphere is a discrete Lp-ball, B(x; r)=Bp(x; r1=p) (for x∈{0; 1}k and r¿ 0).
It is easy to see that all discrete L∞-balls, where ||x||∞:=max{|xi|: 16 i6 k}, are
isomorphic to subcubes Q(2i) for some i. This is not interesting for us, so throughout
we will assume that 16p¡∞.
The following simple observation is essential in our study of the properties of discrete
balls.
Observation. If c∈Rk and x∈{0; 1}k , then
dp(c; x)p= ‖c‖pp +
∑
xi=1
fp(ci): (3)
Here and elsewhere the summation is a slight abuse of notation, in that it means
“sum over all i such that xi =1”. The following theorem will show, perhaps somewhat
surprisingly, that the collection of Lp-balls is independent of p.
Theorem 5. For all c∈Rk ; r¿ 0; such that Bp(c; r) = ∅
(a) Bp(c; r)=B2( Tc; Tr); where Tci = 12(1− fp(ci)) and Tr=
√
rp − ‖c‖pp + ‖ Tc‖22.
(b) If c∈ [0; 1]k ; then B2(c; r)=B1(c; Tr); where Tr= r2 − ‖c‖22 + ‖c‖1.
(c) B2(c; r)=B2( Tc; Tr) for some Tc∈ [0; 1]k ; Tr ∈R.
Proof. (a) follows from the observation that for any x∈{0; 1}k ,
dp(c; x)p − ‖c‖pp=
∑
xi=1
fp(ci)=
∑
xi=1
f2((1− fp(ci))=2)=d2( Tc; x)2 − ‖ Tc‖22:
For (b) note that if 06y6 1, then f1(y)=f2(y), so that we conclude similarly
that d2(c; x)2 − ‖c‖22 =d1(c; x)− ‖c‖1.
For (c), .x m¿ 0, and set c′i =(1=2m)(m− 1 + 2ci)= 12 − (1− 2ci)=2m and
r′=
1
m
√
mr2 − m‖c‖22 + m2‖c′‖22:
We will show that B2(c; r)=B2(c′; r′). From this the result will follow by choosing
m suPciently large—note that as an additional bonus we can choose Tc as close to
( 12 ; : : : ;
1
2 ) as we wish. Indeed,
d2(c; x)2 − ‖c‖22 =
∑
xi=1
f2(ci)=
∑
xi=1
(1− 2ci)=
∑
xi=1
m(1− 2c′i)
=m
∑
xi=1
f2(c′i)=m(d2(c
′; x)2 − ‖c′‖22):
Remarks. By observing that fq is invertible when 1¡q, we could have replaced B2
in (a) by Bq which would have shown that all p are equivalent. Even so, we know
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that we don’t lose any generality by restricting our attention to p=1; 2. So from now
on we will simply refer to discrete balls, and only specify p if necessary. Furthermore
we can assume that c∈ [0; 1]k .
We will now investigate the properties of discrete balls. Let q be the vector with
qi =2−i.
Proposition 4.
(a) The isomorphic image of a discrete ball is a discrete ball.
(b) For a discrete ball B=B2(c; r) the following are equivalent:
(i) B is a right-shifted down-set;
(ii) B is in standard form; and
(iii) we can assume that (06)c16 c26 · · ·6 ck6 12 .
(c) B2(c; r)=B2( Tc; Tr); where Tc= —˜− c and Tr2 = ‖c‖22 + ‖ Tc‖22 − r2 −  for some  ¿ 0.
(d) For 06m6 1 and 06  6 2m
d1(m˜— −  q; b(n))=mk −  (1− 2−k) + (1− 2m)w(b(n)) +  n21−k :
(e) Q(n)=B1(c; r); with c= 12 —˜ − q and r=d1(c; b(n− 1)).
(f ) B(n)=B1(c; r); with c= 14 —˜ − 12q and r=d1(c; y) for y the lexicographically
biggest vector of weight t in B(n).
Proof. (a) Since dp(c; x)=dp(ri(c); ri(x)) it follows that ri(Bp(c; r))=Bp(ri(c); r) and
sij(Bp(c; r))=Bp(sij(c); r).
For (b), (i) implies (ii) is immediate. To see that (iii) implies (i), assume that
c16 · · ·6 ck6 12 . Since ci6 12 and xi =1 implies that d2(c; x)¿d2(c; ri(x)), B is a
down-set. Similarly, if for i¡ j; xi =1 and xj =0, then
d2(c; x)2 − d2(c; sij(x))2 =f2(ci)− f2(cj)= 2(cj − ci)¿ 0;
so that B is right-shifted. For (ii) implies (iii) suppose that w1(B)6w2(B)6 · · ·6
wk(B)6 |B|=2. By Theorem 5 we can assume that c∈ [0; 1]k and B=B1(c; Tr). Suppose
ci¿ 12 . Then x∈B with xi =0 implies ri(x)∈B, so that wi(B)¿ |B|=2¿wi(B). So
equality must hold and therefore x∈B exactly when ri(x)∈B. We see that B=B1(c′; Tr)
where c′i =
1
2 and c
′
j − cj for j = i. Indeed, if x∈B, xi =0, then
Tr¿d1(c; x)¿d1(c′; x)=d1(c′; ri(x));
and if x ∈ B, xi =1, then
Tr ¡d1(c; x)6d1(c′; x)=d1(c′; ri(x)):
Furthermore, if ci¿cj for i¡j, then x∈B with xi=0 and xj=1 implies that sij(x)∈B,
so that wi(B)¿wj(B)¿wi(B). Again we conclude that x∈B exactly when sij(x)∈B.
So B=B1(c′; Tr), where c′i = c
′
j =(ci+cj)=2 and c
′
‘ = c‘ for ‘ = i; j. Indeed, ‖c‖1 = ‖c′‖1
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and
f1(ci) + f1(cj)= 2(1− ci − cj)=f(c′i) + f(c′j);
so that d1(c; x)=d1(c′; x) unless xi = xj. Finally, if x∈B, xi =0, xj =1, then
Tr¿d1(c; x)¿d1(c′; x)=d1(c′; sij(x));
and if x ∈ B, xi =1, xj =0, then
Tr ¡d1(c; x)6d1(c′; x)=d1(c′; sij(x)):
This .nishes the proof of (b). For the proof of (c) pick  ¿ 0 such that B2(c; r)=
B2(c;
√
r2 +  ). This can be done since for all x ∈ B2(c; r), d2(c; x)¿r. Note that
d2(c; x)2 − ‖c‖22 =
∑
xi=1
(1− 2ci)=
∑
xi=1
(2 Tci − 1)= ‖ Tc‖22 − d2( Tc; x)2;
so that d2(c; x)6 r implies d2( Tc; x)2¿ ‖ Tc‖22 + ‖c‖22 − r2 and thus x ∈ B2( Tc; r). Fur-
thermore, d2(c; x)¿
√
r2 +  implies that d2( Tc; x)2¡ ‖ Tc‖22 + ‖c‖22 − r2 −  and thus
x∈B2( Tc; r).
For (d) an easy calculation yields ‖m˜—−  q‖1 =mk−  (1−2−k); so that the formula
follows from
d1(m˜— −  q; b(n))− ‖m˜— −  q‖1 =
∑
b(n)i=1
f1(m˜— −  q)
=
∑
b(n)i=1
(1− 2m+  21−i)
= (1− 2m)w(b(n)) +  21−k
∑
b(n)i=1
2k−i
= (1− 2m)w(b(n)) +  21−kn:
(e) follows from (d) by setting m= 12 and  =1; since then d1(c; x)= ‖c‖1 + n21−k ;
which is increasing in n. For (f) setting m= 14 and  =
1
2 ; we obtain d1(c; x)= ‖c‖1 +
1
2 [w(b(n)) + n2
−k ]. Since n¡ 2k for all b(n)∈{0; 1}k ; we have x∈B is w(x)¡t and
x ∈ B if w(x)¿t. If w(x)= t; then x∈B if and only if it is lexicographically no bigger
than y.
So discrete balls have all the properties we expect of a candidate for external sets.
In fact, we
Conjecture. For every (n; k) some extremal set is a discrete ball.
So far every known good construction is a discrete ball and discrete balls are also
the solutions to other isoperimetric problems, like those in [2,6,10,11,14]. There are
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product constructions that in some cases beat both the cube and the sphere, but even
those are discrete balls.
Denition 6. For S ⊂ {0; 1}j and T ⊂ {0; 1}k−j we de.ne their cartesian product
S × T ⊂ {0; 1}k as {(s1; s2; : : : ; sj; t1; t2; : : : ; tk−j): s∈ S; t ∈T}.
Proposition 5.
(a) d(S × T )= |T |2d(S) + |S|2d(T ).
(b) Qk−j(n)× {0; 1}j =Qk(n2j) and {0j} × Qk−j(n)=Qk(n).
(c) For c∈Rk−j; B1(c; r)×{0; 1}j =B1( Tc; r+j=2); where Tci = ci if i6 k−j and Tci = 12
if k − j;¡ i6 k. The k-dimensional ball is a right-shifted down-set if and only
if the (k − j)-dimensional one is.
(d) For c∈ [0; 12 ]k−j; {0j}×B1(c; r)=B1( Tc; r) if and only if r ¡ ‖c‖1+1; where Tci = ci
if j¡ i6 k and Tci =0 if i6 j. The k-dimensional ball is a right-shifted down-set
if and only if the (k − j)-dimensional one is.
Proof. (a) follows from (1) and (b) is straight forward. For (c) we observe that
for x∈{0; 1}k ; d1( Tc; x)=d1(c; (x1; : : : ; xk−j)) + j=2. The second parts of (c) and (d)
follow from Proposition 4 (b). For (d) note that for x∈{0; 1}j and y∈{0; 1}k−j;
d1( Tc; (x; y))=w(x) + d1(c; y). Thus if w(x)= 0; then (x; y)∈B1( Tc; r) exactly when
y∈B1(c; r). If w(x)¿ 0; then d1( Tc; (x; y))¿ 1+ ‖c‖1; so that (x; y) ∈ B1( Tc; r) exactly
if r ¡ ‖c‖1 + 1.
For example, if S =B((0; 0; 0; 0; 0; 0; 0; 0; 12 ;
1
2 ; 2)=B8(9) × {0; 1}2; then d(S)=
42 · 64 + 92 · 8=1672; where as d(Q10(36))= 1736 and d(B10(36))= 1730. It can
also be shown that no other generalized Hamming sphere has distance sum at most
1672, so that this product beats both the sphere and the cube.
5. Recognizing discrete balls
To decide where a given set is a discrete ball, we .rst bring it into standard form.
Then we can determine its set of generators and solve a system of linear inequalities
as described in this section to determine whether it is indeed a discrete ball.
Denition 7. The right-shifted down-set generated by a set G ⊂ {0; 1}k ; denoted by
RD(G); is the smallest right-shifted down-set containing G. It can be found as the
intersection of all right-shifted down-sets containing G. LU(G) is de.ned similarly.
The generator for a set S; denoted by G(S); is the set of all x∈ S; such that
x ∈ RD(S − x). We similarly de.ne G+(S) for LU.
It can be seen that RD(G(S))=RD(G) and that G(S) is th unique minimal set
generating RD(S). Furthermore, S is a right-shifted down-set if and only if S =RD(S)
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and RD(G)=
⋃
g∈G RD({g}). Since G+(S)= r(G(r(S))); similar statements hold for
left-shifted up-sets.
Theorem 6. The following are equivalent
(a) S is discrete ball in standard form
(b) The system of linear inequalities∑
xi=1
zi6 1 for all x∈G(S);
∑
xi=1
zi ¿ 1 for all x∈G+( TS)
has a solution with z1¿ z2¿ · · ·¿ zk¿ 0.
Proof. If S is a discrete ball in standard form, then 0∈ S and we can assume that
06 c16 c26 · · ·6 ck6 12 . Thus r¿d1(0; c)= ‖c‖1; and by an argument like in the
proof of Proposition 4(c) we can assume that the inequality is strict. Now set
zi: =
1− 2ci
r − ‖c‖1 :
Certainly z1¿ z2¿ · · ·¿ zk¿ 0 and the system of inequalities corresponds to∑
xi=1
f1(ci)6 r − ‖c‖1 for all x∈G(S) ⊂ S;
∑
xi=1
f1(ci)¿r − ‖c‖1 for all x∈G+( TS) ⊂ TS
which are also satis.ed.
Conversely, suppose that the inequalities in (b) have the speci.ed solution. It suPces
to show that S =B2(c; r); where ci =(1− zi)=2 and r=
√
1 + ‖c‖22. For all x∈{0; 1}k
d2(x; c)2 − ‖c‖22 =
∑
xi=1
f2(ci)=
∑
xi=1
zi:
For every x∈ S there is a y∈G(S) with x∈RD(y). So if {i: xi =1}= {i1; i2; : : : ; ir}
and {j: yj =1}= {j1; j2; : : : ; js}; then i‘¿ j‘ for all 16 ‘6 r. Hence
d2(x; c)2 − ‖c‖22 =
∑
xi=1
zi =
∑
16‘6r
zi‘6
∑
16‘6r
zj‘6
∑
yj=1
zj6 1
and x∈B2(c; r). Similarly, for x∈ TS there is a y∈G+( TS) with x∈LU(y). Here, in the
notation from above, i‘6 j‘ for all 16 ‘6 s. So
d2(x; c)2 − ‖c‖22 =
∑
xj=1
zj¿
∑
16‘6s
zi‘¿
∑
16‘6s
zj‘ =
∑
yi=1
zi ¿ 1;
and x ∈ B2(c; r).
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Table 1
Values of f(n; k) for 96 n6 18
n\k 4 5 6 7 8 9 10 11 12 13 14 15 16
9 68 68 68 682 64 64 64 64 64 64 64 64 64
10 89 892 892 893 86 81 81 81 81 81 81 81 81
11 1122 1122 1123 1125 110 106 100 100 100 100 100 100 100
12 136 136 1362 1362 1364 133 128 121 121 121 121 121 121
13 164 164 164 1642 1643 1622 158 152 144 144 144 144 144
14 193 193 193 1932 1932 1933 1902 185 178 169 169 169 169
15 224 224 224 224 224 224 2242 2202 214 206 196 196 196
16 256 256 256 256 256 256 256 256 2522 245 236 225 225
17 — 304 304 304 304 298 2982 296 292 2862 278 268 256
18 — 353 353 353 3532 337 337 3372 334 329 3222 313 302
We can now easily see that for example S =RD(110000; 001111) is not a discrete
ball. We observe that TS =LU(010011) and S is in standard form, so that it is a discrete
ball if and only if the system
z1 + z26 1
z3 + z4 + z5 + z66 1
z2 + z5 + z6¿ 1
has a solution with z1¿ z2¿ z3¿ z4¿ z5¿ z6¿ 0. However, the .rst equation im-
plies that z26 12 ; and this, together with the second and third equations yields the
contradiction i 12 ¡z5 + z66
1
2 . Note that S is not an extremal set.
6. Small values
It follows from Theorem 1 that if n68; then f(n; k)=(n−1)2; except that f(4; k)=8
and f(8; k)= 48. Furthermore, Qk(n) is an extremal set and the only other standard
extremal sets in this range are Bk(n) for 56 n6 7 and n6 k+1. By complementation
the corresponding statements hold for n6 2k−8; so that for k6 4 the situation is fully
characterized. Also recall that Qk(n)=Bk(n) if and only if n6 3 or n¿ 2k − 3. Using
exhaustive computer search Christian Deppe found all extremal sets for small values
of n—we brieUy summarize his results for n6 18.
Table 1 lists all the values of f(n; k) for 96 n6 18. The subscript indicates the
number of extremal sets in standard form—if there is no subscript then the extremal set
is unique. For example, there are exactly 5 distinct standard extremal sets achieving
f(11; 7)=112. Note that for k¿ 17¿ n; f(n; k)=f(n; 16); and that f(18; k)= 289
for k¿ 17.
Table 2 lists all standard extremal sets corresponding to the entries in Table 1.
As usual, let ei: = ri(0) denote the standard basis vectors. For simplicity, de.ne the
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Table 2
Standard extremal sets for 96 n6 18
n Qk (n) Bk (n) Generators for other standard extremal sets
9 k6 7 k¿ 7 none
10 k6 7 k¿ 7 U5; U6; U7
11 k6 7 k¿ 7 {ek−3 + ek−2}(k6 7); T 16 ; T 17 ; T 27
12 k6 8 k¿ 8 U6; U7; U8; T 18
13 k6 8 k¿ 9 T 17 ; T
1
8 ; T
2
8 ; T
1
9
14 k6 9 k¿ 10 U7; U8; U9; T 19 ; T
1
10
15 k6 10 k¿ 11 T 110; T
1
11
16 k6 11 k¿ 12 T 112
17 k6 8 k¿ 13 T 1k (96 k6 13); T
2
10
18 k6 8 k¿ 14 {00000111; 10000001}; U9; U10; U11; T 1k (116 k6 14)
following generators in {0; 1}k :
Uk(n)= {ek + ek+1−n=2} for even n6 2k;
T rk (n)= {er; ek + e2k+2−r−n} for 16 r ¡ 2k + 2− r − n¡k:
For example T 28 (13)= {01000000; 00100001}; and we can drop the argument since
there is no ambiguity.
Observe that the extremal set for (18; 8) is the smallest such set that is neither a
sphere nor a cube—however, it is the discrete ball B1((0; 0; 0; 0; 0; 14 ;
1
4 ;
1
2 ); 2). Although
it is true that for k¿ n−1 spheres are extremal, Table 2 is misleading since in general
it is not the case that for small k cubes are extremal: By Proposition 3 and Theorem 1
the cube is not extremal for n=2k − 9 if k¿ 8. We believe that for k6 7 the cube
is optimal for all n6 2k .
7. Choosing the center
Although there are fewer discrete balls than right-shifted down-sets, there are still
many of them. Maybe the conjecture can be sharpened by requiring additional properties
of the discrete balls, like its center is of the form m˜—−  q as suggested by Proposition
4d)-f).
Denition 8. The centroid of a set S ⊂ {0; 1}k is de.ned as
c(S):=|S|−1
∑
x∈S
x=(w1(S)=|S|; w2(S)=|S|; : : : ; wk(S)=|S|):
The set S is called a good ball if S =B1(c(S); r) for some r¿ 0, or equivalently by
Theorem 5(b), if S =B2(c(S); r) for some r¿ 0.
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Proposition 6.
(a) d(S)= |S|2c(S) · (˜— − c(S)).
(b) If S is a good ball; then ri(S); sij(S) and TS are good balls.
(c) B(0; r) is a good ball.
Proof. (a) is just a rewriting of (1). By observing that ri(c(S))= c(ri(S)) and
sij(c(S))= c(sij(S)), the .rst two assertions in (b) follow from the proof of
Proposition 4(a). If we de.ne for any set S and x∈{0; 1}k
S(x)=
∑
xi=0
wi(S) +
∑
xi=1
(|S| − wi(S));
then a quick calculation yields TS(x)= k2k−1 − S(x) and d1(x; c(S))= S(x)=|S|. So if
S =B1(c(S); r), where r¿ 0 is such that S =B1(c(S); r −  ) for some  ¿ 0, then it
follows easily, that TS =B1(c( TS); (k2k−1 − r|S|)=(2k − |S|).
The proof of (c) is straight forward, since c(B(0; r))= y˜— with 06y6 r=k.
It is also worth noting that all standard extremal sets mentioned in Section 4 and
Theorems 1–3 are good balls. In short, all known extremal sets are good balls.
However, not all discrete balls are good balls: S =RD(e2; e7 + e8) ⊂ {0; 1}9 has
TS =LU(e1; e6 + e9; e7 + e8 + e9) and is a discrete ball, since the corresponding
system has a solution (z1 = 2; z2 = · · ·= z6 = 1 and z7 = z8 = z9 = 12). Its centroid is
c(S)= 112 (0; 1; 1; 1; 1; 1; 3; 3; 3) and d(c(S); e7 + e8)= 26=12=d(c(S); e1), so that S is
not a good ball.
Question. Is some=every extremal set achieving f(n; k) a good ball?
8. Proof of Proposition 1
Proposition op1. d(Q(n))= n2=4+ 2d(Qn=2)) + 2d(Q(	n=2
)), so that
d(Q(n))= 14n
2 lg n+O(n2);
where lg denotes the base 2 logarithm.
Proof. If we abbreviate wi(Q(n))= q(n), then
[q(n=2) + q(	n=2
)][n− q(n=2)− q(	n=2
)]
= q(n=2)[n=2 − q(n=2)] + q(n=2)[	n=2
 − q(	n=2
)]
+q(	n=2
)[n=2 − q(n=2)] + q(	n=2
)[	n=2
 − q(	n=2
)]
= 2q(n=2)[n=2 − q(n=2)] + 2q(	n=2
)[	n=2
 − q(	n=2
)]:
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The last equality clearly holds if q(	n=2
)= q(n=2). Otherwise we observe that we
must have q(	n=2
)= q(n=2) + 1 and 	n=2
= n=2 + 1, so that the equation also
follows easily. Furthermore, note that
{x∈{0; 1}k−1: (x1; x2; : : : ; xk−1; 1)∈Qk(n)}=Qk−1(n=2)
and
{x∈{0; 1}k−1: (x1; x2; : : : ; xk−1; 0)∈Qk(n)}=Qk−1(	n=2
);
so that
d(Q(n))− n2=4=
k∑
i=1
wi(Qk(n))[n− wi(Qk(n))]− n2=4
=
k−1∑
i=1
[wi(Qk−1(n=2)) + wi(Qk−1(	n=2
))]
×[n− wi(Qk−1(n=2))− wi(Qk−1(	n=2
))]
= 2
k−1∑
i=1
q(n=2)[n=2 − q(n=2)]
+2
k−1∑
i=1
q(	n=2
)[	n=2
 − q(	n=2
)]
= 2d(Q(n=2)) + 2d(Q(	n=2
)):
For the asymptotics observe that d(Q(n))6 n2=4	lg n
 is immediate since at most
	lg n
 of the wi(Q(n)) are nonzero. So it suPces to prove that for n¿ 1, d(Q(n))¿
(n2=4) lg n. This is true for n6 3, so that we can proceed by induction on n. If n¿ 4
is even, then
d(Q(n))=
n2
4
+ 4d(Q(n=2))¿
n2
4
+ (n=2)2 lg(n=2)=
n2
4
lg n:
If x¿ 0 and x+ c¿ 0 then lg(x+ c)¿ lg x+(c=(x+ c)ln 2), so that for odd n¿ 5,
d(Q(n)) =
n2 − 1
4
+ 2d(Q((n− 1)=2)) + 2d(Q((n+ 1)=2))
¿
n2 − 1
4
+
(n− 1)2
8
lg((n− 1)=2) + (n+ 1)
2
8
lg((n+ 1)=2)
= −1
2
+
(n− 1)2
8
lg(n− 1) + (n+ 1)
2
8
lg(n+ 1)
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= −1
2
+
n2 + 1
8
lg(n2 − 1) + n
4
(lg(n+ 1)− lg(n− 1))
¿−1
2
+
n2 + 1
8
(
lg n2 − 1
(n2 − 1)ln 2
)
+
n
4
(
2
(n+ 1)ln 2
)
=
n2
4
lg n+
lg n
4
− 1
2
+
4n(n− 1)− (n2 + 1)
8(n2 − 1)ln 2 ¿
n2
4
lg n:
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