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Abstract
Ad-hoc networks of devices and sensors with (limited)
sensing and wireless communication capabilities are becom-
ing increasingly available for commercial and military ap-
plications. Under a national SensorNet initiative, we have
built prototype deployment of a detection, identification, and
tracking sensor-cyber network in a variety of locations in-
cluding Washington D.C. and Port of Memphis. One of the
most important and up-front issues is where to place sen-
sors in order to fulfill certain performance criteria, subject
to the number of sensors to be deployed, the distribution of
threats, the terrain and meteorological conditions, and the
population distribution. In this paper, we revisit the sensor
placement problem in a more realistic setting.
Specifically, we consider three sensor placement prob-
lems and prove their equivalence. Then we focus on formu-
lating/solving the third problem as an optimization problem:
given the maximum detection time T and the coverage util-
ity requirement C, how to place sensors so as to minimize
the number of sensors. In particular, we allow the sensing
area of a sensor to be anisotropic and of arbitrary shape, de-
pending on the material released, its dosage fields and release
patterns, the wind speed and direction, and the dispersion
model. We define the utility function to quantify the utility
of sensor coverage by considering its ability to manage po-
tential threats. The coverage model can thus quantify the ex-
pected risks of insufficient coverage (or utilities of coverage)
in different parts of the monitoring area, considering relevant
environment and population data. We propose theoretically
grounded solution algorithms for both the 1-coverage and k-
coverage cases. The empirical study indicates that our pro-
posed algorithms significantly outperform random and grid
placement in terms of the detection time.
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1 Introduction
Driven by advances in MEMS micro-sensors, wireless
networking, and embedded processing, ad-hoc networks of
devices and sensors with (limited) sensing and wireless com-
munication capabilities are becoming increasingly available
for commercial and military applications such as environ-
mental monitoring (e.g., traffic, habitat, security), industrial
sensing and diagnostics (e.g., factory, appliances), critical in-
frastructure protection (e.g., power grids, water distribution,
waste disposal), and situational awareness for battlefield ap-
plications. Much has been written about how, once deployed,
these networks will affect the way we monitor environments,
track objects, fight wars, and recover from disasters.
Interests in wireless sensor networks have opened up
new research venues and led to a fairly large amount of
research activities in designing and analyzing protocols for
sensor tasking and control, tracking and localization, in-
network processing, sensor data fusion, distributed data
bases, and communication protocol design. However, com-
paratively much less work has been done (perhaps except for
[10, 14, 16, 24, 1, 11]) in deploying wireless sensor networks
for real-life applications and empirically studying their per-
formance. Also, in the course of protocol design and analy-
sis, assumptions are very often made that do not reflect real-
life constraints. For example, in the sensor placement prob-
lem, the perfect disk assumption is usually made in which
each sensor monitors a circular area (centered at the sensor
and with a radius of the sensing range r). There seems to
be a gap between the applications envisioned with the use
of sensor networks and those that can really be deployed in
practice.
Under a national SensorNet [23] initiative, we have built
prototype deployment of a detection, identification, and
tracking sensor-cyber network in a variety of locations in-
cluding Washington D.C. and Port of Memphis [17]. The
D.C. network demonstrates the use of RFTrax radiation de-
tectors integrated (through an adapted IEEE 1451/USB inter-
face) with open source Linux to report sensor measurements
on chemical, biological, radiational, nuclear, and explosive
threats to an operation center. Wide area communication is
realized by equipping sensors with basic wireless communi-
cation capabilities, namely to send/receive wirelessly over a
single hop to a nearby network gateway (called SensorNet
Node as shown in Fig. 1). The gateway is then connected to
a more distant operation center through the existing Internet.
Figure 1. SensorNet Node Hardware Components - The
hardware components are housed in a protective enclo-
sure consisting of a processor unit and hard disk, power
supplies, modem, serial interface, and LAN interface.
For the efforts of deploying a sensor network at the Mem-
phis Port, on the other hand, chemical detectors are placed in
the port area to monitor possible chemical release. A set of
threat scenarios are defined with respect to the vulnerabilities
of the port. The sensor locations were constrained to about
30 places around the port due to their accessibility, availabil-
ity of power, and other factors. The project report concludes
that weather is arguably the most important factor in sen-
sor placement to best address the threats of pollution on the
nearby populations. Seasonal changes in the weather should
be derived from historical meteorological data, and incorpo-
rated into intelligent sensor placement to significantly reduce
the time to incidence detection.
While the D.C. and Memphis Port deployments demon-
strate initial success in using a wireless sensor network for
national security applications, several research issues remain
to substantially enhance the performance of these networks.
One of the most important and up-front issues is where to
place sensors in order to fulfill certain performance criteria,
subject to the number of sensors to be deployed, the distri-
bution of threats, the terrain, land cover and meteorologi-
cal conditions, and the population distribution. The perfor-
mance criteria are either to minimize the maximal detection
time (e.g., the time interval from the instant when a dirty
bomb explodes to the instant the explosion is detected) or
to maximize the population evacuation time (e.g., the time
interval between the detection time to the time instant the
plume reaches a populated area). This is the main intent of
this paper.
A number of prior research efforts have consider cov-
erage and connectivity, and have either derived insightful
fundamental properties [25, 9, 29, 34] or derived approxi-
mate algorithms for placing sensors in the monitoring area
[3, 28, 32, 33, 4, 35, 31, 7]. Most of the efforts focus on
minimizing the number of sensors, subject to the require-
ment of (k-)covering the entire monitoring area. Moreover,
most of the algorithms/analysis are derived under the perfect
disk assumption. As revealed in our initial deployment ef-
fort, the sensing range is highly irregular due to the variation
in terrain/ meteorological conditions. This requires adequate
modeling of physical phenomena, e.g., plumes with respect
to the absorption, propagation, and dispersion coefficients
under various terrain/ meteorological conditions. Also, in-
stead of maximizing the geometric coverage, it makes more
sense to quantify the utility of sensor coverage by consid-
ering its ability to manage potential threats. The coverage
model should thus quantify the expected risks of insufficient
coverage (or utilities of coverage) in different parts of the
monitoring area, considering relevant environment and pop-
ulation data. For example, a densely populated and poorly
ventilated area should be classified as high risk under a
chemical plume attack, and therefore receive priority atten-
tion in sensor placement.
In this paper, we revisit the sensor placement problem in
a more realistic setting. We first consider three sensor place-
ment problems and prove their equivalence. We then focus
on formulating/solving the third problem as an optimization
problem: given the maximum detection time T and the cov-
erage utility requirement C, how to place sensors so as to
minimize the number of sensors. The problem we consider
is more realistic in three aspects:
• We consider non-negligible detection time. Conven-
tionally the detection time has been assumed to be neg-
ligible (i.e., instant detection), as long as the source is
within the sensing range of a sensor. This assumption,
however, does not hold in the case of radiational/ bi-
ological/ chemical attacks where a plume propagates
through the space at a speed much slower than the
light/sound speed. In this case, it may take some time
for a sensor to detect existence of the plume, i.e., the
sensing area of a sensor may be a function of time.
• We allow the sensing area of a sensor (at certain time
instant) to be anisotropic and of arbitrary shape, de-
pending on the material released, its dosage fields and
release patterns, the wind speed and direction, and the
dispersion model. We determine the sensing areas by
leveraging a Second-order Closure Integrated Gaussian
Puff (SCIPUFF) model [26, 27].
• We also define the utility function U(·) to model the
expected risks of insufficient coverage (or utilities of
coverage) in different parts of the monitoring area. A
utility function could be the impact of a threat on the
population or the likelihood of a treat taking place at
certain location.
Both sensing areas and U(·) thus calculated/defined will
then be provided as input to the problem formulation. We
also propose theoretically grounded solution algorithms for
both the 1-coverage and k-coverage cases, where by k-
coverage we mean that the utility of a location takes effect
only if it is covered by at least k sensors. Note that k-
coverage is required in the case of inverse/forward predic-
tion, in which multiple sensor readings are needed to infer
the origin of the plume as well as to predict the future regions
to be effected by the dispersion. No theoretical rigor has
been compromised because of the consideration of practi-
cal and environmental constraints. The proposed algorithms
are also quite general in the sense that by properly charac-
terizing sensing areas and U(·), they can be used for sensor
placement in virtually any area on earth.
We evaluate the proposed sensor placement algorithms in
the real setting of Port of Memphis, with the objective of
protecting Memphis and its vicinity against chemical plume
attacks. The elevation/terrain data is obtained from the
GLOBE database [20] by National Geophysical Data Cen-
ter. The population data is obtained from the LandScan 2005
[22] at 30 arc-second resolution. The meteorological data
is produced by the National Resources Conservation Ser-
vice (NRCS). Finally, the SCIPUFF dispersion model is used
to determine the contours of the plume and to calculate the
sensing area of a sensor. We also assume that a highly popu-
lated area has a greater chance of being attacked, and define
the utility function to be proportional to the population dis-
tribution. The empirical result indicates that the proposed al-
gorithms outperform random and grid placement by almost
50% in terms of the detection time.
The reminder of the paper is organized as follows. In
Section 2, we give an overview of three sensor placement
problems and prove their equivalence. In Section 3, we sum-
marize the state of art. In Section 4, we formulate the third
sensor placement problem as an optimization problem for
both the 1-coverage and k-coverage cases. In Section 5, we
present solution algorithms to the partial 1-coverage and k-
coverage sensor placement problems. Following that, we
discuss in Section 6 how to take into account of environ-
mental, meteorological, and population effects and provide
the algorithm with realistic input. Finally, we present in Sec-
tion 7 results of our empirical study and conclude the paper
with a list of research avenues for future work in Section 8.
2 Overview of Sensor Placement Problems
A sensor placement problem for protecting people and the
environment against radiational/biological/chemical plumes
is usually characterized with the following parameters:
Number of sensors N: the number of sensors to be de-
ployed in the Field of Interest (FoI).
Maximum detection time T : the maximum time interval
between the instant when the radiational/ chemical
source takes effect (e.g., a dirty bomb explodes) and the
instant when the instance is detected by a sensor node.
Coverage requirement C: To incorporate the effect of the
propagation and dispersion nature of plumes, the cov-
erage area should now be a non-decreasing function
of time. The longer the maximum allowable detection
time, the larger the sensing area of a sensor node. More-
over, the area actually covered is related to the radia-
tional plume model which is characterized by parame-
ters such as the absorption, propagation, and dispersion
coefficients. Absorption is affected by the surveillance
landscape and its material composition (e.g., water, fo-
liage, and soil), which can be identified by the spectral
properties of the areas under surveillance. Propagation
is determined by the prevailing strengths and directions
of winds or water flows. Dispersion depends on factors
such as temperature and the contour of plume concen-
trations.
In addition to geometric coverage, the coverage require-
ment can encompass parameters such as the potential
threats that arise in the case of insufficient coverage,
and/or the population that will be affected. As such, a
utility function can be introduced to quantify the utility
of covering an area in the FoI. For example, the utility
function can be the population in an area, the proba-
bility that the targeted event (e.g., explosion of a dirty
bomb) takes place in this area, or combinations thereof.
Note that if a uniform utility function is used, the prob-
lem reduces to conventional geometric coverage.
The sensor placement problem can be formulated as an
optimization problem with the following different objec-
tives:
Problem 1 Given the number of sensors N and the maxi-
mum detection time T , how to place sensors so that the
coverage requirement C is maximized.
Problem 2 Given the number of sensors N and the coverage
requirement C, how to place sensors so that the maxi-
mum detection time T is minimized.
Problem 3 Given the maximum detection time T and the
coverage requirement C, how to place sensors so that
the number of sensors N is minimized.
We now prove that the above three optimization problems
are equivalent in the sense that if there exists a solution algo-
rithm to one problem, the other two problems can be solved
by invoking the solution algorithm polynomial times. This
allows us to henceforth focus only on one problem.
Problem Equivalence
Suppose we have a solution algorithm Max C(N,T ) to the
first problem. We can construct, based on binary search, a so-
lution algorithm Min T (N,C) to the second problem as fol-
lows. Let Tmin and Tmax denote the minimum and maximum
possible values of the detection time T . At the beginning,
we set Tmin = 0, and Tmax the time duration in which a sensor
can cover the entire FoI. Now let T = (Tmin +Tmax)/2, and
we invoke Max C(N,T ) and compare the return coverage C′
against the required coverage C. If C′ = C, then T is the
optimal value; else if C′ >C, we continue the search in the
interval [Tmin,T ]; else (C′ <C), we continue the search in the
interval [T,Tmax]. The search process terminates when one of
the following two condition is satisfied: (1) changing T does
not result in the change of C′; and/or (2) Tmax − Tmin < ε,
where ε is the minimum time required for the plume to prop-
agate through one cell.
By a similar line of argument, we can use Min T (N,C) to
construct a solution algorithm Min N(C,T ) to the third prob-
lem, and use Min N(C,T ) to construct a solution algorithm
Max C(N,T ) to the first problem. Note that the polynomial
equivalence is established under the implicit monotonic rela-
tion between N, T and C (e.g., T decreases as N increases).
This relation does hold in the problem context of this paper.
3 Related Work
In this section, we provide a taxonomy of existing work
with respect to the three problems defined in Section 2. The
taxonomy is also made from two complimentary angles:
study of fundamental properties in sensor placement and de-
sign of approximate algorithms that realize the requirement.
3.1 Fundamental Properties of Sensor Place-
ment
Zhang and Hou [34] prove that coverage implies connec-
tivity if and only if the transmission range of a sensor is
greater than or equal to twice of the sensing range. They
henceforth focus on the sensor coverage problem of find-
ing the minimum number of sensors that maintain full cover-
age. They prove that, given a region R containing sensors, if
each crossing point (i.e., intersection point of sensing disks
of two neighboring sensors) in R is covered by at least one
other sensor in R, then R is completely covered. They also
derive optimal conditions between neighboring sensors for
minimizing the number of sensors needed.
Wang et al. [29] take one step further and consider the
case of k-coverage. Specifically, they prove that if the trans-
mission range is greater than or equal to the sensing range,
k-coverage implies k-connectivity of the network and 2k-
connectivity of the interior of the network. They also prove
that if all crossing points in the region R are k-covered then
R is k-covered.
Huang and Tseng [12] prove that an area is k-covered if
each sensor in the network is k-perimeter-covered, where a
k-perimeter-covered sensor has each point on the perimeter
of its sensing disk covered by at least k other sensors.
While all the above studies give insightful properties of
(k-)coverage and shed light on designing coverage algo-
rithms for full (k-)coverage, they all make the perfect disk
assumption. As a result, it is not clear whether or not these
results can be readily applied to the case of highly irregular
sensing disks.
3.2 Algorithms for Sensor Placement
Algorithms for Problems 1 and 2
The sensor placement problem is closely related to the fa-
cility location problem [6]. The effective range of a facility
is usually assumed to be isotropic (i.e., a perfect disk). If
only one sensor (i.e., N = 1) is to be placed, the first and
second optimization problems correspond to the Maximum
Covering Location Problem (MCLP) with a fixed range and
a varying range, respectively. Polynomial-time algorithms
are available for these two cases [6]. If N ≥ 1, the first opti-
mization problem essentially reduces to the N-Maximal Cov-
ering problem. Mehzer and Stulman [18] present a dynamic-
programming-based algorithm for this problem, but the time
complexity can be exponential in the problem size. Watson-
Grandy [30], on the other hand, proposes three heuristic al-
gorithms for this problem, but no approximation bound has
been given.
In the case of considering full coverage under the perfect
disk assumption, the second optimization problem – mini-
mizing the maximum detection time – can be modeled as the
well-known N-centering problem. A greedy algorithm can
be used to solve the problem with an approximation ratio of
2 under the assumption of triangle inequality [7]. Essentially
the algorithm iteratively places a new sensor at a cell that is
furthest away from the current set of sensors. However, the
triangle inequality may not hold if obstacles exit in the FoI.
Algorithms for Problem 3
Several centralized and distributed algorithms have been
proposed for sensing coverage [25, 28, 32, 33, 9, 4, 35, 7].
Most of them (perhaps except [7]) aim to minimize the num-
ber of sensors, subject to ensuring full coverage.
Slijepcevic et al. [25] address the problem of finding
the maximal number of covers in a sensor network, where
a cover is defined as a set of nodes that can completely cover
the monitored area. They prove the NP completeness of
this problem, and provide a centralized heuristic solution.
They show that the proposed algorithm approaches the up-
per bound of the solution under most cases.
Tian et al. [28] devise an algorithm that ensures complete
coverage using the concept of “sponsored area.” Whenever a
sensor node receives a packet from one of its working neigh-
bors, it calculates its sponsored area (defined as the maximal
sector covered by the neighbor). If the union of all the spon-
sored areas of a sensor node covers the coverage disk of the
node, the node turns itself off.
Ye et al. [32, 33] present a distributed, probing-based al-
gorithm, called PEAS, for ensuring full coverage. In this
work, a subset of nodes operate in the active mode to main-
tain coverage while others are put into sleep. A sleeping
node wakes up occasionally to check if there exist working
nodes in its vicinity. If no working nodes are within its prob-
ing range, it starts to operate in the active mode; otherwise,
it sleeps again. The probing range can be adjusted to achieve
different levels of coverage redundancy. The algorithm guar-
antees that the distance between any pair of working nodes
is at least the probing range, but does not ensure complete
coverage.
Gupta et al. [9] devise both a centralized algorithm and
a distributed algorithm to find a subset of nodes that en-
sure both coverage and connectivity. The centralized algo-
rithm guarantees that the size of the formed subset is within
O(logn) factor of the optimal size, where n is the network
size. However, the distributed algorithm is heuristic-based
and does not guarantee the O(logn) factor. It is also difficult
to implement the distributed algorithm because it requires
each node to reliably broadcast messages to all the nodes
within 2r hops, where r is the maximum number of hops be-
tween any two nodes whose sensing regions intersect.
Chakrabarty et al. [4] tackle the problem by dividing the
FoI into small cells and formulating the problem as an inte-
ger linear program. For large problem instances, they also
present a brand-and-bound algorithm, but the result deviates
from the optimal solution as the size of the problem grows.
Zhou et al. [35] propose a greedy algorithm with an approx-
imation factor of lnS, where S is the maximum number of
cells that a sensing area can contain. The algorithm oper-
ates by iteratively adding in one sensor which cover the most
uncovered area. Yang et al. [31] model the same problem
as an integer linear program, and present an approximation
by relaxing the problem to an ordinary linear programming
problem (which achieves an approximation ratio of F , where
F is the maximum number of sensing areas by which a cell
can be covered). All these efforts are made under the perfect
disk assumption and the utility function is uniform over FoI.
To the best of our knowledge, there has not been much
work that considers sensor placement in a realistic environ-
ment, taking into account of arbitrary and highly irregular
sensing areas (as a result of the propagation and dispersion
characteristics of the plume model), non-negligible detection
time, and non-uniform coverage utility functions. In partic-
ular, as stated in Section 2, with non-uniform coverage util-
ity functions, one can incorporate the potential threats in the
case of insufficient coverage, and/or the population that will
be affected.
4 Problem Formulation
Recall that in Section 2 we show the polynomial time
equivalence among the three optimization problems outlined
there. This allows us to focus on one problem. In this sec-
tion, we rigorously formulate the third optimization problem
by dividing the FoI into a set, X , of cells. We assume that at
most one sensor can be placed within each cell. If a sensor
is placed in the cell, the whole cell is said to be covered. We
consider both the cases of 1-coverage and k-coverage (to be
defined below).
For each cell i ∈ X , let RTi denote the set of cells that can
be “covered” within time T by placing a sensor in cell i. That
is if an event occurs in some cell j ∈ RTi , it can be sensed by
the sensor placed in cell i within time T . In some sense,
RTi is the sensing area (within time T ) of a sensor placed in
cell i. Also, for each cell i ∈ X , let a utility Ui be defined
as the utility gained by having cell i covered. In the case
of 1-coverage, the utility of placing a sensor in cell i can
be expressed as U(RTi ) = ∑ j∈RTi U j. Let the variable xi (∀
cell i ∈ X) denote the indicator of whether or not a sensor
is placed in cell i, i.e., xi = 1 if a sensor is placed in cell i;
xi = 0 otherwise. Now the third optimization problem can be
formulated as
Problem 3 (a)
Minimize the number, N = ∑i∈X xi, of sensors, subject to
U(
[
i∈X∧xi=1
RTi )≥C. (1)
Note that the conventional assumption made is that R0i is
a disk centered at the sensor (placed in cell i). Here we allow
RTi to be a time-varying function of T and of arbitrary shape.
In Section 6, we will discuss how we leverage the SCIPUFF
model to construct RTi , taking into account of the character-
istics of the released material, terrain, land cover, and mete-
orological conditions. RTi thus constructed will then be fed
into the solution algorithm as input.
Note also that conventionally U(·) is a uniform function
and the utility reduces to geometric sensor coverage. As
mentioned in Section 1, the utility function can be so defined
that it quantifies the potential threats reduced or the poten-
tial benefits gained by having cell i covered. In Section 7,
we will use the real-life population distribution as U(·) to
evaluate our proposed algorithms.
In the case of k-coverage, the utility of a cell takes ef-
fect only if the cell is covered by at least k sensors. In
other words, a cell i is considered to be covered only when
∑ j:i∈RTj x j ≥ k. Note that k-coverage is required in the case of
inverse/forward prediction in which the origin of the plume
is inferred as well as the future regions to be effected by the
dispersion is predicted. In this case, the information multiple
sensors have gathered will be correlated and fed into certain
inverse/forward algorithms. The third optimization problem
can then be formulated as
Problem 3 (b)
Minimize the number, N = ∑i∈X xi, of sensors, subject to
∑
i∈X
Ui · I{ ∑
j:i∈RTj
x j ≥ k} ≥C, (2)
where I{·} is the indicator function. Note that the constraint
in Problem 3 (b) is not a linear expression. In Section 5, we
will discuss methods to transform I{·} into a set of linear
constraints.
5 Proposed Solutions
In this section, we devise solution algorithms to Problem
3 (a) and (b). In the case of 1-coverage, the problem (Prob-
lem 3 (a)) reduces to the weighted partial set cover problem,
and we present a logC approximation algorithm. In the case
of k-coverage, we further discuss a special case in which the
coverage requirement is stringent and full k-coverage is re-
quired. In this case, we can further simplify the formulation
of Problem 3 (b) to a linear program. In the more general
case, the formulation of Problem 3 (b) can only be reduced
to an integer program. We present two algorithms that are
build upon the proposed algorithm for partial 1-coverage and
full k-coverage to solve the problem.
5.1 Proposed Solution to Problem 3 (a)
As mentioned above, Problem 3 (a) is equivalent to the
weighted partial set cover problem. We present a simple
greedy algorithm, the pseudo code of which is given in Al-
gorithm 1.
The algorithm finds the cell i∗ with the highest utility Ui∗ ,
and marks xi∗ = 1 to denote that a sensor will be placed in the
cell. Then the cell i∗ is removed from X , the coverage of each
cell i ∈ X is updated as RTi = RTi \RTi∗ , and the coverage re-
quirement is updated as C =C−U(RTi∗). The process repeats
until either the coverage requirement is satisfied (C ≤ 0) or
all the cells have been placed with sensors.
Algorithm 1 LogC-Partial-1 (X ,{RTi },U,w,C)
1: while C > 0 AND ∃i ∈ X(xi = 0) do
2: i∗ = argmaxi∈X∧xi=0U(RTi )
3: xi∗ = 1
4: C =C−U(RTi∗)
5: for each i ∈ X , RTi = RTi \RTi∗
6: end while
7: return {i ∈ X : xi = 1}
THEOREM 1. The algorithm LogC-Partial-1 has an ap-
proximation factor of logC.
Proof: Suppose the optimal placement requires NOPT sen-
sors. Let i be the ith sensor placed by LogC-Partial-1. Let Ai
be the cells that are covered by the ith sensor, and have not
been covered by any ( j < i)th sensor. Basically, Ai is a set
of new cells covered in the ith iteration. Let Ci be the cov-
erage requirement left to be met after the (i− 1)th iteration,
and C0 =C. Then among cells that are not covered yet, one
of those NOPT sensors in the optimal placement at least can
cover
Ci−1
NOPT amount of utility. LogC-Partial-1 picks the sen-
sor that has the largest utility coverage, and thus U(Ai) is at
least Ci−1NOPT . Therefore,
NOPT∑
i=1
U(Ai)≥
NOPT∑
i=1
Ci−1
NOPT
≥
NOPT∑
i=1
COPT
NOPT
=COPT =C−
NOPT∑
i=1
U(Ai).
Thus we have ∑NOPTi=1 U(Ai) ≥ C/2, which means LogC-
Partial-1 can use NOPT sensors to meet at least half of the
coverage requirement. Therefore, LogC-Partial-1 totally
needs at most NOPT · logC sensors to meet the coverage re-
quirement C.
5.2 Proposed Solution to the Full k-Coverage
Problem
Recall that the constraint in Problem 3 (b) is not a lin-
ear expression, because of the indicator function. When the
coverage requirement is stringent, i.e., C = ∑i∈X Ui, the en-
tire FoI has to be k-covered and the indicator function can
be readily removed. That is, Eq. (2) can be reduced to
∑ j:i∈RTj x j ≥ k, and Problem 3 (b) reduces to
Min ∑
i∈X
xi (3)
s.t. ∑
j:i∈RTj
x j ≥ k ∀i ∈ X . (4)
xi ∈ {0,1}.
Because in general integer programs are NP-hard, we relax
the above integer program into a linear program by replacing
the last constraint with
0≤ xi ≤ 1, (5)
and solve the linear program (named as Full-k-LP) in poly-
nomial time. Now the remaining issues are how to construct
a feasible solution for the integer program from that of the
linear program, and how good the constructed solution to the
integer program is. We answer both issues below:
Constructing a feasible solution for the integer program
To construct a feasible solution {xi} for the original in-
teger program based the solution {xˆi} returned by the linear
program, we define the maximum number of sensing areas
by which a cell can be covered as F = maxi∈X |{ j : i ∈ RTj }|,
where | · | is the cardinality function. Note that only when
k ≤ F , the k-coverage problem has a solution. We assign
xi = 1 if xˆi ≥ 1F−k+1 ; and xi = 0 otherwise.
THEOREM 2. The solution {xi} constructed from the solu-
tion {xˆi} obtained from the linear program (xi = 1 if xˆi ≥
1
F−k+1 ; and xi = 0 otherwise) is a feasible solution to the
original integer program (Eq. (4)).
Proof: To prove that {xi} is a feasible solution to the original
integer program, we need to show ∑ j:i∈RTj x j ≥ k. We prove
this by contradiction. For some i ∈ X , we assume that in
{xˆ j : i ∈ RTj }, Pi elements are no less than 1F−k+1 . Let Oi
4
=
|{xˆ j : i ∈ RTj }|. Then (Oi−Pi) elements in {xˆ j : i ∈ RTj } is
less than 1F−k+1 . If Pi ≤ k−1, we have
∑
j:i∈RTj
xˆ j < (Oi−Pi) 1F− k+1 +Pi
= Oi
1
F− k+1 +Pi
F− k
F− k+1
≤ F 1
F− k+1 +(k−1)
F− k
F− k+1
= k,
which contradicts that ∑ j:i∈RTj xˆ j ≥ k (recall that {xˆi} is a
feasible solution for the relaxed linear program). Hence Pi >
k−1 and hence ∑ j:i∈RTj x j ≥ k.
Deriving the approximation ratio of the constructed fea-
sible solution
Now we derive the approximation factor of the con-
structed feasible solution.
THEOREM 3. ∑i∈X xi ≤ (F − k+ 1)∑i∈X x∗i , where {x∗i } is
the optimal solution for the integer program and {xi} is the
solution constructed from that of the linear program.
Proof: First, we know ∑i∈X xˆi ≤∑i∈X x∗i because the solution
space of the integer program is a subset of the solution space
of the relaxed linear program. Then,
∑
i∈X
xi ≤ ∑
i∈X
((F− k+1) · xˆi)
= (F− k+1)∑
i∈X
xˆi (6)
≤ (F− k+1)∑
i∈X
x∗i ,
where the first inequality follows from the construction rule
of the feasible solution, i.e., xi = 1 if xˆi ≥ 1F−k+1 ; and xi = 0
otherwise. An example can be carefully constructed to show
that ∑i∈X xi = (F− k+1)∑i∈X x∗i , i.e., (F− k+1) is a tight
approximation ratio.
5.3 Proposed Solution to Problem 3 (b)
In the general case, the indicator function in Problem 3
(b) can be “removed” by utilizing the property I{x ≥ k} =
max{0,min{1,x− k + 1}}. Furthermore, y = max{xi,x j}
can be replaced by the following constraints:
y≥ xi, y≥ x j;
y− xi ≤ ciM, y− x j ≤ (1− ci)M;
ci ∈ {0,1},
where M is a sufficiently large positive constant. The first
pair of constraints ensures that y is no less than either xi or
x j. The second pair of constraints ensures that either y = xi
or y = x j, depending on whether the variable ci is 0 or 1.
Similarly, y = min{xi,x j} can be replaced by the follow-
ing constrains:
y≤ xi, y≤ x j;
xi− y≤ ciM, x j− y≤ (1− ci)M;
ci ∈ {0,1}.
Therefore Problem 3 (b) can be reduced to the following
integer program (named as Partial-k-IP):
Min ∑
i∈X
xi
s.t. ∑
i∈X
Ui · yi ≥C;
yi ≥ 0; yi ≥ zi;
yi ≤ ciF ; yi− zi ≤ (1− ci)F ; (7)
zi ≤ 1; zi ≤ ∑
j:i∈RTj
x j− k+1;
1− zi ≤ diF ;
∑
j:i∈RTj
x j− k+1− zi ≤ (1−di)F ;
xi,ci,di ∈ {0,1}.
Unfortunately converting the above integer problem into
the linear program by enforcing 0 ≤ xi ≤ 1, 0 ≤ ci ≤ 1, and
0 ≤ di ≤ 1 and constructing the corresponding solution for
the original integer program does not always yield a feasible
solution. Actually, allowing 0≤ ci ≤ 1 and 0≤ di ≤ 1 results
in the optimal ∑i∈X xi equals zero. Hence, in what follows
we devise two heuristic algorithms based on the algorithms
proposed above for partial 1-coverage and full k-coverage.
5.3.1 One-Incremental Algorithm for Partial k-Cover
One straightforward solution for partial k-coverage is to
perform the 1-coverage algorithm k times. The pseudo code
of the one-incremental algorithm is given in Algorithm 2.
By the end of the (r− 1)th invocation of the 1-coverage al-
gorithm, it is possible that some cells have already been at
least r-covered, denoted as X ′ = {i ∈ X : ∑ j:i∈RTj x j ≥ r}.
Therefore, in the rth invocation of the 1-coverage algorithm,
the utility coverage requirement can be reduced by ∑i∈X ′Ui.
Also, the coverage utility gain for placing a sensor in cell i
in the r-coverage case is
U(RTi ,r) = ∑
j∈RTi
U j · I{ ∑
h: j∈RTh
xh = r−1}, (8)
which means the total utility of cells that are in RTi and have
already been exactly (r−1) covered. So if we place one sen-
sor at cell i, U(RTi ,k) would be the utility gain with respect
to k-coverage. Note that One-Incremental is exactly LogC-
Partial-1 when k = 1.
Algorithm 2 One-Incremental (X ,{RTi },U,C)
1: for r = 1;r ≤ k;r++ do
2: X ′ = {i ∈ X : ∑ j:i∈RTj x j ≥ r)}
3: C′ =C− ∑
i∈X ′
Ui
4: while C′ > 0 AND ∃i ∈ X(xi = 0) do
5: i∗ = argmaxi∈X∧xi=0U(RTi ,r)
6: xi∗ = 1
7: C′ =C′−U(RTi∗ ,r)
8: end while
9: end for
10: return {i ∈ X : xi = 1}
5.3.2 Partial-1 + Full-k Algorithm for Partial k-
Cover
Partial k-cover can also be achieved based on partial 1-
cover and full k-cover algorithms proposed above. Specifi-
cally, by invoking a partial 1-cover algorithm, we can locate
cells that can be 1-covered in order to satisfy the coverage
utility requirement. Then we invoke the full k-coverage al-
gorithm on those cells that have been 1-covered. The pseudo
code is given in Algorithm 3.
Algorithm 3 Partial-1+Full-k (X ,{RTi },U,C)
1: Y = LogC-Partial-1 (X ,{RTi },U,C)
2: X ′ = {i ∈ X : ∃ j ∈ Y s.t. i ∈ RTj }
3: return Full-k( X ′,{RTi },U,C)
5.3.3 Redundancy Removal
The above heuristic algorithms both act in a greedy man-
ner by choosing the cells that contribute the most utility. It
it possible that in the resulting placement, some sensors are
redundant, in the sense that their removal will not result in
the failure to fulfill the utility coverage requirement. These
are the sensors we should remove after invoking either One-
Incremental or Partial-1+Full-k.
The pseudo code of the redundancy removal procedure is
given in Algorithm 4. It operates in a greedy manner. Let
Y denote the set of cells returned by either One-Incremental
or Partial-1+Full-k. For ∀i ∈ Y , the utility loss after the re-
moval of the sensor in cell i is exactly U(RTi ,k+ 1), which
equals the total utility of cells in RTi that are exactly k-
covered by Y . Thus, removing i from Y results in that amount
of utility loss. Iteratively, we search for the cell i ∈ Y with
the smallest U(RTi ,k+ 1). If Y \ {i} can still satisfy the re-
quirement C, we remove i from Y .
Algorithm 4 Redundancy Removal (X ,{RTi },U,C)
1: while (Y = {i ∈ X : xi = 1}) 6= /0 do
2: i∗ = argmini∈YU(RTi ,k+1)
3: if ∑
i∈X
Ui · I{∑ j:i∈RTj ∧ j 6=i∗ x j ≥ k)} ≥C then
4: xi∗ = 0
5: else
6: break
7: end if
8: end while
9: return Y
6 Gathering and Computing the Input Data
Data gathering and computation in order to prepare in-
put for the proposed placement algorithms comprise a major
part of sensor placement. Recall that the most important in-
put to Problem 3 (a) and (b) that characterizes the physical
phenomena is the set, RTi , of cells that can be covered within
time T by placing a sensor in cell i. In this section, we dis-
cuss how we leverage the SCIPUFF model to calculate RTi ,
taking into account of the characteristics of the released ma-
terial, terrain, land cover, and meteorological conditions. We
also discuss how to extend the proposed algorithms to handle
various meteorological conditions.
6.1 How Do We Calculate the Sensing Area of
a Sensor Within Time T ?
Calculation of RTi is affected by the following parameters:
Released material: The dispersion of released material de-
pends on the characteristics of the material (e.g., the de-
cay rate and deposition velocity). It also depends on
the release function: continuous or instantaneous. A
puncture in a storage tank may be modeled as a series
of continuous releases at decreasing mass rates, and a
complete container failure may be represented as an in-
stantaneous release of all material in liquid form.
Terrain: Terrain elevation also affects the plume dispersion.
In this empirical study, we leverage the elevation data
obtained from the GLOBE database [20] by National
Geophysical Data Center. GLOBE contains elevation
data for the whole world at a latitude-longitude grid
spacing of 30 arc-seconds.
Meteorological conditions: Wind speed and direction are
two major meteorological factors that affect the plume
dispersion. One should not simply consider a fixed
meteorological condition, but should consider the im-
pact of varying meteorological conditions on the disper-
sion. (We will elaborate on this more in Section 6.2.)
A useful representation of the meteorological condi-
tions at a location is a wind rose. A wind rose gives
an information-laden view of how wind speed and di-
rection are typically distributed at a particular location.
Specifically, it specifies wind direction and speed pairs
and their percentage of occurrence. In our work, we use
the wind rose produced by the National Resources Con-
servation Service (NRCS), which uses data from the
Solar and Meteorological Surface Observation Network
(SAMSON). SAMSON consists of hourly observations
from 1961 through 1990 at 237 National Weather Ser-
vice stations in the United States, Guam, and Puerto
Rico.
Given a fixed set of parameters discussed above, several
dispersion models are available for the transport and dis-
persion calculation, such as the Hybrid Single-Particle La-
grangian Integrated Trajectory Model (HYSPLIT) [2], the
Area Locations of Hazardous Atmosphere (ALOHA) [21],
and Vapor Liquid Solid Tracking (VLSTRACK) [19], just to
name a few. Our implementation uses the SCIPUFF model
[26, 27], the transport and dispersion engine in Hazard Pre-
diction and Assessment Capability (HPAC) as defined by the
Defense Threat Reduction Agency. The reasons for choos-
ing SCIPUFF/HPAC is three-fold: (i) it has built-in modules
for contouring calculated dosage fields; (ii) it contains an
extensive material library with dosage values corresponding
to various exposure levels; and (iii) it includes a validated
transport and dispersion model accounting for meteorology,
terrain, land cover, and other environmental conditions.
Given a detection time T , we compute the dispersion in
a cell that results from a release. The dosage field resulting
from a dispersion computation is contoured by the exposure
levels. After we obtained the dispersion contours that result
from the release in every cell, we compute RTi in this way:
Let the threshold of the dosage level required for a sensor to
detect a plume activity is Th. A cell j is added into RTi if cell
i is contained in the contour of the dosage level≥ Th and the
dispersion contours result from a release in cell j within time
T .
6.2 How Do We Handle Various Meteorologi-
cal Conditions?
As will be illustrated in Fig. 3, the sensing areas (or
equivalently the calculation of RTi ) highly depend on mete-
orological conditions. We cannot use a fixed meteorologi-
cal condition to generate the contours of the dispersion and
place sensors accordingly; otherwise the coverage require-
ment may not be met when the meteorological conditions
change through the seasons or over the years.
Fortunately, the proposed algorithms can be readily ex-
tended to handle various sensing areas induced by various
meteorological conditions. Let { ˙RTi } and { ¨RTi } denote two
sets of sensing areas in the same FoI, induced by two differ-
ent meteorological conditions. Note that in general ˙RTi 6= ¨RTi .
We can merge the two sets of sensing areas, and define
the merged sensing area of a sensor (placed in a cell i) as
RTi =
˙RTi ∪ ¨RTi . Moreover, we define the utility of a cell under
a certain meteorological condition as its original utility mul-
tiplied by the probability that this meteorological condition
occurs. In this way, the sensor placement problem that ac-
commodate various meteorological conditions is essentially
the same as that for one specific meteorological condition
(fixed wind speed and direction).
A practical issue that should be addressed is how many
direction and speed bins in the rose we should consider (i.e.,
how many meteorological conditions to consider). Direction
and speed bins in the rose must be chosen to be sufficiently
small to capture variations in the observation values. We
choose 16 directions, which yield a bin size of 22.5o, and
seven speed bins spaced by 2 m/s with centroid values 1, 3,
5, 7, 9, and 11. Speeds greater than 11 m/s are assigned as
the boundary bin. Distribution for each (direction,speed) bin
is derived by examining the SAMSON data. A sample wind
rose is shown in Fig. 2(d).
7 Performance Evaluation
7.1 Experiment Setting
We evaluate the proposed sensor placement algorithms in
the real setting of Port of Memphis, with the objective of
protecting people in Memphis and its vicinity against chem-
ical plume attacks. The coordinate (Longitude, Latitude) for
the lower left corner of our FoI is (-90.25E, 34.85N), while
that for the upper right corner is (-89.75E, 35.35N). The
width and length of the FoI are both 0.5 arc-degree, which
is about 45km×55km. Fig. 2(a) is the satellite picture of the
FoI provided by Google Earth [8]. We divide the FoI into
60× 60 cells, and each cell is 0.5′× 0.5′ in arc-minute, and
750m×917m. Fig. 2(b) shows the terrain of our FoI.
Because the objective is to protect people in Memphis
and its vicinity against chemical plume attacks, we define
the utility function to be the population distribution, To ob-
tain the population in each cell, we leverage the LandScan
2005 data [22] at 30 arc-second resolution. (The LandScan
USA project has produced day- and night-time high resolu-
(a) Satellite picture (b) Terrain
(c) Population distribution (d) Wind rose
Figure 2. The terrain, population, and meteorological conditions in Port of Memphis and its vicinity.
(a) Wind speed = 1 m/s from North (b) Wind speed = 1 m/s from South
Figure 3. Sensing areas within detection time T = 30, 60 and 90 min, under different meteorological conditions. Note
the sensing areas are prolonged along the opposite direction of the wind.
tion population distributions at 3 arc-second resolution for
some cities, including Memphis, but these data have yet to
be vetted and released by the Department of Homeland Se-
curity.) Fig. 2(c) shows the population distribution in the
FoI. The coverage requirement C is the total number of peo-
ple. And for the simplicity of presentation, we show C in the
percentage of the total population in following experiments.
We model the threats as instantaneous releases of specific
materials at specific release rates using the Hazard Predic-
tion and Assessment Capability (HPAC) [5]. We use the
SAMSON data at the Memphis International Airport, which
is close to the center of the FoI as shown in Fig. 2(a). As
shown in Fig. 2(d), the wind with speed between 0 and 2 m/s
in direction 0o (blowing from North) and in direction 180o
(blowing from South) are the most common cases. Thus, in
the experiment we will first use a fixed meteorological con-
dition: the wind speed is 1 m/s from North, and then we
consider various meteorological conditions in Section 7.3.5.
Given the terrain and meteorological conditions, the sens-
ing area of a sensor is a function of time. Fig. 3 gives the
sensing areas of sensors in different locations and with dif-
ferent detection times.
7.2 Performance Comparison
In this section, we first compare the performance of our
proposed algorithms with respect to the number of sensors
placed under the same detection time T and coverage re-
quirements C. Then we compare our best algorithm against
random/grid placement with respect to the expected detec-
tion time when using the same number of sensors.
Figure 4. Number of sensors placed v.s. various detection
time T for k = 1 and C = 100%.
7.2.1 Comparison w.r.t. the Number of Sensors
First, we compare LogC-Partial-1 against Full-k-LP for
various detection time T . The coverage requirement has to
be 100% since Full-k-LP only solves full coverage prob-
lems. As proved in Section 5.2, we can construct a feasi-
ble placement from the solutions of Full-k-LP with an ap-
proximation factor of (F − k+ 1). Besides the placement
constructed from Full-k-LP, we also compare LogC-Partial-
1 against the value of the objective function (3) in Full-k-
LP, which is smaller than that of the corresponding Integer
program, and thus gives the lower bound of optimal place-
Figure 5. Number of sensors placed v.s. various detection
time T for k = 2 and C = 90%.
ment. As shown in Fig. 4, LogC-Partial-1 uses much less
sensors than Full-k-LP. The reason is that the bound logC =
logTotal Population ≈ 20 is much smaller than (F − k+ 1)
when k = 1 and F = 56, 179 and 317 for T = 30, 60 and
90 minutes respectively. As compared against the objective
values of Full-k-LP, LogC-Partial-1 only uses a few more
sensors. This implies that the performance of LogC-Partial-
1 is very close to that of optimal placement, and the logC
bound is only for the worst cases.
Next, we compare One-Incremental against Partial-1 +
Full-k for various detection time T . Even though the inte-
ger programming Partial-k-IP is not solvable for large-size
problems, we use CPLEX [13] to approximate the solutions,
and compare the results (obtained after millions of iterations)
against those obtained from our algorithms. Fig. 5 shows
that One-Incremental uses a much smaller number of sen-
sors than Partial-1 + Full-k. Even after millions of itera-
tions, the intermediate results of Partial-k-IP are still much
higher than that of One-Incremental. This may imply that
One-Incremental, in addition to being computationally effi-
cient, has comparable performance to the real optimal place-
ment.
7.2.2 Comparison w.r.t. Expected Detection Time
Recall that T is the maximum allowable detection time
when the FoI is fully covered. The actual detection time
may be smaller than T in the case of full coverage, but may
be greater than T in the case of partial coverage. In this sec-
tion, we evaluate the expected detection time incurred by
One-Incremental. We also use random placement and grid
placement as baseline algorithms, and compare their perfor-
mance (with the use of the same number of sensors as One-
Incremental) against One-Incremental.
Given a sensor placement, the expected detection time is
calculated as follows. We randomly choose 100 locations
to set up chemical releases. The probability that a release
occurs is proportional to the population of the cell where the
release occurs. For k-coverage, the detection time is the time
between the time instant the threat is released and the time
instant it is detected by at least k sensors.
Fig. 6 shows the expected detection time for T = 30, 60
and 90 min under the case of k = 3. (Experiments for differ-
Figure 7. Number of sensors required v.s. various cover-
age requirements for k= 1, 2, 4 and 8 coverage. Detection
time T = 60 min.
ent values of k give similar trends and hence are not shown
here due to the page limit.) Several observations are in or-
der. First, the expected detection time of the placement by
One-Incremental decreases as C increases, and eventually
becomes smaller than the maximum allowable detection time
T . Second, One-Incremental incurs 30%∼ 50% smaller de-
tection time than random or grid placement. Third, the ex-
pected detection time of the placement by One-Incremental
appears to converge to a value that is less than T when C
becomes large. This implies that partial coverage with a rea-
sonable high coverage requirement has comparable perfor-
mance to full coverage.
7.3 Performance Trends
As shown in Section 7.2, One-Incremetal gives compara-
ble performance to optimal placement. In this section, we
study the performance trends of One-Incremetal when the
parameters k, C, T , U(·) and the meteorological conditions
change.
7.3.1 Performance Under Different Coverage Re-
quirements
Given that the required detection time T = 60 minutes,
Fig. 7 depicts the number of sensors needed to meet differ-
ent coverage requirements C for k = 1, 2, 3 and 4 coverage.
As expected, the more stringent the coverage requirements
are, the more sensors are needed. One interesting finding is
that the number of sensors required increases in an exponen-
tial fashion with the coverage requirement C. This implies
that if the coverage requirement can be relaxed, more saving
can be made. Moreover, no solution exists to meet the 100%
coverage requirement for the cases of k ≥ 2 because cells
on the southern boundary can not be covered by more than 2
sensors given the wind is blowing from the north. This, com-
bined with the findings in Section 7.2.2, justifies use of par-
tial covers. Partial coverage with a reasonable high coverage
requirement achieves good average detection time (smaller
than the maximum allowable detection time) and requires a
much smaller number of sensors than full coverage.
7.3.2 Performance Under Different k-coverage
In order to study the impact of k on the sensor placement,
we plot in Fig. 8 the number of sensors required for k = 1, 2,
(a) T = 30 (b) T = 60 (c) T = 90
Figure 6. Average detection time given different maximum allowable detection time T . k = 3 for these experiments.
Figure 8. Number of sensors required for k-coverage v.s.
number of sensor required for 1-coverage.
4 and 8 coverage over the number of sensors required for 1-
coverage. The number of sensors required for k-coverage is
more than k times the number required for 1-coverage when
C is small. This is because for k-coverage One-Incremetal
simply places approximately k−1 more sensors near the sen-
sors placed for 1-coverage. However, with the increase of
C, the factor that k−coverage over 1-coverage decreases and
eventually becomes smaller than k. This is because the sen-
sors placed by One-Incremetal for 1-coverage will be scat-
tered when C is larger, and they are more likely to satisfy
k-coverage.
7.3.3 Performance Under Different Detection Times
As shown in Fig. 3, the smaller the maximum allowable
detection time, the smaller the sensing area of a sensor, and
thus more sensors are needed under the same coverage re-
quirement. Fig. 9 shows that the number of sensors required
increases when the required detection time for C = 90% and
k = 1, 2, 4 and 8 coverage. Interestingly, while the number
of additional sensors needed is large when the detection time
decreases from T = 90min to T = 60min, only a few more
sensors are required when the detection further decreases.
This reason is that the actual detection time will be smaller
than the required detection time T , as already shown in Sec-
tion 7.2.2.
Figure 9. Number of sensors places v.s. required detec-
tion time for k = 1, 2, 4 and 8 coverage. Coverage re-
quirement C = 90%.
7.3.4 Performance Under Different Utility Functions
In all the previous experiments, we use the population dis-
tribution as the utility function. In this experiment, we use a
uniform utility function, in which case the coverage require-
ment reduces to conventional geometric coverage. As shown
in Fig. 10, the number of sensors required increases expo-
nentially with the coverage requirement C. As compared to
sensor placement with the population utility function, that
with the uniform utility function requires more sensors, and
the rate of increase in the number of sensor nodes required
grows with the coverage requirement C. Therefore, apart
from the fact that use of the population distribution as the
utility function makes more sense, it also requires less sen-
sors to meet the same coverage requirement C.
7.3.5 Performance Under Various Meteorological
Conditions
In all the previous experiments, we used a fixed bin of
wind speed and direction. As shown in Fig. 2(d), the wind
with speed between 0 and 2 m/s in direction 0o (blowing
from the North) and in direction 180o (blowing from the
South) are two most common cases. Now we consider these
two conditions and assume that each of them occurs with the
probability of 0.5. Fig. 11 gives the number of sensors re-
quired to meet various coverage requirements for k = 1, 2, 4
Figure 10. Number of sensors places v.s. various cover-
age requirements for k = 1, 2, 4 and 8 coverage, under a
uniform utility function. No solution exists to meet some
larger coverage requirements for the cases of k ≥ 2.
Figure 11. Number of sensors required v.s. various cov-
erage requirements for k = 1,2, and 3 coverage. Two me-
teorological conditions: Wind speed of 1 m/s from the
North and wind speed of 1 m/s from the South, each with
a probability of 0.5.
and 8 coverage. Indeed more sensors are needed to handle
two meteorological conditions, but not as twice as many sen-
sors are needed. As a matter of fact, only approximately 30%
more sensors are needed. In other experiments (not shown
here due to the page limit), we find that only a small num-
ber of additional sensors are needed to accommodate other
meteorological conditions that occur less frequently than the
two.
8 Conclusion
In this paper, we revisited the issue of sensor placement
in a more realistic setting. Instead of making unrealistic as-
sumptions, we consider three realistic aspects, i.e., we ac-
knowledge non-negligible detection time, allow the sensing
area of a sensor (at certain time instant) to be anisotropic
and of arbitrary shape, and define the utility function U(·) to
model the expected risks of insufficient coverage (or utilities
of coverage) in different parts of the monitoring area. Based
on the problem formulation that takes into account of the
effects of terrain, land cover, meteorological condition, and
population distribution, we propose theoretically grounded
solution algorithms for both the 1-coverage and k-coverage
cases.
We then evaluate the proposed sensor placement algo-
rithms in the real setting of Port of Memphis. We lever-
age the elevation/terrain data obtained from the GLOBE
database [20], the population distribution obtained from the
LandScan 2005 [22], the meteorological data produced by
the National Resources Conservation Service (NRCS), and
the SCIPUFF model [26, 27] to produce the contours of the
dispersion. We also define the utility function to be propor-
tional to the population distribution. Several important ob-
servations have been made in the empirical study:
1. The proposed algorithms outperform random and grid
placement by almost 50% in terms of the detection time.
2. Partial coverage with a reasonably high coverage re-
quirement can achieve good average detection time,
while requiring a much smaller number of sensors than
full coverage.
3. Use of the population distribution as the utility function
not only has practical implication, but also helps to re-
duce the number of sensors needed. This is, in part,
due to the fact that it is easier to satisfy a skewed utility
function.
4. Instead of considering 16× 7 representations of wind
speeds and directions in a wind rose multiplied by their
percentage of occurrence, we show that it suffices to
consider 2-3 dominating bins of wind speeds and direc-
tions if they exist. Once sensors are placed to handle
these dominating meteorological conditions, only a few
more sensors are needed to accommodate other less fre-
quent meteorological conditions.
One salient feature of this work is that theoretical rigor
has been preserved, while considering all the practical, envi-
ronmental constraints. We have also planned for several fu-
ture R&D activities. First, Kannan et al. [15] define sensor
integrity as a metric to measure the vunerability of a place-
ment. Intuitively, it measure the utility loss if some subset
of sensors fail. As part of our future work, we will evalu-
ate the proposed algorithms with respect to sensor integrity.
Second, in the Port of Memphis and Washington D.C. de-
ployment, we have built a sensor network (SN) node that
has a CPU, hard disk, power supply, modem, serial inter-
face, and wireless / wireline network interfaces (Fig. 1). The
SN node is designed to be a generic platform that supports
a uniform API (for sensor configuration, control, and data
acquisition) and open protocols for integrating different sen-
sor modalities. We are in the process of fully deploying SN
nodes, in compliance with the recommendation made by this
work, and expect the deployed sensor network will operate
on a long-term basis. Also, as different modalities can be
readily integrated into the SN node architecture (by modify-
ing the device driver), we will also investigate the possibility
of deploying other type of sensors for various applications
in different areas. This is made possible by the fact that an
extensive material library with dosage values corresponding
to various exposure levels is included in the SCIPUFF pack-
age and that the proposed placement algorithms are general
enough (provided that RTi and U(·) are properly character-
ized), and can be used for sensor placement in virtually any
area on earth.
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