Recently C. F. Moppert [4] introduced a new definition of algebraic analyticity for functions on an algebra to itself. The purpose of this paper is to study the pseudo-group structure of these functions, i.e., their closure under inverses, composition and restrictions of domain. For a certain class of algebras necessary and sufficient conditions are determined that the algebraic analytic functions which are local bianalytic maps form a pseudo-group.
In doing this the underlying differential equations are examined and certain properties of their solutions are brought to light. In case the analytic functions form a pseudo-group, it will be a continuous pseudo-group in the sense of S. Lie and E. Cartan [l] .
Let A be an «-dimensional (nonassociative) algebra over a field F which we take to be the real or complex numbers. Denoting elements of A by «-tuples (x1, • • • , xn) = (x*) and (yl, ■ ■ ■ , y") = (y'), let the product in A be defined by In order to discuss condition (iii) we shall need to use the following lemma:
Lemma. // (2) is satisfied, then for any n-tuple (<pi, • ■ • , </>") of elements of F, except possibly those on a nowhere dense subset of Euclidean n-space over F, there exists an element f of G defined in an open neighborhood of (a1, • • • ,a") suchthat (dp/dx')(a1,
where (a1, • ■ • , an) is any point in Euclidean n-space over F.
Proof. The solution of the system (1') depends upon the solution of the system and then because of the third system of equations in (S') this initial condition will persist in the solution. If (S') is not involutive with respect to x1, • • • , xn, its successive prolongations must be examined. Using the symmetry f]¡=f]it (S') can be identified as one of the type studied in [2] where a specialization of Kuranishi's prolongation theorem [3] yields the information that (S') either has no solutions or solutions at all points except possibly on a proper subvariety which is nowhere dense. If (2) holds, (S') has a solution; consequently solutions exist at all points except possibly on a proper subvariety of the space of variables in the final prolongation. However, because of the nature of (S') it can be seen that there will be introduced in the successive prolongations no 0-forms which contain the variables x>, f). In particular, solutions can be found where the f) have arbitrary initial values at (a1, • • • , an). Thus, a point in some prolongation which is involutive can be found where x1 = a1, • • • , xn = a".
We now raise the question whether solutions to (1') will possess inverses. That is, for a given «-tuple dß/dx1, • • • , dß/dx", will (1') yield a matrix (df'/dx') which is singular? Since the identity belongs in G, the coefficients a "do not impose this condition on the Jacobians, and we may deduce that except possibly for a nowhere dense set of points {<p\, ■ • • , <p") the matrix (<$, where
is nonsingular. Thus it is seen that except possibly for (</>i, • • ■ , <£") on a nowhere dense subset, the A -analytic function obtained will be in G if restricted to a sufficiently small neighborhood of (a1, ■ ■ ■ , a"),
q.e.d.
It should be observed here that the nature of (S') determines whether the pseudo-group will be finite or infinite dimensional. If the involutive prolongation of (S') is completely integrable the solutions will depend on a finite number of parameters, and for each fl the solutions to (1') will depend on another finite system of parameters. Hence the pseudo-group will be finite dimensional, or a local Lie group. This is the case with the quaternions (see [4] for their system of equations). However, in general (S') need not be completely integrable in which case the pseudo-group will be infinite.
Using the lemma we shall now deduce necessary and sufficient algebraic conditions that G satisfy (iii) and (iv) in the definition of pseudo-groups.
Let % be the »X» matrix each of whose elements is 0 except the (J,j)th, which is 1. Let Si/ be the matrix obtained from the identity by interchanging the first and jth rows. Let £F denote the Jacobian (dfi/dxi). Let ft* be the matrix (a?); h, j=i, • • ■ , n; k = 2, ■ • ■ , n. Then equations (1') may be written (1") Su^iï m Stfa*, k = 2, ■ ■ ■ ,n.
Suppose now that / and g are in G with Jacobians ff and g, respectively. In order that go/, with Jacobian g$F, be in G, it is necessary and sufficient that a^giet* = ei^g? = a^ga*?, ') is necessary and sufficient that axioms (iii) be satisfied, given axiom (ii). Now we shall show that axiom (iv) is a consequence of the others. Let/GG with Jacobian 'S. Let h be the inverse of/ with Jacobian 3C so that $F3e = 0, the identity.
Since (3) holds for ï, it obviously holds for its inverse at each point: 3Ca*= a*3C, k = 2, ■ ■ • , n. If the identity whose Jacobian is â, is in G, then gu£>*0 = Di^a* = S^a*, so &ik£>kK = £>iak3Q, = £>i3Ca*, k = 2, ■ ■ • , n. Hence 3C satisfies (1") and so h belongs to G. To summarize :
Theorem. Let A be an n-dimensional algebra defined by 7rjt, *", j, k = 1,'■• • • , », where the matrix (irjt) has an inverse, (p'h). Then define matrices a*, k = 2, • • ■ , n, by GLk={a)h) where kh ^-\ hi k &j = 2-, p *n»=i A necessary and sufficient condition that the local bianalytic transformations on A which are A-analytic form a pseudo-group is that conditions (2) and (3') hold for these matrices a*. Moreover, the closure of the pseudo-group under inverses follows from the other axioms. 1 2 is an example of matrices satisfying the hypotheses.
