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Abstract— The steps taken to segment an in-motion object from its 
training set is a major feature in a lot of computer vision applications 
ranging from motion segmentation to image recognition. A random 
subspace is expressed into sparse representation called Randomized 
Sparse Subspace Clustering (RSSC), which is capable of intensifying 
the precision of the subspace cluster on real-life datasets that we 
tested on significantly. RSSC adopts the assumption that high-
dimensional data actually lie on the low-dimensional manifold such 
that out-of-sample data could be grouped in the neighboring space 
learned from in-sample data. Experimental results show that RSSC is 
potential in clustering out-of-sample data. 
 
Keywords— Subspace clustering, Sparse subspace, Face grouping, 
Randomized motion segmentation, Spectral clustering. 
I. INTRODUCTION  
Clustering is a very dynamic and principal subject matter 
when it comes to machine learning, computer vision, signal 
and image processing, pattern recognition, bioinformatics etc. 
whose objective is to sort similar patterns into the same cluster 
by maximizing the inter-cluster dissimilarity and the intra-
cluster similarity [1]. Generally, clustering uses a wide variety 
of techniques for exploratory data analysis with applications 
ranging from statistics, computer science, and biology to 
social sciences or psychology [2]. However, clustering is a 
segmentation phenomenon which does not use spatial 
information [3]. The sparse representation use vectors lying on 
a union of subspaces to cluster the data into distinct subspaces 
which clarifies the fact that each data point in a union of 
subspaces can constantly correspond with a linear or affine 
combination of all other points [4]. Sparsity is obtained for 
other points lying in the same subspace [5, 6]. This tolerates us 
to construct a similarity matrix, from which the segmentation 
of the data can be easily obtained using spectral clustering. 
Our methodology goes higher by posing many advantages 
over other algorithms. 
Subspace clustering is a state-of-the-art problem where one 
is given points in a high-dimensional ambient space and 
compare by estimating them to a union of lower-dimensional 
linear subspaces [7]. Applications of subspace clustering 
include motion segmentation, face clustering, gene expression 
analysis, and system identification. Data points with the same 
identify assembled from the above applications (e.g., face 
images of a person under varying illumination conditions, 
feature points of a moving rigid object in a video series) lie on 
a low dimensional subspace, and the miscellaneous dataset can 
be modeled by unions of subspaces [8]. In subspace clustering, 
given the data from a union of subspaces, the objective is to 
compute the number of subspaces, their dimensions, the 
segmentation of the data and a basis for each subspace [9]. 
Consider the set                containing   data 
points lying near a union of   subspaces of   . At this point, 
   = {  
   
    
  , where   
(l)
 is the     of the    data points 
belonging to the   -dimensional subspace    . Assuming   is 
known, the subspace clustering problem that looks into 
partitioning the data points in   according to their subspace 
membership. The values for   ,  ,  , and    are completely 
unknown. We expect a subspace clustering algorithm to return 
a set {  ̈  ̈     ̈ ̇  }, where  ̇  is the estimated number of 
subspaces and where the sets    are disjoint subsets of   such 
that  ̈    ̈       ̈ ̇  =  . We declare success if 
{  ̈   ̈     ̈ ̇ } = {            }, which implies that  ̇   . 
 
Fig. 1. A set of sample points in    drawn from a union of subspaces: two 
lines (         ) and a plane (  ) 
 
The main contribution of this paper is to propose an 
approach that extends sparse subspace clustering (SSC) in a 
randomly clustered data. The two main requirements of this 
method are (i) a randomized based sparse subspace clustering 
was discussed to identify different sets of points that are good 
representation of a data set and (ii) the proposed technique 
was used to solve the motion segmentation and face clustering 
problems. 
The paper is organized as follows: In Section 2, we briefly 
reviewed the related studies on SSC-like methods. In section 3, 
we present an approach that used SSC to make RSSC are more 
accessible to large data set. We investigated the application of 
RSSC to real world data sets in Section 4. Section 5 concludes 
the paper. 
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II. RELATED STUDY 
Clustering is an unsupervised arrangement of arrays into 
sets (clusters). There are assorted methodologies to clustering 
data which can be defined with the advantage of the hierarchy 
below. There are numerous approaches that have been 
outlined for example algebraic methods, iterative methods, 
statistical methods and spectral clustering. The main idea 
behind Generalized Principal Component Analysis (GPCA), 
which is an algebraic method is to prove that one can fit a 
union of   subspaces with a set of polynomials of degree  , 
whose products at a given point provides a vector normal to 
the subspace containing that point. Factorization based 
algebraic approaches such as matrix factorization-based 
algorithms find an initial segmentation by thresholding the 
entries of a similarity matrix built from the factorization of the 
data matrix. K-planes and K-subspaces algorithms are 
generalized by the K-means algorithm from data distributed 
around cluster centers to data drawn from hyper planes and 
affine subspaces of any dimensions [15]. Random sample 
Consensus (RANSAC) is a statistical way of dealing with 
corrupted points with outliers numerically. It is a kind of 
fitting pattern to a group of points. The Multi-Stage Learning 
(MSL) algorithm is a statistical approach that can handle some 
classes of degenerate motions by refining the solution of SS 
using the Expectation Maximization algorithm (EM). The 
Agglomerative Lossy Compression (ALC) algorithm 
postulates that the data illustrates that of a mixture of 
degenerate Gaussians [14]. Probabilistic PCA (PPCA) can 
certainly be drawn-out of a multiplicative model for a union of 
subspaces by using a mixture of PPCA (MPPCA) model [13]. 
The local subspace affinity (LSA) algorithm proposed based 
on a linear projection and spectral clustering [12]. The main 
difference is that LSA fits a subspace locally around each 
projected point even though GPCA makes use of the slopes of 
a polynomial that is generally a fit to the projected data. 
Spectral Curvature Clustering (SCC) is a spectral clustering 
based methods that uses multiway similarities that capture the 
curvature of a collection of points within an affine subspace 
[31]. Sparse subspace clustering (SSC) is also centered on the 
knowledge of matching data points as a linear or affine 
combination of neighboring data points [10, 11]. On top of all, 
approaches formed on spectral clustering have been shown to 
achieve very good results for several applications in computer 
vision. 
Liu et al. proposed partitioning framework whereby a data 
matrix can be transformed into a column blocks and then 
decomposes the original problem into parallel multivariate 
Lasso regression sub problems and sample wise operations 
[16]. In [17], a Laplacian structured representation model was 
proposed to enhance the representation based clustering 
techniques by means of introducing local feature similarity 
earlier information to monitor the encoding procedure, and 
then develop an efficient Alternating Direction Method of 
Multipliers (ADMM) algorithm for optimization. A new 
model to balance the sparsity and rank was presented in [18] 
which adopts the log-determinant function to control the rank 
of solutions. Zhan et al. improved spectral clustering by using 
Nyström sampling method [19]. Subspace clustering was 
discussed through learning in an adaptive graph affinity matrix 
[20]. In [21], the integration of self-representation and 
hypergraph fused and then extended to graph based spectral 
clustering based hypergraph.  Abdolali et al. proposed a 
method which cannot only allow SSC to scale to large-scale 
data sets, but that it is also much more robust as it performs 
significantly better on noisy data and on data with nearby 
outliers and subspaces, while it is not likely to over 
segmentation [22]. High clustering accuracy and fast 
processing speed is more advantageous is subspace clustering 
[23]. The demonstration of a unique technique to eradicate the 
special effects of errors from the projection space 
(representation) was better fairly than from the input space [24, 
25]. A similarity matrix was constructed based on locally 
linear embedding [32]. Bootstrap Algebraic Multigrid was 
applied to construct a set of vectors associated with graph 
Laplacian [26]. Tong et al in [27] proposed a new spectral 
clustering method based on local Principal Component 
Analysis (PCA) and connected graph decomposition. A 
unified similarity measure was proposed using SimRank to 
construct the fuzzy similarity matrix of the recognized graph 
which can assimilate structural and recognized similarities of 
nodes into a flexible weighted framework [28]. A hypergraph 
was proposed to describe the visualization of subspace 
structures [29]. Zhu et al. propose an iterative optimization 
method to adapt and adjust to each processes towards the goal 
of clustering performance, it however, enables the output of 
good clustering results [30]. 
III. A MODIFIED SPARSE SUBSPACE CLUSTERING 
In this section, we initiate our approach i.e. RSSC 
representation by given enumerating clarifications. 
The data matrix is denoted by               , where each 
column of   is a member of the union of   subspaces   i.e. 
           . There are    data samples in each   
subspace with                The data matrix   is 
considered to be a noisy type. We select            that is a 
member of      
  with   [          ]  We consider ‖ ‖ 
to represent Euclidean norm (in terms of vectors) and spectral 
norm (in terms of matrices). 
Approach: We solve the following optimization problem. 
 ‖ ‖        
   ‖ ‖          
   
                                            (1) 
Where   corresponds to a random sparse coefficient matrix,   
is an unnormalized laplacian, ‖ ‖  represents a convex 
surrogate of the rank function,     balances the terms in the 
objective function and ‖ ‖  is the    norm. 
1. Calculate the coefficients matrix of   using Equation (1). 
2. The spectral clustering technique is then applied on the 
affinity matrix | |  |  | to find the segmentation of the data. 
Algorithm 1 (SC) 
Given a similarity matrix           , number   of clusters is 
to be constructed. 
i. Construct a similarity graph. Let   be its weighted 
adjacency matrix. 
ii. Compute the normalized Laplacian       . 
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iii. Compute the first k eigenvectors           of      . 
iv. Let            be the matrix containing the vectors     , 
   as columns. 
v. From the matrix           from   by normalizing the rows 
to norm that is          ∑    
 
  
 
  
vi. For         , let       
  be the vector corresponding to 
the     row of   . 
vii. Cluster the points (  ),          with the k-means 
algorithm into clusters         . 
Therefore,   is the similarity matrix of data points in   . 
The matrix for  is defined below. 
  [
    
   
    
]           (2) 
Algorithm 2 (RSSC) 
Input: Data matrix   and preferred number of subspaces   . 
Under conditions:        . 
 1. Solve the problem in Equation (1) to obtain  . 
 2. Knowing Z, solve the spectral clustering to obtain 
segmented matrix 
Output: Segmented matrix  
We solve   by working out the problem in equation (1) using 
the Alternating Direction Method of Multipliers s.t.      , 
             , 
         
 
    
|| ||  
 
 
||              ||  
 
        
      
    (3) 
        ̃                         ( ̃     )           (4) 
 ̃  
     
  
 
    
           
   
          (5) 
Where       is the shrinkage thresholding operator, μ > 0 is a 
parameter,      is a matrix multiplier and    is a threshold 
matrix entry which depends on    . In the experiment, 
        are       and     respectively. 
Given   , we solve the problem             
                   ̅ 
with spectral clustering by singular value decomposition. 
Observations: (i) The matrices of the sparse coefficient   
deals effectively with the norm of the data points and the 
problem formulated can also deal perfectly with noise. 
(ii) Fully random model is employed when connection is 
found between points in different subspaces i.e. for all 
subspaces are of the same dimension   and there are some 
     points in each subspace. 
IV. EXPERIMETAL RESULTS 
In this section, we determine the effectiveness of the 
proposed technique by applying the clustering test on some 
expanded dataset. The experiment is carried out using Matlab 
2014a on a PC with an Intel(R) Core(TM) i5-3317U CPU and 
6144MB of RAM. 
Basically, motion segmentation focuses on classifying 
repositioning objects in a video sequence. It is the grounds on 
which all other computer vision actions arises such as 
metrology, robotics, inspection, video surveillance, video 
indexing, traffic monitoring, structure from motion, and many 
other applications. 
Suppose that we have tracked   feature points over   
frames in a video sequence, {   }, where   = , · · ·,   and j = 
1· · ·, F. Each feature trajectory       
   is obtained by 
stacking the feature points in the video, i.e.       
  
[   
     
        
 ]  The trajectories of the overall rigid motion 
under affine projection spans a   -dimensional linear 
subspace.  
Our main aim is to set apart feature trajectories according 
to their motions. However, feature trajectories of   rigid 
motions lie in a union of   dimensional subspaces of     . 
Therefore, the problem of clustering affine subspace in 
different motion can be associated to the problem of clustering 
trajectories.  
 
 
Fig. 2. Showing the background frame without the moving object by low rank method. 
 
 
Fig. 3. Given the moving feature trajectory through sparse approach. 
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Fig. 4. Motion segmentation: Multiple rigidly moving objects tracked in multiple frames of a video. 
 
The dataset consist of 442 video sequences of 2 or 3 
motions. In addition, each video sequence can be well 
modeled as data points that almost perfectly lie in a union of 
linear subspaces of dimension of 4. The samples frames are 
chosen to be equally spaced and spread out as possible. Our 
algorithm is applied on the motion dataset. However, the 
dimension is reduced from   dimensions to     because the 
rank of the dataset is above bound. Therefore, the purpose is to 
cluster these trajectories with their respective motion 
subspaces. 
 
 
Fig. 5. Separated feature trajectories according to the moving objects. 
 
 
Fig. 6. Separated feature trajectories showing clear distinction. 
 
Considering the problem of clustering images of different 
faces under variable lighting conditions lie near 9-dimensional 
linear subspaces. A set of images consisting of different faces 
are compared to the partitioning of a collection of images with 
low dimensional subspaces. 
A data set consisting of cropped frontal face images of 24 
subjects with different facial expressions. The original images 
have a resolution of 180 x 100 pixels i.e. the images are points 
in more than 10,000 dimensional ambient space. To reduce the 
computational cost and the memory requirements of 
algorithms, we down sample the images to 53 x 76 pixels and 
treat each 4028D vectorized image as a data point. The results 
shows that the studied algorithm performs almost better than 
others. 
 
 
Fig. 7. Representation of face images of multiple subjects. 
 
In this experiment, we randomly select few images to 
construct the set. However, the image patches that are used to 
construct the set come from a selected images, the unpicked 
images are not included. In processing, grayscale images are 
used because the dimension of the feature data is reduced as 
compared to the original color images. If the subspaces 
corresponding to different persons are extremely close to each 
other, it will be very hard to cluster. 
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Fig. 8. Distinguished images belonging to same subjects. 
 
V. CONCLUSION 
Conclusively, we have presented a concise approach to 
subspace clustering based on sparse representation. RSSC 
constructs a sparse similarity graph for spectral clustering by 
using    minimization based coefficients. Since the 
representation of spectral clustering algorithms has become 
more and more popular owing to its effectiveness, we studied 
a simple but effective highly researched spectral clustering 
method. The experiment was implemented and it showed how 
effective and efficiency our method is compared to other 
approaches. As soon as the similarity grid is selected, the 
algorithm can then run for a number of times. However, 
spectral clustering cannot detect correctly a cluster in a given 
data. Nonetheless, it is regarded as one of the strong tool 
which can yield suitable outcomes if used meticulously. 
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