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Abstract
Most option pricing problems have nonsmooth payoffs or discontinuous derivatives at the exercise price. Discrete barrier options
have not only nonsmooth payoffs but also time dependent discontinuities. In pricing barrier options, certain aspects are triggered
if the asset price becomes too high or too low. Standard smoothing schemes used to solve problems with nonsmooth payoff do
not work well for discrete barrier options because of discontinuities introduced in the time domain when each barrier is applied.
Moreover, these unwanted oscillations become worse when estimating the hedging parameters, e.g., Delta and Gamma. We have an
improved smoothing strategy for the Crank–Nicolson method which is unique in achieving optimal order convergence for barrier
option problems. Numerical experiments are discussed for one asset and two asset problems. Time evolution graphs are obtained for
one asset problems to show how option prices change with respect to time. This smoothing strategy is then extended to higher order
methods using diagonal (m,m)—Padé main schemes under a smoothing strategy of using as damping schemes the (0, 2m − 1)
subdiagonal Padé schemes.
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1. Introduction
Barrier options are one of the most popular ﬁnancial contracts, and the market for these options has been expanding
very rapidly, doubling every year since 1992 [9]. There are a number of barrier options available, for example, double
barrier options, rainbow barriers, options with curved barriers, partial barriers, roll up and roll down options, etc.
Rainbow barriers, also called outside barriers, are contracts for which barrier is deﬁned with respect to a second asset.
For partial barriers, the monitoring of the barrier begins after an initial period, called the protection period. Roll up
and roll down are standard options with two barriers: when the ﬁrst barrier is crossed, the option’s strike price is
changed and it becomes a knock-out option. The knock-out barrier options further fall into two kinds: up-and-out and
down-and-out. The payoff of a barrier option coincides with the payoff of a vanilla option if its value remains within the
barriers, or predeﬁned limits. Pricing barrier options daily or weekly presents a serious difﬁculty to the computational
algorithm due to the introduction of time-dependent discontinuities. A detailed discussion on European and American
style barrier options can be found in AtiSahlia et al. [1], Taleb [17] and Tavella [18].
Boyle and Tian [2] developed an explicit ﬁnite difference approach to the pricing of barrier options. Zvan et al. [25]
have discussed the oscillatory behavior of the Crank–Nicolson method for pricing barrier options. They applied the
Backward Euler method in order to avoid unwanted oscillations, but the Backward Euler method is only ﬁrst order
accurate. There has been some work on higher schemes for barrier options using L stable schemes, but without optimal
convergence, cf. [10,20].
We have developed, ﬁrst of all, a new strategy for smoothing the Crank–Nicolson scheme at each time when the
barrier is applied. This smoothing procedure gives second order convergence, which has not been achieved by others,
including with a standard Luskin–Rannacher [13] smoothing procedure. We discuss a natural extension, too, to higher
order schemes based on the work of Deininger [4] and Wade et al. [21,23] which involves damping oscillations in
diagonal Padé schemes through the use of positivity-preserving subdiagonal Padé schemes, re-applying the damping
at appropriate times in reaction to discontinuities in the forcing function.
The organization of the paper is as follows. In Section 2 we develop the PDE approach and the numerical schemes.
In Section 3 we present the smoothing strategy for the Crank–Nicolson method, and then we develop the general-
ized version in Section 4. Numerical experiments are presented in Section 5, and concluding remarks are given in
Section 6.
2. Methodology
We consider the valuation of an option or a derivative security on a traded or underlying asset, for example, a common
stock. Assuming that the movement of that asset obeys the stochastic differential equation dS(t)/S(t) =  dt +  dz,
where the constant  is the drift rate,  is the volatility of the underlying asset, and dz is a Wiener process with mean
zero and variance of dt , and by the Itô lemma, the Black–Scholes partial differential equation for the valuation of an
option V arises as follows:
V

+ 1
2
2S2
2V
S2
+ rS V
S
− rV = 0. (1)
Here,  is the current time and value of the option V (S, ) at time  before the expiry time T will also be speciﬁed with
boundary conditions and a payoff condition at T.
However, by changing variable to t = T −  we can, in standard fashion, re-write (1) to a convenient form for
computation as a parabolic type PDE as follows, with the initial, boundary, and barrier conditions now added:
V
t
= 1
2
2S2
2V
S2
+ rS V
S
− rV , (2)
with boundary conditions
V (0, t) = 0, V (X, t) = 0, (3)
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barrier constraint
V (S, t) =
{0, SB1 or SB2 and t ∈ B,
V (S, t) otherwise.
(4)
and initial condition (payoff for the original problem)
V (S, 0) =
⎧⎪⎨
⎪⎩
0, SB1,
S − E, B1S <B2,
0, SB2.
(5)
Here, B1 and B2 are the lower and upper barriers, respectively, E is the strike price, A is the pay-off, and X is chosen
sufﬁciently large for zero rebate. The set B = {i |i ∈ [0, T ]} consists of all the times when barriers are applied. We
assume that the barriers are applied discretely, for example, daily or weekly, and barrier times are distributed uniformly
in the set B. We thus have a serious computational difﬁculty from these time dependent discontinuities introduced as
barrier conditions.
We use a method of lines (MOL) approach for the numerical solution of Eq. (1). The spatial discretization results
in an approximating system of ODEs in time whose solution satisﬁes a two-term recurrence relation involving matrix
exponential, where the matrix is determined by the form of spatial discretization applied such as ﬁnite element, ﬁnite
difference, etc. For simplicity, we use (or the updated Crank–Nicolson scheme) central difference formulas in our
experimentation for approximating the spatial derivatives. Several other spatial discretizations have been successfully
tested as well; the focus of this article is on the time discretization method.
For positive integer M, let h = X/(M + 1) and approximate the exact solution V (S, t) of (1) at Si = ih by vi(t),
i = 0, 1, 2, . . . ,M + 1. We replace the partial derivatives with respect to S in (1) by second order central differences.
This discretization results in an initial-value problem of the form
dv
dt
+ Av = 0, (6)
where the matrix A and the vector v are: A = diag(ai, bi, ci), i = 1, . . . , N , a standard tri-diagonal matrix, and v =
[v1, . . . , vN ]T, with ai = (2S2i /2) − (rSih/2), bi = −2S2i − rh2, and ci = (2S2i /2) + (rSih/2). Note that the ﬁrst
and last rows, respectively, of A are [b1, c1, 0...0] and [0...0, aN , bN ].
The matrix A has M-matrix properties if 2 >r , which is helpful so that the spatial discretization does not introduce
undesired oscillations in the numerical solution (see Ikonen [10, Section 3.3.2], Windisch [24]).
The exact solution of (6) can be written as v(t) = e−tAv(0) which satisﬁes the two term recurrence formula:
v(tn + k) = e−kAv(tn), (7)
where 0<kk0, for some k0, is the time step and tn = nk, 0nN := T/k0. This relation forms the basis of the
time-stepping methods through approximating the exponential function by rational functions. One must be careful to
respect any lack of regularity the datamay present and design a computational procedure that is robust in its convergence
properties. In addition, to design higher order schemes demands that thematrix problems be robustly solvable, a problem
that is addressed here with an operator splitting technique.
To approximate the solution of (7) in time using un for the computed approximation to v(tn), the scheme we consider
will have the following form:
un+1 = r(kA)un, 0nN, u0 = v(0). (8)
The functions r(kA) are to be rational functions bounded on the spectrum of kA, uniformly in k. Here, we base the
primary scheme on Crank–Nicolson, which is the (1, 1)-Padé scheme. Later, we will generalize this to arbitrary higher
order diagonal Padé schemes.
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3. Crank–Nicolson smoothing
In this sectionwe present theCrank–Nicolson smoothing procedure for barrier option problems,where a discontinuity
is introduced at each time a barrier is applied.We must ﬁnd a way to modify the smoothing scheme developed by Luskin
and Rannacher [13], which in original form is:
un+1 =
{
R0,1(kA)un, 0n<p,
R1,1(kA)un, np.
(9)
where p2 the number of spacial starting steps. Here, R0,1(z) represents the backward Euler scheme as a subdiagonal
Padé scheme, and R1,1(z) represents Crank–Nicolson. It is sufﬁcient in theory to leave p as 2, but in practice it can
sometimes be empirically discovered that a slightly larger value of p works better for a speciﬁc problem.
This smoothing procedure utilizes the idea of combining a diagonal Padé scheme R1,1 (Crank–Nicolson) with the
positivity preserving Padé scheme R0,1 (backward Euler) for a number of steps in the beginning. However for barrier
option problems this smoothing procedure does not completely damp the irregularities because a new discontinuity is
introduced at each time when barrier is applied, cf. [21]. If, on the one hand, the barriers are applied continuously they
establish straightforward boundary conditions at the barriers B1 and B2, and in this case a simple smoothing scheme
can be applied with good results. Since, however, we are considering the discrete barrier case, it is required to damp
the oscillations not only at the beginning but also at each time when barriers are applied.
Thus, we can consider the problem as a sequence of successively restarted problems at the discrete times when
barriers are applied. Applying a new barrier condition at some point in time, then, potentially creates a new jump in
the solution, to be re-considered as a new initial value. What we have to do is implement the damping strategy in a
sensitive manner with respect to the application of barrier conditions so that we retain the second order accuracy.
For p2, we deﬁne a set Sp as follows:
Sp = {tn | i tn < i + pk, i ∈ B and n = 0, 1, 2, . . .},
which is the set of time grid points to be treated again with a damping scheme. We assume, naturally, that pk is smaller
than the interval for pricing the barrier options. The updated version of the Crank–Nicolson smoothing procedure for
barrier options is then given as follows:
un+1 =
{
R0,1(kA)un, tn ∈ Sp,
R1,1(kA)un, else.
(10)
We thus re-apply the damping strategy p times (usually p = 2, 3 or 4) at each barrier. Since we have a ﬁxed number
of barriers relative to the fact that the time step tends to zero, the order of the damping scheme can be one less than
that of the primary scheme. This is due to the fact that the local truncation error is one degree higher than the global
truncation error.
4. Higher order schemes for pricing barrier options
In this section we combine the ideas of repeating special damping schemes (from Section 2) and using positivity
preserving schemes to minimize ampliﬁcation of oscillations for the construction of a family of higher order schemes,
similar to those in Wade et al. [22,23]. This extends the Crank–Nicolson smoothing procedure naturally to a family
of arbitrary order schemes. We thus obtain higher order schemes to be used for barrier options, which have also the
possibility of parallelization and numerically efﬁcient implementation, a beneﬁt of the PSP family of schemes of
[21,22]. The theoretical aspects involved in combining these ideas with the present application are not particularly
different since one can consider the original scheme to have been successively restarted at the application of the barrier
constraints. What is of primary signiﬁcance at the current time is to adequately describe and experiment with the new
version of the algorithm to ﬁnd out if its performance is indeed as would theoretically be expected.We now give a brief
update on how to implement the PSP(m) schemes for these barrier option problems.
We adopt the treatment of Thomée, summarized in [19, Chapters 7, 8] (cf. [5]), see also Hansbo [8], Rannacher [15]
and Wade et al. [22,23]. Consider the initial value problem
ut + Au = 0, t > 0, u(0) = v ∈ X, (11)
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where X is a Banach space with norm ‖ · ‖. Assume A is a closed, densely deﬁned linear operator on X with resolvent
set (A) satisfying, for some  ∈ (0, /2),
(A) ⊃ ,  := {z ∈ C : < | arg(z)|, z = 0}. (12)
We assume there exists M1 such that
‖(zI − A)−1‖M|z|−1, z ∈ . (13)
It follows that −A is the inﬁnitesimal generator of an analytic semigroup {e−tA}t0 which is the solution operator for
(11), cf. [6,5,14,19]. Following [19, Chapters 7, 8], we shall utilize (m, n)-Padé approximations for e−z, as follows.
Let Rm,n(z) := Pm,n(z)/Qm,n(z), where
Pm,n(z) =
m∑
j=0
(m + n − j)!m!
(m + n)!j !(m − j)! (−z)
j
,
and
Qm,n(z) =
n∑
j=0
(m + n − j)!n!
(m + n)!j !(n − j)! (z)
j
.
These schemes have property Rm,n(z)= e−z +O(|z|m+n+1) as z → 0, z ∈ C, [19]. Examples include backward Euler,
R0,1(z)= (1+ z)−1, Crank–Nicolson, R1,1(z)= (1− 12z)(1+ 12z)−1, as well as some other interesting choices, such as
[12]:R1,2(z)=(1− 13z)(1+ 23z+ 16z2)−1,R0,3(z)=(1+z+ 12z2+ 16z3)−1, andR2,2(z)=(1− 12z+ 112z2)(1+ 12z+ 112z2)−1.
The higher order family of schemes is designed to take advantage of positivity of the symbols (0, 2m − 1)-Padé for
repeated damping, cf. [22].
For 0<kk0 and nonnegative integers n, let tn := nk and {vn}∞n=0 denote the numerical approximations for{u(tn)}∞n=0, with v0 = v, m a positive integer, and p the number of special starting steps. For simplicity of notation, we
shall utilize rs for the starting scheme R0,2m−1 of PSP and rm = Rm,m for the main scheme. The number of damping
steps never needs to be other than p = 2, although it may be better to use some other value 2p4 for a bit more
damping, for example.
The following family of damping schemes gives us higher order extensions of the previous smoothed second order
scheme.
vn+1 =
{
Rm−1,m(kA)vn, tn ∈ Sp,
Rm,m(kA)vn, n else.
(14)
The proposed new family of schemes is
(PSP(m)) vn+1 =
{
R0,2m−1(kA)vn, 0n<p = 2,
Rm,m(kA)vn, np = 2.
(15)
Here, we continue to use the name “PSP” for the updated version of the scheme of the same name in [22,23], the
difference being the repeated application of the damping scheme at the barriers. We shall denote by En the solution
operator of (15) taking initial data v0 to vn.
The fourth order extension (15) of the Crank–Nicolson scheme, for example, is
vn+1 =
(
I + kA + 12 k2A2 + 16 k3A3
)−1
vn, tn ∈ Sp,
vn+1 =
(
I − 12kA + 112k2A2
) (
I + 12 kA + 112 k2A2
)−1
vn else.
In each case, we use the partial fraction splitting method described brieﬂy in the sequel, also cf. [22], to efﬁciently
implement these algorithms, even in the serial case.
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The use of higher order Padé schemes requires some kind of partial fraction splitting to avoid computational problems
with conditioning, as can be seen in Calvetti et al. [3], Gallopoulos and Saad [7] and Khaliq et al. [11]. Following [11]
(modiﬁed for e−z), if m<n,
Rm,n(z) =
q1∑
i=1
wi
z − ci + 2
q1+q2∑
i=q1+1
R
(
wi
z − ci
)
, (16)
where Rm,n has q1 real poles and 2q2 nonreal poles {ci}, with q1 + 2q2 = n, and where wi = Pm,n(ci)/Q′m,n(ci). If
m = n it works out as
Rm,m(z) = (−1)m +
q1∑
i=1
wi
z − ci + 2
q1+q2∑
i=q1+1
R
(
wi
z − ci
)
. (17)
The scheme for vs+1 = e−tAvs can be computed through the following algorithm:
Algorithm 1.
1. For i = 1, . . . , q1 + q2, solve (tA − ciI )yi = vs ;
2a. (If m<n) Compute vs+1 =∑q1i=1 wiyi + 2∑q1+q2i=q1+1R(wiyi);
2b. (If m = n) Compute vs+1 = (−1)mvs +∑q1i=1 wiyi + 2∑q1+q2i=q1+1R(wiyi).
The algorithm for (0, 3)-Padé works out as follows: q1 = q2 = 1, c1 = −1.596071637983322, c2 =
−0.7019641810083392 − i1.807339494452022, w1 = 1.475686517795721, and w2 = −0.7378432588978604. The
(0, 3)-algorithm looks like this
vs+1 = w1y1 + 2R(w2y2), (18)
where (kA − c1I )y1 = vs and (kA − c2I )y2 = vs , which can be solved in parallel on two machines for a speed-up or
on a serial machine to preserve accuracy.
The algorithm for (2, 2)-Padé works out as follows: q1 = 0, q2 = 1, c = −3.0 − i1.732050807568877 and w =
−6.0 + i10.39230484541326. The algorithm looks like this
vs+1 = vs + 2R(wy), (19)
where (kA − cI)y = vs .
One must then combine the above parallel versions with the damping procedure recommended in (15) to ﬁnish the
implementation of the algorithm.
The following theorem is a version the main convergence result from [22] adapted to the restarting strategy in the
current context.
Theorem 4.1. Assume A is a self-adjoint operator on a Hilbert space X. For any integer m> 0 there exists c > 0 such
that for integers np
‖e−tnAv − Env‖ct−2mn k2m‖v‖, v ∈ X. (20)
Proof. Details of the proof are effectively the same as in [22, Theorem 3.1]. The primary item needed to be considered
at this time is the repetition of the lower order damping scheme at the application of barriers. We only need to apply
Theorem 3.1 of [22] on each barrier segment consisting of damping with p steps ofR0,2m−1 followed by the application
of scheme Rm,m, up to just before the next barrier is applied. The result is an estimate for each segment beginning, say,
at step q and ending at some time step indexed by 	q but still before the next barrier is applied. Within this time slice
between barrier applications we already have an estimate of form ‖e−t	Av − E	v‖ct−2m	−q k2m‖vq‖.
Since we have only a ﬁnite, ﬁxed number of barriers applied relative to k → 0, we can re-apply the same
estimate using a triangle inequality and standard stability estimates for the Padé schemes, changing at most the constant
in front. 
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5. Numerical experiments
In this sectionwe demonstrate the performance of the smoothing (10) for barrier options by solving theBlack–Scholes
PDE model with the associated difﬁcult constraints. The spatial discretization in all these experiments will be, for
simplicity, a central difference scheme on a uniform mesh of size h since we are here primarily interested in the time
aspects of the algorithm. It is just as well to use other methods of discretization in space. The primary focus now is
on studying the performance in detail of the updated Crank–Nicolson algorithm because that algorithm has been very
popular in the ﬁeld of ﬁnancial engineering [25] due to its simplicity of implementation. We also give an example of a
fourth order scheme with optimal performance, which to our knowledge has heretofore not been published.
A double barrier option imposes upper and lower bounds on the asset price, and barriers are applied in different
timely fashions, e.g; daily or weekly. A year is considered to consist of 250 days and a week of 5 days. Thus, discrete
daily and weekly barrier applications occur with a time increment of 0.004 and 0.02, respectively.
5.1. One asset double barrier option
In this experiment we solve the problem for asset price ranges from S = 90 to 115, with different values of volatility.
The barriers are applied at B1 = 95 and B2 = 110, where the strike price is E = 100.
Table 1 for the ordinary Crank–Nicolson scheme and Table 2 for the updated Crack–Nicolson smoothing scheme
show convergence results at the two barriers applied 5 times in the time domain [0, T ] where T =0.5. The convergence
order is computed using a reference solution 0.09697960007895 at B1 = 95 and 0.08148159339106 at B1 = 110,
obtained by using the Backward Euler method off-line for very small values of S and t and interpolating the data
back to the current more coarse mesh. The other parameters used are x0 =90, X=115,E=100, r=0.05, and =0.25.
In Tables 1 and 2 the ﬁelds ‘Value Bi’ and ‘Order Bi’ are the option values at Bi and the estimated convergence orders
at Bi , respectively. The orders are calculated in standard fashion through the log of the ratios of the errors divided by
the log of the ratio of the step sizes.
Fig. 1 shows two graphs of the double barrier option at expiry with two different values of  using the ordinary
Crank–Nicolson and the updated Crank–Nicolson smoothing scheme, with a constant barrier applied weekly for 5
weeks. Time evolution graphs (computed in variable t but plotted in variable , so initial data is to the left) for
the ordinary Crank–Nicolson and new Crank–Nicolson smoothing methods are given in Fig. 2, showing how the
Table 1
Convergence results for the ordinary Crank–Nicolson scheme
k Value B1 Value B2 Error B1 Error B2 Order B1 Order B2
0.02500 −0.094286 −0.949237 1.9126e − 1 1.0307 0.000 0.000
0.01250 −0.096218 −0.941562 1.9319e − 1 1.0230 −0.014 0.011
0.00625 −0.097166 −0.934521 1.9414e − 1 1.0160 −0.007 0.010
0.003125 −0.096632 −0.925267 1.9360e − 1 1.0067 0.004 0.013
0.0015625 −0.094017 −0.909154 1.9099e − 1 0.99063 0.020 0.023
Parameter values are = 0.25, r = 0.05, T = 0.5, B1 = 90, B1 = 110, and X = 115. The spatial mesh size is the same for each line and very small,
0.001, so to examine only the properties of the time discretization.
Table 2
Convergence results for the updated Crank–Nicolson smoothing scheme, with the same parameters as for Table 1
k Value B1 Value B2 Error B1 Error B2 Order B1 Order B2
0.02500 0.104322 0.088360 7.3505e − 3 6.8866e − 3 0.000 0.000
0.01250 0.098793 0.083178 1.8219e − 3 1.6981e − 3 2.012 2.020
0.00625 0.097430 0.081902 4.5901e − 4 4.2843e − 4 1.989 1.987
0.003125 0.097088 0.081583 1.1684e − 4 1.0916e − 4 1.974 1.973
0.0015625 0.097002 0.081503 3.1001e − 5 2.8922e − 5 1.914 1.916
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Fig. 1. Double barrier call option using the ordinary Crank–Nicolson scheme and the updated Crank–Nicolson smoothing, with =0.2 (top), =0.25
(bottom) and barriers applied for 5 weeks.
option values change with respect to time when barriers are applied weekly for 5 weeks. The parameters used for
Figs. 1 and 2 are: r = 0.05, B1 = 95, B2 = 110, X = 115, strike price E = 100, S = 0.25 and t = 0.01.
5.2. Two-asset double barrier option
This test is a Black–Scholes PDE model equation for a two-asset double barrier option. The purpose of this example
is to demonstrate the performance of our second order smoothing scheme for pricing a barrier option in two assets. Let
S1 and S2 represent the prices of the two assets at time t. The option value V (S1, S2, t) will have the following PDE
model:
V
t
− 1
2
21S
2
1
2V
S21
− 1
2
22S
2
2
2V
S22
− 12S1S2 
2V
S1S2
− rS1 V
S1
− rS2 V
S2
+ rV = 0, (21)
90S1, S2115, (22)
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Fig. 2. Time evolution graphs of the single asset, double barrier call option using the ordinary Crank–Nicolson scheme (top) and the updated
Crank–Nicolson smoothing scheme (bottom), with = 0.25. The plot is in the variable . Note that the initial data (to the left) is not plotted in this
software routine, and we see the smoothing property immediately at the ﬁrst step since the shape of the graph changes from piecewise linear.
where 1 and 2 are the volatilities of the two assets and  is their correlation parameter. We consider a pricing call
option, where the barriers applied are deﬁned as follows:
V (S1, S2, t) =
{
V (S1, S2, t) (S1, S2)B1 or (S1, S2)B2 and tn ∈ Sp,
0 otherwise.
The payoff for this problem is based on the worst of the two assets and is given as:
V (S1, S2, 0) = max(min(S1, S2) − E, 0).
For any positive integers N and M, and with S1L = min S1(=95), S2L = min S2(=95), S1R = max S1(=115), and
S2R = max S2(=115), we let h=S1 = (S1R − S1L)/(N + 1) and k =S2 = (S2R − S2L)/(M + 1), respectively and
approximate the solution V (S1L+ih, S2L+jk, t) of (22) at S1i =S1L+ih, S2j =S2L+jk by Vij (t) for i=1, 2, . . . , N
and j = 1, 2, . . . ,M . The approximations are to satisfy a system of ordinary differential equations arising through the
replacement of the partial derivatives in (22) with respect to S1 and S2 by the second order central differences
uit
V
S1
≈ V (S1 + h, S2, t) − V (S1 − h, S2, t)
2h
+ O(h2), as h → 0,
V
S2
≈ V (S1, S2 + k, t) − V (S1, S2 − k, t)
2k
+ O(k2), as k → 0,
B.A. Wade et al. / Journal of Computational and Applied Mathematics 204 (2007) 144–158 153
2V
S21
≈ V (S1 + h, S2, t) − 2V (S1, S2, t) + V (S1 − h, S2, t)
h2
+ O(h2), as h → 0,
2V
S22
≈ V (S1, S2 + k, t) − 2V (S1, S2, t) + V (S1, S2 − k, t)
k2
+ O(k2), as k → 0.
2V
S1S2
≈ V (S1 + h, S2 + k, t) − V (S1 + h, S2 − k, t) − V (S1 − h, S2 + k, t) + V (S1 − h, S2 − k, t)
4hk
+ O(hk), as h → 0 and k → 0.
For simplicity we take S1L = S2L, S1R = S2R , and N = M , and therefore h = k. The resulting initial value system
has the form
dv
dt
+Av = 0, (23)
whereA is an N2 × N2 block tridiagonal matrix of the form
A=
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣
D1 A1
B2 D2 A2
. . .
. . .
. . .
BN−1 DN−1 AN−1
BN DN
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
where tridiagonal matrices A, D, and B are of the form
Ai =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
−
2
1S
2
1i
2h2
− rS1i
2h
−12S1iS21
4h2
12S1iS22
4h2
−
2
1S
2
1i
2h2
− rS1i
2h
−12S1iS22
4h2
. . .
. . .
. . .
12S1iS2N−1
4h2
−
2
1S
2
1i
2h2
− rS1i
2h
−12S1iS2N−1
4h2
12S1iS2N
4h2
−
2
1S
2
1i
2h2
− rS1i
2h
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
Di =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
21S
2
1i + 21S221
h2
+ r 12S1iS21
4h2
−12S1iS22
4h2
21S
2
1i + 21S222
h2
+ r 12S1iS22
4h2
. . .
. . .
. . .
−12S1iS2N−1
4h2
21S
2
1i + 21S22N−1
h2
+ r 12S1iS2N−1
4h2
−12S1iS2N
4h2
21S
2
1i + 21S221
h2
+ r
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
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Fig. 3. Two-asset double barrier call option using ordinary the Crank–Nicolson (top) and the updated Crank–Nicolson smoothing scheme (bottom)
with 1 = 0.3 and 2 = 0.3.
Bi =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
−
2
1S
2
1i
2h2
+ rS1i
2h
12S1iS21
4h2
−12S1iS22
4h2
−
2
1S
2
1i
2h2
+ rS1i
2h
12S1iS22
4h2
. . .
. . .
. . .
−12S1iS2N−1
4h2
−
2
1S
2
1i
2h2
+ rS1i
2h
12S1iS2N−1
4h2
−12S1iS2N
4h2
−
2
1S
2
1i
2h2
+ rS1i
2h
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
To implement our smoothing scheme and solve systems like (10), we ﬁnd it very convenient to use a block-tridiagonal
solver, which to aid the reader we now display:
Block-Tridiagonal solver
Set W1 = D−11 A1
For i = 2 : N − 1
Wi = (Di − BiWi−1)−1Ai
End
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Fig. 4. Two-asset double barrier call option using the ordinary Crank–Nicolson (top) and the updated Crank–Nicolson smoothing (bottom) with
1 = 0.45 and 2 = 0.55.
Set G1 = D−11 v1
For i = 2 : N
Gi = (Di − BiWi−1)−1(vi − BiGi−1)
End
Set vN = GN
For i = N − 1 : −1 : 1
vi = Gi − Wivi+1
End
Figs. 3–4 show the graphs of a two-asset double barrier option at expiry T = 1.0 using the Crank–Nicolson and
Crank–Nicolson smoothing schemes. There are unwanted oscillations for the untreated scheme at the strike price
E = 100 and two barriers B1 = 95 and B2 = 110 which increase with the value of  for the undamped scheme.
These oscillations are recovered by the strategy of Crank–Nicolson smoothing. The other parameters used are: =0.5,
r = 0.05, with step sizes S = 0.333 and t = 0.05.
5.3. Higher order computations for pricing barrier options
We conclude this article with a computational example using the fourth order PSP(2) version of the smoothing
scheme on the same one-asset barrier option problem of Section 5. The algorithm used here is (15) with m = 2,
implemented in parallel versions using (18), (19).
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Table 3
Convergence properties of ordinary (2, 2)-Padé scheme
k Value B1 Value B2 Error B1 Error B2 Order B1 Order B2
0.02500 −0.095167 −0.943857 1.9214e − 1 1.0253 0.000 0.000
0.01250 −0.096900 −0.936227 1.9387e − 1 1.0177 −0.013 0.011
0.00625 −0.09685 −0.927638 1.9382e − 1 1.0091 0.000 0.012
0.003125 −0.094789 −0.913495 1.9176e − 1 9.9497e − 1 0.015 0.020
0.0015625 −0.089705 −0.886898 1.8668e − 1 9.6837e − 1 0.039 0.039
Parameter values are = 0.25, r = 0.05, T = 0.5, B1 = 90, B1 = 110, and X = 115. A fourth order centered ﬁnite difference scheme has been used
in space, with the spatial mesh size being the same for each line, 0.001, so to examine only the properties of the time discretization.
Table 4
Convergence properties of fourth order smoothing scheme PSP(2)
k Value B1 Value B2 Error B1 Error B2 Order B1 Order B2
0.02500 0.09695380 0.08146515 1.7385e − 5 8.5428e − 6 0.000 0.000
0.01250 0.09697103 0.08147243 1.8830e − 6 1.2636e − 6 3.207 2.757
0.00625 0.09697103 0.08147358 1.5350e − 7 1.1408e − 7 3.617 3.469
0.003125 0.09697118 0.08147367 1.1004e − 8 8.5281e − 9 3.802 3.742
0.0015625 0.09697118 0.08147369 6.5992e − 10 5.2006e − 10 4.060 4.035
Parameter values are the same as for Table 3.
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Fig. 5. The one-asset double barrier call option using the ordinary (2, 2)-Padé scheme, which shows spurious oscillations, and the fourth order
PSP(2) scheme, which performs robustly.
Tables 3 and 4 show empirical evidence for the optimal order convergence behavior of this smoothing fourth
order scheme as compared unmodiﬁed (2,2)-Padé. Details are suppressed for brevity, but a fourth order centered
ﬁnite difference scheme was used for the spatial discretization. Figs. 5 and 6 show graphically what to expect in the
performance of this second order smoothing scheme.Without the repeated damping at barriers the ordinary fourth order
diagonal Padé scheme leaves something to be desired as far as performance. On the other hand, the PSP(2) smoothing
scheme effectively blanks out unwanted errors near the discontinuities when the barriers are applied (Fig. 7).
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Fig. 6. The one-asset double barrier call option using the ordinary (2, 2)-Padé scheme, showing spurious oscillations.
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Fig. 7. The one-asset double barrier call option using the fourth order PSP(2) smoothing scheme, where the spurious oscillations have disappeared.
The ridges are due to application of barriers, which effectively restarts the problem under discontinuous data.
6. Concluding remarks
The smoothing strategy for the Crank–Nicolson method for barrier options presented here to solve one and two-
asset double barrier options achieves second order convergence. We have demonstrated with time evolution graphs
computational performance for the one asset problem. Although the Crank–Nicolson result is currently more closely
related to standard computational techniques in ﬁnance, we have in addition extended the idea to arbitrary orders by
constructing a family of higher order schemes that extends the above-mentioned updated version of Crank–Nicolson.
These higher order schemes have promise due to their efﬁcient implementation in solving the higher degree polynomials
of matrices that arise with Padé schemes as well as the ability to implement them in parallel.
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