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ON THE VARIETY OF STRICT PSEUDOSEMILATTICES
K. AUINGER AND L. OLIVEIRA
Abstract. A new model, in terms of finite bipartite graphs, of the free
pseudosemilattice is presented. This will then be used to obtain several
results about the variety SPS of all strict pseudosemilattices: (i) an
identity basis for SPS is found, (ii) SPS is shown to be inherently non-
finitely based, (iii) SPS is shown to have no irredundant identity basis,
and (iv) SPS is shown to have no covers and to be ∩-prime in the lattice
of all varieties of pseudosemilattices. Some applications to e-varieties of
locally inverse semigroups are also derived.
1. Introduction
A semigroup S is regular if for every element x ∈ S there is an element
x′ ∈ S such that xx′x = x. On the set E(S) of idempotents of a regular
semigroup S we shall consider the following two binary relations:
e ≤R f ⇔ e = fe and e ≤L f ⇔ e = ef.
Let also ≤ = ≤R ∩≤L . Then ≤R and ≤L are quasi-orders on E(S), while
≤ is the natural partial order on E(S). We shall write also f ≥R e, f ≥L e
and f ≥ e for e ≤R f , e ≤L f and e ≤ f , respectively, and denote by (f ]R
the set of idempotents e such that e ≤R f . Similarly, we define (f ]L and
(f ]≤.
Locally inverse semigroups can be defined as regular semigroups for which
any two idempotents e and f have another idempotent g such that (e]R ∩
(f ]L = (g]≤. This idempotent g is unique for each ordered pair of idem-
potents (e, f), and shall be denoted by e ∧ f . Thus, any locally inverse
semigroup S originates a new binary algebra (E(S),∧) called the pseu-
dosemilattice of idempotents of S. The class of all such binary algebras
forms a variety PS which can be defined by the following three identities
together with the left-right duals (PS2’) and (PS3’) of (PS2) and (PS3)
(Nambooripad [12]):
(PS1) x ∧ x ≈ x;
(PS2) (x ∧ y) ∧ (x ∧ z) ≈ (x ∧ y) ∧ z;
(PS3) ((x ∧ y) ∧ (x ∧ z)) ∧ (x ∧ w) ≈ (x ∧ y) ∧ ((x ∧ z) ∧ (x ∧ w)).
Abstractly, a pseudosemilattice is a binary algebra (E,∧) satisfying these
five identities, and, as such, every pseudosemilattice is the pseudosemilattice
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of idempotents of some locally inverse semigroup. The relations ≤R and ≤L
can be recovered from the operation ∧, namely by
e ≤R f ⇔ f ∧ e = e and e ≤L f ⇔ e ∧ f = e.
In particular, the relations e ≥R e ∧ f ≤L f are satisfied for all e, f ∈ E.
An e-variety of regular semigroups is a class of such semigroups closed
under the formation of homomorphic images, regular subsemigroups and
direct products (see [7, 9]). The class LI of all locally inverse semigroups
is an example of an e-variety of regular semigroups. The first author [2]
showed that the mapping
ϕ : Le(LI) −→ L(PS), V 7−→ {(E(S),∧) |S ∈ V} (1.1)
is a well-defined complete homomorphism from the lattice Le(LI) of e-varie-
ties of locally inverse semigroups onto the lattice L(PS) of varieties of pseu-
dosemilattices.
It is well known that the pseudosemilattice (E(S),∧) of a locally inverse
semigroup S is associative if and only if S is E-solid [5, Theorem 4.1]; the
identities (PS2) and (PS2’) imply that an associative pseudosemilattice is a
normal band. It follows that the homomorphism ϕ of (1.1) maps the interval
[T,ESLI] of Le(LI), consisting of all E-solid locally inverse e-varieties, onto
the eight-element lattice [T,NB] consisting of all varieties of normal bands
(T denotes here the trivial e-variety as well as the trivial variety). By
Hall [8, Theorem 3.5] there exists a unique least locally inverse e-variety
which is not E-solid: this is the e-variety CSR of all combinatorial strict
regular semigroups which is generated by the five-element combinatorial non-
orthodox completely 0-simple semigroup A2. It follows that SPS := CSRϕ
is the unique least non-associative variety of pseudosemilattices the members
of which are called strict pseudosemilattices. In particular, SPS is generated
by each of its non-associative members, an example of which is E2 := E(A2),
the pseudosemilattice of idempotents of A2. It is easily seen that SPS (since
it contains E2) contains all left zero semigroups, all right zero semigroup
and all semilattices and therefore contains all normal bands. In particular,
L(PS) is the disjoint union of the intervals [T,NB] and [SPS,PS] and
NB ⊆ SPS.
The present paper has two main objectives: the second one is to construct
an (infinite) identity basis for SPS and to prove some remarkable properties
of this variety: it does not have an irredundant identity basis, it is inherently
non-finitely based and has no cover in the lattice of varieties of pseudosemi-
lattices. Some applications to e-varieties of locally inverse semigroups are
also given. This will be dealt with in sections 4 – 6.
The aforementioned results will be obtained with the help of a new model
of the free pseudosemilattice which is in terms of finite bipartite graphs and
which seems to be much more transparent than the previously discovered
ones. In the literature, there exist already three different models of the free
pseudosemilattice. The first one is by Meakin [10], the second one by the
3first author [3] and the third one by the second author [14]. There are two
further models by the second author [15] which may be seen as offshoots
of [14]. All these models are quite complicated and involved, the complete
statement of their definitions needs quite a bit of space (therefore the authors
refrain from recalling these here). Moreover, it is by far not obvious that
these models are actually models of the same structure. In fact, a direct
proof showing that these structures are isomorphic is not known and seems
to be tedious. For the authors it turned out to be shorter and more effective
to give a direct proof that the new construction is indeed a model of the free
pseudosemilattice. This has the additional advantage that the proof does not
depend on any previous result, hence is self-contained and its understanding
does not require any semigroup theoretic background. The presentation of
this proof is the first objective of the paper which will be accomplished in
section 3; some preliminaries will be collected in section 2.
2. The binary algebra B(X)
The members of F2(X), the free binary algebra on a non-empty set X
of variables (or letters) are usually written as well-formed words over the
alphabetX∪{(, ),∧} where ∧ is a symbol for the binary operation. However,
they may also be conveniently represented by finite rooted binary trees the
leaves of which are labeled by the letters of X, see [14]. We define this
representation inductively by setting Γ(x) = •
x
for each x ∈ X and letting,
for u, v ∈ F2(X)
Γ(u ∧ v) :=
Γ(u) Γ(v)
•
The set Γ(F2(X)) =: T(X) obtained this way comprises the set of all finite
binary rooted trees in which each vertex except the root has a unique pre-
decessor, each vertex not being a leaf has two successors, a left one and a
right one (these vertices will be referred to as the left vertices and the right
vertices, respectively), and each leaf carries a label from X. The vertices
of Γ(u) represent uniquely determined subwords of u. One has an obvious
binary operation ∧ on T(X), namely (Γ(u),Γ(v)) 7→ Γ(u)∧Γ(v) := Γ(u∧ v)
so that the mapping F2(X)→ T(X), u 7→ Γ(u) is an isomorphism.
We define some combinatorial invariants of the members of F2(X). The
content c(u) is the set of all variables (letters) occurring in u; l(u) and r(u)
are, respectively, the leftmost and the rightmost letter occurring in u. We
need two further, less common invariants: the left content cl(u) is the set of
all letters that label a left leaf of Γ(u) while the right content cr(u) is the set
of all letters that label a right leaf of Γ(u). In other words, cl(x) = cr(x) = ∅
for each letter x, and a letter x belongs to the left content (respectively right
content) of u ∈ F2(X) \X if and only if x ∧ t (respectively t ∧ x) occurs as
a subword of u for some t ∈ F2(X).
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2.1. The binary algebra B(X). We are going to introduce another X-
generated binary algebra B(X) as follows. Let first B′(X) be the set of
all finite non-trivial trees γ all of whose vertices are labeled by letters of
X and such that an ordered pair (lγ , rγ) of two distinct adjacent vertices
is distinguished, the left root and the right root, respectively, of γ. The set
of all vertices of γ then is naturally partitioned into two disjoint subsets
Lγ and Rγ (the left vertices and the right vertices, respectively) by letting
Lγ be the set of all vertices having even distance to lγ and Rγ the set of
all vertices having odd distance to lγ (the definition is dual with respect
to rγ). So, the members of B
′(X) are always considered and viewed as
bipartite graphs. For a left vertex a and a right vertex b which are adjacent
the unique edge connecting a and b will often be denoted by the ordered
pair (a, b). We may define also the combinatorial invariants l, r, c, cl, cr for
elements γ of B′(X) in a natural way — for example l(γ) is the label of
lγ , cr(γ) is the set of all labels of all right vertices of γ, and so on. In a
graphical representation of an object of B′(X) it will always be assumed
that the vertices are arranged either as two vertical columns (the left/right
column representing the left/right vertices) or as two horizontal rows (the
bottom/top row representing the left/right vertices). Moreover, in such a
graphical representation it is often convenient to indicate the distinguished
left and right roots by especially indicating the unique edge connecting these
vertices (for example by a double line ).
Next let B(X) := B′(X)∪X where each letter x ∈ X is now represented
by the single vertex graph •
x
having the label x (for γ = •
x
we assume that
lγ = rγ = γ). For γ ∈ B
′(X) we let Lγ be the graph γ in which the
distinguished right root is unmarked; that is, Lγ is now the same tree as γ
but only the single root lγ is distinguished — however it is distinguished as
a left root, that is, the single distinguished root determines the partition
of the set of all vertices into the set of left vertices Lγ and the set of right
vertices Rγ . One sided distinguished vertices shall usually be represented
as “encircled bullets” like this • . For γ = •
x
we let Lγ coincide with γ,
however, in this case γ is viewed as a bipartite graph having one left vertex
and no right vertices. Define γR dually.
Now we introduce a binary operation ⊓ on B(X) by
α ⊓ β := Lα ∪˙ {(lα, rβ)} ∪˙ β
R.
That is, in order to get α ⊓ β from α, β ∈ B(X), form the disjoint union of
α and β, declare the distinguished left vertex of α to be that of α ⊓ β, the
distinguished right vertex of β to be that of α ⊓ β and connect these two
vertices by a new edge.
An easy inductive argument on the number of vertices shows that B(X)
is an X-generated binary algebra. Denote by ∆ the unique homomorphism
F2(X)→ B(X) satisfying ∆(x) = •
x
for each x ∈ X. In particular, for each
γ ∈ B(X) there exists u ∈ F2(X) such that γ = ∆(u). There is a unique
5homomorphism χ : T(X) → B(X) satisfying ∆ = χ ◦ Γ. It is essential
for the understanding of many arguments in this paper that the assignment
Γ(u) 7→ ∆(u) can itself be viewed as being induced by a quotient map from
Γ(u) onto ∆(u).
We claim that ∆(u) can be obtained from Γ(u) as follows: the sets of
left/right vertices of ∆(u) are in bijective correspondence with the sets of
left/right leaves of Γ(u). Moreover, each left/right vertex of ∆(u) is obtained
by contracting in Γ(u) a subgraph of the form •−−−•−−− . . . −−−• (a segment)
containing exactly one leaf to a vertex. More precisely, this is done as follows.
Denote, for two (not necessarily distinct) vertices a and b of Γ(u) the unique
geodesic subgraph of Γ(u) starting at a and ending at b by [a, b]. For each left
leaf a let now a′ be the unique (left) vertex such that [a, a′] contains only left
vertices and [a, a′] is maximal with this property, and proceed dually with
each right leaf b. (The root of Γ(u) is neither a left nor a right vertex.) In
order to get the left/right vertices of ∆(u) now contract the segments of the
form [a, a′] with a a left leaf to a (left) vertex and each segment of the form
[b′, b] with b a right leaf to a (right) vertex. The left vertex corresponding to
[a, a′] and the right vertex corresponding to [b′, b] then shall be connected by
an edge in ∆(u) if a′ is connected by an edge in Γ(u) with a vertex in [b′, b],
or b′ is connected by an edge in Γ(u) with a vertex in [a, a′]; or, equivalently,
if an edge of Γ(u) connects some vertex of [a, a′] with some of [b′, b]. In
addition, if a is the leftmost (left) leaf of Γ(u) and b is the rightmost (right)
leaf of Γ(u) then the corresponding vertices in ∆(u) shall be also connected
by an edge and shall become the distinguished left and right vertices in
∆(u). The latter edge can be viewed as being obtained by contracting the
segment −−−•−−− (with • the root of Γ(u)) to an edge. Altogether, the so
described quotient map χu : Γ(u) → ∆(u) is not a graph homomorphism
in the usual sense but it is ‘almost’ a “contraction of a family of subtrees”
in the sense of Serre [16]. A formal proof of the mentioned nature of the
mapping χu : Γ(u) → ∆(u) can be done by induction on the number of
leaves of Γ(w) = Γ(u ∧ v) by taking into account the following observation:
if a denotes the leftmost leaf of Γ(u) and the segment [a, a′] is replaced by
[a, 0] where 0 denotes the root of Γ(u) then the left-rooted bipartite tree
obtained by contracting segments and letting the distinguished left vertex
correspond to the segment [a, 0] is exactly the left-rooted tree L∆(u) and
dually, if for the rightmost leaf b of Γ(v) the segment [b′, b] is replaced with
[0, b] one gets by the analogous procedure the right-rooted tree Γ(v)R.
Let us consider the example
u = ((x ∧ (v ∧ z)) ∧ x) ∧ ((v ∧ z) ∧ ((v ∧ w) ∧ y))
for v,w, x, y, z ∈ X. The graph Γ(u) with the segments [a, a′] and [b′, b]
already indicated looks like this:
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x
x v z y
v z v w
•
• •
• • • •
• • • • • •
• • • •
Contraction of the segments to vertices gives us the following ‘almost’ bi-
partite graph
v z v w
x x v y
z
• • • •
• • • •
•
•
and marking the left/right roots, that is, contracting the segment−−−•−−− to
the edge with distinguished endpoints finally yields ∆(u):
v x v v
z x zy w
• • • •
• • •• •
2.2. Description of ∆(u(s → t)) and of ∆(uψ). The quotient map χu :
Γ(u)→ ∆(u) leads to a better understanding of the following construction.
Let u, s, t ∈ F2(X) with s a subword of u; let u(s→ t) be the word obtained
from u by replacing (a particular, earlier chosen occurrence of) the subword
s by t. We shall describe ∆(u(s→ t)) in terms of ∆(u), ∆(s) and ∆(t).
First of all, recall that each vertex in Γ(u) corresponds to a unique sub-
word of u. Take the vertex a, say, that corresponds to the occurrence of s in
u that should be replaced. The binary tree that is formed from the vertex
a as root together with all vertices that can be reached by going downwards
from a is just Γ(s). It is obvious how Γ(u(s → t)) is formed: just replace
in Γ(u) the subtree Γ(s) by Γ(t). Now, looking at the quotient mapping
χu : Γ(u)→ ∆(u) we see that χu(Γ(s)) forms a subtree of ∆(u), namely the
subtree of ∆(u) spanned by all vertices that are in the image under χu of
all leaves of Γ(s). Let us consider χu(Γ(s)) as a bipartite graph with one
distinguished vertex as follows: let the distinguished vertex of χu(Γ(s)) be
the image of the leftmost leaf of Γ(s) if the root of Γ(s) is a left vertex in
Γ(u) and the image of the rightmost leaf of Γ(s) if the root of Γ(s) is a
right vertex of Γ(u) (we need only consider proper subwords s of u, so the
root of Γ(s) does not coincide with the root of Γ(u)). Inspection of the map
χu then shows that the left/right-rooted bipartite tree χu(Γ(s)) coincides
with (a copy of) L∆(s) or ∆(s)R depending on whether the root of Γ(s)
is a left or a right vertex. Similarly, inspection of the map χu(s→t) shows
that χu(s→t)(Γ(t)) (viewed as a left/right-rooted bipartite tree depending on
whether the root of Γ(t) in Γ(u(s→ t)) is a left/right vertex) coincides with
7L∆(t) respectively ∆(t)R. Altogether, this means that ∆(u(s → t)) can be
obtained from ∆(u) by replacing χu(Γ(s)) =
L∆(s) by L∆(t) respectively
χu(Γ(s)) = ∆(s)
R by ∆(t)R.
As an example, consider s = (v ∧ w) ∧ y, t = (v ∧ (x ∧ w)) ∧ (y ∧ x) and
again u = ((x∧ (v ∧ z))∧x)∧ ((v ∧ z)∧ ((v ∧w) ∧ y)) with s the underlined
subword. Note that the root of Γ(s) inside Γ(u) is a right vertex. Hence, in
∆(u) we have to replace the right-rooted tree χu(Γ(s)) = ∆(s)
R = v
y
w•
•
•
by ∆(t)R. Inside the graph ∆(u), χu(Γ(s)) is the indicated subtree:
v x v v
z x zy w
• • • •
• • •• •
One readily checks that
∆(t)R =
y
v
x
x
w
•
•
•
•
•
Hence, χu(Γ(s)) replaced with ∆(t)
R yields
v x v v
z x zx w
y x
• • • •
• • •• •
• •
This procedure can be applied simultaneously to several pairwise disjoint
subwords s1, s2, . . . , sk. A particularly important instance of the latter is
when each letter x in u is substituted with a certain word wx. In other
words, for an endomorphism ψ : F2(X) → F2(X) we shall describe ∆(uψ)
in terms of ∆(u) and ∆(xiψ) (i = 1, . . . , n) where x1, . . . , xn are the letters
occurring in u. Indeed, for a vertex a of ∆(u) denote by ca the label of
a. In order to apply the procedure described above (to all one-letter sub-
words simultaneously) replace in ∆(u) each left vertex a by the left-rooted
tree L(a, ψ) := L∆(caψ) and each right vertex b by the right-rooted tree
R(b, ψ) := ∆(cbψ)
R (all these graphs shall be assumed to be pairwise dis-
joint). The result is the graph ∆(uψ) where the distinguished left vertex of
∆(uψ) is the distinguished (left) vertex of L(l∆(u), ψ) while the distinguished
right vertex of ∆(uψ) is the distinguished (right) vertex of R(r∆(u), ψ). Al-
ternatively, ∆(uψ) can be obtained as follows: form the disjoint union
 ⋃
a∈L∆(u)
L(a, ψ)
 ∪
 ⋃
b∈R∆(u)
R(b, ψ)

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of all graphs L(a, ψ) and R(b, ψ) and add, for each edge (a, b) of ∆(u) the
edge (lL(a,ψ), rR(b,ψ)). For (a, b) = (l∆(u), r∆(u)) this yields the connection
between the distinguished vertices lL(l∆(u),ψ) and rR(r∆(u),ψ) of ∆(uψ).
There is a subtree of ∆(uψ), the skeleton sk(u, ψ), which is the subtree
of ∆(uψ) spanned by the set of vertices
{lL(a,ψ) | a ∈ L∆(u)} ∪ {rR(b,ψ) | b ∈ R∆(u)}
or likewise, spanned by all edges (lL(a,ψ), rR(b,ψ)) for (a, b) an edge in ∆(u).
The graph sk(u, ψ) has the same structure as ∆(u) except that the labels
of the vertices have changed. Indeed, the label of each left vertex a of ∆(u)
is changed from ca to l(caψ) and the label of each right vertex b of ∆(u)
is changed from cb to r(cbψ). In case the left content of u is disjoint from
its right content, the skeleton sk(u, ψ) itself can be viewed as a graph of the
form ∆(uψ′) for any endomorphism ψ′ satisfying xψ′ = l(xψ) if x ∈ cl(u)
and xψ′ = r(xψ) if x ∈ cr(u).
An immediate consequence of the description of ∆(uψ) is that B(X) is a
relatively free binary algebra, that is, the kernel ker∆ of the homomorphism
∆ : F2(X)→ B(X) is a fully invariant congruence.
Corollary 2.1. For all u, v ∈ F2(X) and each endomorphism ψ : F2(X)→
F2(X), if ∆(u) = ∆(v) then ∆(uψ) = ∆(vψ). In particular, ker∆ is a fully
invariant congruence on F2(X).
3. The free pseudosemilattice
3.1. The binary algebra A(X). Let α ∈ B′(X); a degree 1 vertex a of α
together with the unique edge e that has a as one of its endpoints is a thorn
if the two vertices connected by e have the same label. A thorn is essential if
its vertex is a distinguished one, otherwise it is non-essential. We introduce
two reduction rules for modifying a member α of B′(X):
(i) remove a non-essential thorn {e, a} from α. This rule may be visu-
alized graphically as
x x x
• • •7→ and
x x x
• • •7→
(ii) suppose that two edges e and f have a vertex in common and that
the two other (distinct) vertices a and b have the same label; then
identify the two edges e and f and the vertices a and b (and retain
their label). If one of the merged vertices happens to be a distin-
guished one then so is the resulting vertex. Graphically, this rule
may be visualized as
x
y
y
x y
•
•
•
7→ • • and
y
y
x y x
•
•
• • •7→
Rule (i) is referred to as the deletion of a thorn while rule (ii) is called
an edge-folding. If we apply the reductions (i) and (ii) to α ∈ B′(X) in any
9order until no more reduction is possible then we obtain the reduced form α
of α. Note that α is uniquely determined and does not depend on the order
the reductions are applied. Let A(X) := B′(X) be the set of all reduced
members of B′(X). Setting α :=
x x
• • for α = •
x
, the mapping α → α is
surjective from B(X) onto A(X). We define a binary operation ∧ on A(X)
by the rule
α ∧ β := α ⊓ β.
For α, β ∈ B′(X) we have α ⊓ β = α ⊓ β since the reductions to obtain
α ⊓ β from α ⊓ β may be applied in any order. This statement stays true if
α and/or β is taken from B(X) = B′(X) ∪X. It follows that the mapping
α 7→ α is a surjective homomorphism B(X) → A(X). Note that A(X)
is an X-generated binary algebra if we identify x ∈ X with
x x
• • . We
denote the canonical homomorphism F2(X)→ A(X) by Θ. Subject to this
notation, Θ(u) = ∆(u) for each u ∈ F2(X).
Next we show that the kernel of Θ is also a fully invariant congruence,
that is, (A(X),∧) is also a relatively free binary algebra generated by
{
x x
• • | x ∈ X}.
We start by proving some auxiliary facts about the binary operation ∧ in
A(X).
Lemma 3.1. For each γ ∈ A(X) we have γ ∧ γ = γ.
Proof. We need to show that γ ⊓ γ = γ. Let γ′ be a disjoint copy of γ. We
form the graph
Lγ′ ∪ {(lγ′ , rγ)} ∪ γ
R
and observe that the two edges (lγ′ , rγ) and (lγ , rγ) may be identified by a
first edge-folding. In particular, the respective distinguished left vertices lγ′
and lγ will be identified. Now let a be an arbitrary vertex of γ and let
lγ , a1, . . . , an, a
be the geodesic path in γ starting at lγ and ending at a. Let
lγ = lγ′ , a
′
1, . . . , a
′
n, a
′
be the corresponding path in γ′. Since for each i, ai and a
′
i have the same
label we may identify the edges (lγ , a1) and (lγ , a
′
1) thus the vertices a1 and
a′1 will be identified. Next we may identify the edges (a2, a1) and (a
′
2, a1) and
thus a2 and a
′
2 will be identified. Eventually the vertex a will be identified
with the vertex a′. In that process, each edge (a, b) of γ will be identified
with its counterpart (a′, b′) in γ′. After a finite sequence of edge-foldings
we arrive at a graph isomorphic with γ which is reduced by assumption.
Altogether, γ ⊓ γ = γ. 
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Lemma 3.2. Let γ ∈ B′(X) and let γ′ be a disjoint copy of γ. Let α be the
bipartite tree defined by
α = γ ∪ {a, (a, rγ ), (a, rγ′)} ∪ γ
′
where a is a new, arbitrarily labeled left vertex adjoined to γ ∪ γ′. Then
α can be reduced by a sequence of edge-foldings to a graph isomorphic to
{a, (a, rγ)} ∪ γ. The analogous assertion for α = γ ∪ {b, (lγ , b), (lγ′ , b)} ∪ γ
′
with b a new right vertex also holds.
Proof. A first edge-folding may be used to identify the edges (a, rγ) and
(a, rγ′) and thus the vertices rγ and rγ′ are also identified. Now we may
proceed as in Lemma 3.1 and show that each vertex and edge of γ is identified
with its counterpart in γ′. 
Corollary 3.3. Let ψ be an endomorphism of F2(X) and let u, u
′ ∈ F2(X)
be such that ∆(u′) is obtained from ∆(u) by a single deletion of a thorn or
a single edge-folding; then Θ(uψ) = Θ(u′ψ).
Proof. (i) Suppose that ∆(u′) is obtained by deletion of a thorn {e, b} in
∆(u) with edge e = (a, b) (the dual case is analogous). According to the
description of ∆(vψ) for arbitrary v ∈ F2(X), ∆(uψ) has a subgraph con-
sisting of the disjoint union L(a, ψ) ∪ R(b, ψ) together with the edge con-
necting the distinguished left vertex of L(a, ψ) and the distinguished right
vertex of R(b, ψ). Recall that L(a, ψ) = L∆(xψ) while R(b, ψ) = ∆(xψ)R for
x = ca = cb. The proof of Lemma 3.1 shows that a sequence of edge-foldings
reduces this subgraph of ∆(uψ) to L(a, ψ)(= L∆(xψ)). The entire graph
∆(uψ) has thus been reduced to ∆(u′ψ). Consequently, ∆(uψ) = ∆(u′ψ).
(ii) Suppose that ∆(u′) is obtained from ∆(u) by an edge-folding of the
form
x
y
y
x y
•
•
•
7→ • •
Denote the left vertex of x
y
y•
•
• by a and the two right vertices by b and
c, respectively. Consider the subgraph of ∆(uψ) obtained by replacing in
x yy•
•
• the left vertex with L(a, ψ)(=
L∆(xψ)) and the two right vertices b
and c with R(b, ψ) and R(c, ψ) both of which are (disjoint) copies of ∆(yψ)R.
Lemma 3.2 then shows that through a sequence of edge foldings we get
the graph obtained from x y
• • by substitution of the left vertex with
L(a, ψ) = L∆(xψ) and the right vertex with R(b, ψ) = ∆(yψ)R. But the
latter is a subgraph of ∆(u′ψ). Altogether we have reduced by a sequence
of edge-foldings ∆(uψ) to ∆(u′ψ). It follows that ∆(uψ) = ∆(u′ψ). 
Corollary 3.4. The binary algebra (A(X),∧) is a relatively free pseudosemi-
lattice on X.
11
Proof. Let ψ : F2(X) → F2(X) be an endomorphism and let u, v ∈ F2(X)
be such that Θ(u) = Θ(v). Then there exist u0, . . . , un, v0, . . . , vm ∈ F2(X)
such that
• ∆(u) = ∆(u0),
• for each i = 0, . . . , n − 1 the graph ∆(ui+1) is obtained from ∆(ui)
by the deletion of a thorn or an edge-folding,
• ∆(un) = ∆(u) = Θ(u) = Θ(v) = ∆(v) = ∆(vm),
• for each j = m, . . . , 1 the graph ∆(vj) is obtained from ∆(vj−1) by
the deletion of a thorn or an edge folding,
• ∆(v0) = ∆(v).
Lemma 2.1 and Corollary 3.3 then imply
Θ(uψ) = ∆(u0ψ) = · · · = ∆(unψ) = ∆(vmψ) = · · · = ∆(v0ψ) = Θ(vψ).
It follows that (A(X),∧) is a relatively free binary algebra on X.
In order to show that (A(X),∧) is a pseudosemilattice it suffices now to
show that the defining identities ((PS1)–(PS3), (PS2’), (PS3’)) for pseu-
dosemilattices are relations satisfied by the free generators of A(X). How-
ever, the latter can be verified by a straightforward check. 
3.2. The word problem for free pseudosemilattices. On each pseu-
dosemilattice, two equivalence relations R and L are defined by
e R f ⇔ (e]R = (f ]R and e L f ⇔ (e]L = (f ]L
(these are the equivalence relations induced by the quasiorders ≤R and
≤L ). From the definition of the operation ∧ given in the introduction it
follows that for arbitrary elements e, e′, f, f ′ of any pseudosemilattice the
implication
e R e′ & f L f ′ ⇒ e ∧ f = e′ ∧ f ′
holds.
Next we derive some identities satisfied in each pseudosemilattice. These
results are known from the second author’s paper [14]. Here we present a
proof that does not depend on locally inverse semigroups so that this part
is self-contained. We use some notation from [14]: for u1, . . . , un ∈ F2(X)
set
(∧u1 . . . un) := (. . . ((u1 ∧ u2) ∧ u3) ∧ . . . ) ∧ un
and
(un . . . u1∧) := un ∧ (· · · ∧ (u3 ∧ (u2 ∧ u1)) . . . ).
From the identities (PS1), (PS2) and (PS2’) the identities
(x ∧ x) ∧ (x ∧ y) ≈ x ∧ y ≈ (x ∧ y) ∧ (y ∧ y) (3.1)
are easily derived. Moreover, identity (PS3) implies that in each pseudosemi-
lattice E, for each x ∈ E, all elements of the form x ∧ y (y ∈ E) generate a
semigroup. It follows that each expression of the form
(x ∧ y1) ∧ (x ∧ y2) ∧ · · · ∧ (x ∧ yn),
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without setting any further brackets, defines a uniquely determined element
in any pseudosemilattice E, once the variables x, y1 . . . , yn are substituted
with elements of E. It is therefore justified to use such expressions as terms
when dealing with identities of pseudosemilattices. By identity (PS3’), the
same holds for expressions of the form
(y1 ∧ x) ∧ (y2 ∧ x) ∧ · · · ∧ (yn ∧ x).
Lemma 3.5. For each n ∈ N, each pseudosemilattice satisfies the identity
(∧xy1 . . . yn) ≈ (x ∧ y1) ∧ (x ∧ y2) ∧ · · · ∧ (x ∧ yn)
and its dual.
Proof. The claim is proved by induction on n. There is nothing to prove for
n = 1 and for n = 2 this is just the identity (PS2). Suppose that the claim
be true for n ≥ 2. Then
(∧xy1 . . . yn+1) = (∧xy1 . . . yn) ∧ yn+1
≈ [(x ∧ y1) ∧ · · · ∧ (x ∧ yn)] ∧ yn+1
≈ [(x ∧ x) ∧ {(x ∧ y1) ∧ · · · ∧ (x ∧ yn)}] ∧ yn+1
≈ [(x ∧ x) ∧ (x ∧ y1) ∧ · · · ∧ (x ∧ yn)] ∧ [(x ∧ x) ∧ yn+1]
≈ (x ∧ y1) ∧ · · · ∧ (x ∧ yn) ∧ (x ∧ yn+1) .
The dual identity is proved by symmetry. 
The next statement is an immediate consequence.
Corollary 3.6. For all n, k ∈ N, each pseudosemilattice satisfies the iden-
tities
(1) (∧xy1 . . . yn) ∧ (∧xz1 . . . zk) ≈ (∧xy1 . . . ynz1 . . . zk),
(2) (∧xy1 . . . ynxz) ≈ (∧xy1 . . . ynz)
and their duals.
A final auxiliary result that is crucial is the following.
Lemma 3.7. Each pseudosemilattice satisfies (∧xyzw) ≈ (∧xzyw) and
(∧xyzy) ≈ (∧xzy) and their duals.
Proof. We have
(∧xyzw) ≈ [(x ∧ y) ∧ (x ∧ z)] ∧ (x ∧w) by Lemma 3.5
≈ (x ∧ y) ∧ (x ∧ z) ∧ (x ∧ y) ∧ (x ∧w) by (PS2)
≈ {(x ∧ y) ∧ [(x ∧ z) ∧ y]} ∧ (x ∧ w) by (PS2)
≈ {x ∧ [(x ∧ z) ∧ y]} ∧ (x ∧ w) by (PS2’)
≈ {x ∧ [(x ∧ z) ∧ (x ∧ y)]} ∧ (x ∧ w) by (PS2)
≈ (x ∧ x) ∧ (x ∧ z) ∧ (x ∧ y) ∧ (x ∧ w) by (PS1)
≈ (x ∧ z) ∧ (x ∧ y) ∧ (x ∧ w) by (3.1)
≈ (∧xzyw). by Lemma 3.5
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In particular (∧xyzy) ≈ (∧xzyy) ≈ (∧xzy) where the last identity follows
from Lemma 3.5 and (PS1). The duals are again proved by symmetry. 
Lemma 3.7 implies that for arbitrary elements x, y, z of a pseudosemilat-
tice E, setting e = (x ∧ y) ∧ z and f = (x ∧ z) ∧ y the equalities e ∧ f = f
and f ∧ e = e hold, so that (x ∧ y) ∧ z R (x ∧ z) ∧ y. By symmetry we also
get y ∧ (z ∧ x) L z ∧ (y ∧ x).
Corollary 3.8.
PS |= (x ∧ y) ∧ z R (x ∧ z) ∧ y and PS |= y ∧ (z ∧ x) L z ∧ (y ∧ x).
We are going to prove that for all u, v ∈ F2(X), Θ(u) = Θ(v) implies
PS |= u ≈ v. This immediately shows that (A(X),∧) is a model of the free
X-generated pseudosemilattice. The proof is essentially divided into two
parts the first of which is formulated as follows.
Proposition 3.9. For all u, v ∈ F2(X) the following implications hold.
(1) L∆(u) = L∆(v)⇒ PS |= u R v,
(2) ∆(u)R = ∆(v)R ⇒ PS |= u L v,
(3) ∆(u) = ∆(v)⇒ PS |= u ≈ v.
Proof. The proof is by simultaneous induction on the number |V (∆(u))| of
vertices of ∆(u). All three implications are true (by Corollary 3.8) for any
u, v with |V (∆(u))| = |V (∆(v))| ≤ 3. So, let u, v ∈ F2(X) with |V (∆(u))| =
|V (∆(v))| ≥ 4 and assume first that L∆(u) = L∆(v) but ∆(u) 6= ∆(v). Let
u = u1 ∧ u2 and v = v1 ∧ v2. By definition,
∆(u) = L∆(u1) ∪ {(l, r)} ∪∆(u2)
R
and
∆(v) = L∆(v1) ∪ {(l, s)} ∪∆(v2)
R
where l = l∆(u) = l∆(v) and r = r∆(u) 6= r∆(v) = s. If we delete the two edges
(l, r) and (l, s) from the graph then it is decomposed into three pairwise
disjoint trees Tl, Tr, Ts (namely the connected components containing l, r, s,
respectively). We consider Tl as left-rooted tree with left root l and Tr and
Ts as right-rooted trees with right roots r and s, respectively. Then we have
L∆(u1) = Tl ∪ {(l, s)} ∪ Ts and ∆(u2)
R = Tr
while
L∆(v1) = Tl ∪ {(l, r)} ∪ Tr and ∆(v2)
R = Ts
(the distinguished left root in both cases being l). Let now wl, wr, ws ∈
F2(X) be such that
L∆(wl) = Tl, ∆(wr)
R = Tr, ∆(ws)
R = Ts.
It follows from the construction that
L∆(u1) =
L∆(wl ∧ ws) and
L∆(v1) =
L∆(wl ∧ wr).
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By the induction hypothesis this implies that
PS |= u1 R wl ∧ ws, v1 R wl ∧ wr.
Once more by construction we have
∆(u2)
R = ∆(wr)
R and ∆(v2)
R = ∆(ws)
R
which, again by the induction hypothesis implies that
PS |= u2 L wr, v2 L ws.
Altogether,
PS |= u1 ∧ u2 ≈ (wl ∧ ws) ∧wr, v1 ∧ v2 ≈ (wl ∧ wr) ∧ ws.
From Corollary 3.8 it follows that PS |= u1 ∧ u2 R v1 ∧ v2, as required.
The implication
∆(u)R = ∆(v)R & ∆(u) 6= ∆(v)⇒ PS |= u L v
is proved by symmetry.
Finally, assume that ∆(u) = ∆(v) for u = u1 ∧ u2 and v = v1 ∧ v2.
Then L∆(u1) =
L∆(v1) and ∆(u2)
R = ∆(v2)
R. By induction hypothesis we
have PS |= u1 R v1, u2 L v2 which implies PS |= u1 ∧ u2 ≈ v1 ∧ v2, as
required. 
The second part consists of proving the following claim.
Proposition 3.10. Let u, u′ ∈ F2(X) be such that ∆(u
′) is obtained from
∆(u) by a single deletion of a thorn or a single edge-folding; then PS |= u ≈
u′.
Proof. For both cases we use induction on |V (∆(u))| and we may assume
that |c(u)| ≥ 2. Let us first assume that the reduction ∆(u) → ∆(u′) is by
deletion of a thorn. The induction base is easily checked directly by looking
at the graphs on three vertices. Let u ∈ F2(X) be such that |V (∆(u))| ≥ 4
and suppose that the claim be true for all v with |V (∆(v))| < |V (∆(u))|.
Now u = u1 ∧ u2 and ∆(u) =
L∆(u1) ∪ {(l, r)} ∪ ∆(u2)
R. Let {e, a} be
the thorn to be deleted to obtain ∆(u′) from ∆(u). The edge e cannot
coincide with (l, r) so it must belong to L∆(u1) or ∆(u2)
R. Suppose the
former is true (the latter case is handled completely analogously). We shall
distinguish two cases: r∆(u1) 6= a and r∆(u1) = a. In the first case, the
deletion of {e, a} does not remove the right distinguished vertex of ∆(u1).
Let γ = ∆(u1) \ {e, a} be the graph obtained from ∆(u1) by deleting the
thorn {e, a} and let u′1 ∈ F2(X) be chosen with ∆(u
′
1) = γ. Then by
induction hypothesis PS |= u1 ≈ u
′
1, and therefore also PS |= u1 ∧ u2 ≈
u′1∧u2. Now let u
′ be any word such that ∆(u′) = ∆(u)\{e, a} = ∆(u′1∧u2).
Then by Proposition 3.9, PS |= u′1∧u2 ≈ u
′ and therefore also PS |= u ≈ u′.
In the second case, u1 = u
′
1 ∧ x and x = l(u) = l(u1). Here it follows from
Corollary 3.6 that PS |= u = (u′1∧x)∧u2 ≈ u
′
1∧u2. Finally, if u
′ is any word
with ∆(u′) = ∆(u)\{e, a} then again by Proposition 3.9 PS |= u′1∧u2 ≈ u
′
whence also PS |= u ≈ u′.
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Let us now consider the case when the reduction ∆(u) → ∆(u′) is by an
edge-folding. The induction base is again directly checked by inspection of
the graphs on three vertices. Let u ∈ F2(X) with |V (∆(u))| ≥ 4 and suppose
the claim be true for all v ∈ F2(X) for which |V (∆(v))| < |V (∆(u))| and let
u = u1∧u2. Assume the edge-folding is of the form (the dual case is treated
analogously):
x
y
y
x y
•
•
•
7→ • • (3.2)
Let a denote the involved left vertex and b, c the two involved right vertices.
If neither of the pair (a, b) and (a, c) is the pair of distinguished vertices then
both edges are contained either in ∆(u1) or ∆(u2) and we may assume the
former. Then the folding (3.2) reduces ∆(u1) to a graph γ. Let u
′
1 ∈ F2(X)
with ∆(u′1) = γ. By induction hypothesis, PS |= u1 ≈ u
′
1 and hence
PS |= u1 ∧ u2 ≈ u
′
1 ∧ u2. If u
′ is any word such that ∆(u′) is obtained from
∆(u) by the edge-folding mentioned above then ∆(u′) = ∆(u′1∧u2), whence
PS |= u′ ≈ u′1 ∧ u2 and we are done. Hence we may assume that (a, b) is
the distinguished pair of vertices of ∆(u). Then the edge (a, c) belongs to
L∆(u1) (and a is the distinguished left vertex of
L∆(u1)). Suppose that c is
not the distinguished right vertex of ∆(u1). Let δ be the (bi-rooted) graph
obtained from ∆(u1) by changing the right root to c. Then δ = ∆(v1) for
some v1 for which PS |= u1 R v1. Then PS |= u1 ∧ u2 ≈ v1 ∧ u2 and we
may continue with v1 ∧ u2 instead of u1 ∧ u2. Or, in other words, we may
assume that c is the distinguished right vertex of ∆(u1). Since the label of
b as well as of c is y it follows that r(u1) = r(u2) = y. Using the notation
introduced at the beginning of the present subsection we conclude
u1 = (tktk−1 . . . t1y∧) and u2 = (slsl−1 . . . s1y∧)
for certain words tk, . . . , t1, sl, . . . , s1 ∈ F2(X). According to Corollary 3.6,
PS |= (tk . . . t1y∧) ∧ (sl . . . s1y∧) ≈ (tk . . . t1sl . . . s1y∧) =: v. (3.3)
Note that v = (tk . . . t1y∧)(y → (sl . . . s1y∧)) (the y to be substituted being
the rightmost letter in (tk . . . t1y∧)); by the description of ∆(w(s → t)) as
it is given in Section 2 it follows that ∆(v) can be obtained by replacing
in ∆(u1) = ∆((tk . . . tsy∧)) the right distinguished vertex with the tree
∆(u2)
R = ∆((sl . . . s1y∧))
R. However, the same graph is obtained by the
edge-folding (3.2), that is, ∆(v) is obtained from ∆(u) by an edge-folding
of the form (3.2). Finally, if u′ is any word such that ∆(u′) is obtained
from ∆(u) by the folding 3.2 then ∆(u′) = ∆(v) and so PS |= u′ ≈ v. The
identity (3.3) then implies PS |= u ≈ u′. 
Altogether we have proved the main result of the present section.
Theorem 3.11. The binary algebra (A(X),∧) is a model of the free pseu-
dosemilattice generated by X.
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3.3. The relations ≤R, ≤L , ≤, R, L , and R∨L on A(X). It is a well
known fact in semigroup theory that in any pseudosemilattice E, the subsets
(e]R , (e]L and (e]≤ constitute respectively right normal bands (idempotent
semigroups satisfying the identity xyz ≈ yxz), left normal bands (idempo-
tent semigroups satisfying the identity xyz ≈ xzy) and semilattices. We
leave these conclusions registered in the following lemma for future refer-
ence, but we would like to point out that they can be easily obtained also
directly from the axioms for pseudosemilattices.
Lemma 3.12. For each e in a pseudosemilattice E, the subsets (e]R , (e]L
and (e]≤ are respectively a right normal band, a left normal band and a
semilattice.
We shall describe next the maximal subsemilattices and the maximal
right/left normal subbands of A(X). Let x ∈ X and γ ∈ A(X). Then
Θ(x) ∧ γ = γ if l(γ) = x (one can perform an edge-folding on Θ(x) ⊓ γ
merging lΘ(x) with lγ , and then a deletion of the thorn {(lΘ(x), rΘ(x)), rΘ(x)};
we obtain γ with this procedure). But on the other hand, if Θ(x) ∧ γ = γ
then l(γ) = l(Θ(x) ∧ γ) = x. Hence
(Θ(x)]R = {α ∈ A(X) | l(α) = x} =: Rx(X)
and by symmetry
(Θ(x)]L = {α ∈ A(X) | r(α) = x} =: Lx(X).
One can get now that
(Θ(x∧y)]≤ = Rx(X)∩Ly(X) = {α ∈ A(x) | (l(α), r(α)) = (x, y)} =: Sx,y(X)
for x, y ∈ X.
Proposition 3.13. The sets Rx(X) and Lx(X) for x ∈ X are respectively
the maximal right and left normal subbands of A(X), while the sets Sx,y(X)
for x, y ∈ X are the maximal subsemilattices of A(X).
Proof. It follows from l(α) = l((α ∧ β) ∧ α) and l(β) = l((β ∧ α) ∧ α) that
any right normal subband of A(X) is contained in some Rx(X). But by
Lemma 3.12 the sets Rx(X), x ∈ X, are right normal subbands of A(X)
and hence are the maximal right normal subbands. The ‘left’ case follows
by symmetry. Since (l(α ∧ β), r(α ∧ β)) = (l(α), r(β)) it is evident that any
subsemilattice of A(X) is contained in some Sx,y(X). Once again by Lemma
3.12 we conclude that the sets Sx,y(X) are the maximal subsemilattices of
A(X). 
The following corollary is now obvious.
Corollary 3.14. Two elements α, β ∈ A(X) commute if and only if
(l(α), r(α)) = (l(β), r(β)).
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Deletions of thorns and edge-foldings may be applied in any order to a
graph γ ∈ B(X) in order to obtain γ. However, the application of an edge-
folding may produce a new possibility to delete a thorn while the deletion of
a thorn will never give rise to a new possibility for an edge-folding. It follows
that, in order to obtain the reduced form γ we may first perform all possible
edge-foldings and delete only afterwards all non-essential thorns. Let γ˜ be
the result obtained by applying to γ all possible edge-foldings. Then γ is
obtained from γ˜ by the deletion of (all non-essential) thorns.
Each edge-folding is a graph-homomorphism in the usual sense (a mapping
sending vertices to vertices, edges to edges and preserving the adjacency
relation). In particular, there is a graph homomorphism piγ : γ ։ γ˜. It
follows immediately from the definition of edge-folding that for any subtree
β of γ we have piβ = piγ |β , and, in particular, β˜ is always a subtree of γ˜.
(Note that β is not necessarily a subtree of γ since there may be a thorn in
γ˜ which is essential in β, hence may not be deleted in the reduction β˜ → β,
yet it may be deleted in the reduction γ˜ → γ.)
In the following we shall consider four types of bipartite trees: bi-rooted,
left-rooted, right-rooted and non-rooted ones. In this context, the terms
“subgraph” and “subtree” have to be always understood within the appro-
priate category. For example, a left-rooted subtree of a left-rooted tree γ is
a subtree β of γ with a distinguished left vertex which coincides with the
left root of γ. Take α, β ∈ A(X) and let us look carefully at the mapping
α⊓β ։ α˜ ⊓ β since this case is crucial for the following results. The first ob-
servation is that piα embeds α into γ = α˜ ⊓ β (since α = α˜) with lαpiα = lγ .
So we can see Lα as a left-rooted subtree of Lγ. By symmetry we can see
also βR as a right-rooted subtree of γR. Furthermore, each non-essential
thorn {e, a} of γ is contained in α or β. If {e, a} ⊆ α, then {e, a} is also
a thorn of α (the degree of the vertex a in α is not greater than its degree
in γ), whence it is the only possible (essential) thorn of α since α ∈ A(X).
Thus a = rα (since lα = lγ and {e, a} is a non-essential thorn of γ) and
r(α) = l(α) 6= r(β) (otherwise we could merge rα with rβ = rγ in γ by an
edge-folding). In a dual way we can see that if {e, a} ⊆ β, then {e, a} is
the only possible (essential) thorn of β with a = lβ and l(β) = r(β) 6= l(α).
Summing it up, there are only two candidates for non-essential thorns in
γ = α˜ ⊓ β, namely {(lγ , rα), rα} and {(lβ , rγ), lβ} (the former if {(lα, rα), rα}
is an essential thorn of α and r(α) 6= r(β), and the latter if {(lβ , rβ), lβ} is
an essential thorn of β and l(β) 6= l(α)).
For α ∈ A(X) let
lα =
{
Lα \ {(lα, rα), rα} if {(lα, rα), rα} is a thorn
Lα otherwise
and define αr dually. If α =
x x
• • for some x ∈ X then lα is the singleton
graph •
x
considered as a bipartite graph with one (distinguished) left vertex
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and no right vertex; the dual is assumed for αr. In any case, lα and αr
are left-rooted respectively right-rooted bipartite trees without non-essential
thorns. We further note that unless α =
x x
• • for some x ∈ X we always
have that at least one of the two equalities lα = Lα and αr = αR holds. An
immediate consequence is:
Lemma 3.15. Let α, β ∈ A(X); if lα is a left-rooted subgraph of lβ and αr
is a right-rooted subgraph of βr then α is a bi-rooted subgraph of β.
Moreover, for all α, β ∈ A(X) the above arguments imply that
α ∧ β = (lα ∪ {(lα, rβ)} ∪ β
r )˜ . (3.4)
It follows that lα is a left-rooted subtree of l(α∧ β) and βr is a right-rooted
subtree of (α ∧ β)r.
Theorem 3.16. Let α, β ∈ A(X); then
(1) β ≤R α if an only if
lα is a left-rooted subtree of lβ;
(2) β ≤L α if and only if α
r is a right-rooted subtree of βr;
(3) β ≤ α if and only if α is a bi-rooted subtree of β.
Proof. (1) We have seen for arbitrary α, β ∈ A(X) that lα is a left-rooted
subgraph of l(α∧β). Hence, if α∧β = β then lα is a left-rooted subgraph of
lβ. Suppose conversely that lα is a left-rooted subgraph of lβ; then a proof
similar to that of Lemma 3.1 applied to formula (3.4) shows that α∧β = β.
The proof of item (2) is completely analogous. (3) Suppose first that α is a
bi-rooted subgraph of β; then lα is a left-rooted subgraph of lβ and αr is a
right-rooted subgraph of βr. It follows that β ≤R α as well as β ≤L α hence
also β ≤ α. Suppose conversely that β ≤ α. Then β ≤R α and β ≤L α and
hence lα is a left-rooted subgraph of lβ and αr is a right-rooted subgraph of
βr. Lemma 3.15 now implies that α is a bi-rooted subgraph of β 
An immediate consequence is:
Corollary 3.17. For α, β ∈ A(X) the following hold.
(1) α R β if and only if lα = lβ,
(2) α L β if and only if αr = βr.
Call a vertex in a vertex-labeled bipartite graph paired if it is adjacent to
another vertex having the same label. We can use the preceding results to
determine the cardinalities of the R- and L -classes of A(X).
Corollary 3.18. For α ∈ A(X) the size of the R-class of α is the degree of
lα if lα is paired, otherwise it is the degree of lα plus 1. Dually, the size of
the L -class of α is the degree of rα if rα is paired, otherwise it is the degree
of rα plus 1.
Proof. Each edge of α containing lα determines a right vertex in
lα that
can be chosen as a distinguished right vertex in order to get an R-related
element of A(X). If lα is paired these are all possible choices for right roots
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of an R-related element. If lα is not paired then a further R-related element
can be obtained by adding a thorn to lα and declaring the added vertex to
be the distinguished right vertex. The ‘L -case’ is completely analogous. 
A particular instance of this corollary is when α ∈ A(X) has a thorn: if
lα/rα is the degree 1 vertex of a thorn of α then the R-class/L -class of α
is a singleton.
Let us turn now to the relation R ∨ L on A(X). We shall say that two el-
ements α and β of A(X) are connected if α (R ∨ L ) β, and we shall call the
R ∨ L -classes the connected components of A(X). Thus α and β are con-
nected if (and only if) there exists a finite sequence α = γ0, γ1, · · · , γn = β of
alternately R- or L -equivalent elements of A(X) (such a kind of sequence is
referred to as an ‘E-chain’ in semigroup literature). It follows from Corollary
3.17 that the singleton sets {
x x
• • } are examples of connected components
of A(X) and that they are the only connected components of A(X) with a
single element. Note that the connectedness relation is an analogue for pseu-
dosemilattices of Green’s D-relation for semigroups. Indeed, two members
of a pseudosemilattice E are connected if and only if they are D-related
in each idempotent generated locally inverse semigroup S having E as its
pseudosemilattice of idempotents.
Let C′(X) denote the set of all finite non-trivial bipartite trees the vertices
of which are labeled by letters of X and which are thorn-free and reduced
for edge foldings, and let C(X) = C′(X) ∪ X where the letters x ∈ X are
represented as the singleton graphs •
x
. We need the following definition to
characterize the connected components of A(X). For α =
x x
• • set α̂ = •
x
,
otherwise, for each bi-rooted, left-rooted or right-rooted tree α let α̂ be the
(non-rooted) bipartite tree obtained from α by un-marking the distinguished
root(s) and removing the existing thorns. The mapping α 7→ α̂ is a surjection
A(X)։ C(X). By construction
l̂α = α̂ = α̂r. (3.5)
The next result describes the connected components of A(X) as the equiv-
alence classes induced by the mapping α 7→ α̂.
Proposition 3.19. For α, β ∈ A(X), α (R ∨ L ) β if and only if α̂ = β̂.
Proof. The ‘only if’ part follows from Corollary 3.17 and (3.5) since α̂ = β̂
if α R β or α L β. For the ‘if’ part we may assume that α̂ = β̂ has more
than one vertex (if α̂ = •
x
= β̂ then α =
x x
• • = β). Suppose that α has
a thorn {e, a} with b the other endpoint of e. Since α̂ 6= •
x
there exists a
vertex c ∈ α distinct from a and connected to b by an edge. If we consider
now α1 = α \ {e, a} with distinguished vertices b and c, then α̂ = α̂1 and α̂1
is just the graph α1 with its distinguished vertices un-marked. By Corollary
3.17 α R α1 or α L α1. In other words, we can assume that α has no
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thorn. In the same way we can assume also that β has no thorn. Thus we
may assume that lα, rα, lβ , rβ are all contained in α̂. Let a0, a1, · · · , an, an+1
be the geodesic path in α̂ with a0 and a1 the distinguished vertices of α and
an and an+1 the distinguished vertices of β. For i = 0, 1, · · · , n let γi be the
graph α̂ but with ai and ai+1 as distinguished vertices. Thus α = γ0, γn = β,
and γi R γi+1 or γi L γi+1 by Proposition 3.17. Hence α (R ∨ L ) β. 
Corollary 3.20. For α ∈ A(X), let p and q be respectively the number
of non-paired vertices and the number of edges of α. Then the connected
component of A(X) containing α has p+ q elements.
Proof. Let α ∈ A(X); there are q possibilities to choose a pair of distin-
guished vertices and p possibilities to add a thorn and then choose another
pair of distinguished vertices. All these choices lead to elements connected
with α and all elements connected with α are thereby obtained. Hence the
number of elements in the connected component containing α is p+ q. 
For each γ ∈ C(X) let Aγ(X) be the connected component of A(X) rep-
resented by γ, that is,
Aγ(X) = {α ∈ A(X) | α̂ = γ}.
The set C(X) is partially ordered by reverse inclusion; for γ, δ ∈ C(X) \X
define δE γ if (and only if) γ is a bipartite subgraph of δ (meaning that the
right/left vertices of γ are right/left vertices of δ); let further δ E •
x
if and
only if δ contains a singleton subgraph •
x
(independently of whether it is a
left or right vertex).
Proposition 3.21. Let α, β ∈ A(X) and γ, δ ∈ C(X).
(1) If α ≤ β then α̂E β̂.
(2) If δ E γ then for each β ∈ Aγ(X) there exists α ∈ Aδ(X) such that
α ≤ β.
Proof. (1) follows from Theorem 3.16. For (2) we may assume that δ
has more than one vertex (if δ has only one vertex then δ = •
x
= γ and
α =
x x
• • = β). Hence let δ E γ and β ∈ Aγ(X) where δ is a graph with
more than one vertex. Let γ′ be a subgraph of δ isomorphic with γ. If β has
no thorn then let (a, b) be the edge of γ′ corresponding to the edge (lβ , rβ)
of β, and set α ∈ Aδ(X) to be the graph δ with distinguished vertices a and
b. The graph β is then a bi-rooted subgraph of α, and α ≤ β by Proposition
3.16. If β has a thorn {e, a} then let b be the other endpoint of e and let b′ be
the vertex of γ′ corresponding to b. Define (i) α to be δ with distinguished
vertices a′ and b′ if there exists a vertex a′ ∈ δ, adjacent to b′ and having
the same label as b′, or (ii) attach in δ a thorn {e′, a′} to b′ otherwise and let
α be δ ∪ {e′, a′} with distinguished vertices a′ and b′. Then by construction
α ∈ Aδ(X) and β is a bi-rooted subtree of α, whence α ≤ β and we have
shown (2). 
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The arguments in this proof also show that the number of elements α that
are below a given β ∈ Aγ(X) essentially is the number of distinct realizations
of γ as a subgraph of δ. In case γ = •
x
the latter has to be modified slightly:
instead of taking the number of all vertices in δ having label x one has to
take the number of all pairs of paired vertices having label x and plus the
number of all non-paired vertices with label x (that is, paired vertices only
count half).
4. A basis for the variety SPS
A transparent combinatorial description for the identities u ≈ v which
hold in each strict pseudosemilattice has been obtained (via semigroup the-
oretic methods) by the first author [1]. In order to formulate it we need yet
another combinatorial invariant of words u ∈ F2(X): the 2-content c2(u) is
defined inductively by setting c2(x) := {(x, x)} for each letter x ∈ X and
letting
c2(u ∧ v) := c2(u) ∪ {(l(u), r(v))} ∪ c2(v)
for arbitrary u, v ∈ F2(X) (and we also extend this definition to members
of B(X) in the obvious way). Then, for any u, v ∈ F2(X),
SPS |= u ≈ v if and only if l(u) = l(v), c2(u) = c2(v), r(u) = r(v). (4.1)
Let ρSPS be the fully invariant congruence on A(X) corresponding to
SPS (that is, A(X)/ρSPS is the free strict pseudosemilattice on X). Then
(4.1) implies that
ρSPS = {(α, β) ∈ A(X) × A(X) | (l(α), c2(α), r(α)) = (l(β), c2(β), r(β))}.
In this section we intend to obtain an identity basis for the variety SPS;
this is equivalent to find a (nice) subset of A(X) × A(X) (X a countably
infinite set) which generates ρSPS as a fully invariant congruence.
Let ρ, σ ⊆ A(X) × A(X); we say that ρ is a consequence of σ if ρ is
contained in the fully invariant congruence generated by σ. Two relations
ρ and σ are equivalent if they generate the same fully invariant congruence.
The following observation allows for technical simplifications.
Lemma 4.1. Let u = u(x1, . . . , xn), v = v(x1, . . . , xn) ∈ F2(X) (the no-
tation indicating that only the variables x1, . . . , xn occur in u and v). Let
x′1, . . . , x
′
n be new variables distinct from all x1, . . . , xn. Then, for the class
of all idempotent binary algebras, the two identities
(1) u(x1, . . . , xn) ≈ v(x1, . . . , xn),
(2) u(x1 ∧ x
′
1, . . . , xn ∧ x
′
n) ≈ v(x1 ∧ x
′
1, . . . , xn ∧ x
′
n)
are equivalent.
Proof. We may substitute xi ∧ x
′
i for xi to obtain the second from the first
identity. For the converse, substitute xi for x
′
i and apply the idempotent
law x ∧ x ≈ x. 
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The words of the form w(x1 ∧x
′
1, . . . , xn ∧x
′
n) have disjoint left and right
contents. In particular, each pair (α, β) ∈ A(X) × A(X) is equivalent to a
pair (α′, β′) for which cl(α
′)∩cr(α
′) = ∅ = cl(β
′)∩cr(β
′). By Corollary 3.14,
for each pair (α, β) ∈ ρSPS the equality α ∧ β = β ∧ α holds and hence the
relations α ≥ α∧β ≤ β are satisfied. Since all involved graphs are finite, for
any α, β with α ∧ β = β ∧ α the intervals [α ∧ β, α] and [α ∧ β, β] are finite
as well. Hence there exist maximal chains
α = α0 ≻ α1 ≻ · · · ≻ αm−1 ≻ αm = α ∧ β
and
α ∧ β = βn ≺ βn−1 ≺ · · · β1 ≺ β0 = β
where αi ≻ αi+1 means that αi covers αi+1 while βj ≺ βj−1 means that
βj is covered by βj−1. In this situation we have for any congruence ρ on
A(X) that α ρ β if and only if α ρ α ∧ β ρ β and the latter is equivalent to
αi ρ αi+1 and βj ρ βj−1 for all i and j. Altogether we may state that each
pair (α, β) (with α∧β = β∧α) is equivalent to a finite set of pairs (αi, αi+1)
with αi ≻ αi+1. Note that if α ≻ β and β has disjoint left and right contents
then there exists exactly one vertex in β that is not in α (this vertex has
degree 1). We are going to consider a special sort of such covering pairs. A
pair (α, β) of commuting elements of A(X) is called elementary if
(1) c2(α) = c2(β) and the left and right contents of β (and therefore of
α) are disjoint,
(2) α covers β,
(3) the unique degree 1 vertex in β \ α is adjacent to a distinguished
vertex of β.
Note that if α ∈ A(X) has disjoint left and right contents then the re-
placement of the pair of distinguished vertices by any other pair of adjacent
vertices leads to another member of A(X) (since no such change will lead to
a non-essential thorn). The next lemma in combination with all preceding
remarks essentially shows that elementary pairs will be sufficient to generate
the fully invariant congruence ρSPS.
Lemma 4.2. Let β < α and suppose that the right and the left contents
of β are disjoint; let β′ and α′ be obtained from β and α by moving the
distinguished vertices (again to the same vertices for β′ and α′). Then the
pairs (α, β) and (α′, β′) are equivalent. It follows that each covering pair
(α, β) ∈ ρSPS where β has disjoint left and right contents is equivalent to
an elementary pair.
Proof. Let (l, r) be the pair of distinguished vertices of α and β and suppose
as case (i) that the distinguished right vertex r is changed to r′ to obtain α′
and β′ (the left root being unchanged). Suppose that for the labels of the
involved vertices we have x = cl, y = cr and z = cr′ . Let γ = x z
• • and
23
δ =
x y
• • ; then
α ∧ γ = α′, β ∧ γ = β′ and α′ ∧ δ = α, β′ ∧ δ = β
and hence (α, β) and (α′, β′) are equivalent.
If, in case (ii), l is changed to l′ and r is kept unchanged then for z = cl′
and γ =
z y
• • and keeping the rest of the notation the same we obtain
γ ∧ α = α′, γ ∧ β = β′ and δ ∧ α′ = α, δ ∧ β′ = β
so that again (α, β) and (α′, β′) are equivalent.
Finally, if both vertices (l, r) are changed to (l′, r′) to get α′ and β′, re-
spectively, then we choose the minimal subtree containing both edges. This
subtree gives rise to a sequence of changes, alternately of types (i) and (ii),
which eventually transform α to α′ and β to β′. In each of these transforma-
tions one obtains a pair that is equivalent to the preceding one. Altogether,
the pairs (α, β) and (α′, β′) are equivalent.
In order to prove the last statement of the lemma we just have to choose
the distinguished vertices of α′ and β′ appropriately: the unique vertex in
β\αmust be connected in β by an edge to one of the two chosen distinguished
vertices of β′. 
Summing up the results of this section so far we get the first main result.
Theorem 4.3. (1) Each fully invariant congruence ρ on A(X) con-
tained in ρSPS is generated by elementary pairs.
(2) The fully invariant congruence ρSPS is generated by all elementary
pairs.
Next we show that the set of all elementary pairs is a consequence of a set
of very special elementary pairs. Let (α, β) be an elementary pair and let a
be the unique vertex in β \α; suppose its label is ca = z. Let l, r denote the
distinguished left and right vertices of α (and β) and suppose their labels are
x and y. Note that x, y, z are pairwise distinct. The subtree of β spanned
by the vertices a, l, r is of the form either (i) x
z
y•
•
• or (ii) x
z y••• . Let
α′ be a minimal subtree of α containing l, r and a pair (c, d) of adjacent
vertices with pair of labels (x, z) in case (i) and (z, y) in case (ii) (and such
that l and r are the distinguished vertices of α′). Let β′ = α′ ∪ {a, e} where
e = (l, a) in case (i) and e = (a, r) in case (ii). Then (α′, β′) is also an
elementary pair. A straightforward calculation shows the next result.
Lemma 4.4. Let α, β, α′, β′ be defined as before. Then α ∧ α′ = α and
α ∧ β′ = β. In particular, (α, β) is a consequence of (α′, β′).
For the graph β′ in the situation described above, there are four possible
types, namely, for some n ≥ 2,
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x2n
x1
x2
x3
x2n−2
x2n−1
x2n
x1
. . .
•
•
•
•
•
•
•
•
or
x2n
x1
x2
x3
x2n−2
x1
x2n
. . .
•
•
•
•
•
•
•
with (x1, x2n) = (x, z) in case (i) and
x2n
x1
x2
x3
x2n−2
x2n−1
x2n
x1
. . .
•
•
•
•
•
•
•
•
or
x2n
x1
x2
x3
x2n−2
x1
x2n
. . .
•
•
•
•
•
•
•
with (x2n, x1) = (z, y) in case (ii). In addition, the labels satisfy xi 6= xi+2
for all i and
{x1, x3, . . . , x2n−1} ∩ {x2, x4, . . . , x2n} = ∅.
Suppose now that the variables x1, . . . , x2n (n ≥ 2) are pairwise distinct
and denote the resulting graphs (in this order) by βn, γn, µn, νn, respec-
tively. Moreover, denote by αn, γ
′
n, µ
′
n, ν
′
n, respectively, the trees obtained
by removing from the respective graphs the degree 1 vertex adjacent to a
distinguished vertex (and the corresponding edge). Then all the pairs
(αn, βn), (γ
′
n, γn), (µ
′
n, µn), (ν
′
n, νn) (4.2)
are elementary and Lemma 4.4 confirms that each elementary pair is a conse-
quence of one of these pairs. Moreover, an easy observation is the following.
Lemma 4.5. For each n ≥ 2,
(1) (αn, βn) is a consequence of (αn+1, βn+1),
(2) (γ′n, γn) is a consequence of (γ
′
n+1, γn+1),
(3) (µ′n, µn) is a consequence of (µ
′
n+1, µn+1),
(4) (ν ′n, νn) is a consequence of (νn+1, νn+1).
Proof. In cases (1) and (3) consider the substitution x2n+2 7→ x2n, x2n+1 7→
x1, in cases (2) and (4) the substitution x2n+2 7→ x2n, x2n−1 7→ x1 (and,
in all cases, x 7→ x for all other x). The endomorphism induced by this
substitution maps the respective (n+ 1)st pair to the nth pair. 
Lemma 4.6. For each n ≥ 2, (γ′n, γn) is a consequence of (αn, βn) and
(ν ′n, νn) is a consequence of (µ
′
n, µn).
Proof. Consider the endomorphism ψ : A(X) → A(X) induced by the sub-
stitution x2n−1 7→ x1 and x 7→ x for all x 6= x2n−1. Then (γ
′
n, γn) =
(αnψ, βnψ) and (ν
′
n, νn) = (µ
′
nψ, µnψ). 
Lemma 4.7. For each n ≥ 2, (µ′n, µn) is a consequence of (αn+1, βn+1).
Proof. Let α and β be obtained from αn+1 and βn+1 by moving the left
root to the vertex labeled x3 (and leaving the right root unchanged). By
Lemma 4.2 the pairs (α, β) and (αn+1, βn+1) are equivalent. Now consider
the endomorphism ψ : A(X)→ A(X) defined by the substitution
x1 7→ x2n, xi 7→ xi−1 for 2 ≤ i ≤ 2n+ 1, x2n+2 7→ x1.
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Then (µ′n, µn) = (αψ, βψ), hence (µ
′
n, µn) is a consequence of (α, β) and
therefore of (αn+1, βn+1). 
The main result of the present section is now a consequence of Theorem
4.3 and Lemmas 4.4, 4.6, 4.7 and can be formulated as follows.
Theorem 4.8. The relation {(αn, βn) | n ≥ 2} generates ρSPS as a fully
invariant congruence.
Let un, vn ∈ F2(X) be words such that αn = ∆(un) = Θ(un) and βn =
∆(vn) = Θ(vn). Then Theorem 4.8 may be reformulated as follows.
Theorem 4.9. The set {un ≈ vn | n ≥ 2} defines the variety SPS within
the variety of all pseudosemilattices.
We note that the words un and vn are uniquely determined. Indeed, if in
a graph γ ∈ B(X) all vertices have degree at most 2 then γ = ∆(u) for a
unique u ∈ F2(X). This follows by induction from the fact that for u = u1∧
u2, if each vertex in ∆(u) has degree at most 2 then the distinguished vertex
in L∆(u1) has degree at most 1 hence ∆(u1) can be uniquely reconstructed
from L∆(u1). Likewise, ∆(u2) can be uniquely reconstructed from ∆(u2)
R.
5. The variety SPS is inherently non-finitely based
A locally finite variety V is inherently non-finitely based if V is not con-
tained in any finitely based locally finite variety. We are going to show that
SPS admits this remarkable property.
Recall from subsection 3.3 the definition of the graph homomorphism
piγ : γ ։ γ˜ for γ ∈ B(X). A path p of length k in a tree γ is a sequence
a0, a1, . . . , ak of vertices such that any two consecutive elements ai and ai+1
are adjacent (and thus, in particular, are alternately left and right vertices).
The image ppiγ of a path p is a path in γ˜ of the same length as that of p.
Let us call an identity u ≈ v non-trivial (for PS) if it does not hold in PS.
Let u, v, w ∈ F2(X); then w is an isoterm for the identity u ≈ v relative to
PS if no non-trivial identity w ≈ w′ is a consequence of u ≈ v.
Now fix n ∈ N and let
λ =
x1
x2
x3
x4
x2n−1
x2n
x2n+1
x2n+2
. . .
•
•
•
•
•
•
•
•
and, for each k ∈ N let
λk =
λ λ λ
•
•
•
•
•
•
•
•
•
•
•
•
. . .
where the segment λ occurs k times. Let mk ∈ F2(X) be such that ∆(mk) =
λk.
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Lemma 5.1. Each word mk is an isoterm for the identity un ≈ vn (relative
to PS).
Proof. Let ψ be an endomorphism of F2(X) and m ∈ F2(X) be such that
PS |= mk ≈ m and such that either unψ or vnψ is a subword of m. We
prove that this implies PS |= unψ ≈ vnψ. Once this claim is proved the
statement of the lemma is an immediate consequence. Indeed, this claim
implies that there is no deduction process, using an identity of the form
unψ ≈ vnψ, which transforms mk to a word u for which the identity mk ≈ u
is non-trivial.
Suppose that unψ is a subword of m (the case vnψ a subword of m is
similar and, in fact, simpler). First of all, ∆(unψ) is a subtree of ∆(m). Let
us consider the skeleton sk(un, ψ) which is a subtree of ∆(unψ) and hence a
subtree of ∆(m). For i = 1, . . . , 2n let
yi =
{
l(xiψ) if i is odd
r(xiψ) if i is even;
then sk(un, ψ) is the following graph
y1
y2
y3
y4 y2n−2
y2n−1
y2n
y1
. . .
•
•
•
• •
•
•
•
Let the vertices in this graph be denoted by a1, a2, . . . , a2n, a2n+1 (in the ob-
vious way). Note that p = a1, . . . , a2n+1 is a path of length 2n. Let us con-
sider the respective graphs reduced for edge-foldings: ˜sk(un, ψ) is a subtree
of ∆˜(unψ) which in turn is a subtree of ∆˜(m). Let pi : sk(un, ψ)→ ˜sk(un, ψ)
be the canonical graph homomorphism. The image path ppi of p has length
2n and is a path in ˜sk(un, ψ) ⊆ ∆˜(m) starting at a1pi and ending at a2n+1pi
with both vertices having the same label. Consider the graph ϑλk obtained
from λk by attaching a thorn to each vertex. Then ∆˜(m) is a subgraph of
ϑλk and ppi can be considered as a path in ϑλk. However, each path of even
length in ϑλk whose endpoints are distinct but have the same label must have
length at least 2n+ 2. It follows that the endpoints of ppi must coincide, in
particular a1pi = a2n+1pi. Let pi
′ : sk(vn, ψ)→ ˜sk(vn, ψ) be the canonical ho-
momorphism. As mentioned in subsection 3.3, pi′|sk(un,ψ) = pi. It follows that
a1pi
′ = a2n+1pi
′. An inspection of the graph ∆(vn) then implies a0pi
′ = a2npi
′
where a0 is the unique vertex in sk(vn, ψ) \ sk(un, ψ). But this means that
˜sk(un, ψ) = ˜sk(vn, ψ). From this we conclude that ∆˜(vnψ) = ∆˜(unψ). In-
deed, take ∆(vnψ) and start to apply the edge-foldings that map the sub-
tree sk(vn, ψ) to ˜sk(vn, ψ). In this process, a1 is identified with a2n+1 and
a0 is identified with a2n and so ˜sk(vn, ψ) coincides with ˜sk(un, ψ). Next
observe that in the resulting graph, on the vertex a0pi
′ = a2npi
′ two copies
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of ∆(x2nψ)
R are attached (meaning that the distinguished right vertices of
these two copies are identified with the vertex a0pi
′ = a2npi
′). A sequence
of edge-foldings then reduces the two copies eventually to one copy. But
now we have arrived at a graph that can be obtained from ∆(unψ) by edge-
foldings. Altogether ∆˜(vnψ) = ∆˜(unψ) and thus also ∆(vnψ) = ∆(unψ) so
that PS |= unψ ≈ vnψ. 
Denote, for any pseudosemilattice E and any n ≥ 2, by ρn the smallest
congruence ρ such that E/ρ |= un ≈ vn. The next statement is an immediate
consequence of Lemma 5.1.
Corollary 5.2. The relatively free pseudosemilattice A(x1, . . . , x2n+2)/ρn is
infinite for each n ≥ 2.
We arrive at the main result in this section.
Theorem 5.3. The variety of all strict pseudosemilattices SPS is inherently
non-finitely based.
Proof. As mentioned in the introduction, SPS is generated by a finite pseu-
dosemilattice and hence is a locally finite variety. Let I be a finite set of
identities satisfied by SPS. We need to show that there exists an infinite,
finitely generated pseudosemilattice satisfying all identities of I. By Lemma
4.5 and Theorem 4.9 there exists a positive integer n such that all identities
in I are consequences of un ≈ vn. In particular, each pseudosemilattice that
satisfies un ≈ vn also satisfies all members of I. The relatively free pseu-
dosemilattice A(x1, . . . , x2n+2)/ρn clearly satisfies un ≈ vn and thus satisfies
all identities of I; by Corollary 5.2 it is infinite and it is clearly finitely
generated. 
This result has far reaching consequences. Since for each finite non-
associative pseudosemilattice E, the variety SPS is contained in the variety
var(E) generated by E, var(E) and therefore E itself cannot have a finite
identity basis (a result that has been obtained already by the second author
by different arguments [13]). In contrast, each associative pseudosemilat-
tice, being an idempotent semigroup, is finitely based. Altogether we have
proved the next result.
Corollary 5.4. For a finite pseudosemilattice E the following assertions
are equivalent:
(1) E is not finitely based,
(2) E is inherently non-finitely based,
(3) E does not satisfy the associative law.
Moreover, SPS is not contained in any finitely based locally finite vari-
ety of binary algebras (not just of pseudosemilattices). Indeed suppose
that SPS were contained in a finitely based locally finite variety of bi-
nary algebras V = [s1 ≈ t1, . . . , sn ≈ tn]. Then the variety defined by
s1 ≈ t1, . . . , sn ≈ tn together with the identities ((PS1)–(PS3), (PS2’),
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(PS3’)) would define a finitely based locally finite variety of pseudosemi-
lattices containing SPS, a contradiction. As a consequence, for example,
each variety of the form SPS ∨ V is not finitely based for any locally fi-
nite variety V of binary algebras. Another application is as follows. It is
one of the basic ingredients [4] of the theory of e-varieties of locally inverse
semigroups that the sandwich operation ∧ on the set of idempotents E(S)
of a (locally inverse) semigroup S admits a canonical extension to a binary
operation on S by letting, for x, y ∈ S, x ∧ y be the unique element of
xV (yx)y [17, Lemma 2.1] where V (yx) denotes the set of all inverses of yx
in S — the resulting binary algebra is, of course, no longer idempotent. If
S is a finite non-E-solid locally inverse semigroup then its pseudosemilat-
tice (E(S),∧) is inherently non-finitely based and hence so is (S,∧) itself
(containing (E(S),∧) as a substructure).
Corollary 5.5. For each finite non-E-solid locally inverse semigroup S the
binary algebra (S,∧) is (inherently) non-finitely based,
6. Supplements and Applications
Fix a positive integer n and let x1, . . . , x2n be pairwise distinct variables;
let β′n =
x2n
x1
x2
x3
x2n−2
x2n−1
x2n
x1
. . .
•
•
•
•
•
•
•
•
and δn =
x1
x2
x3
x4
x2n−1
x2n
x1
x2
. . .
•
•
•
•
•
•
•
•
and let α′n be the graph obtained by removing from β
′
n the unique non-
distinguished degree 1 vertex. Note that αn is obtained from δn by removing
the unique non-distinguished degree 1 vertex.
Lemma 6.1. For each n ≥ 2, the pairs (αn, βn) and (αn, δn) are equivalent.
Proof. Observe that (α′n, β
′
n) can be obtained from (αn, βn) by changing
in αn and βn the distinguished vertices. It follows from Lemma 4.2 that
(α′n, β
′
n) and (αn, βn) are equivalent. However, δn can be obtained from β
′
n
by the automorphism defined by a simple relabeling of the vertices, namely
by the transformation x1 7→ x1, xi 7→ x2n+2−i for all i ∈ {2, 3, . . . , 2n} (and
x 7→ x for all other x) and the same automorphism sends α′n to αn. It
follows that (α′n, β
′
n) and (αn, δn) are also equivalent. 
Inspection of the graph αn shows that αn is maximal in its ρSPS-class
with respect to ≤. Moreover, βn and δn are the only elements in the ρSPS-
class of αn which are covered by αn. For any pair (αn, γ) ∈ ρSPS with
αn 6= γ we have αn > αn ∧ γ whence either (αn, βn) or (αn, δn) must be a
consequence of (αn, γ). Since (αn, δn) and (αn, βn) are equivalent, the pair
(αn, βn) must be a consequence of (αn, γ), anyway. Altogether we arrive at
the next Corollary.
Corollary 6.2. For each n ≥ 2, the pair (αn, βn) is a consequence of every
pair (αn, γ) for which αn 6= γ and (αn, γ) ∈ ρSPS.
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We may reformulate Corollary 6.2 in terms of identities.
Corollary 6.3. For each n ≥ 2, the identity un ≈ vn is a consequence of
every non-trivial identity un ≈ v.
Proof. We way assume that SPS |= un ≈ v for otherwise the latter identity
defines, within the variety of all pseudosemilattices, a variety of normal
bands which satisfies un ≈ vn. The claim then is an immediate consequence
of Corollary 6.2. 
Lemma 6.4. If the identity un ≈ vn is a consequence of some set I of
identities then un ≈ vn is a consequence of a single identity of I.
Proof. Suppose that un ≈ vn is a consequence of I; then in any derivation
process there occurs an identity u ≈ v ∈ I which implies a non-trivial
identity un ≈ w. By Corollary 6.3 un ≈ vn is a consequence of un ≈ w and
hence also of u ≈ v. 
We are able to formulate the first major result in this section.
Theorem 6.5. (1) If the union I ∪ J of two sets of identities is a basis
of SPS then I or J is already a basis of SPS.
(2) Every co-finite subset of a basis of SPS is also a basis of SPS.
(3) The variety SPS has no irredundant basis.
Proof. (1) Let I and J be two sets of identities such that neither is a basis
of SPS; then there are k, n such that uk ≈ vk is not a consequence of I
and un ≈ vn is not a consequence of J . Then by Lemmas 4.5 and 6.4,
ul ≈ vl is not a consequence of I ∪ J for l = max(k, n). (2) and (3) are
immediate consequences of (1) since SPS does not have a finite basis by
Theorem 5.3. 
An element a of a lattice L is ∧-irreducible if for any b, c ∈ L, the equality
a = b ∧ c implies a = b or a = c; a is ∧-prime if a ≥ b ∧ c implies a ≥ b or
a ≥ c. It is well known that every ∧-prime element is also ∧-irreducible.
Proposition 6.6. The variety SPS is ∩-prime and ∩-irreducible in the
lattice L(PS). Further, SPS has no covers in L(PS).
Proof. As already mentioned, the lattice L(PS) is the disjoint union of the
intervals [T,NB] and [SPS,PS] with NB ( SPS, where T is the variety
of all trivial binary algebras. Thus, for U, V ∈ L(PS),
U ∩V ( SPS implies U ⊆ NB or V ⊆ NB.
Assume next that SPS = U∩V and let I and J be identity bases of U and
V, respectively. Then I ∪J is a identity basis for SPS, and so I or J is also
a basis for SPS by the previous result. Thus U = SPS or V = SPS, and
we have shown that SPS is ∩-prime and ∩-irreducible in L(PS).
Let nowU be a cover of SPS. Then there exists an identity un ≈ vn which
does not hold in U. Let V be the variety of pseudosemilattices defined by
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un ≈ vn. Then U 6⊆ V and SPS = U ∩V, which contradicts the fact that
SPS is ∩-irreducible since U 6= SPS 6= V. 
Finally, let us briefly mention some applications to the lattice of e-varieties
of locally inverse semigroups. Let ESR be the e-variety of all locally inverse
semigroups S whose idempotent generated subsemigroup 〈E(S)〉 is strict
regular. Then SPSϕ−1 = [CSR, ESR] for the complete homomorphism ϕ
of (1.1). As a consequence of Proposition 6.6 we get:
Corollary 6.7. The e-variety ESR is ∩-prime and has no covers in the
lattice Le(LI) of all e-varieties of locally inverse semigroups.
A concept of identities — bi-identities — has been introduced for e-
varieties of locally inverse semigroups by the first author [4, 5], subject to
which the notion of an identity basis makes sense (the reader is referred to
the cited papers for more details). We note that the following result is not
covered by Theorem 4.2 in [6] which presents a sufficient condition for an
e-variety of locally inverse semigroups to be not finitely based.
Corollary 6.8. The e-variety ESR has no finite basis for its bi-identities.
Proof. The set of bi-identities
{un(x1x
′
1, . . . , x2nx
′
2n) ≈ vn(x1x
′
1, . . . , x2nx
′
2n) | n ≥ 2}
is an infinite basis for the bi-identities of ESR by Theorem 4.9. Theorem
5.3 shows that no finite subset is a basis. The claim then follows from the
Compactness Theorem of Equational Logic which also holds in the context
of bi-identities. 
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ON THE VARIETY OF STRICT PSEUDOSEMILATTICES
K. AUINGER AND L. OLIVEIRA
Abstract. A new model, in terms of finite bipartite graphs, of the free
pseudosemilattice is presented. This will then be used to obtain several
results about the variety SPS of all strict pseudosemilattices: (i) an
identity basis for SPS is found, (ii) SPS is shown to be inherently non-
finitely based, (iii) SPS is shown to have no irredundant identity basis,
and (iv) SPS is shown to have no covers and to be ∩-prime in the lattice
of all varieties of pseudosemilattices. Some applications to e-varieties of
locally inverse semigroups are also derived.
1. Introduction
A semigroup S is regular if for every element x ∈ S there is an element
x′ ∈ S such that xx′x = x. On the set E(S) of idempotents of a regular
semigroup S we shall consider the following two binary relations:
e ≤R f ⇔ e = fe and e ≤L f ⇔ e = ef.
Let also ≤ = ≤R ∩≤L . Then ≤R and ≤L are quasi-orders on E(S), while
≤ is the natural partial order on E(S). We shall write also f ≥R e, f ≥L e
and f ≥ e for e ≤R f , e ≤L f and e ≤ f , respectively, and denote by (f ]R
the set of idempotents e such that e ≤R f . Similarly, we define (f ]L and
(f ]≤.
Locally inverse semigroups can be defined as regular semigroups for which
any two idempotents e and f have another idempotent g such that (e]R ∩
(f ]L = (g]≤. This idempotent g is unique for each ordered pair of idem-
potents (e, f), and shall be denoted by e ∧ f . Thus, any locally inverse
semigroup S originates a new binary algebra (E(S),∧) called the pseu-
dosemilattice of idempotents of S. The class of all such binary algebras
forms a variety PS which can be defined by the following three identities
together with the left-right duals (PS2’) and (PS3’) of (PS2) and (PS3)
(Nambooripad [12]):
(PS1) x ∧ x ≈ x;
(PS2) (x ∧ y) ∧ (x ∧ z) ≈ (x ∧ y) ∧ z;
(PS3) ((x ∧ y) ∧ (x ∧ z)) ∧ (x ∧ w) ≈ (x ∧ y) ∧ ((x ∧ z) ∧ (x ∧ w)).
Abstractly, a pseudosemilattice is a binary algebra (E,∧) satisfying these
five identities, and, as such, every pseudosemilattice is the pseudosemilattice
2010 Mathematics Subject Classification. 08B05, 08B20, 20M17, 06F99, 05C25.
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of idempotents of some locally inverse semigroup. The relations ≤R and ≤L
can be recovered from the operation ∧, namely by
e ≤R f ⇔ f ∧ e = e and e ≤L f ⇔ e ∧ f = e.
In particular, the relations e ≥R e ∧ f ≤L f are satisfied for all e, f ∈ E.
An e-variety of regular semigroups is a class of such semigroups closed
under the formation of homomorphic images, regular subsemigroups and
direct products (see [7, 9]). The class LI of all locally inverse semigroups
is an example of an e-variety of regular semigroups. The first author [2]
showed that the mapping
ϕ : Le(LI) −→ L(PS), V 7−→ {(E(S),∧) |S ∈ V} (1.1)
is a well-defined complete homomorphism from the lattice Le(LI) of e-varie-
ties of locally inverse semigroups onto the lattice L(PS) of varieties of pseu-
dosemilattices.
It is well known that the pseudosemilattice (E(S),∧) of a locally inverse
semigroup S is associative if and only if S is E-solid [5, Theorem 4.1]; the
identities (PS2) and (PS2’) imply that an associative pseudosemilattice is a
normal band. It follows that the homomorphism ϕ of (1.1) maps the interval
[T,ESLI] of Le(LI), consisting of all E-solid locally inverse e-varieties, onto
the eight-element lattice [T,NB] consisting of all varieties of normal bands
(T denotes here the trivial e-variety as well as the trivial variety). By
Hall [8, Theorem 3.5] there exists a unique least locally inverse e-variety
which is not E-solid: this is the e-variety CSR of all combinatorial strict
regular semigroups which is generated by the five-element combinatorial non-
orthodox completely 0-simple semigroup A2. It follows that SPS := CSRϕ
is the unique least non-associative variety of pseudosemilattices the members
of which are called strict pseudosemilattices. In particular, SPS is generated
by each of its non-associative members, an example of which is E2 := E(A2),
the pseudosemilattice of idempotents of A2. It is easily seen that SPS (since
it contains E2) contains all left zero semigroups, all right zero semigroup
and all semilattices and therefore contains all normal bands. In particular,
L(PS) is the disjoint union of the intervals [T,NB] and [SPS,PS] and
NB ⊆ SPS.
The present paper has two main objectives. The second one is to con-
struct an (infinite) identity basis for SPS and to prove some remarkable
properties of this variety: it does not have an irredundant identity basis, it
is inherently non-finitely based and has no cover in the lattice of varieties
of pseudosemilattices. Some applications to e-varieties of locally inverse
semigroups are also given. This will be dealt with in sections 4 – 6.
The aforementioned results will be obtained with the help of a new model
of the free pseudosemilattice which is in terms of finite bipartite graphs and
which seems to be much more transparent than the previously discovered
ones. In the literature, there exist already three different models of the
free pseudosemilattice. The first one is by Meakin [10] (the two generator
3case is treated in [11]), the second one by the first author [3] and the third
one by the second author [14]. There are two further models by the second
author [15] which may be seen as offshoots of [14]. All these models are quite
complicated and involved, the complete statement of their definitions needs
quite a bit of space (therefore the authors refrain from recalling these here).
Moreover, it is by far not obvious that these models are actually models of
the same structure. In fact, a direct proof showing that these structures are
isomorphic is not known and seems to be tedious. For the authors it turned
out to be shorter and more effective to give a direct proof that the new
construction is indeed a model of the free pseudosemilattice. This has the
additional advantage that the proof does not depend on any previous result,
hence is self-contained and its understanding does not require any semigroup
theoretic background. The presentation of this proof is the first objective of
the paper which will be accomplished in section 3; some preliminaries will
be collected in section 2.
2. The binary algebra B(X)
The members of F2(X), the free binary algebra on a non-empty set X
of variables (or letters) are usually written as well-formed words over the
alphabetX∪{(, ),∧} where ∧ is a symbol for the binary operation. However,
they may also be conveniently represented by finite rooted binary trees the
leaves of which are labeled by the letters of X, see [14]. We define this
representation inductively by setting Γ(x) = •
x
for each x ∈ X and letting,
for u, v ∈ F2(X)
Γ(u ∧ v) :=
Γ(u) Γ(v)
•
The set Γ(F2(X)) =: T(X) obtained this way comprises the set of all finite
binary rooted trees in which each vertex except the root has a unique pre-
decessor, each vertex not being a leaf has two successors, a left one and a
right one (these vertices will be referred to as the left vertices and the right
vertices, respectively), and each leaf carries a label from X. The vertices
of Γ(u) represent uniquely determined subwords of u. One has an obvious
binary operation ∧ on T(X), namely (Γ(u),Γ(v)) 7→ Γ(u)∧Γ(v) := Γ(u∧ v)
so that the mapping F2(X)→ T(X), u 7→ Γ(u) is an isomorphism.
We define some combinatorial invariants of the members of F2(X). The
content c(u) is the set of all variables (letters) occurring in u; l(u) and r(u)
are, respectively, the leftmost and the rightmost letter occurring in u. We
need two further, less common invariants: the left content cl(u) is the set of
all letters that label a left leaf of Γ(u) while the right content cr(u) is the set
of all letters that label a right leaf of Γ(u). In other words, cl(x) = cr(x) = ∅
for each letter x, and a letter x belongs to the left content (respectively right
4 K. AUINGER AND L. OLIVEIRA
content) of u ∈ F2(X) \X if and only if x ∧ t (respectively t ∧ x) occurs as
a subword of u for some t ∈ F2(X).
2.1. The binary algebra B(X). We are going to introduce another X-
generated binary algebra B(X) as follows. Let first B′(X) be the set of
all finite non-trivial trees γ all of whose vertices are labeled by letters of
X and such that an ordered pair (lγ , rγ) of two distinct adjacent vertices
is distinguished, the left root and the right root, respectively, of γ. The set
of all vertices of γ then is naturally partitioned into two disjoint subsets
Lγ and Rγ (the left vertices and the right vertices, respectively) by letting
Lγ be the set of all vertices having even distance to lγ and Rγ the set of
all vertices having odd distance to lγ (the definition is dual with respect
to rγ). So, the members of B
′(X) are always considered and viewed as
bipartite graphs. For a left vertex a and a right vertex b which are adjacent
the unique edge connecting a and b will often be denoted by the ordered
pair (a, b). We may define also the combinatorial invariants l, r, c, cl, cr for
elements γ of B′(X) in a natural way — for example l(γ) is the label of
lγ , cr(γ) is the set of all labels of all right vertices of γ, and so on. In a
graphical representation of an object of B′(X) it will always be assumed
that the vertices are arranged either as two vertical columns (the left/right
column representing the left/right vertices) or as two horizontal rows (the
bottom/top row representing the left/right vertices). Moreover, in such a
graphical representation it is often convenient to indicate the distinguished
left and right roots by especially indicating the unique edge connecting these
vertices (for example by a double line ).
Next let B(X) := B′(X)∪X where each letter x ∈ X is now represented
by the single vertex graph •
x
having the label x (for γ = •
x
we assume that
lγ = rγ = γ). For γ ∈ B
′(X) we let Lγ be the graph γ in which the
distinguished right root is unmarked; that is, Lγ is now the same tree as γ
but only the single root lγ is distinguished — however it is distinguished as
a left root, that is, the single distinguished root determines the partition
of the set of all vertices into the set of left vertices Lγ and the set of right
vertices Rγ . One sided distinguished vertices shall usually be represented
as “encircled bullets” like this • . For γ = •
x
we let Lγ coincide with γ,
however, in this case γ is viewed as a bipartite graph having one left vertex
and no right vertices. Define γR dually.
Now we introduce a binary operation ⊓ on B(X) by
α ⊓ β := Lα ∪˙ {(lα, rβ)} ∪˙ β
R.
That is, in order to get α ⊓ β from α, β ∈ B(X), form the disjoint union of
α and β, declare the distinguished left vertex of α to be that of α ⊓ β, the
distinguished right vertex of β to be that of α ⊓ β and connect these two
vertices by a new edge.
An easy inductive argument on the number of vertices shows that B(X)
is an X-generated binary algebra. Denote by ∆ the unique homomorphism
5F2(X)→ B(X) satisfying ∆(x) = •
x
for each x ∈ X. In particular, for each
γ ∈ B(X) there exists u ∈ F2(X) such that γ = ∆(u). There is a unique
homomorphism χ : T(X) → B(X) satisfying ∆ = χ ◦ Γ. It is essential
for the understanding of many arguments in this paper that the assignment
Γ(u) 7→ ∆(u) can itself be viewed as being induced by a quotient map from
Γ(u) onto ∆(u).
We claim that ∆(u) can be obtained from Γ(u) as follows: the sets of
left/right vertices of ∆(u) are in bijective correspondence with the sets of
left/right leaves of Γ(u). Moreover, each left/right vertex of ∆(u) is obtained
by contracting in Γ(u) a subgraph of the form •−−−•−−− . . . −−−• (a segment)
containing exactly one leaf to a vertex. More precisely, this is done as follows.
Denote, for two (not necessarily distinct) vertices a and b of Γ(u) the unique
geodesic subgraph of Γ(u) starting at a and ending at b by [a, b]. For each left
leaf a let now a′ be the unique (left) vertex such that [a, a′] contains only left
vertices and [a, a′] is maximal with this property, and proceed dually with
each right leaf b. (The root of Γ(u) is neither a left nor a right vertex.) In
order to get the left/right vertices of ∆(u) now contract the segments of the
form [a, a′] with a a left leaf to a (left) vertex and each segment of the form
[b′, b] with b a right leaf to a (right) vertex. The left vertex corresponding to
[a, a′] and the right vertex corresponding to [b′, b] then shall be connected by
an edge in ∆(u) if a′ is connected by an edge in Γ(u) with a vertex in [b′, b],
or b′ is connected by an edge in Γ(u) with a vertex in [a, a′]; or, equivalently,
if an edge of Γ(u) connects some vertex of [a, a′] with some of [b′, b]. In
addition, if a is the leftmost (left) leaf of Γ(u) and b is the rightmost (right)
leaf of Γ(u) then the corresponding vertices in ∆(u) shall be also connected
by an edge and shall become the distinguished left and right vertices in
∆(u). The latter edge can be viewed as being obtained by contracting the
segment −−−•−−− (with • the root of Γ(u)) to an edge. Altogether, the so
described quotient map χu : Γ(u) → ∆(u) is not a graph homomorphism
in the usual sense but it is ‘almost’ a “contraction of a family of subtrees”
in the sense of Serre [16]. A formal proof of the mentioned nature of the
mapping χu : Γ(u) → ∆(u) can be done by induction on the number of
leaves of Γ(w) = Γ(u ∧ v) by taking into account the following observation:
if a denotes the leftmost leaf of Γ(u) and the segment [a, a′] is replaced by
[a, 0] where 0 denotes the root of Γ(u) then the left-rooted bipartite tree
obtained by contracting segments and letting the distinguished left vertex
correspond to the segment [a, 0] is exactly the left-rooted tree L∆(u) and
dually, if for the rightmost leaf b of Γ(v) the segment [b′, b] is replaced with
[0, b] one gets by the analogous procedure the right-rooted tree ∆(v)R.
Let us consider the example
u = ((x ∧ (v ∧ z)) ∧ x) ∧ ((v ∧ z) ∧ ((v ∧ w) ∧ y))
for v,w, x, y, z ∈ X. The graph Γ(u) with the segments [a, a′] and [b′, b]
already indicated looks like this:
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x
x v z y
v z v w
•
• •
• • • •
• • • • • •
• • • •
Contraction of the segments to vertices gives us the following ‘almost’ bi-
partite graph
v z v w
x x v y
z
• • • •
• • • •
•
•
and marking the left/right roots, that is, contracting the segment−−−•−−− to
the edge with distinguished endpoints finally yields ∆(u):
v x v v
z x zy w
• • • •
• • •• •
2.2. Description of ∆(u(s → t)) and of ∆(uψ). The quotient map χu :
Γ(u)→ ∆(u) leads to a better understanding of the following construction.
Let u, s, t ∈ F2(X) with s a subword of u; let u(s→ t) be the word obtained
from u by replacing (a particular, earlier chosen occurrence of) the subword
s by t. We shall describe ∆(u(s→ t)) in terms of ∆(u), ∆(s) and ∆(t).
First of all, recall that each vertex in Γ(u) corresponds to a unique sub-
word of u. Take the vertex a, say, that corresponds to the occurrence of s in
u that should be replaced. The binary tree that is formed from the vertex
a as root together with all vertices that can be reached by going downwards
from a is just Γ(s). It is obvious how Γ(u(s → t)) is formed: just replace
in Γ(u) the subtree Γ(s) by Γ(t). Now, looking at the quotient mapping
χu : Γ(u)→ ∆(u) we see that χu(Γ(s)) forms a subtree of ∆(u), namely the
subtree of ∆(u) spanned by all vertices that are in the image under χu of
all leaves of Γ(s). Let us consider χu(Γ(s)) as a bipartite graph with one
distinguished vertex as follows: let the distinguished vertex of χu(Γ(s)) be
the image of the leftmost leaf of Γ(s) if the root of Γ(s) is a left vertex in
Γ(u) and the image of the rightmost leaf of Γ(s) if the root of Γ(s) is a
right vertex of Γ(u) (we need only consider proper subwords s of u, so the
root of Γ(s) does not coincide with the root of Γ(u)). Inspection of the map
χu then shows that the left/right-rooted bipartite tree χu(Γ(s)) coincides
with (a copy of) L∆(s) or ∆(s)R depending on whether the root of Γ(s)
is a left or a right vertex. Similarly, inspection of the map χu(s→t) shows
that χu(s→t)(Γ(t)) (viewed as a left/right-rooted bipartite tree depending on
whether the root of Γ(t) in Γ(u(s→ t)) is a left/right vertex) coincides with
7L∆(t) respectively ∆(t)R. Altogether, this means that ∆(u(s → t)) can be
obtained from ∆(u) by replacing χu(Γ(s)) =
L∆(s) by L∆(t) respectively
χu(Γ(s)) = ∆(s)
R by ∆(t)R.
As an example, consider s = (v ∧ w) ∧ y, t = (v ∧ (x ∧ w)) ∧ (y ∧ x) and
again u = ((x∧ (v ∧ z))∧x)∧ ((v ∧ z)∧ ((v ∧w) ∧ y)) with s the underlined
subword. Note that the root of Γ(s) inside Γ(u) is a right vertex. Hence, in
∆(u) we have to replace the right-rooted tree χu(Γ(s)) = ∆(s)
R = v
y
w•
•
•
by ∆(t)R. Inside the graph ∆(u), χu(Γ(s)) is the indicated subtree:
v x v v
z x zy w
• • • •
• • •• •
One readily checks that
∆(t)R =
y
v
x
x
w
•
•
•
•
•
Hence, χu(Γ(s)) replaced with ∆(t)
R yields
v x v v
z x zx w
y x
• • • •
• • •• •
• •
This procedure can be applied simultaneously to several pairwise disjoint
subwords s1, s2, . . . , sk. A particularly important instance of the latter is
when each letter x in u is substituted with a certain word wx. In other
words, for an endomorphism ψ : F2(X) → F2(X) we shall describe ∆(uψ)
in terms of ∆(u) and ∆(xiψ) (i = 1, . . . , n) where x1, . . . , xn are the letters
occurring in u. Indeed, for a vertex a of ∆(u) denote by ca the label of
a. In order to apply the procedure described above (to all one-letter sub-
words simultaneously) replace in ∆(u) each left vertex a by the left-rooted
tree L(a, ψ) := L∆(caψ) and each right vertex b by the right-rooted tree
R(b, ψ) := ∆(cbψ)
R (all these graphs shall be assumed to be pairwise dis-
joint). The result is the graph ∆(uψ) where the distinguished left vertex of
∆(uψ) is the distinguished (left) vertex of L(l∆(u), ψ) while the distinguished
right vertex of ∆(uψ) is the distinguished (right) vertex of R(r∆(u), ψ). Al-
ternatively, ∆(uψ) can be obtained as follows: form the disjoint union
 ⋃
a∈L∆(u)
L(a, ψ)
 ∪
 ⋃
b∈R∆(u)
R(b, ψ)

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of all graphs L(a, ψ) and R(b, ψ) and add, for each edge (a, b) of ∆(u) the
edge (lL(a,ψ), rR(b,ψ)). For (a, b) = (l∆(u), r∆(u)) this yields the connection
between the distinguished vertices lL(l∆(u),ψ) and rR(r∆(u),ψ) of ∆(uψ).
There is a subtree of ∆(uψ), the skeleton sk(u, ψ), which is the subtree
of ∆(uψ) spanned by the set of vertices
{lL(a,ψ) | a ∈ L∆(u)} ∪ {rR(b,ψ) | b ∈ R∆(u)}
or likewise, spanned by all edges (lL(a,ψ), rR(b,ψ)) for (a, b) an edge in ∆(u).
The graph sk(u, ψ) has the same structure as ∆(u) except that the labels
of the vertices have changed. Indeed, the label of each left vertex a of ∆(u)
is changed from ca to l(caψ) and the label of each right vertex b of ∆(u)
is changed from cb to r(cbψ). In case the left content of u is disjoint from
its right content, the skeleton sk(u, ψ) itself can be viewed as a graph of the
form ∆(uψ′) for any endomorphism ψ′ satisfying xψ′ = l(xψ) if x ∈ cl(u)
and xψ′ = r(xψ) if x ∈ cr(u).
An immediate consequence of the description of ∆(uψ) is that B(X) is a
relatively free binary algebra, that is, the kernel ker∆ of the homomorphism
∆ : F2(X)→ B(X) is a fully invariant congruence.
Corollary 2.1. For all u, v ∈ F2(X) and each endomorphism ψ : F2(X)→
F2(X), if ∆(u) = ∆(v) then ∆(uψ) = ∆(vψ). In particular, ker∆ is a fully
invariant congruence on F2(X).
3. The free pseudosemilattice
3.1. The binary algebra A(X). Let α ∈ B′(X); a degree 1 vertex a of α
together with the unique edge e that has a as one of its endpoints is a thorn
if the two vertices connected by e have the same label. A thorn is essential if
its vertex is a distinguished one, otherwise it is non-essential. We introduce
two reduction rules for modifying a member α of B′(X):
(i) remove a non-essential thorn {e, a} from α. This rule may be visu-
alized graphically as
x x x
• • •7→ and
x x x
• • •7→
(ii) suppose that two edges e and f have a vertex in common and that
the two other (distinct) vertices a and b have the same label; then
identify the two edges e and f and the vertices a and b (and retain
their label). If one of the merged vertices happens to be a distin-
guished one then so is the resulting vertex. Graphically, this rule
may be visualized as
x
y
y
x y
•
•
•
7→ • • and
y
y
x y x
•
•
• • •7→
Rule (i) is referred to as the deletion of a thorn while rule (ii) is called
an edge-folding. If we apply the reductions (i) and (ii) to α ∈ B′(X) in any
9order until no more reduction is possible then we obtain the reduced form α
of α. Note that α is uniquely determined and does not depend on the order
the reductions are applied. Let A(X) := B′(X) be the set of all reduced
members of B′(X). Setting α :=
x x
• • for α = •
x
, the mapping α → α is
surjective from B(X) onto A(X). We define a binary operation ∧ on A(X)
by the rule
α ∧ β := α ⊓ β.
For α, β ∈ B′(X) we have α ⊓ β = α ⊓ β since the reductions to obtain
α ⊓ β from α ⊓ β may be applied in any order. This statement stays true if
α and/or β is taken from B(X) = B′(X) ∪X. It follows that the mapping
α 7→ α is a surjective homomorphism B(X) → A(X). Note that A(X)
is an X-generated binary algebra if we identify x ∈ X with
x x
• • . We
denote the canonical homomorphism F2(X)→ A(X) by Θ. Subject to this
notation, Θ(u) = ∆(u) for each u ∈ F2(X).
Next we show that the kernel of Θ is also a fully invariant congruence,
that is, (A(X),∧) is also a relatively free binary algebra generated by
{
x x
• • | x ∈ X}.
We start by proving some auxiliary facts about the binary operation ∧ in
A(X).
Lemma 3.1. For each γ ∈ A(X) we have γ ∧ γ = γ.
Proof. We need to show that γ ⊓ γ = γ. Let γ′ be a disjoint copy of γ. We
form the graph
Lγ′ ∪ {(lγ′ , rγ)} ∪ γ
R
and observe that the two edges (lγ′ , rγ) and (lγ , rγ) may be identified by a
first edge-folding. In particular, the respective distinguished left vertices lγ′
and lγ will be identified. Now let a be an arbitrary vertex of γ and let
lγ , a1, . . . , an, a
be the geodesic path in γ starting at lγ and ending at a. Let
lγ = lγ′ , a
′
1, . . . , a
′
n, a
′
be the corresponding path in γ′. Since for each i, ai and a
′
i have the same
label we may identify the edges (lγ , a1) and (lγ , a
′
1) and thus the vertices
a1 and a
′
1 will be identified. Next we may identify the edges (a2, a1) and
(a′2, a1) and thus a2 and a
′
2 will be identified. Eventually the vertex a will
be identified with the vertex a′. In that process, each edge (a, b) of γ will
be identified with its counterpart (a′, b′) in γ′. After a finite sequence of
edge-foldings we arrive at a graph isomorphic with γ which is reduced by
assumption. Altogether, γ ⊓ γ = γ. 
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Lemma 3.2. Let γ ∈ B′(X) and let γ′ be a disjoint copy of γ. Let α be the
bipartite tree defined by
α = γ ∪ {a, (a, rγ ), (a, rγ′)} ∪ γ
′
where a is a new, arbitrarily labeled left vertex adjoined to γ ∪ γ′. Then
α can be reduced by a sequence of edge-foldings to a graph isomorphic to
{a, (a, rγ)} ∪ γ. The analogous assertion for α = γ ∪ {b, (lγ , b), (lγ′ , b)} ∪ γ
′
with b a new right vertex also holds.
Proof. A first edge-folding may be used to identify the edges (a, rγ) and
(a, rγ′) and thus the vertices rγ and rγ′ are also identified. Now we may
proceed as in Lemma 3.1 and show that each vertex and edge of γ is identified
with its counterpart in γ′. 
Corollary 3.3. Let ψ be an endomorphism of F2(X) and let u, u
′ ∈ F2(X)
be such that ∆(u′) is obtained from ∆(u) by a single deletion of a thorn or
a single edge-folding; then Θ(uψ) = Θ(u′ψ).
Proof. (i) Suppose that ∆(u′) is obtained by deletion of a thorn {e, b} in
∆(u) with edge e = (a, b) (the dual case is analogous). According to the
description of ∆(vψ) for arbitrary v ∈ F2(X), ∆(uψ) has a subgraph con-
sisting of the disjoint union L(a, ψ) ∪ R(b, ψ) together with the edge con-
necting the distinguished left vertex of L(a, ψ) and the distinguished right
vertex of R(b, ψ). Recall that L(a, ψ) = L∆(xψ) while R(b, ψ) = ∆(xψ)R for
x = ca = cb. The proof of Lemma 3.1 shows that a sequence of edge-foldings
reduces this subgraph of ∆(uψ) to L(a, ψ)(= L∆(xψ)). The entire graph
∆(uψ) has thus been reduced to ∆(u′ψ). Consequently, ∆(uψ) = ∆(u′ψ).
(ii) Suppose that ∆(u′) is obtained from ∆(u) by an edge-folding of the
form
x
y
y
x y
•
•
•
7→ • •
Denote the left vertex of x
y
y•
•
• by a and the two right vertices by b and
c, respectively. Consider the subgraph of ∆(uψ) obtained by replacing in
x yy•
•
• the left vertex with L(a, ψ)(=
L∆(xψ)) and the two right vertices b
and c with R(b, ψ) and R(c, ψ) both of which are (disjoint) copies of ∆(yψ)R.
Lemma 3.2 then shows that through a sequence of edge foldings we get
the graph obtained from x y
• • by substitution of the left vertex with
L(a, ψ) = L∆(xψ) and the right vertex with R(b, ψ) = ∆(yψ)R. But the
latter is a subgraph of ∆(u′ψ). Altogether we have reduced by a sequence
of edge-foldings ∆(uψ) to ∆(u′ψ). It follows that ∆(uψ) = ∆(u′ψ). 
Corollary 3.4. The binary algebra (A(X),∧) is a relatively free pseudosemi-
lattice on X.
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Proof. Let ψ : F2(X) → F2(X) be an endomorphism and let u, v ∈ F2(X)
be such that Θ(u) = Θ(v). Then there exist u0, . . . , un, v0, . . . , vm ∈ F2(X)
such that
• ∆(u) = ∆(u0),
• for each i = 0, . . . , n − 1 the graph ∆(ui+1) is obtained from ∆(ui)
by the deletion of a thorn or an edge-folding,
• ∆(un) = ∆(u) = Θ(u) = Θ(v) = ∆(v) = ∆(vm),
• for each j = m, . . . , 1 the graph ∆(vj) is obtained from ∆(vj−1) by
the deletion of a thorn or an edge folding,
• ∆(v0) = ∆(v).
Lemma 2.1 and Corollary 3.3 then imply
Θ(uψ) = ∆(u0ψ) = · · · = ∆(unψ) = ∆(vmψ) = · · · = ∆(v0ψ) = Θ(vψ).
It follows that (A(X),∧) is a relatively free binary algebra on X.
In order to show that (A(X),∧) is a pseudosemilattice it suffices now to
show that the defining identities ((PS1)–(PS3), (PS2’), (PS3’)) for pseu-
dosemilattices are relations satisfied by the free generators of A(X). How-
ever, the latter can be verified by a straightforward check. 
3.2. The word problem for free pseudosemilattices. On each pseu-
dosemilattice, two equivalence relations R and L are defined by
e R f ⇔ (e]R = (f ]R and e L f ⇔ (e]L = (f ]L
(these are the equivalence relations induced by the quasiorders ≤R and
≤L ). From the definition of the operation ∧ given in the introduction it
follows that for arbitrary elements e, e′, f, f ′ of any pseudosemilattice the
implication
e R e′ & f L f ′ ⇒ e ∧ f = e′ ∧ f ′
holds.
Next we derive some identities satisfied in each pseudosemilattice. These
results are known from the second author’s paper [14]. Here we present a
proof that does not depend on locally inverse semigroups so that this part
is self-contained. We use some notation from [14]: for u1, . . . , un ∈ F2(X)
set
(∧u1 . . . un) := (. . . ((u1 ∧ u2) ∧ u3) ∧ . . . ) ∧ un
and
(un . . . u1∧) := un ∧ (· · · ∧ (u3 ∧ (u2 ∧ u1)) . . . ).
From the identities (PS1), (PS2) and (PS2’) the identities
(x ∧ x) ∧ (x ∧ y) ≈ x ∧ y ≈ (x ∧ y) ∧ (y ∧ y) (3.1)
are easily derived. Moreover, identity (PS3) implies that in each pseudosemi-
lattice E, for each x ∈ E, all elements of the form x ∧ y (y ∈ E) generate a
semigroup. It follows that each expression of the form
(x ∧ y1) ∧ (x ∧ y2) ∧ · · · ∧ (x ∧ yn),
12 K. AUINGER AND L. OLIVEIRA
without setting any further brackets, defines a uniquely determined element
in any pseudosemilattice E, once the variables x, y1 . . . , yn are substituted
with elements of E. It is therefore justified to use such expressions as terms
when dealing with identities of pseudosemilattices. By identity (PS3’), the
same holds for expressions of the form
(y1 ∧ x) ∧ (y2 ∧ x) ∧ · · · ∧ (yn ∧ x).
Lemma 3.5. For each n ∈ N, each pseudosemilattice satisfies the identity
(∧xy1 . . . yn) ≈ (x ∧ y1) ∧ (x ∧ y2) ∧ · · · ∧ (x ∧ yn)
and its dual.
Proof. The claim is proved by induction on n. There is nothing to prove for
n = 1 and for n = 2 this is just the identity (PS2). Suppose that the claim
be true for n ≥ 2. Then
(∧xy1 . . . yn+1) = (∧xy1 . . . yn) ∧ yn+1
≈ [(x ∧ y1) ∧ · · · ∧ (x ∧ yn)] ∧ yn+1
≈ [(x ∧ x) ∧ {(x ∧ y1) ∧ · · · ∧ (x ∧ yn)}] ∧ yn+1
≈ [(x ∧ x) ∧ (x ∧ y1) ∧ · · · ∧ (x ∧ yn)] ∧ [(x ∧ x) ∧ yn+1]
≈ (x ∧ y1) ∧ · · · ∧ (x ∧ yn) ∧ (x ∧ yn+1) .
The dual identity is proved by symmetry. 
The next statement is an immediate consequence.
Corollary 3.6. For all n, k ∈ N, each pseudosemilattice satisfies the iden-
tities
(1) (∧xy1 . . . yn) ∧ (∧xz1 . . . zk) ≈ (∧xy1 . . . ynz1 . . . zk),
(2) (∧xy1 . . . ynxz) ≈ (∧xy1 . . . ynz)
and their duals.
A final auxiliary result that is crucial is the following.
Lemma 3.7. Each pseudosemilattice satisfies (∧xyzw) ≈ (∧xzyw) and
(∧xyzy) ≈ (∧xzy) and their duals.
Proof. We have
(∧xyzw) ≈ [(x ∧ y) ∧ (x ∧ z)] ∧ (x ∧w) by Lemma 3.5
≈ (x ∧ y) ∧ (x ∧ z) ∧ (x ∧ y) ∧ (x ∧w) by (PS2)
≈ {(x ∧ y) ∧ [(x ∧ z) ∧ y]} ∧ (x ∧ w) by (PS2)
≈ {x ∧ [(x ∧ z) ∧ y]} ∧ (x ∧ w) by (PS2’)
≈ {x ∧ [(x ∧ z) ∧ (x ∧ y)]} ∧ (x ∧ w) by (PS2)
≈ (x ∧ x) ∧ (x ∧ z) ∧ (x ∧ y) ∧ (x ∧ w) by (PS1)
≈ (x ∧ z) ∧ (x ∧ y) ∧ (x ∧ w) by (3.1)
≈ (∧xzyw). by Lemma 3.5
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In particular (∧xyzy) ≈ (∧xzyy) ≈ (∧xzy) where the last identity follows
from Lemma 3.5 and (PS1). The duals are again proved by symmetry. 
Lemma 3.7 implies that for arbitrary elements x, y, z of a pseudosemilat-
tice E, setting e = (x ∧ y) ∧ z and f = (x ∧ z) ∧ y the equalities e ∧ f = f
and f ∧ e = e hold, so that (x ∧ y) ∧ z R (x ∧ z) ∧ y. By symmetry we also
get y ∧ (z ∧ x) L z ∧ (y ∧ x).
Corollary 3.8.
PS |= (x ∧ y) ∧ z R (x ∧ z) ∧ y and PS |= y ∧ (z ∧ x) L z ∧ (y ∧ x).
We are going to prove that for all u, v ∈ F2(X), Θ(u) = Θ(v) implies
PS |= u ≈ v. This immediately shows that (A(X),∧) is a model of the free
X-generated pseudosemilattice. The proof is essentially divided into two
parts the first of which is formulated as follows.
Proposition 3.9. For all u, v ∈ F2(X) the following implications hold.
(1) L∆(u) = L∆(v)⇒ PS |= u R v,
(2) ∆(u)R = ∆(v)R ⇒ PS |= u L v,
(3) ∆(u) = ∆(v)⇒ PS |= u ≈ v.
Proof. The proof is by simultaneous induction on the number |V (∆(u))| of
vertices of ∆(u). All three implications are true (by Corollary 3.8) for any
u, v with |V (∆(u))| = |V (∆(v))| ≤ 3. So, let u, v ∈ F2(X) with |V (∆(u))| =
|V (∆(v))| ≥ 4 and assume first that L∆(u) = L∆(v) but ∆(u) 6= ∆(v). Let
u = u1 ∧ u2 and v = v1 ∧ v2. By definition,
∆(u) = L∆(u1) ∪ {(l, r)} ∪∆(u2)
R
and
∆(v) = L∆(v1) ∪ {(l, s)} ∪∆(v2)
R
where l = l∆(u) = l∆(v) and r = r∆(u) 6= r∆(v) = s. If we delete the two edges
(l, r) and (l, s) from the graph then it is decomposed into three pairwise
disjoint trees Tl, Tr, Ts (namely the connected components containing l, r, s,
respectively). We consider Tl as left-rooted tree with left root l and Tr and
Ts as right-rooted trees with right roots r and s, respectively. Then we have
L∆(u1) = Tl ∪ {(l, s)} ∪ Ts and ∆(u2)
R = Tr
while
L∆(v1) = Tl ∪ {(l, r)} ∪ Tr and ∆(v2)
R = Ts
(the distinguished left root in both cases being l). Let now wl, wr, ws ∈
F2(X) be such that
L∆(wl) = Tl, ∆(wr)
R = Tr, ∆(ws)
R = Ts.
It follows from the construction that
L∆(u1) =
L∆(wl ∧ ws) and
L∆(v1) =
L∆(wl ∧ wr).
14 K. AUINGER AND L. OLIVEIRA
By the induction hypothesis this implies that
PS |= u1 R wl ∧ ws, v1 R wl ∧ wr.
Once more by construction we have
∆(u2)
R = ∆(wr)
R and ∆(v2)
R = ∆(ws)
R
which, again by the induction hypothesis implies that
PS |= u2 L wr, v2 L ws.
Altogether,
PS |= u1 ∧ u2 ≈ (wl ∧ ws) ∧wr, v1 ∧ v2 ≈ (wl ∧ wr) ∧ ws.
From Corollary 3.8 it follows that PS |= u1 ∧ u2 R v1 ∧ v2, as required.
The implication
∆(u)R = ∆(v)R & ∆(u) 6= ∆(v)⇒ PS |= u L v
is proved by symmetry.
Finally, assume that ∆(u) = ∆(v) for u = u1 ∧ u2 and v = v1 ∧ v2.
Then L∆(u1) =
L∆(v1) and ∆(u2)
R = ∆(v2)
R. By induction hypothesis we
have PS |= u1 R v1, u2 L v2 which implies PS |= u1 ∧ u2 ≈ v1 ∧ v2, as
required. 
The second part consists of proving the following claim.
Proposition 3.10. Let u, u′ ∈ F2(X) be such that ∆(u
′) is obtained from
∆(u) by a single deletion of a thorn or a single edge-folding; then PS |= u ≈
u′.
Proof. For both cases we use induction on |V (∆(u))| and we may assume
that |c(u)| ≥ 2. Let us first assume that the reduction ∆(u) → ∆(u′) is by
deletion of a thorn. The induction base is easily checked directly by looking
at the graphs on three vertices. Let u ∈ F2(X) be such that |V (∆(u))| ≥ 4
and suppose that the claim be true for all v with |V (∆(v))| < |V (∆(u))|.
Now u = u1 ∧ u2 and ∆(u) =
L∆(u1) ∪ {(l, r)} ∪ ∆(u2)
R. Let {e, a} be
the thorn to be deleted to obtain ∆(u′) from ∆(u). The edge e cannot
coincide with (l, r) so it must belong to L∆(u1) or ∆(u2)
R. Suppose the
former is true (the latter case is handled completely analogously). We shall
distinguish two cases: r∆(u1) 6= a and r∆(u1) = a. In the first case, the
deletion of {e, a} does not remove the right distinguished vertex of ∆(u1).
Let γ = ∆(u1) \ {e, a} be the graph obtained from ∆(u1) by deleting the
thorn {e, a} and let u′1 ∈ F2(X) be chosen with ∆(u
′
1) = γ. Then by
induction hypothesis PS |= u1 ≈ u
′
1, and therefore also PS |= u1 ∧ u2 ≈
u′1∧u2. Now let u
′ be any word such that ∆(u′) = ∆(u)\{e, a} = ∆(u′1∧u2).
Then by Proposition 3.9, PS |= u′1∧u2 ≈ u
′ and therefore also PS |= u ≈ u′.
In the second case, u1 = u
′
1 ∧ x and x = l(u) = l(u1). Here it follows from
Corollary 3.6 that PS |= u = (u′1∧x)∧u2 ≈ u
′
1∧u2. Finally, if u
′ is any word
with ∆(u′) = ∆(u)\{e, a} then again by Proposition 3.9 PS |= u′1∧u2 ≈ u
′
whence also PS |= u ≈ u′.
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Let us now consider the case when the reduction ∆(u) → ∆(u′) is by an
edge-folding. The induction base is again directly checked by inspection of
the graphs on three vertices. Let u ∈ F2(X) with |V (∆(u))| ≥ 4 and suppose
the claim be true for all v ∈ F2(X) for which |V (∆(v))| < |V (∆(u))| and let
u = u1∧u2. Assume the edge-folding is of the form (the dual case is treated
analogously):
x
y
y
x y
•
•
•
7→ • • (3.2)
Let a denote the involved left vertex and b, c the two involved right vertices.
If neither of the pair (a, b) and (a, c) is the pair of distinguished vertices then
both edges are contained either in ∆(u1) or ∆(u2) and we may assume the
former. Then the folding (3.2) reduces ∆(u1) to a graph γ. Let u
′
1 ∈ F2(X)
with ∆(u′1) = γ. By induction hypothesis, PS |= u1 ≈ u
′
1 and hence
PS |= u1 ∧ u2 ≈ u
′
1 ∧ u2. If u
′ is any word such that ∆(u′) is obtained from
∆(u) by the edge-folding mentioned above then ∆(u′) = ∆(u′1∧u2), whence
PS |= u′ ≈ u′1 ∧ u2 and we are done. Hence we may assume that (a, b) is
the distinguished pair of vertices of ∆(u). Then the edge (a, c) belongs to
L∆(u1) (and a is the distinguished left vertex of
L∆(u1)). Suppose that c is
not the distinguished right vertex of ∆(u1). Let δ be the (bi-rooted) graph
obtained from ∆(u1) by changing the right root to c. Then δ = ∆(v1) for
some v1 for which PS |= u1 R v1. Then PS |= u1 ∧ u2 ≈ v1 ∧ u2 and we
may continue with v1 ∧ u2 instead of u1 ∧ u2. Or, in other words, we may
assume that c is the distinguished right vertex of ∆(u1). Since the label of
b as well as of c is y it follows that r(u1) = r(u2) = y. Using the notation
introduced at the beginning of the present subsection we conclude
u1 = (tktk−1 . . . t1y∧) and u2 = (slsl−1 . . . s1y∧)
for certain words tk, . . . , t1, sl, . . . , s1 ∈ F2(X). According to Corollary 3.6,
PS |= (tk . . . t1y∧) ∧ (sl . . . s1y∧) ≈ (tk . . . t1sl . . . s1y∧) =: v. (3.3)
Note that v = (tk . . . t1y∧)(y → (sl . . . s1y∧)) (the y to be substituted being
the rightmost letter in (tk . . . t1y∧)); by the description of ∆(w(s → t)) as
it is given in section 2 it follows that ∆(v) can be obtained by replacing
in ∆(u1) = ∆((tk . . . tsy∧)) the right distinguished vertex with the tree
∆(u2)
R = ∆((sl . . . s1y∧))
R. However, the same graph is obtained by the
edge-folding (3.2), that is, ∆(v) is obtained from ∆(u) by an edge-folding
of the form (3.2). Finally, if u′ is any word such that ∆(u′) is obtained
from ∆(u) by the folding 3.2 then ∆(u′) = ∆(v) and so PS |= u′ ≈ v. The
identity (3.3) then implies PS |= u ≈ u′. 
Altogether we have proved the main result of the present section.
Theorem 3.11. The binary algebra (A(X),∧) is a model of the free pseu-
dosemilattice generated by X.
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3.3. The relations ≤R, ≤L , ≤, R, L , and R∨L on A(X). It is a well
known fact in semigroup theory that in any pseudosemilattice E, the subsets
(e]R , (e]L and (e]≤ constitute respectively right normal bands (idempotent
semigroups satisfying the identity xyz ≈ yxz), left normal bands (idempo-
tent semigroups satisfying the identity xyz ≈ xzy) and semilattices. We
leave these conclusions registered in the following lemma for future refer-
ence, but we would like to point out that they can be easily obtained also
directly from the axioms for pseudosemilattices.
Lemma 3.12. For each e in a pseudosemilattice E, the subsets (e]R , (e]L
and (e]≤ are respectively a right normal band, a left normal band and a
semilattice.
We shall describe next the maximal subsemilattices and the maximal
right/left normal subbands of A(X). Let x ∈ X and γ ∈ A(X). Then
Θ(x) ∧ γ = γ if l(γ) = x (one can perform an edge-folding on Θ(x) ⊓ γ
merging lΘ(x) with lγ , and then a deletion of the thorn {(lΘ(x), rΘ(x)), rΘ(x)};
we obtain γ with this procedure). But on the other hand, if Θ(x) ∧ γ = γ
then l(γ) = l(Θ(x) ∧ γ) = x. Hence
(Θ(x)]R = {α ∈ A(X) | l(α) = x} =: Rx(X)
and by symmetry
(Θ(x)]L = {α ∈ A(X) | r(α) = x} =: Lx(X).
One can get now that
(Θ(x∧y)]≤ = Rx(X)∩Ly(X) = {α ∈ A(x) | (l(α), r(α)) = (x, y)} =: Sx,y(X)
for x, y ∈ X.
Proposition 3.13. The sets Rx(X) and Lx(X) for x ∈ X are respectively
the maximal right and left normal subbands of A(X), while the sets Sx,y(X)
for x, y ∈ X are the maximal subsemilattices of A(X).
Proof. It follows from l(α) = l((α ∧ β) ∧ α) and l(β) = l((β ∧ α) ∧ α) that
any right normal subband of A(X) is contained in some Rx(X). But by
Lemma 3.12 the sets Rx(X), x ∈ X, are right normal subbands of A(X)
and hence are the maximal right normal subbands. The ‘left’ case follows
by symmetry. Since (l(α ∧ β), r(α ∧ β)) = (l(α), r(β)) it is evident that any
subsemilattice of A(X) is contained in some Sx,y(X). Once again by Lemma
3.12 we conclude that the sets Sx,y(X) are the maximal subsemilattices of
A(X). 
The following corollary is now obvious.
Corollary 3.14. Two elements α, β ∈ A(X) commute if and only if
(l(α), r(α)) = (l(β), r(β)).
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Deletions of thorns and edge-foldings may be applied in any order to a
graph γ ∈ B(X) in order to obtain γ. However, the application of an edge-
folding may produce a new possibility to delete a thorn while the deletion of
a thorn will never give rise to a new possibility for an edge-folding. It follows
that, in order to obtain the reduced form γ we may first perform all possible
edge-foldings and delete only afterwards all non-essential thorns. Let γ˜ be
the result obtained by applying to γ all possible edge-foldings. Then γ is
obtained from γ˜ by the deletion of (all non-essential) thorns.
Each edge-folding is a graph-homomorphism in the usual sense (a mapping
sending vertices to vertices, edges to edges and preserving the adjacency
relation). In particular, there is a graph homomorphism piγ : γ ։ γ˜. It
follows immediately from the definition of edge-folding that for any subtree
β of γ we have piβ = piγ |β , and, in particular, β˜ is always a subtree of γ˜.
(Note that β is not necessarily a subtree of γ since there may be a non-
essential thorn in γ˜ which is essential in β, hence may not be deleted in the
reduction β˜ → β, yet it may be deleted in the reduction γ˜ → γ.)
In the following we shall consider four types of bipartite trees: bi-rooted,
left-rooted, right-rooted and non-rooted ones. In this context, the terms
“subgraph” and “subtree” have to be always understood within the appro-
priate category. For example, a left-rooted subtree of a left-rooted tree γ is
a subtree β of γ with a distinguished left vertex which coincides with the
left root of γ. Take α, β ∈ A(X) and let us look carefully at the mapping
α⊓β ։ α˜ ⊓ β since this case is crucial for the following results. The first ob-
servation is that piα embeds α into γ = α˜ ⊓ β (since α = α˜) with lαpiα = lγ .
So we can see Lα as a left-rooted subtree of Lγ. By symmetry we can see
also βR as a right-rooted subtree of γR. Furthermore, each non-essential
thorn {e, a} of γ is contained in α or β. If {e, a} ⊆ α, then {e, a} is also
a thorn of α (the degree of the vertex a in α is not greater than its degree
in γ), whence it is the only possible (essential) thorn of α since α ∈ A(X).
Thus a = rα (since lα = lγ and {e, a} is a non-essential thorn of γ) and
r(α) = l(α) 6= r(β) (otherwise we could merge rα with rβ = rγ in γ by an
edge-folding). In a dual way we can see that if {e, a} ⊆ β, then {e, a} is
the only possible (essential) thorn of β with a = lβ and l(β) = r(β) 6= l(α).
Summing it up, there are only two candidates for non-essential thorns in
γ = α˜ ⊓ β, namely {(lγ , rα), rα} and {(lβ , rγ), lβ} (the former if {(lα, rα), rα}
is an essential thorn of α and r(α) 6= r(β), and the latter if {(lβ , rβ), lβ} is
an essential thorn of β and l(β) 6= l(α)).
For α ∈ A(X) let
lα =
{
Lα \ {(lα, rα), rα} if {(lα, rα), rα} is a thorn
Lα otherwise
and define αr dually. If α =
x x
• • for some x ∈ X then lα is the singleton
graph •
x
considered as a bipartite graph with one (distinguished) left vertex
18 K. AUINGER AND L. OLIVEIRA
and no right vertex; the dual is assumed for αr. In any case, lα and αr
are left-rooted respectively right-rooted bipartite trees without non-essential
thorns. We further note that unless α =
x x
• • for some x ∈ X we always
have that at least one of the two equalities lα = Lα and αr = αR holds. An
immediate consequence is:
Lemma 3.15. Let α, β ∈ A(X); if lα is a left-rooted subgraph of lβ and αr
is a right-rooted subgraph of βr then α is a bi-rooted subgraph of β.
Moreover, for all α, β ∈ A(X) the above arguments imply that
α ∧ β = (lα ∪ {(lα, rβ)} ∪ β
r )˜ . (3.4)
It follows that lα is a left-rooted subtree of l(α∧ β) and βr is a right-rooted
subtree of (α ∧ β)r.
Theorem 3.16. Let α, β ∈ A(X); then
(1) β ≤R α if and only if
lα is a left-rooted subtree of lβ;
(2) β ≤L α if and only if α
r is a right-rooted subtree of βr;
(3) β ≤ α if and only if α is a bi-rooted subtree of β.
Proof. (1) We have seen for arbitrary α, β ∈ A(X) that lα is a left-rooted
subgraph of l(α∧β). Hence, if α∧β = β then lα is a left-rooted subgraph of
lβ. Suppose conversely that lα is a left-rooted subgraph of lβ; then a proof
similar to that of Lemma 3.1 applied to formula (3.4) shows that α∧β = β.
The proof of item (2) is completely analogous. (3) Suppose first that α is a
bi-rooted subgraph of β; then lα is a left-rooted subgraph of lβ and αr is a
right-rooted subgraph of βr. It follows that β ≤R α as well as β ≤L α hence
also β ≤ α. Suppose conversely that β ≤ α. Then β ≤R α and β ≤L α and
hence lα is a left-rooted subgraph of lβ and αr is a right-rooted subgraph of
βr. Lemma 3.15 now implies that α is a bi-rooted subgraph of β 
An immediate consequence is:
Corollary 3.17. For α, β ∈ A(X) the following hold.
(1) α R β if and only if lα = lβ,
(2) α L β if and only if αr = βr.
Call a vertex in a vertex-labeled bipartite graph paired if it is adjacent to
another vertex having the same label. We can use the preceding results to
determine the cardinalities of the R- and L -classes of A(X).
Corollary 3.18. For α ∈ A(X) the size of the R-class of α is the degree of
lα if lα is paired, otherwise it is the degree of lα plus 1. Dually, the size of
the L -class of α is the degree of rα if rα is paired, otherwise it is the degree
of rα plus 1.
Proof. Each edge of α containing lα determines a right vertex in
lα that
can be chosen as a distinguished right vertex in order to get an R-related
element of A(X). If lα is paired these are all possible choices for right roots
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of an R-related element. If lα is not paired then a further R-related element
can be obtained by adding a thorn to lα and declaring the added vertex to
be the distinguished right vertex. The ‘L -case’ is completely analogous. 
A particular instance of this corollary is when α ∈ A(X) has a thorn: if
lα/rα is the degree 1 vertex of a thorn of α then the R-class/L -class of α
is a singleton.
Let us turn now to the relation R ∨ L on A(X). We shall say that two el-
ements α and β of A(X) are connected if α (R ∨ L ) β, and we shall call the
R ∨ L -classes the connected components of A(X). Thus α and β are con-
nected if (and only if) there exists a finite sequence α = γ0, γ1, · · · , γn = β of
alternately R- or L -equivalent elements of A(X) (such a kind of sequence is
referred to as an ‘E-chain’ in semigroup literature). It follows from Corollary
3.17 that the singleton sets {
x x
• • } are examples of connected components
of A(X) and that they are the only connected components of A(X) with a
single element. Note that the connectedness relation is an analogue for pseu-
dosemilattices of Green’s D-relation for semigroups. Indeed, two members
of a pseudosemilattice E are connected if and only if they are D-related
in each idempotent generated locally inverse semigroup S having E as its
pseudosemilattice of idempotents.
Let C′(X) denote the set of all finite non-trivial bipartite trees the vertices
of which are labeled by letters of X and which are thorn-free and reduced
for edge foldings, and let C(X) = C′(X) ∪ X where the letters x ∈ X are
represented as the singleton graphs •
x
. We need the following definition to
characterize the connected components of A(X). For α =
x x
• • set α̂ = •
x
,
otherwise, for each bi-rooted, left-rooted or right-rooted tree α let α̂ be the
(non-rooted) bipartite tree obtained from α by un-marking the distinguished
root(s) and removing the existing thorns. The mapping α 7→ α̂ is a surjection
A(X)։ C(X). By construction
l̂α = α̂ = α̂r. (3.5)
The next result describes the connected components of A(X) as the equiv-
alence classes induced by the mapping α 7→ α̂.
Proposition 3.19. For α, β ∈ A(X), α (R ∨ L ) β if and only if α̂ = β̂.
Proof. The ‘only if’ part follows from Corollary 3.17 and (3.5) since α̂ = β̂
if α R β or α L β. For the ‘if’ part we may assume that α̂ = β̂ has more
than one vertex (if α̂ = •
x
= β̂ then α =
x x
• • = β). Suppose that α has
a thorn {e, a} with b the other endpoint of e. Since α̂ 6= •
x
there exists a
vertex c ∈ α distinct from a and connected to b by an edge. If we consider
now α1 = α \ {e, a} with distinguished vertices b and c, then α̂ = α̂1 and α̂1
is just the graph α1 with its distinguished vertices un-marked. By Corollary
3.17 α R α1 or α L α1. In other words, we can assume that α has no
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thorn. In the same way we can assume also that β has no thorn. Thus we
may assume that lα, rα, lβ , rβ are all contained in α̂. Let a0, a1, · · · , an, an+1
be the geodesic path in α̂ with a0 and a1 the distinguished vertices of α and
an and an+1 the distinguished vertices of β. For i = 0, 1, · · · , n let γi be the
graph α̂ but with ai and ai+1 as distinguished vertices. Thus α = γ0, γn = β,
and γi R γi+1 or γi L γi+1 by Proposition 3.17. Hence α (R ∨ L ) β. 
Corollary 3.20. For α ∈ A(X), let p and q be respectively the number
of non-paired vertices and the number of edges of α. Then the connected
component of A(X) containing α has p+ q elements.
Proof. Let α ∈ A(X); there are q possibilities to choose a pair of distin-
guished vertices and p possibilities to add a thorn and then choose another
pair of distinguished vertices. All these choices lead to elements connected
with α and all elements connected with α are thereby obtained. Hence the
number of elements in the connected component containing α is p+ q. 
For each γ ∈ C(X) let Aγ(X) be the connected component of A(X) rep-
resented by γ, that is,
Aγ(X) = {α ∈ A(X) | α̂ = γ}.
The set C(X) is partially ordered by reverse inclusion; for γ, δ ∈ C(X) \X
define δE γ if (and only if) γ is a bipartite subgraph of δ (meaning that the
right/left vertices of γ are right/left vertices of δ); let further δ E •
x
if and
only if δ contains a singleton subgraph •
x
(independently of whether it is a
left or right vertex).
Proposition 3.21. Let α, β ∈ A(X) and γ, δ ∈ C(X).
(1) If α ≤ β then α̂E β̂.
(2) If δ E γ then for each β ∈ Aγ(X) there exists α ∈ Aδ(X) such that
α ≤ β.
Proof. (1) follows from Theorem 3.16. For (2) we may assume that δ
has more than one vertex (if δ has only one vertex then δ = •
x
= γ and
α =
x x
• • = β). Hence let δ E γ and β ∈ Aγ(X) where δ is a graph with
more than one vertex. Let γ′ be a subgraph of δ isomorphic with γ. If β has
no thorn then let (a, b) be the edge of γ′ corresponding to the edge (lβ , rβ)
of β, and set α ∈ Aδ(X) to be the graph δ with distinguished vertices a and
b. The graph β is then a bi-rooted subgraph of α, and α ≤ β by Proposition
3.16. If β has a thorn {e, a} then let b be the other endpoint of e and let b′ be
the vertex of γ′ corresponding to b. Define (i) α to be δ with distinguished
vertices a′ and b′ if there exists a vertex a′ ∈ δ, adjacent to b′ and having
the same label as b′, or (ii) attach in δ a thorn {e′, a′} to b′ otherwise and let
α be δ ∪ {e′, a′} with distinguished vertices a′ and b′. Then by construction
α ∈ Aδ(X) and β is a bi-rooted subtree of α, whence α ≤ β and we have
shown (2). 
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The arguments in this proof also show that the number of elements α that
are below a given β ∈ Aγ(X) essentially is the number of distinct realizations
of γ as a subgraph of δ. In case γ = •
x
the latter has to be modified slightly:
instead of taking the number of all vertices in δ having label x one has to
take the number of all pairs of paired vertices having label x and plus the
number of all non-paired vertices with label x (that is, paired vertices only
count half).
4. A basis for the variety SPS
A transparent combinatorial description for the identities u ≈ v which
hold in each strict pseudosemilattice has been obtained (via semigroup the-
oretic methods) by the first author [1]. In order to formulate it we need yet
another combinatorial invariant of words u ∈ F2(X): the 2-content c2(u) is
defined inductively by setting c2(x) := {(x, x)} for each letter x ∈ X and
letting
c2(u ∧ v) := c2(u) ∪ {(l(u), r(v))} ∪ c2(v)
for arbitrary u, v ∈ F2(X) (and we also extend this definition to members
of B(X) in the obvious way). Then, for any u, v ∈ F2(X),
SPS |= u ≈ v if and only if l(u) = l(v), c2(u) = c2(v), r(u) = r(v). (4.1)
Let ρSPS be the fully invariant congruence on A(X) corresponding to
SPS (that is, A(X)/ρSPS is the free strict pseudosemilattice on X). Then
(4.1) implies that
ρSPS = {(α, β) ∈ A(X) × A(X) | (l(α), c2(α), r(α)) = (l(β), c2(β), r(β))}.
In this section we intend to obtain an identity basis for the variety SPS;
this is equivalent to find a (nice) subset of A(X) × A(X) (X a countably
infinite set) which generates ρSPS as a fully invariant congruence.
Let ρ, σ ⊆ A(X) × A(X); we say that ρ is a consequence of σ if ρ is
contained in the fully invariant congruence generated by σ. Two relations
ρ and σ are equivalent if they generate the same fully invariant congruence.
The following observation allows for technical simplifications.
Lemma 4.1. Let u = u(x1, . . . , xn), v = v(x1, . . . , xn) ∈ F2(X) (the no-
tation indicating that only the variables x1, . . . , xn occur in u and v). Let
x′1, . . . , x
′
n be new variables distinct from all x1, . . . , xn. Then, for the class
of all idempotent binary algebras, the two identities
(1) u(x1, . . . , xn) ≈ v(x1, . . . , xn),
(2) u(x1 ∧ x
′
1, . . . , xn ∧ x
′
n) ≈ v(x1 ∧ x
′
1, . . . , xn ∧ x
′
n)
are equivalent.
Proof. We may substitute xi ∧ x
′
i for xi to obtain the second from the first
identity. For the converse, substitute xi for x
′
i and apply the idempotent
law x ∧ x ≈ x. 
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The words of the form w(x1 ∧x
′
1, . . . , xn ∧x
′
n) have disjoint left and right
contents. In particular, each pair (α, β) ∈ A(X) × A(X) is equivalent to a
pair (α′, β′) for which cl(α
′)∩cr(α
′) = ∅ = cl(β
′)∩cr(β
′). By Corollary 3.14,
for each pair (α, β) ∈ ρSPS the equality α ∧ β = β ∧ α holds and hence the
relations α ≥ α∧β ≤ β are satisfied. Since all involved graphs are finite, for
any α, β with α ∧ β = β ∧ α the intervals [α ∧ β, α] and [α ∧ β, β] are finite
as well. Hence there exist maximal chains
α = α0 ≻ α1 ≻ · · · ≻ αm−1 ≻ αm = α ∧ β
and
α ∧ β = βn ≺ βn−1 ≺ · · · β1 ≺ β0 = β
where αi ≻ αi+1 means that αi covers αi+1 while βj ≺ βj−1 means that
βj is covered by βj−1. In this situation we have for any congruence ρ on
A(X) that α ρ β if and only if α ρ α ∧ β ρ β and the latter is equivalent to
αi ρ αi+1 and βj ρ βj−1 for all i and j. Altogether we may state that each
pair (α, β) (with α∧β = β∧α) is equivalent to a finite set of pairs (αi, αi+1)
with αi ≻ αi+1. Note that if α ≻ β and β has disjoint left and right contents
then there exists exactly one vertex in β that is not in α (this vertex has
degree 1). We are going to consider a special sort of such covering pairs. A
pair (α, β) of commuting elements of A(X) is called elementary if
(1) c2(α) = c2(β) and the left and right contents of β (and therefore of
α) are disjoint,
(2) α covers β,
(3) the unique degree 1 vertex in β \ α is adjacent to a distinguished
vertex of β.
Note that if α ∈ A(X) has disjoint left and right contents then the re-
placement of the pair of distinguished vertices by any other pair of adjacent
vertices leads to another member of A(X) (since no such change will lead to
a non-essential thorn). The next lemma in combination with all preceding
remarks essentially shows that elementary pairs will be sufficient to generate
the fully invariant congruence ρSPS.
Lemma 4.2. Let β < α and suppose that the right and the left contents
of β are disjoint; let β′ and α′ be obtained from β and α by moving the
distinguished vertices (again to the same vertices for β′ and α′). Then the
pairs (α, β) and (α′, β′) are equivalent. It follows that each covering pair
(α, β) ∈ ρSPS where β has disjoint left and right contents is equivalent to
an elementary pair.
Proof. Let (l, r) be the pair of distinguished vertices of α and β and suppose
as case (i) that the distinguished right vertex r is changed to r′ to obtain α′
and β′ (the left root being unchanged). Suppose that for the labels of the
involved vertices we have x = cl, y = cr and z = cr′ . Let γ = x z
• • and
23
δ =
x y
• • ; then
α ∧ γ = α′, β ∧ γ = β′ and α′ ∧ δ = α, β′ ∧ δ = β
and hence (α, β) and (α′, β′) are equivalent.
If, in case (ii), l is changed to l′ and r is kept unchanged then for z = cl′
and γ =
z y
• • and keeping the rest of the notation the same we obtain
γ ∧ α = α′, γ ∧ β = β′ and δ ∧ α′ = α, δ ∧ β′ = β
so that again (α, β) and (α′, β′) are equivalent.
Finally, if both vertices (l, r) are changed to (l′, r′) to get α′ and β′, re-
spectively, then we choose the minimal subtree containing both edges. This
subtree gives rise to a sequence of changes, alternately of types (i) and (ii),
which eventually transform α to α′ and β to β′. In each of these transforma-
tions one obtains a pair that is equivalent to the preceding one. Altogether,
the pairs (α, β) and (α′, β′) are equivalent.
In order to prove the last statement of the lemma we just have to choose
the distinguished vertices of α′ and β′ appropriately: the unique vertex in
β\αmust be connected in β by an edge to one of the two chosen distinguished
vertices of β′. 
Summing up the results of this section so far we get the first main result.
Theorem 4.3. (1) Each fully invariant congruence ρ on A(X) con-
tained in ρSPS is generated by elementary pairs.
(2) The fully invariant congruence ρSPS is generated by all elementary
pairs.
Next we show that the set of all elementary pairs is a consequence of a set
of very special elementary pairs. Let (α, β) be an elementary pair and let a
be the unique vertex in β \α; suppose its label is ca = z. Let l, r denote the
distinguished left and right vertices of α (and β) and suppose their labels are
x and y. Note that x, y, z are pairwise distinct. The subtree of β spanned
by the vertices a, l, r is of the form either (i) x
z
y•
•
• or (ii) x
z y••• . Let
α′ be a minimal subtree of α containing l, r and a pair (c, d) of adjacent
vertices with pair of labels (x, z) in case (i) and (z, y) in case (ii) (and such
that l and r are the distinguished vertices of α′). Let β′ = α′ ∪ {a, e} where
e = (l, a) in case (i) and e = (a, r) in case (ii). Then (α′, β′) is also an
elementary pair. A straightforward calculation shows the next result.
Lemma 4.4. Let α, β, α′, β′ be defined as before. Then α ∧ α′ = α and
α ∧ β′ = β. In particular, (α, β) is a consequence of (α′, β′).
For the graph β′ in the situation described above, there are four possible
types, namely, for some n ≥ 2,
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x2n
x1
x2
x3
x2n−2
x2n−1
x2n
x1
. . .
•
•
•
•
•
•
•
•
or
x2n
x1
x2
x3
x2n−2
x1
x2n
. . .
•
•
•
•
•
•
•
with (x1, x2n) = (x, z) in case (i) and
x2n
x1
x2
x3
x2n−2
x2n−1
x2n
x1
. . .
•
•
•
•
•
•
•
•
or
x2n
x1
x2
x3
x2n−2
x1
x2n
. . .
•
•
•
•
•
•
•
with (x2n, x1) = (z, y) in case (ii). In addition, the labels satisfy xi 6= xi+2
for all i and
{x1, x3, . . . , x2n−1} ∩ {x2, x4, . . . , x2n} = ∅.
Suppose now that the variables x1, . . . , x2n (n ≥ 2) are pairwise distinct
and denote the resulting graphs (in this order) by βn, γn, µn, νn, respec-
tively. Moreover, denote by αn, γ
′
n, µ
′
n, ν
′
n, respectively, the trees obtained
by removing from the respective graphs the degree 1 vertex adjacent to a
distinguished vertex (and the corresponding edge). Then all the pairs
(αn, βn), (γ
′
n, γn), (µ
′
n, µn), (ν
′
n, νn) (4.2)
are elementary and Lemma 4.4 confirms that each elementary pair is a conse-
quence of one of these pairs. Moreover, an easy observation is the following.
Lemma 4.5. For each n ≥ 2,
(1) (αn, βn) is a consequence of (αn+1, βn+1),
(2) (γ′n, γn) is a consequence of (γ
′
n+1, γn+1),
(3) (µ′n, µn) is a consequence of (µ
′
n+1, µn+1),
(4) (ν ′n, νn) is a consequence of (νn+1, νn+1).
Proof. In cases (1) and (3) consider the substitution x2n+2 7→ x2n, x2n+1 7→
x1, in cases (2) and (4) the substitution x2n+2 7→ x2n, x2n−1 7→ x1 (and,
in all cases, x 7→ x for all other x). The endomorphism induced by this
substitution maps the respective (n+ 1)st pair to the nth pair. 
Lemma 4.6. For each n ≥ 2, (γ′n, γn) is a consequence of (αn, βn) and
(ν ′n, νn) is a consequence of (µ
′
n, µn).
Proof. Consider the endomorphism ψ : A(X) → A(X) induced by the sub-
stitution x2n−1 7→ x1 and x 7→ x for all x 6= x2n−1. Then (γ
′
n, γn) =
(αnψ, βnψ) and (ν
′
n, νn) = (µ
′
nψ, µnψ). 
Lemma 4.7. For each n ≥ 2, (µ′n, µn) is a consequence of (αn+1, βn+1).
Proof. Let α and β be obtained from αn+1 and βn+1 by moving the left
root to the vertex labeled x3 (and leaving the right root unchanged). By
Lemma 4.2 the pairs (α, β) and (αn+1, βn+1) are equivalent. Now consider
the endomorphism ψ : A(X)→ A(X) defined by the substitution
x1 7→ x2n, xi 7→ xi−1 for 2 ≤ i ≤ 2n+ 1, x2n+2 7→ x1.
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Then (µ′n, µn) = (αψ, βψ), hence (µ
′
n, µn) is a consequence of (α, β) and
therefore of (αn+1, βn+1). 
The main result of the present section is now a consequence of Theorem
4.3 and Lemmas 4.4, 4.6, 4.7 and can be formulated as follows.
Theorem 4.8. The relation {(αn, βn) | n ≥ 2} generates ρSPS as a fully
invariant congruence.
Let un, vn ∈ F2(X) be words such that αn = ∆(un) = Θ(un) and βn =
∆(vn) = Θ(vn). Then Theorem 4.8 may be reformulated as follows.
Theorem 4.9. The set {un ≈ vn | n ≥ 2} defines the variety SPS within
the variety of all pseudosemilattices.
We note that the words un and vn are uniquely determined. Indeed, if in
a graph γ ∈ B(X) all vertices have degree at most 2 then γ = ∆(u) for a
unique u ∈ F2(X). This follows by induction from the fact that for u = u1∧
u2, if each vertex in ∆(u) has degree at most 2 then the distinguished vertex
in L∆(u1) has degree at most 1 hence ∆(u1) can be uniquely reconstructed
from L∆(u1). Likewise, ∆(u2) can be uniquely reconstructed from ∆(u2)
R.
5. The variety SPS is inherently non-finitely based
A locally finite variety V is inherently non-finitely based if V is not con-
tained in any finitely based locally finite variety. We are going to show that
SPS admits this remarkable property.
Recall from subsection 3.3 the definition of the graph homomorphism
piγ : γ ։ γ˜ for γ ∈ B(X). A path p of length k in a tree γ is a sequence
a0, a1, . . . , ak of vertices such that any two consecutive elements ai and ai+1
are adjacent (and thus, in particular, are alternately left and right vertices).
The image ppiγ of a path p is a path in γ˜ of the same length as that of p.
Let us call an identity u ≈ v non-trivial (for PS) if it does not hold in PS.
Let u, v, w ∈ F2(X); then w is an isoterm for the identity u ≈ v relative to
PS if no non-trivial identity w ≈ w′ is a consequence of u ≈ v.
Now fix n ∈ N and let
λ =
x1
x2
x3
x4
x2n−1
x2n
x2n+1
x2n+2
. . .
•
•
•
•
•
•
•
•
and, for each k ∈ N let
λk =
λ λ λ
•
•
•
•
•
•
•
•
•
•
•
•
. . .
where the segment λ occurs k times. Let mk ∈ F2(X) be such that ∆(mk) =
λk.
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Lemma 5.1. Each word mk is an isoterm for the identity un ≈ vn (relative
to PS).
Proof. Let ψ be an endomorphism of F2(X) and m ∈ F2(X) be such that
PS |= mk ≈ m and such that either unψ or vnψ is a subword of m. We
prove that this implies PS |= unψ ≈ vnψ. Once this claim is proved the
statement of the lemma is an immediate consequence. Indeed, this claim
implies that there is no deduction process, using an identity of the form
unψ ≈ vnψ, which transforms mk to a word u for which the identity mk ≈ u
is non-trivial.
Suppose that unψ is a subword of m (the case vnψ a subword of m is
similar and, in fact, simpler). First of all, ∆(unψ) is a subtree of ∆(m). Let
us consider the skeleton sk(un, ψ) which is a subtree of ∆(unψ) and hence a
subtree of ∆(m). For i = 1, . . . , 2n let
yi =
{
l(xiψ) if i is odd
r(xiψ) if i is even;
then sk(un, ψ) is the following graph
y1
y2
y3
y4 y2n−2
y2n−1
y2n
y1
. . .
•
•
•
• •
•
•
•
Let the vertices in this graph be denoted by a1, a2, . . . , a2n, a2n+1 (in the ob-
vious way). Note that p = a1, . . . , a2n+1 is a path of length 2n. Let us con-
sider the respective graphs reduced for edge-foldings: ˜sk(un, ψ) is a subtree
of ∆˜(unψ) which in turn is a subtree of ∆˜(m). Let pi : sk(un, ψ)→ ˜sk(un, ψ)
be the canonical graph homomorphism. The image path ppi of p has length
2n and is a path in ˜sk(un, ψ) ⊆ ∆˜(m) starting at a1pi and ending at a2n+1pi
with both vertices having the same label. Consider the graph ϑλk obtained
from λk by attaching a thorn to each vertex. Then ∆˜(m) is a subgraph of
ϑλk and ppi can be considered as a path in ϑλk. However, each path of even
length in ϑλk whose endpoints are distinct but have the same label must have
length at least 2n+ 2. It follows that the endpoints of ppi must coincide, in
particular a1pi = a2n+1pi. Let pi
′ : sk(vn, ψ)→ ˜sk(vn, ψ) be the canonical ho-
momorphism. As mentioned in subsection 3.3, pi′|sk(un,ψ) = pi. It follows that
a1pi
′ = a2n+1pi
′. An inspection of the graph ∆(vn) then implies a0pi
′ = a2npi
′
where a0 is the unique vertex in sk(vn, ψ) \ sk(un, ψ). But this means that
˜sk(un, ψ) = ˜sk(vn, ψ). From this we conclude that ∆˜(vnψ) = ∆˜(unψ). In-
deed, take ∆(vnψ) and start to apply the edge-foldings that map the sub-
tree sk(vn, ψ) to ˜sk(vn, ψ). In this process, a1 is identified with a2n+1 and
a0 is identified with a2n and so ˜sk(vn, ψ) coincides with ˜sk(un, ψ). Next
observe that in the resulting graph, on the vertex a0pi
′ = a2npi
′ two copies
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of ∆(x2nψ)
R are attached (meaning that the distinguished right vertices of
these two copies are identified with the vertex a0pi
′ = a2npi
′). A sequence
of edge-foldings then reduces the two copies eventually to one copy. But
now we have arrived at a graph that can be obtained from ∆(unψ) by edge-
foldings. Altogether ∆˜(vnψ) = ∆˜(unψ) and thus also ∆(vnψ) = ∆(unψ) so
that PS |= unψ ≈ vnψ. 
Denote, for any pseudosemilattice E and any n ≥ 2, by ρn the smallest
congruence ρ such that E/ρ |= un ≈ vn. The next statement is an immediate
consequence of Lemma 5.1.
Corollary 5.2. The relatively free pseudosemilattice A(x1, . . . , x2n+2)/ρn is
infinite for each n ≥ 2.
We arrive at the main result in this section.
Theorem 5.3. The variety of all strict pseudosemilattices SPS is inherently
non-finitely based.
Proof. As mentioned in the introduction, SPS is generated by a finite pseu-
dosemilattice and hence is a locally finite variety. Let I be a finite set of
identities satisfied by SPS. We need to show that there exists an infinite,
finitely generated pseudosemilattice satisfying all identities of I. By Lemma
4.5 and Theorem 4.9 there exists a positive integer n such that all identities
in I are consequences of un ≈ vn. In particular, each pseudosemilattice that
satisfies un ≈ vn also satisfies all members of I. The relatively free pseu-
dosemilattice A(x1, . . . , x2n+2)/ρn clearly satisfies un ≈ vn and thus satisfies
all identities of I; by Corollary 5.2 it is infinite and it is clearly finitely
generated. 
This result has far reaching consequences. Since for each finite non-
associative pseudosemilattice E, the variety SPS is contained in the variety
var(E) generated by E, var(E) and therefore E itself cannot have a finite
identity basis (a result that has been obtained already by the second author
by different arguments [13]). In contrast, each associative pseudosemilat-
tice, being an idempotent semigroup, is finitely based. Altogether we have
proved the next result.
Corollary 5.4. For a finite pseudosemilattice E the following assertions
are equivalent:
(1) E is not finitely based,
(2) E is inherently non-finitely based,
(3) E does not satisfy the associative law.
Moreover, SPS is not contained in any finitely based locally finite vari-
ety of binary algebras (not just of pseudosemilattices). Indeed suppose
that SPS were contained in a finitely based locally finite variety of bi-
nary algebras V = [s1 ≈ t1, . . . , sn ≈ tn]. Then the variety defined by
s1 ≈ t1, . . . , sn ≈ tn together with the identities ((PS1)–(PS3), (PS2’),
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(PS3’)) would define a finitely based locally finite variety of pseudosemi-
lattices containing SPS, a contradiction. As a consequence, for example,
each variety of the form SPS ∨ V is not finitely based for any locally fi-
nite variety V of binary algebras. Another application is as follows. It is
one of the basic ingredients [4] of the theory of e-varieties of locally inverse
semigroups that the sandwich operation ∧ on the set of idempotents E(S)
of a (locally inverse) semigroup S admits a canonical extension to a binary
operation on S by letting, for x, y ∈ S, x ∧ y be the unique element of
xV (yx)y [17, Lemma 2.1] where V (yx) denotes the set of all inverses of yx
in S — the resulting binary algebra is, of course, no longer idempotent. If
S is a finite non-E-solid locally inverse semigroup then its pseudosemilat-
tice (E(S),∧) is inherently non-finitely based and hence so is (S,∧) itself
(containing (E(S),∧) as a substructure).
Corollary 5.5. For each finite non-E-solid locally inverse semigroup S the
binary algebra (S,∧) is (inherently) non-finitely based.
6. Supplements and Applications
Fix a positive integer n and let x1, . . . , x2n be pairwise distinct variables;
let β′n =
x2n
x1
x2
x3
x2n−2
x2n−1
x2n
x1
. . .
•
•
•
•
•
•
•
•
and δn =
x1
x2
x3
x4
x2n−1
x2n
x1
x2
. . .
•
•
•
•
•
•
•
•
and let α′n be the graph obtained by removing from β
′
n the unique non-
distinguished degree 1 vertex. Note that αn is obtained from δn by removing
the unique non-distinguished degree 1 vertex.
Lemma 6.1. For each n ≥ 2, the pairs (αn, βn) and (αn, δn) are equivalent.
Proof. Observe that (α′n, β
′
n) can be obtained from (αn, βn) by changing
in αn and βn the distinguished vertices. It follows from Lemma 4.2 that
(α′n, β
′
n) and (αn, βn) are equivalent. However, δn can be obtained from β
′
n
by the automorphism defined by a simple relabeling of the vertices, namely
by the transformation x1 7→ x1, xi 7→ x2n+2−i for all i ∈ {2, 3, . . . , 2n} (and
x 7→ x for all other x) and the same automorphism sends α′n to αn. It
follows that (α′n, β
′
n) and (αn, δn) are also equivalent. 
Inspection of the graph αn shows that αn is maximal in its ρSPS-class
with respect to ≤. Moreover, βn and δn are the only elements in the ρSPS-
class of αn which are covered by αn. For any pair (αn, γ) ∈ ρSPS with
αn 6= γ we have αn > αn ∧ γ whence either (αn, βn) or (αn, δn) must be a
consequence of (αn, γ). Since (αn, δn) and (αn, βn) are equivalent, the pair
(αn, βn) must be a consequence of (αn, γ), anyway. Altogether we arrive at
the next Corollary.
Corollary 6.2. For each n ≥ 2, the pair (αn, βn) is a consequence of every
pair (αn, γ) for which αn 6= γ and (αn, γ) ∈ ρSPS.
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We may reformulate Corollary 6.2 in terms of identities.
Corollary 6.3. For each n ≥ 2, the identity un ≈ vn is a consequence of
every non-trivial identity un ≈ v.
Proof. We way assume that SPS |= un ≈ v for otherwise the latter identity
defines, within the variety of all pseudosemilattices, a variety of normal
bands which satisfies un ≈ vn. The claim then is an immediate consequence
of Corollary 6.2. 
Lemma 6.4. If the identity un ≈ vn is a consequence of some set I of
identities then un ≈ vn is a consequence of a single identity of I.
Proof. Suppose that un ≈ vn is a consequence of I; then in any derivation
process there occurs an identity u ≈ v ∈ I which implies a non-trivial
identity un ≈ w. By Corollary 6.3 un ≈ vn is a consequence of un ≈ w and
hence also of u ≈ v. 
We are able to formulate the first major result in this section.
Theorem 6.5. (1) If the union I ∪ J of two sets of identities is a basis
of SPS then I or J is already a basis of SPS.
(2) Every co-finite subset of a basis of SPS is also a basis of SPS.
(3) The variety SPS has no irredundant basis.
Proof. (1) Let I and J be two sets of identities such that neither is a basis
of SPS; then there are k, n such that uk ≈ vk is not a consequence of I
and un ≈ vn is not a consequence of J . Then by Lemmas 4.5 and 6.4,
ul ≈ vl is not a consequence of I ∪ J for l = max(k, n). (2) and (3) are
immediate consequences of (1) since SPS does not have a finite basis by
Theorem 5.3. 
An element a of a lattice L is ∧-irreducible if for any b, c ∈ L, the equality
a = b ∧ c implies a = b or a = c; a is ∧-prime if a ≥ b ∧ c implies a ≥ b or
a ≥ c. It is well known that every ∧-prime element is also ∧-irreducible.
Proposition 6.6. The variety SPS is ∩-prime and ∩-irreducible in the
lattice L(PS). Further, SPS has no covers in L(PS).
Proof. As already mentioned, the lattice L(PS) is the disjoint union of the
intervals [T,NB] and [SPS,PS] with NB ( SPS, where T is the variety
of all trivial binary algebras. Thus, for U, V ∈ L(PS),
U ∩V ( SPS implies U ⊆ NB or V ⊆ NB.
Assume next that SPS = U∩V and let I and J be identity bases of U and
V, respectively. Then I ∪ J is an identity basis for SPS, and so I or J is
also a basis for SPS by the previous result. Thus U = SPS or V = SPS,
and we have shown that SPS is ∩-prime and ∩-irreducible in L(PS).
Let nowU be a cover of SPS. Then there exists an identity un ≈ vn which
does not hold in U. Let V be the variety of pseudosemilattices defined by
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un ≈ vn. Then U 6⊆ V and SPS = U ∩V, which contradicts the fact that
SPS is ∩-irreducible since U 6= SPS 6= V. 
Finally, let us briefly mention some applications to the lattice of e-varieties
of locally inverse semigroups. Let ESR be the e-variety of all locally inverse
semigroups S whose idempotent generated subsemigroup 〈E(S)〉 is strict
regular. Then SPSϕ−1 = [CSR, ESR] for the complete homomorphism ϕ
of (1.1). As a consequence of Proposition 6.6 we get:
Corollary 6.7. The e-variety ESR is ∩-prime and has no covers in the
lattice Le(LI) of all e-varieties of locally inverse semigroups.
A concept of identities — bi-identities — has been introduced for e-
varieties of locally inverse semigroups by the first author [4, 5], subject to
which the notion of an identity basis makes sense (the reader is referred to
the cited papers for more details). We note that the following result is not
covered by Theorem 4.2 in [6] which presents a sufficient condition for an
e-variety of locally inverse semigroups to be not finitely based.
Corollary 6.8. The e-variety ESR has no finite basis for its bi-identities.
Proof. The set of bi-identities
{un(x1x
′
1, . . . , x2nx
′
2n) ≈ vn(x1x
′
1, . . . , x2nx
′
2n) | n ≥ 2}
is an infinite basis for the bi-identities of ESR by Theorem 4.9. Theorem
5.3 shows that no finite subset is a basis. The claim then follows from the
Compactness Theorem of Equational Logic which also holds in the context
of bi-identities. 
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