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Abstract: We study the properties of a bosonization procedure based on Clifford algebra
valued degrees of freedom, valid for spaces of any dimension. We present an interpretation of
this model in terms of lattice Z2 gauge theory with a modified Gauss’ law, resembling Chern-
Simons-like theories. Our bosonized model is subject to constraints, which are interpreted
as a flatness condition for the gauge field. Solution of the constraints is presented for
toroidal geometries of dimension two.
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1 Introduction
Many fermionic systems admit bosonizations, i.e. alternative descriptions formulated using
bosonic operators. Such correspondences are especially abundant for theories formulated
in spacetime dimension two [1–3]. Their importance stems from the fact that they allow
to construct analytic solutions of certain models [4, 5], to gain nonperturbative insights
into dynamics of strongly coupled systems [6] and, more recently, to understand certain
phases of topologically nontrivial fermionic matter [7]. Furthermore, there exist systems
for which bosonization helps to overcome problems in numerical studies, such as the sign
problem in Monte Carlo simulations or difficulties in implementation of operators acting on
Hilbert spaces which do not factorize into tensor products of on-site Hilbert spaces. This
last problem may also have some significance for the field of quantum information [8, 9].
The most well-known bosonization methods apply only to 1 + 1-dimensional systems.
Some proposals valid in higher dimensions have been put forward [7, 10–19]. See also
reviews in [20–23]. Each of these constructions involves some difficulties not present for
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two-dimensional systems, such as non-locality or presence of complicated constraints, of-
ten interpreted as the Gauss’ law of some gauge theory. One could argue that this is
an inherent feature of models involving fermionic degrees of freedom. Further study of
these phenomena might help to eventually construct bosonization maps more suitable for
practical calculations, which is the main motivation of this work.
The main part of this paper is concerned with the study of the bosonization method
proposed in [12]. In this approach fermion fields are replaced by on-site Euclidean Γ matri-
ces. For this reason we call it the Γ model. This model is bosonic in the sense that the Γ
matrices, which serve as its elementary fields, commute when placed on distinct lattice sites.
Moreover its Hilbert space is the tensor product of Hilbert spaces associated to individual
lattice sites. The price to pay for this convenience is the necessity to introduce certain
constraints on physical states. Correspondence between the Γ model with constraints and
fermions, at least for the free fermion hamiltonian, has been conjectured based on a compar-
ison between relations satisfied by operators present in hamiltonians of these two models.
Precise statement of this correspondence has been formulated and proven for the first time
in [24]. It turned out that the proposed bosonization map is valid for any hamiltonian, hence
purely kinematical. Here we extend it by considering more general geometries. We provide
a new proof of validity of this construction, inspired by techniques from [10]. Furthermore
we provide a new interpretation of constraints present in the Γ model as the pure gauge
condition for a certain Z2 gauge field. We show that fermions coupled to general Z2 gauge
fields can be modeled by modifying the form of constraints, without altering the form of
the bosonized hamiltonian. The full Hilbert space of the Γ model decomposes into a direct
sum of subspaces corresponding to all possible gauge fields. This decomposition has the
interesting property that only states with specific fermionic parity, depending on the gauge
field, are present. We illustrate the main features of our model by presenting examples
in the cases of a specific geometry (two-dimensional tori, for which we also solve the con-
straints) and for a simple class of solvable fermionic hamiltonians. This work parallels [25],
which motivated our studies, allowed to formulate initial hypotheses and test them using
symbolic algebra software.
It is natural to ask whether it is possible to make the gauge field present in the Γ
model dynamical. In other words, does the Γ model with no constraints imposed provide
a bosonization of a some theory of fermions coupled to a Z2 gauge field? We show that
such mapping does indeed exist. It is local for even fermionic operators and for gauge field
operators of magnetic type1, but operators involving the electric field are represented in
a complicated way, which depends on a choice of a loop wrapping around the whole lattice.
Similarly, the elementary field of the Γ model is non-local on the gauge theory side.
Gauge theory corresponding to the unconstrained Γ model involves a mechanism present
in the Dijkgraaf-Witten theory [26–28] and more general gauge theories with Chern-Simons-
like topological terms: Hilbert space representation of time-independent gauge transforma-
1We call an operator magnetic if it is a function of the gauge field on a single time slice and electric if
it acts by flipping the gauge field. General observables in gauge theory involve operators of both types.
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tions, written here for simplicity in the U(1) continuum theory language2,
|Ai〉 7→ |Ai + ∂iθ〉 (1.1)
are modified by introducing gauge field dependent phase factors:
|Ai〉 7→ eiI(θ,A)|Ai + ∂iθ〉. (1.2)
This has the consequence that the Gauss’ law is altered, which leads to a deformation of
the algebra of gauge-invariant operators. In particular the constraint on the total charge,
obtained by integrating the Gauss’ law over the whole space, is modified. This is the cel-
ebrated flux attachment mechanism [29]: electric excitations in models of this type are
decorated by magnetic fields. Braiding of two such excitations involves Aharonov-Bohm
phases, leading to a transmutation of statistics. In our case, the total number of fermions
modulo two becomes related to the value of a certain magnetic observable. An unpleasant
feature of the gauge theory corresponding to the Γ model is that the functional I(θ,A)
in (1.2) depends non-locally on the gauge field A. We demonstrate that under certain as-
sumptions about the lattice this non-locality may be removed by a canonical transformation
which preserves the form of all fermionic and magnetic observables (so bosonization is still
local for those operators for which it initially was).
Despite the use of similar methods, bosonization map discussed here is (at least su-
perficially) distinct from the one presented in [10, 11, 30]. The first point is that any
correspondence between the two approaches would have to involve transition to the dual
spatial lattice. Indeed, in our model local degrees of freedom act on Hilbert spaces as-
sociated to lattice sites, just as in the initial fermionic theory, while constraint operators
are located on plaquettes. In the latter case, for spacetimes of dimension d + 1, degrees
of freedom associated to (d− 1)-cells have been proposed, with fermionic operators placed
on d-simplices and constraints on (d − 2)-simplices. This setup has the advantage that it
is naturally interpreted in terms of (d − 1)-form gauge theory (involving the flux attach-
ment mechanism). On the other hand our formulation is more uniform, in the sense that
it applies in unchanged form in any dimension. The amount of redundancy in the two
approaches (e.g. defined as the ratio of the dimension of the full Hilbert space and the sub-
space defined by constraints) is of the same order (and rather large) in both cases. Secondly,
in our construction it is crucial that each lattice vertex is incident to an even number of
edges. We remark here that it is possible to define the Γ model even if this condition is not
satisfied, but in this case it is found to contain additional degrees of freedom, resembling
Majorana fermions. This is discussed in the Appendix B.
The organization of this paper is as follows. In Section 2 we recall basic geometric
concepts used in the main text. Reader not at all familiar with this language may want to
consult introductory books in algebraic topology (see e.g. [31]) first. Section 3 is concerned
mainly with the review of a known description of the algebra of even fermionic operators
in terms of a convenient set of generators and relations. The main part of the text starts
2Precise formulation suitable for our lattice models is given in the main text.
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in Section 4. In Subsections 4.1, 4.2 we define the Γ model and establish its correspon-
dence with fermions. Then we derive the gauge-theoretic interpretation of this model in
Subsection 4.3. Presented constructions are illustrated by the example of toroidal geom-
etry, discussed in the Subsection 4.4 and the discussion of quadratic hamiltonians in 4.5.
In the special case of dimension 2 + 1 we solve the constraints relevant for our bosonization
procedure and relate them to ground states of the Kitaev’s toric code [8]. Section 5 is
devoted to the study of modified gauge theories. Proof of the duality between the gauge
theory proposed in the Subsection 4.3 and the Γ model is presented in the Subsection
5.1. Afterwards a generalization of this gauge model, involving modified Gauss’ operators,
is introduced in the Subsection 5.2. We classify these theories up to equivalence given by
(in general non-local) canonical transformations. This allows to find a local formulation of
the gauge theory corresponding to the Γ model in the Subsection 5.3. We summarize in
the Section 6. The paper is closed with two Appendices. Appendix A is concerned with
Heisenberg groups and their automorphisms for Z2-valued degrees of freedom, while Ap-
pendix B briefly discusses the extension of the Γ model to the case in which some vertices
are incident to an odd number of edges.
2 Geometric setup
For any finite set S we let |S| be the number of elements of S.
All physical systems will be considered on a connected graph G = (V,E), which may
(but does not have to) be the set of vertices and edges of a triangulation or more general
cell decomposition of some manifold. We will assume that the graph G is such that every
edge connects two distinct vertices. Multiple edges which connect the same vertices are
allowed. We let Eor be the set of oriented edges. Thus every edge e ∈ E corresponds to
two distinct elements of Eor. We have functions s, t : Eor → V , called source and target
maps, which assign to e ∈ Eor its initial and final vertex, respectively. Furthermore, for
every e ∈ Eor we let e be the same edge with its orientation reversed, so that s(e) = t(e)
and t(e) = s(e). If v = s(e) or v = t(e), we say that e contains v and write v ∈ e. The
star St(v) of a vertex v ∈ V is defined as the set of all e ∈ E which contain v. Number
deg(v) := |St(v)| is called the degree of v.
In order to keep track of various signs we shall use the language of chains, which are
formal sums of geometric objects with coefficients in the field Z2 (integers modulo 2). More
precisely, C0 and C1 are defined as the Z2-vector spaces with bases V and E, respectively.
Linear map ∂ : C1 → C0, called the boundary operator, is defined first on basis elements
by ∂e =
∑
v∈e
v. Its kernel (called the set of cycles) and image (called the set of boundaries)
are denoted by Z1 and B0, respectively. There are perfect bilinear pairings Cp ×Cp → Z2,
given by (v, v′) = δv,v′ and (e, e′) = δe,e′ . This allows to identify chain groups Cp with
cochain groups Cp := Hom(Cp,Z2). Coboundary operator C0 → C1 is defined as the
adjoint of ∂, i.e. by (δ, τ) = (, ∂τ) for  ∈ C0 and τ ∈ C1. Equivalently, δv =
∑
v∈e
e. Kernel
and image of δ are denoted by Z0 and B1 and called the set of cocycles and the set of
coboundaries, respectively. By construction, cocycles are orthogonal to boundaries, while
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coboundaries are orthogonal to cycles. In particular there is an induced non-degenerate
pairing Z∗1 ×Z1 → Z2, where Z∗1 := C1/B1. Thus Z∗1 may be identified with the dual space
of Z1. The image in Z∗1 of an element of A ∈ C1 will be denoted by [A].
For future reference we calculate the dimension of Z1 (and hence also of Z∗1 ) over Z2.
In general the dimension of the domain of a linear operator is the sum of dimensions of
the kernel and the range. Applying this to ∂ we obtain dim(Z1) = dim(C1) − dim(B0).
Connectedness of G means that dim(B0) = dim(C0)− 1. Therefore
dim(Z1) = dim(C1)− dim(C0) + 1 = |E| − |V |+ 1. (2.1)
This means that each of sets Z1 and Z∗1 has 2|E|−|V |+1 elements.
Tuple of oriented edges ` = (e1, ..., en) will be called a path if t(ei) = s(ei+1) for i < n.
We will say that ` is a circuit if t(en) = s(e1). For every path ` we let [`] =
n∑
i=1
ei ∈ C1,
where we forget the orientations of ei. Chain [`] is a cycle if and only if ` is a circuit.
Circuit ` is said to be Eulerian if every edge e ∈ E occurs exactly once among e1, ..., en.
For every such circuit we have [`] =
∑
e∈E
e. It is a classical result [32, sec. 4.2.1] in graph
theory that Eulerian circuit exists if and only if every vertex has even degree. Clearly the
latter condition is equivalent to closedness of the chain ζ :=
∑
e∈E
e ∈ C1, i.e. to ∂ζ = 0.
In some parts of this work (not essential for the main construction) we will have to
assume that besides vertices and edges, the considered lattice is also equipped with a set of
faces F , which are polygons whose sides are identified with edges. This allows to define the
space of 2-chains C2 with an obvious boundary map ∂ : C2 → C1. Its kernel and image are
denoted by Z2 and B2, respectively. Homology group H1 is defined as the quotient Z1/B1.
There is also a scalar product C2×C2 → Z2 given by (f, f ′) = δf,f ′ for f, f ′ ∈ F . Dualizing,
there is also a coboundary map δ : C1 → C2 with kernel and image Z1, B2. Cohomology
group H1 = Z1/B1 is the dual space of H1.
3 Fermions - generators and relations
Here we consider a specific class of fermionic models, defined below. We emphasize those
properties that are used to prove validity of our bosonization prescription. In particular
we describe the algebra of even fermionic operators in terms of generators and relations.
This result is similar to one in [10], with the statement and the proof adjusted to the fact
that we work with finite, not necessarily simply-connected lattices. Our considerations are
independent of dynamics, so we do not focus on any particular hamiltonian. In most of this
section we repeat well-known facts, to some extent to fix notation.
First, let us denote by A the complex ∗-algebra generated by elements φ∗(v) and φ(v)
(called creation and annihilation operators located at the vertex v) with v ∈ V , subject to
the canonical anticommutation relations
{φ(v), φ(v′)} = {φ∗(v), φ∗(v′)} = 0, {φ(v), φ∗(v′)} = δv,v′ . (3.1)
By construction, every element of A may be written down as a linear combination of
products of creation and annihilation operators. It is often useful to use a different set of
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generators of A, e.g. the so-called Majorana operators:
X(v) = φ(v) + φ∗(v), Y (v) = i(φ(v)− φ∗(v)). (3.2)
Defining relations (3.1) are equivalent to
{X(v), Y (v′)} = 0, {X(v), X(v′)} = {Y (v), Y (v′)} = 2δv,v′ . (3.3)
This shows that A is a Clifford algebra on 2|V | generators, and hence it is isomorphic to
End(F), the algebra of linear operators on the unique (up to isomorphism) irreducible rep-
resentation F of A. Dimension of F is equal to 2|V |. Every finite-dimensional representation
of A is a direct sum of finitely many copies of the irreducible representation.
Representation F is, of course, the Fock space. It is a Hilbert space with a distinguished
element |0〉 (called the vacuum state), determined uniquely up to phase by the conditions
φ(v)|0〉 = 0 and 〈0|0〉 = 1. Other states, labeled by Z2-valued 0-chains , are defined by
acting with creation operators on the vacuum:
|〉 =
∏
v∈V
φ∗(v)(,v)|0〉. (3.4)
This element depends on the ordering of vertices in the product, but different orderings give
rise to states differing only by a factor ±1. To well-define vectors |〉, fix any total order on
V once and for all. The set of all vectors |〉 is an orthonormal basis of F .
Let us define the grading element of A:
γ =
∏
v∈V
(1− 2φ∗(v)φ(v)). (3.5)
It satisfies γ = γ∗ = γ−1. For each α ∈ Z2 we define
Fα = {ψ ∈ F| γψ = (−1)αψ}, (3.6a)
Aα = {T ∈ A| γT = (−1)αTγ}. (3.6b)
A0 is a subalgebra of A. Its action on F has two nontrivial invariant subspaces: F0 and
F1, which are both of dimension 2|V |−1. It follows from the Artin-Weddeburn theory [33]
that the algebra A0 is semisimple, with two simple factors Aαα = EndC(Fα), α ∈ Z2. This
means that every finite-dimensional representation V of A0 is isomorphic to
⊕
α∈Z2
F⊕[V :Fα]α ,
where multiplicity [V : Fα] is given by the formula
[V : Fα] = 1
dimC(Fα)trV
(
1 + (−1)αγ
2
)
. (3.7)
The even subalgebra A0 is of our main interest here. It is easy to see that it is generated
by elements {γ(v)}v∈V and {s(e)}e∈Eor , defined by
γ(v) = 1− 2φ∗(v)φ(v), s(e) = X(s(e))X(t(e)). (3.8)
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We refer to γ(v) and s(e) as fermionic parity operators and hopping operators, respectively.
We will now give a complete set of relations satisfied by our chosen generators3. Firstly,
γ(v) = γ(v)∗ = γ(v)−1, γ(v)γ(v′) = γ(v′)γ(v), (3.9a)
−s(e) = s(e) = s(e)∗ = s(e)−1, s(e)s(e′) = (−1)(∂e,∂e′)s(e′)s(e), (3.9b)
γ(v)s(e) = (−1)(∂e,v)s(e)γ(v). (3.9c)
The final relation in A0 may be formulated as follows: if ` = (e1, ..., en) is a circuit, then
s(e1) · ... · s(en) = 1. (3.10)
Not all of these relations are independent. Indeed, suppose that some algebra B contains
elements γ(v) and s(e) satisfying (3.9) and such that (3.10) holds for some circuits {`i}si=1
such that [`i] generate Z1. Then for any circuit ` = (e1, ..., en) there exist coefficients ci such
that [`] =
s∑
i=1
ci[`i]. Using relations (3.9) and (3.10) for `i we obtain s(e1) · ... · s(en) = ±1.
The same calculation can be repeated in A0, so the sign on right hand side has to be
+1, because (3.10) holds for all circuits in this case. Hence (3.10) is satisfied in B for
all circuits `.
In the rest of this section we will show that there are no other relations, i.e. that (3.9)
and (3.10) generate all relations in A0. It will be convenient to consider operators
γ() =
∏
v∈V
γ(v)(,v), for  ∈ C0, (3.11a)
s(τ) =
∏
e∈E
s(e)(e,τ), for τ ∈ C1. (3.11b)
The sign of s(τ) depends on a choice of orientation for each e ∈ E and an ordering of E,
which we fix for the purpose of the proof. These operators satisfy γ()|′〉 = (−1)(,′)|′〉
and s(τ)|〉 = (−1)χ(τ,)|+ ∂τ〉 for some function χ : C1 ×C0 → Z2, which depends on the
arbitrary choices made.
Using relations (3.9) only, any monomial in the generators s(e) and γ(v) may be rewrit-
ten (perhaps up to a sign) as a product γ()s(τ) for some  ∈ C0 and τ ∈ C1.
Now let r be a section of ∂ : C1 → B0, i.e. a linear map B0 → C1 such that ∂r = 1B0 .
Notice that such r is guaranteed to exist, because ∂ is a linear map between vector spaces
with image B0. However, it is by no means unique.
For any τ ∈ C1 let z(τ) = τ − r∂τ ∈ C1. Then we have τ = r∂τ + z(τ) and ∂z(τ) = 0,
so s(τ) coincides with s(r∂τ), possibly up to a sign. This means that, up to a sign, monomial
γ()s(τ) depends on τ only through ∂τ .
Using relations described so far, any relation in A0 may be reduced to∑
∈C0
∑
′∈B0
c,′γ()s(r
′) = 0, (3.12)
3More precisely, A0 is isomorphic to a quotient of the free algebra on letters γ(v), s(e) by some two-sided
ideal I. We will describe a set of generators of I.
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where c,′ are complex coefficients.
Acting with the operator on the left hand side on the vector |′′〉 we obtain∑
∈C0
∑
′∈B0
c,′(−1)(,′+′′)(−1)χ(r′,′′)|′′ + ′〉 = 0. (3.13)
Since the set {|′′+ ′〉}′∈B0 is linearly independent in F , each term of the summation
over ′ vanishes separately. Therefore we have∑
∈C0
c,′(−1)(,′+′′) = 0. (3.14)
Now let 1 = ′ + ′′, take any 2 ∈ C0 and multiply this equation by (−1)(1,2).
Summing over all 1 and using the identity
∑
1∈C0
(−1)(1,+2) = 2|V |δ,2 we get
c2,′ = 0. (3.15)
Since 2 and ′ were arbitrary, all coefficients c vanish. We have shown that any relation in
A0 follows already from (3.9) and (3.10), which completes the proof.
4 Γ model
We will now construct a bosonic model equivalent to the fermionic one discussed in the
previous section. Relations (3.9) will be satisfied as operator equations, but (3.10) will
be imposed as a constraint on physical states. Due to the presence of Γ matrices in its
formulation, we will refer to it as the Γ model [12]. Generators of the algebra A0 will be
constructed as simple, local expressions in fields of the Γ model. Afterwards we propose
a correspondence between the Γ model and a certain Z2 gauge theory. The section is closed
with a discussion of the Γ model and its constraints in case of toroidal geometries.
4.1 Definition of the model
In this section we will assume that the graph G is such that every vertex has even degree.
To a vertex v we associate the Clifford algebra with generators {Γ∗(v)} ∪ {Γ(v, e)}e∈St(v).
Each generator squares to identity and anticommutes with every other generator. Clifford
algebras associated to distinct vertices may be non-isomorphic, because we do not assume
that all v ∈ V have the same degree. Secondly, we construct an irreducible representa-
tion of the algebra associated to each vertex. There is some arbitrariness here, because
there exist two non-isomorphic simple modules, corresponding to two possible values of
Γ∗(v)
∏
e∈St(v)
Γ(v, e). For now we make some choice for every vertex. We will discuss its
significance in subsection 4.2. Hilbert space H of the Γ model is defined as the tensor prod-
uct of Hilbert spaces associated to individual vertices. Thus operators on distinct vertices
commute. In this sense Γ model is bosonic.
Hopping operators of the Γ model are defined as
S(e) = −iΓ(s(e), e)Γ(t(e), e). (4.1)
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Simple calculation shows that the map
γ(v) 7→ Γ∗(v), s(e) 7→ S(e) (4.2)
is compatible with (3.9). However (3.10) does not hold as an operator relation. Nevertheless,
if ` = (e1, ..., en) is a circuit, then S(`) := S(e1) · ... · S(en) is unitary, squares to identity
and commutes with all Γ∗(v) and S(e). Therefore the subspace H0 ⊆ H of all vectors ψ
satisfying the constraint
S(`)ψ = ψ for every circuit ` (4.3)
is a representation of the algebra A0.
We claim that H0 is isomorphic (as a representation of A0) to a half of the Fock space,
i.e. H0 ∼= Fα for some α. Remainder of this subsection is devoted to the proof of this fact.
Let ` =
(
e1, ..., e|E|
)
be an Eulerian circuit. Then S(`) = (−1)α ∏
v∈V
Γ∗(v) for some α.
Therefore acting with S(`) on ψ0 ∈ H0 we obtain(∏
v∈V
Γ∗(v)
)
ψ0 = (−1)αψ0. (4.4)
This means that H0 is a direct sum of some number of copies of Fα. To show that the
multiplicity is equal to one it is sufficient to demonstrate that dim(H0) = 2|V |−1. For this
purpose let us first note that
dim(H) =
∏
v∈V
2
deg(v)
2 = 2|E|. (4.5)
Secondly, for every [A] ∈ Z∗1 let H[A] be the set of vectors ψ such that
S(`)ψ = (−1)([A],[`])ψ for every circuit `. (4.6)
We have a decomposition H = ⊕
[A]∈Z∗1
H[A]. By the formula (2.1) there are 2|E|−|V |+1
summands, so the problem is reduced to checking that each H[A] has the same dimension.
This is achieved by considering the unitary operators
O(τ) =
∏
e∈E
Γ(s(e), e)(τ,e) for τ ∈ C1, (4.7)
in which we choose orientation of each e ∈ E. Simple calculation shows that they satisfy
O(τ)S(`) = (−1)([τ ],[`])S(`)O(τ) if ` is a circuit. (4.8)
This implies that O(τ)H[A] ⊆ H[A+τ ], from which the result follows.
4.2 Choice of a representation
Recall that in the construction of our model it was necessary to choose a representation of
the Clifford algebra at every vertex v. This is equivalent to specifying a relation between the
– 9 –
action of Γ∗(v) and
∏
e∈St(v)
Γ(v, e). The two operators are proportional in every irreducible
representation, but there are two possible values of the proportionality factor. One can
resolve the ambiguity as follows. Let us choose some ordering of the set St(v). Then we
may denote its elements as e1, ..., e2n with n =
deg(v)
2 . Having done that we put
Γ∗(v) := inΓ(v, e1) · ... · Γ(v, e2n). (4.9)
This is a consistent definition - element Γ∗(v) anticommutes with all Γ(v, e) and squares
to 1. It is invariant with respect to even permutations of the indexing set {1, ..., n}, but it
changes sign under any odd permutation.
We see that our model is completely specified once we choose an ordering (modulo even
permutations) of the set St(v) for each vertex v. We are not aware of a natural way to
make this choice, save for the case of some very symmetric geometries. Thus it is crucial to
understand its consequences. Any other construction of Γ∗ is related to the chosen one by
Γ′∗(v) = (−1)(η,v)Γ∗(v) (4.10)
with some η ∈ C0. Thus the space of distinct choices is affine over C0. It does not seem to
have a distinguished origin.
Now let us consider the unitary operators
T (θ) =
[∏
v∈V
Γ∗(v)(∂θ,v)
]
·
[∏
e∈E
S(e)(θ,e)
]
for θ ∈ C1, (4.11)
whose signs depend on a choice of orientations of edges and an ordering of E. They commute
with all S(e) and satisfy
T (θ)Γ∗(v)T (θ)−1 = (−1)(∂θ,v)Γ∗(v). (4.12)
This establishes that constructions of our model related by (4.10) are unitarily equivalent
if η = ∂θ. Thus they describe the same physics for any choice of hamiltonian built of
fermionic parity and hopping operators. Identifying equivalent models we see that the set
of distinct versions of the Γ model is affine over the homology group C0/B0 ∼= Z2, or in
simpler words - it has two elements. They correspond to two possible values of α in (4.4).
Indeed, redefinition (4.10) with η representing a nonzero homology class (i.e. a sum of an
odd number of vertices) changes the sign of the operator
∏
v∈V
Γ∗(v) while keeping the form
of constraints (4.3) invariant.
The discussion above may be phrased in the language of higher symmetries [34] as
follows: construction of our model has a sort of gauge freedom, with gauge transformations
parametrized by 1-chains. If the graph G is the one-skeleton of a closed d-dimensional man-
ifold4 X, there is a Poincaré-duality between 1-chains and (d− 1)-cochains. In this sense Γ
model has a (d−1)-form Z2 gauge invariance. We may identify
∏
v∈V
Γ∗(v) as the unique non-
trivial gauge-invariant d-holonomy operator. Choice of a particular representation involves
fixing the gauge as well as the value of this operator.
4X does not have to be orientable, because we need only Poincaré duality over Z2.
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We will now describe how to construct data needed to completely determine the Γ model
corresponding to a prescribed value of α. It suffices to do this for α = 1, the other case being
obtained by a transformation (4.10) with any η 6∈ B0. Let ` =
(
e1, ..., e|E|
)
be an Eulerian
circuit. For every v ∈ V there are exactly n := deg(v)2 indices 1 ≤ j1 < j2 < ... < jn ≤ |E|
such that s(eji) = v. We define an ordering on St(v) by
ej1−1 < ej1 < ej2−1 < ej2 < ... < ejn−1 < ejn , (4.13)
where e0 := e|E|. It is easy to check that then S(`) = −Γ∗(v), so α = 1. In particular
distinct choices of the Eulerian circuit ` give rise to orderings which are equivalent in the
sense described in the previous paragraph.
4.3 Modified constraints and Z2 gauge fields
Consider coupling fermions to an external lattice Z2 gauge field. The gauge field is a cochain
A ∈ C1 subject to gauge transformations A 7→ A + δθ with θ ∈ C0. Thus gauge orbits
are parametrized by equivalence classes [A] ∈ C1/B1 = Z∗1 . The minimal coupling rule
asserts that each occurence of s(e) in the fermionic hamiltonian should be replaced by
sA(e) := s(e) · (−1)(A,e). These operators satisfy the same relations as the original s(e)
except of (3.10), which is replaced by
sA(e1) · ... · sA(en) = (−1)([A],[`]) for every circuit ` = (e1, ..., en). (4.14)
Now consider the bosonization map
γ(v) 7→ Γ∗(v), sA(e) 7→ S(e). (4.15)
In order for this prescription to be compatible with the relation (4.14) it is necessary to
restrict attention to the subspace H[A] ⊆ H of vectors ψ satisfying the constraint (4.6).
Notice that the form of this condition is gauge-independent, because (A, [`]) depends only on
the gauge orbit [A] of A for every circuit `. On the other hand the form of the bosonization
map (4.15) does depend on the choice of gauge.
We conclude that in order to couple fermions to a Z2 gauge field it is sufficient to
change the form of constraint to (4.6) without changing the form of hamiltonian expressed
in terms of γ(v) and S(e) operators. It remains to describe the structure of the A0-module
H[A]. We pick an Eulerian circuit ` and an element ψ ∈ H[A]. Then
(−1)α
(∏
v∈V
Γ∗(v)
)
ψ = S(`)ψ = (−1)([A],ζ)ψ. (4.16)
We conclude that H[A] is isomorphic to a direct sum of some number of copies of Fα+([A],ζ).
Since dim(H[A]) = dim(H0), the multiplicity is equal to one.
We have shown that the full Hilbert space of the Γ model decomposes as a direct sum of
subspaces describing fermions coupled to all possible external Z2 gauge fields. Interestingly,
the allowed value of fermionic parity depends on the "magnetic" observable ([A], ζ).
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One could ask whether it is possible to promote the gauge field to a dynamical degree
of freedom. In order to write down a kinetic term for the A field it would be necessary to
invoke "electric" operators which connect subspaces corresponding to different values of the
gauge field. Before answering to what extent such operators exist in our model, we briefly
review the construction of the conventional Z2 gauge theory [35, 36] coupled to fermions.
The Hilbert space is defined initially as the tensor product of the fermionic Hilbert
space and the Hilbert space for gauge fields. The latter has an orthonormal basis {|A〉}
with A running over all elements of C1. Magnetic operators U(τ) are parametrized by
chains τ ∈ C1. They act on basis states according to the formula U(τ)|A〉 = (−1)(A,τ)|A〉.
Electric operators W (ω) are parametrized by ω ∈ C1 and defined by W (ω)|A〉 = |A + ω〉.
Thus one has braiding relations U(τ)W (ω) = (−1)(ω,τ)W (ω)U(τ).
In the next step one introduces Gauss’ operators G(θ) = γ(θ)W (δθ) for θ ∈ C0. They
implement Z2 gauge transformations. Only gauge-invariant states (G(θ)ψ = ψ) are re-
garded as physical. This defines the true Hilbert space of the theory. Taking θ =
∑
v∈V
v one
finds that all physical states are eigenvectors of γ to eigenvalue one, so there are no states
with odd number of fermions.
The algebra of gauge-invariant operators (G(θ)OG(θ)−1 = O) is generated by dressed
hopping operators sg(e) = s(e) · U(e) and electric operators W (e). There are magnetic
observables U(τ) for ∂τ = 0, but these may be expressed in terms of hopping operators.
Indeed, for ` being a circuit
U([`]) = sg(`). (4.17)
Similarly the charge operators may be expressed5 in terms of electric operators:
γ(v) = W (δv). (4.18)
The only independent relations between our chosen generators are (3.9b) with s replaced
by sg, the following properties of W :
W (ω) = W (ω)∗ = W (ω)−1, W (ω1 + ω2) = W (ω1)W (ω2), (4.19)
and braiding relations between hopping and electric operators
sg(e)W (ω) = (−1)(ω,e)W (ω)sg(e). (4.20)
Now we return to the Γ model considered without any constraints on physical states.
We ask if the algebra of gauge-invariant operators of Z2 gauge theory may be represented
on its Hilbert space. We would like to map sg(e) to S(e) and γ(v) to Γ∗(v). This is
consistent with local relations in gauge theory, but it is inconsistent with the global relation∏
v∈V
γ(v) = 1, since we have instead
∏
v∈V
Γ∗(v) = (−1)αS(`) for an Eulerian circuit `.
On the gauge theory side the problematic relation is a consequence of the Gauss’ law, so
we would like to interpret the Γ model as a gauge theory with deformed Gauss’ law. Such
5We regard gauge-invariant operators as acting on the physical Hilbert space only, so identities which
follow from the Gauss’ law are written as operator relations.
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deformation has the consequence that it is not possible to represent operators W (e) in
a way compatible with W (e)W (e′) = W (e′)W (e) and braiding relations (4.20), because
these operators would have to anticommute with the c-number Γ∗(v)S(`) = (−1)α, which
is absurd6. This argument does not concern operators W (ω) with ω orthogonal to ζ, i.e.
those ω which are sums of even numbers of edges. To construct a convenient basis of
Ceven1 , the orthogonal complement of ζ, let ` = (e1, ..., e|E|) be an Eulerian circuit. Put
i = ei−1 + ei ∈ C1 for 2 ≤ i ≤ |E|. Then i form a basis of Ceven1 and have the convenient
property that each i is a sum of two edges which meet at the vertex vi := s(ei). Since
each edge e ∈ E is equal to ei for exactly one i, this construction defines a partition of each
set St(v) into a disjoint union of deg(v)2 pairs of the form ei−1, ei (where e0 := e|E|) with
1 ≤ i ≤ |E| such that v = vi. Now define
W(i) = (−1)κi · iΓ(vi, ei−1)Γ(vi, ei) for 2 ≤ i ≤ |E|, (4.21)
where κi ∈ Z2 is not yet specified. Operators W(i) are our candidates for representatives
of W (i). We have W(i)W(j) = W(j)W(i) and W(i)2 = 1, so we may well-define
W(ω) for any ω ∈ Ceven1 by demanding that W(ω1 + ω2) =W(ω1)W(ω2). For example
W(e1 + en) =
|E|∏
i=2
W(i), (4.22)
since e1 + en =
|E|∑
i=2
i. With this definition relations (4.19) and (4.20) are satisfied. Fur-
thermore we can choose κi in such a way that W(δv) = Γ∗(v) is satisfied for every vertex
other than v1 := s(e1) = t(en). For example if elements Γ∗(v) are constructed as in the
discussion surrounding equation (4.13), one may take all κi = 0. In any case we have
W(δv1) =W
∑
v 6=v1
δv
 = ∏
v 6=v1
Γ∗(v) = (−1)αS(`) · Γ∗(v1). (4.23)
This means that for the single vertex v1 the Gauss’ law is modified by the factor (−1)αS(`).
We are now ready to define the gauge theory corresponding to the Γ model with no
constraints imposed. Elementary fermionic operators as well as U and W operators are
constructed as in the conventional gauge theory. The only modification is in the definition
of the Gauss’ operators, which are taken to be
G(v) =
{
γ(v)W (δv) for v 6= v1,
(−1)αγ(v)U(ζ)W (δv) for v = v1.
(4.24)
This has the consequence that also the algebra of gauge invariant operators is modified.
We study properties of this gauge theory and its generalizations in Section 5. Here we
6One way to avoid this conclusion is to consider the direct sum of Hilbert spaces of two versions of the
Γ model corresponding to two values of α. Then (−1)α is promoted to an operator with eigenvalues ±1, so
it is possible to introduce operators which anticommute with it. Such construction was considered in [24],
but this is not what we would like to do here.
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summarize those results obtained there which are directly relevant for the correspondence
with the Γ model:
• An isomorphism between the algebra of gauge-invariant operators in gauge theory
and End(H) is constructed. Operators constructed of even numbers of fermions and
Wilson lines are mapped to local operators in the Γ model, but electric operators are
represented in a way which is non-local and depends on the choice of an Eulerian
circuit. Similarly, there exist non-local operators in gauge theory corresponding to
Γ(v, e) from the Γ model.
• The definition of Gauss’ operators suggests that there is an inherent non-locality and
lack of symmetry between distinct vertices in the proposed gauge theory. We demon-
strate that under certain assumptions about the underlying geometry these patholo-
gies can be healed by a canonical transformation.
• The Gauss’ law, which is imposed as a constraint in the gauge theory picture, holds
identically in the Γ model. Therefore all states and all operators in the Γ model are
gauge invariant.
• Relation between the total number of fermions mod 2 and the value of [A] satisfied
in the Γ model is a consequence of the Gauss’ law on the gauge theory side.
It is interesting to interpret the algebra of {Γ(v, e)}, the elementary fields of the Γ
model, in terms of quantum numbers defined in gauge-theoretical language. To this end we
inspect the braiding relations
Γ∗(v′)Γ(v, e) = (−1)(v,v′)Γ(v, e)Γ∗(v′), (4.25a)
S(`)Γ(v, e) = (−1)([`],e)Γ(v, e)S(`) if ` is a circuit. (4.25b)
The first relation asserts that Γ(v, e) flips the value of fermionic parity at the vertex v, i.e.
it creates or annihilates a fermion. The second one means that action of Γ(v, e) changes
the value of the holonomy along any loop which contains the edge e. There is no operator
that creates or annihilates a single fermion without disturbing the values of holonomies or
a one that acts as an electric field operator on a single edge without creating any fermions,
because that would contradict the relation
Total number of fermions (mod 2) = α+ ([A], ζ). (4.26)
The preceding discussion justifies thinking of Γ(v, e) as a composite of a fermion and a lump
of electromagnetic field, as in the so-called flux attachment mechanism.
According to the presented picture, the role of constraints (4.3) present in our bosoniza-
tion map is to get rid of the electromagnetic degrees of freedom present in the Γ model.
We close this discussion with the remark that constraints can be divided into two classes:
1. Constraints which correspond to homologically trivial loops, i.e. circuits ` such that
the cycle [`] belongs to B1. It is sufficient to impose one such constraint for every
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face of the lattice. Constraints of this type are local, and hence can be implemented
by introducing in the hamiltonian local terms which penalize their violation. They
reduce the Hilbert space from H to the direct sum of subspaces corresponding to
gauge orbits of flat gauge fields, i.e. to
⊕
[A]∈H1
H[A].
2. Constraints which correspond to loops of nonzero homology class. Once constraints of
the first type are imposed, operators corresponding to distinct representatives of the
same homology class become equivalent. It is sufficient to impose one such constraint
for every element of some basis of H1. This chooses from the set of all flat gauge fields
the trivial gauge field A = 0.
4.4 Example: toroidal geometries
In this Subsection we construct the Γ model on a torus with L1× ...×Ld lattice sites, with
each Li ≥ 3. In the case of d = 2 and even Li we present a full solution of constraints (4.3).
Lattice vertices are labeled by d-tuples of integers, with two d-tuples identified if they
differ by a tuple whose i-th entry is a multiple of Li for each i. Sets of edges and faces are
the obvious ones. Clearly every vertex has even degree.
Operator Γ(v, e) with edge e in positive or negative i-th direction is denoted by Γ±i(v).
Furthermore we introduce
Γ∗(v) = (−1)(η,v) · id
d∏
i=1
Γi(v)Γ−i(v) (4.27)
where η is a 0-chain. With this convention
α =
∑
v∈V
(η, v) +
d∑
i=1
∏
j 6=i
Lj , (4.28)
as can be easily evaluated by computing the product
∏`
S(`) with ` running through the
set of all straight lines winding once around the torus.
Let f be a face lying in the plane spanned by directions 1 ≤ i < j ≤ d, with vertices
A,B,C,D ordered counterclockwise, starting from the south-west corner (see Fig. 1).
D• C•
f
•
A
•
B
j
i
Figure 1. Labels of vertices for a face f lying in the plane spanned by directions i, j.
The constraint (4.3) for the circuit around the boundary of f is of the form
P(f)|phys〉 = |phys〉, (4.29a)
P(f) = −Γi,j(A)Γj,−i(B)Γ−i,−j(C)Γ−j,i(D), (4.29b)
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where Γk,l(v) := Γk(v)Γl(v). We note the mnemonic rule that in the above, indices ±i,±j
labeling gamma matrices are arranged in a cycle.
The only other constraints correspond to d independent loops wrapping around the
whole torus (see Fig. 2).
Figure 2. Two loops wrapping the 2-dimensional torus.
They take the form
Lj(v)|phys〉 = |phys〉, j = 1, ..., d, (4.30a)
Lj(v) := −iLj
Lj−1∏
k=0
Γj,−j(tkj · v), (4.30b)
where v ∈ V is a reference vertex and ti is the transformation of V defined by
ti · (v1, ..., vd) = (v1, ..., vi + 1, ..., vd). (4.31)
We note that Li are unitary, hermitian and commute with each other.
We now confine ourselves to the case of d = 2 and all Li even. Consider the operators
Ξ1(v) =
L2−1∏
k=0
Γ1,(−1)k2(t
k
2 · v), (4.32a)
Ξ2(v) =
L1−1∏
k=0
Γ(−1)k1,2(t
k
1 · v). (4.32b)
They are unitary, hermitian and commute with all P(f), Γ∗(v) and with each other. More-
over, they flip the values of corresponding Lj :
Ξi(v)Lj(v) = (−1)δi,jLj(v)Ξi(v). (4.33)
This means that pairs {L1(v),Ξ1(v)} and {L2(v),Ξ2(v)} generate two independent copies
of the Pauli algebra. Thus solutions of plaquette constraints are organized in quadruplets,
each of which contains precisely one solution of the loop constraint (4.30a). Given any state
in such a quadruplet, the desired state satisfying (4.30a) may be easily obtained by acting
with an appropriate element of the algebra generated by Li and Ξi.
We remark that similar trick can be applied for other geometries, including higher
dimensions, provided that the cycle ζ is a boundary. The role of Ξi is played by electric
operators W(τ) with δτ = 0. These exist because (τ, ζ) = 0 for τ ∈ Z1, ζ ∈ B1.
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Having dealt with the loop constraints, we proceed to the analysis of plaquettes. It will
be convenient to divide the lattice into two complementary alternating sublattices, called
even and odd. For example we may declare vertex v = (v1, v2) to be even if v1 + v2 = 0
(mod 2). Parity of a face f is defined as the parity of its south-west corner.
We will construct solutions of constraints which are simultaneous eigenvectors of Γ∗(v)
to eigenvalues (−1)(η,v). Solutions with other eigenvalues may then be obtained by acting
with hopping operators, which commute with all constraints. After this restriction, we have
the relation Γ1,−1(v)Γ2,−2(v) = −1 for every vertex v. This can be used to simplify the
plaquette constraints to the form
P(f) = Γ1,2(A)Γ1,2(C)Γ1,−2(B)Γ1,−2(D). (4.34)
Now we introduce new local operators by the formulas
σ3(v) =
{
iΓ1,2(v) for v even,
iΓ1,−2(v) for v odd,
σ1(v) =
{
−iΓ1,−2(v) for v even,
iΓ1,2(v) for v odd.
(4.35)
Then with the definition σ2(v) = −iσ3(v)σ1(v) we have
σ2(v) = iΓ1,−1(v) for every v ∈ V. (4.36)
One can check that for each v operators {σi(v)}3i=1 satisfy the standard relations obeyed
by Pauli matrices, which justifies the chosen notation.
In terms of the new variables, plaquette operators take the form
P(f) =

∏
v∈{A,B,C,D}
σ3(v) for f even,∏
v∈{A,B,C,D}
σ1(v) for f odd.
(4.37)
In this form plaquette constraints are readily recognized as equations defining ground states
of the famous Kitaev’s toric code [8]. It is well-known that there exist four solutions,
corresponding to two values of L1 and L2. This is also in accord with our general finding
about the Γ model. For completeness we provide a prescription to construct these states in
the next paragraph.
We work in the standard eigenbasis of σ3(v) operators, so our basis states are labeled
by elements ω ∈ C0 and satisfy
σ3(v)|ω〉 = (−1)(ω,v)|ω〉, (4.38a)
σ1(v)|ω〉 = |ω + v〉. (4.38b)
In order to have P(f)|ω〉 = |ω〉 for even faces f we need to have
(ω,A+B + C +D) = 0, (4.39)
where A,B,C,D are the four vertices of any even face. Every such chain ω will be called
admissible. Geometrically this condition means that ω may be identified with a 1-cocycle
on the lattice whose vertices are the even faces of the orignal lattice (see Fig. 3).
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Figure 3. Lattice whose vertices are the centres of even (shaded) faces of the original lattice.
Its edges and faces correspond to vertices and odd (white) faces of the original lattice, respectively.
Calculation analogous to the proof of (2.1) shows that there exist L1L22 + 1 admissible
chains. Now consider the state
|ref〉 = 2−L1L2+24
∑
ω admissible
|ω〉. (4.40)
Clearly we have P(f)|ref〉 = |ref〉 for every face f and 〈ref|ref〉 = 1.
State |ref〉 satisfies all plaquette constraints, but does not satisfy the loop constraints.
In this paragraph we solve this difficulty. As a fist step towards this goal, we express L and
Ξ operators in terms of Pauli matrices. We take the reference vertex v to be even. Then
L1(v) = −
L1−1∏
k=0
σ2(t
k
1 · v), Ξ1(v) = (−1)
L2
2
L2−1∏
k=0
σ3(t
k
2 · v), (4.41a)
L2(v) = −
L2−1∏
k=0
σ2(t
k
2 · v), Ξ2(v) = (−1)
L1
2
L1−1∏
k=0
σ3(t
k
1 · v). (4.41b)
Using the above and the definition of |ref〉 we obtain eigenvalue equations
L1(v)Ξ2(v)|ref〉 = L2(v)Ξ1(v)|ref〉 = −|ref〉. (4.42)
This eigensystem combined with the relations obeyed by L and Ξ operators implies that
projection of |ref〉 onto the joint eigenspace of L1 and L2 to eigenvalue 1 has norm 12 .
To obtain a properly normalized state, we multiply this projection by 2:
|0〉 = 2 · 1 + L1(v)
2
1 + L2(v)
2
|ref〉. (4.43)
We close this Section with a remark that the presented method of solving constraints
can be generalized to all geometries such that there exists a partition of the set of faces
(say, into "white" and "shaded" faces) such that no two faces of the same colour share
an edge. Then one can construct a basis of solutions of "shaded" constraints consisting
of products states, which are permuted by the action of "white" constraints. Thus the
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sum of all elements of this basis satisfies constraints of both types. One particularly sim-
ple decomposition of the two-dimensional sphere for which this can be carried out is the
octahedron, see Figure 4. Unfortunately, the relevant condition is never satisfied in the
case of geometries of dimension higher than two. One can always obtain a solution of all
constraints by acting with the projection operator
∏
f
1+P(f)
2 on some reference state, but
this does not lead to a description as explicit as in (4.40) and (4.43).
1 2
34
0
5
Figure 4. Octahedron
4.5 Example: quadratic fermionic hamiltonians
Here we illustrate the bosonization procedure by applying it to hamiltonians of the form
H =
∑
e∈Eor
he φ(s(e))φ(t(e))
∗ +
∑
v∈V
νv φ(v)
∗φ(v), (4.44)
where he = he, while νv are real. This hamiltonian may be rewritten as
H =
∑
e∈Eor
he
1 + γ(s(e))
2
s(e)
1 + γ(t(e))
2
+
∑
v∈V
νv
1− γ(v)
2
, (4.45)
from which we read off the bosonized form:
HΓ =
∑
e∈Eor
he
1 + Γ∗(s(e))
2
S(e)
1 + Γ∗(t(e))
2
+
∑
v∈V
νv
1− Γ∗(v)
2
. (4.46)
This hamiltonian commutes with S(`) for every circuit `. Thus it has a local symmetry
generated by operators P(f), which are defined as S(`) with [`] = ∂f , and further operators
labeled by loops whose classes generate the homology group H1.
We will now describe the spectrum of HΓ. First, consider the one-particle subspace
of the fermionic system. It is governed by the |V | × |V | matrix {〈v′|H|v〉}v,v′∈V . Denote
its eigenvalues by λi[h, ν], i = 1, ..., |V |. The eigenvalues of H are λI [h, ν] =
∑
i∈I
λi[h, ν],
indexed by subsets I of {1, ..., |V |}. Eigenvalues of HΓ restricted to the subspace H0 are
exactly λI [h, ν], with a restriction |I| = α (mod 2). To understand the spectrum of HΓ
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acting on H[A] with [A] 6= 0 notice that minimal coupling to a Z2 gauge field amounts to
replacing he by hAe = he · (−1)(A,e). Therefore the eigenvalues of HΓ in H[A] are λI [hA, ν]
with |I| = α+ ([A], ζ) (mod 2).
To enforce the plaquette constraints dynamically, consider adding to HΓ the local term
Hc = J
∑
f
1− P(f)
2
. (4.47)
This leaves unchanged the eigenvalues λI [hA, ν] for flat gauge fields A and increases every
other eigenvalue by at least J . Thus for J large enough all low energy eigenstates correspond
to flat gauge fields.
5 Deformed Z2 gauge theories
In this Section we demonstrate that the gauge theory proposed in Subsection 4.3 is indeed
equivalent to the Γ model, even though the correspondence is local only for some operators.
The proof relies on technical facts presented in the Appendix A. Afterwards we present
a certain generalization of this model, in which Gauss’ operators of conventional Z2 gauge
theory are modified by including phases depending on values of the holonomies. Similar
mechanism is present in the Dijkgraaf-Witten theory and has been applied in the bosoniza-
tion map introduced in [10, 11, 30]. In contrast to Dijkgraaf-Witten models, here we are not
restricting attention to topological gauge theories7. Modified Gauss’ operators are classified
up to (in general non-local) canonical transformations. We use this result to show how the
gauge theory corresponding to the Γ model can be formulated in a local way.
5.1 Gauge invariant operators
We will now describe the algebra of gauge invariant operators for Gauss’ operators of the
form (4.24) and explain how it is represented on the Γ model Hilbert space.
Operator built of {X(v), Y (v)}v∈V will be said to be of charge q ∈ C0 and denoted by
the generic symbol Υ(q) if it satisfies the braiding relation
γ(v)Υ(q) = (−1)(q,v)Υ(q)γ(v). (5.1)
Every operator may be written down as a linear combination of operators of the form
O = U(τ)W (σ)Υ(q). All such operators are eigenvectors of the group of gauge transforma-
tions, so the most general gauge-invariant operator is a linear combination of operators of
the form O with each term separately gauge invariant. We proceed to find conditions for
gauge invariance of O 6= 0. Its braiding with Gauss’ operators is given by
G(v)OG(v)−1 = (−1)(∂τ,v)+(v1,v)(ζ,σ)+(q,v)O, (5.2)
7In other words, we are working with principal bundles over 1-skeleta which do not necessarily extend
to the 2-skeleton of the underlying space. Secondly, considered models depend on a choice of an arbitrary
1-cycle. We would expect only 1-cycles dual to characteristic classes to appear in topological field theories.
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so gauge invariance of O is equivalent to the equation
∂τ = q + (ζ, σ)v1. (5.3)
Contracting this relation with
∑
v∈V
v we infer
∑
v∈V
(q, v) = (ζ, σ). Thus there are two possi-
bilities: q is a sum of an even or odd number of vertices.
In the former case (ζ, σ) = 0 (so σ is a sum of an even number of edges) and ∂τ = q.
Operator O of this type is a product of
(a) Wilson lines, which are allowed to terminate at charges in the usual way,
(b) W (σ) with (ζ, σ) = 0.
These two factors of O are separately gauge invariant.
In the case that q contains an odd number of vertices, we need (ζ, σ) = 1 and hence
∂τ = q + v1. Thus O is a product of an operator of the former type and X(v0)W (e) with
some edge e.
In order to construct a set of generators convenient for comparisons with the Γ model,
choose an Eulerian circuit ` = (e1, ..., e|E|). We put vi = s(ei) (1 ≤ i ≤ |E|), i = ei−1 + ei
(2 ≤ i ≤ |E|) and e0 = e|E|. The algebra under consideration is generated by the set
{sg(ei)}|E|i=1 ∪ {W (i)}|E|i=2 ∪ {K}, where K = X(v1)W (e0). Operators U(τ) for τ ∈ Z1 can
be expressed in terms of {sg(ei)}, while γ(v) is, perhaps up to a sign or a factor U(ζ), the
product of some number of W (i). The following relations are satisfied:
−sg(ei) = sg(ei)∗ = sg(ei)−1, sg(ei)sg(ej) = (−1)(∂ei,∂ej)sg(ej)sg(ei), (5.4a)
W (i) = W (i)
∗ = W (i)−1, W (i)W (j) = W (j)W (i), (5.4b)
sg(ei)W (j) = (−1)(ei,j)W (j)sg(ei), (5.4c)
K = K∗ = K−1, (5.4d)
Ksg(ei) = (−1)(ei,e0+δv1)sg(ei)K, KW (i) = W (i)K. (5.4e)
We have already verified that the map
sg(ei) 7→ S(ei), W (i) 7→ W(ei), (5.5)
defined in subsection 4.3, preserves all relations above not involving K. Thus it remains
only to propose a representative of K in the Γ model. One can choose simply
K 7→ Γ(v1, e0), (5.6)
which is consistent with relations (5.4).
We claim that the proposed map well-defines an isomorphism between the algebra
of gauge-invariant operators discussed here and the full operator algebra of the Γ model.
We now proceed to the proof of this fact8. First, let us observe that relations (5.4) are
exactly as in the definition of the Heisenberg group HQ associated to a certain vector space
8Consult Appendix A at this point.
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M of dimension 2n, equipped with a quadratic form Q. Images of K and {sg(ei)}|E|i=2 in
M span an isotropic subspace of dimension |E|, so Arf(Q) = 0. Element z ∈ HQ acts as
multiplication by −1, so HQ is represented faithfully. Hence all relations satisfied in the
algebra of gauge-invariant operators follow already from (5.4). This means that equations
(5.5,5.6) well-define an injective homomorphism of algebras. Dimensional considerations
show that this homomorphism is also surjective and that H is isomorphic to a single copy
of the standard representation of HQ.
Since the algebra of gauge invariant operators is isomorphic to End(H), it is possible
to construct an operator corresponding to Γ(v, e) for any vertex v and any e ∈ St(v). It is
the product of K and some number of W (i) and sg(ei), which is typically highly nonlocal.
5.2 Classification of Gauss’ operators
In the Subsection 5.1 we have considered a specific form of Gauss’ operators motivated by
our study of the Γ model. In this Subsection we define and classify a larger class of gauge
theories. This puts previous findings in a broader context and can be applied to discuss
issues with locality of our models. We are interested in gauge theories with fermionic
degrees of freedom on vertices and Ising degrees of freedom U(e), W (e) on edges. The
full Hilbert space is assumed to be endowed with a unitary representation of the group
of gauge transformations, i.e. for every vertex v there is given a unitary operator G(v)
such that G(v)2 = 1 and G(v)G(v′) = G(v′)G(v). Furthermore we would like fermionic
operators and U(e) to transform under gauge transformations in the same way as in the
conventional Z2 gauge theory, so that Wilson lines which are either closed or terminate at
charges are gauge-invariant operators. This condition implies that G(v) has to be of the
form γ(v)R(v)W (δv), where R(v) is a function of operators U(e) only. For simplicity we
shall assume that G(v) are of particularly simple form
G(v) = (−1)(µ,v)γ(v)U(T v)W (δv), (5.7)
with some µ ∈ C0 and T ∈ Hom(C0, C1). Condition G(v)2 = 1 implies that T has to
satisfy (∂T v, v) = 0. Equation G(v)G(v′) = G(v′)G(v) (for v, v′ ∈ V ) is equivalent to
(v, ∂T v′) = (v′, ∂T v). Thus ∂T is alternating, i.e. (θ, ∂T θ) = 0 for every θ ∈ C0.
Theories with Gauss’ operators related by a canonical transformation of the Heisen-
berg group generated by {U(e),W (e)}e∈E will be regarded as equivalent. This is a weak
form of equivalence, since the allowed canonical transformations may be strongly non-
local. Nevertheless it is true that equivalent theories have isomorphic algebras of gauge-
invariant operators, since canonical transformations are implementable on representations
of the Heisenberg group.
We wish to preserve the form of holonomy operators (U(τ) for ∂τ = 0), so we consider
canonical transformations of the form
U(e) 7→ U(e), W (e) 7→ (−1)(θ,e)U(Se)W (e), (5.8)
for θ ∈ C0 and S ∈ Hom(C1, C1). In order for this to define a canonical transformation,
S must be alternating. Under a transformation of this form, T changes according to
T 7→ T ′ = T + Sδ, (5.9)
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while µ changes to some µ′, which we ignore for now. It is easy to check that ∂Sδ is indeed
automatically alternating if S is. Therefore the space of equivalence classes of allowed T is
the quotient Z/B, where
Z = {T : C0 → C1| ∂T is alternating}, (5.10a)
B = {T : C0 → C1| exists S : C1 → C1 alternating and such that T = Sδ}. (5.10b)
Now consider the class of Gauss’ operators with a fixed T . They are parameterized by
chains µ ∈ C0. However there is a residual freedom of canonical transformations with
S = 0 and arbitrary θ. Under such transformations µ changes to µ′ = µ + ∂θ. Therefore
there are two non-equivalent choices of µ, corresponding to two elements of C0/B0 ∼= Z2.
We claim that the dimension of Z/B is equal to dim(Z1). For clarity we postpone
the proof of this until the next paragraph. We will now establish a concrete one-to-one
correspondence between pairs (τ, α) ∈ Z1×Z2 and equivalence classes of Gauss’ operators.
For a given (τ, α) we choose a vertex v1 ∈ V and define:
G(v) =
{
γ(v)W (δv) for v 6= v1,
(−1)αγ(v)U(τ)W (δv) for v = v1.
(5.11)
With this definition one has ∏
v∈V
G(v) = (−1)αγ · U(τ). (5.12)
These elements are invariant with respect to canonical transformations of the form (5.8),
which demonstrates that distinct pairs (τ, α) give Gauss’ operators in different equivalence
classes. Since the number of elements of Z1×Z2 is equal to the number of equivalence classes,
the one-to-one correspondence is established. There are two conclusions from this result
that we would like to emphasize. Firstly, every equivalence class can be represented by T
such that ∂T is not only alternating, but actually vanishes. Secondly, each equivalence class
is uniquely characterized by the corresponding value of the "global" gauge transformation
operator
∏
v∈V
G(v), and thus by τ =
∑
v∈V
T v and α. If ∂T = 0, one has α = ∑
v∈V
(µ, v).
In the remainder of this subsection we calculate the dimension of Z/B. First notice
that B may be identified with the quotient of the space of alternating S : C1 → C1 by the
subspace of those S for which Sδ = 0. The former space has dimension |E|(|E|−1)2 . As for
the latter, any of its elements satisfies also ∂S = 0. Therefore it may be regarded as an
alternating map C1/B1 → Z1. Since C1/B1 ∼= Z∗1 , the pertinent dimension is equal to
dim(Z1)(dim(Z1)−1)
2 . Hence
dim(B) = |E|(|E| − 1)
2
− dim(Z1)(dim(Z1)− 1)
2
. (5.13)
It remains to find the dimension of Z. We consider the linear map
L∂ : Hom(C0, C1) 3 T 7−→ ∂T ∈ Hom(C0, B0). (5.14)
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Clearly L∂ is surjective. Secondly, ker(L∂) = Hom(C0, Z1), so dim ker(L∂) = dim(Z1) · |V |.
Next consider the space R = {R ∈ Hom(C0, B0)| R is alternating}. Choosing V as
a basis of C0, elements of R are represented as symmetric |V | × |V | matrices with zeros on
the diagonal and such that sum of entries in every column is 0 (mod 2). Simple counting9
shows that dim(R) = 12(|V | − 1)(|V | − 2). Since Z = L−1∂ R, we get
dimZ = dim(kerL∂) + dim(R) = |V |dim(Z1) + 1
2
(|V | − 1)(|V | − 2). (5.15)
Finally we use the fact that dim(Z1) = |E| − |V |+ 1 to simplify
dim(Z/B) = dim(Z)− dim(B) = dim(Z1). (5.16)
5.3 Local formulations
Gauge theories defined by Gauss’ operators of the form (5.11) are unsatisfactory for two
reasons: firstly, one of the vertices is clearly distinguished in their formulation. Secondly,
Gauss’ operators are typically horribly non-local. Nevertheless, in many cases it is possible
to remove this problem by a canonical transformation. We will now discuss how to do this
in general and then specialize to the case τ = ζ.
Now suppose that τ is the boundary of a 2-chain ξ. Let Fξ be the set of those f ∈ F
such that (ξ, f) = 1. For every f ∈ Fξ choose one vertex vf ∈ V incident to f . Define
T v =
∑
f∈Fξ
δv,vf · ∂f. (5.17)
Then one has ∂T = 0 and ∑
v∈V
T v = τ . Furthermore T v is at most the sum of some
number of faces incident to the vertex v. Thus Gauss’ operators are local and belong to
the equivalence class specified by the cycle τ .
The above discussion raises the question whether the outlined construction can be
carried out for τ = ζ, leading to a local Z2 gauge theory equivalent to the Γ model.
Clearly this is always true for lattices representing simply-connected spaces, and more
generally spaces X such that the homology group H1(X,Z2) is trivial. Otherwise one has
to ask whether ζ represents a nontrivial homology class. Interestingly, it is known [37]
that for a triangulation of a d-dimensional manifold X which is obtained by barycentric
subdivision of another triangulation, simplicial cycle ζ is Poincaré dual to the (d − 1)-
st Stiefel-Whitney class of X. However, the restriction to a very specific class of cell
decompositions is important here. In general it is not possible to determine the homology
class of ζ in terms of the topology of X alone - it depends on the choice of decomposition.
We will demonstrate this using the example of d-dimensional tori with arbitrary d. In this
case all Stiefel-Whitney classes are trivial (since tori are parallelizable), but there exist
decompositions for which ζ represents a nontrivial class, as well as such that ζ can be very
explicitly trivialized. Indeed, for decompositions considered in subsection 4.4, cycle ζ is
9The number of free parameters in the first column is equal to |V | − 2, since the first entry vanishes
and the second one is determined in terms of the other by the requirement that the sum is even. In every
subsequent column the number of free parameters decreases by one because the matrix is symmetric.
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a boundary if and only if at least two Li are even. If this condition is met, it is possible to
construct trivializations of ζ invariant with respect to all translations by an even number of
lattice sites. This is illustrated in Figures 5 and 6 for dimensions two and three, respectively.
• • • •
• • • •
• • • •
• • • •
+
• • • •
• • • •
• • • •
• • • •
=
• • • •
• • • •
• • • •
• • • •
Figure 5. Trivialization of ζ for a two-dimensional torus: ζ is the boundary of the sum of shaded
faces, which are arranged in a pattern resembling a chessboard. Up to switching the roles of white
and grey squares this is the only possibility in the two-dimensional case.
+ +
Figure 6. Particular trivialization of ζ for a three-dimensional torus: ζ is the boundary of the sum
of all colored faces. Taking all faces of one color only obtains the sum of all edges in one direction.
Analogous construction works in any dimension. Using the notation of Subsection 4.4,
Gauss’ operators in the two-dimensional take the form
G(v) = (−1)(η,v)γ(v) ·
{
U(NE(v))W (δv) for v even,
W (δv) for v odd,
(5.18)
where η is any 0-chain with
∑
v
(η, v) = α and NE(v) is the plaquette to the north-east of v,
i.e. the plaquette which has v as its south-west corner.
6 Summary and outlook
We generalized the bosonization prescription based on the Γ model, presented a new proof
of its correctness and reinterpreted it in terms of lattice Z2 gauge theory. We found that
– 25 –
its alternative gauge-theoretic description involves modified Gauss’ operators, much as in
Chern-Simons-like theories. This result is valid in any spatial dimension.
In order to actually perform bosonization (rather than to couple fermions to gauge
fields) it is necessary to introduce constraints in the Γ model. They can be interpreted as
a flatness condition for the gauge field. We have presented a solution of these constraints
in the case of two-dimensional tori. Unfortunately, our method does not seem to generalize
to higher dimensions in a straightforward way. Thus dealing with constraints in an efficient
way for general geometries remains a challenge for future research.
Another interesting problem not solved for now is to obtain a useful state-sum formu-
lation of the Γ model. Furthermore, it remains to be seen whether it is possible to apply
constructions of this type to shed new light on some problems in lattice gauge theory, such
as those related to fermion doubling or anomalous symmetries.
A Canonical transformations for Ising degrees of freedom
In this appendix we summarize properties of the Heisenberg groups for Z2-valued degrees of
freedom and their automorphisms, called canonical transformations. There are essentially
no new results here, but we do not know a reference in which the whole material presented
here is discussed concisely. We refer to [38] and [39] for further discussion.
Let M be a finite-dimensional Z2-vector space. A bilinear form Ω : M ×M → Z2 is
said to be alternating if Ω(x, x) = 0 for every x ∈M . Every alternating form is symmetric,
but the converse is not true10. Alternating form which is non-degenerate, i.e. such that for
every x ∈M there exists y ∈M such that Ω(x, y) = 1, is called a symplectic form. If Ω is
a symplectic form, there exists a basis {ei, fi}ni=1 in which Ω takes the canonical form
Ω(ei, ej) = Ω(fi, fj) = 0, Ω(ei, fj) = δi,j . (A.1)
In particular the dimension of M is necessarily even. It is the only invariant of (M,Ω).
Function Q : M → Z2 is called a quadratic form if the map Ω : M ×M → Z2 given
by Ω(x, y) = Q(x+ y)−Q(x)−Q(y) is a bilinear form. Bilinear forms Ω arising this way
are automatically alternating. If Ω is also non-degenerate, we say that Q is non-singular.
We assume this condition from now on. Thus dim(M) = 2n. Subspace N ⊆ M is said to
be isotropic if Q(x) = 0 for every x ∈ N . One can show that maximal isotropic subspaces
of M are of dimension n or n − 1. These two possibilities correspond to values 0 and 1,
respectively, of the so called Arf invariant Arf(Q) of Q [40]. Dimension of M and the Arf
invariant are the only invariants of (M,Q). In the case Arf(Q) = 0 it is possible to choose
a basis in which Ω takes the canonical form (A.1) and additionally Q(ei) = Q(fi) = 0.
Let (M,Q) be as in the previous paragraph and let B = {xi}2ni=1 be a basis of M .
The Heisenberg group HQ,B is the group with generators {z}∪{Ti}2ni=1, subject to relations
z2 = 1, T 2i = z
Q(xi), zTi = Tiz, TiTj = z
Ω(xi,xj)TjTi. (A.2)
10It is true over any field that alternating forms are skew-symmetric, but in the case of fields of character-
istic two skew-symmetry and symmetry is the same. Furthermore it is true in general that skew-symmetry
of a form Ω implies that 2Ω(x, x) = 0 for every x ∈M . This implies that Ω is alternating if 2 is invertible,
but it is a vacuous statement in the case of characteristic two.
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Its center Z(HQ,B) is generated by the element z. Quotient HQ,B/Z(HQ,B) is a Z2-
vector space. It may be identified with M , with the coset of Ti corresponding to the
element xi. We let pi be the canonical projection HQ,B → M . It is easy to check that
gg′ = zΩ(pi(g),pi(g′))g′g and g2 = zQ(pi(g)) for every g, g′ ∈ Hq,B.
Suppose M ′ is another Z2-vector space and let ϕ : (M,Q)→ (M ′, Q′) be an isometry,
i.e. a linear map such that Q′(ϕ(x)) = Q(x) for every x ∈M . Choose a basis B′ of M ′ and
consider the group HQ′,B′ . For each xi we can find a (non-unique) T ′i ∈ HQ′,B′ such that
pi(T ′i ) = ϕ(x
′
i). Elements T
′
i satisfy all relations obeyed by Ti, so there is a unique group
homomorphism Φ : HQ,B → HQ′,B′ such that
Φ(z) = z, Φ(Ti) = T
′
i . (A.3)
Clearly Φ is a lift of ϕ, in the sense that pi ◦ Φ = ϕ ◦ pi. We emphasize that homomor-
phisms Φ lifting ϕ are not unique, because in the above constructions we have to choose
elements T ′i , with distinct choices corresponding to distinct lifts. This means that Heisen-
berg groups corresponding to (M,Q) constructed using different bases ofM are isomorphic,
but not canonically isomorphic11. Having said that, we will abuse the notation slightly by
abbreviating HQ,B to HQ.
In this paper we will use only quadratic forms Q with Arf(Q) = 0. In this case we can
choose a basis of M in which Q takes the canonical form. We let Ui,Wi ∈ HQ be some lifts
of ei and fi, respectively.
Automorphisms of HQ will be called canonical transformations. Every canonical trans-
formation Φ acts trivially on Z(HQ), hence induces an isometry ϕ of (M,Q). The map
pi : Φ 7→ ϕ is a homomorphism from Aut(HQ) to O(M,Q), the orthogonal group of Q.
It is clear from the preceding discussion that pi is surjective. Next, let Φ be in the kernel
of pi. Then we have pi ◦ Φ(Ui) = ei and pi ◦ Φ(Wi) = fi, so
Φ(Ui) = (−1)aiUi, Φ(Wi) = (−1)biWi (A.4)
for some ai, bi ∈ Z2. Conversely, for every collection {ai, bi}ni=1 the above formula defines
a canonical transformation Φ ∈ ker(pi). Automorphisms of this form are precisely the
inner automorphisms: Φ(g′) = gg′g−1 with g =
n∏
i=1
Uaii W
bi
i ∈ Hq. Therefore ker(pi) may
be identified with M , since Z(HQ) is precisely the group of those elements of HQ which
act trivially on HQ. We have shown that Aut(HQ) is an extension of O(M,Q) by M .
Interestingly, it is known that this extension is non-split for n ≥ 3 [41]. This is in contrast
with the more standard situation for Heisenberg groups in characteristic different than two.
The last issue we need to touch upon is representation theory. First we define the
standard representation ρ of HQ on
(
C2
)⊗n by
ρ(z) = −1, ρ(Ui) = 1⊗(i−1)C2 ⊗ σ3 ⊗ 1
⊗(n−i)
C2 , ρ(Wi) = 1
⊗(i−1)
C2 ⊗ σ1 ⊗ 1
⊗(n−i)
C2 , (A.5)
where {σi}3i=1 are the Pauli matrices. It is easy to see that this representation is irreducible.
We claim that up to isomorphism this is the only irreducible representation of HQ on which
11There is a canonically defined class of isomorphisms modulo compositions with inner automorphisms.
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Z(HQ) acts nontrivially. Indeed, representations on which Z(HQ) acts trivially are in
one-to-one correspondence with representations of M . Now recall [42] that the number of
non-isomorphic irreducible representations of a finite group is equal to the number of its
conjugacy classes. It is easy to check that the number of conjugacy classes inHQ exceeds the
number of conjugacy classes in M by one, which completes the argument. The statement
just proven is an analogue of the Stone – von Neumann theorem for Ising degrees of freedom.
It has an additional corollary that every non-trivial normal subgroup of HQ contains z.
Now let Φ be a canonical transformation. Then ρ ◦ Φ is also an irreducible rep-
resentation on which the center acts nontrivially, so by the above theorem there exists
a unitary endomorphism p(Φ) of the standard module, unique up to phase, such that
ρ(Φ(g)) = p(Φ)ρ(g)p(Φ)−1 for every g ∈ HQ. Assignment Φ 7→ p(Φ) is a projective repre-
sentation of the group of canonical transformations. Even its restriction to M ⊆ Aut(HQ)
is not equivalent to a linear representation. It can be lifted to a genuine representation of
a certain finite central extension of Aut(HQ). The structure of this extension is not known
to us, but fortunately it will not be needed. The important point is the existence of p.
B Graphs with vertices of odd degree
In this appendix we shall briefly describe a generalization of the Γ model to the case in
which some vertices have odd degree. It will be shown that this has the effect of introducing
additional degrees of freedom on each vertex of odd degree. We construct operators which
create and annihilate these excitations.
We decompose the set of vertices V into two disjoint sets Vα of vertices of degree α
(mod 2). Hilbert spaces associated to vertices of even degree are constructed as earlier.
For vertices v of odd degree the Clifford algebra generated by {Γ∗(v)} ∪ {Γ(v, e)}e∈St(v)
has one (rather than two) non-isomorphic irreducible representations. We take this repre-
sentation as the Hilbert space associated to v. In contrast to the even case, Γ∗(v) cannot
be expressed in terms of other generators. With this definition, the dimension of the full
Hilbert space H is
dim(H) =
∏
v∈V0
2
deg(v)
2
∏
v∈V1
2
deg(v)+1
2 = 2|E|+
1
2
|V1|. (B.1)
Since this is an integer, it follows that |V1| is even. This can also be seen by reducing the
equation
∑
v∈V
deg(v) = 2|E| modulo two.
As in the case of graphs with even vertices only, we can decompose H = ⊕
[A]∈Z∗1
H[A].
Calculation analogous to the one in equation (4.7) shows that each H[A] has the same
dimension. Since the number of distinct [A] is 2|E|−|V |+1, one has
dim(H[A]) =
2|E|+
1
2
|V1|
2|E|−|V |+1
= 2|V |−1 · 2 12 |V1|. (B.2)
Thus H[A] is as large as 2
1
2
|V1| "halves" of the Fock space. To account for this multiplicity
we introduce new operators. Let ` = (e1, ..., en) be a path with initial point v = s(e1) and
– 28 –
final point v′ = t(en) of odd degrees. We define
Ψ(`) = i
deg(v)+deg(v′)
2
+1
Γ∗(v) · ∏
e∈St(v)
Γ(v, e)
S(`)
Γ∗(v′) · ∏
e∈St(v′)
Γ(v′, e)
 , (B.3)
where we choose some orderings of St(v) and St(v′), modulo even permutations.
We list in points the main properties of Ψ(`):
• Ψ(`) commutes with S(`′) and Γ∗(v′′) for any path `′ and any vertex v′′.
• If `′ is a path with initial vertex v′ and final vertex v′′, then
Ψ(`)Ψ(`′) =
{
Ψ(``′) if v 6= v′′,
S(``′) if v = v′′,
(B.4)
where ``′ is the concatenation of ` and `′.
• We have braiding relations
Ψ(`)Ψ(`′) = (−1)(∂[`],∂[`′])Ψ(`′)Ψ(`). (B.5)
• Ψ(`)2 = −1.
One can further decompose each H[A] into subspaces corresponding to even and odd num-
bers of fermions, H[A],0 and H[A],1. One can show that each H[A],α is an irreducible rep-
resentation (of dimension 2|V |+
1
2
|V1|−2) of the algebra A0 ⊗C CG, where CG is the group
algebra of the group G generated by all Ψ operators.
There are some similarities between the presented structure and the so-called delocal-
ized fermions [8, 43], considered e.g. in the field of topological quantum computation. These
excitations consist of multiple fermionic degrees of freedom, located at different lattice sites
and connected by strings.
Acknowledgments
Initial stage of this project has been realized with J. Wosiek and A. Wyrzykowski. We thank
J. Wosiek for an introduction to the subject of bosonization, discussions and encourage-
ment. We are grateful to Y-A. Chen, A. Francuz, L. Hadasz, Z. Komargodski, M. Rocek,
K. Roumpedakis and S. Seifnashri for discussions. BR was supported by the NCN grant
UMO-2016/21/B/ST2/01492 and the MNS donation for PhD students and young scientists
N17/MNS/000040.
References
[1] P. Jordan and E. Wigner Über das Paulische Äquivalenzverbot, Z. Phys. 47 (1928) 631.
[2] E. Witten, Non-Abelian Bosonization in Two Dimensions, Commun. Math. Phys. 92 (1984)
455–472.
– 29 –
[3] D. Sénéchal An Introduction to Bosonization, In: Sénéchal D., Tremblay AM., Bourbonnais
C. (eds) Theoretical Methods for Strongly Correlated Electrons. CRM Series in
Mathematical Physics. Springer (2004).
[4] T. D. Schultz, D. C. Mattis and E. H. Lieb, Two-Dimensional Ising Model as a Soluble
Problem of Many Fermions, Rev. Mod. Phys. 36 (1964) 856–871.
[5] S. Mandal and N. Surendran, Exactly solvable Kitaev model in three dimensions, Phys. Rev.
B 79 (2009) 024426.
[6] A. O. Gogolin, A. A. Nersesyan and A. M. Tsvelik, Bosonization and Strongly Correlated
Systems, Cambridge University Press (1998).
[7] A. Kapustin and R. Thorngren, Fermionic SPT phases in higher dimensions and
bosonization, JHEP 1710 (2017) 080.
[8] A. Yu. Kitaev, Fault-tolerant quantum computation by anyons, Annals Phys. 303 (2003)
2–30.
[9] A. Kitaev and C. Laumann, Topological phases and quantum computation, [arXiv:0904.2771].
[10] Y-A. Chen, A. Kapustin and Ð. Radičević, Exact bosonization in two spatial dimensions and
a new class of lattice gauge theories, Ann. Phys. 393 (2018) 234.
[11] Y-A. Chen and A. Kapustin, Bosonization in three spatial dimensions and a 2-form gauge
theory Phys. Rev. B 100 (2019) 245127.
[12] J. Wosiek A local representation for fermions on a lattice, Acta Phys. Pol. B 13 (1982) 543.
[13] C. P. Burgess, C. A. Lütken and F. Quevedo, Bosonization in Higher Dimensions, Phys.
Lett. B 336 (1994) 18–24.
[14] P. Kopietz, Bosonization of Interacting Fermions in Arbitrary Dimensions, Springer (1997).
[15] S. B. Bravyi and A. Yu. Kitaev, Fermionic quantum computation, Ann. Phys. 298(1) (2002)
210–226.
[16] R. C. Ball, Fermions without fermion fields, Phys. Rev. Lett. 95 (2005) 176407.
[17] F. Verstraete and J. I. Cirac, Mapping local Hamiltonians of fermions to local Hamiltonians
of spins, J. Stat. Mech. (2005) P09012.
[18] E. Fradkin, Jordan-Wigner Transformation for Quantum-Spin Systems in Two Dimensions
and Fractional Statistics, Phys. Rev. B 63, no. 3, (1989) 322–325.
[19] A. Karch and D. Tong, Particle-Vortex Duality from 3D Bosonization, Phys. Rev. X 6,
031043 (2016).
[20] A. Karch, D. Tong and C. Turner, A web of 2d dualities: Z2 gauge fields and Arf invariants,
SciPost Phys. 7, 007 (2019).
[21] R. Thorngren, Anomalies and Bosonization, arXiv:1810.04414 [cond-mat.str-el]
[22] T. Senthil, D. M. Son, C. Wang and C. Xu, Duality between (2 + 1)d quantum critical points,
Phys. Rep. 827, 1 (2019).
[23] N. Seiberg, T. Senthil, C. Wang and E. Witten, A duality web in 2 + 1 dimensions and
condensed matter physics, Ann. Phys., 374 (2016) 395–433.
[24] A. M. Szczerba, Spins and fermions on arbitrary lattices, Commun. Math. Phys. 98 (1985)
513–524.
– 30 –
[25] A. Bochniak, B. Ruba, J. Wosiek and A. Wyrzykowski, Constraints of kinematic bosonization
in two and higher dimensions, [arxiv:hep-lat/2004.00988v1].
[26] R. Dijkgraaf and E. Witten, Topological gauge theories and group cohomology, Comm. Math.
Phys. 129, no. 2 (1990) 393–429.
[27] D. S. Freed and F. Quinn, Chern-Simons Theory with Finite Gauge Group, Commun. Math.
Phys. 156 (1993) 435–472.
[28] Y. Wan, J. C. Wang and H. He Twisted gauge theory model of topological phases in three
dimensions, Phys. Rev. B 92 (2015) 045101
[29] F. Wilczek, Magnetic Flux, Angular Momentum, and Statistics, Phys. Rev. Lett., 48, 1144
(1982).
[30] Y. A. Chen, Exact bosonization in arbitrary dimensions, arXiv:1911.00017 [cond-mat.str-el].
[31] A. Hatcher, Algebraic Topology, Cambridge University Press (2002).
[32] J. L. Gross and J. Yellen, GET Handbook of Graph Theory, CRC Press (2003).
[33] J. A. Beachy Introductory Lectures on Rings and Modules, Cambridge University Press
(1999).
[34] D. Gaiotto, A. Kapustin, N. Seiberg and B. Willett, Generalized global symmetries, JHEP
02, 172 (2015).
[35] F. J. Wegner, Duality in Generalized Ising Models and Phase Transitions Without Local
Order Parameters, J. Math. Phys. 12 (1971) 2259–2272.
[36] J. B. Kogut, An Introduction to Lattice Gauge Theory and Spin Systems, Rev. Mod. Phys.
51 (1979) 659.
[37] S. Halperin and D. Toledo, Stiefel-Whitney homology classes, Ann. Math. 96, No. 3 (1972)
511–525.
[38] A. Weil, Sur certains groupes d’opérateurs unitaires, Acta Math. 111 (1964) 143–211.
[39] L. Blasco, Paires duales réductives en caractéristique 2, Mém. Soc. Math. Fr, Ser. 2e 52
(1993) 1–73.
[40] W. Scharlau, Quadratic and Hermitian forms, Grundlehren der Mathematischen
Wissenschaften [Fundamental Principles of Mathematical Sciences], vol. 270,
Springer-Verlag, Berlin,1985. MR770063 (86k:11022).
[41] R. L. Griess, Jr., Automorphisms of extraspecial groups and nonvanishing degree 2
cohomology, Pac. J. Math. 48 No .2 (1973) 403–422.
[42] A. A. Kirillov, Elements of the theory of representations, Springer-Verlag (1976).
[43] S. M. Bhattacharjee, M. Mj and A. Bandyopadhyay (Eds.), Topology and Condensed Matter
Physics, Springer Singapore (2017).
– 31 –
