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1.1. Същност, исторически бележки и приложения на въз-
растово-структурираните задачи на оптималното управление
В тази секция характеризираме възрастово-структурираните задачи като
дял на хетерогенните задачи на оптималното управление. Даваме исторически
бележки за възникването им. За приложенията на тези задачи посочваме източ-
ници от библиографията.
1.2. Обща задача и основни предположения
В дисертацията разглеждаме частни случаи на следната обща задача:
J(u, v, w) =
ω∫
0















y(t, a) = f (t, a, y(t, a), p(t, a), q(t), u(t, a)) , (2.2)
p (t, a) =
∫ ω
0




h (t, a, y(t, a), p(t, a), q(t), u(t, a)) da, (2.4)
началното условие
y(0, a) = ψ(a, w(a)) за a ∈ [0, ω], (2.5)
граничното условие
y(t, 0) = ϕ(t, q(t), v(t)) за t ∈ [0, T 〉, (2.6)
ограниченията върху управляващите променливи
u(t, a) ∈ U(t, a), v(t) ∈ V (t), w(a) ∈ W (a) за t ∈ [0, T 〉 и a ∈ [0, ω], (2.7)
и ограничението
F (t, a, y(t, a), p (t, a), q(t), u(t, a), v(t), w(a)) ≥ 0. (2.8)
1
Променливата a ∈ [0, ω] се нарича възраст, а ω – максимална възраст, до коя-
то могат да достигнат изучаваните обекти. С t означаваме времето, протичащо в
интервала [0, T 〉. Когато T <∞, това е крайния интервал [0, T ], а когато T =∞ е
безкрайния интервал [0,∞). Във втория случай l(a, y) не участва в (2.1). Поняко-
га се оказва удобно да трансформираме оригиналните променливи (координати)
(t, a) в така наречените характеристични координати (t, x) чрез трансформация-
та x = t− a. Новата променлива (координата) x ∈ [−ω, T 〉 се интерпретира като
времето на раждане на изучаваните обекти.
Означаваме с (s, c) всяка двойка от състояние s и управление c, т. е. от фазови
променливи s
def
= (y, p, q) и от управляващи променливи c
def
= (u, v, w). При това
y наричаме локална, а p и q - нелокални фазови променливи. Променливата u
наричаме разпределено, v - гранично и w - начално управление.
Във всички частни случаи на задачата (2.1)-(2.8), смятаме, че подинтеграл-
ната функция L може да се представи в следния вид:







Областта, в която разглеждаме задачата, е Q
def
= [0, T 〉× [0, ω]. Множествата,
в които са ограничени управляващите функции (променливи), са U(t, a) ⊂ Rk1 ,
V (t) ⊂ Rk2 и W (a) ⊂ Rk3 , а управляващите функции са u : Q→ Rk1 , v : [0, T 〉 →
R
k2 и w : [0, ω] → Rk3 . С изключение на L и l, функциите са векторни: y ∈ Rm,
p ∈ Rn, q ∈ Rr, f ∈ Rm, g ∈ Rn, h ∈ Rr, ψ ∈ Rm, ϕ ∈ Rm, F ∈ Rl. За функциите L,
l, f , g, h, ϕ, ψ, f0, ϕ0, ψ0 и F са изпълнени условията на Каратеодори (измерими
по t, a, a′ и непрекъснати по останалите променливи). Те са локално съществено
ограничени и диференцируеми по (y, p, q, u, v, w). За частните производни също
са изпълнени условията на Каратеодори (измерими по t, a, a′ и непрекъснати по
останалите променливи) и също са локално съществено ограничени.





, а последния наричаме производна по характе-







y(t, a) = lim
ε→0
y(t+ ε, a+ ε)− y(t, a)
ε
. (2.10)
Допустимо управление наричаме всяка тройка c(·, ·) = (u(·, ·), v(·), w(·)) от
функции, където u(·, ·), v(·) и w(·) са измерими съответно в Q, [0, T 〉 и [0, ω], и
почти навсякъде са удовлетворени ограниченията (2.7). Решението на системата
(2.2)-(2.4) дефинираме като в [18, дефиниция 1]:
Дефиниция 2.1. Нека Γ ⊂ Q е произволна непрекъсната крива и нека
всяка характеристична отсечка {(t, a) ∈ Q : t− a = const} пресича Γ точно в
1 точка. За всяка пресечна точка γ означаваме с S(γ) интервалът от стой-
ностите на s, за които точките γ + s~e принадлежат на характеристичната
отсечка (а следователно γ + s~e принадлежат и на Q).
Решение на системата (2.2)-(2.4), съответстващо на допустимото управ-
ление c(·, ·) и удовлетворяващо условията
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y(γ) = y¯(γ), γ = (t, a) ∈ Γ,
наричаме тройка (y, p, q) от измерими и локално ограничени в Q (съответно
в [0, T 〉) функции, за които е в сила уравнението
y (γ+s~e ) = y¯(γ) +
∫ s
0
f (γ+τ~e, y (γ+τ~e ) , p (γ+τ~e ) , q (t0 + τ) , u (γ+τ~e )) dτ
за п. в. γ = (t0, a0) ∈ Γ и за п. в. s ∈ S(γ), и уравненията (2.3) и (2.4) са в сила
за п. в. (t, a) ∈ Q (съответно t ∈ [0, T 〉).
За фиксирано допустимо управление, решението на системата (2.2)-(2.4),
което удовлетворява условията (2.5), (2.6) и (2.8), наричаме допустимо състоя-
ние или допустима фазова траектория. При това смятаме, че за всяко допустимо
управление съществува единствено решение на (2.2)-(2.4) в областта Q.
1.3. Приложения на достатъчните условия за оптимал-
ност. Организация на дисертацията
Достатъчните условия имат 2 основни приложения: за намиране на оптимал-
но решение и за установяване оптималността на кандидат-оптимално решение.
В глава 2 илюстрираме приложението на достатъчните условия за оптимал-
ност, известни от оптималното управление за ОДУ, при решаването на възрас-
тово структурирани задачи без нелокални фазови и без странични управляващи
променливи. За тази цел разглеждаме решението на модел за определяне на
оптимална рекламна стратегия. В глава 3 предлагаме достатъчни условия за оп-
тималност от типа на Ароу за възрастово-структурираните задачи без фазови
ограничения, докато в глава 4 – достатъчни условия за оптималност от типа на
Мангасарян за задачите с фазови ограничения. С цел да илюстрираме приложе-
нието на тези достатъчни условия, в глава 3 разглеждаме модели на задача за
оптимално обучение и на задача за оптимално противодействие на нарушения.
В глава 4 разглеждаме модел на задача за оптимални инвестиции в средства за
производство. За намирането на оптималното решение на последния модел пред-
лагаме числен метод, разработен на основата на метода на стрелбите. Доказваме,
че получената по този метод редица е сходяща, и че получената като граница
на тази редица двойка от управление и състояние удовлетворява достатъчните
условия за оптималност от глава 4.
Глава 2. Свеждане към задачи на оптималното управле-
ние за обикновени диференциални уравнения
Решаването на някои възрастово-структурирани задачи може да се сведе до
решаването на задачите от еднопараметрична съвкупност от задачи за обикнове-
ни диференциални уравнения, които ние наричаме подзадачи. Целевият функци-
онал на дадената задача трябва да достига оптимума си, когато всеки от целевите
функционали на подзадачите достига своя оптимум. В тази глава даваме пример
на такова свеждане.
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2.1. Модел на Фагиан и Гросет за намиране на оптимална
рекламна стратегия
Разглеждаме следната задача на възрастово-структурираното оптимално















G(t, a) = −δ(a)G(t, a) + u(t, a), (1.2)
G(t, 0) = 0 за всяко t ∈ [0,∞), (1.3)
G(0, a) = g(a) за всяко a ∈ (0, ω], (1.4)
u(t, a) ≥ 0. (1.5)
Областта, в която се изменят времето и възрастта е Q = [ 0,∞)×[ 0, ω]. Разде-
ляме я на подобластите Q1 = Q∩{(t, a) : t− a < 0} и Q2 = Q∩{(t, a) : t− a ≥ 0}.
Управляващата променлива е u(t, a) и представя рекламните усилия за прив-
личане на клиенти от възрастовия сегмент a в момента t. Фазовата променлива
G(t, a) е клиентелата от потребителите на възраст a в момента t. Фирмата макси-
мизира сегашната стойност на потока от печалбите. Тази стойност е представена
чрез функционала в (1.1). Подинтегралната функция е дисконтираната печалба
от сегмента a в момента t. Печалбата от сегмента е разликата между нетните при-
ходи π(a)G(t, a) от продажбите на фирмата и рекламните разходи c(a, u) за при-
вличане на клиенти от възрастовия сегмент. Предполагаме, че функциите π(a)
и c(a, u) са непрекъснати, и че c(a, u) е силно изпъкнала и диференцируема по u.
Динамиката на клиентелата се описва чрез уравнението (1.2). Лявата страна
е производната на фазовата променлива G(t, a) по характеристичното направ-
ление и отразява факта, че с времето потребителите преминават в по-старши
възрастов сегмент. Дясната страна отразява факта, че във всеки момент t про-
мяната на размера на сегмента от клиентите във възрастовия интервал [a, a+da]
е равна на дължината da на интервала, умножена по разликата между реклам-
ните усилия u(t, a), насочени към този сегмент, и амортизацията δ(a)G(t, a) на
капитала от клиенти. Тук непрекъснатата неотрицателна функция δ(a) е зави-
сещата от възрастта на клиентите амортизационна норма.
Граничното условие (1.3) означава, че плътността на клиентелата за сег-
мента от потребители на възраст 0 винаги е 0, а началното (1.4) означава, че в
началния момент плътността на клиентелата за различните възрастови сегменти
е зададена чрез неотрицателната измерима ограничена функция g(a).
Въведеният модел представлява незначително обобщение на модела на Фа-
гиан и Гросет, в което позволяваме на амортизационната норма на капитала от
клиенти да зависи от възрастта.
2.2. Решение на модела на Фагиан и Гросет
Решаваме модела чрез свеждане до еднопараметрична съвкупност от зада-
чи на оптималното управление за ОДУ. За решаването на получените задачи
използваме достатъчните условия за оптималност от [40] и [41].
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e−ρ t [π(t− x)G(t, t− x)− c (t− x, u(t, t− x))] dxdt→ max, (2.1)
d
dt
G(t, t−x) = −δ(t−x)G(t, t−x) + u(t, t−x) за всяко x ∈ [−ω,∞), (2.2)
G(x, 0) = 0 за x ≥ 0, (2.3)
G(0,−x) = g(−x) за x ∈ [−ω, 0), (2.4)
u(t, t− x) ≥ 0. (2.5)
В тези координати динамиката се описва чрез еднопараметрична съвкупност
от обикновени диференциални уравнения. За подобластта Q1 началното условие
е зададено чрез уравнението (2.4), а за подобластта Q2 – чрез уравнението (2.3).
Времевите интервали за тези уравнения също са различни за двете подобласти.
За Q1 времето t протича в интервала [0, x+ ω], а за Q2 – в интервала [x, x+ ω].
Горната задача разглеждаме първо при допълнителното условие за ограни-
ченост на управляващата променлива, тоест вместо (2.5) поставяме условието
0 ≤ u(t, t− x) ≤ N за някакво N > 0. (2.6)
Чрез теоремата на Фубини ([29, стр 298]) сменяме реда на интегрирането в












e−ρ t [π(t− x)G(t, t− x)− c (t− x, u(t, t− x))] dtdx→ max .
(2.7)
По-нататък за удобство отразяваме зависимостта от променливата x чрез
удебелен шрифт: u(t)
def
= u(t, t− x), pi(t)
def
= π(t− x), G(t)
def
= G(t, t− x), c(t, u)
def
=
c(t − x, u) и δ(t)
def
= δ(t − x). Очевидно за максимизирането на функционала е
достатъчно да се максимизират вътрешните интеграли. Поради това задачата,
описана чрез уравненията (2.2)-(2.4), (2.6) и (2.7) се разпада на еднопараметрична
съвкупност от задачи за ОДУ. Последната представяме чрез следните 2 задачи:
Задача 2.1. За всяко фиксирано x ∈ [−ω, 0) да се намери оптималната





e−ρ t (pi(t)G(t)− c (t,u(t))) dt→ max,
d
dt
G(t) = −δ(t)G(t) + u(t), G(0) = g(−x) ≥ 0, 0 ≤ u(t) ≤ N.
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Задача 2.2. За всяко фиксирано x ∈ [0,∞) да се намери оптималната





e−ρ t (pi(t)G(t)− c (t,u(t))) dt→ max,
d
dt
G(t) = −δ(t)G(t) + u(t), G(x) = 0, 0 ≤ u(t) ≤ N.
За намирането на оптималните им решения използваме достатъчното усло-
вие на Ароу (виж в [41, стр 107]). Съответстващия на двете задачи хамилтониан е
H (G,u,ψ, t) = e−ρ t (pi(t)G− c (t,u))− δ(t)ψG+ψu. (2.8)
В този хамилтониан съответстващата на x спрегната променлива ψ е реше-
нието на следната задача на Коши за спрегнатото уравнение:
ψ˙(t) = −e−ρ t pi(t) + δ(t)ψ(t), ψ(x+ ω) = 0. (2.9)


























































е обратната на функцията
∂c
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Чрез граничен преход при N клонящо към безкрайност получаваме, че оп-
тималното управление uˆ(t) за модела (2.1)-(2.5) е крайно, и ако е положително
се определя чрез втория случай на формула (2.10).
В първоначалните координати оптималното управление uˆ(t, a) за задачата
(1.1)-(1.5) се определя чрез формулата:

























За оптималната фазова променлива (оптималната плътност на клиентелата)
за разглежданата задача (1.1)-(1.5) получаваме следното представяне:













uˆ(s− a+ t, s) ds (2.13)









uˆ(s− a+ t, s) ds (2.14)
при (t, a) ∈ Q2.
Глава 3. Достатъчни условия за оптималност за възрас-
тово-структурирани задачи без фазови ограничения
3.1. Основна задача и основни предположения. Дефи-
ниции на хамилтонианите и на спрегнатите функции
В тази глава разглеждаме следната основна задача без фазови ограничения:
































y(t, a) = f
(
















t, a, y(t, a), p(t, a), q(t), u(t, a)
)
da, (1.4)
y(0, a) = ψ(a, w(a)) за a ∈ [ 0, ω], (1.5)
y(t, 0) = ϕ(t, q(t), v(t)) за t ∈ [ 0, T 〉 (1.6)
u(t, a) ∈ U(t, a), v(t) ∈ V (t), w(a) ∈ W (a) за t∈ [ 0, T 〉 и a∈ [ 0, ω]. (1.7)
Задачате е частен случай на общата задача (1.2.1)-(1.2.8) от глава 1. Тук не
са наложени фазови ограничения. За тази основна задача са в сила направени-
те в глава 1 предположения. При записването на целевия функционал (1.1) ние
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използвахме представянето на подинтегралната функция L, отразено чрез урав-
нението (1.2.9). Поотделно разглеждаме случаите, в които времевият интервал
[ 0, T 〉 е краен и безкраен.
Във формулировките на достатъчните условия за оптималност, които пред-
лагаме в следващите секции, участват помощни функции, наричани хамилтониа-
ни и спрегнати функции (спрегнати променливи). Поради това тук даваме техни-
те определения. За задачата (1.1)-(1.7) дефинираме разпределения хамилтониан
H(t, a, y, p, q, u, ξ, ηt(·), ζ)
def





′)g(t, a′, a, y, u) da′ + ζ h(t, a, y, p, q, u),
(1.8)
граничния хамилтониан
Hb(t, q, v, ξt(·))
def




= ψ0(a, w) + ξa(0)ψ(a, w). (1.10)
Максимизираният разпределен хамилтониан е
Hˆ(t, a, y, p, q, ξ, ηt(·), ζ)
def
= max{H(t, a, y, p, q, u, ξ, ηt(·), ζ) | u ∈ U(t, a)}. (1.11)







m) и ξa(·) ∈ L
∞
loc ([0, T 〉 ;R
m). Ние винаги използваме тези
хамилтониани заедно с дефинираните долу спрегнати функции (променливи)
ξ(·, ·) ∈L∞loc(Q;R
m), η(·, ·) ∈ L∞loc(Q;R
n) и ζ(·) ∈ L∞loc([ 0, T 〉 ;R
r). При това за функ-
циите, които отбелязахме като аргументи на хамилтонианите, винаги използваме
ηt(·) = η(t, ·), ξt(·) = ξ(t, ·) и ξa(·) = ξ(·, a). Въпросните спрегнати функции (про-














































за която дефиницията на понятието решение е подобна на дадената в глава 1
дефиниция 1.2.1 на понятието решение на системата (1.2.2)-(1.2.4).
В дефинициите (1.8)-(1.10), а също и навсякъде по-нататък, при записва-
нето на скаларно произведение на вектори пропускаме знака за транспониране.
Освен това по-нататък за по-удобно пропускаме аргументите t и a във функции-
те, които зависят от тях. Такива функции са s(t, a), c(t, a), y(t, a), p(t, a), u(t, a),
ξ(t, a), η(t, a), q(t), v(t), ζ(t), w(a) и съответстващите им функции, които означа-
ваме с
”
шапки“. По този начин означаваме управляващите и фазовите функции
(променливи), които изследваме за оптималност. За по-кратко записване използ-
ваме абревиатура, например f∧[t, a]
def
= f (t, a, yˆ, pˆ, qˆ, uˆ) и f [t, a]
def
= f(t, a, y, p, q, u).
За хамилтонианите от означените с
”
шапки“ променливи, тези абревиатури запи-
сани подробно са H∧[t, a] = H(t, a, yˆ(t, a), pˆ(t, a), qˆ(t), uˆ(t, a), ξ(t, a), η(t, ·), ζ(t)) ,
Hˆ∧[t, a] = Hˆ(t, a, yˆ(t, a), pˆ(t, a), qˆ(t), ξ(t, a), η(t, ·), ζ(t)), H∧0 [a] =H0(a, wˆ(a), ξ(·, a)) и
H∧b [t] = Hb(t, qˆ(t), vˆ(t), ξ(t, ·)). Подобни са абревиатурите и за хамилтонианите от
променливите, които не са означени с
”
шапки“.
3.2. Достатъчни условия за оптималност от типа на Ароу
при краен времеви интервал
Разглеждаме задачата (1.1)-(1.7) при T < ∞. За да докажем основния ре-
зултат от секцията се нуждаем от следната лема
Лема 2.1. Нека функцията f(t, a) ∈ L1(Q) е абсолютно непрекъсната по




f(t, a) ∈ L1(Q).



























Теорема 2.1. Нека е дадена допустимата двойка (sˆ, cˆ) от фазова и управ-
ляваща променливи и нека (ξ, η, ζ) е съответстващото на тази двойка реше-
ние на спрегнатата система (1.12)-(1.14). Нека за тях са изпълнени следните
четири условия:
1. Необходимите условия за локален максимум на страничните хамилтони-















≤ 0 за п. в. a ∈ [ 0, ω], w ∈ W (a), (2.3)
Hˆ∧[t, a] = H∧[t, a] ≥ H
(
t, a, yˆ(t, a), pˆ(t, a), qˆ(t), u, ξ(t, a), η(t, ·), ζ(t)
)
за п. в. (t, a) ∈ Q, u ∈ U(t, a).
(2.4)
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за п. в. a ∈ [ 0, ω], (2.5)
ξ(t, ω) = 0 за п. в. t ∈ [ 0, T ]. (2.6)
3. При дадените спрегнати функции ξ, η и ζ, максимизираният разпределен
хамилтониан Hˆ(t, a, y, p, q, ξ(t, a), η(t, ·), ζ(t)) е вдлъбнат по (y, p, q), начал-
ният хамилтониан H0(a, w, ξ(·, a)) е вдлъбнат по w и граничният хамил-
тониан Hb(t, q, v, ξ(t, ·)) е вдлъбнат по (q, v). Множествата U(t, a), V (t)
и W (a) са изпъкнали съответно за п. в. (t, a) ∈ Q, t ∈ [ 0, T ] и a ∈ [ 0, ω].
4. Функцията l(a, y) е вдлъбната по y.
Тогава двойката (sˆ, cˆ) е оптимална.
Бележки. Очевидно ако при дадените спрегнати функции някой от хамил-
тонианите Hˆ(t, a, y, p, q, ξ(t, a), η(t, ·), ζ(t)), H0(a, w, ξ(·, a)) или Hb(t, q, v, ξ(t, ·)) е
строго вдлъбнат съответно по (y, p, q), w или (q, v), то (sˆ, cˆ) е единственото опти-
мално решение на разглежданата основна задача.
Теорема 2.1 дава достатъчни условия, когато търсим максимум на целевия





формулите (2.2)-(2.4) с противоположните релации, изискванията за вдлъбнатост
с изисквания за изпъкналост и максимизирането в (1.11) с минимизиране.
Нека да означим съответно с H0(a, w), Hb(t, v) и H(t, a, u) въведените в [18]
начален, граничен и разпределен хамилтониан. Тогава връзките с въведените
тук хамилтониани са следните:
H0(a, w) = H0(a, w, ξ(·, a)) + C0(a), Hb(t, v) = Hb(t, qˆ(t), v, ξ(t, ·)) + Cb(t),
H(t, a, u) = H(t, a, yˆ(t, a), pˆ(t, a), qˆ(t), u, ξ(t, a), η(t, ·), ζ(t)) + C(t, a),
като в тях функциите C0, Cb и C не зависят от съответното управление w, v
и u. Ако множествата U(t, a), V (t) и W (a) не зависят от a и t, то условията на
теорема 2.1 са необходими и достатъчни за оптималността на (sˆ, cˆ).
3.3. Достатъчни условия за оптималност при безкраен
времеви интервал
В тази секция разглеждаме основната задача (1.1)-(1.7), в случая T =∞.
Както вече отбелязахме, в този случай функцията l(a, y) не участва в задачата.
Една от основните концепции при дефинирането на оптималността за задачите
с безкраен времеви интервал е наречена ограничаване на целевия функционал
(limiting objective functional) (вижте в [9] или [10]). Тук ние разширяваме до-
статъчните условия от предната секция за някои от определенията за оптимал-
ност от тази концепция. Преди това ние формулираме определения за оптимал-
ност за възрастово-структурираното управление, аналогични на определенията
от [41, стр 232]:
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Дефиниции за оптималност.
Нека да означим с (sˆ, cˆ) двойката от фазова и управляваща променливи,



























Разглежданата двойка (sˆ, cˆ) се нарича:
1. изпреварващо оптимална (overtaking optimal), ако за всяка допустима
двойка (s, c) съществува число τ ′, евентуално зависещо от двойката (s, c),
и за всяко число τ ≥ τ ′ е изпълнено неравенството ∆(τ) ≥ 0;
2. настигащо оптимална (catching up optimal), ако lim inf
τ→∞
∆(τ) ≥ 0 за всяка
допустима двойка (s, c);
3. спорадично настигащо оптимална (sporadically catching up optimal), ако
lim sup
τ→∞
∆(τ) ≥ 0 за всяка допустима двойка (s, c).
Теорема 3.1. Нека (sˆ, cˆ) е допустима двойка от фазова и управляваща
променливи. За тази двойка нека съществува решение (ξ, η, ζ) на спрегнатата
система (1.12)-(1.14) при условието за трансверзалност (2.6). При условията
на теорема 2.1 двойката (sˆ, cˆ) е:
1. изпреварващо оптимална, ако условието за трансверзалност (2.5) е заме-
нено с предположението, че за всяка допустима двойка (s, c) съществува
крайно число τ ′, евентуално зависещо от двойката (s, c), за което
ξ(τ, a)
(
y(τ, a)− yˆ(τ, a)
)
≥ 0 за п. в. a ∈ [ 0, ω] и за всяко τ ≥ τ ′; (3.2)







y(τ, a)− yˆ(τ, a)
)
da ≥ 0; (3.3)







y(τ, a)− yˆ(τ, a)
)
da ≥ 0. (3.4)
Теорема 3.2. Нека за двойката (sˆ, cˆ) са изпълнени условията от тео-
рема 3.1. Нека за всяка допустима фазова траектория y и за всяко a ∈ [ 0, ω] е
изпълнено неравенството ξ(τ, a)y(τ, a) ≥ 0 за всяко достатъчно голямо число τ .
При това нека ξ(τ, a)yˆ(τ, a)→ 0 при τ →∞ равномерно по a ∈ [ 0, ω].
Тогава условието (3.3) е изпълнено и следователно (sˆ, cˆ) е настигащо
оптимална двойка от фазова и управляваща променливи.
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3.4. Приложения
В първата подточка прилагаме теорема 2.1, за да докажем оптималността на
управлението в частен случай на разгледания в [38] модел за определяне на оп-
тимална норма на обучение при краен времеви интервал. Във втората подточка
използваме теорема 3.1, за да докажем съществуването на настигащо оптимално
решение за разгледания в [24] модел за намиране на оптимално противодействие
на нарушения.
3.4.1. Задача за оптимално обучение
С цел да изследват на макро ниво оптималната образователна политика
спрямо работниците, в [38] Пръскавец, Цачев и Вельов предлагат модел, в кой-
то съвкупният продукт зависи от предлагането на труда, разграничено по въз-
растта и по квалификацията на работниците. По отношение на втория признак
работниците са разделени на две категории: ниско квалифицирани и високо ква-
лифицирани. Броят на работниците на възраст a момента t от двете категории е
съответно L(t, a) и H(t, a). Образователната политика се представя чрез управ-
ляващата функция u(t, a), която е нормата (интензитета) на обучение на работ-
ниците на възраст a в момента t.
Тук показваме, че при съвършена заменяемост по възраст и квалификация,
и при ограниченост на нормата на обучение, предложената в [38] норма на обу-
чение удовлетворява условията на теорема 2.1, и следователно тя е оптимална.


























































L(t, a) da, (4.6)
u(t, a) ≥ 0 за всяко t ∈ [ 0, T ] и за всяко a ∈ [ 0, ω]. (4.7)
Като начални и гранични условия са зададени положителните функции
L(t, 0), H(t, 0), L(0, a) и H(0, a). Локалните фазови променливи са y = (L,H),
12
а нелокалните са q = (L¯, H¯, P ). Да отбележим, че трябва ρ ≤ 1, λL ≤ 1, λH ≤ 1,
λL 6= 0 и λH 6= 0. Функциите ϑL, ϑH , πL и πH са строго положителни, а функции-
те e, l и δ - неотрицателни. Предполагаме, че функцията p(a, u) е непрекъсната,
монотонно растяща и строго изпъкнала по u. Нейната частна производна pu(a, u)
съществува, непрекъсната е по a и е непрекъснато диференцируема по u.
От (4.2) и (4.3) е ясно, че L(t, a) > 0 и H(t, a) > 0 за всяка (t, a) ∈ Q
def
= [0, T ]×
[0, ω]. От това на свой ред следва, че L¯(t), H¯(t) и P (t) също са положителни.
Означаваме с ξL, ξH , ζL¯, ζH¯ и ζP спрегнатите променливи, които съответстват
на фазовите променливи L, H, L¯, H¯ и P . Началния, граничния и разпределения
хамилтониан за този модел означаваме съответно с H0, Hb и H .
Граничният хамилтониан при споменатите горе спрегнати променливи е
Hb
(
t, L¯, H¯, P, ξL(t, ·), ξH(t, ·)
)
= ξL(t, 0)L(t, 0)+ξH(t, 0)H(t, 0). Разпределеният ха-
милтониан е
























λL + ζH¯ πH(a)H
λH + ζP p(a, u)L.
(4.8)
Максимизираният разпределен хамилтониан Hˆ се получава чрез заместване
на управлението u с максимизатора uˆ в дясната страна на (4.8).
При несъвършена заменяемост по възрастови групи теорема 2.1 не е прило-
жима, както се вижда от следното твърдение:
Твърдение 4.1. Ако λL<1 или λH<1 то първото събираемо на максимизи-
рания разпределен хамилтониан не е вдлъбнато по фазовите променливи. (Сле-
дователно същото важи и за целия максимизиран разпределен хамилтониан.)
В случая λL = λH = 1 (съвършена заменяемост по възрастови групи) зада-
чата (4.1)-(4.7) е еквивалентна на задача за намиране на допустимо управление uˆ
и съответстващите му фазови променливи и спрегнати променливи ξL, ξH , ζL¯, ζH¯ ,
за които uˆ максимизира съответстващия на променливите разпределен хамилто-
ниан. Ние разглеждаме подслучая на съвършена заменяемост по възраст и ква-
лификация (ρ=λL=λH = 1) и при ограниченост на нормата на обучение u(t, a):
Нека вместо (4.7) е наложено условието
0 ≤ u(t, a) ≤ N за всяко (t, a) ∈ Q. (4.9)
Означаваме с z→p−1u (a, z) обратната на функцията u→pu(a, u). Дефинираме
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функцията





N , ако z ≥ pu(a,N),
p−1u (a, z), ако pu(a, 0) < z < pu(a,N),
0, ако z ≤ pu(a, 0).
Както и в раздел 3 на [38] достигаме до извода, че единственият максимиза-
тор на разпределения хамилтониан (4.8) по u при допълнителното условие (4.9) е
uˆ(t, a) = p¯ −1u+ (a, l(t, a)∆(t, a)), (4.10)
където ∆(t, a)
def
= ert(ξH(t, a) − ξL(t, a)). Спрегнатите променливи ξL и ξH са










e(a) + l(t, a)u(t, a)
)(
ξL(t, a)− ξH(t, a)
)
−







ξH(t, a) = −δ(t, a)
(
ξL(t, a)− ξH(t, a)
)
− ζH¯(t) πH(a),
ξL(t, ω) = 0, ξL(T, a) = 0, ξH(t, ω) = 0, ξH(T, a) = 0.
(4.11)
Твърдение 4.2. При съвършена заместимост по възраст и квалификация
(ρ = λL = λH = 1) определеното чрез уравнение (4.10) управление е оптимално
за задачата (4.1)-(4.6), (4.9).
3.4.2. Оптимално противодействие на нарушения
В статията [24] Хартл, Корт и Файхтингер изследват съгласуването на
инструментите за противодействие на нарушения. Авторите търсят оптималното
съгласуване между предотвратяването на нарушенията и третирането на нару-
шителите. За тази цел те предлагат модел, в който целта е да се минимизира
дисконтирания поток от социални разходи, състоящи се от вредите, причинени
от нарушителите, и разходите за предотвратяване на нарушенията и третиране








k d(a)y(t, a) + c(u(t, a)) + v(t, a)
)

















y(t, a)− δ y(t, a),
(4.17)
y(t, 0) = Y0, y(0, a) = Y0(a), (4.18)
u(t, a) ≥ 0, v(t, a) ≥ 0. (4.19)
14
Управляващите променливи u(t, a) и v(t, a) са съответно нормата на трети-
ране на нарушителите на възраст a и нормата на предотвратяване на нарушени-
ята, причинени от нарушители на възраст a, в момента t. Фазовата променлива
y(t, a) е броя на нарушителите на възраст a в момента t. В нашето изследване
предполагаме, че използваните функции са достатъчно гладки, а използваните
техни производни - непрекъснати. В статията [24] функцията c(u) отразява раз-
ходите за третиране на нарушителите. Върху тази функция са наложени услови-
ята c(0) = 0, c ′(u) ≥ 0 и c ′′(u) ≥ 0. Функцията p (a) е броя на населението на въз-
раст a. Функцията ψ(v) измерва влиянието на усилията (на разходите) за предот-
вратяване на нарушения. Условията, наложени на тази функция, са ψ(v) > 0,
ψ′(v) < 0, ψ′′(v) > 0 и limv→∞ ψ(v) > 0. Функцията ϑ измерва влиянието на трети-
рането на нарушителите върху броя на последните. Приемаме, че ϑ(0) = 0, ϑ ′ > 0
и ϑ ′′ ≤ 0. Означаваме обратната на ϑ функция с η. Тогава η′ > 0 и η′′ ≥ 0. Оста-
налите функции са непрекъснати и положителни, а константите - положителни.
Приемаме още, че управляващите променливи u и v са ограничени, следова-
телно за достатъчно голямо M са в сила ограниченията 0 ≤ u ≤M и 0 ≤ v ≤M .
За математическо удобство заменяме аргумента u/y на функцията ϑ с u/(y + ε)
за достатъчно малко ε > 0, както това е направено в [7]. По-удобно е за управ-
ляваща променлива да използваме w(·, ·)
def
= ϑ [u(·, ·)/ (y(·, ·) + ε)] вместо u(·, ·).
Новата управляваща променлива w също е ограничена. Изразявайки u чрез w
получаваме, че u = η(w)(y + ε). Така, след тези промени получаваме следната





























µ(a)ψ(v(t, a))− w(t, a) y(t, a)− δ y(t, a), (4.21)
y(t, 0) = Y0, y(0, a) = Y0(a), (4.22)
0 ≤ v(t, a) ≤M, 0 ≤ w(t, a) ≤ N. (4.23)
Интервалът [0, N ] е образа на функцията u→ ϑ(u/ε) за u ∈ [0,M ].
Началният и граничният хамилтониани за новия модел (4.20)-(4.23) при
спрегнатата променлива ξ(t, a), която по-нататък ще въведем, са H0(a, ξ(·, a)) =
ξ(0, a)Y0(a) и Hb(t, ξ(t, ·)) = ξ(t, 0)Y0. Ако преобразуваме модела (4.20)-(4.23) в
модел, в който се търси максимум на целевия функционал, разпределеният ха-
милтониан при спрегнатата променлива ξ(t, a) ще бъде
H(t, a, y, v, w, ξ) = − e−rt
[
k d(a) y + c
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ξ(t, a) = f(t, a) ξ(t, a) + g(t, a) e−rt, ξ(t, ω) = 0, (4.25)
където положителните ограничени функции f и g са
f(t, a) = µ(a)ψ(v(t, a)) + w(t, a) + δ,




y(t, a) + ε
)]
η(w(t, a)).
Решението на задачата (4.25) за спрегнатата променлива е







f(s+ t− a, s) ds
g(σ + t− a, σ) e−r(σ+t−a)dσ. (4.26)
От него доказваме, че ξ(t, a)→ 0 при t→∞ равномерно по a ∈ [0, ω].
Допустимите максимизатори vˆ(t, a, y, ξ) и wˆ(t, a, y, ξ) на хамилтониана H се
определят неявно от уравненията:





µ(a)ψ ′(v(t, a, y, ξ)) = e−rt,
(4.28)
wˆ(t, a, y, ξ) = {w(t, a, y, ξ)}[ 0, N ] и
c ′ [ η(w(t, a, y, ξ)) (y + ε)] η ′(w(t, a, y, ξ)) (y + ε) = −ert ξ y.
(4.29)




b ако f(x) ≥ b,
f(x) ако a < f(x) < b,
a ако f(x) ≤ a.
Твърдение 4.3. Задачата(4.20)-(4.23)има настигащо оптимално решение.
Последното е определено от уравненията (4.21), (4.22), (4.25), (4.28) и (4.29).
Глава 4. Достатъчни условия за оптималност за възрас-
тово-структурирани задачи с фазови ограничения
4.1. Основна задача и основни предположения. Дефини-
ции на хамилтонианите, лагранжианите и спрегнатите функции
Тук разглеждаме следната основна задача с фазови ограничения:

































y(t, a) = f
(
















t, a, y(t, a), p(t, a), q(t), u(t, a)
)
da, (1.4)
y(0, a) = ψ(a, w(a)) за a ∈ [ 0, ω], (1.5)
y(t, 0) = ϕ(t, q(t), v(t)) за t ∈ [ 0, T ] , (1.6)
u(t, a) ∈ U, v(t) ∈ V, w(a) ∈ W за t ∈ [ 0, T ] и a ∈ [ 0, ω], (1.7)
Π
(















t, a, y(t, a)
)
≥ 0 за t ∈ [ 0, T ] и a ∈ [ 0, ω]. (1.9)
Тази основна задача също е частен случай на формулираната в глава 1 об-
ща задача (1.2.1)-(1.2.8). За задачата (1.1)-(1.9) също са в сила направените в
глава 1 предположения. И тук подинтегралната функция L се представя чрез
уравнението (1.2.9). В тази задача обаче множествата U , V и W не зависят от
t и a. Функцията F , чрез която се задават фазовите ограничения (1.2.8) в общата
задача от глава 1, тук се представя във вида F = (Π,Φ,Ψ, π). При това Π ∈ Rl1 ,
Φ ∈ Rl2 , Ψ ∈ Rl3 , π ∈ Rl4 и l1 + l2 + l3 + l4 = l. За основната задача (1.1)-(1.9)
разглеждаме само случая на краен времеви интервал, т.е. приемаме, че T <∞.
Новият елемент в разглежданата в тази глава основна задача е наличието
на фазови ограничения, които ние разделяме на две групи – смесени и чисти
локални. Ограниченията от първата група задаваме чрез неравенствата (1.8), а
от втората група – чрез неравенствата (1.9).
Както и в предната глава, разпределеният, граничният и началният хамил-
тониан са съответно
H(t, a, y, p, q, u, ξ, ηt(·), ζ)
def





′)g(t, a′, a, y, u) da′ + ζ h(t, a, y, p, q, u),
(1.10)
Hb(t, q, v, ξt(·))
def
= ϕ0(t, q, v) + ξt(0)ϕ(t, q, v). (1.11)
H0(a, w, ξa(·))
def
= ψ0(a, w) + ξa(0)ψ(a, w), (1.12)
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И в тази глава хамилтонианите, които са функционали на функциите ηt(·) ∈
L∞ ([0, ω];Rn) , ξt(·) ∈ L
∞ ([0, ω];Rm) и ξa(·) ∈ L
∞ ([0, T ];Rm) , използваме винаги
заедно със спрегнатите функции (променливи) ξ(·, ·) ∈ L∞ (Q;Rm) , η(·, ·) ∈
L∞ (Q;Rn) и ζ(·) ∈ L∞ ([0, T ] ;Rr) . Последните въвеждаме по-долу като решение
на спрегната система, различна от въведената в предната глава. За функциите,
посочени като аргументи на хамилтонианите, винаги използваме ηt(·) = η(t, ·),
ξt(·) = ξ(t, ·) и ξa(·) = ξ(·, a).
За да боравим с фазовите ограничения на основната задача, въвеждаме след-
ните разпределен, граничен и начален лагранжиан:





= H(t, a, y, p, q, u, ξ, ηt(·), ζ) + λΠ(t, a, y, p, q, u) + λ
′ π(t, a, y),
(1.13)
Lb(t, q, v, ξt(·), µ)
def
= Hb(t, q, v, ξt(·)) + µΦ(t, q, v). (1.14)
L0(a, w, ξa(·), ν)
def
= H0(a, w, ξa(·)) + ν Ψ(a, w), (1.15)

















. Лагранжианите също са
функционали на функциите ηt(·), ξt(·) и ξa(·), и ние винаги използваме същите
съответни функции за тези аргументи.
Използваните в дефинициите на хамилтонианите (1.10)-(1.12) и на лагранжи-








ξ(t, a) = −
∂
∂y








Π(t, a, y, p, q, u) − λ′
∂
∂y









H (t, a, y, p, q, u, ξ(t, a), η(t, ·), ζ(t)) + λ
∂
∂p






























Π(t, a, y, p, q, u)da.
(1.18)
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Дефиницията на решението на тази спрегната система е аналогична на дефи-
ницията 1.2.1 на решението на динамичната система (1.2.2)-(1.2.4). И в тази гла-
ва ние пропускаме аргументите t и a на управляващите, фазовите и спрегна-
тите променливи. Освен това пропускаме и аргументите (t, a) на множителите
на Лагранж λ и λ′, аргумента t на множителя µ и аргумента a на множителя ν.
Продължаваме да използваме същата абревиатура, също и да означаваме с
”
шап-
ки“ управляващите и фазовите променливи, които изследваме за оптималност.
4.2. Достатъчни условия за оптималност от типа на Ман-
гасарян при краен времеви интервал
Разглеждаме задачите (1.1)-(1.8) и (1.1)-(1.9), които са съответно без и с чи-
сти локални фазови ограничения. В следващата теорема предлагаме достатъчно
условие за оптималност за задачата със смесени фазови ограничения (1.1)-(1.8).
Теорема 2.1. Нека (sˆ, cˆ) = (yˆ, pˆ, qˆ, uˆ, vˆ, wˆ) е допустима двойка от фазова
и управляваща променливи за задачата (1.1)-(1.8). Нека съществуват множи-
тели на Лагранж λ, µ и ν, и абсолютно непрекъснато по характеристичното
направление решение (ξ, η, ζ) на спрегнатата система (1.16)-(1.18), съответ-
стващо на разглежданата допустима двойка и на множителите на Лагранж.
При това нека за тях са изпълнени следните шест условия:



























































за п. в. a ∈ [0, ω] и за п. в. w ∈ W .
2. Условията за неотрицателност на множителите на Лагранж и услови-
ята за допълваща нестрогост:
λ(t, a) ≥ 0, λ(t, a) Π∧[t, a] = 0; µ(t) ≥ 0, µ(t) Φ∧[t] = 0;
ν(a) ≥ 0, ν(a)Ψ∧[a] = 0
(2.4)
съответно за п. в. (t, a) ∈ Q, t ∈ [0, T ] и a ∈ [0, ω].









за п. в. a ∈ [ 0, ω], (2.5)
ξ(t, ω) = 0 за п. в. t ∈ [ 0, T ]. (2.6)
4. Функцията Π(t, a, y, p, q, u) е квазивдлъбната по (y, p, q, u), Φ(t, q, v) е ква-
зивдлъбната по (q, v) и Ψ(a, w) е квазивдлъбната по w. Множествата U ,
V и W са изпъкнали.
5. При дадените спрегнати функции ξ, η и ζ, разпределеният хамилтони-
ан H(t, a, y, p, q, u, ξ(t, a), η(t, ·), ζ(t)) е вдлъбнат по (y, p, q, u), граничният
хамилтониан Hb(t, q, v, ξ(t, ·)) е вдлъбнат по (q, v), началният хамилто-
ниан H0(a, w, ξ(·, a)) е вдлъбнат по w.
6. Функцията l(a, y) е вдлъбната по y.
Тогава двойката (sˆ, cˆ) = (yˆ, pˆ, qˆ, uˆ, vˆ, wˆ) е оптимална за задачата (1.1) - (1.8).
Като релаксация на теорема 2.1, в следващата теорема предлагаме достатъч-
ни условия за оптималност за задачата с чисти локални фазови ограничения
(1.1)-(1.9):
Теорема 2.2. Нека (sˆ, cˆ) = (yˆ, pˆ, qˆ, uˆ, vˆ, wˆ) е допустима двойка от фазови
и управляващи променливи за задачата (1.1)-(1.9). Нека съществуват множи-
тели на Лагранж λ, λ′, µ и ν, и нека спрегнатата система (1.16)-(1.18) има
абсолютно непрекъснато по характеристичното направление решение (ξ, η, ζ),
съответстващо на двойката (sˆ, cˆ) и на множителите на Лагранж. Освен това
нека съществуват функции α ∈ L1 ([0, T ];Rm) и β ∈ L1 ([0, ω];Rm).
Нека са изпълнени шестте условия от теорема 2.1, като в тях множи-
телят λ е заместен с (λ, λ′), а функцията Π е заместена с (Π, π). Освен това
нека са изпълнени следните три условия:
1. Функцията π(t, a, y) е квазивдлъбната по y;
2. Спрегнатата променлива ξ(t, a) може да е прекъсната в крайните точки










t, ω, yˆ(t, ω)
)
за п. в. t ∈ [0, T ] (2.18)
заедно с условието за неотрицателност на функцията α и с условието
за допълваща нестрогост
α(t) ≥ 0, α(t) π
(
t, ω, yˆ(t, ω)
)
= 0 за п. в. t ∈ [0, T ]. (2.19)











T, a, yˆ(T, a)
)
за п. в. a ∈ [0, ω] (2.20)
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заедно с условията
β(a) ≥ 0, β(a) π
(
T, a, yˆ(T, a)
)
= 0 за п. в. a ∈ [0, ω]. (2.21)
При тези условия двойката (sˆ, cˆ) е оптимална.

















ξ (t− ε, ω − ε).
Бележки. При формулирането на условия 2 и 3 на горната теорема 2.2,
вместо условията за скокове (2.18) и (2.20) може да приемем, че спрегнатата
променлива ξ(t, a) е непрекъсната по характеристичното направление в крайните
точки a = ω и t = T , и вместо условията за трансверзалност (2.5) и (2.6) от
теорема 2.1 са изпълнени следните условия за трансверзалност:
ξ(t, ω) = α(t)
∂
∂y
π (t, ω, yˆ(t, ω)) за п. в. t ∈ [0, T ], (2.18’)
ξ(T, a) = β(a)
∂
∂y
π (T, a, yˆ(T, a)) +
∂
∂y
l (a, yˆ(T, a)) за п. в. a ∈ [0, ω]. (2.20’)
Нека са изпълнени условията на теорема 2.1 или на теорема 2.2. Ако някой от
хамилтонианите е строго вдлъбнат, то двойката (sˆ, cˆ) е единственото оптимално
решение на съответната задача.
Ако търсим минимум на целевия функционал трябва да заменим всички
изисквания за вдлъбнатост и квазивдлъбнатост съответно с изисквания за изпък-
налост и квазиизпъкналост, релациите
”
≤“ в (2.1)-(2.3) с противоположните
релации, и условията за неотрицателност на функциите α, β и множителите на
Лагранж с условия за неположителност.
4.3. Приложение в задача за оптимални инвестиции в
средства за производство
В тази секция разглеждаме един възрастово-структуриран модел на ново-
създадена фирма, която произвежда един продукт чрез използването на опре-
делени средства за производство (напр. машини). Последните могат да бъдат
с различен винтидж (от различни поколения). За да осигури производствения
процес фирмата трябва да инвестира в тези средства за производство. Предпо-
лагаме, че тя може да избира между континуум от поколения от тях. Целта на
фирмата е да определи инвестиционна стратегия за период от T години, при
която сегашната стойност на потока от печалбите да е максимален. Моделът е
следния:










































K(t, a) = I(t, a) − δ K(t, a) t ∈ [0, T ], a ∈ [0, ω], (3.2)
K(t, 0) = I0(t) t ∈ [0, T ], (3.3)
K(0, a) = K0(a) a ∈ [0, ω] (3.4)
K(t, a) ≥ 0 за всяко (t, a) ∈ Q = [0, T ]× [0, ω]. (3.5)
В модела с t означаваме момент от времето, а с a - възрастта на дадена
машина (на дадено средство за производство). Разликата x = t − a е винтиджа
(поколението) на дадено средство за производство. Разглежданите средства за
производство не могат да бъдат използвани повече от ω години след годината, в
която са произведени, поради това a ∈ [0, ω]. Както отбелязахме, фирмата иска
да определи оптималната си инвестиционна стратегия за период от T години, сле-
дователно t ∈ [0, T ]. Предполагаме, че този времеви период е достатъчно дълъг
и T > ω. Наличността (т.е. броя) K(t, a) на средствата за производство на въз-
раст a в момента t е фазовата променлива в модела. За да отразим факта, че
наличността не може да бъде отрицателна, ние въвеждаме фазовото ограни-
чение (3.5). Разпределената управляваща променлива I(t, a) са направените от
фирмата инвестиции в средствата за производство на възраст a в момента t.
Тази променлива е броя на поръчаните единици средства за производство при
I(t, a) > 0 и е броя на продадените при I(t, a) < 0. Понеже фирмата може да
купува и да продава средства за производство, моделът не включва пряко огра-
ничение върху тази управляваща променлива. Да отбележим обаче, че фазовото
ограничение (3.5) ограничава непряко тази променлива: фирмата може да прода-
ва само ако има положителна наличност от средствата за производство. Отделно
от разпределеното управление, ние разглеждаме инвестициите в нови средства
за производство I0(t) като гранична управляваща променлива и избора на налич-
ност от средствата за производство в момента на създаването на фирмата K0(a)
като начална управляваща променлива. Предполагаме, че останалите функции
са достатъчно гладки, а използваните константи са положителни.
За да намери оптималната инвестиционна стратегия, фирмата трябва да
максимизира целевия функционал (3.1), който е дисконтирания поток от печал-
бите. Подинтегралната функция на двойния интеграл от (3.1) представя дис-
контираната печалба от средствата за производство (машините) на възраст a в
момента t като разлика между приходите от тяхната експлоатация p (t−a)K(t, a)
и инвестиционните разходи b(t, a) I(t, a) + c
2
I2(t, a). Последните са разделени на
разходи за придобиване b(t, a) I(t, a) и разходи за реализиране на инвестициите
c
2
I2(t, a) (например разходи за инсталиране и за деинсталиране). Всъщност пър-
вото събираемо са приходи, когато фирмата продава разглежданите средства




K20(a) са разходите за начален капитал (средства за
производство) на възраст a, а b(t, 0) I0(t)+
c
2
I20 (t) са инвестиционните разходи за
най-новото поколение от средствата за производство в момента t.
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Продуктивността на средствата за производство нараства с всяко следващо
поколение (тя е растяща функция на винтиджа) и следователно p ′(x) ≥ 0. Цена-
та на всяко фиксирано поколение от средствата за производство (средствата за
производство с фиксиран винтидж, т.е. x = t− a = const) трябва да намалява с
възрастта, следователно предполагаме, че ∂
∂a
b(x+ a, a) < 0. Предполагаме още,
че предвиждайки бъдещия технологичен прогрес, фирмата може да оцени про-
дуктивността и цените на бъдещите поколения средства за производство. При
това приемаме, че цената на всяко фиксирано поколение от средствата за про-
изводство може да бъде представена като затихваща експонента от възрастта a:
b(t, a) = b0(t− a) e
−∆(t−a) a (3.6)
където b0(x) и ∆(x) са положителни функции.
Разглеждания от нас модел е сходен на предложения от Файхтингер и др.
модел в статията [15]. Подобни модели са изследвани и в статиите [4] и [16]. В
настоящия модел динамиката на капитала (на средствата за производство), опи-
сана чрез формулите (3.2)-(3.4), е като в цитираните горе 3 статии. Описанието
може да бъде намерено в [4]. Нашият модел не отразява някои от описаните
в [15] особености, като нарастването на амортизационната норма с възрастта,
ефекта на опита върху разходите на фирмата и насищането на пазара с продук-
тите на фирмата. От друга страна, чрез въвеждането на фазовото ограничение
гарантираме, че оптималното решение за капитала (средствата за производство)
е неотрицателно.
За решаването на модела (3.1)-(3.5) предлагаме основан на метода на стрел-
бите (виж например в [43, стр. 502]) числен метод, чрез който се генерира редица
от двойки управления и фазови променливи. Показваме, че генерираната редица
е сходяща към оптимална двойка, понеже последната удовлетворява условията
на теорема 2.2. За целта първо въвеждаме хамилтонианите и лагранжианите за
разглеждания модел. За спрегнатата променлива ξ(t, a), която по-надолу въвеж-
даме, разпределения, граничния и началния хамилтониан са съответно
H(t, a,K, I, ξ) = e−r t
(





+ ξ (I − δ K) , (3.7)
Hb (t, I0, ξ(t, ·)) = −e
−r t
(





+ ξ(t, 0) I0, (3.8)







+ ξ(0, a)K0. (3.9)
Страничните лагранжиани съвпадат със съответните странични хамилтони-
ани, т.е. Lb ≡ Hb и L0 ≡ H0, а разпределеният лагранжиан е
L(t, a,K, I, ξ, λ) = H(t, a,K, I, ξ) + λK. (3.10)
Максимизаторите на лагранжианите са
Iˆ(t, a) =









ξ(0, a)− b(0, a)
c
. (3.13)
Виждаме, че Iˆ0(t) = Iˆ(t, 0) за всяко t ∈ [0, T ] и Kˆ0(a) = Iˆ(0, a) за всяко
a ∈ [0, ω]. За да приложим теорема 2.2 трябва да намерим абсолютно непрекъсна-
то по характеристичното направление решение за спрегнатата променлива ξ(t, a).








ξ(t, a) = −e−r t p (t− a) + δ ξ(t, a) − λ(t, a) (3.14)
за почти всяко (t, a) ∈ Q при терминални условия
ξ(t, ω) = α(t), t ∈ [0, T ], (3.15)
ξ(T, a) = β(a), a ∈ [0, ω], (3.16)
за някакви функции α ∈ L1([0, T ]) и β ∈ L1([0, ω]), удовлетворяващи условията
α(t) ≥ 0, β(a) ≥ 0, α(t)K(t, ω) = β(a)K(T, a) = 0. (3.17)
Множителят на Лагранж λ(t, a) трябва да бъде интегруем в областта Q и
за него трябва да бъдат изпълнени следните условия за неотрицателност и за
допълваща нестрогост:
λ(t, a) ≥ 0, λ(t, a)K(t, a) = 0 за п. в. (t, a) ∈ Q. (3.18)
Виждаме, че условията на теорема 2.2 ще бъдат удовлетворени, ако докажем
съществуването на абсолютно непрекъснато по характеристичното направление
решение за двойката (K, ξ) от фазова и спрегната променливи на граничната
задача диференциални уравнения (3.2) и (3.14) при условията (3.3)-(3.5), (3.11)-
(3.13) и (3.15)-(3.18). При всеки фиксиран винтидж x = t − a, тази задача е
двуточкова гранична задача за обикновени диференциални уравнения. В харак-
теристичните координати (t, x) тази задача е
˙K(t) = I(t)− δK(t), (3.19)









K(t) ≥ 0, K (t0) = I (t0) , (3.22)
γ
def
= ξ (t1) ≥ 0, γK (t1) = 0, (3.23)
λ(t) ≥ 0, λ(t)K(t) = 0 (3.24)
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за някакви множител на Лагранж λ(t) = λ(t, t − x) ∈ L1(Q) и функция
γ = γ(x) ∈L1 ([−ω, T ]). При това решението за спрегнатата променлива ξ(t) =
ξ(t, t− x) трябва да бъде измеримо и ограничено в областта Q.
В горната система (3.19)-(3.24) ние означихме зависещите от x функции с
удебелен шрифт: K(t)
def
= K(t, t − x), I(t)
def
= I(t, t − x), ξ(t)
def
= ξ(t, t − x), λ(t)
def
=
λ(t, t − x), p
def
= p (x), ∆
def
= ∆(x) и b (t)
def
= b0 e
−∆ t = b0(x) e
∆(x)x e−∆(x) t. С γ
ние означихме функцията γ
def
= α (t1) = α(x + ω) когато x ≤ T − ω и γ
def
=
β (t1 − x) = β(T−x) когато x ≥ T−ω във формулите (3.23). Освен това означихме
с t0
def
= max {x, 0} и с t1
def
= min {x+ ω, T} краищата на характеристичната отсечка
от областта Q, съответстваща на всяко фиксирано x ∈ [−ω, T ].
В следващите две твърдения изследваме свойствата на решението на тази
двуточкова гранична задача.
Твърдение 3.1. Нека (K, ξ) е решение на задачата (3.19)-(3.24), която
съответства на фиксирано x ∈ [−ω, T ], и нека I е управляващата променлива,
която съответства на ξ. Нека да дефинираме функцията
Λ(t)
def
= (r + δ +∆) b0 e
−(r+∆) t − p e−r t. (3.25)







ln b0 + ln(r + δ +∆)− lnp
)
. (3.26)
Следните три твърдения са в сила:







2. Ако [τ1, τ2] е интервал с положителна дължина, в който фазовото огра-
ничение е активно, то във вътрешността (τ1, τ2) на този интервал мно-
жителят на Лагранж е λ(t) ≡ Λ(t);
3. Управляващата променлива I(t) е абсолютно непрекъснато решение на
диференциалното уравнение














. При това ако




Виждаме, че задачата (3.19) - (3.24) е еквивалентна на задачата (3.19),
(3.21) - (3.24), (3.27). От друга страна вместо да търсим решение (K, I) на втората








= e δ tK(t), i(t)
def
= e−(r+δ) t I(t). (3.28)
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За тези променливи граничната задача (3.19), (3.21)-(3.24), (3.27) добива
вида:
k˙(t) = e(r+2 δ) t i(t), k (t0) = e



















k(t) ≥ 0, λ(t) ≥ 0, λ(t) k(t) = 0. (3.31)









1. Ако t1 ≤ l, то K(t) ≡ I(t) ≡ 0, λ(t) ≡ Λ(t) е решение на двуточковата
гранична задача (3.19), (3.21)-(3.24), (3.27);
2. Ако t1 > l, то в интервала [l, t1] няма подинтервал с ненулева дължина,
в който фазовото ограничение да е активно за решението на задачата
(3.19), (3.21)-(3.24), (3.27). Освен това можем да приемем, че в интер-
вала [t0, l] решението няма повече от един подинтервал на активност за
фазовото ограничение, при това началото на този подинтервал е t0.
След като намерихме решение на задачата (3.19)-(3.24) за характеристиките,
за които t1 ≤ l, трябва да намерим решение и за оставащите случаи. За целта
предлагаме числен метод на основата на метода на стрелбите. Преди да го опи-
шем дефинираме понятието изстрел.










За избраната стойност намираме
”
дисконтираното“ управление i(t) като
решение на уравнението (3.30) при λ(t) ≡ 0 и терминално условие i (t1) = η.
Въвеждаме кривата Γ, която да е правата Γ
def
= {(t0, v) : v ∈ R} в случая
l ≤ t0, и да е кривата Γ
def
= {(t, v)} = {(t0, v) : v ≥ 0} ∪ {(t, 0) : t0 ≤ t ≤ l} ∪
{(l, v) : v ≤ 0} в случая t0 < l ≤ t1. Графиката на управлението i(·) (при λ(t)≡0
и i (t1) = η) пресича Γ в точката P (tp , vp).
След определянето на P (tp, vp) намираме променливата k(t) за интервала
[tp, t1] като решение на (3.29) при началното условие k (tp) = e
(r+2 δ)tp vp.
Асоциираме понятието изстрел с функцията Σ(η)
def
= k (t1) и следовател-










съответна стойност за изстрела Σ(η).
Твърдение 3.3. Дефинираната по-горе като изстрел функция Σ(η) е
непрекъсната и строго растяща.
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Алгоритъм за решаване на граничната задача. За да намерим реше-
ние на граничната задача (3.19)-(3.24) за характеристиките, за които t1 ≥ l,
намираме решение (i(t), k(t)) на задачата (3.29)-(3.31). Етапите са следните:








. Ако Σ (ηmin) ≥ 0, преминаваме към последния етап 3.
2. На предния етап сме получили, че Σ (ηmin) < 0. Сега стреляме с макси-
малната стойност за η, която е ηmax
def
= 0. При този изстрел i(t) ≥ 0 за
всяко t ∈ [tp, t1] и следователно Σ (ηmax) ≥ 0. Ако Σ (ηmax) = 0, премина-
ваме към последния етап 3.
Нека Σ (ηmax)>0. Тогава съществува η∈(ηmin, ηmax), за която Σ(η) = 0.
За да получим тази стойност прилагаме метода на бисекцията: Разде-
ляме текущия интервал [η1, η2], за който Σ (η1) < 0 и Σ (η2) > 0, и стре-
ляме с междинната стойност (η1 + η2) /2. От стойността на изстрела
Σ
(
(η1 + η2) /2
)
определяме следващия интервал и така нататък, докато
апроксимираме стойността на η, за която Σ(η) = 0.
3. Додефинираме получените на последния изстрел управляваща и фазова
променливи (i(t) и k(t)), като полагаме i(t) ≡ k(t) ≡ 0 за t ∈ [t0, tp ]. След
това полагаме множителя на Лагранж да е λ(t) ≡ Λ(t) за t ∈ [t0, tp ] и
λ(t) ≡ 0 за t ∈ (tp , t1]. От определенията (3.28) намираме управляваща-
та променлива I(t) и фазовата променлива K(t). Накрая от уравнение-
то (3.21) намираме спрегнатата променлива ξ(t).
От горния алгоритъм е ясно, че граничната задача (3.19)-(3.24) има решение
за характеристиките, за които t1 ≥ l. Обаче граничната задача има решение и
за останалите характеристики. Останалите условия, доказващи приложимостта
на теорема 2.2, следват от следващото твърдение:
Твърдение 3.4. Функцията ξ(t, t − x) е непрекъсната по x. Следовател-
но тази функция е непрекъсната в компактното множество Q, а функцията
γ(x) е интегруема в интервала [−ω, T ]. Функцията λ(t, t − x) е интегруема в
множеството Q.
От това твърдение следва, че намереното чрез алгоритъма и твърдение 3.2
решение на граничната задача (3.19)-(3.24) е оптимално за модела (3.1)-(3.5).
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Авторска справка
По мнение на автора основните приноси на дисертацията са следните:
1. Представен е метод за решаване на някои възрастово-структурирани зада-
чи на оптималното управление чрез свеждане към задачи за ОДУ;
2. Получени са достатъчни условия за оптималност за един клас възрастово-
структурирани задачи без фазови ограничения с краен времеви интервал;
3. За възрастово-структурираните задачи с безкраен времеви интервал са
формулирани дефиниции за оптималност, аналогични на някои от дефи-
нициите за задачи за ОДУ;
4. Получени са достатъчни условия за оптималност за един клас възрастово-
структурирани задачи без фазови ограничения с безкраен времеви интер-
вал;
5. Формулирани са класове от възрастово-структурирани задачи с фазови
ограничения (смесени и чисти локални) и краен времеви интервал;
6. За формулираните възрастово-структурирани задачи с фазови ограниче-
ния са получени достатъчни условия за оптималност;
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7. Съставен е модел за определяне на оптимални инвестиции в средства за
производство. В модела е отразено условието за неотрицателност на налич-
ните средства за производство чрез включването на чисто локално фазово
ограничение;
8. Представен е числен алгоритъм за решаване на съставения модел;
9. На основата на представения алгоритъм и получените достатъчни усло-
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