A finite-difference time-domain (FDTD) method for scattering by onedimensional, rough fluid-fluid interfaces is presented. Modifications to the traditional FDTD algorithm are implemented which yield greater accuracy at lower computational cost. These modifications include use of a conformal technique, in which the grid conforms locally to the interface, and a correction for the numerical dispersion inherent to the FDTD algorithm. Numerical results are presented for fluid-fluid cases modeling water-sediment interfaces. Two different roughness spectra, the single-scale Gaussian roughness spectrum and a multiscale modified power law spectrum, are used. Gaussian results are calculated as a function of the dimensionless parameters and Ð, where is the wave number in water, is the rms surface height, and Ð is the surface correlation length. For the modified power law spectrum, statistical parameters consistent with an insonification frequency of 7.5 kHz are used. Results are compared with those obtained using an integral equation technique both for scattering from single-surface realizations and for 
Introduction
When shear speeds in shallow-water sediment bottoms are relatively slow, a fluidfluid model is a reasonable approximation for the water-sediment interface. In this paper we present a modified finite-difference time-domain (FDTD) method for calculating the acoustic energy scattered from fluid-fluid interfaces. Simulations performed with this method can be used to study scattering from water-sediment interfaces as well as to benchmark analytic, approximate scattering models which are more readily incorporated into practical models. While no approximations are made to the underlying governing equations, numerical error may be introduced during implementation. Results are compared with those obtained using an integral equation technique which also introduces some numerical error. However, the nature of the numerical error differs for each method. Thus, comparison of the results serves as a means of determining the accuracy of both methods-that is, if the results agree well, it is reasonable to assume that numerical error is negligible for both. The FDTD method is well suited to problems which 1) require broadband analysis or 2) involve inhomogeneous media including multiple layers and discrete scatterers. It is more difficult to implement than an integral equation approach for relatively simple problems such as scattering from an interface separating isovelocity regions, but the extension to complex problems with inhomogeneities in the surrounding environment and multiple velocities does not increase the complexity of the implementation or the computer resource requirements appreciably.
Note that results for both the FDTD and IE methods can be validated independently using successively finer discretizations. In both methods the error is a function of the discretization and goes to zero in the limit of vanishingly small discretization. It thus suffices to show that results do not change (appreciably) with changes in discretization to ensure that accurate results have been obtained. However, such a convergence test is not always feasible and direct comparison of the results from different numerical methods, such as described here, provides another means of validation.
To examine the accuracy of the FDTD technique, scattering strengths are obtained for one-dimensional rough interfaces both for single surface realizations and Monte Carlo averages. Two different roughness spectra, the single-scale Gaussian roughness spectrum and a multiscale modified power law spectrum, and two different sediment bottoms, mud and silty-clay, are used. Shear speeds for both bottom types are negligible, and attenuation is not included. The incident angle is ¼ AE measured from the vertical. For the cases examined there are minor differences between the FDTD and IE results for the single surface realizations; these differences are even smaller for the Monte Carlo results. Both numerical methods have small inherent errors because of such things as the use of finite precision numbers and the discretization of continuous quantities. Since the agreement between the two methods is better for Monte Carlo simulations than for individual surfaces, apparently inherent numerical errors manifest themselves nearly randomly, i.e., the errors do not result in a consistent over-or under-prediction of the scattering strength in either method.
In the next section, implementation of the FDTD method for fluid-fluid interfaces is explained. Numerical results for water-sediment interfaces are presented in Sec. 3. A summary of the results of this work is given in Sec. 4.
The FDTD Method
In the basic FDTD algorithm, media parameters are specified at discrete locations on a Cartesian grid. Hence, curved boundaries must be approximated using a "staircase." The approximation can be improved, and the associated errors reduced, by decreasing the grid spacing. However, this brute-force approach to improving the model of the interface may be computationally prohibitive. Fortunately, it is possible to modify the basic FDTD algorithm using a conformal technique, for which the grid is locally distorted to conform to the curved boundary [1, 2, 3] . The "local" distortions only occur at cells adjacent to the material interface-cells away from the interface are unaffected. The approach used here is similar to that introduced in [2] , but it has been modified for the acoustics problem. Also, the reciprocal borrowing approach introduced in [3] has been used to obtain greater stability and accuracy. (In [1, 3] and [4] , the locally conformal technique was presented for interfaces satisfying a Dirichlet boundary condition and is not directly applicable to the fluid-fluid problem.)
Fields propagated in FDTD simulations suffer numerical dispersion such that the phase velocity is less than the true velocity for a given medium. As explained in Sec. 2.1, the amount the numeric phase velocity differs from the true phase velocity depends, at least weakly, on both the frequency and direction of propagation, i.e., the FDTD grid is both dispersive and anisotropic. In this work, the scattering strength at a single frequency is of interest, and energy propagates primarily in the specular direction. Therefore, as discussed in [1] , it is possible to incorporate into the FDTD method a correction factor that compensates for numerical dispersion. This correction factor ensures that the numeric wave number in the grid corresponds to the exact wave number for a given frequency and direction of propagation.
Standard FDTD Equations
The FDTD update equations for acoustic propagation are given in a number of papers including [1, 5, 6, 7] . However, to facilitate development of the local conformal technique, we include them here. The relevant governing differential equations for a two-dimensional (2-D) problem are
where Ô is the pressure, Ú Ú Ü a Ü · Ú Þ a Þ is the velocity, is the density, and is the speed of sound. Approximating the derivatives by finite differences gives the following update equations: The values of and depend on the medium in which the node falls. The spatial step sizes are ¡Ü and ¡Þ in the Ü-and Þ-directions, respectively, and ¡Ø is the temporal step size. Away from the interface, uniform cells are used so that ¡Ü ¡Þ AE. A portion of a typical grid is shown in Fig. 1(a) .
In the FDTD algorithm the fields are advanced in a leap-frog manner-current fields are calculated from (known) past fields. For example, at the start of a simulation, (5) and (6) (5) and (6) are used to update the velocities and the cycle is repeated for the desired number of time steps. Initially the fields are zero and hence known throughout the computational domain. Energy is introduced into the FDTD grid via the total-field/scattered-field (TF/SF) boundary as explained in Sec. 2.3. In a typical program, the "current" value of a field is calculated from the "old" and the old value is then overwritten with the current one. One advantage of the leapfrog method is that there is no need to store the entire history of the fields, nor is inversion of any matrices required.
While the numerical results presented are restricted to isovelocity cases, multiple velocities can easily be included in the FDTD method. The ability to readily model volume inhomogeneities is one of the major advantages of the FDTD method.
As discussed earlier and in [8] , fields propagated by (4)- (6) suffer numerical dispersion. However, since only one frequency is of interest and most of the energy travels in a single direction, a correction factor can be found to compensate for most of the effects of the numerical dispersion. As discussed in [1] , this correction factor is used to modify the wave number for both the incident field and the near-to-far field calculations so that they better agree with the fields propagating in the FDTD grid. This technique is used to obtain the results presented in this paper.
Local Conformal FDTD Method
The traditional FDTD method specifies media at discrete locations on a Cartesian grid. As a result, curved boundaries are modeled using a staircase approximation as shown in Fig. 1(a) . The error associated with this approximation can be reduced by decreasing the grid spacing, but this can greatly increase the computational cost. An alternative approach is to use a conformal technique in which the grid is altered to conform to the curved boundaries. In this work, a local conformal technique is used which is based on the integral form of (1). This method is analogous to the dielectric-dielectric technique introduced by Jurgens et al. [2] for electromagnetic problems. However, our approach differs from the one used in [2] in that it includes reciprocal borrowing as discussed in [3] . Taking the volume integral of both sides of the continuity equation (i.e., the 3-D form of (1) 
where surface Ë and contour Ð are shown in Fig. 1 (b) for two contours-one above the surface and the other below the surface. Quantities associated with the contour above the surface have a subscript 1, while those below have a subscript 2. The vector Ò is the outward unit normal vector along a specified contour. To obtain the update equations from (11) it is assumed that the pressure is constant over a given Ë and the normal component of the velocity is constant over each segment of the contour Ð. Thus, if a node is adjacent to the surface and above it, the update equation is given by
and if the node is adjacent to the surface and below it, the update equation is given by
where lengths Ð ½ , Ð ½ , Ð ¾ , Ð ¾ , and Ð × are shown in Fig. 1(b) . The normal component of the velocity Ú Ò along the surface segment is shown in Fig. 1(a) and (c). The update equation for Ú Ò is discussed below. Figure 2 shows a special case in which the circled Ú Ü node cannot be updated because its neighboring pressure nodes are in different media. Therefore, this Ú Ü node cannot be used to update the surrounding pressure nodes. Instead, to update the pressure in Ë , the boxed Ú Ü node above the surface is borrowed. Similarly, for the pressure in Ë , the boxed Ú Ü node below the surface is used. This approach is consistent with that used in [2] . However, an additional step, reciprocal borrowing, is included which improves stability and accuracy. For example, consider the node Ú Ü below the surface in Fig. 2 . Normally, this velocity node is updated using its neighboring pressures, Ô ¾ and Ô ¿ . In reciprocal borrowing, Ô ¾ is replaced by the weighted average´Ð ½ Ô ½ ·Ð ¾ Ô ¾ µ ´Ð ½ ·Ð ¾ µ. If this modification were not used, the pressure Ô ½ would be affected by the velocity at Ú Ü (via the borrowing used by the circled node), but Ú Ü would not be directly affected by Ô ½ . This non-reciprocal interaction of fields is non-physical and may lead to unstable behavior. (Nonreciprocal borrowing effectively introduces spurious energy into the computational domain. For closed problems, such as a resonant enclosure, this often leads to unstable behavior. However, for unbounded problems, such as the one considered here, spurious energy is less likely to result in instability, although this energy does represent an inherent error. For the numerical results presented in this paper, stability was not a problem.) Details on reciprocal borrowing can be found in [3] and [9] .
The boundary condition at a fluid-fluid interface dictates that the velocity normal to the surface must be continuous. The calculation of Ú Ò requires the integral forms of (2) and (3). Rewriting the 3-D equivalents of (2) 
where Ò Ü and Ò Þ are the Ü and Þ components of the outward unit normal (i.e., the unit vector points away from the interior defined by the closed path). Equation (16) may be modified to compute Ú Ò by introducing a rotated auxiliary contour as shown in Fig. 1(c Fig. 1(c) , are obtained by interpolating between neighboring pressure nodes. The density is referred to as ½ above the surface and ¾ below. Under these assumptions, (17) yields the following update equation
where lengths ½ and ¾ are shown in Fig. 1(c) .
Problem Geometry and Absorbing Boundary Conditions
A total-field/scattered-field (TF/SF) formulation [10] is used to introduce the incident field into the FDTD grid. Alternative means of introducing energy into the computational domain are inclusion of the acoustic source within the grid or use of a scattered-field approach. For the problem at hand, the source is assumed to be far from the surface and hence cannot, in practice, be included in the grid. The scattered-field approach requires calculation of the incident field at each node throughout the bottom fluid and hence is less efficient than the TF/SF approach (which only requires calculation of the incident field over the boundary between the total-field and the scattered-field regions).
In the TF/SF approach a boundary typically separates a subsection of the grid, which includes all scatterers and contains total fields (incident plus scattered), from the rest of the grid, which contains only scattered fields. In this approach, the incident field is introduced along the boundary between the total-field and scattered-field regions. However, for the rough surface scattering problem considered here, it is not possible to surround the scatterer, i.e., the rough surface, completely by such a boundary. Instead, as shown in Fig. 3 , a horizontal boundary is defined along a large section of the rough surface a few cells above its highest point. Near the left and right sides of the computational domain, this boundary "turns" downward, continues to the surface, and stops. The tapered incident field specified over this boundary is maximum at the center of the computational domain and falls off exponentially to either side. Thus, although the TF/SF boundary terminates abruptly at the ends of the rough surface and hence is not "physical," the fields introduced at these terminations are small and the spurious energy introduced into the grid has a negligible effect on the total scattering strength data.
Since the FDTD method is a time domain method, it is capable of providing broadband results from a single simulation. However, here we are interested in obtaining scattering strengths for a single frequency. Regardless of whether one is interested in a single frequency or a broad range of frequencies, the excitation of the FDTD grid must be "switched on." Hence, there are always some transients associated with the start of the simulation. As discussed in [1] , the magnitude of the transient can be reduced by gradually increasing the incident field magnitude. Once the transients are no longer significant, the magnitude and phase of the fields are determined over the boundary identified as the "data collection zone" in Fig. 3 . This zone is located two grid cells above the highest elevation of the surface. When steady state has been achieved, two samples (in time) of a field at each point along the zone are sufficient to determine the corresponding magnitude and phase. These near-field values are subsequently transformed to the far field, as discussed in [4] , to obtain the scattering strength. The transformation is an application of Huygens' principle with the use of the large-argument approximation of the Green's function to simplify the calculation.
For unbounded problems, the FDTD method requires absorbing boundary conditions (ABCs) to terminate the computational domain. If ABCs are not used, the problem is bounded by the termination of the computational domain which acts like a perfect reflector. In this work, the perfectly matched layer (PML) ABC [11] was used to surround the computational domain as shown in Fig. 3 . Ideally, ABCs completely absorb outgoing waves that impinge on the edges of the computational domain. However, since ABCs are imperfect, some nonphysical reflection remains. In some cases, the amount of spurious energy introduced by the ABC can be reduced by adding space between the ABC and the scatterer. For this work, a buffer of 48 grid spaces is used between the upper portion of the PML and the surface maximum. (The field is sampled at 32 points per wavelength in water so that the distance from the highest point of the surface to the edge of the PML is 1.5 wavelengths.) Spurious reflections originating below the surface lose energy when they pass through the surface. Hence, their effect on the fields gathered above the surface is reduced. For this reason, a buffer of only 16 grid cells was used between the lower portion of the PML and the surface minimum. 
Numerical Results
To test the accuracy of the FDTD method for a water-sediment interface, three different cases were examined. Two of these were for a mud sediment, which has a slower compressional speed than water, and one was for a silty-clay sediment, which has a faster compressional speed. Shear speeds for both bottom types are negligible. For the mud cases, a Gaussian spectrum was used. The Gaussian spectrum is useful because it can provide a more stringent test at low grazing angles in the backward scattering direction where scattering levels can be relatively low, particularly as the correlation length is increased. In addition, the Gaussian spectrum is sometimes used when the accuracy of an approximate model is first examined. For the silty-clay case, a modified power law (MPL) spectrum was used. The MPL spectrum is more realistic for shallow water sediment bottoms than the Gaussian spectrum; the former represents multiscale roughness, while the latter represents single-scale roughness. The Gaussian spectrum is given by
where is the rms surface height and Ð is the surface correlation length, and the MPL spectrum is given by where Û ½ is a strength parameter and Ã Ä is the cut-off spatial wave number given by Û ½ ¾ .
For simplicity, attenuation in the sediment is not included in any of the three test cases. The method used to generate finite-length surface realizations and the source function used for the incident field are explained in [12] . To facilitate comparison of the FDTD results with those of the IE approach the same sets of surfaces are used to obtain the results for both methods. The dimensionless parameters and Ð, where is the wave number in the water, are used for the Gaussian spectrum results. The statistical parameters chosen for the modified power law results are consistent with an insonification frequency of 7.5 kHz. An incident angle of ¼ AE measured from the vertical is used for all three cases.
The integral equation method for the two-fluid boundary is closely analogous to the integral equation method for electromagnetic scattering at a rough surface separating two media (see Appendix A). A detailed exposition for the electromagnetic case is given in [13] , and the simpler case of a single fluid with a rough surface subject to a Dirichlet boundary condition is treated in [12] . With a specified incident pressure field on the rough surface, solution of the integral equation (actually two coupled integral equations) for the two-fluid interface gives the pressure field and the normal derivative of the pressure field on the surface. With these quantities known, the pressure is transformed to the far field to obtain the scattering strength in a manner analogous to that used for the FDTD method.
To obtain accurate results over all scattering angles using the FDTD conformal method, 32 points per wavelength were required. Cases run without the conformal method, i.e., using a staircase representation of the surface, indicated that a finer discretization is needed to obtain results of comparable quality. While 32 points per wavelength might seem large, the results presented include backscattering at low grazing angles, a regime that is not typically considered since at low grazing angles backscattering levels are quite low.
Two different results are shown for the test cases. The first result is for a single surface realization. This allows a close examination of any differences between the results for both the FDTD and IE methods. The second result is for a Monte Carlo average of scattering strengths obtained for fifty different surface realizations. The Monte Carlo averages are of interest since they are used to benchmark approximate methods for which formal averages for the scattering cross sections have been obtained.
In our first test case, a Gaussian spectrum is used, and the values for the parameters and Ð are 0.6 and 4.0, respectively. The environmental parameters are for mud and water from measurements made in the Adriatic Sea in 1990 [14] . Fig. 4(a) , discrepancies occur between the IE and FDTD values at low grazing angles. Low grazing angles are the most challenging for the FDTD method since any imperfections in the absorbing boundary conditions will be most apparent in these regions. There are also some differences in the values of the minima, but these are almost certainly due to differences in sampling. For the FDTD method, values were obtained at every tenth of a degree; for the IE method, values were obtained at every quarter of a degree. The Monte Carlo average for fifty surface realizations, Fig. 4(b) , shows virtually no differences between the two methods except at low grazing angles where the differences are barely perceptible.
The same environmental parameters are used for the second test case, but is tripled to 1. 
Summary
A modified finite-difference time-domain (FDTD) method is described for calculating acoustic scattering from one-dimensional fluid-fluid interfaces modeling water-sediment interfaces. The FDTD method is used to solve coupled differential equations. Numerical results are presented for scattering from single surface realizations and for averages of scattering from an ensemble of surfaces-that is, for Monte Carlo averages-for both a Gaussian spectrum and a modified power law spectrum. These results are compared with those obtained using an integral equation technique and agree well over all scattering angles indicating that both methods can be used to obtain accurate results for fluid-fluid interfaces. For the results presented here, the integral equation results are more straightforward and readily obtained, but the advantage of the FDTD method over the integral equation approach is that complex geometries do not appreciably increase the cost or difficulty of its implementation. Also, while only a single frequency is considered in this work, another of the FDTD method's advantages is that it can be used to obtain broadband results.
A. Coupled Integral Equations for the Two-Fluid Interface
In [13] , coupled integral equations for a p-polarized electromagnetic field incident on a dielectric rough surface are given by Eqs. (3.32) and (3.33) or by Eqs. (3.49a) and (3.49b). The coupled integral equations for an acoustic pressure field incident on a rough two-fluid interface can be obtained from the equations in [13] using the following associations: The total pressure field, Ô´Öµ, on the rough surface is analogous to the magnetic field, À´Ü ½ µ, in [13] . The quantity ´Üµ Ü Ü · Þ Ô´Öµ ¼ on the rough surface, which is proportional to the normal derivative of the total pressure field on the rough surface, with ´Üµ the rough surface profile, is analogous to Ä´Ü ½ µ in [13] . Finally, the density ratio of the two fluids, ¾ ½ , where the field is incident on the side with density ½ is analogous to the dielectric constant¯´ µ in [13] . Monte Carlo average over 50 surface realizations. 
