Text classification is a pivotal task in NLP (Natural Language Processing), which has received widespread attention recently. Most of the existing methods leverage the power of deep learning to improve the performance of models. However, these models ignore the interaction information between all the sentences in a text when generating the current text representation, which results in a partial semantics loss. Labels play a central role in text classification. And the attention learned from text-label in the joint space of labels and words is not leveraged, leaving enough room for further improvement. In this paper, we propose a text classification method based on Self-Interaction attention mechanism and label embedding. Firstly, our method introduce BERT (Bidirectional Encoder Representation from Transformers) to extract text features. Then Self-Interaction attention mechanism is employed to obtain text representations containing more comprehensive semantics. Moreover, we focus on the embedding of labels and words in the joint space to achieve the dual-label embedding, which further leverages the attention learned from text-label. Finally, the texts are classified by the classifier according to the weighted labels representations. The experimental results show that our method outperforms other state-of-the-art methods in terms of classification accuracy.
I. INTRODUCTION
Text classification is an essential subtask in the field of NLP (Natural Language Processing), and the main goal is to annotate a given text sequence with one label or multiple labels describing the textual semantics. Text representation is an effective intermediate step of text classification, and the traditional methods of text representation mainly rely on features extracted by humans [1] , however, they ignore the relevance of the words in sentences and require a lot of manpower and financial resources. Recently, neural network models are widely used in text representations which mainly include Convolutional Neural Network (CNN) [2] , Long Short-Term Memory (LSTM) [3] and Recurrent Neural Network (RNN) [4] et al. The above neural-based models only view the preceding texts as the context when producing The associate editor coordinating the review of this manuscript and approving it for publication was Long Wang . the current text representations in a text, which ignores the succeeding texts and thus leads to a partial semantics loss.
In order to obtain text representations containing more comprehensive text semantics, many researches employed attention mechanism as a part of text classification models. The most neural-based models for text classification ignore the interaction information between all the sentences in a text when generating the current text representations. Instead, Zheng et al. argued that the semantics of a text segment was a product of interactions of all text segments in a document. They first proposed and applied Self-Interaction Attention Mechanism [5] in document classification and achieve good classification results. The interaction in Self-Interaction Attention Mechanism suggests that all text segments exchange information with each other to get more features. That is, the semantics of a document is a product of the mutual interaction of all text segments in a document. Drawing inspiration from it, we applied this attention mechanism into text classification. And the final text representations obtained through the Self-Interaction Attention Mechanism are weighted by the learned attention from text-label, which ensures that the weights of relevant words are higher than irrelevant words.
Simultaneously, a large number of researches [6] , [7] show that the successes of deep learning on text classification mainly depend on the effectiveness of pre-trained words embedding. Pre-training plays a significant role in the process of training word vectors, which influences the accuracy of text classification. For instance, Rezaeinia et al. [8] proposed a pre-training approach to refine the initial parameters of the deep neural network with several epochs of training and improved model performance effectively. However, the pre-trained models in recent studies are unidirectional, which leads to partial features loss. Thus, efficient and bidirectional pre-training word embedding models are preferred. Furthermore, for the task of text classification, labels play a central role of the final performance. Label and label information mentioned in our paper refer to the categories, to which the text belongs such as sports, technology and entertainment, etc. However, recently, few researches study the use of label information in constructing the text-sequence representations. Wang et al. [9] embedded labels and words in the joint space to learn and effectively improved the performance of text classification. Labels can help capture the words that are more relevant to classification, in addition, they are directly related to text classification. However, the attention learned from text-label in the joint space of labels and words is not leveraged. So it is necessary to employ label embedding as a part of text classification models for further improvement.
In view of the above problems, we introduce bidirectional pre-trained BERT (Bidirectional Encoder Representation from Transformers) [10] , which allows us to obtain better word embedding representations. Furthermore, we employ Self-Interaction Attention mechanism to obtain text representations containing comprehensive semantics for text classification. Then, we embed the set of labels and words to learn in the joint space, and we further gain attention from text-label to weight the final label and text representation. Finally, the classifier uses the weighted labels representations to classify texts. Naming the model of our paper as Pre-trained Labels embedding and Self-Interaction Attention based text classification Model (P-LSIAM). The main contributions of our paper are as follows:
(1) To the best of our knowledge, it is the first attempt to use Self-Interaction attention in text classification. Besides, we jointly combined Self-Interaction Attention Mechanism with Joint embedding learning of labels and words in text classification. The attention learned from text-label in the joint space of labels and words is used to weight the text representations obtained through Self-Interaction Attention Mechanism.
(2) We leverage the attention learned from text-label to weight the final text representations and labels representations, achieving dual-label embedding. Then, classifier uses the weighted labels representations to classify texts, which further improve classification performance.
(3) We performe comprehensive experiments on five general datasets for text classification and the experimental results demonstrate the effectiveness of our work.
Our model has the following characteristics: (i) Our model is mainly to solve such problems: given the set of all labels, our model embed the set of labels and words to learn in the joint space of them. Then texts can be classified to their corresponding labels from the set of labels correctly. (ii) Label information is used twice in our model. The first use is for learning the attention from the text-label. The second use is in the text classification stage, texts are classified by the classifier according to the weighted labels representations.
II. RELATED WORK
Text representation is an effective immediate representation and label information plays a central role in text classification. In our model, four aspects including Text classification methods, pre-trained model, attention mechanism and label embedding, are closely related to text classification. Thus, in this section, we briefly introduce the related work of the mainly three aspects. The general text classification methods, pre-trained model, Attention Mechanism and Label embedding are introduced in II.A, II.B, II.C and II.D respectively.
A. TEXT CLASSIFICATION METHODS
In recent years, many researchers have been working on text classification issues. Most of the early researches used traditional machine learning techniques, such as support vector machine (SVM) [11] , maximum entropy [12] , naive Bayes [13] , decision tree [14] , logistic regression [15] etc. as text classifiers to predict the category of a given text. The performance of these methods is heavily dependent on the data representation. Such feature engineering is based on manual extraction, which cannot automatically capture distinguishing features from training data. With the development of deep neural networks in NLP, deep learning algorithms, such as Convolutional Neural Network (CNN), Recurrent Neural Network (RNN) and its variants: Long Short-Term Memory (LSTM) network, Bidirectional Long Short-Term Memory (BiLSTM) [16] network have become dominant in the literature of text classification. Joulin et al. proposed an efficient model called fastText [40] that greatly improve training time. An extremely deep convolutional network with 29 convolutional layers emerged and showed advantages in text classification [39] . Wang et al. regarded microblog conversation as a sequence problem, and make full use of BiLSTM model to fuse the previous conversation information for context-aware emotional classification [17] . CNN can capture the local spatial features of text but lacks the ability to learn sequential correlations. RNN is specialized for sequential modelling problem but unable to extract features in a parallel way, and easily cause gradient vanishing and explosion problem as the length of sequence increases. LSTM is a variant of RNN with long short term memory units and effectively avoid gradient vanishing and explosion problems. BiLSTM combines the forward and the backward hidden layer to obtain both the preceding and the succeeding contexts. However, it ignores the interaction information between the preceding and the succeeding contexts, which results in a partial semantics loss. Instead, Self-Interaction attention take the full text as the context and use the interaction information of it to obtain the current text representation.
Besides, most text classification methods based on neural network ignore the central role of labels in text classification. Labels are directly related to classification. The previous text classification methods mainly face two challenges: (i) The text representations do not fuse the interaction information o between all the sentences in a text, resulting in a partial semantics loss. (ii) The pivotal role of labels in capturing semantics regularities between words is not fully used. Wang et al. [9] viewed text classification as a label-word joint embedding problem and outperformed the state-of-thestate methods in terms of both accuracy and speed. However, the text representations obtained via this method do not fuse this interaction information. So, Self-Interaction attention is introduced in this model. On the other hand, the above label embedding model for text classification do not leverage the attention learned from text-label. Therefore, for the above problem, our method also regards text classification as a label-word joint embedding problem. The learned attention is employed to weight both the text representations and the labels representations. And we combine Self-Interaction Attention Mechanism with Joint embedding learning of labels and words, which has never been proposed. Experimental results demonstrate that this combination is effective and our method outperforms the state-of-the-art methods in accuracy.
B. PRE-TRAINED MODEL
Most tasks in NLP such as text classification use pre-trained model to enhance downstream work. Word vectors are obtained through unsupervised training in shallow networks for text classification initially. Liu et al. used the word2vec [19] tools to measure the semantics relatedness between target concepts and related concepts for text classification [20] . Recently, Elmo [21] (Embedding from Language Models) and GPT [22] become common as the pre-trained model for text classification tasks. These pre-trained models achieve unidirectional pre-training and bidirectional pre-training of shallow network, but do not achieve bidirectional pre-training completely. BERT is particularly successful on the task of NLP such as sentiment classification, reading comprehension and question answering etc. The input of BERT is constructed by summating the token embeddings, the segment embeddings and the position embeddings, which could analyze the relationship of words in depth. In addition, the BERT employs bidirectional transformers [18] as main structure to further extract text features, achieving bidirectional pre-training. Therefore, the method of pre-trained BERT is superior to the traditional approaches. And now, more and more researchers adopt BERT to improve the performance of text classification.
C. ATTENTION MECHANISM
The initial proposal of attention mechanism was inspired by the following observations: different words express different meanings in the same text, and the same words play different roles in different texts. Recently, attention mechanism has received widespread attention in the field of natural language processing, with successful applications to sentiment classification [23] and document rating prediction [24] . For instance, Lin et al. proposed a self-attention mechanism which allows extracting different aspects of the sentence into multiple vector representations [25] . With the development of deep learning, more and more experts were devoted into the studies of attention mechanism. Attention mechanism has become an effective method to capture more informative information when the features of texts was given. Several advanced attention mechanisms have been proposed one after another including hierarchical attention networks [26] , attention over attention [27] and multi-step attention [28] et al. Simultaneously, the combination of attention mechanism and other neural networks also have achieved remarkable results [29] , [30] . Furthermore, since we view that the text is a product of mutual interaction between all sentences in a text, we introduce the Self-Interaction Attention Mechanism to improve the performance of text classification in this paper. Generally, the standard attention mechanism view the preceding text as the context while Self-Interaction Attention Mechanism regards the whole text as the context to produce current text representations. Therefore, Self-Interaction Attention Mechanism can capture interaction representation between all the sentences in a text.
D. LABEL EMBEDDING
Many researches indicated that label embedding is effective and robust in different areas and tasks. In other areas, a large number of studies have applied label embeddings into medical image recommendations [31] and text recognition in images [32] , which tremendously promoted classification performance. In the field of NLP, Tang et al. studied the applications of label embeddings for text classification in the heterogeneous networks [33] . Furthermore, multitask learning also fully utilized label embeddings [34] , which is beneficial to experimental results. At present, more and more researchers devote themselves to improve the performance of related tasks. Typically, text classification is mainly divided into three steps: (i) Text sequence is represented as its word embedding form. (ii) The compositional function aggregates word vectors into a fixed-length text vector. (iii) A classifier marks the text representations with a label. It is observed that label information is only used in the third step regularly, and its role in other steps are ignored. Therefore, we embed label set and words to learn in the joint share space to leverage label information. 
III. MODEL A. BERT AND SELF-INTERACTION ATTENTION MECHANISM
As for the text sequence X = {x 1 , . . . ,x L }, where x l (1 ≤ l ≤ L) is a sentence and L is the length of text sequence. Bidirectional pre-trained model BERT encodes the text sequence X = {x 1 , . . . , x L } into fixed-length sentence vector forms h l as an input source element, the sentence vector forms can be represented as:
where H = {h 1 , . . . , h L } is the source elements in Figure 1 . BERTsent(.) refers to encoding sentences into sentence vectors.
We can obtain a hidden vector representation u l of sentence vector form h l through a Multi-Layer perception (MLP).
where W 1 and b 1 refer to a weight parameter and a bias, respectively. The commonly used text representations methods usually ignore the interaction information between all sentences in a text, which may results in a partial semantics loss. Accordingly, in our paper, we consider all source elements as context information to obtain text representations containing more comprehensive semantics. For instance, as shown in Figure 2 , we can capture the interaction information i k between a source element h k and all source elements {h 1 , h 2 , . . . , h L }. The semantics weight of x l assigned by a source element x k is α kl .
And i k can be formulated as:
Similar to the above example, each source element interact with all sources, thus, we can capture the interaction between each source element and all source elements. We can obtain an interaction representation I of the whole text by aggregating the interaction between all source elements in Figure 1 .
Since the interaction contribute to the final text representations unequally, we add an attention layer to obtain informative interaction that more relevant to classification as shown in Figure 1 . In this part, we employ the compatibility (attention) score s to weight the interaction representation I = (i 1 , i 2 , . . . ,i L ), the compatibility score for the entire text sequence is produced in the process of joint embedding learning of words and labels. In III.B, we introduce the process of calculating the compatibility score in detail. The final text is:
JOINT EMBEDDING LEARNING OF LABELS AND WORDS
As for each sentence x l = {w 1 , w 2 , . . . , w n }, where w 1 is a word in a sentence. Pre-trained BERT encodes each sentence x l = {w 1 , w 2 , . . . , w n } into its corresponding word embedding forms V l = {v 1 , . . . ,v n }, and it can be represented as:
where BERTtoken(x l ) refers to encoding words into word vectors. The word embedding forms of the whole text sequence X = {x 1 , . . . , x L } can be represented as V =
where n is the number of words.
In addition, y is the corresponding label of text sequence X , which can be encoded into label embedding forms C = {c 1 , c 2 , . . . , c K } through BERT, where K is the number of classes. C = {c 1 , c 2 , . . . , c K } can be described as:
We embed both the labels and words into a joint space. It is of great difficulty to learn in the joint space. Many researches [9] , [35] , [36] have been first proposed to map words into embedded space for learning. Cosine similarity is a simple way to calculate the compatibility between label-word pairs. The compatibility G between label-word pairs can be described as follows:
We denote the operator as element-wise division when it is involved in the operation of matrices or vectors, andĜ is a normalized matrix which size is K × L. Each element of the normalized matrixĜ is calculated asĝ = c k v l , where . denotes the norms l 2 . c k and v l represent the k-th label embedding and l-th word embedding respectively.
In order to further calculate the relative spatial information among consecutive words, we introduce nonlinear function when capturing the compatibility of label-word pairs.
For instance, for a text sequence which length is 2i + 1 centered at q,G q−i:q+i represents the label-to-token compatibility for the ''label-phrase'' pairs, the ''phrase'' can be any longer word sequence. A higher-level compatibility stigmatization e q between the q-th phrase and all labels can be calculated as:
where W 2 is the weight and b 2 is the bias. The operation of Max-pooling captures the largest compatibility value between the q-th phrase with respect to all labels, which can further obtain the most relevant phrase.
The compatibility score of the whole text sequence is s.
where m is a vector which length is L. The q − th element of SoftMax is s q .
Dual-label embedding: as shown in Figure 1 , red lines with arrows realize dual-label embedding, which refers to the dual-weighting of the compatibility score. The compatibility score s for the entire text sequence is calculated through joint embedding learning of words and labels. To capture more informative interaction representation, we simply use the compatibility score s to weight the final interaction representation I = (i 1 , i 2 , . . . ,i L ) of texts, representing one of an innovation of our paper. Furthermore, since the labels can learn more textual content about what they annotate, so the classifier can better leverage the weighted labels representations to classify texts, we also employ the compatibility score s to weight the final label vector representation c k , representing one of the contributions of our paper. T is the final text representations and C is the final labels representations.
In this place, we achieve the role of the final attention layer in III A, which capture more informative interaction.
C. TEXT CLASSIFICATION TASKS
As for single-label classification problem, the classification function can be expressed as:
where T n = W 3 T n + b 3 , and W 3 , b 3 are the trainable weight and a bias respectively. Our objective is to minimize the loss function f 1 as follow:
As for multi-label classification problem, the classification function can be expressed as:
where T nk is the kth column of T n The minimized loss function f 2 is represented as follows in the multi-label classification problem:
where CE (.) is the cross entropy and N is the number of texts. K is the number of labels.
IV. EXPERIMENT AND ANALYSIS A. DATASETS AND BASELINE METHODS

Our paper uses five open authoritative datasets proposed by
Zhang et al. [37] . The datasets are AGNews, Yelp Review Full, Yelp Review Polarity, DBPedia, and Yahoo! Answers respectively. Table 1 shows the summary statistics of these datasets. The baseline methods are as follows: (i) Bag-of-words [37] . (ii) Complicated deep CNN/RNN models: large/small word Convolutional Neural Networks [37] , Long Short-Term Memory (LSTM) [38] and Deep CNN: 29 layer [39] .
(iii) Simple compositional methods: fastText [40] and simple word embedding models (SWEM) [41] .
(iv) Simple attention model: Bi-BloSAN: bidirectional block self-attention networks [41] .
(v) Deep attention model: hierarchical attention network (HAN) [42] .
(vi) Word embedding models: label embedding attention model (LEAM) [9] .
Information of each dataset is as follows • AGNews: The subject categories of the four types of Internet news articles are composed of titles and descriptions, divided into: world, entertainment, sports, and business.
• Yelp Review Full: In the 2015 Yelp Dataset Challenge dataset, task is the classification of emotional polarity, ranging from 1 to 5.
• Yelp Review Polarity: The same set of text comments in the Yelp Dataset Challenge in 2015, except for a more general definition of emotions: 1 and 2 are negative, 4 and 5 are positive.
• DBPedia: Data from14 non-overlapping categories in DBPedia 2014.
• Yahoo! Answers: The 10 major categories in the Yahoo! Answers Comprehensive Questions and Answers version 1.0 dataset, including the question title, the content of the question, and the best answer.
B. EXPERIMENTAL PARAMETERS SETUP
In our model, we employ the base-case version of the pretrained BERT. The dimension of word embedding is set to 768. With the AdamOptimizer [43] in Tensorflow, we optimize our model's parameters. A uniform distribution with range [−0.01, 0.01] is the initialization of Out-Of-Vocabulary (OOV) words. Classification tasks are implemented on the MLP layer, with a minibatch size of 100 and dropout rate 0.7. The initial learning rate is set to 0.001. And the threshold of gradient clipping is 5.
C. RESULTS AND ANALYSIS
The experimental results are assessed by the classification accuracy shown in Table 2 . We compared our results with the above ten baseline methods, where Bag-of-words is the traditional classification method. On the other hand, it is observed that the result of our model on the AGNews and Yelp P. dataset are not the best, which probably be due to the following reasons: (i) The number of classes on dataset is much smaller. (ii) The number of sentences in a text is very large. Our method consistently outperforms the state-of-the-art methods. Combined with the good performance in practical application, we can draw a conclusion that our model is the state-of-the-art method.
We can find that the accuracy is lower in the TREC short-text datasets in Table 3 . Our method performs slightly better in the Google Snippets short-text dataset. LSTM is good at handing the data that is not too long or too short, while our method has advantage in dealing with the longer data. Moreover, the improvement in the above five longtext datasets is higher than it in the short-text datasets. This probably due to two reasons: (i) The potential of interaction information may not be fully exploited due to the length of texts is too short. (ii) The number of classes on these datasets is lager, however, the text is too short, which increases probability of misclassification. In the future, we will focus on improving the generalization ability of our model. 
D. THE EFFECT OF EACH PART ON MODEL
Our model mainly consists of three parts: Pre-trained BERT, Self-Interaction Attention Mechanism and Joint embedding learning of words and labels. It is necessary to demonstrate that each part of our model is useful to improve text classification accuracy. We performed a set of contrastive experiments to prove the impacts of each part on the final classification performance retaining the other parts and parameters unchanged. First, we verified the influences of pre-trained model on classification performance by using different pre-trained model: word2vec, fastText and BERT. Considering that we can get text representations with interaction information between all sentences in a text. So the effects of Self-Interaction Attention Mechanism on classification performance are also explored. The third part of our model applied label embedding which plays a central role in the text classification tasks. We therefore verified the impacts of label embedding on classification performance. According to the above statements, we regard the model that replacing pre-trained BERT with word2vec as P-LSIAM (word2vec), and the model replacing pre-trained BERT with fastText is represented as P-LSIAM (fastText). We view the model without Self-interaction Attention Mechanism as P-LM. Additionally, the model without label embedding is denoted as P-SIAM. From Table 4 , classification accuracy can intuitively reflect the impacts of each part in our model on classification performance and our model is superior to other models. Therefore, the pre-trained BERT, Self-Interaction Attention Mechanism and label embedding play important roles in P-LSIAM. Compared with P-LSIAM (word2vec), P-LSIAM shows an obvious improvement of 0.1%-1.86% on all datasets. Compared with P-LSIAM (fastText), the improvement is 0.07%-1.73%. The main reason is that the BERT encodes text sequence into sentence and word vector representation via bidirectional pre-training. P-LSIAM achieves a robust improvement of 0.14%-2.33% against P-LM due to text representations containing more comprehensive semantics obtained by Self-Interaction Attention Mechanism. Combined with the good performance in the textual semantics imilarity task, we could observe that the Self-Interaction Attention Mechanism has a great influence on the final classification accuracy. Besides, P-LSIAM presents the improvement of 0.52%-2.95% against P-SIAM. Joint embedding learning of labels and words can learn informative words directly sensitive to classification, so label embedding is vital to the classification result. From the above results, we can find that the effect of Self-Interaction Attention Mechanism and label embedding on classification performance is inferior to pre-trained BERT. The above experiments prove that our model is complete and suitable based on the above ablation models.
E. THE EFFECT OF LABEL EMBEDDING
Above experiments have showed that label embedding as a part of our model plays an important role in our model. In addition, one of our contributions is the dual-label embedding, that is to say, the compatibility score for the entire text is used to weight the text and label vector representation. Therefore, it is of great necessity to further examine the validity of dual-label embedding. On the basis, our paper tested the classification accuracy of P-SIAM, P-LSIAM * and P-LSIAM. Similarly, P-SIAM denotes the model without label embedding, P-LSIAM * is the model with single label embedding. Single label embedding means that we only weight the text interaction representation I = (i 1 , i 2 , . . . ,i L ) through compatibility score s. P-LSIAM naturally represented the model with dual-label embedding. Dual-label embedding denotes that we not only weight the text interaction representation I = (i 1 , i 2 , . . . ,i L ), but also weight the labels representations C through compatibility score s. Experimental results are shown in Figure 4 .
As can be seen from Figure 4 , label embedding has a powerful impact on classification performance. P-LSIAM outperforms P-SIAM and P-LSIAM * on all the dataset except Yelp F. dataset. P-LSIAM achieves an improvement of 0.05%-2.34%. Fully use of label information can directly capture valid words for text classification, which is useful and indirectly improves classification accuracy. Furthermore, P-LSIAM * shows a relative improvement of 0.47%-2.15% against P-SIAM, which further proved the validity of label embedding.
On the other hand, the compatibility (attention score) score is obtained from the word-label pairs. Window size defines the length of ''phrase'' that constructs the attention. Accordingly, lager r captures long distance dependency, smaller r captures the local dependency. We also explore the effect of it on the accuracy of classification through fine-tuning on the two typical datasets. And we find that it has a relationship with the number of sentences in a text. From Figure 4 , the accuracy of classification is the best when the value of window size is around 60 on both datasets.
F. THE EFFECT OF THE NUMBER OF SENTENCES AND WORDS
The pre-trained BERT encodes the input text sequence X into two vector representation forms: word-level vector representations and sentence-level vector representations. The part of joint embedding learning of labels and words uses word embeddings form, different from it, the part of Self-Interaction Attention Mechanism uses sentence embeddings form. In this part, we explore the effects of the number of sentences and words on text classification accuracy. We choose two typical datasets including Yahoo ! Answers VOLUME 8, 2020 and Yelp Review Full, the number of classes on these dataset is not the largest or the smallest.
We can see from the two pictures in the first row in Figure 5 , text classification accuracy is in percentage. We can see that the accuracy of text classification decreases when the number of sentences exceed 15 on both datasets. Our method presents a drop around 8%-10% on both datasets. As the number of sentences increases, the relationship between sentences becomes more complex. Our model has the same tendency on both datasets in terms of classification accuracy. In addition, we also observe that when the number of sentences increase from 10 to 15 on the Yelp F. dataset, the accuracy of our model arrive at the largest value. On the Yahoo! dataset, when the number of sentences is around 10, our model performs best. Our model presents a relatively stable decrease in accuracy when the number of sentences increase on the Yahoo! Answers dataset. On the Yelp F. dataset, our method performs similar results when the number of sentences exceeds 15. Obviously, the accuracy on the Yahoo! dataset is higher than that on the Yelp F. dataset. Generally, our method presents the best performance on both datasets when the number of sentences is around 10-15.
Joint embedding learning of labels and words is built on word-level vector representation. So we also discuss the effect of the number of words on text classification accuracy. As shown as the two pictures in the second row in Figure 5 , clearly, the accuracy begins to descend when the number of words exceeds 175 on both datasets. The accuracy shows a significant drop by around 5%-10%. The performance of our model on the Yahoo! dataset is superior to that on the Yelp F. dataset. It is proper when the number of words is around 125-175. As the above mentioned, our model performs best when the number of sentences is around 10-15. We find that each sentence contains around 10-15 words on both datasets. Therefore, combined with the effect of the number of sentences and words, our model presents good performance when the number of sentences is around 10-13. Since we can capture the interaction representations and further increase the quality of joint embedding learning of labels and words when the number of sentences is appropriate, the text classification accuracy is also improved.
G. PRACTICAL APPLICATION
We also applied our model to classify clinical text, which further demonstrated the practical value of our model. We implemented our method on the Electronic Health Records dataset for medical code prediction. Considering that a medical record may have several diagnoses, we chose multi-label tasks. MIMIC-III [47] , an open dataset, which has texts and structured records from a hospital Intensive care unit. Each record contains a series of notes and a set of metadata codes from the International Classification of Diseases (ICD), which describes the information of the patients. The three baseline methods include a logistic regression model with bag-of-words (Logistic Regression) [48] , a single-layer 1D convolutional network (CNN) [48] and a bidirectional gated recurrent unit (Bi-GRU) [48] . In addition, we also compare against the multi-label classification method in the clinical text: Attentive LSTM [37] , and LEAM [9] . In order to verify and compare the predicted effect, we used the method introduced by [49] , [50] . In this paper, we applied the microaveraged and macro-averaged F1, AUC (area under the ROC curve) and P@n (the precision at n) as predicted indicator. AUC refers to the area under the ROC curve. ROC, receiver operating characteristic curve, reflects the classification accuracy of the model. The larger AUC value, the better classification performance. P@n refers to the score of the n labels with the highest score in groundtruth. The micro-averaged value was gotten by training each pair (text, code) as a separate prediction, and the macro-averaged value was obtained by averaging metrics computed each label. Table 4 shows the results of the comparison. Our model performs best in AUC score, and performs better in F1 and P@5. So our model is effective for text classification. While CNN performs best in macro F1, micro F1 and P@5. The main reason is that CNN has little hyper-parameter tuning and static vectors on the classification tasks. And the logistic regression method shows worse results than all the deep learning methods. Our model generate an improvement against LEAM. The visualization of a text in MIMIC-III is shown from Figure 6(d) after processing by our model. We can find that the important words are highlighted. That effectively relieves the burden of doctors through our model. The results further prove the practicability of our model. In the future, we still need to put more work to practical application.
H. VISUALIZATION
In this section, we use Tensorflow to visualize the learned attention of our model and other attention models. To demonstrate the validity of learned attention, our paper visualized two texts on the AGNews dataset. Moreover, we compare the learned attention with the other attention baseline models including deep attention model: hierarchical attention network (HAN) and label embedding attention model (LEAM) as shown in Figure 6 . The darker the color, the more important the words. That is, the depth of the color is used to represent the weight of attention. It can be observed that the learned attention is useful to capture the most informative words. Obviously, we can observe that the topic of the first FIGURE 6. Visualization of partial text in datasets. Figure 6 (a) is the visualization of HAN of partial text in AGNews dataset, Figure 6 (b) is the visualization of LEAM. Figure 6 (c) is the visualization of our model. Figure 6 (d) is the visualization of partial clinical text. text is ''technology'' and the topic of the second text is ''Business''. HAN gets benefit from hierarchical attention, which ensures that different words contribute differently to sentences and different sentences contribute differently to documents. From Figure 6(a) , the learned attention of HAN annotates the most relevant key words such as ''technology'' and ''Business'', however, it does not prominent the key words indirectly related to classification. LEAM embeds the labels and words into the joint space of them to learn the attention, which ensures that the weights of relevant words are higher than the irrelevant words. We can observe that most of the relevant words are highlighted compared with HAN in Figure 6(b) . On the other hand, since we also weight the label vector representation by the attention, it can make labels learn more textual content about what they annotate. For example, in Figure 6 (c), the Business label captures the content related to business: competitive, discounters and sweeter deal. Compared with LEAM, the learned attention of our model highlight most of the key words, the indirect related words are also annotated. In additional, labels learn key words related to classification, which further improve classification accuracy. Then texts are classified through classifier according to the weighted labels representations. The above results can further demonstrate the validity of our work on attention. As shown in Figure 6(d) , we can see that important words are highlighted, which alleviate the doctor's reading burden.
V. CONCLUSION AND FUTURE
Text classification is an important research field in natural language processing. Text representation is an effective intermediate representation of text classification. Generally, most of researches overlook the interaction between all the sentences in a text when producing the current text representations. Label plays a central role in text classification. Few scholars use label embedding as a part of classification models to improve the classification performance, leaving enough room for us. For these problems, our paper proposed a text classification method based on Self-Interaction Attention Mechanism and label embedding. Our method introduced BERT to extract text features as input. Our method jointly combine Self-Interaction Attention Mechanism and Joint embedding learning of labels and words. Then Self-Interaction Attention Mechanism was employed to obtain text representations containing more comprehensive semantics. In addition, we aimed to leverage label information and achieve the dual-label embedding. Therefore, we obtained text representations containing comprehensives semantics for text classification. Finally, the texts are classified by classifier according to the weighted labels representations. We also explore the effect of label embedding, the number of words and sentences of a text on the accuracy of text classification. Extensive experimental results demonstrate the effectiveness of our model.
In the future, we will focus on reducing the effect of the number of numbers and words on text classification. As for practical application of our model, we also need to put more work. Furthermore, in the course of the experiment, we found that window size which defines the length of ''phrase'' has a relationship with the number of sentences in a text. We will do more in-depth research about this relationship.
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