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Abstract
Algorithms to decide whether a polynomial is a coordinates (tame coordinate, respectively)
of Z[x, y] are given. Moreover, if a polynomial p ∈ Z[x, y] is a coordinate (tame coordinate,
respectively), the algorithms effectively construct a concrete automorphism of Z[x, y] that sends
x to p. The algorithm to determine tame coordinate is applicable to R[x, y] where R is an Euclidean
domain; while the algorithm to determine coordinate is applicable to D[x.y] where D is a unique
factorization domain.
 2004 Published by Elsevier Inc.
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Introduction
Let R be a commutative ring. A polynomial p ∈ R[x, y] is a coordinate (a tame coor-
dinate) of R[x, y] if p is the image of x under an automorphism (a tame automorphism,
i.e., it can be decomposed as a product of affine and triangular automorphisms) of R[x, y].
A wild automorphism is an automorphism which is not tame, a wild coordinate of R[x, y]
is defined accordingly. Our definitions of tame and wild coordinate do not make confu-
sion since it is quite obvious that any automorphism of R[x, y] which sends x to a tame
coordinate is a tame automorphism of R[x, y]. The well-known theorem of Jung [7] and
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426 C.-M. Lam, J.-T. Yu / Journal of Algebra 279 (2004) 425–436van der Kulk [8] shows that all automorphisms of K[x, y] are tame for a field K . On the
other hand, Wright [10] showed that there exist wild automorphisms of R[x, y] if R is a
principal ideal domain but not a field.
Recent result of Shpilrain and the second author [9] have given an algorithm to
determine whether p ∈ K[x, y] is a coordinate of K[x, y] for a field K of characteristic 0;
a polynomial p is a coordinate of K[x, y] if and only if one can get 1 by using only
Euclidean algorithm from px and py . If p is indeed a coordinate, the algorithm also
constructs an automorphism which sends x to p.
Follow [9], very recently Drensky and the second author [4] have given a similar
algorithm to determine tame coordinates of K[z][x, y], where K is a field of characteristic
zero; a polynomial p is a tame coordinate in K[z][x, y] if and only if one can get 1 by using
only Euclidean algorithm from px and py . The algorithm also constructs a concrete tame
automorphism that sends x to a given tame coordinate of K[z][x, y]. The algorithm is also
good for R[x, y] where R is an Euclidean domain containing Q, see [3,5]. Unfortunately,
it is not applicable for R[x, y] if R does not contain Q, in particular, the algorithm is not
good for Z[x, y]. Moreover, in the same paper [4], Drensky and the second author also
characterize coordinates of K[z][x, y] for a field K of characteristic 0; p is a coordinate
of K[z][x, y] if and only if the ideal of K[z][x, y] generated by px and py contains 1.
This characterization does not give a concrete automorphism of K[z][x, y] that sends x
to p. Again the characterization is applicable for R[x, y] if R is an Euclidean domain
containing Q. Unfortunately, if R does not contain Q, the characterization is again not
applicable. In particular, the characterization is not good for Z[x, y].
The purpose of this paper is to systematically study coordinates and automorphisms
of Z[x, y]. By newly developed machinery, we obtain algorithms to determine whether a
polynomial p ∈ Z[x, y] is a coordinate (tame coordinate, respectively) of Z[x, y]. Our
algorithms also give a concrete automorphism (tame automorphism, respectively) that
sends x to p when p is a coordinate (tame coordinate, respectively). The algorithm
to determine tame coordinates is good for R[x, y] where R is an Euclidean domain.
The algorithm to determine coordinates is applicable to D[x, y] where D is a unique
factorization domain.
1. Preliminaries
Let R be a commutative ring. An endomorphism ϕ = (p, q) of R[x, y] denotes a
R-endomorphism of R[x, y] such that ϕ(x) = p and ϕ(y)= q . Automorphisms of R[x, y]
are denoted in the same way. Obviously, ϕ = (p, q) is an automorphism of R[x, y] if and
only if R[p,q] = R[x, y]. We use Aut(R[x, y]) to denote the group of automorphisms of
R[x, y]. The composition of two automorphisms φ = (p, q) and ϕ = (r, s) is defined by
φϕ = (r(p, q), s(p, q)). The Jacobian matrix of an endomorphism ϕ = (p, q) of R[x, y]
is
Jϕ :=
(
px py
q q
)
.x y
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units in R. The converse of the statement is the Jacobian Conjecture. It is still an open
question. The following lemma is an elementary result.
Lemma 1.1 [6]. Let R ⊆ S be commutative rings and ϕ be an endomorphism of R[x, y]
such that det(Jϕ(0 )) ∈ R∗. If ϕ is an automorphism of S[x, y], then ϕ is also an
automorphism of R[x, y].
If G is a subgroup of Aut(R[x, y]), we define G0 = {(p, q) ∈ G | p(0,0) =
q(0,0)= 0}. An automorphism in Aut(R[x, y]) of the form (αx + βy + c, γ x + δy + d),
where αδ − βγ ∈ R∗ and c, d ∈ R, is called affine. A triangular automorphism in
Aut(R[x, y]) is of the form (ux + f (y), vy + d) where u,v ∈ R∗, d ∈ R and f (y) ∈
R[y]. We use Aff(R[x, y]) and Tr(R[x, y]) to denote the groups of affine and triangular
automorphisms in Aut(R[x, y]), respectively. Obviously, Aff0(R[x, y]) is isomorphic to
GL2(R) as a group. We will use GL2(R) instead of Aff0(R[x, y]). Also, we define
B(R[x, y]) = Aff(R[x, y]) ∩ Tr(R[x, y]). In fact, an automorphism in B(R[x, y]) is of
the form (αx + βy + c, δy + d), where α, δ ∈ R∗ and β, c, d ∈ R.
Definition 1.2. An automorphism of R[x, y] which can be decomposed as a product of
affine and triangular automorphisms of R[x, y] is called a tame automorphism. We use
T (R[x, y]) to denote the group of tame automorphisms in Aut(R[x, y]). An automorphism
that is not tame is called a wild automorphism.
Obviously, T (R[x, y]) is generated by Aff(R[x, y]) and Tr(R[x, y]). If K is a field,
it is well known that T (K[x, y]) is an amalgamated free product of Aff(K[x, y]) and
Tr(K[x, y]) [1], i.e. Aut(K[x, y]) = Aff(K[x, y]) ∗B(K[x,y]) Tr(K[x, y]). Wright has
generalized this result.
Theorem 1.3 (Wright [10]). Let D be a principal ideal domain. There is a subgroup W of
Aut0(D[x, y]) containing Tr0(D[x, y]) such that
GL2(D) ∩W = B0
(
D[x, y]) and Aut0(D[x, y])= GL2(D) ∗B0(D[x,y]) W.
Moreover, if D is not a field, then Tr0(D[x, y]) is a proper subset of W .
Let
A0 :=
{
(ξx + y, x) | ξ ∈ Z}, C0 := {(x + f (y), y) ∣∣ f (y) ∈ y2Z[y]}.
Obviously, A0 and C0 are sets of right coset representatives of GL2(Z) and Tr0(Z[x, y])
modulo B0(Z[x, y]), respectively. Therefore, ϕ ∈ T 0(Z[x, y]) if and only if ϕ =
bδ1 t1a1 · · · tn−1an−1tδ2n , where ai ∈ A0, ti ∈ C0, b ∈ B0(Z[x, y]), δ1, δ2 = 0 or 1. Moreover,
if tn = (x + fn(y), y), then we use dn and cn to denote the degree and leading coefficient
of fn(y), respectively.
428 C.-M. Lam, J.-T. Yu / Journal of Algebra 279 (2004) 425–436Definition 1.4. We say that p ∈ R[x, y] is a coordinate (or a tame coordinate) if there is
ϕ ∈ Aut(R[x, y]) (or ϕ ∈ T (R[x, y])) such that ϕ(x)= p.
Remark 1.5. Suppose ϕ = (p, q0) and φ = (p, q) be automorphisms of R[x, y].
Obviously, ϕ−1φ is an automorphism which sends x to x . Then ϕ−1φ = (x,αy + f (x)),
where α ∈ R∗ and f (x) ∈ R[x]. Hence, we have (p, q) = φ = ϕ ◦ (x,αy + f (x)) =
(p,αq0 + f (p)).
Remark 1.6. If p is a tame coordinate of R[x, y], then any automorphism ϕ ∈ Aut(R[x, y])
such that ϕ(x) = p is also tame. Suppose ϕ,φ are tame automorphisms of R[x, y] which
send x to p and ϕ is tame. By Remark 1.5, φ = ϕ ◦ (x,αy + f (y)), which is a tame
automorphism of R[x, y].
Now we are going to fix the notation that will be used in the rest of the paper.
Let t be a prime in Z and p,q be polynomials in Z[x, y]. We write p ≡ q (mod t) iff
p − q ∈ (tZ)[x, y]. In particular, p ≡ 0 (mod t) iff p is a polynomial in (tZ)[x, y], i.e. the
coefficients of p are lies in tZ.
Let p be a polynomial in Z[x, y]. We define a derivation ∆p :Q[x, y] → Q[x, y] by
∆p(u) := pxuy − pyux . Obviously, ∆p(Z[x, y])⊆ Z[x, y].
We use p¯ and degp to denote the homogeneous component of maximal degree of p
and its degree. In some of the proofs of the Jung–van der Kulk theorem [2], one considers
another grading of K[x, y]. We use a similar idea for our purposes. Fix two relatively
prime numbers k and l. We assume that the degree of x and y are equal to k and l,
respectively. Then, we use p(k,l) and deg(k,l) p to denote the homogeneous component
of maximal degree of p and the degree of p with respect to this (k, l)-grading.
Let > be the degree lexicographic ordering in Z[x, y] with x > y; i.e. xayb > xcyd iff
a + b > c + d or a + b = c + d with a > c. For any p ∈ Z[x, y], we use lm(p) to denote
the leading monomial of p with respect to >.
We will introduce an important notation. For any p ∈ Z[x, y], we define px (or py ) be
the leading term of p(x,0) (or p(0, y)). As a convention, we define px = x0 (or py = y0)
if p is a polynomial of y (or x) only.
2. An algorithm to determine tame coordinates of Z[x,y]
Let Z0[x, y] = {p ∈ Z[x, y] | p(0,0) = 0}. Obviously, a polynomial p is a tame
coordinate of Z[x, y] if and only if so is p+ d in Z[x, y] for all d ∈ Z. Hence to determine
whether p a polynomial is a tame coordinate of Z[x, y], we only need to consider the case
that p has zero constant term, or in other words, p ∈ Z0[x, y].
The following two technical lemmas are crucial in this section.
Lemma 2.1. Let p be a polynomial in Z0[x, y] with deg(k,l) p = h.
(1) Write p = m1 + · · · + mt , where m1, . . . ,mt are monomials in Z0[x, y]. Then
deg(k,l) pn = hn.
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degree i . Then (pn)(k,l) = pnh . Moreover, if f (u) = α0un + · · · + αn−1u, α0 = 0, is a
polynomial in Z[u], then f (p)(k,l) = α0pnh .
Proof. (1) A monomial m in pn is of form m′1 · · ·m′n, where m′1, . . . ,m′n ∈ {m1, . . . ,mt }.
Let m′i = xai ybi for i = 1, . . . , n. Since deg(k,l) p = h, we have kai + lbi  h for i =
1, . . . , n. Therefore,
m = x
∑n
i=1 ai y
∑n
i=1 bi and
deg(k,l) m = k
(
n∑
i=1
ai
)
+ l
(
n∑
i=1
bi
)
=
n∑
i=1
(kai + lbi) hn
and the equality holds iff deg(k,l) m′i = h for i = 1, . . . , n. Since deg(k,l) p = h, there is
a monomial mi in p such that deg(k,l) mi = h. Therefore, deg(k,l) pn = hn since mni is a
monomial in pn of that degree.
(2) pn =∑p′1 · · ·p′n, where p′1, . . . , p′n ∈ {p1, . . . , pl}. Note that
deg(k,l) p′1 · · ·p′n = deg(k,l) p′1 + · · · + deg(k,l) p′n  hn
and the equality holds iff p′1 = · · · = p′n = ph. Therefore, (pn)(k,l) = pnh . Suppose f (p) =
α0pn + · · · + αn−1p. Note that
deg(k,l) pn−i  (n − i)h < hn for 1 i  n− 1 and deg(k,l) pn = hn.
Thus, f (p)(k,l) = (α0pn)(k,l) = α0pnh . 
We will deal with the automorphism of form t1a1 · · ·an−1tn and t1a1 · · · tnan at first.
Define (rn, sn) := t1a1 · · ·an−1tn and (pn, qn) := t1a1 · · · tnan for n 1.
Lemma 2.2. Take k = d1. Then
p(k,1)n = αn
(
x + c1yd1
)un, q(k,1)n = βn(x + c1yd1)vn with un  vn and
r(k,1)n = γn
(
x + c1yd1
)wn, s(k,1)n = δn(x + c1yd1)zn with wn > zn for n 2.
Proof. For n = 2,
(r2, s2) =
(
ξ1
(
x + f1(y)
)+ y + f2(x + f1(y)), x + f1(y)).
By Lemma 2.1, r(k,1)2 = c2(x + c1yd1)d2 and s(k,1)2 = x + c1yd1 . Thus, w2 = d2 > 1 = z2.
Suppose the statement is true for rn and sn. Consider
(pn, qn) = (ξnrn + sn, rn).
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r
(k,1)
n = γn(x + c1yd1)wn . Thus, un = wn = vn. On the other hand, if ξ = 0, then p(k,1)n =
s
(k,1)
n = δn(x + c1yd1)zn and q(k,1)n = r(k,1)n = γn(x + c1yd1)wn . Thus, un = zn < wn = vn.
Combining, un  vn.
Now, assume the statement is true for pn−1 and qn−1. Consider (rn, sn) = (pn−1 +
fn(qn−1), qn−1). Since un  vn and dn  2, we have r(k,1)n = fn(qn−1)(k,1) = cn(q(k,1)n−1 )dn
(by Lemma 2.1) = cn(βn(x+c1yd1)un)dn and s(k,1)n = q(k,1)n−1 = βn(x+c1yd1)un . Obviously,
wn = undn > un = zn since dn  2. 
Corollary 2.3. deg rxn < deg r
y
n , deg sxn < deg s
y
n and degpxn < degp
y
n , degqxn < degq
y
n for
n 1.
Proof. For n = 1,
(r1, s1) =
(
x + f1(y), y
)
and (p1, q1) =
(
ξ1
(
x + f1(y)
)+ y, x + f1(y)).
Since degf1(y) 2, the statement is true for n = 1. Moreover, Lemma 2.2 implies that the
statement is true for n 2. 
Now, we give a necessary condition for a polynomial to be a tame coordinate in
Z0[x, y].
Theorem 2.4. Let p be a tame coordinate in Z0[x, y] such that p = αx and p = βy .
Suppose px = axm and py = byn with m n. Then either
(1) m = n and p¯ = c(αx + βy)n, (α,β) = 1, c ∈ Z\{0}, or
(2) m< n and
(a) k = n/m ∈ N;
(b) deg(k,1) p = n;
(c) e = m√b/a ∈ Z. If m is odd, then p(k,1)(−e,1) = 0. If m is even, then either
p(k,1)(e,1)= 0 or p(k,1)(−e,1)= 0.
Proof. Since p is a tame coordinate, there is a tame automorphism ϕ such that ϕ(x) = p.
We can prove it in three cases.
(1) Suppose ϕ = t1 = (r1, s1) = (x + f1(y), y). Only r1 satisfies the assumption.
Obviously, r(k,1)1 = x + c1yd1 , rx1 = x and ry1 = c1yd1 . By direct verification, it satisfies
condition (2).
Suppose
ϕ = t1a1 = (p1, q1) =
(
ξ1
(
x + f1(y)
)+ y, x + f1(y)).
If ξ1 = 0, then p(k,1)1 = ξ1(x + c1yd1), px1 = ξ1x , py1 = ξ1c1yd1 . Hence, it satisfies
condition (2). If ξ1 = 0, then p1 = y , which does not satisfy the assumption.
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we have p(k,1) = γ (x + c1yd1)δ , where γ = 0 and δ > 0. Obviously, px = γ xδ and
py = γ cδ1yd1δ otherwise deg(k,1) p > δd1. Therefore, we have deg(k,1) p = δd1 = n and (b)
follows. Moreover, n/m = d1δ/δ = d1 = k ∈ N and (a) follows.
e = m
√
b
a
= δ
√
γ cm1
γ
= m
√
cm1 ∈ Z.
If m is odd, then e = c1 and p(k,1)(−e,1) = γ (−e + c1)δ = 0. If m is even, then e = |c1|.
So, either p(k,1)(e,1)= 0 or p(k,1)(−e,1)= 0 and (c) follows.
(3) Suppose ϕ = bφ where b ∈ GL2(Z) and φ = t1a1 · · ·an−1tn or t1a1 · · · tnan. Let
b = (αx + βy,γ x + δy) and φ = (r(x, y), s(x, y)). Moreover, let rx = dxu, ry = cyv . By
Corollary 2.3, we have u < v. Then
(p, q) = bφ = (r(αx + βy,γ x + δy), s(αx + βy,γ x + δy)).
Since αδ − βγ = ±1, we have 3 cases.
(a) Suppose γ = 0 and δ = 0. Since r = φ(x), we have deg(k,1) r = v. If ∃xlym−l with
m v, then deg(k,1) xlym−l = kl + (m− l)= (k − 1)l+mm v and the equality holds
iff m = v and l = 0. Thus, r = cyv since deg(k,1) r = v. Therefore, p¯ = ϕ(x) = br(x, y)=
br(x, y) (since b is affine) = c(γ x + δy)v . Obviously, (γ, δ) = 1; otherwise b is not affine.
(b) Suppose γ = 0, we have δ = ±1 and α = ±1. Note that px = r(±x + βy,±y)x =
d(±x)u and py = r(±x + βy,±y)y = c(±y)v . Since r satisfies condition (2) by part (2),
by direct verification, p also satisfies condition (2).
(c) Suppose δ = 0, we have γ = ±1 and β = ±1. Note that px = r(αx ± y,±x)x =
c(±x)v and py = r(αx ± y,±x)y = d(±y)u. Therefore, n = u < v = m and it contradicts
the assumption. 
Example 2.5. Drensky and the second author [4] have noticed following: the automor-
phism
N2 = (p, q) =
(
x − 2(y2 + 2x)y − 2(y2 + 2x)2, y + 2(y2 + 2x))
of Z[x, y] is not tame hence q is a wild coordinate of Z[x, y]. But obviously one can get
1 from qx and qy by using only Euclidean algorithm. Hence the algorithm in [9] is not
applicable. Note that qx = 4x , qy = 2y2. Then
k = n
m
= 2
1
= 2 but m
√
b
a
=
√
2
4
=
√
1
2
/∈ Z.
By our Theorem 2.4, q is not a tame coordinate of Z[x, y].
The conditions in Theorem 2.4 give us a hint to construct a tame automorphism of
Z[x, y] which can reduce p with respect to >.
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py = byn with m n. If p(x, y) satisfies one of the following conditions:
(1) m = n and p¯ = c(αx + βy)n, (α,β) = 1, c ∈ Z\{0}.
(2) m< n, and
(a) k = n/m ∈ N;
(b) deg(k,1) p = n;
(c) e = m√b/a ∈ Z. If m is odd, then p(k,1)(−e,1) = 0. If m is even, then either
p(k,1)(e,1)= 0 or p(k,1)(−e,1)= 0,
then there is ϕ ∈ T 0(Z[x, y]) such that lm(ϕ(p)) < lm(p).
Proof. Suppose p satisfies condition (1). Since (α,β) = 1, ∃γ, δ ∈ Z such that βγ −
αδ = 1. Define ϕ := (βx − δy,−αx + γy). Obviously, ϕ is affine. Moreover,
ϕ(p) = c[α(βx − δy)+ β(−αx + γy)]n = k[(βγ − αδ)y]n.
Thus, lm(ϕ(p)) = yn < xm = lm(p).
Suppose p satisfies condition (2). Obviously, p¯ = byn since deg(k,1) p = n. Write
p(x, y) = byn + g1(x)yn−1 + · · · + gn−1(x)y + g0(x).
Take e = ± m√ba such that P (k,1)(−e,1) = 0. Define ϕ := (x − eyk, y). Obviously, ϕ is
triangular. Consider
ϕ(p) = byn + g1
(
x − eyk)yn−1 + · · · + gn−1(x − eyk)y + g0(x − eyk).
Note that
deg
(
gi
(
x − eyk)yn−i)= deg(k,1) gi(x)yn−i = k deggi(x)+ (n− i) n
since deg(k,1) p = n. Thus, degp(x − eyk, y)  n. If xayb be a monomial involved
in p(x, y) with deg(k,1) xayb = n, then (x − eyk)ayb = (−e)ayka+b. If xayb is a
monomial involved in p(x, y) with deg(k,1) xayb < n, then deg[(x − eyk)ayb] < n.
Therefore, the homogeneous component of p(x − eyk, y) of degree n is p(k,1)(−eyk, y) =
p(k,1)(−e,1)yn = 0. Hence, we have degϕ(p) < n = degp and lm(ϕ(p)) < lm(p). 
By Theorems 2.4 and 2.6, we can give an algorithm to determine tame coordinates of
Z[x, y].
Algorithm 2.7. Given a polynomial p ∈ Z[x, y], we want to decide whether it is a tame
coordinate. Let > be the degree lexicographic ordering with x > y .
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not, go to Step 2. If yes, check whether (α,β) = 1. If yes, it is a tame coordinate.
Otherwise, it is not.
Step 2. Let px = axm, py = byn. If m> n, then define ϕ := (y, x) and replace p by ϕ(p)
and go to Step 2 again. If m = n, then go to Step 3. If m< n, then go to Step 4.
Step 3. Check whether p¯ = c(αx + βy)n for some α,β, c ∈ Z such that (α,β) = 1 and
c = 0. If not, then p is not tame. If yes, take γ, δ ∈ Z such that βγ − αδ = 1 and
define ϕ := (βx − δy,−αx + γy). Then replace p by ϕ(p) and go to Step 1.
Step 4. Check whether m|n. If not, then p is not a tame coordinate. If yes, let k = n/m
and check (1) deg(k,1) p = n and (2) e = ± m
√
b/a ∈ Z, such that p(k,1)(e,1) = 0.
If one of the conditions does not satisfy, then it is not a tame coordinate. If yes,
define ϕ := (x + eyk, y). Then replace p by ϕ(p) and go to Step 1.
Since lm(p) decreases every time, this algorithm will terminate at a finite number of steps.
The next question is how to construct a tame automorphism of Z[x, y] which sends x
to p if p is a tame coordinate in Z[x, y]. We can do it in the following way.
Algorithm 2.8.
Step 1. Define d = p(0,0) and φ = (t1, t2) = (x, y). Replace p by p−d and go to Step 2.
Step 2. Let px = axm, py = byn. If mn = 0 and either p = ±x or ±y , then φ(x+d, y)=
(t1 + d, t2) is an automorphism sends x to p, otherwise p is not tame. If m > n,
replace p and φ by ϕ(p) and φ = (t2, t1), where ϕ := (y, x). Then go to Step 2
again. If m = n, then go to Step 3. If m < n, then go to Step 4.
Step 3. If p¯ = c(αx + βy)n with (α,β) = 1, take γ, δ ∈ Z such that βγ − αδ = 1. Define
ϕ := (βx− δy,−αx+γy). Then replace p and φ by ϕ(p) and φ := (t1, t2)ϕ−1 =
(γ t1 + δt2, αt1 + βt2) and go to Step 2.
Step 4. Define k = n/m and take e = ± m√b/a such that p(k,1)(e,1) = 0. Define ϕ =
(x + eyk, y). Replace p and φ by ϕ(p) and φ := φϕ−1 = (t1 + etk2 , t2) and go to
Step 2.
Remark 2.9. Obviously Algorithms 2.7 and 2.8 can be generalized to D[x, y] where D is
an Euclidean domain characteristic 0.
3. An algorithm to determine coordinates of Z[x,y]
In this section, we will provide an algorithm to determine a coordinate in Z[x, y]. Take
R = Z and S = Q. By Lemma 1.1, we have the following lemma.
Lemma 3.1. Suppose p,q ∈ Z[x, y]. If Q[p,q] = Q[x, y] and ∆p(q) = ±1, then
Z[p,q] = Z[x, y].
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in Z[x, y], by Lemma 3.1, it suffices to find q ∈ Z[x, y] such that Q[p,q] = Q[x, y] and
∆p(q) = 1. If K is a field of characteristic 0 and p is a coordinate in K[x, y], Shpilrain
and Yu [9] have given an algorithm to find q ∈ K[x, y] such that K[p,q] = K[x, y].
Lemma 3.2. Suppose p ∈ Z[x, y] is a coordinate in Q[x, y]. Then there is q ∈ Z[x, y]
such that Q[p,q] = Q[x, y] and ∆p(q) ∈ N.
Proof. Since p is a coordinate in Q[x, y], by the method in [9], there is q˜ ∈ Q[x, y]
such that Q[p, q˜] = Q[x, y]. Let n be the least common multiple of denominators of all
coefficients of p. Define q = nq˜ . Obviously, q ∈ Z[x, y]. Moreover,Q[p,q] = Q[p,nq˜] =
Q[p, q˜] = Q[x, y] since n = 0. Furthermore, ∆p(q) ∈ Q∗ ∩ Z[x, y] = Z− {0}. If
∆p(q) > 0, we are done. If ∆p(q) < 0, replace q by −q . 
Unfortunately, ∆p(q) may not be 1. However, if q satisfies some conditions (Lem-
ma 3.5), we can find q ′ ∈ Z[x, y] such that Q[p,q ′] = Q[x, y] and ∆p(q ′) < ∆p(q). To
do it, we need a lemma at first.
Lemma 3.3. Let p be a coordinate in Z[x, y]. Then Q[p] ∩ Z[x, y] = Z[p].
Proof. Since p is a coordinate in Z[x, y], there is q ∈ Z[x, y] such that Z[p,q] = Z[x, y].
Define a Z-automorphism ϕ = (p, q). Extend ϕ to be a Q-automorphism in a natural way.
Then
ϕ−1
(
Q[p] ∩ Z[x, y])= ϕ−1(Q[p] ∩ Z[p,q])= Q[x] ∩Z[x, y] = Z[x].
Hence, Q[p] ∩ Z[x, y] = Z[p]. 
We are going to prove two crucial lemmas in this section.
Lemma 3.4. Suppose p is a coordinate in Z[x, y]. If q ∈ Z[x, y] such that Q[p,q] =
Q[x, y], then
(1) ∆p(q) ∈ Z\{0};
(2) for any prime t in Z such that t | ∆p(q), there is a polynomial ft (u) ∈ Z[u] such that
q ≡ ft (p) (mod t).
Proof. (1) Obviously, ∆p(q) ∈ Q∗ ∩ Z[x, y] = Z\{0}.
(2) Since p is a coordinate in Z[x, y], there is q0 ∈ Z[x, y] such that Z[p,q0] = Z[x, y].
We may assume that ∆p(q0) = 1. Since ϕ = (p, q) and φ = (p, q0) are Q-automorphisms
of Q[x, y], by Remark 1.5, we have q = αq0 + f (p), where α ∈ Q∗ and f (u) ∈ Q[u].
Then ∆p(q) = ∆p(αq0 + f (p)) = α∆p(q0) = α. Thus, α ∈ Z\{0}. On the other hand, by
Lemma 3.3, f (p) = q − αq0 ∈ Q[p] ∩Z[x, y] = Z[p]. Thus, f (p) ∈ Z[p].
For any prime t ∈ Z such that t | ∆p(q), since α = ∆p(q) and q0 ∈ Z[x, y], we have
αq0 ≡ 0 (mod t). Therefore, we have q ≡ f (p) (mod t) and we can take ft (u) = f (u)
desired. 
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there is a prime t in Z and a polynomial ft (u) ∈ Z[u] such that t | ∆p and q ≡ ft (p)
(mod t). Define q ′ := (q − ft (p))/t . Then q ′ satisfies the following conditions:
(1) Q[p,q ′] = Q[x, y];
(2) q ′ ∈ Z[x, y];
(3) ∆p(q ′) < ∆p(q).
Proof. (1) Q[p,q ′] = Q[p, 1
t
(q − ft (p))] = Q[p,q] = Q[x, y].
(2) Obviously, q − ft (p) ≡ 0 (mod t), i.e. the coefficients of q − ft (p) are lies in tZ.
Hence, q ′ ∈ Z[x, y].
(3) ∆p(q ′) = 1
t
(
∆p(q)−∆p
(
ft (p)
))= ∆p(q)
t
< ∆p(q). 
Remark 3.6. Let p,q ≡ 0 (mod t) be polynomials without constant term in Zt [x, y] of
degree k and l, respectively. If we want to determine whether f (u) ∈ Z[u] such that
q ≡ f (p) (mod t). We may do it in the following way: Suppose q ≡ a1p + · · · + anpn
(mod t). n = l/k ∈ N otherwise no such f (u) exists. Moreover, there are at most t
possibilities for each ai . Note that the degree of monomials involved in pi is between i
and ki . To determine a1, we can compare the coefficients of monomials with degree 1
involved in a1p and q . If it is inconsistent, no such f (u) exists. We can find a1 if it is
consistent. Once we have found a1, . . . , ai , we compare the coefficients of monomials
with degree i + 1 involved in q and a1p + · · · + aipi + ai+1pi+1. If it is inconsistent, no
such f (u) exists. Otherwise, we can determine ai+1. Finally, if we find all possibilities of
a1, . . . , an, we need to check that whether q ≡ a1p + · · · + anpn (mod t).
Algorithm 3.7. Let p ∈ Z[x, y] such that p is a coordinate in Q[x, y].
Step 1. Find q ∈ Z[x, y] such that Q[p,q] = Q[x, y] and ∆p(q) ∈ N. Go to Step 2.
Step 2. If ∆p(q) = 1, then p is a coordinate in Z[x, y] and Z[p,q] = Z[x, y]. If not, go
to Step 3.
Step 3. Take a prime t in Z such that t | ∆p(q). If there does not exist an ft (u) ∈ Z[u]
such that q ≡ ft (p) (mod t), then p is not a coordinate in Z[x, y]. If there exists
an ft (u) ∈ Z[u] such that q ≡ ft (p) (mod t), we replace q by (q − ft (p))/t and
go to Step 2.
Since ∆p(q) decreases every time, this algorithm will terminate at a finite number of steps.
Remark 3.8. Our algorithm can be generalized to D[x, y] where D is a unique
factorization domain D of characteristic 0 if we replace t by an irreducible element of
D which divides ∆p(q) of R and use induction on the number of irreducible factors of
∆p(q) in R.
Example 3.9. Since we can determine coordinates and tame coordinates in Z[x, y], we
can also determine wild coordinates in Z[x, y], i.e. a coordinate which is not the image
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Q[p,q] = Q[x, y] but ∆p(q) = 4. Take t = 2, which can divide ∆p(q). Then we have
q ≡ f (p) (mod t) where f (u) = u. Define
q ′ := q − f (p)
2
= −2x − y2.
However, ∆p(q ′) = 2 = 1. So, we need to perform the process again. Take t ′ = 2, which
can divide ∆p(q ′). Then we have q ′ ≡ f ′(p) (mod t ′) where f ′(u) = −u2. Define
q ′′ := q
′ − f ′(p)
2
= 1
2
(−2x − y2 + [y + 2(2x + y2)]2)
= −x + 2y(2x + y2)+ 2(2x + y2)2.
Now, ∆p(q ′′) = 1. Hence, p is a coordinate in Z[x, y] and Z[p,q ′′] = Z[x, y]. By
Example 2.5, p is a wild coordinate in Z[x, y].
Example 3.10. The analogy of Theorem 2.6 in [4] is no longer true. Take p = 2x+y+y2 ∈
Z[x, y]. Obviously, Q[p,y] = Q[x, y] and the ideal generated by px and py in Z[x, y]
contains 1, in fact one can get 1 from px and py by only using Euclidean algorithm.
However, p is not a coordinate of Z[x, y]. Otherwise, since ∆p(y) = 2, by Lemma 3.4
there is a f (u) ∈ Z[u] such that y ≡ f (2x + y + y2) (mod 2). But the left side has degree
one, and the right side has degree at least two—a contradiction.
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