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We obtain a closed form of generating functions of RNA substructure using hermitian matrix
model with the Chebyshev polynomial of the second kind, which has the form of the hypergeometric
function. To match the experimental findings of the statistical behavior, we regard the substructure
as a grand canonical ensemble and find its fugacity value corresponding to the number of stems. We
also suggest a hierarchical picture based on the planar structure so that the non-planar structure
such as pseudoknot are included.
I. INTRODUCTION
Ribonucleic acid (RNA) is a single strand of long nu-
cleotides and plays an important role in producing pro-
tein. The functional form of RNA nucleotides requires
a specific tertiary structure and its scaffold is provided
by secondary structural elements with hydrogen bonds
between the nucleotides.
The secondary structure shows many different recog-
nizable domains such as hairpin loops, bulges and inter-
nal loops which are topologically equivalent to a planar
structure. There appears also non-planar structure such
as pseudoknot which contains higher genus. The config-
uration was intensively studied numerically [1–3]. Com-
binatoric analysis of the configuration is also in progress
[4–6].
In this letter, we propose to investigate the secondary
structure from the geometrical point of view, using the
hermitian random matrix model [7, 8] as was extensively
used in the geometric analysis of 2d quantum gravity [9].
The planar structure corresponds to the large N limit
of the matrix model, N being the size of the matrix.
We are using the hermitian matrix M with a Gaussian
potential whose propagator describes the link between A
and U or C and G. This link is also named as chord in
the combinatoric analysis. Since our primary interest lies
in the combinatorics of the links, we do not distinguish
purines (A,U) or pyrimidines (C,G) in this letter.
Even though we are using the hermitian random ma-
trix model, we pursuit a different approach from the pre-
vious ones [7, 8]. For the initial setting to describe the
RNA strand, we classify the long chain as islands and
bridges (Fig.1). An island is a set of RNA nucleotides all
of which participate in the planar configuration and there
is no link inside the island. The nucleotides in an island
can link to nucleotides in a different island. We will de-
note the nucleotides in the i-th island as U (i)(M). On
the other hand, a set of RNA nucleotides on a bridge do
not participate in the planar bonds, which may remain
as dangled bonds or involve non-planar structure such as
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pseudoknots. In this consideration, one RNA strand is
a sequence of alternative island and bridge. The total
number of nucleotides is
∑I
i=1(`i+ bi) where `i(bi) is the
number of nucleotides in the i-th island (bridge). Here,
we conveniently identify the bridge before the first island
with the one after the last island.
FIG. 1. Secondary structure and its equivalent picture in
sequence of island and bridge. Island is a set of nucleotides
which has no internal links. The links are connected between
different islands only. Bridge is a set of nucleotides which do
not link to other nucleotides in the planar configuration.
According to the definition of the sequence, there is no
chord inside an island and therefore, the nucleotides in an
island itself has no expectation value, 〈TrU (i)(M)〉 = 0.
We find that this constraint is automatically satisfied at
the large N limit if one uses the Chebyshev polynomial
of the second kind, U (i)(M) = U`i(M/2) [10]. One can
demonstrate this fact using the property of the hermitian
matrix model, where 〈TrM2k〉 is given as the Catalan
number Ck, if the expectations are appropriately nor-
malized so that C0 = C1 = 1. Therefore, the expecta-
tion value A = 〈Tr∏Ii=1 U`i(M/2)〉 of the nucleotides on
the whole islands provides the number of ways of link-
ing between islands. The merit of the Chebyshev poly-
nomial lies in the fact that the ortho-normality relation∫ 1
−1 Uk(ξ)U`(ξ)
√
1− ξ2dξ = pi2 δk,` greatly simplifies the
calculation. Since the only non-vanishing contribution of
the expectation value comes as 〈Tr U0(M/2)〉, one can
evaluate the expectation value A
A =
2
pi
∫ 1
−1
I∏
i=1
U`i(ξ)U0(ξ)
√
1− ξ2dξ . (1)
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2II. RESULTS
A. Generating functions
Based on the integration formula, we can find the gen-
erating function in a closed form. Let us denote the num-
ber of configurations of secondary structures with h hair-
pins, I islands and ` chords as g(h, I, `). It is easy to find
g(h, I, `) if one uses the hairpin loop property. First, we
may regroup the islands between two consecutive hair-
pin loops as one effective island since there is no chord
connected inside the effective island. Suppose there are
Ia-islands and ka-nucleotides in one effective island, then
the way to make the effective island is given in terms of
binomial
(
ka−1
Ia−1
)
. Noting that one hairpin loop requires
at least one chord, one concludes that
g(h, I, `) =
∑
{ka,Ia}
h+1∏
a=1
(
ka − 1
Ia − 1
)
×
〈
TrUk1−1
h∏
j=2
Ukj−2 Ukh+1−1
〉
(2)
where ka and la are constrained as k1 + · · ·+ kh+1 = 2`
and I1 + · · · + Ih+1 = `. This complicated expression is
greatly simplified if one uses the property of the Cheby-
shev polynomial,
∑
k≥0
k∑
i=0
zk/2 yi Uk(ξ) =
1
1− 2√z(1 + y)ξ + z(1 + y)2 .
(3)
Then the integral expression in (2) is put into a
compact form of a generating function G(x, y, z) :=∑
h,I,` g(h, I, `)x
hyIz`,
G(x, y, z) =
∑
h
xh zh yh+1 (1 + y)h−1
× 2F1(h+ 1, h; 2; z(1 + y)2). (4)
Here 2F1(a, b; c; z) is the hypergeometric function and can
be written as 2F1(h + 1, h; 2; z) =
∑
k≥0N(h + k, h)z
k
where N(a, b) = 1a
(
a
b
)(
a
b−1
)
is the Narayana number
whose generating function is known (see for instance
[11]). Therefore, one can rewrite G(x, y, z) in the closed
form
G(x, y, z) =
(
y
1 + y
)
(5)
× 1−A(1 +B)−
√
1− 2A(1 +B) +A2(1−B)2
2A
where A = z(1 + y)2 and B = x y/(1 + y).
The power series of the generating function provides
the information on g(h, I, `) which will be the building
block of other generating functions. For example, to in-
vestigate further details of the secondary structures, one
introduces a concept of stem, a configuration with max-
imal consecutive parallel chords. Stem appears when
linking two islands. Let us add one more variable, the
number k of stems to g(h, I, `) so that the number of
configurations of stems are given as f(k, h, I, `). Finding
f(k, h, I, `) is based on the number of the single-stack di-
agrams. Single-stack diagram contains stack-length one
only, meaning there is no two chords connecting two
chosen islands. Therefore, the number of chords is the
same as the number of stems in the single-stack dia-
gram. Denoting the number of the single-stack diagrams
as s(h, I, `), one has s(h, I, `) = s(h, I, k). As a result,
we have the relation
f(k, h, I, `) =
(
`− 1
k − 1
)
s(h, I, k) (6)
because any planar secondary structure can be con-
structed by stacking chords on each single chords of the
single-stack diagrams. This shows that the generating
function F (u, x, y, z) :=
∑
k,h,I,` f(k, h, I, `)u
kxhyIz` is
given as
F (u, x, y, z) = S
(
x, y,
u z
1− z
)
(7)
where S(x, y, z) :=
∑
h,I,` s(h, I, `)x
hyIz`. Finally, not-
ing that F (1, x, y, z) = G(x, y, z), one finds S(x, y, z) =
G(x, y, z/(1 + z)) and therefore,
F (u, x, y, z) = G
(
x, y,
u z
1 + u z − z
)
. (8)
B. Stack stability and constraint
Let us investigate the result of the generating func-
tions. Using f(k, h, I, `) one may define Ωk,` =∑
h,I f(k, h, I, `) which represents the number of sec-
ondary structures with k stems and ` chords. From (6)
and S(1, 1, z), one finds the explicit formula
Ωk,` =
1
16
(
`− 1
k − 1
)(
7
10
)k+1
×
k+1∑
p=[ k2 ]
1
2p− 1
(
2p
p
)(
p
k − p+ 1
)(
25
7
)p
(9)
=
(
`− 1
k − 1
)
5k−1 2F1
(
1− k
2
,
2− k
2
; 2;
32
25
)
where [k] is the integer smaller than or equal to k. For
given `, if one plots Ωk,` as a function of k/`, one finds the
most probable distribution near k/` = 1 (blue squared
mark in Fig.2). However, according to the experimen-
tal findings, the secondary structures has more than two
average chord per stem. This is due to the stability of
stems which may require a certain stack of chords from
the energetic point of view.
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FIG. 2. Normalized distribution Ωk,` e
µ k/(
∑
k Ωk,` e
µ k) of
secondary structures as a function of k/` for ` = 100: Blue
square(µ = 0), orange triangle(µ = −2), red circle(µ = −4).
One simple way to proceed is to exclude the struc-
tures having any stack of chords less than r and consider
r-canonical structures, which can be built up from the
single-stack diagrams by adding r − 1 more chords at
each single chord:
F (u zr−1, x, y, z) = G
(
x, y,
u zr
1 + u zr − z
)
. (10)
However, we choose another way and allow the num-
ber of chords per stem to fluctuate so that the system is
analogous to the grand canonical ensemble rather than
the canonical one. We may evaluate the average num-
ber of stems by introducing a certain weight (fugacity)
in creating stems. If we put the fugacity as eµ with µ
playing the role of the chemical potential, one finds
F (u eµ, x, y, z) = G
(
x, y,
u z eµ
1 + u z eµ − z
)
(11)
which is equivalent to replace Ωk,` with e
µkΩk,`. We ex-
pect ∂∂k
(
eµkΩk,`
) ∣∣
k=k0
= 0 at the average value of k = k0
which determines the fugacity. Depending on the value
of µ, one finds the peak value k0 of Ωk,` shifted (orange
triangle or red circle marks in Fig.2). The database [3]
shows that RNA molecules tend to have the average stack
length per stem in the range from 2 to 10, mostly near 4
independent of `. Referring to this, one may require k0/`
to be in the range from 1/5 to 1/3 and finds µ, linearly
fitted as (Fig.3)
µ(k0) ' −4.7 + 5.0 k0/` (12)
whose number is only slightly changed as ` varies.
This idea is tested using the data obtained from [3].
The number of RNA molecules is given by a histogram
as a function of k/` where we set the interval of the bin to
be 0.02 (Fig.4) and require ` ≥ 50 so that at each bin the
data is not empty. The total number of collected data
turns out to be 335 from [3] and they are distributed
as 283 (50 ≤ ` < 150) and 52 (150 ≤ `). The best
sample will be the data set with given `. However, we
cannot get a significant number of data set with a given
`. To overcome the statistical error, we use the whole
data set with ` ≥ 50 assuming different ` of the data
set does not affect much of the result. The histogram
shows 0.22 ≤ k0/` < 0.24 and therefore, µ ' −3.6. For
comparison, the normalized distributions corresponding
to µ = −3.6 are plotted using the generating function
when ` = 50(blue circle), 100(red triangle), 200(orange
square). Different ` shows only the slight change of the
standard deviation which confirms the assumption. Even
though we consider the model which neglects the bond-
ing energy difference according to nucleotides involved,
the stem distribution shows that the result is not much
affected by the bonding energy difference.
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FIG. 3. Chemical potential µ as a function of the peak value
k0/` for ` = 100. The linear fitting is shown for the range
from 1/5 to 1/3.
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FIG. 4. Histogram of RNA for ` ≥ 50 obtained
from [3] as a function of k/`. Normalized distributions
Ωk,` e
µ k/(
∑
k Ωk,` e
µ k) for µ = −3.6 when ` = 50(blue cir-
cle), 100(red triangle), 200(orange square) are given for com-
parison.
4III. CONCLUSION AND DISCUSSION
We consider the secondary structure of RNA using the
planar limit of the hermitian matrix model. Using the
orthonormal property of Chebyshev polynomial, we can
derive various generating functions of the combinatorics
of the secondary structure in a closed form. In addition,
we introduce the fugacity to match the experimental find-
ing of average number of chords in a stem. As a result,
we can find the chemical potential of the stem from the
pure combinatorics only.
One way of interpreting the chemical potential from
the perspective of usual energy model is the stacking
energy of base pairs. It is believed that the attractive
energy between two consecutive base pairs is the main
contribution to the stability of the stem. The stacking
energy depends not only on the nucleotides involved but
also on the stacking order of the two pairs along the back-
bone [12]. Nevertheless, if we assume an average stacking
energy  at some fixed temperature, we may have addi-
tional statistical factor e(`−k) to Ωk,` for the given struc-
tures with k stems and ` chords. When we consider the
distribution for fixed `, the factor e` cancels out by the
normalization. Therefore, one may view the chemical po-
tential as the average stacking energy, µ = −. From the
energetic consideration, it is natural to fix the reference
point where appropriate number of unpaired nucleotides
is already assigned on the bridges since the number of
ways to put unpaired nucleotides on the bridges can sig-
nificantly change the value of .
One may further find a generating function when a
number of nucleotides is given. In this case we need
to consider the nucleotides on the bridges also. Let
us introduce one more variable w corresponding to the
number of nucleotides. First, the number I − 1 − h
of bridges between islands (excluding hairpin loops and
two bridges at the end of RNA strand) must contain at
least one nucleotide which will give the factor wI−1−h.
Second, each chord has two nucleotides and gives the
factor w2` for given `. Third, there are I + 1 bridges
on the RNA strand and one may put arbitrary num-
ber of nucleotides on each bridge which introduces the
factor 1/(1 − w)I+1. In addition to this, one may con-
straint the minimum number of nucleotides λ − 1 to
each hairpin loop. This constraint shifts the variable
x to xwλ−1. As a result, the generating function of a
given number of nucleotides can be obtained from the
previous generating functions by replacing the variables
x → xwλ−2, y → yw/(1− w), z → zw2 and multiplying
the overall factor 1/(w(1−w)). For instance, one obtains
r-canonical generating function Rλ(u z
r−1, x, y, z;w) :=∑
k,h,I,`,n rλ(k, h, I, `;n)u
kxhyIz`wn,
Rλ(u z
r−1, x, y, z;w) (13)
=
1
w(1− w)F
(
u(zw2)r−1, xwλ−2,
y w
1− w, zw
2
)
.
One can check that the generating function
Rλ(z
r−1, 1, 1, z;w) agrees with the one S[r]λ (w, z)
appeared in [13] where stems, hairpin loops and is-
lands are not the observables: Rλ(z
r−1, 1, 1, z;w) =
S
[r]
λ (w, z)− 1/(1− w).
The idea of alternate sequence of island and bridge of
RNA strand suggests that pseudoknot configuration can
be investigated similarly. Even though the pseudoknot is
a non-planar structure, one may view the pseudoknot as
another planar structure connecting nucleotides on the
bridges. In this approach, one may regroup all the nu-
cleotides on the bridges and form another alternate se-
quence of island and bridge. In this hierarchical picture,
one may use the same generating functions obtained in
the text which will greatly simplify the combinatorics.
Similar idea is found in [2]. This hierarchical picture
counts the multitude of genus structures at one setting,
and is thus, different from the conventional topological
genus expansion approach in [8].
In our approach, we ignore the difference between
purines and pyrimidines. As far as the combinatorics are
concerned, one may neglect the difference. On the other
hand, as seen in the average number of stems per chord,
eventually one has to take into account the energetic sta-
bility. For more realistic investigation, one may introduce
two kinds of chords and investigate the energetic stability
replacing part of chords with new ones from the homoge-
neous chords structure and allow realistic heterostructure
of AU and CG bondings. We hope this problem solved
in a near future.
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