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ABSTRACT
SCALABLE LARGE MARGIN PAIRWISE LEARNING ALGORITHMS
Classification is a major task in machine learning and data mining applications. Many of these
applications involve building a classification model using a large volume of imbalanced data. In
such an imbalanced learning scenario, the area under the ROC curve (AUC) has proven to be a
reliable performance measure to evaluate a classifier. Therefore, it is desirable to develop scalable
learning algorithms that maximize the AUC metric directly.
The kernelized AUC maximization machines have established a superior generalization ability
compared to linear AUC machines. However, the computational cost of the kernelized machines
hinders their scalability. To address this problem, we propose a large-scale nonlinear AUC max-
imization algorithm that learns a batch linear classifier on approximate feature space computed
via the k-means Nyström method. The proposed algorithm is shown empirically to achieve com-
parable AUC classification performance or even better than the kernel AUC machines, while its
training time is faster by several orders of magnitude.
However, the computational complexity of the batch linear model compromises its scalability when
training sizable datasets. Hence, we develop a second-order online AUC maximization algorithms
based on a confidence-weighted model. The proposed algorithms exploit the second-order infor-
mation to improve the convergence rate and implement a fixed-size buffer to address the multivari-
ate nature of the AUC objective function. We also extend our online linear algorithms to consider
an approximate feature map constructed using random Fourier features in an online setting. The
results show that our proposed algorithms outperform or are at least comparable to the competing
online AUC maximization methods.
Despite their scalability, we notice that online first and second-order AUC maximization methods
are prone to suboptimal convergence. This can be attributed to the limitation of the hypothesis
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space. A potential improvement can be attained by learning stochastic online variants. However,
the vanilla stochastic methods also suffer from slow convergence because of the high variance
introduced by the stochastic process.
We address the problem of slow convergence by developing a fast convergence stochastic AUC
maximization algorithm. The proposed stochastic algorithm is accelerated using a unique combi-
nation of scheduled regularization update and scheduled averaging. The experimental results show
that the proposed algorithm performs better than the state-of-the-art online and stochastic AUC
maximization methods in terms of AUC classification accuracy.
Moreover, we develop a proximal variant of our accelerated stochastic AUC maximization algo-
rithm. The proposed method applies the proximal operator to the hinge loss function. Therefore,
it evaluates the gradient of the loss function at the approximated weight vector. Experiments on
several benchmark datasets show that our proximal algorithm converges to the optimal solution
faster than the previous AUC maximization algorithms.
iii
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Machine learning is fundamentally about building statistical models that are able to learn and fore-
cast in an automatic manner. Classification is one of the primary machine learning tasks. The
development of efficient, effective, and robust classification algorithms is of paramount impor-
tance in designing intelligent systems that can be deployed in a variety of applications, such as
recommender systems, bioinformatics, information retrieval, computer vision, fraud detection, so-
cial network analysis, and medical diagnosis.
In the era of "big data," most of the real-world applications involve building a predictive model
using a tremendous amount of data. This large volume of data makes most classical learning al-
gorithms impractical. For example, the complexity of training nonlinear kernel support vector
machines grows quadratically with the number of instances. Further, the complexity of their pre-
dictive models depend on the set of support vectors, which grows linearly with the number of
training instances.
The support vector machines (SVM) literatures contain different approaches to scale up clas-
sical kernel SVM from different perspectives. This includes methods that approximate the kernel
matrix using low-rank approximation, such as Nyström methods [1, 2] and incomplete Cholesky
factorization [3]. Instead of approximating the kernel matrix, other methods such as the random
kitchen sink [4] approximate the kernel function by projecting the input space into a higher di-
mensional space via a random matrix. The works in [5, 6] scale up nonlinear kernel SVM by
building sparse kernels. Recent approaches exploit the local structure of the data (i.e., clusters and
manifolds) [7, 8, 9] to approximate complex nonlinear decision boundaries using linear classifiers.
Online learning has also been used to approximate kernel SVM by training an online model
using a predefined number of support vectors [10] or using online kernel approximation techniques
[11]. Another recent method addresses the scalability of kernel SVM by integrating random fea-
tures and a functional gradient [12], where random features are computed on the fly for a sample
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of data in each iteration. In this stochastic setting, the random features can be increased in each
iteration.
Most of the recent scalable learning algorithms focus on optimizing the error rate or accuracy.
These algorithms fail to construct a robust model when applied to imbalanced datasets. For im-
balanced learning, the AUC has been shown to be a reliable measure to evaluate the performance
of classifiers [13]. The direct optimization of the AUC measure requires a learning algorithm that
can deal with pairwise loss functions instead of classical univariate loss functions that are defined
based on a single instance.
In the following subsections, we discuss the importance of developing learning algorithms that
directly optimize the AUC measure. We then briefly summarize our contributions in this line of
research.
1.1 Motivation
This research aims to devise supervised classification algorithms that address both large-scale and
heavily imbalanced class distribution data. The thesis focuses on maximum margin classifiers,
such as SVM [14, 15]. The concept of maximum margin has a sound theoretical foundation in
reducing the uncertainty of the predictive model [16], which in turns improves the generalization
capability of the classifier. Among several metrics that can be optimized by the SVM classifier,
this thesis is restricted to optimizing the area under the ROC curve (AUC) metric [17] to deal with
imbalanced datasets.
For binary classification task, the vanilla SVM, which minimizes the error rate, trained on
an extremely imbalanced dataset is prone to a bias problem, which results in a low classification
accuracy for the minority class. This bias phenomenon is demonstrated in Figure 1.1. The figure
shows a linear SVM classifier trained to maximize the accuracy on one-dimensional imbalanced
data. The classifier is accurate in classifying the majority class (blue points) but at the expense of
the minority class (red points). Further, the error rate or accuracy becomes a misleading indicator
of the quality of the predictive model as the ratio of one class label outnumbers the another class
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label. In Figure 1.2, we can notice that as the ratio of the positive to negative is increasing as the
accuracy of the vanilla SVM classifier decreases, while the SVM classifier trained to maximize the
AUC shows a reliable classification accuracy, obtained at the optimal operating point.
Figure 1.1: Linear classifier trained on one-dimensional imbalanced data is shown to be biased. The one-
dimensional data comprise positive instances, the minority, and negative instances, the majority. Each class
is generated from normal distributions. The underlying distributions of both positive and negative instances
are shown. The minority class includes five instances while the majority has 100 instances. The solid line
represents the linear SVM classifier. The authors of [18] describe a similar figure to support their argument
about the bias problem.
Re-sampling techniques such as under-sampling [20] and over-sampling [21] have been pro-
posed to deal with imbalanced datasets, but these methods are not efficient. Cost sensitive classi-
fiers [22, 23] have also been developed for imbalanced learning. However, these methods require
prior knowledge about the class distribution, which is hard to obtain in real-world applications.
Therefore, it is important to develop learning algorithms that can directly optimize the proper mea-
sures for imbalanced learning.
Unlike error rate, the AUC metric does not consider the class distribution when assessing the
performance of classifiers. Therefore, the AUC metric is a threshold-independent measure. In fact,
3
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Figure 1.2: Comparison of classification accuracy for two linear SVM classifiers on the letter test set. The
letter dataset is obtained from [9]. Both classifiers are trained on the training dataset with varying ratios
of positive to negative classes. The number of positive and negative training instances is 5938 and 6062,
respectively. The first classifier optimizes the AUC metric, and its classification accuracies, shown by the
blue dashed line, are obtained using the threshold corresponding to the optimal operating point. The second
classifier optimizes the accuracy, and its classification accuracies are shown by the solid red line.
it evaluates a classifier over all possible thresholds, hence eliminating the effect of imbalanced
class distribution. This property renders the AUC a reliable measure to evaluate classification
performance on datasets with strongly unbalanced classes [13], which are not uncommon in real-
world applications such as recommender systems [24], bioinformatics[25], continuous integration
systems [26] ,and anomaly detection [27].
A typical recommender system consists of a graphical user interface (GUI) and an internal
recommendation policy. A high level paradigm of recommender systems is shown in Figure 1.3
The recommendation policy can be constructed using a machine learning algorithm, which makes
predictions that will be displayed by the GUI. The GUI also feeds the learning algorithm with any
feedback solicited from the users (e.g., click, rating). For example, in personalized advertisement
recommendation (PAR), a user interacts with the system by visiting a web page where the system
displays a predicted ad from a set of ads for the user.
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Figure 1.3: High level structure of recommender systems. In the front-end, there is a graphical user interface
(GUI) that displays the prediction (e.g., ads) to users while sending information (e.g., clicks) to the machine
learner in the back-end. The draw of this figure is inspired by [19].
The step of predicting the ad is performed by the predictive model trained on the users’ profiles,
which contains pertinent information about the users, such as demographics, geo-location, the
frequency of visits, and browser type, etc.. Then, the recommendation policy is updated whether
the user clicks or ignores that ad. The main problem with such PAR systems is that the users are
usually ignoring the ads, which results in sparse feedback. This problem is known as click sparsity
[28]. In relating to our context, this problem eventually poses an imbalanced learning problem,
where the AUC is the proper measure to evaluate the learning algorithm.
Another effective application of the AUC measure is multiple instance learning (MIL). MIL
is a variant of supervised learning, where labels are assigned to groups (bags) of instances rather
than individual instances. In a binary classification task, the positive bags contain at least one
positive instance while the negative bags hold all negative instances. The ultimate objective of
MIL is to classify novel bags or instances based on a classifier trained on the labeled bags. Many
problems with weakly annotated labels can be formulated as MIL (e.g., drug activity prediction
[29], diagnosis of neurological diseases [30]). One successful formulation of MIL is to transform
the objective function into an AUC maximization problem [31].
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Figure 1.4: Typical Architecture of continuous integration systems
The AUC is also a proper metric for continuous integration systems. In software engineering,
continuous integration is a widely used system to facilitate and expedite the software development.
A paradigm architecture of continuous integration is illustrated in Figure 1.4. In this development
cycle, the continuous integration executes an automated build whenever code changes are com-
mitted by a developer through the version control server. The continuous integration server then
reports to the developers if the build is successful or failed.
For large systems, the build step requires impractical time, which degrades the efficiency of
the continuous integration [32]. To address this issue, the outcome prediction [26, 33, 34] can be
involved to forecast the success or the fail of the build, hence, reducing the time required by the
build step. The outcome prediction task is similar to just-in-time defect prediction [35, 36].
1.2 Problem Statement
The area under the ROC curve (AUC) is an accurate measure to evaluate a model applied to highly
imbalanced data. It is, therefore, a measure of interest for wide range of applications. The main
challenge in developing a robust learning algorithm for AUC maximization is to accommodate the
scalability of optimizing a pairwise loss function and the optimality of the solution. This work
is devoted to devising scalable and robust AUC maximization learning algorithms to deal with
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large-scale imbalanced data. In particular, we propose robust algorithms for AUC maximization in
different learning settings.
1.3 Summary of Contributions
To address the scalability problem of the batch kernel AUC machines, we develop nonlinear AUC
maximization algorithms that use Nyström and random Fourier features to approximate a nonlinear
kernel map. In an online setting, we develop linear and nonlinear second-order AUC maximiza-
tion algorithms to address the suboptimality of the solutions achieved by the state-of-the-art online
methods. In the stochastic regime, we devise an accelerated stochastic AUC maximization algo-
rithm that improves the convergence rate by scheduling both the regularization and the averaging
steps. We extend our accelerated AUC maximization algorithm to deal with nonlinear decision
boundaries using Nyström and random Fourier approaches. We also develop a proximal AUC
maximization algorithm that promotes the convergence rate of our accelerated stochastic AUC
maximization algorithm.
1.4 Thesis Outline
This dissertation is organized as follows. Chapter 2 reviews the definition of the AUC measure
and different formulations for the AUC maximization problem. It also reviews the mathematical
derivation of Nyström and random Fourier approaches, which are popular methods for approxi-
mating kernel maps. In Chapter 3, we propose a large-scale batch nonlinear AUC machines using
Nyström and random Fourier methods. We solve the batch nonlinear AUC maximization algorithm
using truncated Newton optimization, which minimizes the pairwise squared hinge loss function.
In Chapter 4, we develop a linear online confidence-weighted bipartite ranking algorithm. We
also develop a diagonal variation of the proposed confidence-weighted bipartite ranking algorithm
to deal with high-dimensional data. Chapter 5 extends the confidence-weighted bipartite ranking
algorithm to address nonlinear problems. Chapter 6 proposes a linear and nonlinear accelerated
stochastic AUC maximization algorithms. In Chapter 7 we develop a proximal stochastic AUC
7
maximization algorithm. Appendix A presents the derivation for the closed-form solution of the




In this section, we seek to detail the definition and formulation of the AUC maximization problem.
We begin by defining the AUC metric. We then briefly describe the linear and nonlinear support
vector machine formulations that directly maximize the AUC metric. We finish this chapter by
reviewing Nyström low-rank kernel approximation and random Fourier features, which are widely
used approaches to scale up kernel machines.
2.1 Definition of AUC metric
We borrow the definition of the AUC metric from [13, 37]. The AUC is principally the performance
measure of a bipartite ranking function. To define the AUC metric, we consider the task at hand
is a binary problem, which can be generalized to a multi-class problem using different techniques,
such as one-vs-one or one-vs-all.
Let X ∈ Rd denote the input space that contains positive and negative instances, where d is
the dimension of the input space. Given a training set S =
{
S+ ∪ S− ∈ Xn+ × Xn−
}
, where
S+ = {x1, . . . , xn+} is the positive instances of size n+, and S− = {x1, . . . , xn−} is the negative
instances of size n−. The positive and negative instances are drawn i.i.d. according to D+ and
D−, respectively. The goal is to learn a real-valued function f : X → R that scores a random
positive instance higher than any negative instance. In binary classification task, the new instance
is classified based on the score function along with an appropriate threshold. In bipartite ranking,
the score function provides an accurate rank for a new instance.
The AUC yields a single value totalizing the performance of a classifier on average over a set
of possible thresholds. For a given classifier f and positive threshold ρ, the true positive rate (TPR)
of the classifier is defined as the probability of correctly classifying a random positive instance as
positive.
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and the false positive rate (FPR) is defined as the probability of incorrectly classifying a random
negative instance as positive.





The results of plotting TPRf (ρ) versus FPRf (ρ) for different values of the threshold ρ is the







where FPR−1f (u) = inf{ρ ∈ R|FPRf (ρ) ≤ u}. Therefore, the AUC can be defined as the prob-
ability of scoring a random positive instance higher than a random negative instance [13]. This






where the assumption of assigning the same score to random positive and negative instances is
ignored.
The empirical ROC curve of the classifier f can be plotted by computing the TPR and FPR for











I(f(x−j ) > ρ),
where I(·) is an indicator function that returns one if its argument is true and zero otherwise. The












Figure 2.1: Receiver Operating Characteristic curve (ROC Curve). The ROC plots the true positive rate
(TPR) versus the false positive rate (FPR). The computation of the AUC results in a single value assessing
the performance of the model on average over multiple thresholds (the whole region under the curve).
The lower left and the upper right corners correspond to classifying all instances as negative and positive,
respectively. The ideal classifier has TPR=1 and FPR=0, which corresponds to the upper left corner.
2.2 Linear and Nonlinear AUC Maximization
The support vector machines are widely used to optimize the empirical AUC loss function. We
name the SVM algorithms that optimize the AUC loss function as pairwise classifiers. The pairwise
classifier builds a large margin bipartite ranking model that can be employed to rank a set of
instances based on their relevance. In other words, the minimization of a pairwise SVM can be
boiled down to a minimization of a binary classification problem. Given the training set S, and
assuming the model is a linear classifier f(x) = wTx for some w ∈ Rd, the empirical pairwise
learning is defined as the minimization of the following objective function:







I(wTx+i ≤ wTx−j ). (2.2)
The minimization of this objective function is equivalent to maximizing the AUC. In general,
the optimization of the indicator function I(·) is difficult because of its discontinuous nature [37].
A common practical approach to circumvent the indicator function is to use a proxy to the loss
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ℓ(wTx+i − wTx−j ), (2.3)
where the loss function ℓ(z) = max(0, 1 − z)p. This loss function is known as a pairwise hinge
loss function (L1-loss) when the exponent p = 1, and a pairwise quadratic hinge loss (L2-loss)
when the exponent p = 2. Other loss functions (e.g., Huber loss) can also be used as a pairwise
loss function. Both hinge and quadratic loss functions upper bound the indicator function. The
study by [38] argues that the L1-loss is inconsistent with the AUC compared to the quadratic hinge
loss. This means that the minimization of the pairwise hinge loss function might not lead to the












ℓ(wTx+i − wTx−j ), (2.4)
where λ > 0 is a regularization hyper-parameter that can be tuned via the cross-validation method.
The norm in the first term ||w|| is L2 norm regularization. L1 norm regularization can also be used
to yield a sparse model. The kernelized variation of objective 2.4 with L1-loss can be obtained











φ(x+i )− φ(x−j )
)
≥ 1− ξi,j,
ξi,j ≥ 0, ∀(i, j) ∈ π,
(2.5)
where C > 0 is the regularization hyper-parameter and φ is a linear or nonlinear function that
maps instances to higher dimensional space (feature space). π represents the set of correct pairs
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π ≡ {(i, j) | yi > yj}, where y ∈ {−1, 1}. For L2-loss, the slack variable is turned into quadratic
form ξ2i,j . This constrained objective function can be solved using any SVM solver. However,
the large number of constraints makes the solution inefficient. The work by [41] reformulates the
constrained objective as 1-slack structural SVM that adopts a cutting plane optimization method













ci,j ∈ {0, 1}, ∀(i, j) ∈ π,
(2.6)
where φi,j ≡ φ(xi) − φ(xj), ∀(i, j) ∈ π. This problem is solved by considering a subset of the
dual variables to solve in each iteration and adding the most violated constraint into a working set.
In practice, the resulting solution has been shown to be sparse.










where A is a matrix of size n+n−× (n++n−), n+n− is the number of pairs, (n++n−) is the sum
of positive and negative instances (size of the training set), andK = {k(xi, xj)}n
++n−
i,j=1 is the kernel
matrix. The matrix A seems very large, but it is also very sparse, which makes its computation
and storage inexpensive. Each row has only two non-zero columns that indicate a correct pair.
For example, row v has only two non-zero columns Avi = 1 and Avj = −1, which indicates this
correct pair (xi − xj). The work [42] uses non-linear conjugate gradient and truncated Newton
techniques to optimize this objective function. The work [42] also proposes a faster algorithm to
deal with the pairwise loss function. Both of the proposed algorithms in [42] scale linearly with
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the number of instances. However, the kernelized variations of the proposed algorithms in [42]
become infeasible when dealing with large-scale and nonlinearly distributed data.
2.3 Nyström Low-Rank Approximation
The Nyström approximation [1, 43, 2, 44] is a popular approach to approximate the feature maps
of linear and nonlinear kernels, and hence scaling up the kernel learning algorithms. The Nys-
tröm method relies on the input data points in approximating the feature maps. It was originally
proposed to provide a numerical approximation for the following integral equations,
∫
p(y)k(x, y)φi(y)dy = λiφi(x), (2.8)
where p(·) is the probability density function of the vector y, k denotes a positive semidefinite
kernel function, λ1 ≥ λ2 ≥ · · · ≥ 0 are the eigenvalues, and φ1, φ2, · · · are the eigenfunctions.
Given a set of data points X = {x1, x2, · · · , xn} drawn from the probability p(·), a kernel
function K, and a set of landmark data points L = {l1, l2, · · · , lm}, which are sampled from X ,






k(x, lj)φi(lj) ≃ λiφi(x). (2.9)
Replacing x with any lj , the equation 2.9 can be solved indirectly via eigenvalue decomposi-
tion: KU = UΛ, where Kij = k(xi, xj) for i, j = 1, 2, · · · ,m, U ∈ Rl×l is the eigenvectors,
Λ ∈ Rl×l is the diagonal matrix of the eigenvalues. Therefore, the eigenfunctions and eigenvalues
in 2.8 can be approximated as follows [1]:
φi(xj) ≃
√
mUji , λi ≃ q−1λi. (2.10)
When considering equation 2.9, and for non-landmark point x, the j-th eigenfunction at x can








This means that the eigenvectors of the landmark points can be used to approximate the eigen-
vector for any given vector x.
This approximation method can be applied to a full kernel matrix by using the approximated
eigenvectors and the eigenvalues of a set of landmark points to approximate the eigen-system of
the full kernel matrix. The full kernel matrix K can be reconstructed as follows:
K ≈ (E Ur Σ
1
2





K ≈ E W−1 ET ,
where Wij = κ(li, lj) is a kernel matrix computed on landmark points and W
−1 is its pseudo-
inverse. The matrix Eij = κ(xi, lj) is a kernel matrix representing the intersection between the
input space and the landmark points. To derive W−1, the matrix W is factorized using singular
value decomposition or eigenvalue decomposition as follows: W = UΣ−1UT , where the columns
of the matrix U hold the orthonormal eigenvectors while the diagonal matrix Σ holds the eigenval-







where r ≤ rank(W ), σi denotes the i-th diagonal element, and U i is the i-th column of U [43].
The Nyström approximation can be utilized to transform the kernel machines into linear machines
by embedding the input space nonlinearly in a finite-dimensional feature space. The nonlinear
embedding for an instance x is defined as follows,





where φ(x) = [κ(x, l1), . . . , κ(x, lm)], the diagonal matrix Σr holds the top r eigenvalues, and
Ur is the corresponding eigenvectors. The rank-r, r ≤ v, is the best rank-r approximation of
W . The choice of the landmark points has a crucial influence on the quality of the Nyström
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approximation. The optimal landmark points are hard to choose because of the combinatorial
nature of the problem. Therefore, different strategies have been proposed to find a sound landmark
points. The work in [45] uses uniform sampling without replacement to select the landmark points.
Multiple studies [46, 2, 47, 48] propose non-uniform sampling approaches to select the landmarks
points.
2.4 Random Fourier Features
Random Fourier features [4] is another approach to scale up kernel learning methods. Specifically,
it is used in approximating positive-definite shift-invariant kernels. A shift-invariant kernel is any
kernel K(x, y) that can be written as K(x, y) = k(z), where z = (x − y). This is the property of
the well-known kernels such as Gaussian kernel and Laplacian kernel. Unlike Nyström method,
the random Fourier is data-independent, meaning it approximates the kernel function in isolation
from the input data points.
The random Fourier embedding is constructed based on the classical Bochner’s theorem [49],
which states that a function k : Rd → C is positive definite if and only if it is the Fourier transform
of a finite non-negative measure on Rd. The Fourier transform of a positive definite function k(z)







where p(θ) can be expressed as a probability distribution [49] and i denotes the imaginary unit.







According to Bochner’s theorem [49], the kernel function k(·) can be reformulated as an ex-
pectation with a random variable θ [4, 50]:
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k(x− y) = 2 Eθ∼p(θ) [e−iθ
T (x) e−iθ
T (y)∗ ], (2.12)
where x∗ denotes the complex conjugate of x. As the probability distribution p(θ) and the kernel
are real-valued, we ignore the imaginary part of 2.12 and use cosines to replace the complex
exponentials [4]. Therefore, the expectation 2.12 can be rewritten as follows,
k(x− y) = 2 E θ∼p(θ)
b∼U(0,2π)
[cos(θTx+ b) cos(θTy + b)],
where U(0, 2π) is the uniform distribution on [0, 2π]. For a given embedding of size D dimension,
we sample D random Fourier components {θi, bi}Di=1 independently from the distribution p(θ).






cos(θTj x+ bj) cos(θ
T
j y + bj). (2.13)
Therefore, we can approximate the original feature maps by defining the approximate mapping
ψ(x) for the input vector x as follows [4],
ψ(x) =
√
2/D[cos(θT1 x+ b1) , · · · , cos(θTDx+ bD)].
Notice that the inner products of the approximate feature maps approximate the inner products
of the original ones in the reproducing kernel Hilbert space (RKHS). Therefore, a shift-invariant
kernel function can be approximated as the inner products of two nonlinear approximate mapping,
k(x, y) ≈ ψ(x)Tψ(y).
For Gaussian kernel k(x, y) = exp(− ||x−y||22
2σ2
) the embedding is obtained by sampling each ran-
dom Fourier component θi from the distribution p(θ) = N (0, σ−2I). The embedding for Lapla-
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cian kernel k(x, y) = exp(− ||x−y||1
σ









The embedding based on the Fourier transform p(θ) can be expressed by another form [4]. In
this variant, the expectation is defined as below,
k(x− y) = 2 Eθ∼p(θ) [eiθ
T (x) e−iθ
T (y)]
k(x− y) = 2 Eθ∼p(θ) [cos(θTx) cos(θTy) + sin(θTx) sin(θTy)]
k(x− y) = 2 Eθ∼p(θ) [[sin(θTx), cos(θTy)] · [sin(θTx), cos(θTy)]].





1 x) , · · · , sin(θTDx), cos(θTDx)].
18
Chapter 3
Scalable Batch Nonlinear AUC Maximization
3.1 Introduction
Kernelized AUC classifiers can model a complex nonlinear structure of datasets. As it is the case
with the kernel methods, the kernelized AUC maximization methods use a positive semi-definite
kernel function K that implicitly models a nonlinear mapping φ such that K(x, y) = 〈φ(x), φ(y)〉.
This rich representation enables the kernelized AUC classifiers to learn hard nonlinear decision
boundary and thus to achieve a powerful classification accuracy.
However, the kernelized AUC maximization methods inherit the curse of kernelization that
hinders their scalability for training large-scale datasets. The kernel methods entail building a
kernel function of size n × n, where n is the number of instances in the original input space.
Therefore, the complexity of training a kernelized AUC algorithm is quadratic in the number of
instances O(n2), while the complexity of testing the classifier is linear in the number of support
vectors, which also grows linearly with the number of training instances.
On the other hand, a linear AUC classifier can scale up for large-scale datasets compared to
kernelized AUC machines. This because the complexity of training a linear AUC classifier is
linear in the dimensionality of the training dataset O(nd). However, the linear classifiers fail to
model the complex nonlinear structure underlying most real-world datasets.
Kernel approximation methods, such as Nyström low-rank approximation [46] and random
Fourier features [4], are practical solutions to speed up kernel methods. The Nyström method
is a data-dependent, while random Fourier method is a data-independent method. Such methods
approximate the feature maps explicitly, and hence a linear classifier can be exploited to learn on
the approximate feature space. Though kernel approximation methods have been widely used to
scale up standard kernel SVM, it still has not been adopted for kernel AUC maximization.
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In this work, we present two scalable batch nonlinear AUC classifiers that adopt the kernel ap-
proximation methods. The first algorithms model nonlinearity by approximating the kernel matrix
via the k-means Nyström approximation [2]. A batch linear AUC maximization classifier is then
applied to the approximate feature space. The second algorithm approximates the kernel function
using random Fourier features [4]. For the batch AUC classifier, we solve the pairwise squared
hinge loss function using the truncated Newton solver [42].
3.2 Related work
The multivariate nature of the AUC loss function makes its optimization using vanilla support
vector machine (SVM) infeasible. The work in [51] proposes to use a subset of the positive and
negative instances based on their proximity to optimize the AUC metric using a quadratic program-
ming solver. However, this simple approximation can yield a reduction in the generalization ability
of the classifier due to neglecting some instances. The structural SVM formulation is adopted by
[52, 41] to solve the AUC metric and other nonlinear measures. This algorithm optimizes the AUC
loss function in the dual formulation using the cutting-plane method. Although using a sophisti-
cated optimization problem, this method shows slow convergence [53].
Further, most ranking algorithms can be used to solve the AUC maximization problem. The
large-scale kernel RankSVM is proposed in [54] to address the high complexity of learning non-
linear kernel ranking machines. Several linear RankSVM methods are presented in [42, 53, 55].
These methods implement different approaches to address the complexity of computing the pair-
wise loss function per iteration. To further reduce the complexity of optimizing the pairwise loss
function for AUC, the work [56] approximates the real AUC using a polynomial approximation
function and then uses gradient descent to optimize this approximated AUC.
However, the kernelized SVM algorithms designed to maximize the AUC metric require large
memory and computation complexity, which grows quadratically with the number of instances.
Therefore, they are infeasible for large-scale applications. Meanwhile, the linear SVM algorithms
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for AUC maximization are more efficient but cannot model the complex nonlinear structures un-
derlying most real-world datasets.
A recent study [57] explores the Nyström approximation to speed up the training of the nonlin-
ear kernel ranking function. This work does not address the AUC maximization problem. Another
recent method [58] attempts to speed up the training of nonlinear AUC classifiers by learning a
sparse model constructed incrementally based on chosen criteria [5]. However, the sparsity can
deteriorate the generalization ability of the classifier.
3.3 Nonlinear AUC Maximization Methods
To address the scalability problem of kernelized AUC machines, we build our nonlinear models by
learning linear AUC machines on a nonlinear space. The vantage of the linear classifier is that its
complexity is linear to the dimension of the input space. The nonlinear representation is introduced
by approximating the kernel representation using data-dependent or data-independent approaches.










max(0, 1− wT (ψ(x+i )− ψ(x−j )))2, (3.1)
where ψ(·) is a nonlinear mapping. The minimization of (3.1) can be solved using truncated
Newton methods [42] as shown in Algorithm 1. The matrix A in Algorithm 1 is a sparse matrix
of size r × n, where r is the number of pairs. It holds all possible pairs in which each row of A
has only two nonzero values. That is, if (i, j) | yi > yj , the matrix A has a k-th row such that
Aki = 1, Akj = −1. However, the complexity of this Newton batch learning is dependent on the
number of pairs. Chapelle and Keerthi [42] also proposed the PSVM+ algorithm, which avoids the








where αi = |Bi|, i ∈ A; αj = |Aj|, j ∈ B; βi =
∑
j∈Bi ŷj , i ∈ A; βj =
∑
i∈Aj ŷi, j ∈ B, the set









if i ∈ B.










= 2(αkŷk − βk), ∀k = 1, · · · , n.
The Hessian vector multiplication is defined as follows [42],
HLs = 2X
T z, where zk = (αkδk − γk), ∀k = 1, · · · , n,
where γi =
∑
j∈Bi xjs, i ∈ A, γj =
∑
i∈Aj xis, j ∈ B, and s is a given vector. The time
complexity of computing gL is O(n log n+nd), while the time complexity of each Hessian vector
multiplication is O(nd+ n+ n) [53].
3.3.1 Nyström AUC Maximization
To define the approximate feature maps in equation 3.1, we use Nyström low-rank kernel approx-
imation [2]. In the embedding steps, we construct the nonlinear mapping (embedding) based on
a given kernel function and landmark points. The landmark points are computed by the k-means
clustering algorithm applied to the input space. Once the landmark points are obtained, the matrix
W and its decomposition are computed. The original input space is then mapped nonlinearly to a
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Algorithm 1: Batch Nonlinear AUC Maximization
Input: embedded data X̃
Output: the ranking model w
initial vector w←0
while stopping criterion is not satisfied do
D = max(0, 1− A(wT X̃))
Compute gradient g = w − (CDTAX̃)T
Compute a search direction st by applying conjugate gradient to solve
∇2F (wk)s = −∇F (wk)
Update wk+1 = wk + sk
end while
finite-dimensional feature space in which the nonlinear problem can be solved using linear AUC
machines.
The complexity of the k-means algorithm is linear O(nd), while the complexity of singular
value decomposition or eigenvalue decomposition is O(v3). Therefore, the complexity of the k-
means Nyström approximation is linear in the input space. The steps of constructing the embedding
using Nytröm method are illustrated in Algorithm 2 and the mathematical explanation of Nyström
approximation is illustrated in Chapter 2.
Algorithm 2: Nyström AUC Maximization
Embedding Steps:
Compute the centroid points {ul}ml=1
Form the matrix W : Wij = κ(ui, uj)
Compute the eigenvalue decomposition: W = UΣUT
Form the matrix E: Ei = φ(xi) = [κ(xi, u1), . . . , κ(xi, um)]





Learn the batch model described in Algorithm 1
Prediction:






3.3.2 Random Fourier AUC Maximization
We use random Fourier features [4] to define the approximate feature maps in equation 3.1. Given
a shift-invariant kernel function k and the dimension m of the approximate mapping, we compute
its Fourier transform p and samplem components from the distribution p. The steps of constructing
the feature maps using random Fourier features are shown in Algorithm 3. As described in Chapter
2, Rahimi and Recht [4] proposed two approaches to approximate the kernel function using Fourier
features. Experimentally, we did not notice a signification difference in accuracy between the two
approaches. In our method, we implement the following transformation,
ψ(x) =
√
2/m[cos(θT1 x+ b1) , · · · , cos(θTmx+ bm)]. (3.2)
Algorithm 3: Random Fourier AUC Maximization
Embedding Steps:
Compute the Fourier transform of a given kernel function k
Sample the corresponding random Fourier components θ1 · · · , θm
Sample b1, · · · , bv from [0, 2π] uniformly at random
Construct the feature space as in equation 3.2
Training:
Learn the batch model described in Algorithm 1
Prediction:
Map a test point as in equation 3.2
Score value: wTϕ(x)
3.4 Experiments
We evaluate the proposed method on several benchmark datasets and compare it with the kernel
AUC algorithm and other state-of-the-art online AUC maximization algorithms. The experiments
are implemented in MATLAB, while the learning algorithms are written in C++ language via MEX
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Table 3.1: Description of the data sets
Data #training #test #feat ratio
spambase 3,680 921 57 1.53
usps 7,291 2,007 256 1.40
magic04 15,216 3,804 10 1.84
protein 17,766 6,621 357 2.11
ijcnn1 49,990 91,701 22 9.44
connect-4 54,045 13,512 126 3.06
acoustic 78,823 19,705 50 3.31
skin 196,045 49,012 3 3.83
cod-rna 331,152 157,413 8 2.0
covtype 464,809 116,203 54 10.65
files. The experiments were performed on a computer equipped with an Intel 4GHz processor with
32G RAM.
3.4.1 Benchmark Datasets
The datasets we use in our experiments can be downloaded from LibSVM website1 or UCI2. The
datasets (i.e., spambase, magic04, connect-4, skin, and covtype) that are not split into training and
test sets are divided into 80%-20% for training and testing. The multi-class datasets are converted
into class-imbalanced binary data by grouping the instances into two sets, where each set has
roughly the same number of class labels. To speed up the experiments that include the kernelized
AUC algorithm, we train all the compared methods on 80k instances, randomly selected from the
training set. The features of each dataset are standardized to have zero mean and unit variance.
The characteristics of the datasets along with their imbalance ratios are shown in Table 3.1.
3.4.2 Compared Methods and Model Selection
We compare the proposed method with kernel RankSVM and linear RankSVM, which can be




kernel function is also involved in the experiments where the resulting classifier is solved by linear
RankSVM.
1. RBF-RankSVM: This is the nonlinear kernel RankSVM [54]. We use Gaussian kernel
K(x, y) = exp(−γ||x−y||2) to model the nonlinearity of the data. The best width of the ker-
nel γ is chosen by 3-fold cross validation on the training set via searching in {2−6, . . . , 2−1}.
The regularization hyper-parameter C is also tuned by 3-fold cross validation by searching
in the grid {2−5, . . . , 25}. The searching grids are selected based on [54]. We also train the
RBF-RankSVM on 1/5 subsamples, selected randomly.
2. Linear RankSVM (PRSVM+): This is the linear RankSVM that optimizes the squared
hinge loss function using truncated Newton [42]. The best regularization hyper-parameter C
is chosen from the grid {2−15, . . . , 210} via 3-fold cross validation.
3. FBAM: This is the proposed batch AUC maximization trained on the approximate feature
space constructed by random Fourier features [4]. We use PRSVM+ to solve the AUC max-
imization problem on the projected space. The hyperparameters C and γ are selected via
3-fold cross validation by searching on the grids {2−15, . . . , 210} and {1, 10, 100}, respec-
tively.
4. NBAM: This is the proposed batch AUC maximization algorithm trained on the embedded
space. We solve it using the PRSVM+ algorithm [42]. The hyper-parameter C is tuned
similarly to the linear RankSVM.
For our algorithm that involves the k-means Nyström approximation, we compute 1600 land-
mark points using the k-means clustering algorithm, which is implemented in C++ language. We
select a Gaussian kernel function to be used with the k-means Nyström approximation. The band-
width of the Gaussian function is set to be the average square distance between the first 80k in-
stances and the mean, which is computed over these instances. For a fair comparison, we also set
the number of random Fourier features to 1600.
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3.4.3 Results and Discussion
The comparison of batch AUC maximization methods in terms of AUC classification accuracy
on the test set is shown in Table 3.2, while Table 3.3 compares these batch methods in terms of
training time. For connect-4 dataset, the results of RBF-RankSVM are not reported because the
training runs over five days.
We observe that the proposed NBAM outperforms the competing batch methods in terms of
AUC classification accuracy. The AUC performance of RBF-RankSVM might be improved for
some datasets if the best hyperparameters are selected on a more restricted grid of values. Never-
theless, the training of NBAM is several orders of magnitude faster than RBF-RankSVM. The fast
training of NBAM is demonstrated on the large datasets.
The proposed NBAM shows a robust AUC performance compared to FBAM on most datasets.
This can be attributed to the robust capability of the k-means Nyström method in approximating
complex nonlinear structures. It also indicates that a better generalization can be attained by capi-
talizing on the data to construct the feature maps, which is the main characteristic of the Nyström
approximation, while the random Fourier features are oblivious to the data.
We also observe that the AUC performance of both RBF-RankSVM and its variant applied
to random subsamples outperform the linear RankSVM, except for the protein dataset. However,
RBF-RankSVM methods require longer training time, especially for large datasets. We see that the
linear RankSVM performs better than the kernel AUC machines on the protein dataset. This im-
plies that the protein dataset is linearly separable. However, the AUC performance of the proposed
method NBAM is even better than linear RankSVM on this dataset.
The optimization of PRSVM+ to maximize the AUC metric still requires O(nd̂+ 2n+ d̂) op-
erations to compute each of the gradient and the Hessian-vector product in each iteration, where d̂
is the dimension of the embedded space. This makes the training of PRSVM+ expensive for mas-
sive datasets embedded using a large number of landmark points. A large set of landmark points
is desirable to improve the approximation of the feature maps; hence boosting the generalization
ability of the involved classifier. In the next section, we attempt to address the scalability of AUC
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spambase 98.00 96.02 97.47 97.75 98.04
usps 99.08 98.54 90.27 97.42 99.24
magic04 92.18 91.34 84.47 92.83 93.06
protein 80.97 77.60 83.30 58.43 84.33
ijcnn1 99.68 99.35 91.56 98.86 99.57
connect-4 - 91.32 88.20 91.10 94.09
acoustic 93.60 93.02 87.38 91.82 94.14
skin 99.92 99.92 94.81 100 99.98
cod-rna 99.07 99.07 98.85 99.12 99.12
covtype 93.94 94.05 87.75 95.99 96.03









spambase 3.08 0.10 0.13 3.59 7.71
usps 492.30 0.83 1.42 6.77 27.68
magic04 518.04 3.71 0.08 21.51 25.46
protein 2614.7 4.81 4.47 14.20 73.81
ijcnn1 15,434 282 0.57 80.17 88.87
connect-4 - 12,701 3.42 62.60 164.48
acoustic 134,030 5,610 1.88 92.74 151.78
skin 2037.30 78.20 0.20 73.18 23.71
cod-rna 5,715 255.4 0.44 83.01 113.66
covtype 133,270 11,670 2.54 273.67 220.90
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maximization by developing online (one-pass) AUC maximization algorithms that can scale up to
massively large datasets.
3.5 Conclusion
In this chapter, we have proposed two scalable kernelized AUC maximization methods. We use
both Nyström and random Fourier features methods to speed up the kernel AUC maximization.
The proposed methods can scale well compared to standard kernel AUC maximization while
achieving AUC classification accuracy on par with the kernel AUC maximization method. The
proposed Nyström AUC algorithm has shown a robust AUC classification performance compared
to the Fourier AUC algorithm.
However, these two proposed methods are operating in a batch setting, meaning their training
complexities depend on the number of training instances for each iteration in the learning algo-
rithms. Therefore, these methods are suitable for mid-size datasets. Designing a scalable AUC
maximization algorithm that can scale well with large-scale datasets is important future work.
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Chapter 4
Second-Order Online AUC Maximization
4.1 Introduction
Online learning is an appealing learning paradigm for large-scale datasets. The merit of online
learning is the ability to learn from a sequence or large batches of data points by carrying out a
single pass over them. Unlike batch algorithms, online algorithms can update the model for any
new single instance or a bunch of instances without a need to retrain the model from scratch. This
property makes online algorithms desirable for large-scale applications.
Specifically, online learning is carried out by making a single pass over the training data. In
each iteration, the algorithm receives a new instance and is required to predict its class label. Then
the true class label is revealed, and the learner suffers a loss, which can be used to measure the
quality of the learner. The loss is also involved in deciding whether to update the model or not.
Among many online learning algorithms, confidence-weighted has shown to be very effective
in improving the classification performance [59]. Confidence-weighted (CW) learning [60, 61, 59]
takes the advantage of the underlying structure between features by modeling the classifier as a
Gaussian distribution parameterized by a mean vector and covariance matrix [61].
The confidence-weighted model captures the notion of confidence for each weight coordinate
via the covariance matrix. A large diagonal value corresponding to the i-th feature in the covariance
matrix results in less confidence in its weight (i.e., its mean). Therefore, an aggressive update is
performed on the less confident weight coordinates. This adaptive approach is analogous to the
adaptive subgradient method [62] that involves the geometric structure of the data seen so far in
regularizing the weights of sparse features (i.e., less occurring features) as they are deemed more
informative than dense features.
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The confidence-weighted algorithm [61] has also been improved by introducing the adaptive
regularization (AROW) that deals with inseparable data [63]. The soft confidence-weighted (SCW)
algorithm improves upon AROW by maintaining an adaptive margin [59].
In this work, we present scalable and robust online AUC maximization algorithms. We develop
a linear online soft confidence-weighted bipartite ranking algorithm that maximizes the AUC met-
ric via optimizing a pairwise loss function. The complexity of the pairwise loss function is miti-
gated in our algorithm by employing a finite buffer that is updated using one of the stream oblivious
policies (i.e., reservoir sampling and first-in-first-out). We also develop a diagonal variation of our
confidence-weighted bipartite ranking algorithm to deal with high-dimensional data by maintain-
ing only the diagonal elements of the covariance matrix instead of the full covariance matrix.
4.2 Related work
Multiple online learning algorithms are developed to optimize the AUC objective function. The
work [64] optimizes the AUC indirectly by learning a weighted univariate loss function. Although
this method has linear time and space complexities, it neglects the pairwise structure of the AUC
metric. Therefore, it is prone to a suboptimal convergence to the local surrogate minimum. To
optimize the surrogate AUC pairwise loss function in an online setting, the work in [65] proposes
to use buffers of fixed size for storing positive and negative instances. The buffers are updated
using the reservoir sampling technique to allow them to store an accurate representation of all
received training instances.
The work by [66] proposes a one-pass AUC maximization algorithm (OPAUC) that optimizes
the pairwise least square loss function. This algorithm is capable of eliminating the need for
buffers by storing the first-order (mean) and second-order (covariance) of each received instance.
The OPAUC algorithm shows improvement in the convergence rate over the first-order method
[65] due to the incorporation of second-order information. To further enhance the convergence
of OPAUC, the work [67] makes use of the geometric information [62] of received instances in
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updating the weight vector (i.e., mean). That is, sparse features will be penalized higher than the
dense ones.
The work by [68] formulates the AUC maximization problem as a convex-concave saddle point
problem. The proposed algorithm in [68] solves a pairwise squared hinge loss function without the
need to access the buffered instances or the second-order information. Therefore, it shows linear
space and time complexities per iteration with respect to the number of features.
A recent study [69] suggests optimizing the real AUC metric instead of its surrogate to achieve
fast convergence. The authors of [69] attempt to optimize the real AUC loss function using a
nonparametric learning algorithm. However, learning the nonparametric algorithm on high dimen-
sional datasets is not reliable.
4.3 Confidence-Weighted Bipartite Ranking
We consider a linear online bipartite ranking function that learns from a sequence of imbalanced
dataset. Let S = {x+i ∪ x−j ∈ Rd|i = {1, . . . , n+}, j = {1, . . . , n−}} denotes the input space of
dimension d generated from unknown distributionD, where x+i is the i-th positive instance and x−j
is the j-th negative instance. The n+ and n− denote the number of positive and negative instances
received thus far. The linear bipartite ranking function f : Rd → R is a real valued function that
maximizes the AUC metric by minimizing the following loss function:






I(f(x+i ) ≤ f(x−j )),
where f(x) = wTx and I(·) is an indicator function that outputs 1 if the condition is held, and 0
otherwise. It is common to replace the indicator function with a convex surrogate function,






ℓ(f(x+i )− f(x−j )), (4.1)
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where ℓ(·) is a surrogate loss function such as hinge loss ℓ(z) = max(0, 1− z).
It is easy to see that the complexity of optimizing (4.1) will grow quadratically with respect
to the number of training instances. Following the approach suggested by [65] to deal with the
complexity of the pairwise loss function, we reformulate the pairwise loss function (4.1) as a sum





t (w) + I(yt=−1)g
−
t (w), (4.2)









Instead of maintaining all the received instances to compute the gradients ∇gt(w), we store
random instances from each class in the corresponding buffer. Therefore, two buffers B+ and B−
with predefined capacity are maintained for positive and negative classes, respectively. The buffers
are updated using a stream oblivious policy. The current stored instances in a buffer are used to
update the classifier as in equation (4.2) whenever a new instance from the opposite class label is
received.
The framework of the online confidence-weighted bipartite ranking is shown in Algorithm
4. The two main components of this framework are UpdateBuffer and UpdateRanker, which are
explained below.
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Algorithm 4: Framework for Confidence-Weighted Bipartite Ranking (CBR)
Input:
• the penalty parameter C
• the capacity of the buffers M+ and M−
• η parameter
• ai = 1 for i ∈ 1, . . . , d
Initialize: µ1 = {0, . . . , 0}d, B+ = B− = ∅, M1+ =M1− = 0
Σ1 = diag(a) or G1 = a
for t = 1, . . . , T do
Receive a training instance (xt, yt)


















[µt+1,Σt+1] = UpdateRanker(µt,Σt, xt, yt, Ct, B
t+1
− , η) or
[µt+1, Gt+1] = UpdateRanker(µt, Gt, xt, yt, Ct, B
t+1



















[µt+1,Σt+1] = UpdateRanker(µt,Σt, xt, yt, Ct, B
t+1
+ , η) or
[µt+1, Gt+1] = UpdateRanker(µt, Gt, xt, yt, Ct, B
t+1




One effective approach to deal with pairwise learning algorithms is to maintain a buffer with a fixed
capacity. This raises the problem of updating the buffer to store the most informative instances. In
our online Bipartite ranking framework, we investigate the following two stream oblivious policies
to update the buffer:
Reservoir Sampling (RS): Reservoir Sampling is a common oblivious policy to deal with
streaming data [70]. In this approach, the new instance (xt, yt) is added to the corresponding
buffer if its capacity is not reached, |Btyt | < Myt . If the buffer is at capacity, it will be updated with
34
Algorithm 5: Reservoir Sampling Approach
Input: xt, B
t, M , Mt+1
Output: updated buffer Bt+1
if |Bt| < M then
Bt+1 = Bt ∪ {xt}
else
Sample Z from a Bernoulli distribution with Pr(Z = 1) =M/Mt+1
if Z = 1 then
Randomly delete an instance from Bt







by randomly replacing one instance in Btyt with xt. Algorithm 5 shows the steps
of the Reservoir sampling approach for updating the buffers.
First-In-First-Out (FIFO): This simple strategy replaces the oldest instance with the new in-
stance if the corresponding buffer reaches its capacity. Otherwise, the new instance is simply added
to the buffer.
Update Ranker
Inspired by the robust performance of second-order learning algorithms, we apply the soft confidence-
weighted learning approach [59] to updated the bipartite ranking function. Therefore, our confidence-
weighted bipartite ranking model (CBR) is formulated as a ranker with a Gaussian distribution
parameterized by mean vector µ ∈ Rd and covariance matrix Σ ∈ Rd×d. The mean vector µ
represents the model of the bipartite ranking function, while the covariance matrix captures the
confidence in the model. The ranker is more confident about the model value µp as its diagonal
value Σp,p is smaller. The model distribution is updated once the new instance is received while
being close to the old model distribution. This optimization problem is performed by minimiz-
ing the Kullback-Leibler divergence between the new and the old distributions of the model. The




DKL(N (µ,Σ)||N (µt,Σt)) (4.5)
+Cℓφ(N (µ,Σ); (z, yt)),
where z = (xt − x), C is the the penalty hyperparamter, φ = Φ−1(η), and Φ is the normal
cumulative distribution function. The loss function ℓφ(·) is defined as:
ℓφ(N (µ,Σ); (z, yt)) = max(0, φ
√
zTΣz − ytµ · z).
The solution of 4.5 is given by the following proposition.
Proposition 1. The optimization problem 4.5 has a closed-form solution as follows:
µt+1 = µt + αtytΣtz,
Σt+1 = Σt − βtΣtzT zΣt.
The coefficients α and β are defined as follows:




















TΣtz, mt = yt(µt · z) , φ = Φ−1(η), ψ = 1 + φ
2
2
, ζ = 1 + φ2, and
z = xt − x.
The proposition 1 is analogous to the one derived in [59].
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4.4 Diagonal Confidence-Weighted Bipartite Ranking
Though modeling the full covariance matrix lends the CW algorithms a powerful capability in
learning [71, 72, 59], it raises potential concerns with high-dimensional data. The covariance
matrix grows quadratically with respect to the data dimension. This makes the CBR algorithm
impractical with high-dimensional data due to high computational and memory requirements.
We remedy this deficiency by a diagonalization technique [71, 62]. Therefore, we present
a diagonal confidence-weighted bipartite ranking (CBR-diag) that models the ranker as a mean
vector µ ∈ Rd and diagonal matrix Σ̂ ∈ Rd×d. Let G denotes diag(Σ̂), and the optimization
problem of CBR-diag is formulated as follows:
(µt+1, Gt+1) = argmin
µ,G
DKL(N (µ,G)||N (µt, Gt)) (4.6)
+Cℓφ(N (µ,G); (z, yt)).
Proposition 2. The optimization problem (4.6) has a closed-form solution as follows:




Gt+1 = Gt + βtz
2.
The coefficients α and β are defined as follows
























, mt = yt(µt · z),
φ = Φ−1(η), ψ = 1 + φ
2
2
, ζ = 1 + φ2, and z = xt − x.
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The propositions 1 and 2 can be proved similarly to the proof in [59]. The steps of updating
the online confidence-weighted bipartite ranking with full covariance matrix or with the diagonal
elements are summarized in Algorithm 6.
Algorithm 6: Update Ranker
Input:
• µt : current mean vector
• Σt or Gt : current covariance matrix or diagonal elements
• (xt, yt) : a training instance
• B : the buffer storing instances from the opposite class label
• Ct : weighting parameter
• η : the predefined probability
Output: updated ranker:
• µt+1
• Σt+1 or Gt+1
Initialize: µ1 = µt, (Σ
1 = Σt or G
1 = Gt), i = 1
for x ∈ B do
Update the ranker (µi,Σi) with z = xt − x and yt by
(µi+1,Σi+1) = argmin
µ,Σ
DKL(N (µ,Σ)||N (µi,Σi)) + Cℓφ(N (µ,Σ); (z, yt))
or
Update the ranker (µi, Gi) with z = xt − x and yt by
(µi+1, Gi+1) = argmin
µ,G
DKL(N (µ,G)||N (µi, Gi)) + Cℓφ(N (µ,G); (z, yt))
i = i+ 1
end for
Return µt+1 = µ
|B|+1
Σt+1 = Σ




In this section, we conduct extensive experiments on several real world datasets in order to demon-
strate the effectiveness of the proposed algorithms. We also compare the performance of our
methods with existing online learning algorithms in terms of AUC and classification accuracy at
the optimal operating point of the ROC curve (OPTROC). The running time comparison is also
presented. The experiments are implemented in MATLAB and performed on a computer equipped
with an Intel 4GHz processor with 32G RAM.
4.5.1 Real World Datasets
We conduct extensive experiments on various benchmark and high-dimensional datasets. All
datasets can be downloaded from LibSVM3 and the machine learning repository UCI4 except the
Reuters5 dataset that is used in [73]. If the data are provided as training and test sets, we combine
them together in one set. For cod-rna data, only the training and validation sets are grouped to-
gether. For rcv1 and news20, we only use their training sets in our experiments. The multi-class
datasets are transformed randomly into class-imbalanced binary datasets. For glass, vehicle, and
svmguide4 datasets, we transform the classification task to distinguish between class label one
from other classes. For segment dataset, we transform it into an imbalanced binary classification
task by partitioning its classes equally into two groups. For covtype dataset, the classification
task is transformed to distinguish the class label seven from the rest of classes. For news20 and
Reuters, we distinguish between classes whose labels are less than five and the rest of classes. For
sector dataset, we distinguish between classes whose labels are less than or equal ten and the rest
of classes. For rcv1 dataset, we transform the classification task to separate labels less than four
from the rest. We randomly choose 8k instances if the data exceeds this size. For high-dimensional





sionality. Tables 4.1 and 4.2 show the characteristics of the benchmark and the high-dimensional
datasets, respectively.


























4.5.2 Compared Methods and Model Selection
1. Online Uni-Exp [64]: An online pointwise ranking algorithm that optimizes the weighted
univariate exponential loss. The learning rate is tuned by 3-fold cross validation on the
training set by searching in 2[−10:10].
2. OPAUC [66]: An online learning algorithm that optimizes the AUC in one-pass through
square loss function. The learning rate is tuned by 3-fold cross validation by searching in
2[−10:10], and the regularization hyperparameter is set to a small value 0.0001.
3. OPAUCr [66]: A variation of OPAUC that approximates the covariance matrices using low-
rank matrices. The model selection step is carried out similarly to OPAUC, while the value
of rank τ is set to 50 as suggested in [66].
4. OAMseq [65]: The online AUC maximization (OAM) is the state-of-the-art first-order learn-
ing method. We implement the algorithm with the Reservoir Sampling as a buffer updating
scheme. The size of the positive and negative buffers is fixed at 50. The penalty hyperpa-
rameter C is tuned by 3-fold cross validation on the training set by searching in 2[−10:10].
5. AdaOAM [67]: This is a second-order AUC maximization method that adapts the classifier
to the importance of features. The smooth hyperparameter δ is set to 0.5, and the regulariza-
tion hyperparameter is set to 0.0001. The learning rate is tuned by 3-fold cross validation on
the training set by searching in 2[−10:10].
6. CBRRS and CBRFIFO: The proposed confidence-weighted bipartite ranking algorithms with
the Reservoir Sampling and First-In-First-Out buffer updating policies, respectively. The
size of the positive and negative buffers is fixed at 50. The hyperparameter η is set to 0.7,
and the penalty hyperparameterC is tuned by 3-fold cross validation by searching in 2[−10:10].
7. CBR-diagFIFO: The proposed diagonal variation of confidence-weighted bipartite ranking
that uses the First-In-First-Out policy to update the buffer. The buffers are set to 50, and the
hyperparameters are tuned similarly to CBRFIFO.
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Table 4.3: AUC performance on the benchmark data sets
Data CBRRS CBRFIFO Online Uni-Exp OPAUC OAMseq AdaOAM
glass 0.825 ± 0.043 0.823 ± 0.046 0.714 ± 0.075 0.798 ± 0.061 0.805 ± 0.047 0.794 ± 0.061
ionosphere 0.950 ± 0.027 0.951 ± 0.028 0.913 ± 0.018 0.943 ± 0.026 0.946 ± 0.025 0.943 ± 0.029
german 0.782 ± 0.024 0.780 ± 0.019 0.702 ± 0.032 0.736 ± 0.034 0.731 ± 0.028 0.770 ± 0.024
svmguide4 0.969 ± 0.013 0.974 ± 0.013 0.609 ± 0.096 0.733 ± 0.056 0.771 ± 0.063 0.761 ± 0.053
svmguide3 0.755 ± 0.022 0.764 ± 0.036 0.701 ± 0.025 0.737 ± 0.029 0.705 ± 0.033 0.738 ± 0.033
cod-rna 0.983 ± 0.000 0.984 ± 0.000 0.928 ± 0.000 0.927 ± 0.001 0.951 ± 0.025 0.927 ± 0.000
spambase 0.941 ± 0.006 0.942 ± 0.006 0.866 ± 0.016 0.849 ± 0.020 0.897 ± 0.043 0.862 ± 0.011
covtype 0.816 ± 0.003 0.835 ± 0.001 0.705 ± 0.033 0.711 ± 0.041 0.737 ± 0.023 0.770 ± 0.010
magic04 0.799 ± 0.006 0.801 ± 0.006 0.759 ± 0.006 0.748 ± 0.033 0.757 ± 0.015 0.773 ± 0.006
heart 0.908 ± 0.019 0.909 ± 0.021 0.733 ± 0.039 0.788 ± 0.054 0.806 ± 0.059 0.799 ± 0.079
australian 0.883 ± 0.028 0.889 ± 0.019 0.710 ± 0.130 0.735 ± 0.138 0.765 ± 0.107 0.801 ± 0.037
diabetes 0.700 ± 0.021 0.707 ± 0.033 0.633 ± 0.036 0.667 ± 0.041 0.648 ± 0.040 0.675 ± 0.034
acoustic 0. 879 ± 0.006 0.892 ± 0.003 0.876 ± 0.003 0.878 ± 0.003 0.863 ± 0.011 0.882 ± 0.003
vehicle 0.846 ± 0.031 0.846 ± 0.034 0.711 ± 0.053 0.764 ± 0.073 0.761 ± 0.078 0.792 ± 0.049
segment 0.900 ± 0.013 0.903 ± 0.008 0.689 ± 0.061 0.828 ± 0.024 0.812 ± 0.035 0.855 ± 0.008
For a fair comparison, the datasets are scaled similarly in all experiments. We randomly divide
each dataset into 5 folds, where 4 folds are used for training and one fold is used as a test set.
The results on the benchmark and the high-dimensional datasets are averaged over 10 and 5 runs,
respectively. A random permutation is performed on the datasets with each run. All experiments
are conducted with Matlab 15 on a workstation computer with 8x2.6G CPU and 32 GB memory.
4.5.3 Results on Benchmark Datasets
The comparison in terms of AUC is shown in Table 4.3, while the comparison in terms of classifi-
cation accuracy at OPTROC is shown in Table 4.4. The running time (in milliseconds) comparison
is illustrated in Figure 4.1.
The results show the robust performance of the proposed methods CBRRS and CBRFIFO in
terms of AUC and classification accuracy compared to other first and second-order online learning
algorithms. We can observe that the improvement of the second-order methods such as OPAUC
and AdaOAM over first-order method OAMseq is not reliable, while our CBR algorithms often
outperform the OAMseq. Also, the proposed methods are faster than OAMseq, while they incur
more running time compared to AdaOAM except with spambase, covtype, and acoustic datasets.
The pointwise method online Uni-Exp maintains fastest running time, but at the expense of the
AUC and classification accuracy. We also notice that the performance of CBRFIFO is often slightly
better than CBRRS in terms of AUC, classification accuracy, and running time.
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Table 4.4: Comparison of classification accuracy at OPTROC on the benchmark data sets
Data CBRRS CBRFIFO Online Uni-Exp OPAUC OAMseq AdaOAM
glass 0.813 ± 0.044 0.811 ± 0.049 0.732 ± 0.060 0.795 ± 0.046 0.788 ± 0.040 0.783 ± 0.047
ionosphere 0.946 ± 0.028 0.946 ± 0.022 0.902 ± 0.028 0.936 ± 0.018 0.943 ± 0.017 0.938 ± 0.018
german 0.780 ± 0.022 0.787 ± 0.019 0.741 ± 0.027 0.754 ± 0.022 0.751 ± 0.028 0.770 ± 0.030
svmguide4 0.951 ± 0.014 0.956 ± 0.012 0.829 ± 0.021 0.843 ± 0.024 0.839 ± 0.022 0.848 ± 0.020
svmguide3 0.784 ± 0.015 0.793 ± 0.016 0.784 ± 0.019 0.777 ± 0.024 0.780 ± 0.020 0.777 ± 0.024
cod-rna 0.948 ± 0.002 0.949 ± 0.000 0.887 ± 0.001 0.887 ± 0.001 0.910 ± 0.019 0.887 ± 0.001
spambase 0.899 ± 0.009 0.898 ± 0.009 0.818 ± 0.019 0.795 ± 0.022 0.849 ± 0.053 0.809 ± 0.014
covtype 0.746 ± 0.005 0.766 ± 0.003 0.672 ± 0.018 0.674 ± 0.021 0.685 ± 0.016 0.709 ± 0.008
magic04 0.769 ± 0.011 0.771 ± 0.006 0.734 ± 0.007 0.731 ± 0.015 0.736 ± 0.013 0.752 ± 0.008
heart 0.883 ± 0.032 0.875 ± 0.026 0.716 ± 0.021 0.753 ± 0.038 0.777 ± 0.043 0.772 ± 0.053
australian 0.841 ± 0.023 0.842 ± 0.022 0.711 ± 0.056 0.725 ± 0.070 0.742 ± 0.064 0.768 ± 0.036
diabetes 0.714 ± 0.029 0.705 ± 0.032 0.683 ± 0.037 0.692 ± 0.040 0.694 ± 0.044 0.689 ± 0.040
acoustic 0. 844 ± 0.005 0.850 ± 0.003 0.840 ± 0.005 0.839 ± 0.002 0.832 ± 0.005 0.841 ± 0.003
vehicle 0.816 ± 0.018 0.814 ± 0.018 0.764 ± 0.027 0.797 ± 0.014 0.790 ± 0.029 0.805 ± 0.021
segment 0.838 ± 0.015 0.836 ± 0.008 0.691 ± 0.031 0.768 ± 0.027 0.755 ± 0.024 0.796 ± 0.014







































Figure 4.1: Running time (in milliseconds) of CBR and the other online learning algorithms on the bench-
mark datasets. The y-axis is displayed in log- scale.
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Table 4.5: AUC performance on the high-dimensional data sets
Data CBR-diagFIFO Online Uni-Exp OPAUCr OAMseq
farm-ads 0.961 ± 0.004 0.942 ± 0.006 0.951 ± 0.004 0.952 ± 0.005
rcv1 0.950 ± 0.007 0.927 ± 0.015 0.914 ± 0.016 0.945 ± 0.008
sector 0.927 ± 0.009 0.846 ± 0.019 0.908 ± 0.013 0.857 ± 0.008
real-sim 0.982 ± 0.001 0.969 ± 0.003 0.975 ± 0.002 0.977 ± 0.001
news20 0.956 ± 0.003 0.939 ± 0.005 0.942 ± 0.006 0.944 ± 0.005
Reuters 0.993 ± 0.001 0.985 ± 0.003 0.988 ± 0.002 0.989 ± 0.003
4.5.4 Results on High-Dimensional Datasets
We study the performance of the proposed CBR-diagFIFO and compare it with online Uni-Exp,
OPAUCr, and OAMseq that avoid constructing the full covariance matrix. Table 4.5 compares our
method and the other online algorithms in terms of AUC, while Table 4.6 shows the classification
accuracy at OPTROC. Figure 4.2 displays the running time (in milliseconds) comparison.
The results show that the proposed method CBR-diagFIFO yields a better performance on both
measures. We observe that the CBR-diagFIFO presents a competitive running time compared to its
counterpart OAMseq as shown in Figure 4.2. We can also see that the CBR-diagFIFO takes more
running time compared to the OPAUCr. However, the CBR-diagFIFO achieves better AUC and
classification accuracy compared to the OPAUCr. The online Uni-Exp algorithm requires the least
running time, but it presents lower AUC and classification accuracy compared to our method.
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Table 4.6: Comparison of classification accuracy at OPTROC on the high-dimensional data sets
Data CBR-diagFIFO Online Uni-Exp OPAUCr OAMseq
farm-ads 0.897 ± 0.007 0.872 ± 0.012 0.885 ± 0.008 0.882 ± 0.007
rcv1 0.971 ± 0.001 0.967 ± 0.002 0.966 ± 0.003 0.970 ± 0.001
sector 0.850 ± 0.012 0.772 ± 0.011 0.831 ± 0.015 0.776 ± 0.008
real-sim 0.939 ± 0.003 0.913 ± 0.005 0.926 ± 0.002 0.929 ± 0.001
news20 0.918 ± 0.005 0.895 ± 0.005 0.902 ± 0.009 0.907 ± 0.006
Reuters 0.971 ± 0.004 0.953 ± 0.006 0.961 ± 0.006 0.961 ± 0.006
4.6 Conclusion
In this work, we have developed a linear online soft confidence-weighted bipartite ranking algo-
rithm that maximizes the AUC metric via optimizing a pairwise loss function. The complexity of
the pairwise loss function is mitigated in our algorithm by employing a finite buffer that is up-
dated using one of the stream oblivious policies. We have also developed a diagonal variation for
the proposed confidence-weighted bipartite ranking algorithm to deal with high-dimensional data
by maintaining only the diagonal elements of the covariance matrix instead of the full covariance
matrix.
The experimental results on several benchmark and high-dimensional datasets show that our
algorithms yield a robust performance. The results also show that the proposed algorithms outper-
form the first and second-order AUC maximization methods on most of the datasets. In the future,
we plan to use the proposed method with a kernel approximation technique to handle complex
nonlinear decision boundaries.
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Figure 4.2: Running time (in milliseconds) of CBR-diagFIFO algorithm and the other online learning
algorithms on the high-dimensional datasets. The y-axis is displayed in log-scale.
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Chapter 5
Kernelized Second-Order Online AUC Maximization
5.1 Introduction
Despite its scalability, online linear learning algorithms fail to model linearly inseparable datasets,
which is not uncommon in real-world applications. The lack of modeling nonlinearity motivates
online kernel learning approaches [74, 75, 76]. In the kernel-based online learning, the learner
maintains a set of support vectors in memory to build the kernel of the predictive model. Conven-
tionally, any misclassified instance is considered a support vector, and therefore, is added to the set
of support vectors. However, the number of support vectors quickly becomes too large, which in
turns reduces the efficiency of online learning. To address the unbounded growth of support vec-
tors, fixed budget size has been introduced to keep the most representative support vectors using
different updating techniques whenever the budget is excesses [77, 78, 79].
For maximizing the AUC objective function on a nonlinear space, the budget kernel learning is
adopted by [80]. However, the computation of this method inhibits its scalability when applied to
large-scale datasets. A sparse kernel AUC maximization algorithm is developed in [58] to speed
up the kernel learning and to overcome the low generalization capability of kernel online learning.
However, sparse algorithms are prone to the under-fitting problem due to the sparsity of the model,
especially for large datasets.
Embedding the input space into a finite approximate feature space is another approach to ap-
proximate online kernel learning. Specifically, the kernel matrix can be approximated by Nyström
low-rank approximation, while the random Fourier method is used to approximate the kernel func-
tion. Then a linear model can be applied to the approximate feature space to solve a classification
or regression tasks [11].
These embedding approaches are adopted by [81] for maximizing the AUC objective function.
However, no attempt has been made to learn an online second-order linear classifier on the embed-
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ded space. While second-order learning algorithms, such as confidence-weighted classifier [82],
are able to handle linearly inseparable data, they fail to model complex nonlinear functions.
In this work, we propose an online nonlinear second-order classifier to optimize the AUC
objective function on a space embedded by random Fourier features. In particular, we extend our
online linear confidence-weighted AUC classifier to learn a nonlinear classifier, where nonlinearity
is induced via approximate feature mappings.
5.2 Related Work
Online Kernel Learning. Online kernel learning is proposed to address the problem of online
linear learning with modeling nonlinear decision boundary. It is common in online kernel learning
to bound the number of support vectors using a fixed budget size in order to reduce the computation
of constructing the kernel. Multiple budget update strategies are proposed such as removal [77, 78],
projection [79], and merging [10]. In order to reduce the training and test time of budget kernel
learning, kernel functional approximation approaches (i.e., Nyström and random Fourier features)
are explored in [11]. A dual space [83] uses random Fourier features to store the information of
the removed SV from the budget, and hence enhancing the accuracy using only a small number of
random features. Recently, the work by [84] improves the performance of online Fourier features
by optimizing the kernel parameters.
Online Kernel AUC Maximization. The work authors of [85] adopt the budget online kernel
learning technique in their online algorithm for AUC maximization. This framework [85] uses
a fixed-size buffer for each class label. These buffers are utilized to deal with the pairwise loss
function and to maintain positive and negative support vectors. However, the computation of the
kernel undermines this method, especially for extremely large datasets. In [81], nonlinear AUC
maximization methods are devised using Nyström approximation and random Fourier features. In
these methods [81], first-order online learning is utilized to optimize the AUC objective function
on the embedded feature space.
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5.3 Kernelized Confidence-Weighted AUC Maximization
We consider a problem of learning a nonlinear function f : Rd → R from a sequence of imbalanced
labeled data points. Let (xt, yt) denotes the labeled data point received at the t-th trial, where
xt ∈ Rd is the training instance of d-dimension and yt ∈ {1, 1} is the associated class label. The
predictive model of the kernel AUC maximization f(x) for a new incoming instance x is identical








where m is the number of support vector, ϕ(·) is a mapping from the input space into some Hilbert
space, αi indicates the coefficient of the i-th support vector, and κ(xi, x) is the kernel function
over a pair of instances. In practice, implementing the kernel function is what we need to compute
because it implied the computation of the inner products in the embedded space.
However, it is more practical to approximate the exact feature map and then solve the problem
in the primal space constructed by the approximate mappings. Let ψ(x) denotes an approximate
mapping that can replace the original feature map ϕ(x), and the predictive model of the kernel









where w ≡∑mi=1 αiψ(xi) is the model learned in the approximate feature space obtained via ψ(x).
Prior to describing the approximate mapping that we use in our model, we briefly review the
AUC maximization problem. Given a training dataset S = {x+i ∪ x−j ∈ Rd|i = {1, . . . , n+}, j =
{1, . . . , n−}}, where x+i is the i-th positive instance and x−j is the j-th negative instance. The
n+ and n− denote the number of positive and negative instances received thus far. The AUC loss

















where I(·) is the indicator function that outputs 1 if the condition is held, and 0 otherwise. Due
to its discrete nature and hence it is difficult to optimize, a convex surrogate function is used to






ℓ(wT (ψ(x+i )− ψ(x−j )))
2n+n−
,
where ℓ(·) is a convex surrogate pairwise loss function (e.g., pairwise hinge loss function). The
pairwise loss function entails storing all the received instances from the opposite class label to
compute the loss function, which is impractical. We handle this problem using a fixed buffer size
for each class label to store a sample from the received instances of each class label.
Our proposed method optimizes the AUC loss function using a second-order classifier. In par-
ticular, we use a confidence-weighted classifier that maintains a model as Gaussian distribution
parameterized by mean vector µ ∈ Rm and covariance matrix Σ ∈ Rm×m, where m is the dimen-
sion of the embedded space. The mean vector represents the weight model, while the covariance
matrix scales the weight’s parameters adaptively.
The model distribution is updated based on minimizing the Kullback-Leibler divergence be-
tween the new and the old model distributions [61, 71, 59]. The confidence-weighted kernel AUC
maximization is formulated as follows:
(µt+1,Σt+1) = argmin
µ,Σ
DKL(N (µ,Σ)||N (µt,Σt)) (5.1)
+Cℓφ(N (µ,Σ); (ψ(xt)− ψ(x), yt),
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whereC is the the penalty hyperparamter, φ = Φ−1(η), and Φ is the normal cumulative distribution
function. The loss function ℓφ(·) is defined as:
ℓφ(N (µ,Σ); (ψ(xt)− ψ(x), yt) = max(0, φ
√
(ψ(xt)− ψ(x))TΣ(ψ(xt)− ψ(x))
−yt µ (ψ(xt)− ψ(x))).
The solution of 5.1 is given by the following proposition.
Proposition 3. The optimization problem 5.1 has a closed-form solution as follows:




Σt+1 = Σt − βtΣtzT zΣt,
where z = ψ(xt)− ψ(x) and the coefficients α and β are defined as follows:




















TΣtz, qt = yt(µt · z) , φ = Φ−1(η), δ = 1 + φ
2
2
, ζ = 1 + φ2,
The proposition 3 is analogous to the one derived in [59].
5.3.1 Fourier Confidence-Weighted AUC Maximization
We use random Fourier features to approximate a shift-invariant kernel in an online fashion. The
approximated kernel mapping is plugged into the confidence-weighted classifier designed to max-
imize the AUC measure [82]. Based on Bochner’s theorem [49], the Fourier transform p(θ) of a
shift-invariant kernel is a proper probability distribution. Therefore, a shift-invariant kernel can be
expressed as below,
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= 2 Eθ∼p(θ) [e
iθT (x−y)]
= 2 Eθ∼p(θ) [cos(θ
Tx) cos(θTy) + sin(θTx) sin(θTy)]
= 2 Eθ∼p(θ) [[sin(θ
Tx), cos(θTy)] · [sin(θTx), cos(θTy)]].
The embedding of a data point x is defined as the following concatenation of cosine and sine
functions ψ(x) = [cos(θTx), sin(θTx)]. For an embedding of size m dimension, we sample





1 x) , · · · , sin(θTmx), cos(θTmx)]. (5.2)
In this work, we use the shift-invariant Gaussian kernel k(x, y) = exp(− ||x−y||22
2σ2
). Therefore,
the corresponding random Fourier component θ are sampled independently from the distribution
p(θ) = N (0, σ−2I).
The framework of the confidence-weighted kernel AUC maximization is illustrated in Algo-
rithm 8. The algorithm has three main steps. The first step is to embed the received instance into
a finite-dimensional feature space. The embedding is carried out by applying the Fourier mapping
function 5.2 to the received instances.
The second step is to update the corresponding buffer of the received instance’s class label. We
use two oblivious strategies to update the buffers when they are full. The first policy is Reservoir
sampling (RS), which imitates the uniform random sampling from the training data. Algorithm
7 shows the steps of the Reservoir sampling approach. The second policy is First-In-First-Out
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Algorithm 7: Reservoir Sampling Approach
Input: xt, B
t, M , Mt+1
Output: updated buffer Bt+1
if |Bt| < M then
Bt+1 = Bt ∪ {xt}
else
Sample Z from a Bernoulli distribution with Pr(Z = 1) =M/Mt+1
if Z = 1 then
Randomly delete an instance from Bt




(FIFO), which allows any received instance to be included in the buffer by letting the new instance
replaces the first added instance.
The third step updates the kernelized AUC classifier in the approximate features space by
solving the kernelized AUC confidence-weighted objective function described in equation 5.1.
The update steps of the classifier are outlined in Algorithm 9.
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Algorithm 8: Framework for Kernelized Confidence-Weighted AUC Maximization
Input:
• the penalty parameter C and the probability value η
• the maximum buffer size M+ and M−
• the Gaussian kernel function k(·, ·) with the kernel width σ.
• the number of random Fourier components m




Generate i.i.d. random Fourier components: θ1, · · · , θm sampled from the distribution
p(θ) = N (0, σ−2I).
for t = 1, . . . , T do
Receive a training instance (xt, yt)
Transform the received instance xt
ψ(x) = (sin(θT1 x), cos(θ
T
1 x), · · · , sin(θTmx), cos(θTmx))T .













































In this section, we evaluate the proposed second-order algorithms on several benchmark datasets
and compare their performance in terms of AUC accuracy and running time to the existing linear
and kernelized AUC maximization methods. The aim of including the linear AUC maximization
methods in the experiments is to show the advantage of the kernelized methods over linear meth-
ods. We also study the performance of the proposed second-order methods on a different number
of random features and compare its AUC performance with their first-order counterpart method.
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Algorithm 9: Update Classifier
Input:
• µt : current mean vector
• Σt : current covariance matrix
• (ψ(xt), yt) : a transformed labeled instance
• B : the buffer storing instances from the opposite class label
• Ct : weighting parameter




Initialize: µ1 = µt, Σ
1 = Σt, i = 1
for ψ(x) ∈ B do
Update the classifier (µi,Σi) with z = ψ(xt)− ψ(x) and yt by
(µi+1,Σi+1) = argmin
µ,Σ
DKL(N (µ,Σ)||N (µi,Σi)) + Cℓφ(N (µ,Σ); (z, yt))
i = i+ 1
end for





We conduct the experiments on 12 benchmark datasets. We download the datasets from LibSVM6
and UCI7. The multi-class datasets (i.e., glass, vehicle, segment, pendigits, acoustic, and covtype)
are transformed randomly into class-imbalanced binary datasets. For glass, vehicle, and acoustic
datasets, we transform their classification tasks to distinguish class label one from the rest of the
classes. For segment dataset, we transform its task into imbalanced binary classification by group-
ing the labels less than or equal three into one class and the rest of the labels into another class.
The classification task of pendigits is transformed to distinguish classes less than or equal label
one from the rest of the classes. For covtype dataset, an imbalanced binary classification task is
generated to distinguish class label 7 from the rest of the classes. Tables 5.1 shows the characteris-




the minority one. Each dataset is standardized by removing the mean of each feature and dividing
the features by their corresponding standard deviation.
Table 5.1: Benchmark data sets
Data #inst #feat ratio
glass 214 9 2.05
vehicle 846 18 2.99
svmguide3 1,284 22 2.81
segment 2,310 19 1.33
spambase 4,601 57 1.53
magic04 19,020 10 1.84
pendigits 10,992 16 1.04
cod-rna 331,152 8 2.0
acoustic 78,823 50 3.30
ijcnn1 49,990 22 9.3
kddcup08 102,294 117 163.19
covtype 581,012 54 27.32
5.4.2 Compared Methods and Model Selection
1. OAMseq and OAMgra [65]: The online AUC maximization (OAM) is the state-of-the-art
first-order learning method. These algorithms are implemented with the Reservoir Sampling
as a buffer updating scheme. The size of the positive and negative buffers is fixed at 100. The
penalty hyperparameter C is tuned by 3-fold cross validation on the training set by searching
in 2[−10:10].
2. OPAUC [66]: An online learning algorithm that optimizes the AUC in one-pass through
square loss function. The learning rate is tuned by 3-fold cross validation by searching in
2[−10:10], and the regularization hyperparameter is set to a small value 0.0001.
3. AdaOAM [67]: This is a second-order AUC maximization method that adapts the classifier
to the importance of features. The smooth hyperparameter δ is set to 0.5, and the regulariza-
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tion hyperparameter is set to 0.0001. The learning rate is tuned by 3-fold cross validation on
the training set by searching in 2[−10:10].
4. CBRRS and CBRFIFO [82]: These are the confidence-weighted AUC maximization meth-
ods with the Reservoir Sampling (CBRRS) and First-In-First-Out (CBRFIFO) buffer updating
policies. The size of the positive and negative buffers is fixed at 50. The hyperparameter η is
set to 0.7, and the penalty hyperparameter C is tuned by 3-fold cross-validation by searching
in 2[−10:10].
5. FOAM [81]: The kernelized first-order AUC maximization with random Fourier features.
This method implements the Reservoir sampling to update the buffer. The buffer size is set
to 100. The learning rate is tuned by 3-fold cross validation on the training set by searching
in 2[−10:10].
6. FCBRRS and FCBRFIFO: The proposed second-order AUC maximization methods with ran-
dom Fourier features. FCBRRS uses the Reservoir sampling and FCBRFIFO implements the
First-In-Firt-Out to update the buffers. The size of the positive and negative buffers is fixed
at 50. The hyperparameter η is set to 0.7, and the learning rate C is tuned by 3-fold cross
validation by searching in 2[−10:10].
For the kernelized AUC maximization algorithms (i.e., FOAM, FCBRRS, and FCBRFIFO), we
set the number of random Fourier components to 150. Consequently, the dimension of the approx-
imate feature space will be 300. In all experiments, we use Random Fourier to approximate the
Gaussian kernel and set its width to 100. Choosing the best width via cross-validation might also
improve the results. The reported results are the average of 3 runs. In each run, we also averaged
the results over 5-fold cross-validation.
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Table 5.2: AUC classification accuracy and running time for different online AUC classifiers. The running
time is in seconds.
Algorithm
glass vehicle svmguide3
AUC time AUC time AUC time
OAMseq 0.8063 ± 0.0189 0.0001 0.7532 ± 0.0274 0.0016 0.7592 ± 0.0096 0.0032
OAMgra 0.7960 ± 0.0193 0.0001 0.7531 ± 0.0232 0.0013 0.7639 ± 0.0068 0.0024
OPAUC 0.8145 ± 0.0278 0.0003 0.7640 ± 0.0080 0.0021 0.7734 ± 0.0117 0.0038
AdaOAM 0.8098 ± 0.0299 0.0003 0.7683 ± 0.0199 0.0021 0.7903 ± 0.0100 0.0038
CBRRS 0.8088 ± 0.0380 0.0032 0.8533 ± 0.0098 0.0294 0.8081 ± 0.0048 0.0563
CBRFIFO 0.8120 ± 0.0283 0.0032 0.8558 ± 0.0098 0.0268 0.8153 ± 0.0098 0.0526
FOAM 0.8164 ± 0.0018 0.0325 0.7678 ± 0.0142 0.3010 0.7763 ± 0.0344 0.5152
FCBRRS 0.8228 ± 0.0222 0.5050 0.8961 ± 0.0067 2.2611 0.8275 ± 0.0063 4.1687
FCBRFIFO 0.8201 ± 0.0269 0.5415 0.9015 ± 0.0001 2.2933 0.8346 ± 0.0162 4.2970
Algorithm
segment spambase magic04
AUC time AUC time AUC time
OAMseq 0.8947 ± 0.0024 0.0045 0.9542 ± 0.0021 0.0181 0.6993 ± 0.0190 0.0267
OAMgra 0.8958 ± 0.0068 0.0038 0.9521 ± 0.0020 0.0174 0.7193 ± 0.0136 0.0227
OPAUC 0.9084 ± 0.0038 0.0060 0.9511 ± 0.0017 0.0635 0.8383 ± 0.0028 0.0275
AdaOAM 0.9097 ± 0.0035 0.0060 0.9536 ± 0.0009 0.0637 0.8384 ± 0.0026 0.0270
CBRRS 0.9176 ± 0.0032 0.0813 0.9669 ± 0.0001 0.5634 0.8357 ± 0.0023 0.4792
CBRFIFO 0.9191 ± 0.0038 0.0740 0.9669 ± 0.0014 0.5113 0.8406 ± 0.0014 0.4323
FOAM 0.9102 ± 0.0033 1.0225 0.9640 ± 0.0013 2.8374 0.8358 ± 0.0049 8.0778
FCBRRS 0.9885 ± 0.0035 5.3164 0.9685 ± 0.0011 11.667 0.9016 ± 0.0014 56.792
FCBRFIFO 0.9894 ± 0.0026 5.1665 0.9724 ± 0.0006 11.585 0.9201 ± 0.0013 55.475
Algorithm
pendigits cod-rna acoustic
AUC time AUC time AUC time
OAMseq 0.7968 ± 0.0152 0.0175 0.9670 ± 0.0066 0.2750 0.7809 ± 0.0139 0.2947
OAMgra 0.7752 ± 0.0131 0.0156 0.9709 ± 0.0095 0.2677 0.7644 ± 0.0029 0.2826
OPAUC 0.9030 ± 0.0028 0.0214 0.9856 ± 0.0003 0.3746 0.8627 ± 0.0010 0.8504
AdaOAM 0.9038 ± 0.0023 0.0210 0.9862 ± 0.0000 0.3666 0.8738 ± 0.0006 0.8579
CBRRS 0.9004 ± 0.0014 0.2810 0.9864 ± 0.0001 5.1410 0.8765 ± 0.0010 10.131
CBRFIFO 0.9056 ± 0.0016 0.2550 0.9869 ± 0.0000 4.7122 0.8920 ± 0.0005 9.1061
FOAM 0.9286 ± 0.0078 4.8981 0.9871 ± 0.0007 138.55 0.8767 ± 0.0003 46.847
FCBRRS 0.9983 ± 0.0000 24.493 0.9903 ± 0.0000 744.89 0.8855 ± 0.0003 269.05
FCBRFIFO 0.9988 ± 0.0001 23.620 0.9917 ± 0.0000 719.57 0.9049 ± 0.0005 257.14
Algorithm
ijcnn1 kddcup08 covtype
AUC time AUC time AUC time
OAMseq 0.8906 ± 0.0018 0.1027 0.8874 ± 0.0057 0.7741 0.9637 ± 0.0026 2.2459
OAMgra 0.8831 ± 0.0047 0.0901 0.8988 ± 0.0065 0.7841 0.9623 ± 0.0012 2.2127
OPAUC 0.9301 ± 0.0012 0.1463 0.5835 ± 0.0393 5.5734 0.5099 ± 0.0184 7.3215
AdaOAM 0.9322 ± 0.0011 0.1493 0.9250 ± 0.0007 5.6170 0.9769 ± 0.0002 7.4047
CBRRS 0.9249 ± 0.0005 1.9243 0.9074 ± 0.0017 44.626 0.9762 ± 0.0005 73.212
CBRFIFO 0.9350 ± 0.0009 1.7720 0.9245 ± 0.0028 41.214 0.9806 ± 0.0001 57.798
FOAM 0.9290 ± 0.0016 23.4473 0.9157 ± 0.0023 87.712 0.9752 ± 0.0007 370.31
FCBRRS 0.9758 ± 0.0004 114.85 0.9029 ± 0.0028 296.41 0.9831 ± 0.0008 1394.7
FCBRFIFO 0.9855 ± 0.0004 116.10 0.9272 ± 0.0033 303.39 0.9901 ± 0.0002 1365.5
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5.5 Results and Discussion
The results in terms of AUC classification accuracy and running time are shown in Table 5.2. We
report the results of non-kernelized AUC maximization methods to show the advantage of using
approximate kernel techniques.
We observe that the AUC performance of our proposed nonlinear AUC maximization method
surpasses the linear methods. This includes its linear counterparts CBRRS and CBRFIFO. We also
noticed that the proposed FCBRRS and FCBRFIFO require more running time compared to FOAM
because of the matrix update step. However, the AUC classification performance of FCBRFIFO
consistently surpasses the AUC performance of FOAM. FCBRRS also demonstrates a competitive
AUC performance compared to FOAM except on kddcup08 dataset.
We see that the linear methods CBRRS and CBRFIFO perform well on most datasets compared
to OPAUC and AdaOAM, which optimize a squared AUC loss function. In addition, CBRRS and
CBRFIFO achieve higher AUC classification compared to FOAM on nine datasets. The methods
CBRRS and CBRFIFO also require less running time compared to FOAM. However, they are still
not able to handle complex nonlinear structure underlying some datasets.
In addition, the method FCBRFIFO consistently outperforms FCBRRS. This indicates that FIFO
policy is better than Reservoir sampling in updating the buffer. However, they do not differ signif-
icantly in terms of running time.
Study on the Number of Random Features
We study the performance of the proposed methods FCBRRS and FCBRFIFO on a different number
of random features and compare their AUC classification accuracies to the ones obtained by FOAM
method. The results are shown in Figure 5.1. We vary the number of Fourier features from 30 to
250. The y-axis shows the averaged AUC classification accuracy over 5 folds cross-validation.
We can observe that the classification accuracy of FCBRFIFO is better than FCBRRS and FOAM.
Further, The curves of our both methods FCBRFIFO and FCBRRS show less fluctuation with vary-
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ing the number of random features compared to FOAM. This would facilitate the grid search for
finding the best number of features.
We also note that on some datasets the FOAM is susceptible to overfitting when increasing the
number of random features. However, our methods demonstrate that they are less sensitive to this
phenomenon. We attribute this virtue of our algorithms to confidence-weighted learning.
5.6 Conclusion
In this work, we have proposed a scalable online nonlinear AUC maximization algorithm. We
approximate the function of the Gaussian kernel using random Fourier features and implement our
confidence-weighted AUC classifier on the embedded space. We experiment with both First-In-
First-Out and Reservoir sampling to deal with the multivariate nature of the AUC loss function.
The results on several benchmark datasets show that our method outperforms linear and non-
linear AUC maximization methods. The advantage of our method is learning a second-order AUC
maximization classifier on the approximate space instead of using a first-order classifier, which is
implemented by FOAM.
In further research, we will study the usage of a data-dependent method (i.e., Nyström low-
rank approximation) with a second-order classifier to enhance the AUC classification accuracy.
Another future work can investigate to improve the efficiency of our method by approximating its
covariance matrix.
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Figure 5.1: Study on the classification accuracy of random Fourier AUC maximization methods with a
different number of random features
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Figure 5.1: Study on the classification accuracy of random Fourier AUC maximization methods with a
different number of random features
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Chapter 6
Accelerated Stochastic AUC Maximization
6.1 Introduction
The optimization of the AUC objective function is typically solved using Batch methods (e.g., in-
exact Hessian using conjugate gradient [42]). These batch methods yield a high AUC classification
accuracy because they can reach to the optimal minimum. However, these batch methods have two
limitations. First, they are not able to deal with large-scale datasets because of their high compu-
tational time. Second, they cannot handle sequential data, due to the deterministic nature of their
optimization approaches.
On the other hand, online learning methods for AUC maximization [65, 66] tackle the scala-
bility of batch AUC maximization methods by running one-pass over the dataset. Such methods
lack optimal convergence because they do not benefit from second-order information. Hence, re-
cent online AUC maximization methods consider online second-order optimization techniques to
improve the convergence rate [67, 82]. However, forming the exact covariance matrix reduce the
scalability of these methods when learning on high dimensional data.
A challenging problem here lies in developing an AUC algorithm that converges to the optimal
minimum with respect to the surrogate loss function while its rate of convergence is fast. One
popular optimization technique is stochastic learning [86]. The appealing property of stochastic
gradient is that its convergence rate is not dependent on the size of the sample set.
However, stochastic learning suffers from slow convergence (sublinear rate of convergence),
due to the noisy gradient estimates. A plethora of methods have been developed to address the noise
reduction problem for univariate loss functions, but only a few studies have considered reducing
the noise in the presence of a pairwise loss function.
We propose a fast convergence first-order stochastic AUC maximization algorithm. The pro-
posed algorithm improves the sublinear convergence of the first-order stochastic algorithm by em-
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ploying variance reduction methods. Specifically, we suggest a scheduled averaging and com-
bine it with a scheduled regularization to accelerate the convergence rate of the stochastic AUC
classifier. To deal with nonlinearly distributed datasets, we optimize our linear classifier on a
finite-dimensional approximate feature space constructed via the k-means Nyström low-rank ap-
proximation and the random Fourier features.
6.2 Related work
The proposed accelerated stochastic AUC maximization method is mostly related to noise reduc-
tion, adaptive stochastic gradient methods, and Fast convergence stochastic online AUC maximiza-
tion topics. In what follows, we briefly review the main approaches in these two areas.
Noise reduction
One of the main approaches to remedy the slow convergence of stochastic gradient is known as
noise reduction. The noise can be reduced by learning a basic stochastic algorithm in a mini-batch
setting where the batch size increases periodically [87]. Other stochastic algorithms are developed
based on the idea of utilizing the previously estimated directions (i.e., gradients) in improving the
quality of the new one. This approach includes SAG [88], SVRG [89], and SAGA [90].
Iterate averaging is another intuitive technique improving the final noisy model by averaging
not the gradients but the resulting estimators of each iteration [91]. This auxiliary averaged estima-
tor is not involved during the optimization process and only used as a final model. Scheduling the
regularization to improve the convergence of the standard stochastic gradient descent is proposed
in [92].
Adaptive stochastic gradient
Another approach to improve the sublinear rate of convergence of the standard stochastic gra-
dient is based on estimating adaptive learning rates for the coefficients of the model in each update
step. Examples of such adaptive approach including Momentum [93], Nesterov [94], RMSprop
[95], AdaGrad [62], and Adam [96]. These methods have been successfully applied to acceler-
64
ate the convergence of stochastic gradient solving non-convex optimization problems (e.g., Neural
network).
Fast convergence stochastic online AUC maximization
The work by [97] suggests using sampling with replacement to reduce the variance and hence
improving the convergence rate of the vanilla stochastic gradient. Our online AUC maximization
algorithm [82] improves the convergence rate by exploiting the second-order information in a
confidence-weighted style. However, the second-order information compensates the scalability of
the algorithm when solving high dimensional data or when embedding the input space into high
finite-dimensional approximate feature space.
Another work [68] views the problem of scaling up the AUC objective function lies on how
to handle its pairwise loss function. Therefore, the authors of [68] suggest to formulate the AUC
objective function as a convex-concave saddle point problem (SOLAM). This formulation enables
them to solve a univariate loss function for AUC maximization. Recently, an adaptive multi-stage
algorithm [98] and a proximal variant of SOLAM [99] are proposed to improve the convergence
rate of SOLAM.
6.3 Accelerated Stochastic AUC Maximization Algorithm
Given a training a dataset S = {xi, yi}ni=1 drawn from unknown distribution D, where the input
space has n instances with d dimensional features x ∈ Rd and y = {−1, 1}. The regularized em-



























where the hyper-parameter λ > 0 controls the effect of the regularization term and ℓ(·) is a surro-
gate loss function. The surrogate loss function can be twice differential, which has been proven to
be consistent with AUC measure [66, 38]. However, we opt to implement a hinge loss function,
which is nondifferentiable, because using first-order information is more efficient when working
on the large-scale regime.
While the hinge loss is nondifferentiable, it is still possible to apply the gradient descent by
using the subgradient instead of the gradient. The subgradient of the pairwise hinge loss function
at w can be defined as follows,




0 if (wT (x+ − x−)) ≥ 1
−1 if (wT (x+ − x−)) < 1
In a standard stochastic learning sitting [92], we sample two opposite instances uniformly at
random and update the weight vector in each iteration as follows,
wt+1 = wt −
1
(t+ t0)
Mgt(wt) where gt(wt) = λwt − ℓ′(wTt (x+t − x−t ))(x+ − x−),
where the rescaling matrix M is defined as M = λ−1I when updating the weight vector using
only the first-order information. Theoretically, the norm of the optimal weight vector w∗ is upper
bounded byB [100] {||w∗|| ≤ B}. And because any update step might push the weight vector out-
side the boundB, the positive constant t0 is utilized to circumvent the projection step by preventing
too large steps in the first few iterations [92], where the best t0 can be set experimentally.
However, the low complexity of the precedent standard stochastic gradient descent is associated
with its slow convergence rate, shown to be sublinear [87], and its low accuracy. Speeding up the
converges while maintaining the low complexity of the standard stochastic gradient is our main
aim in this study.
In this work, we optimize the pairwise hinge loss function using stochastic gradient descent
accelerated by scheduling both the regularization update [92] and averaging techniques [91, 101].
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Regulating the regularization step allows the model to discover larger hypothesis classes most of
the time during the optimization process, while the averaging step reduces the variance of the
weight vector that stems from its stochastic nature. The advantage of scheduling the regularization
and averaging steps is to reduce the per-iteration complexity, while effectively accelerating the rate
of convergence.
Algorithm 10 describes the accelerated stochastic AUC maximization method. The algorithm
randomly selects a positive and negative instance and updates the model in each iteration as fol-
lows,
wt+1 = wt −
1
λ(t+ t0)
ℓ′(wT (x+t − x−t ))(x+ − x−),
where ℓ′(z) is the gradient of the hinge loss function, wt is the solution after t iterations, and
(λ(t + t0))
−1 is the learning rate, which decreases in each iteration. The hyper-parameter λ can
be tuned on a validation set. We regulate the regularization update and averaging steps to be
performed each rskip and askip iterations respectively as follows,





where w̃ is the averaged solution after q iterations with respect to the askip. The presented first-
order stochastic AUC maximization has linear complexity per iteration with respect to the number
of dimensions. Therefore, it is a feasible algorithm to train large-scale datasets. It also can be seen
as an averaging variant of the SVMSGD2 method proposed in [92].
6.4 Extension to Approximate Kernel
In many machine learning applications, the data are distributed nonlinearly, which results in a
highly nonlinear decision boundary. In these cases, a linear classifier would fail to learn the best
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Algorithm 10: Accelerated Stochastic AUC Maximization
Input: training dataset X , λ, t0,T , rskip, askip
Set rcount = rskip, acount = askip, q = 0
Initialize w1←0 and w̃0←0
for t = 1, . . . , T do
Randomly pick a pair it ∈ 1, . . . , n+, jt ∈ 1, . . . , n−
xt = xit − xjt
wt+1 = wt − 1λ(t+t0)ℓ
′(wTt xt)xt
rcount = rcount− 1
if rcount ≤ 0 then
wt+1 = wt+1 − rskip(t+ t0)−1wt+1
rcount = rskip
end if
acount = acount− 1








set w = w̃q
return w
model. To address this problem, we can embed the input space into a finite-dimensional space
where a complex nonlinear decision boundary can be recognized using a linear classifier. In this
work, we investigate both random Fourier features [4] and improved Nyström method [2] to embed
the input space into highly but finite dimensional space.
Given an approximate feature map ϕ(x) defined either by random Fourier features or Nyström










max(0, 1− wT (ϕ(x+i )− ϕ(x−j ))). (6.2)
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6.5 Experiments for Linear AUC Maximization Methods
In this section, we evaluate the performance of our proposed method on several benchmark datasets.
We compare our stochastic AUC maximization method with the state-of-the-art online and stochas-
tic AUC maximization algorithms. We also study the convergence rate of our stochastic AUC
maximization algorithm. The experiments are implemented in MATLAB, while the learning algo-
rithms are written in C++ language via MEX files. The experiments were performed on a computer
equipped with an Intel 4GHz processor with 32G RAM.
6.5.1 Benchmark Datasets
We use twelve datasets described in Table 6.1. We also experiment on high dimensional datasets
described in Table 6.2. The datasets can be downloaded from LibSVM website8 or UCI9. If any
of the data is not given as training and test sets, we partition it into 80% for training and 20% for
testing. The multi-class data are transformed into imbalanced binary data by grouping roughly
half of the classes into a label and the rest of classes into a different label. For sector dataset, we
transform the classification task to distinguish between classes whose labels are less than or equal
ten from the rest of classes. We also generate sector_v2 that differentiates between classes whose
labels less than or equal five and the rest of the classes. For news20 dataset, we use only its training
data due to its high dimensionality, and we transform it into imbalanced dataset by grouping the
topics of labels less than or equal five into a class and the rest of topics into another class. The
version news_v2 distinguishes the topics whose labels greater than 15 from the rest of the topics.




Table 6.1: Description of the benchmark data sets
Data #training #test #feat ratio
w8a 49,749 14,951 300 32.4
ijcnn1 49,990 91,701 22 9.44
cifar10 50,000 10,000 3072 2.33
connect-4 54,045 13,512 126 3.06
mnist 60,000 10,000 784 2.32
acoustic 78,823 19,705 50 3.31
skin 196,045 49,012 3 3.83
webspam 280,000 70,000 254 1.53
cod-rna 331,152 157,413 8 2.0
epsilon 400,000 100,000 2000 1.00
covtype 464,809 116,203 54 10.65
susy 4,500,000 500,000 18 1.18
Table 6.2: Description of the high dimensional data sets
Data #training #test #feat ratio
farm-ads 3,314 829 54877 1.14
sector 6,412 3,207 55197 9.13
sector_v2 6,412 3,207 55197 20.0
news20 12,748 3,187 62061 3.01
news20_v2 12,748 3,187 62061 2.98
real-sim 57,847 14,462 20958 2.25
6.5.2 Compared Methods and Model Selection
1. OAMseq and OAMgra The sequential and gradient variants of online AUC maximization
[65]. The hyperparameters are chosen as suggested by [65] via 3-fold cross validation. The
number of positive and negative buffers is set to 100.
2. SOLAM: This is the stochastic online AUC maximization [68]. The hyperparameters of the
algorithm (i.e., the learning rate and the bound on the weight vector) are selected via 3-fold
cross validation by searching in the grids {1 : 9 : 100} and {10−1, . . . , 105}, respectively.
The number of iterations is set to 15.
3. ASAM: This is our accelerated stochastic AUC maximization algorithm. The hyper-parameter
λ is chosen from the grid {10−10, . . . , 10−7} via 3-fold cross validation. For the experiment
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with high dimensional data, we tune λ using 3-fold cross validation by searching in the grid
{1 : 9 : 100}.
4. BAM: This is the batch AUC maximization algorithm [42]. This algorithm optimizes the
squared hinge loss function using truncated Newton. The best regularization hyper-parameter
C is chosen from the grid {2−15, . . . , 210} via 3-fold cross validation.
6.5.3 Results for Linear AUC Algorithms on Benchmark Datasets
The comparison in terms of AUC classification accuracy and training time is shown in Table 6.3.
The reported AUC results are the average of 5 runs, except for the results of BAM, which are based
on a single run.
We observe that the AUC performance of our proposed method ASAM is on a par with the
batch method BAM on most datasets while its training time is shorter than BAM. We also observe
that ASAM achieves better AUC classification accuracy than BAM on cifar10, acoustic, and skin
datasets, but its AUC is lower than BAM on connect-4 dataset.
We can see that our method ASAM outperforms SOLAM, OAMseq, and OAMgrd in terms of
AUC classification accuracy. The training time of ASAM is marginally longer than the other
online and stochastic methods on most datasets. The method SOLAM shows significantly better
AUC performance compared to OAMseq and OAMgrd. The efficacy of SOLAM can be ascribed to
optimizing a squared loss function and performing multiple passes over the training data.
6.5.4 Results for Linear AUC Algorithms on High Dimensional Datasets
Table 6.4 shows the AUC classification accuracy and training time of the compared algorithms.
The reported AUC results are the average of two runs. We can observe that our algorithm ASAM
performs better than OAM algorithms on all the datasets. We can also see that the training time of
our method ASAM is shorter than those of all methods. We attribute the robust and efficient perfor-
mance of our ASAM to its neat and straightforward acceleration techniques. Note that scheduling
the averaging step avoids many vectors summation steps while retaining the effectiveness of the
standard iterate averaging method.
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Table 6.3: AUC classification accuracy and training time (in seconds) for linear AUC maximization algo-












OAMseq 94.379 ± 0.637 1.233 85.034 ± 2.049 0.1182 63.981 ± 4.590 13.248
OAMgra 95.339 ± 0.586 1.2274 86.398 ± 3.443 0.1101 64.058 ± 2.875 13.288
SOLAM 91.201 ± 4.222 0.9610 90.494 ± 0.070 0.0722 54.658 ± 6.595 14.664
ASAM 97.742 ± 0.019 1.2813 91.312 ± 0.209 0.2170 76.170 ± 0.098 12.876












OAMseq 78.703 ± 1.823 0.6188 92.218 ± 0.921 3.9409 76.303 ± 5.619 0.3696
OAMgra 79.491 ± 1.312 0.6046 92.389 ± 0.313 3.9272 76.204 ± 6.561 0.3536
SOLAM 87.450 ± 0.113 0.4295 94.799 ± 0.047 3.0077 86.806 ± 0.130 0.2544
ASAM 87.755 ± 0.060 1.1328 95.909 ± 0.038 4.2642 88.452 ± 0.081 1.0420












OAMseq 89.823 ± 6.210 0.1282 94.328 ± 1.473 6.4626 96.710 ± 1.001 0.3482
OAMgra 92.899 ± 4.779 0.1138 94.882 ± 0.643 6.2794 96.945 ± 1.330 0.3311
SOLAM 94.698 ± 0.003 0.1293 96.218 ± 0.013 4.5160 98.734 ± 0.007 0.2438
ASAM 95.006 ± 0.189 0.2417 97.230 ± 0.057 9.3542 98.862 ± 0.020 1.7804












OAMseq 87.511 ± 0.383 67.993 80.931 ± 1.491 2.3906 74.294 ± 3.727 9.0414
OAMgra 87.806 ± 0.382 67.284 77.883 ± 4.085 2.2848 72.740 ± 7.592 8.6058
SOLAM 95.957 ± 0.012 53.699 86.876 ± 0.049 1.6590 83.470 ± 0.003 5.6492
ASAM 95.907 ± 0.014 69.410 87.520 ± 0.037 6.7974 85.718 ± 0.086 41.608
BAM 95.967 800.1 87.858 14.916 85.807 64.418
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Table 6.4: AUC classification accuracy and training time (in seconds) for linear AUC maximization algo-












OAMseq 89.412 ± 0.055 19.396 98.103 ± 0.378 40.164 97.840 ± 0.851 34.507
OAMgra 90.071 ± 0.503 19.515 98.266 ± 0.260 39.332 97.589 ± 0.774 34.126
SOLAM 92.422 ± 0.555 19.375 96.313 ± 0.021 36.863 97.805 ± 0.041 33.252












OAMseq 97.907 ± 0.021 93.996 97.701 ± 0.060 81.000 94.789 ± 0.092 124.14
OAMgra 97.926 ± 0.120 90.831 97.681 ± 0.019 81.846 93.932 ± 0.429 124.20
SOLAM 97.967 ± 0.007 65.868 97.727 ± 0.054 63.530 99.053 ± 0.009 124.23
ASAM 98.715 ± 0.007 51.949 98.682 ± 0.011 61.441 99.612 ± 0.005 111.39
6.5.5 Study on the Convergence Rate
We investigate the convergence of ASAM and its counterpart SOLAM with respect to the num-
ber of epochs. We also include SAM algorithm that minimizes the pairwise hinge loss function
using SVMSGD2 [92]. The algorithm SAM is analogous to the proposed algorithm ASAM but
without the averaging technique. Figure 6.1 depicts the AUC performance of these stochastic
methods upon varying the number of epochs. We vary the number of epochs according to the grid
{1, 2, 3, 4, 5, 10, 30, 60, 100}, and run the stochastic algorithms using the same setup described in
the preceding subsection. In all subfigures, the x-axis represents the number of epochs, while the
y-axis is the AUC classification accuracy averaged over 3 runs on the test set.
We can observe that our ASAM algorithm achieves better AUC classification accuracy from
the first epoch compared to SOLAM. We can also see that the AUC performance of ASAM out-
performs its non-averaging variant SAM on all the datasets. Furthermore, the AUC performance
of ASAM does not fluctuate considerably with varying the number of epochs on all datasets. This
stable performance indicates the effectiveness of incorporating the scheduled averaging technique
with the scheduled regularization update. It also implies that choosing the best number of epochs
would be easy.
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We can also see that increasing the number of iterations does not significantly improve the
AUC performance of SOLAM on most datasets. The reason might be that SOLAM reaches a
saddle point in the first few epochs and gets stuck there.
6.6 Experiments for kernelized AUC Maximization Methods
In this section, we evaluate the kernelized variant of our accelerated stochastic AUC maximization
algorithm on several datasets. We use the k-means Nyström method to approximate the feature
maps. We compare our algorithm with the batch AUC method and the state-of-the-art online and
stochastic algorithms. Further, we experimentally study the convergence rate of our algorithm
under the high dimensional approximate space.
6.6.1 Compared Methods and Model Selection
In this experiment, we use the same methods we implemented in the precedent section, but we
apply them on the approximate feature space constructed via k-means Nyström low-rank approx-
imation. We denote these methods as NOAMseq, NOAMgra, NSOLAM, NASAM, and NBAM.
Further, we use the same protocol of the precedent section for tuning the hyperparameters of each
algorithm. We also include the results of our scalable kernelized batch algorithm NBAM for refer-
ence.
The k-means Nyström approximation is implemented separately for each algorithm. We com-
pute landmark points using the k-means clustering algorithm, which is implemented in C++ lan-
guage. We set the number of landmark points to be 1600 for all datasets, except for cifar10, epsilon,
and susy, which have landmark points set to 3000, 2800, and 400, respectively. We select a Gaus-
sian kernel function to be used with the k-means Nyström approximation. The bandwidth of the
Gaussian function is set to be the average square distance between the first 80k instances and the
mean, which is computed over these instances.
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Figure 6.1: AUC classification accuracy of stochastic linear AUC maximization algorithms with respect to
the number of epochs. We randomly pick a positive and negative instance in each iteration for ASAM and
SAM, where n iterations correspond to one epoch.
75




































































































Figure 6.1: AUC classification accuracy of stochastic linear AUC maximization algorithms with respect to
the number of epochs. We randomly pick a positive and negative instance in each iteration for ASAM and
SAM, where n iterations correspond to one epoch.
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6.6.2 Results and Discussion
Table 6.5 shows the comparison of our methods with the other stochastic and online AUC maxi-
mization algorithms. The training time in Table 6.5 reports the time cost of learning including the
embedding steps. The reported AUC results are averaged over 3 runs.
We can observe that utilizing the kernel approximation improves the AUC classification ac-
curacy of all the algorithms. The proposed NASAM achieves a competitive AUC performance
compared to the proposed NBAM. However, NASAM requires shorter training time than NBAM
to yield an acceptable AUC accuracy. For example, on the covtype dataset, the AUC performance
of NASAM is on par with NBAM, while it only requires 49.17 seconds for training compared to
more than 18 minutes required by NBAM. In contrast to the online methods, the proposed NASAM
can converge to the optimal solution obtained by the batch method NBAM. We again attribute the
robust performance of NASAM to the effectiveness of scheduling both the regularization update
and averaging.
We observe that the training time of our proposed NASAM closely matches the training time
of those stochastic and online methods. Also, we see that NSOLAM performs better than NOAM
methods in terms of AUC classification accuracy. The robust performance of NSOLAM over
NOAM implies the advantage of optimizing the pairwise squared hinge loss function, performed
by NSOLAM, over the pairwise hinge loss function, carried out by NOAM methods.
6.6.3 Study on the Convergence Rate
In this experiment, we investigate the convergence rate of our method NASAM with respect to
the number of epochs. We compare it with NSAM and NSOLAM and follow the same protocol
implemented in the previous section for studying the rate of convergence of the stochastic linear
methods. For our method NASAM and NSAM, each epoch means n iteration wherein each itera-
tion we randomly pick a positive and negative instance. Figure 6.2 shows the AUC classification
accuracy with varying the number epochs. The reported AUC on the test set is averaged over 3
runs.
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Table 6.5: AUC classification accuracy and training time (in seconds) for NASAM and the other kernelized












NOAMseq 96.648 ± 0.387 174.054 99.053 ± 0.165 22.610 85.934 ± 0.217 85.264
NOAMgra 96.351 ± 0.888 173.75 98.764 ± 0.166 22.589 86.004 ± 0.569 84.780
NSOLAM 95.458 ± 0.774 173.90 98.729 ± 0.156 21.262 89.855 ± 0.042 83.029
NASAM 98.547 ± 0.037 173.24 99.692 ± 0.011 22.589 93.602 ± 0.079 85.334












NOAMseq 98.341 ± 0.206 566.54 88.806 ± 0.667 57.562 99.979 ± 0.002 24.824
NOAMgra 98.078 ± 0.294 565.89 89.743 ± 0.999 56.966 99.960 ± 0.035 24.995
NSOLAM 98.094 ± 0.016 553.33 91.751 ± 0.029 54.223 99.950 ± 0.006 23.029
NASAM 99.375 ± 0.013 566.21 93.804 ± 0.083 56.957 99.982 ± 0.000 26.288












NOAMseq 98.895 ± 0.084 344.72 98.067 ± 0.325 93.295 89.750 ± 0.722 353.78
NOAMgra 98.895 ± 0.325 344.01 98.180 ± 0.135 93.022 89.637 ± 0.577 352.23
NSOLAM 99.065 ± 0.004 339.72 99.104 ± 0.002 83.339 91.842 ± 0.071 335.90
NASAM 99.720 ± 0.005 347.69 99.181 ± 0.007 91.866 96.033 ± 0.088 346.02
NBAM 99.726 598.17 99.184 467.80 96.765 2564.9
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The results show that NASAM is able to achieve a better AUC classification accuracy from
the first run, while the other algorithms require multiple epochs. We can also see the stability of
NASAM over the different number of epochs compared to the other algorithms.
6.7 Experiments of NASAM vs. FASAM
In this experiment, we investigate the performance of our accelerated stochastic AUC maximiza-
tion algorithm (ASAM) with approximate feature space constructed via the k-means Nyström low-
rank matrix approximation and random Fourier features. The former is a data-dependent approx-
imation, while the later is data-independent as it approximates the kernel function. We name our
accelerated stochastic AUC maximization algorithm applied to random features as FASAM, while
NASAM refers to our accelerated algorithm applied to Nyström approximation.
We use these approximation methods to approximate a Gaussian kernel. The bandwidth of the
Gaussian kernel for Nyström approximation is set to be the average square distance between the
first 80k instances and the mean, which is computed over these instances. For Fourier features, the
bandwidth of the kernel is set to γ = 2/σ, where σ is tuned by 3-fold cross validation via the grid
{10, 20, 50, 100}.
Table 6.6 shows the AUC performance and training time of FASAM NASAM on seven bench-
mark datasets. The number of features is set to 1600 for both Nyström and Fourier features
methods. We can observe that the NASAM outperforms FASAM in terms of AUC classifica-
tion accuracy. This indicates that data-dependent approach is more robust than data-independent
in approximating the kernel. However, this is obtained at the expense of the computational time.
The computational time of k-means Nyström approximation can be reduced by restricting the com-
putation of the landmark points on a subset of the dataset.
We study the AUC performance of NASAM and FASAM with a different number of features.
The results are shown in Figure 6.3. We can observe that increasing the number of features im-
proves the AUC performance. This indicates that transforming the input space into a feature space
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Figure 6.2: AUC classification accuracy of the kernelized stochastic AUC algorithms with respect to the
number of epochs. We use Nyström approximation to approximate the kernel matrix. We randomly pick a
positive and negative instance in each iteration for NASAM and NSAM, where n iterations correspond to
one epoch.
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Figure 6.2: AUC classification accuracy of the kernelized stochastic AUC algorithms with respect to the
number of epochs. We use Nyström approximation to approximate the kernel matrix. We randomly pick a
positive and negative instance in each iteration for NASAM and NSAM, where n iterations correspond to
one epoch.
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boosts the AUC performance. We can also see that the AUC performance of NASAM surpasses
that of FASAM. This can be attributed to the superiority of the data-dependent approximation.
Table 6.6: Comparison of NASAM vs. FASAM in terms of AUC performance (%) and training time (in
seconds)



















































In this chapter, we have developed a fast convergence stochastic AUC maximization algorithm that
solves a first-order pairwise objective function. The acceleration technique is based on scheduling
the regularization and the averaging steps. Experimentally, we show that our accelerated stochas-
tic algorithm can achieve a competitive AUC accuracy compared to the batch algorithm, which
optimizes a second-order objective function. We also show that our algorithm is able to surpass
the state-of-the-art stochastic and online AUC maximization methods with a marginal increase in
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the training time. Further, we extend our algorithm to handle nonlinear decision boundaries by
approximating the feature maps via the k-means Nyström and random Fourier methods. For future
work, we plan to improve the convergence rate of our accelerated stochastic AUC maximization
by utilizing different acceleration techniques such as a proximal operator [102].
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Figure 6.3: AUC classification accuracy of NASAM and FASAM with a different number of features
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Chapter 7
Proximal Stochastic AUC Maximization Algorithm
7.1 Introduction
Stochastic and online AUC maximization algorithms have been demonstrated successful optimiza-
tion techniques for large-scale settings. In contrast to batch AUC maximization methods, the
stochastic and online learning algorithms are capable of handling sizable data and dealing effi-
ciently with data arrive in a sequential manner. However, the batch methods converge to the op-
timal solution, while the stochastic and online methods suffer from suboptimal convergence. The
ability to reach the optimal solution makes batch methods achieve a higher accuracy compared to
the stochastic and online algorithms. However, the per-iteration complexity of the batch methods
is time and memory consuming.
The primary challenge here is to develop stochastic AUC algorithms that are able to achieve
AUC classification accuracy obtained by the batch methods while maintaining low training com-
plexity. The accelerated stochastic AUC maximization algorithm [103] shows a strong AUC per-
formance at the same level as a batch method. However, with complex data, the accelerated
stochastic AUC maximization algorithm requires a large number of iterations to achieve AUC
classification accuracy comparable to the batch method.
In this work, we develop a proximal stochastic AUC maximization algorithm. The proposed
proximal stochastic AUC maximization algorithm can be applied to a non-smooth regularization
term. Our method uses the proximal mapping of the hinge loss function to improve the convergence
rate of our stochastic AUC maximization algorithm. We experimentally verify the efficiency and




Several learning approaches have been developed to optimize the AUC objective function effi-
ciently. First-order [65, 66] and second-order [82] online algorithms are devised to optimize a
pairwise convex surrogate loss function by utilizing different buffering schemes to handle the pair-
wise property. Another second-order approach [66] circumvent the need to buffer some instances
by maintaining a covariance matrix for each class, and it learns the model based on the first and
second moments. Among these online methods, the second-order algorithm [82] based on the soft
confidence-weighted learning shows a robust AUC classification accuracy. However, its learning
complexity of O(Bd2) makes it inefficient for high dimensional data, where B is the size of the
buffer and d is the number of features.
Recently, the work [68] finds that optimizing a pairwise least square loss function is equivalent
to min-max saddle point problem. Therefore, a stochastic online AUC maximization algorithm
is devised [68] based on minimizing the primal and maximizing the dual variables in a stochas-
tic manner. Building on the saddle point formulation for the AUC maximization, the work [99]
proposes a proximal stochastic algorithm, while [98] proposes an adaptive multi-stage algorithm.
These algorithms [99, 98] are shown to achieve a convergence rate of O(1
t
), which is faster than
the convergence rate O( 1√
t
) of the standard saddle point algorithm for AUC maximization, where
t is the number of iteration or the number of instances.
We should point out that our proposed algorithm is similar to the proximal stochastic AUC
maximization [99] in terms of utilizing the proximal operator. However, the proximal operator is
used by [99] as a regularizer for the model updated based on the saddle point formulation, while
we apply the proximal operator to the hinge loss function optimized by accelerated stochastic gra-
dient descent. The proximal stochastic algorithm proposed in [104] is also similar to our proposed
method. However, the proximal stochastic algorithm [104] is designed to maximize the accuracy,




Given a sequence of training instances (x1, y1), . . . , (xn, yn) independently drawn from unknown
distribution D on Z = X × Y , where x ∈ X ⊆ Rd represents an instance with d dimensional
features and y ∈ {1,−1} represents the label. Let h(x) = (wTx) denotes a linear classifier, then
the AUC score is defined as:
AUC(w) = Pr(h(x+) ≥ h(x−)) = E[Ih(x+)≥h(x−)],
where I(·) is an indicator function. In practice, the indicator function, which is discontinuous, is
replaced by a convex surrogate loss function. In this work, we define the AUC loss function by the
hinge loss max(0, 1−h(x+−x−)). The optimization problem for maximizing the AUC objective










f(w) + λψ(w), (7.1)
where f(w) = ℓ(wT (x+i − x−j )) = max{0, 1− wT (x+i − x−j )} is a convex differentiable function
and ψ(w) is a convex regularizer, which could be non-differentiable. The popular and scalable
approach to solve such an optimization problem is stochastic gradient descent (SGD) [86], which
enjoys a low per-iteration complexity. However, the convergence rate of the vanilla SGD is slower
than that of the gradient method. The accelerated stochastic AUC maximization algorithm [103]
improves the convergence rate by combining both the scheduled regularization and the scheduled
iterate averaging techniques.
In some cases with complex datasets, this algorithm [103] turns out to be inefficient in terms
of iteration complexity, meaning a large number of iterations is required to achieve an AUC per-
formance comparable to the batch AUC method. How to make a first-order SGD to generalize as
better as a batch method from the first few iterations is a challenging problem.
In this work we promote the convergence rate of the accelerated stochastic AUC maximization
via using the proximal mapping of the hinge loss function. The minimization of the proximal
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variant of the objective function 7.1 using a stochastic algorithm comprises of drawing a random
positive and negative instance at each iteration and compute the model as,




where the rescaling matrixM is defined as M = λ−1I when updating the weight vector using only
the first-order information. The proposed algorithm is detailed in Algorithm 11. The main step in
our algorithm is the use of the proximal mapping of the pairwise hinge loss function. The operator










The solution of the proximal operator 7.2 can be derived analytically using its optimality con-
dition. The derivation steps are detailed in Appendix A. The proposed proximal algorithm applies
the scheduled regularization and averaging steps [103] to the weights of the model to speed up
the convergence. These two steps are regulated to be performed each rskip and askip iterations
respectively as follows,





where w̃ is the averaged solution after q iterations with respect to the askip.
To show the difference between the proximal stochastic and the standard stochastic gradient
methods for AUC maximization, we can rewrite the update step of our proximal algorithm as:




whereas the update step of the vanilla stochastic algorithm is written as:
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We can see that the proximal stochastic algorithm can evaluate the hinge loss function at wt+1
instead of wt without making an actual iteration. Moreover, the proximal operator makes small
update steps during training iterations. In contrast to the accelerated stochastic method [103], our
proximal algorithm averages a set of weights that received a small changing during training. The
averaging of such weights yields an improvement in accelerating the convergence rate.
Algorithm 11: Proximal Stochastic AUC Maximization
Input: training dataset X , γ,t0,T , rskip, askip
Set rcount = rskip, acount = askip, q = 0
Initialize w1 = 0 ∈ Rd and w̃0 = 0 ∈ Rd
for t = 1, . . . , T do
Randomly pick a pair it ∈ 1, . . . , n+, jt ∈ 1, . . . , n−





rcount = rcount− 1
if rcount ≤ 0 then
wt+1 = wt+1 − rskip (t+ t0)−1 wt+1
rcount = rskip
end if
acount = acount− 1












In this section, we evaluate the performance of our proposed method on several benchmark datasets.
We compare our proximal stochastic AUC maximization algorithm with the state-of-the-art online
and stochastic AUC maximization algorithms. The experiments are implemented in MATLAB,
while the learning algorithms are written in C++ language via MEX files. The experiments were
performed on a computer equipped with an Intel 4GHz processor with 32G RAM.
7.4.1 Datasets
We use several datasets described in Table 7.1. We also experiments on high dimensional datasets
described in Table 7.2. The datasets can be downloaded from LibSVM website10 and UCI11. For
datasets that are not split into training and test sets, we partition them into 80% for training and
20% for testing. The multi-class data are transformed into imbalanced binary data by grouping
roughly half of the classes into a label and the rest of classes into a different label.
Table 7.1: Benchmark data sets
Data #training #test #feat ratio
spambase 3,680 921 57 1.53
letter 15,000 5,000 16 2.07
a9a 26,048 6,513 123 3.15
w8a 49,749 14,951 300 32.4
ijcnn1 49,990 91,701 22 9.44
cifar10 50,000 10,000 3072 2.33
connect-4 54,045 13,512 126 3.06
mnist 60,000 10,000 784 2.32
acoustic 78,823 19,705 50 3.31
aloi 86,400 21,600 128 46.61
webspam 280,000 70,000 254 1.53
cod-rna 331,152 157,413 8 2.0
epsilon 400,000 100,000 2000 1.00
covtype 464,809 116,203 54 11.26




Table 7.2: High dimensional data sets
Data #training #test #feat ratio
farm-ads 3,314 829 54,877 1.14
sector 6,412 3,207 55,197 9.13
news20 12,748 3,187 62,061 3.01
real-sim 57,847 14,462 20,958 2.25
7.4.2 Compared Methods and Model Selection
1. OAMseq and OAMgra [65]: The sequential and gradient variants of online AUC maximiza-
tion. The hyperparameters are chosen as suggested by [65] via 3-fold cross validation. The
number of positive and negative buffers is set to 100.
2. CBRFIFO [82]: The confidence-weighted bipartite ranking algorithms with the First-In-First-
Out buffer updating policy. The size of the positive and negative buffers is fixed at 50. The
hyperparameter η is set to 0.7, and the penalty hyperparameter C is tuned by 3-fold cross
validation by searching in 2[−10:10]. We use the diagonal variant when experimenting on the
high dimensional datasets.
3. SOLAM [68]: This is the stochastic online AUC maximization. The hyperparameters of the
algorithm (i.e., the learning rate and the bound on the weight vector) are selected via 3-fold
cross validation by searching in the grids {1 : 9 : 100} and {10−1, . . . , 105}, respectively.
The number of iterations is set to 15.
4. BAM [42]: This is the batch AUC maximization algorithm. This algorithm optimizes
the squared hinge loss function using truncated Newton. The best regularization hyper-
parameter C is chosen from the grid {2−15, . . . , 210} via 3-fold cross validation.
5. ASAM [103]: This is the accelerated stochastic AUC maximization algorithm. The hyper-
parameter λ is chosen from the grid {10−10, . . . , 10−7} via 3-fold cross validation. For the
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experiment with high dimensional data, we tune λ using 3-fold cross validation by searching
in the grid {1 : 9 : 100}.
6. PSAM: This is the proposed proximal stochastic AUC maximization algorithm. The hyper-
parameter λ is chosen from the grid {10−10, . . . , 10−7} via 3-fold cross validation. For the
experiment with high dimensional data, we tune λ using 3-fold cross validation by searching
in the grid {1 : 9 : 100}.
7.4.3 Results and Discussion
Results for Linear AUC Maximization Methods:
The comparison in terms of AUC performance and training time on the benchmark datasets is
shown in Table 7.3, while the comparison on the high dimensional datasets are shown Table 7.4.
The reported AUC is averaged over 3 runs for experiments on the high dimensional datasets; oth-
erwise, the AUC results are averaged over 5 runs.
We observe that our algorithm PSAM outperforms the other online and stochastic methods in
terms of AUC classification accuracy. Further, we see that the AUC performance of PSAM is
comparable to the batch method, whereas the training of PSAM is faster than the batch method.
PSAM is also able to achieve better AUC classification accuracy compared to its non-proximal
counterpart ASAM, while its training time is on par with that of ASAM. CBRFIFO achieves a
robust AUC performance on most datasets. However, its training is significantly slower than the
other stochastic and online algorithms on most datasets, especially for datasets with a large number
of features.
Results for Nonlinear AUC Maximization Methods:
We compare the performance of the nonlinear variant of our proximal method with the other non-
linear batch and stochastic AUC maximization algorithms on six datasets (i.e., acoustic, aloi, cod-
rna, webspam, covtype, and susy). The results comparing the performance are shown in Table 7.5.
The Gaussian kernel matrix is approximated using the k-means Nyström method. The bandwidth
of the Gaussian function is set to be the average square distance between the first 80k instances
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and the mean, which is computed over these instances. We set the number of landmark points to
be 1600 for acoustic, aloi, cod-rna, webspam, and covtype, while susy has landmark points set to
400. The results of the stochastic methods are averaged over 3 runs.
We can see that our method NPSAM achieves a robust performance compared to NSOLAM
and NASAM, while its AUC performance is on par with that of the batch method NBAM. However,
the training time of our method NPSAM is significantly shorter than NBAM. Among the stochastic
algorithms, NSOLAM performs poorly compared to our methods. The robust performance and the
fast training of our proximal algorithm make it appealing for large-scale applications.
7.4.4 Study on the Convergence Rate
We study the convergence of PSAM with respect to the number of epochs. We also compare
it with the other stochastic AUC maximization methods ASAM and SOLAM. The AUC results
of these stochastic methods upon varying the number of epochs are depicted in Figure 7.1. The
results of the nonlinear variants are shown in 7.2. We vary the number of epochs according to
the grid {1, 2, 3, 4, 5, 10, 30, 60}, and run the stochastic algorithms using the same setup described
in the preceding subsection. One epoch means n number of iterations, where n is the number of
instances. For PSAM and ASAM, we pick a positive and negative instance at random in each
iteration. In all subfigures, the x-axis represents the number of epochs, while the y-axis is the AUC
classification accuracy averaged over 3 runs on the test set.
We observe that PSAM and its nonlinear variant NPSAM are able to reach the optimal solution
from the first epoch in most datasets. We attribute this superior performance of our algorithms to
the formulation of the proximal operator with scheduling both the regularization and the averaging
steps. We also note that increasing the number of epochs improve the AUC performance of PSAM
and NPSAM on some datasets. Notice that the number of iterations in the first epoch is much
smaller than the number of pairs. This suggests that studying different sampling strategies is a
possible research direction to boost the rate of convergence.
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OAMseq 96.236 ± 0.473 0.018 65.552 ± 1.839 0.036 81.565 ± 0.869 0.286
OAMgra 95.995 ± 0.913 0.017 66.759 ± 1.057 0.029 81.456 ± 1.878 0.282
CBRFIFO 97.573 ± 0.093 0.533 68.173 ± 0.122 0.446 89.900 ± 0.013 17.25
SOLAM 94.204 ± 0.143 0.017 68.514 ± 0.158 0.015 89.540 ± 0.047 0.225
ASAM 97.356 ± 0.100 0.011 68.209 ± 0.286 0.017 89.637 ± 0.104 0.287
PSAM 97.508 ± 0.143 0.015 69.043 ± 0.047 0.024 90.111 ± 0.011 0.367












OAMseq 94.003 ± 1.104 1.225 87.498 ± 1.282 0.113 64.440 ± 2.303 13.31
OAMgra 94.815 ± 1.334 1.214 86.617 ± 1.850 0.113 64.561 ± 2.154 13.37
CBRFIFO 97.442 ± 0.455 5.149 91.591 ± 0.048 2.224 66.942 ± 1.060 146.2
SOLAM 94.537 ± 0.881 0.973 90.527 ± 0.087 0.071 57.193 ± 4.620 14.63
ASAM 97.695 ± 0.018 0.681 91.503 ± 0.197 0.116 76.391 ± 0.089 6.881
PSAM 97.747 ± 0.026 0.920 92.218 ± 0.024 0.188 76.056 ± 0.035 9.113












OAMseq 79.737 ± 0.179 0.618 92.176 ± 0.748 3.928 82.116 ± 2.264 0.368
OAMgra 78.501 ± 1.504 0.602 92.097 ± 0.656 3.950 78.000 ± 8.433 0.354
CBRFIFO 88.151 ± 0.029 37.75 95.753 ± 0.119 17.24 88.573 ± 0.076 11.251
SOLAM 87.491 ± 0.062 0.433 94.866 ± 0.046 3.024 87.083 ± 0.177 0.250
ASAM 87.771 ± 0.057 0.701 95.911 ± 0.047 2.164 88.393 ± 0.024 0.543
PSAM 88.200 ± 0.005 0.851 96.051 ± 0.018 2.768 88.557 ± 0.010 0.672












OAMseq 95.432 ± 0.399 6.571 94.956 ± 3.567 0.343 88.201 ± 0.412 67.44
OAMgra 95.331 ± 0.334 6.356 97.632 ± 0.121 0.332 87.375 ± 0.614 68.19
CBRFIFO 97.234 ± 0.024 37.75 98.893 ± 0.003 5.913 95.591 ± 0.074 689.4
SOLAM 96.615 ± 0.025 4.536 98.770 ± 0.006 0.250 95.961 ± 0.006 53.50
ASAM 97.197 ± 0.026 4.870 98.900 ± 0.012 0.896 95.814 ± 0.031 37.46
PSAM 97.250 ± 0.004 6.289 98.687 ± 0.002 1.203 95.964 ± 0.001 50.35












OAMseq 78.683 ± 1.952 2.378 71.957 ± 0.669 8.973 73.226 ± 1.521 1.088
OAMgra 80.760 ± 1.613 2.281 69.810 ± 7.131 8.590 74.128 ± 2.219 1.007
CBRFIFO 86.760 ± 0.895 72.60 85.953 ± 0.001 202.7 81.576 ± 0.243 80.14
SOLAM 86.425 ± 0.114 1.662 83.525 ± 0.015 5.723 73.846 ± 1.636 0.719
ASAM 86.851 ± 0.048 4.183 85.820 ± 0.060 21.06 80.311 ± 0.145 0.789
PSAM 87.059 ± 0.001 5.344 85.950 ± 0.001 28.44 80.993 ± 0.020 1.248
BAM 87.18 15.02 85.81 63.75 81.64 12.36
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Table 7.4: Comparison of AUC classification accuracy and training time (in seconds) for different AUC












OAMseq 89.260 ± 0.091 19.43 98.258 ± 0.240 39.108 97.610 ± 0.100 90.90
OAMgra 90.080 ± 0.397 20.15 98.161 ± 0.206 37.94 97.647 ± 0.046 89.40
CBRFIFO 93.959 ± 1.572 226.8 98.720 ± 0.245 541.6 98.619 ± 0.074 1576
SOLAM 91.738 ± 0.385 19.39 96.836 ± 0.186 29.39 97.605 ± 0.021 65.73
ASAM 95.690 ± 0.071 7.877 97.719 ± 0.039 20.537 97.904 ± 0.006 36.67






OAMseq 94.533 ± 0.081 123.0
OAMgra 94.331 ± 0.355 123.3
CBRFIFO 99.553 ± 0.011 1355
SOLAM 99.006 ± 0.017 123.0
ASAM 99.513 ± 0.003 80.38
PSAM 99.652 ± 0.008 97.47
Table 7.5: Comparison of AUC classification accuracy and training time (in seconds) for the nonlinear
variants of the batch and the stochastic AUC maximization algorithms. The training time excludes the
embedding steps.










NSOLAM 92.826 ± 0.279 8.25 92.450 ± 0.212 8.99 99.108 ± 0.000 34.93
NASAM 93.316 ± 0.063 5.61 98.992 ± 0.025 5.75 99.163 ± 0.007 23.65
NPSAM 94.073 ± 0.028 7.36 99.507 ± 0.002 8.22 99.195 ± 0.000 31.15
NBAM 94.173 142.4 99.742 171.8 99.182 419.5










NSOLAM 99.594 ± 0.001 29.34 94.324 ± 0.241 49.07 86.933 ± 0.000 303.44
NASAM 99.629 ± 0.014 19.45 95.201 ± 0.081 34.26 87.200 ± 0.024 603.08
NPSAM 99.759 ± 0.000 26.74 96.150 ± 0.021 45.40 87.301 ± 0.006 589.48
NBAM 99.740 295.65 96.650 2025.1 87.280 5512.3
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Figure 7.1: AUC classification accuracy with respect to the number of epochs for the stochastic linear AUC
methods. We randomly pick a positive and negative instance in each iteration for PSAM and ASAM, where
n iterations correspond to one epoch.
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Figure 7.1: AUC classification accuracy with respect to the number of epochs for the stochastic linear AUC
methods. We randomly pick a positive and negative instance in each iteration for PSAM and ASAM, where
n iterations correspond to one epoch.
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Figure 7.1: AUC classification accuracy with respect to the number of epochs for the stochastic linear AUC
methods. We randomly pick a positive and negative instance in each iteration for PSAM and ASAM, where
n iterations correspond to one epoch.
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Figure 7.2: AUC classification accuracy with respect to the number of epochs for the kernelized stochastic
AUC maximization algorithms. We randomly pick a positive and negative instance in each iteration for
NPSAM and NASAM, where n iterations correspond to one epoch.
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Figure 7.2: AUC classification accuracy with respect to the number of epochs for the kernelized stochastic
AUC maximization algorithms. We randomly pick a positive and negative instance in each iteration for
NPSAM and NASAM, where n iterations correspond to one epoch.
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7.5 Conclusion
In this chapter, we have developed a stochastic AUC maximization method using proximal op-
erator. We applied the proximal operator to the pairwise hinge loss function and optimized the
model by scheduling both the regularization and the averaging steps. The experimental results on
several benchmark datasets show that our proposed method surpasses the state-of-the-art scalable
AUC maximization algorithms in terms of AUC classification accuracy. We also demonstrate via
experiments that our proximal stochastic AUC maximization algorithm is able to reach the optimal
solution from the first epoch. For future work, we will study our proximal stochastic AUC max-
imization algorithm with other loss function such as smoothed hinge loss function and squared
loss. Further, the presented proximal point approach can also be extended to work with SOLAM




Conclusion and Future Work
The AUC measure is a critical evaluation tool for various machine learning and data mining ap-
plications. The importance of the AUC measure lies in its insensitivity to class distribution, while
other measures, such as error rate and accuracy, are affected by the ratio of positive to negative
classes. The standard SVM machines lack scalability to optimize the AUC due to its multivariate
nature. Thus, many studies have developed SVM machines designed to maximize the AUC met-
ric. However, the high complexity of batch kernelized AUC machines renders them infeasible for
training large-scale datasets, while their linear variants are prone to the under-fitting problem when
applied to datasets having complex nonlinear decision boundaries.
The first contribution of this thesis is a large-scale nonlinear AUC maximization algorithm that
approximates a kernel matrix using the k-means Nyström method and random Fourier approaches.
This nonlinear model is constructed by implementing linear AUC machines on the approximate
feature mappings. However, the complexity of each matrix-vector product in batch linear AUC
machines is linear in the data size at best, which hinders their scalability. Recently, many methods
have been developed using online and stochastic learning optimization techniques to scale up the
AUC maximization algorithm to massively large imbalanced datasets.
However, the online AUC maximization methods provide fast training algorithms at the ex-
pense of the optimal convergence rate. This issue results in inferior AUC classification accuracy
for complex real-world datasets. The second contribution of this thesis is developing scalable on-
line learning algorithms to improve the convergence of the AUC maximization algorithm. The
improvement is achieved by learning a confidence-weighted algorithm, which is a second-order
online learning method, to optimize a pairwise loss function and using a buffering strategy to deal
with the multivariate nature of the loss function. We have also developed a diagonal variant for
this second-order AUC maximization algorithm to address imbalanced datasets with very high
dimensionality. For online nonlinear learning, we have extended our confidence-weighted AUC
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maximization algorithm to learn on an approximate feature space constructed via random Fourier
features.
As a third contribution, we have developed an accelerated stochastic AUC maximization algo-
rithm that can converge faster than the competing AUC maximization methods. The acceleration
in our stochastic AUC maximization algorithm is attained by scheduling both the regularization
update and the averaging step. The nonlinear variants are developed by learning the accelerated
stochastic AUC maximization classifier on an approximate feature space constructed via the k-
means Nyström and random Fourier methods.
The fourth contribution of this work concerns further improving the convergence rate of our
accelerated stochastic algorithm for AUC maximization. We boost the rate of convergence of
our stochastic AUC maximization algorithm by implementing a proximal operator of the pairwise
hinge loss function. The proximal algorithm achieved the state-of-the-art convergence rate.
8.1 Future Work
One possible future work is the application of our accelerated stochastic techniques to optimize
other non-decomposable measures such as partial AUC [105], precision@k, and F1-measure [106].
Moreover, the objective functions of our scalable AUC maximization methods can be modified to
incorporate unlabelled instances [107]. The accelerated stochastic AUC maximization algorithms
that are presented in this work can be utilized in developing a variant of factorization machines
[108] for AUC maximization with a fast rate of convergence.
Another interesting future work is devising a scalable AUC maximization algorithm under
fairness constraints [109]. A fairness-aware machine learning algorithm is an emerging field that
considers learning algorithms with impartial predictive classifiers. Development of a fairness-
aware AUC maximization algorithm is of importance because imbalanced phenomenon in real-
world applications would worsen the bias of the data.
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Appendix A
The Proximal Operator of the Hinge Loss
Proximal operators for most loss functions have efficient or closed form solutions. In what follows,
we derive the analytical solution for the proximal operator of the pairwise hinge loss function,
which is similar to the solution presented in [90]. Let x+i and x
−
j represent a random positive and
negative instance, respectively. We assume that x ∈ X , where X ⊆ Rd and R is a Euclidean space,
meaning that the magnitude of any vector in R is obtained by l2-norm. Let xt = (xi − xj) denotes
the difference vector at the t-th iteration. The pairwise hinge loss function is defined as:
f(wt) = max{0, 1− wTt xt}.











The precedent expression is a minimization problem that approximates to the vector v while
taking into account the cost of this approximation f(v). A closed form solution of this minimiza-
tion problem can be attained by the optimality condition of the proximal operator. Recall that the












−1 1− wTt xt ≥ 1
0 1− wTt xt ≤ 0
wTt xt − 1 otherwise
.
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For each case, the evaluation of the gradient is determined based on the projection onto the
hyperplane or half-spaces. Consequently, the proximal operator of the hinge loss function can be















s.t. vTx = 1 .
The precedent constrained minimization problem can be solved using its optimality condition
(i.e., KKT conditions), which yields the following solution:
PH(w) = w −
wTx− 1
||x||2 x.
Therefore, the proximal operator of the hinge loss has the following closed-form solution,










0 z ≤ 0
−1 z ≥ 1
−z 0 < z < 1
.
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