Abstract--In this paper, we will study the existence of periodic solutions for the delay evolution integrodifferential equations in a general Banach space with unbounded operator.
INTRODUCTION
Let X be a Banach space with norm I1" II and let r > 0 be a constant. We denote C( [-r, 0 We consider the following finite delay evolution integrodifferential equation
(/: ) u'(t)+A(t)u(t)=f t, ut, g(t,s,u~)ds , u (t) = ¢ (t),
t>0, t e I-T,01, (1.1) in a general Banach space (X, I1" II), with A(t), an unbounded operator, and f : R + x C x X --* X, g : R + x R + x C --* X are continuous functions. Equation (1.1) has received some attention. For example, Xiang and Ahmed [1] studied the existence of periodic solutions of the finite delay evolution equations, and Oliveira [2] studied the instability for the finite delay evolution equations when A(t) is a constant operator. See [3, 4] for related citations for evolution equations. Recently, Liu [5] studied the bounded solutions and the periodic solutions of finite delay evolution equations.
In this paper, we will study the existence of periodic solutions for the delay evolution integrodifferential equation (1.1) . For this purpose, we define P along the solution in such a way that, for u(-, ¢) a solution of equation (1.1) with the initial function ¢,
i.e., (P¢)(s) = UT(S,¢) = u(T + s,¢), s e f-r, 0], where r is a positive constant, and then, examine when the map P has a fixed point.
We will obtain the existence of solutions for the delay evolution integrodifferential equation in Section 2 and study the existence of periodic solutions for the delay evolution integrodifferential equation in Section 3.
EXISTENCE OF SOLUTIONS
In this section, we study the existence and uniqueness of solutions for equation (1.1). We make the following assumptions. 
ASSUMPTION 2.1. For a constant T > r, f(t + T, x, y) = f(t, x, y) with f(t, x, O) = O, A(t + T) = A(t), g(t + T,s + T,x) = g(t,s,x) with f[ g(t,s,x) ds = O, t > s > O, f is continuous in its variables and is 1ocally Lipschitz in
(H3) There exist constants L and 0 < a < 1, such that
Under these assumptions, Pazy [6] implies the existence of a unique evolution system U(t, s), 0 < s < t < T, for equation (1.1). 
f ( f ) u(t) =U(t,O)¢(O)+ V(t,s) f s, us, g(s,r, ur) dv ds,
PROOF. We only need to set up the framework for the use of the contraction mapping theorem.
With ¢ E C([-r, O], X)
being fixed and with tl > 0 to be determined, we define a map Q on C([-r, tl], X), such that, for Qu(s) = ¢(s) for s e f-r, 0] and
Using the property of the evolution system U, we have 
+f (s, us, foSg(s,%vr) dr)-f (s, vs, foSg(s,T, vr) dr)] ds.
Now, f is locally Lipschitzian in the second and third variables, g is locally Lipschitzian in the third variables, and U(t, s) is a bounded operator, it is clear that we can obtainthe result by using the contraction mapping theorem.
EXISTENCE OF PERIODIC SOLUTIONS
In this section, we study the periodic solutions for the finite delay evolution integrodifferential equation,
(/0 ) u'(t)+A(t)u(t)=f t, ut, g(t,s, us) ds ,
t>0, (3.1)
u (t) = ¢ (t), t • I-r, 0],
in a general Banach space (X, I1" II).
For this purpose, we need some definitions and lemmas (see [7] ). 
Then, P has a fixed point in Eo.
To establish the existence of periodic solutions for the integrodifferential equation, we define a map P along the solution in such a way that, for u(-,¢) a solution of equation (3.1) with the initial function ¢.
PC = UT (',
and then, examine whether map P has a fixed point. We note that a fixed point of P gives rise to a periodic solution, because if PC = ¢, then, for the solution u(0) = u(., ¢) with Uo(., ¢) = ¢, we can define y
(t) = y(t + T). Now, for t _> 0, we can use the known formula [6], U(t, s) = U(t, r)U(r, s)
and hypotheses to obtain 
• y ( /0 ~ ) y(t) u(t+T)=U(t+T,O)¢(O)+ V(t+T,s)f s, us, g(s,r,u~)d~" ds 30

f ( I )
=U(t+T,T) U(T,O)¢(O)+ U(t+T,T)U(T,s)f
=U(t,O)U(T,O)¢(O)+ U(t,O)U(T,s)f s, us, g(s,r,u~)dr ds
=U(t,0) U(T,0)¢(0)+
U(T,s)f s, us, g(S,T,u~)dT ds
(3.3) /o ~ ( /o ~ )
q-U (t, 8) f 8, Us+T, g (s + T, "r + T, Ur+T) dT ds
=U(t, 0) U(T,0)¢(0)+
U(T,s)f s, us, g(s,r,u~)dT ds + fotU(t,s)f(s, ys, foSg(s,r, Yr) dr) ds
/: (f )
=U(t,O)u(T)+ U(t,s)f S, ys, g(s,T, yr) dr ds /o ~ ( /: )
=U(t,O)y(O)+ U(t,s)f s,y~, g(s,r,y~)dr ds.
This implies that y is also a solution and Y0 = UT(¢) = PC = ¢. Then, the uniqueness implies
that (u(t + T))y(t) = u(t), so that u(¢) is a T-periodic solution.
The following lemma will be needed here to show that P is a compact operator. Recall that in the usual way (see, e.g., [6, 7] ), we define fractional power operator A a and Banach space Xa for 0 < a < 1, where A = A(0) and Xa = D(Aa), II " H~). We also write the norm in L(Xa, X~) (space of bounded linear operator from Xa to X~) as II " Ila,a. LEMMA 3.2. (See [7] .) (i) Suppose that 0 <_ a <_ 13 < 1. Then, for/3 -a < ~ < 1, there is a constant C(a,/3, V), such that
HU(t,h)H <C(a,/3,.y)(t-h) -~, O<_h<t<_T.
(ii) For 0 _< "r < 
I/o ~ /: I U(t,h)g(h) dh-U(s,h)g(h) dh < C('y) lt-srom~xLIIg(h)ll.
I(/i )
<C (7) lhl-h2I "y max f S, Us, g(s,T, ur) dT-.
--
0<s<T, 0<~_s
Because the solutions of equation (3.1) is bounded in Xv. Then, use the fact that the embedding X v --~ X is compact again, we see that the set defined by (3.8) is precompact in X. Now, the Arzela theorem implies that P is a compact operator. PROOF. Let map P be defined by (3.2) . Using an argument similar to (3.3), we see that ., fo' g (,,r,~.)d.)-y (,,~., L'g(s,.,v.) 
