Abstract: The LQ-optimal state feedback of a finite-dimensional linear time-invariant system determines a coprime factorization N M −1 of the transfer function. We show that the same is true also for infinite-dimensional systems over arbitrary Hilbert spaces, in the sense that the factorization is weakly coprime, i.e., N f, M f ∈ H 2 =⇒ f ∈ H 2 for every function f . The factorization need not be Bézout coprime.
Introduction and main results
In this article we shall establish the results mentioned in the abstract and some others on weakly coprime and Bézout coprime factorizations, LQ-optimal control, stabilizable realizations and weakly left-invertible holomorphic functions (possibly Hilbert space operator-valued). We work in discrete time, but the results hold in continuous time too, with certain technical differences in the case of very unbounded control and observation operators. By H ∞ we denote the set of bounded holomorphic (possibly operatorvalued) functions on the unit disc. By I we denote either the identity operator or the corresponding constant function I ∈ H ∞ . In a "coprime factorization" p = n m of a rational number p, any common divisors of n and m (other than the units ±1) have been canceled out, i.e., n and m are relative primes (coprime). Thus, their greatest common divisor is gcd(n, m) = 1. Similarly, in a "right coprime factorization" P = N M −1 of a function P , any common (right) divisors (in H 
i.e., then I = LV for some L ∈ H ∞ . This is sometimes expressed as "(a right) gcd(N, M ) = I". Condition (1) ] to prove this). If N and M are scalar-valued and we only require (1) to hold for scalar-valued functions V , then we get the classical definition of a "weakly right coprime factorization" [Fuh81] [Ino88] [Smi89] . The same holds in the matrix-valued case too if we only require (1) to hold for square-matrix-valued functions V [Mik08, Theorem 2.17(c)].
In the operator-valued case one should only require (1) to hold when V (0) is invertible. That definition is equivalent to the classical one in the matrix-valued case (assuming that M (0) is invertible), but it is "the right definition" in the operator-valued case too, in the sense that all functions of the form N M −1 do have weakly coprime factorizations and the classical relations to LQ-optimal state feedback are retained, etc. Most of these relations are new in the scalar-valued case too (for nonrational functions). However, we will use the property (2) below as our definition, because it is more useful in state-feedback contexts. We later prove our definition equivalent to the one above.
The theory on the connection between coprime factorization and different forms of stabilization of finite-dimensional systems became rather mature during the 70s and 80s [Vid85] [Fra87] . Thereafter, coprime factorization has played a major role in control theory, both finite-and infinite-dimensional. Also the infinite-dimensional setting has been studied intensively, but only now the theory is becoming complete.
The connection between dynamic stabilization and (Bézout) coprime factorization has been established also for general nonrational functions in, e.g., [Vid85] , [Ino88] , [Smi89] , [Qua04] in the matrix-valued case, and in the operator-valued case in [CWW01] , [Cur06] and [Mik07a] ; all these for transfer functions only. Fairly general state-space results are given in [WR00] .
In [CO06] and [Sta98] , certain connections between coprime factorization and stabilizability and detectability were established. These results will be extended to an equivalence in Theorem 1.3.
In the finite-dimensional case, the coprime factorization of the transfer function of a system is determined by the LQ-optimal state feedback. We shall show that, in the infinite-dimensional case, the factorization defined by that state feedback is "weakly coprime" (not always (Bézout) coprime).
Using this result, we establish algebraic and system-theoretic necessary and sufficient conditions for a (possibly operator-valued) function to have a (state-feedback) stabilizable realization or a weakly coprime factorization (Theorem 1.2). Also similar results on the Bézout coprime factorization are given, as well as further properties on both types of coprimeness.
Before presenting the main results, we need some definitions. Let U, X and Y be arbitrary complex Hilbert spaces, and set D := {z ∈ C |z| < 1}. Let B stand for bounded linear operators. By H ∞ (U, Y) (resp., H ∞ (U) for every proper U-valued function f ; i.e., if a proper U-valued function f is a restriction of an element of H 2 (U) whenever [ N M ] f is a restriction of an element of H 2 (Y × U). 1 In [Mik08] it will be shown that an equivalent definition is obtained with, e.g., any H p space in place of H 2 in (2). In Section 6 the relations between different forms of coprimeness will be treated (the claims on (1) partially in [Mik08]) and the above will be shown equivalent to the classical definition in the matrix-valued case. The property (2) is very important from the control-theoretic point of view. In the literature that property (of Bézout coprime pairs) has been used to reduce unstable control problems to stable ones. Now that can be done in the general case too, as explained in the notes to Section 3.
A right factorization (2)), but the converse is not true (Example 7.1).
A 
Thus, with respect to H
∞ / H ∞ fractions (or state-feedback stabilization, see Theorem 1.2), weak coprimeness is the more natural form of coprimeness. A r.c.f. is just the special case of the w.r.c.f. for functions of the form characterized in Theorem 1.3.
Nevertheless, for rational matrix-valued functions (or others continuous on D), weak coprimeness is equivalent to coprimeness, as well as to N and M having no common zeros on D. Therefore, the difference between a r.c.f. and a w.r.c.f. does not show up in the finite-dimensional systems and control theory (cf. [Fra87] ).
From Theorem 1.1 we see that a right factorization P = N M −1 is a w.r.c.f. if and only if M divides the denominator of every right factorization of P . It follows that M −1 must contain the singularities of P but no others (as in Theorem 6.17); note that in the operator-valued case also injective singularity might exist (and is yet forbidden in V ). Further details are provided in Section 6 and a rich algebraic description of w.r.c.f.'s in the matrix-valued case is given in [Qua03a] and in [Qua06] .
From Theorem 1.1 we also conclude that if P = N M −1 is a normalized w.r.c.f., then all normalized right factorizations of P are exactly those corresponding to an inner V ∈ H ∞ (U) such that V −1 is proper. This solves a problem studied in [OC05] .
1 To be exact, we misuse the notation in a fairly standard way: we write f ∈ H 2 (U) whenever Now it is the time to explain some of the system-and control-theoretic properties and applications of w.r.c.f.'s.
We call
−1 B near 0 (and X is a Hilbert space). In Section 3 we shall prove the following "extension" of Theorem 1.1 (the fairly standard definitions of (iii)-(v) will be presented in Sections 2 and 3). (ii) P has a normalized weakly right coprime factorization.
(iii) P has an output-stabilizable realization.
(iv) P has a stabilizable realization.
(v) P has a realization that satisfies the Finite Cost Condition (10).
Moreover, a realization

A B C D of P is output-stabilizable if and only if there exists a nonnegative solution P ∈ B(X) of the LQR Riccati equation
A * PA − P + C * C = (C * D + A * PB)(I + D * D + B * PB) −1 (D * C + B * PA).(3)
Let
A B C D
be such. Then there exists a smallest nonnegative solution P min . Set 
is a normalized weakly right coprime factorization of P .
One more equivalent condition is that the (generalized) Hankel range of P is contained in the (generalized) Toeplitz range of P plus H 2 (Theorem 5.1). Further equivalent conditions are given in [Mik08] .
For example, the proper function P (z) = z + 1/2 does not satisfy (i)-(v), being not meromorphic on D. However, without (i)-(v) most typical control problems on P do not have any solutions.
From Theorem 1.2 we conclude that the normalized w.r.c.f. of any function corresponds to the LQ-optimal state-feedback for some system. Theorem 1.2 provides a constructive formula for the w.r.c.f. Moreover, the result shows that the factorization determined by the LQ-optimal state-feedback operator F is always weakly coprime. It need not be Bézout coprime (Example 7.2). Both facts have previously been unknown (cf. [OC05, p. 1208]), even in the scalar-valued case
In the last result of this section, we shall present a similar equivalence on Bézout coprime factorizations. 
.) The conditions (iii)-(v) below are defined in Section 4, which also contains the proof. (ii) P has a d.c.f. (doubly coprime factorization).
(iii) P has an output-stabilizable and input-detectable realization.
(iv) P has a stabilizable and detectable realization.
(v) P has a jointly stabilizable and detectable realization.
A sixth equivalent condition is that P is dynamically stabilizable (i.e.,
∞ for some proper Q), as will be shown in [Mik07a] using Theorems 1.1 and 1.3. For matrix-valued functions the sufficiency of dynamic stabilization was established in [Ino88] and [Smi89] , the necessity and more in [Tre92] (whose extension to the matrixvalued case is contained in [Vas71] , as noted in [Qua04] ).
Notes
Naturally, to every "right" definition (e.g., "r.c.f.") or result in this article there exists a corresponding "left" definition or result, by duality (replace P (resp., M, N, . . .) by
In particular, the existence of a "l.c.f." is one more equivalent condition in Theorem 1.3.
We call here N, M ∈ H ∞ gcd-coprime if (1) holds for every square-matrix-valued V (if it holds for the other V ∈ H ∞ too, then N and M are actually Bézout coprime:
] to observe this). For gcd-coprime factorizations, the first result of Theorem 1.1 was established in [vR77] in the scalar-valued case (by showing that H ∞ (C) is a greatest common divisor domain) and in [Ino88] and [Smi89] in the matrix-valued case, independently.
In control theory, the word "coprime" has been reserved to Bézout coprimeness. Therefore, the "more natural" coprimeness concept, "gcd-coprime", has been called "weakly coprime" [Ino88] [Smi89]. In the matrix-valued case that coincides with our definition, namely with the "quasi-coprime" of [Mik02] and [Mik06], by Theorem 6.14. In the operator-valued case "gcd-coprime" coincides with "(Bézout) r.c." [Mik08] , so the term "weakly coprime" can be reserved, instead, to our definition (of "w.r.c.") also in that case. Moreover, our definition is exactly the one satisfied by the factorization determined by the LQ-optimal control, thus generalizing many classical results on rational transfer functions or on finite-dimensional systems.
The main contribution of Theorem 1.1 is the existence of a w.r.c.f. (in our terms); the rest of the theorem is fairly straight-forward. We are grateful to one of the referees for pointing out to us the existence of [Qua05] and [Qua06] and that one obtains an alternative proof of the existence of a w.r.c.f. (and of Theorem 6.14) in the scalar-valued case from [Qua05, Proposition 8 & Corollary 5], whose proofs can be applied to the matrix-valued case too when combined with [Qua06, Theorem 1]. Our Theorem 1.1 was first reported in [MS04] (which is completely due to the author but was presented by O. Staffans).
The contribution of this article to Theorem 1.2 lies in the three appearances of the term "weakly right coprime". The rest of the theorem is contained in [Mik02] , and at least the Riccati equation part has been well known earlier (see, e.g., [CZ95] ), being a straightforward extension from the finite-dimensional case (of rational transfer functions). Moreover, for the classical definition of weak coprimeness, the equivalence of (i) and (ii) was already established in [Ino88] and [Smi89] as mentioned above.
In the matrix-valued case, the implication "(i)⇔(ii)" in Theorem 1.3 is a direct consequence of Tolokonnikov's Lemma [Tol81] . The lemma was extended to operatorvalued functions in [Tre04] (the nonseparable case in [Mik09] ), from which we derive the equivalence in Section 4. The implication "(iii)⇒(ii)" was established in [CO06] , and the equivalence "(ii)⇔(v)" in [Sta98] (both in continuous time, but the same ideas apply here too). The remaining implications are trivial.
In Section 2 we present the basic properties of discrete-time systems, and in Section 3 we study the LQR problem and prove Theorems 1.1 and 1.2. In Section 4 we prove Theorem 1.3 and explore its conditions (i)-(v) in further detail. There we also present the "power stabilizability" forms of Theorems 1.2 and 1.3.
The Hankel range condition mentioned below Theorem 1.2 is discussed and established in Section 5. There we also show that every "H 2 strong function" has a realization as an output-stable system (and that the converse holds). Moreover, constructive algorithms are provided for a w.r.c.f. and for an output-stabilizable realization (resp., for a r.c.f., a d.c.f., a robust stabilizing controller and a stabilizable and detectable realization) of a function satisfying the assumptions of Theorem 1.2 (resp., of Theorem 1.3).
The readers not interested in state-space control theory may skip Sections 2-5. In Section 6 we present further algebraic and function-theoretic properties of w.r.c.f.'s and a similar factorization for general H ∞ functions; this variant of the inner-outer factorization guarantees the property (2) ("weak left-invertibility") for the inner factor but weakens the requirement on outerness. We also show how the w.r.c.f. is a strictly stronger tool than the (dual) inner-outer factorization. Certain counter-examples are given in Section 7.
With the exceptions mentioned above and in the notes to Section 6, the results in this article (minus Proposition 3.1, Lemma 3.5 and Example 7.1) seem to be new, although part of the results were reported in proceedings [MS04] without proofs and some minor facts were presented in [Mik02] .
The [WZ98] (yet the rest of Theorem 1.2 holds). Moreover, in that article "proper" means "bounded on some right half-plane", and "some right half-plane" takes the role of "some neighborhood of the origin". Thus, e.g., the invertibility of a function M at the origin is replaced by "M −1 is proper"; the details are given in the article. There are also slight additional changes in results 6.11-6.14 and 6.18.
Also further discrete-time results on coprimeness and on weak coprimeness can be found in [Mik08] . For frequency-domain weak coprimeness results on matrix-valued functions, particularly for other algebras in place of H ∞ , the reader can consult Quadrat's articles including those mentioned above.
Notation. We define the following terminology in the following order. Section 1:
proper, right factorization, w.r.c.f., r.c.f., normalized, inner, T, realization, Riccati equation, LQ-optimal d.c.f. Section 2: discrete-time system, 
Discrete-time systems
In this section we recall some well-known details on linear, time-invariant discrete-time systems and state feedback.
A discrete-time system on (U, X, Y) is a quadruple
and initial state x 0 ∈ X we associate the state trajectory x : N → X and the output y : N → Y through
The transfer functionD( 
It follows thatD
2 whenever x 0 ∈ X and u = 0 (or equivalently, if there exists
2 and x is bounded whenever x 0 ∈ X and u ∈ 2 (N; U), or equivalently, if there exists K < ∞ such that
The system
is called output-stabilizable (resp., stabilizable) if, for some F ∈ B(X, U), the closed-loop system (5) becomes output-stable (resp., stable).
The LQR problem
In this section we prove Theorems 1.1 and 1.2. This requires us to first present the solution of the LQR problem and to show that its solution possesses certain interesting properties.
The LQR problem (Linear Quadratic Regulator problem) refers to the minimization of the cost function
over all u ∈ 2 (N; U) for a fixed initial state x 0 ∈ X. For the problem to be solvable, we must obviously assume the Finite Cost Condition:
The following is well known (see, e.g., [OC05, Corollary 5.8] or [Mik02, Theorem 9.9.1(g2)]):
Proposition 3.1 (LQR) The Finite Cost Condition holds if and only if the system is output-stabilizable, or equivalently, if and only if there exists a nonnegative solution of (3).
Assume the Finite Cost Condition. Set (4), where P min stands for the smallest nonnegative solution of
Next we define the time-domain counterparts ofD andM (the latter depending on the F ∈ B(X, U) chosen). For x 0 = 0 and u ∈ 2 (N; U), we denote by Du (resp.,
Lemma 3.2 Let x 0 = 0. With the assumption and notation of Proposition 3.1, for any u ∈ 2 (N; U) such that y ∈ 2 , we have x n , P min x n X → 0, as n → +∞, and
Proof:
. Thenỹ equals the output with initial state x n and inputũ. Therefore, ỹ
Thus,
Finally, we observe that domain of the part of D in
With the assumption and nota-
It is straight-forward and well known that any H ∞ function has a stable shiftsemigroup realization.
Lemma 3.4 Let P ∈ H ∞ (U, Y). Then a stable realization of P is given by
and S L is the left shift
Here . This system is stabilizable (by F ) and its transfer function is N M −1 , as noted below (7).
2
• Implications "(ii)⇒(i)" and "(iv)⇒(iii)" are trivial and "(iii)⇒(ii)" follows from Lemma 3.3. From Proposition 3.1 we obtain the equivalence "(v)⇔(iii)" and all claims below (v) except the fact that the N and M defined by (5) (i.e., by (7))) are w.r.c., which follows from Lemma 3.3.
The stabilizable realization in the above proof was constructed in terms of N and M . For an output-stabilizable realization in terms of P only, see Theorem 5.2.
Bounded multiplication operators on H 2 are H ∞ functions:
(Actually, the same lemma and proof apply to
. From this and the closed-graph theorem we observe that
and it is not difficult to verify that
The property (2) works for H ∞ too:
(By Theorem 6.13, the above property is also sufficient for weak coprimeness.)
It is well known that invertible inner functions are constants [Sta97, Lemma 18(iii)]:
Proof of Theorem 1.1: The equivalence follows from Theorem 1.
is a right factorization and we set V :
is obviously a w.r.c.f. (even a Bé-zout r.c.f. if N and M are Bézout coprime).
Notes for Section 3
In Lemmata 3.2 and 3.3 we showed that the "LQ-optimal" N and M form a w.r.c.f. In an alternative proof one can show that if the elements (u ) 0 , (u ) 1 , . . . , (u ) n−1 ∈ U of the closed-loop input (see Section 2) are fixed, with initial state x 0 = 0, then the minimal cost y 
. . , f n ∈ U, we obviously have to take 0 = f n+1 , f n+2 , . . .. If we drop the requirement f ∈ H 2 (U), then the same holds if and only if, in addition, N and M are weakly right coprime (it is not difficult to show this). Moreover, as mentioned in the introduction, the LQ-optimal state feedback reduced regulation problems to the stable case without loss of generality. We explain this below.
Given an output-stabilizable system, we can use the state feedback (4) to (outputand I/O-)stabilize it. For any initial state x 0 ∈ X, the inputs u ∈ 2 to the closed-loop system (5) correspond one-to-one to the set of admissible inputs for the original system A B C D , i.e., to those inputs u ∈ 2 that result in an y ∈ 2 output (see (6)), because of weak coprimeness. Also any other (output-and I/O-)stabilizing state feedback that makes N and M w.r.c. allows one to reduce any control problem over admissible inputs to a control problem for a "stable" system (over u ∈ 2 (N; U)). Moreover, such "weakly coprime stabilization" is the weakest form of stabilization with this reduction property-this was the motivation behind the concept in [Mik02] before the equivalence and the other results of this article were known and behind its wide implicit use in the literature. However, sometimes one wants to optimize over power-stabilizing (or exponentially stabilizing) inputs only; for such control problems an analogous result holds without any coprimeness assumptions [Mik02, Lemma 8.4.5(e)].
Finally, we mention that the LQ-optimal state feedback F maximizes the robustness margin (to S −1/2 ) for state-feedback controllers (even for the feedback u = K x for arbitrary proper B(X, U)-valued function K) with normalized right weakly coprime factor uncertainty in the sense of [KS94] . This generalizes [KS94] to output-stabilizable and infinite-dimensional plants (the proof is analogous and hence omitted).
Doubly coprime factorizations and joint stabilizability
In this section we define the concepts in Theorem 1.3 and present its proof. We set GV = {G ∈ V there exists 
• We first note that if there exists some operator
to satisfy the also second sentence of the lemma. • applies.
and If F and L * are power stabilizing to the two systems, respectively, (i.e., r(A+BF ) < 1 and r(A + LC) < 1, where r stands for the spectral radius), then they are necessarily jointly stabilizing and detecting in the above sense. In that case also the standard formulae yield a d.c.f. ofD. However, it is not known whether the functions defined by the standard formulae for X, Y,X,Ỹ are bounded on D in the setting of Lemma 4.2
. Nevertheless, in [CO08] , nonstandard formulae for (alternative, bounded) Bézout factors X, Y,X,Ỹ are provided (partially also in [CO07] , continuoustime in [CO06] ).
From the proof below one sees that, given a d.c.f. of P , we can actually choose a realization A B C D of P so as to have the two systems in (16) strongly stable.
Proof of Theorem 1.3: Implication "(iii)⇒(ii)" is Lemma 4.2, implication "(i)⇒(ii)" is from Lemma 4.1, and implications "(v)⇒(iv)⇒(iii)" and "(ii)⇒(i)" are trivial, so we assume (ii) and prove (v).
Let the first system in (16) be some stable realization (Lemma 3.4) of and that both realizations are stable.
Notes for Section 4
A system . it is not sufficient to have a stabilizable realization and a (different) detectable realization. In the operator-valued case this holds also for power-stabilizability and power-detectability. However, a matrix-valued "power w.r.c.f." is a "power r.c.f.", by Theorem 6.6(i)&(iii) below.
Realizations and Hankel operators
In Theorem 5.1 we shall extend Theorem 1.2 by further equivalent conditions. In Theorem 5.2 we shall construct an output-stabilizable realization of the function P in Theorem 1.2 without reference to a factorization. If P has a r.c.f., then the algorithm in Remark 5.3 yields a r.c.f., a d.c.f., a robust stabilizing controller and a stabilizable and detectable realization of P , constructively. In Theorem 5.5 we characterize the functions that have output-stable realizations.
To do the above, we first need a few state-space definitions and well-known results, for this section only.
Given r > 0, by H 
We set 
(vi" ') There exists r ≥ γ such that for every w ∈ H 2 1/r,− (U) there exists f ∈ H 2 (U) such that π + P (f + w) ∈ H 2 (Y).
(In (vi" '), for every w ∈ H 2 1/r,− (U) and f ∈ H 2 (N; U) we have f + w ∈ L 2 (r −1 T; U)
, hence one easily observes that (vi)-(vi" ') are equivalent (even with the same r). By Theorem 5.2 below, (vi" ') implies Theorem 1.2(iii) (which is equivalent to (i)).
Therefore, (vi') holds (set u :=ũ).
In the proof of Theorem 1.2, a stabilizable realization of P was constructed using a right factorization of P . Even if no such factorization is given, we can use the following formula to obtain an output-stabilizable realization. For any function P having a right factorization (resp. a r.c.f.), we remark below constructive formulae of 1. a stabilizable realization, 2. normalized w.r.c.f. (resp. 3. normalized r.c.f., 4. stabilizable and detectable realization, 5. d.c.f. and robust stabilizing controllers). In 2., 3. and 5., one can also start from any fixed realization that satisfies certain weak stabilizability conditions. Remarks 5.3 (Constructive formulae)
1. (Stabilizable realization) If a function P has a right factorization, then Theorem 5.2 provides the formula for an output-stabilizable realization of P , and the proof of Theorem 1.2 provides the formula for a stabilizable realization of P .
2. (Normalized w.r.c.f.) Given an output-stabilizable realization of P , a normalized w.r.c.f. of P is constructed in Theorem 1.2 (the corresponding nonnormalized w.r.c.f. is given by (7)).
3. (Normalized r.c.f.) If P has a r.c.f., then 1.-2. provide a normalized r.c.f. of P , by Theorem 1.1.
4. (Stabilizable and detectable realization) If (and only if) P has a r.c.f., then also the dual of the stabilizable realization mentioned in 1. is stabilizable (this will be shown in [Mik07b] 
.) Finally, constructive formulae for robust stabilizing controllers for the transfer function of Σ can be found in [CO07] and in [CO08] .
In a follow-up article (summarized in [Mik07c] ) the author shall show that if, in 1. above, we start with a function P that is real-symmetric, i.e., whose Fourier coefficients are real, then we obtain a real system A B C D
. If we start with a real system in 2., then, in 2.-5., all operators are real and all functions are real-symmetric (e.g., if Σ is real, then so are the operators P, F and S of Theorem 1.2). Thus, the numerous control and factorization problems associated with Remark 5.3 and with Theorems 1.1-1.3 all have real/real-symmetric solutions (if they have any solutions at all) provided that the original data is real.
We also need the following lemma, which is of independent interest too. It requires the following additional notation. By c c (Z; U) we denote the sequences Z → U with compact support. By e k 's we denote the canonical basis of As obvious from the proofs, in the same sense the word "strongly" could be added to Theorem 1.2(iv) and to Theorem 1.3(iv)&(v) ("[jointly] strongly stabilizable and strongly detectable" [Sta05] [Mik02] ). More on discrete-and continuous-time shiftsemigroup realizations can be found in, e.g., [Sta98] 
6 Weak left-invertibility and w.r.c.
In this section we present further properties of weak right-coprimeness and of its generalization, weak left-invertibility.
for every proper U-valued f , and F (0) is coercive (i.e., F (0) * F (0) ≥ I for some > 0). Note that a right factorization N M −1 is a w.r.c.f. (resp., r.c.f.) if and only if [ N M ] is weakly left-invertible (resp., left-invertible, i.e., GF = I for some G ∈ H ∞ (Y, U)). Thus, all our results for weak left-invertibility trivially lead to analogous corollaries on weak coprimeness, although those of Corollaries 6.3 and 6.4 and Theorem 6.11 are not interesting.
A weakly left-invertible function is one-to-one on D and coercive on the boundary:
is weakly left-invertible, then there exists > 0 such that, for every u 0 ∈ U \ {0}, we have F u 0 ≥ u 0 a.e. on T and
Thus, w.r.c. functions do not have "common zeros" on D. The converse is not true; e.g., F (z) = exp(− (1 − z)/(1 + z) ) is coercive on D and inner but not weakly left-invertible (since F F −1 ∈ H 2 but F −1 ∈ H 2 ). Moreover, the radial limit of an inner weakly left-invertible function may be zero at some points on the boundary T, by Example 7.1. A Tauberian converse to Theorem 6.1 is given in Theorem 6.6. Proof of Theorem 6.1: If a ∈ D\{0} and F (a)u 0 = 0, then f (z) := (z+a)(z−a) −1 u 0 is proper and F f ∈ H 2 , hence f ∈ H 2 (if F is weakly left-invertible), hence u 0 = 0. Also F (0) is one-to-one, being coercive, by assumption.
Assume then that the > 0 in the lemma does not exist. Then there exist poly-
and the function f is holomorphic D → U. But g l 2 2 = l and hence f 2 = ∞ (since their coefficients consist of those of each f k , possibly with zeros in between). However, F g l 2 < 1 and the sum F g l converges in H 2 , as l → +∞, hence the limit equals F f (pointwise on D), so F f 2 ≤ 1. This shows that then F is not weakly left-invertible.
Lemma 6.2 If F ∈ H ∞ (U, Y) is weakly left-invertible and R is proper and B(X, U)-valued, then F R ∈ H
∞ ⇔ R ∈ H ∞ . Moreover,
then F R is weakly left-invertible if and only if R is weakly left-invertible.
(Here the holomorphicity assumption on R could be removed. Recall that U can be identified with B(C, U). A converse to the lemma is given in Theorem 6.13.) Proof: If F R ∈ H ∞ , then F Rf ∈ H 2 for all f ∈ H 2 , hence then Rf ∈ H 2 for all f ∈ H 2 , hence R ∈ H ∞ , by Lemma 3.5. The proof of the second claim is similar.
Recall that by G we denote the subset of invertible elements. (Left-)invertibility in H ∞ obviously implies weak left-invertibility. We get the equivalence by assuming that F is invertible at the origin:
0) is a square matrix, then the second assumption becomes redundant, by Theorem 6.1:
However, weak left-invertibility does not imply left-invertibility for non-square functions, by Example 7.1, nor for elements of H ∞ (U) with dim U = ∞, by Example 7.4. The "Corona condition" lies between weak and usual left-invertibility:
By the Monotone Convergence Theorem, there exist r 1 < r 2 < r 3 < · · · such that 0 < r n < 1 and ∞ > r
If dim U = ∞, then the converse in Lemma 6.5(a) is no longer true [Tre89] . The converse to (b) is not true at all, by (a) and Example 7.1.
For functions in the (matrix-valued) disc algebra, hence for all rational functions, weak left-invertibility is equivalent to left-invertibility as well as to F having no zeros on D: 
(
ii) For any open Ω ⊂ D and any function
(Recall in (ii) that "∈ H 2 " means being a restriction of an H 2 function.) Because of this fact, the difference between a r.c.f. and a w.r.c.f. becomes redundant in the finite-dimensional systems and control theory (cf. [Fra87] ). Proof of Theorem 6.6:
The first implication is trivial (except that coercivity at 0 follows as in the proof of Theorem 6.1), the second follows from Theorem 6.1 and continuity.
3
. By Lemma 6.5(a), (i) follows. Now we repeat our definitions with an arbitrary but fixed α ∈ D taking the role of the origin 0 ∈ D. (This generalization essentially changes nothing as shown below.) Thus, an α-proper function means a holomorphic function on a neighborhood of α. 
−1 is a (0-)w.r.c.f. A similar claim applies to the other definitions too. (Moreover, "α-left-invertible" and "α-right coprime" are independent of α, whereas "α-r.c.f." requires that M (α) ∈ GB.) This implies that any "0-result" provides an "α-result" too:
Remark 6.8 (α-w.r.c.) Let α ∈ D. Then all above results in this section also hold if we make the following substitutions: "proper" →"α-proper", "weakly" →"α-weakly", "w.r.c." →"α-w.r.c.", "F (0)" →"F (α)", "r.c.f." →"α-r.c.f." and "right factorization" →"α-right factorization". Naturally, the same holds also for Theorems 1.1, 6.13 and 6.15-6.17 and Lemmata 3.5 and 3.6 i.e., to all applicable results in this article (see also Remark 6.18).
We omit the simple proof (just apply the original statements to M • φ α , N • φ α etc.). We shall use Remark 6.8 without further mention.
These α-variants form a bridge between the discrete-and continuous-time results but they are also important themselves when we do not have (or know about) invertibility/coercivity at the point 0.
An α-w.r.c.f. is a z-w.r.c.f. for any reasonable z ∈ D:
. Then the following hold: is an α-right factorization, hence 
.f. and M is invertible on an open and connected
Proof of Theorem 6.11:
, and M 1 (α) is coercive and onto, hence M 1 (α) ∈ GB(U). By Theorem 1.1 (and Remark 6.8), (
for some Hilbert space Z, and F o (z) has a dense range for each z, so Z can be replaced by
Since F i and F w are inner, so is F r . The inner-outer factorization is unique modulo a unitary W , so we get the uniqueness as in (a) (and m is unique).
(c) This follows from the above (by uniqueness) by setting J :
Remarks: If, in (a), we form an inner-outer factorization
. In (b) we might, instead, have F r co-outer and F o co-inner.
If dim U < ∞ (not in general, by Example 7.3), then the point α ∈ D does not have a special role:
Proof of Lemma 6.12: By Theorem 6.11(a)&(c), 
, hence for R =Ru 0 whenever u 0 ∈ U andR is proper and B(U)-valued, hence for every proper B(U)-valued function R, by the uniform boundedness theorem (useR in place of R).
Let F = F w F r be as in Theorem 6.11(a) with α = 0. Then F Smi89] and show that it is equivalent to ours. We call Proof of Theorem 6.14: The other direction follows from Lemmata 6.2 and 6.12, so assume that F is irreducible. It easily follows that F is injective everywhere, hence so is
, hence F is α-weakly left-invertible for all α ∈ D (since so is F w , by Lemma 6.12).
. At least when dim U < ∞, that factorization (and its dual) is a strictly weaker factorization than that of Theorem 6.11(a) in what comes to the left factor:
The converse does not hold, because the function
Similarly, the w.r.c.f. is a strictly stronger tool than that provided by the dual innerouter factorization. Indeed, if 
removes the common zeros of N and M inside the disc but not those on the boundary, whereas a w.r.c.f. removes both (and more) in the sense of Theorem 6.1. Proof of Theorem 6.15: . Thus, weak left-invertibility is strictly between these two conditions (at least when dim U < ∞).
As mentioned above, all above results on weak left-invertibility contain analogous results on weak right coprimeness. Now we go on with right-factorization-specific results.
We identify M ∈ H ∞ (U) with the multiplication operator M : For P = N M −1 to be an α-right factorization, any poles (and essential singularities) of P on D must be contained in M −1 (to have N ∈ H ∞ ). For N and M to be w.r.c., the function M −1 must not contain any other poles, i.e., the functions N = P M and M may not have common zeros (this necessary condition is not sufficient for general non-rational functions). If U is finite-dimensional, then the poles of M −1 on D are isolated and hence then we can formulate that part simply: Proof of Theorem 6.17: Obviously, any singularity of P = N M −1 on D must be a singularity of M −1 . Assume then that z ∈ D and u 0 ∈ U \ {0} are such that M (z)u 0 = 0. Let f ∈ H 2 (C) be such that f (z) = 0. Set g := M f u 0 ∈ D P (see Theorem 6.16). Then g(z) = f (z)M (z)u 0 = 0 but (P g)(z) = f (z)N (z)u 0 = 0, by Theorem 6.1, hence P must have a singularity at z (otherwise we would have (P g)(z) = P (z)g(z) = 0).
The coercivity assumption on F (α) seems somewhat artificial (and it has not been used explicitly before this article). For an α-right factorization, it is redundant, but in general it is needed to avoid labeling the function F (s) := s − α as α-weakly leftinvertible. However, even if we dropped this requirement, most results would still hold:
Remark 6.18 Redefine weak and α-weak left-invertibility by dropping the coercivity requirement. Then all above results hold (with the same proofs) except that Corollary 6.4, Lemma 6.12 and Theorems 6.6, 6.11(b), 6.14 and 6.15 become false and in Theorem 6.1 we must require that z = 0 (or that z = α in the setting of Remark 6.8).
Proof: The positive claim is self-explaining. The "except" part holds strictly, because in this weaker sense the function F (z) := z − α is α-weakly left-invertible but not irreducible, invertible, co-outer nor z-weakly left-invertible for any z = α (take f 
Notes for Section 6
For the conditions in Theorem 6.6, we always have (i)⇒(ii)⇒(iii) (see Theorem 6.1 for (iv)). However, if we dropped the assumption dim U = ∞ or continuity, then (ii)⇒(i) would become false. Conditions (ii) and (iii) are equivalent when dim U < ∞, by Lemma 6.12. Without continuity, being inner and without zeros on D is no longer sufficient for (iii) (take F (z) = e −(1−z)/(1+z) ). It is well known that (iv) is equivalent to (i) in Theorem 6.6 when K = D, but the general case covers much more general systems, because in control-theoretic applications often M is boundedly invertible outside some compact set (particularly in continuous-time parabolic PDE systems).
In Theorem 6.9(a) the function M 0 need not have a radial limit at, e.g., 1 ∈ T even if N , M and M −1 were entire and scalar-valued. Indeed, let N = M = I, take F ∈ H ∞ (C) without limit at 1, and set N 0 := M 0 := F + 2 F ∞ to obtain these. Moreover, the assumption dim U = ∞ in the last claim of (b) is not superfluous, by Example 7.3.
In the matrix-valued case (dim U, dim Y < ∞), part of Theorem 6.11 would follow from the results of [Smi89] through Theorem 6.14, which, however, is a corollary of Theorem 6.11.
Lemma 6.12 is not true for F ∈ H ∞ (U, Y) in general (when dim U = ∞). However, we do not know if the analogies of Theorems 6.17, 6.15 and 6.11(b) can be extended to the operator-valued case. The algebraic approach illustrated by [Vid85] , [Ino88] , [Smi89] , [GS93] and, most up-to-date, several recent articles by Alban Quadrat, including [Qua03a] , [Qua03b] comments. This work was written with the support of the Academy of Finland under grant #203946.
