Near-Optimal Performance Bounds for Orthogonal and Permutation Group
  Synchronization via Spectral Methods by Ling, Shuyang
Near-Optimal Performance Bounds for Orthogonal
and Permutation Group Synchronization
via Spectral Methods
Shuyang Ling∗
August 13, 2020
Abstract
Group synchronization asks to recover group elements from their pairwise measurements.
It has found numerous applications across various scientific disciplines. In this work, we
focus on orthogonal and permutation group synchronization which are widely used in com-
puter vision such as object matching and Structure from Motion. Among many available
approaches, spectral methods have enjoyed great popularity due to its efficiency and conve-
nience. We will study the performance guarantees of spectral methods in solving these two
synchronization problems by investigating how well the computed eigenvectors approximate
each group element individually. We establish our theory by applying the recent popu-
lar leave-one-out technique and derive a block-wise performance bound for the recovery of
each group element via eigenvectors. In particular, for orthogonal group synchronization,
we obtain a near-optimal performance bound for the group recovery in presence of Gaussian
noise. For permutation group synchronization under random corruption, we show that the
widely-used two-step procedure (spectral method plus rounding) can recover all the group
elements exactly if the SNR (signal-to-noise ratio) is close to the information theoretical
limit. Our numerical experiments confirm our theory and indicate a sharp phase transition
for the exact group recovery.
Keywords: Spectral methods, eigenvector perturbation, orthogonal/permutation group
synchronization, object matching
1 Introduction
Suppose there are n group elements {gi}ni=1 ∈ G and we observe their measurements g−1i gj
where (i, j) belongs to an edge set E . How to recover these elements from the noisy observations?
Depending on the specific group type, the group synchronization problem is widely used in many
applications including computer vision [37, 43], robotics [29, 42], clock synchronization [24] and
Cryo-electron microscopy [45]. In this paper, we will focus on the synchronization of orthogonal
and permutation group.
Orthogonal group synchronization: The goal is to estimate {Gi}ni=1 ∈ O(d) from
Gij = GiG
>
j + noise (1.1)
where O(d) stands for the orthogonal group of dimension d,
O(d) := {R : R ∈ Rd×d, R>R = RR> = Id}. (1.2)
The general O(d) synchronization includes Z2-synchronization (d = 1), angular synchro-
nization (d = 2), SO(3) synchronization as special cases [1, 4, 44]. It often arises in rotation
estimation and Structure from Motion [4, 37], and also plays a significant role in SLAM (simul-
taneous localization and mapping) in robotics [29, 42].
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Permutation group synchronization: Find the permutation matrix {Gi}ni=1 from
Gij = GiG
>
j + noise, 1 ≤ i, j ≤ n,
where
Πd := {R : R ∈ {0, 1}d×d, R>R = RR> = Id}. (1.3)
Essentially, permutation group synchronization is a special case of O(d) synchronization since
Πd is a subgroup of O(d). Permutation group is directly related to the multi-way matching
problem (map synchronization) in computer vision. Suppose there are n images of the same
object and each of them has d features. Given a set of partially known feature correspondence
among these n images, how to find the all the correct pairwise bijection? This matching problem
is one of the core problems in image registration, structure from motion, and object matching
problem [25, 39, 43]. This multi-way matching problem can be reformulated as recovering a
set of permutation matrices from their pairwise products where each bijection corresponds to a
permutation matrix [39].
Given its practical importance, many efforts have been taken to solve the group synchro-
nization problem. In absence of noise, group synchronization is easily solvable by sequentially
recovering the group elements. However, this sequential strategy no longer works in presence of
noise since the noise will be amplified. One common approach is to find the least squares esti-
mator. However, it is usually an NP-hard problem to obtain the least squares estimator exactly,
even for the simplest group Z2 = {1,−1}. As a result, many optimization approaches, including
convex relaxation and nonconvex methods, are developed to tackle various challenging scenar-
ios. In this work, we will instead focus on the spectral methods for orthogonal/permutation
group synchronization. Spectral methods begin with computing the top d eigenvectors of the
observed data AG = [Gij ]1≤i,j≤n and then approximate each group element by rounding all the
d × d blocks of the eigenvectors. In particular, we will investigate its performance and answer
the following questions:
When does spectral method recover the underlying group elements?
How does the performance depend on the noise?
1.1 Related works and our contribution
Group synchronization has found many applications in signal processing, computer vision, and
machine learning. Some prominent examples include community detection [1, 8] (Z2 synchro-
nization), joint alignment [16] (finite cyclic group Zn), angular synchronization [7, 44, 51] and
phase retrieval [26] (unitary group U(1)), object matching [25, 39] (permutation group), rotation
estimation [4] (SO(3) group), clock synchronization [24] (cyclic group on a finite interval), and
simultaneous localization and mapping (SLAM) in robotics [42, 29] (special Euclidean group
SE(d)). For general group synchronization, one important topic is to determine how the noise
strength affects the performance of algorithms and solvability. The fundamental recovery cri-
terion for information recovery from pairwise measurements is studied [19]. The accuracy and
noise sensitivity of spectral method for general compact groups are presented in [41]. From
now on, we will briefly review the recent literatures on orthogonal and permutation group
synchronization and highlight those works which motivate this work.
Orthogonal group synchronization is often considered in rotation estimation arising from
computer vision and robotics. The most widely used approach to tackle general O(d) synchro-
nization is to find the least squares estimator. As pointed out before, it is often an NP-hard
problem to find the least squares estimator since the objective function is usually highly noncon-
vex and even discrete in some cases. This poses a significant challenge to practical implementa-
tion. One important idea to overcome this technical difficulty is to find appropriate relaxations
which are solvable within polynomial time. Convex relaxation has proven to be a very powerful
method [49, 50, 30, 42]. However, the solution to the relaxed convex program is unnecessarily
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equal to that of the original program, i.e., the tightness does not always hold. The study of the
tightness of convex relaxation has been a research focus in orthogonal group synchronization.
In [49], Wang and Singer investigated the semidefinite program (SDP) relaxation of the orthog-
onal group synchronization under random corruption and characterized the phase transition of
group recovery from noisy measurements. The tightness of SDP for angular synchronization, as
a special case of O(d) synchronization, is studied in [7] with a near-optimal performance bound
on the signal-to-noise ratio introduced in the very inspiring work [51]. Recent works [50, 30]
propose suboptimal deterministic conditions which guarantee the tightness of SDP relaxation
for general O(d) synchronization. A similar route of research can also be found for permuta-
tion group synchronization. Huang and Guibas studied the convex relaxation approach of the
permutation group synchronization in [25] and provided theoretical guarantees for correct re-
covery. The work [18] investigated exact and robust object matching via SDP relaxation under
partially known similarity between objects and the performance bound is near-optimal up to
a log-factor. Despite the usefulness of convex relaxation, it remains highly nontrivial to solve
large-scale SDPs. In practice, efficient first-order gradient-based approaches are preferred such
as Riemannian optimization [3, 11, 42] and the Burer-Monteiro factorization [14, 34, 13]. The
major issue of Riemannian optimization is the inherent nonconvexity of the objective function,
which could potentially create local optima. Fortunately, we have seen a surge of research in
exploring the provably convergent nonconvex methods in solving Z2 synchronization [8, 31],
angular synchronization [12, 32, 51], and O(d) or SO(d) synchronization in [11, 34, 30].
Spectral method is another popular method in group synchronization which is extremely
convenient to use [5, 15, 39, 38, 44, 43]. Singer studied the spectral methods for angular syn-
chronization [44] with performance guarantees derived from random matrix theory. Spectral
method is also used for point registration [15] which is closely related to orthogonal group
synchronization, and rigid-motion synchronization [5] in special Euclidean group SE(3). The
work [39] proposed the spectral relaxation of permutation group synchronization and derive
an `2-norm performance bound with tools from Gaussian random matrix theory; [43] provided
a very careful block-wise analysis of spectral methods for permutation group synchronization
with a fixed underlying general network. The phase transition of spectral compact group syn-
chronization for general compact groups is studied in [41].
To derive a performance bound for spectral methods, it suffices to approximate how close
the eigenvectors of AG := (Gij)1≤i,j≤n are to the hidden group elements. This is essentially
the perturbation of the eigenvectors of a clean low-rank matrix corrupted by random noise.
This topic has been popular in random matrix theory, studied in a series of works [27, 35, 36].
Naive theoretical guarantees for spectral methods can be easily derived by using Davis-Kahan
theorem [20, 46] which leads to an error bound under `2- or Frobenius norm. However, the
obtained bound is far from optimal since it does not yield a bound for each group component.
Instead, we are more interested in an entrywise or block-wise analysis of eigenvectors [22, 10]
which is usually quite challenging. Recently, there is an increasing trend of research focusing
on providing an entrywise analysis of eigenvectors thanks to the leave-one-out technique. This
technique has been shown highly powerful in deriving near-optimal performance bounds in
the examples such as Z2- and angular synchronization [2], spectral clustering for stochastic
block model [2, 21], ranking problem [17], and covariance estimation [23]. It is also used in
analyzing the convergence of first-order gradient method in solving inverse problems arising from
signal processing and machine learning [33, 51]. Our work has benefitted greatly from [2, 51]
which provide an entrywise analysis of eigenvectors and its application in Z2-synchronization,
community detection under the stochastic block model, and matrix completion.
Our contribution consists of several aspects: we first study the spectral methods for O(d)
synchronization under Gaussian noise: namely first computing the top d eigenvectors of AG and
use them to estimate the group elements. We provide a block-wise near-optimal error bound
for each group element (modulo a constant) which justifies the usefulness of spectral methods
in O(d) synchronization. This analysis can be regarded as a natural generalization from Z2-
synchronization in [2] and angular synchronization in [51]. Then we study the permutation
group synchronization under random corruption. We are interested in when the two-step ap-
3
proach, namely, eigenvectors followed by rounding procedure, can give the exact recovery of the
planted permutation matrix. The derived bound is also nearly optimal in terms of information
theoretical limits, and improves the bound in [43] and matches the bounds obtained via SDP
relaxation in [25, 18]. It is well worth noting that [6] studies a more general setting of per-
mutation group synchronization and provides a near-optimal performance bound for spectral
methods. However, the technical approach is quite different from ours. Our theory is developed
by applying the recent popular leave-one-out technique. However, the block-wise analysis of
eigenvectors requires additional technical treatments. Our work resolved one question raised
in [2] about the block-wise analysis of eigenvectors for matrices with row/column block-wise
independence. This framework is quite flexible and can be applied to other problems which
requires the block-wise analysis of eigenvectors.
1.2 Organization
Section 2 introduces the mathematical models and spectral methods for group synchronization.
We present the main results in Section 3 with numerical experiments to support our theory in
Section 4. The proofs are provided in Section 5.
1.3 Notation
Given a matrix X, X> is the transpose of X and X  0 means X is positive semidefinite. In
is the n × n identity matrix, Jn is the n × n “1” matrix, and 1n is an n × 1 “1” vector. ‖X‖
denotes the operator norm of X and ‖X‖F is the Frobenius norm. For two matrices X and
Y , we denote X ⊗Y their Kronecker product, i.e., the (i, j)-block of X ⊗Y is XijY . For two
nonnegative functions f(n) and g(n), we denote f(n) . g(n) and f(n) = O(g(n)) if there exists
an absolute positive constant C such that f(n) ≤ Cg(n) for all n.
2 Preliminaries
This paper will study two benchmark models of group synchronization.
• Orthogonal group synchronization under Gaussian noise. The pairwise noisy measurement
Gij is observed between Gi and Gj ,
Gij = GiG
>
j + σWij (OD)
where Gi ∈ O(d) and Wij ∈ Rd×d is a Gaussian random matrix.
• Permutation group synchronization under random corruption. Consider
Gij =
{
GiG
>
j , with probability p,
Pij , with probability 1− p,
(PM)
where {Gi}ni=1 are the hidden permutation matrices and Pij ∈ Rd×d is an independent
random permutation uniformly sampled from d! permutation matrices. In other words,
Gij =
{
XijGiG
>
j + (1−Xij)Pij , i 6= j,
Id, i = j,
(PM2)
where Xij ∼Bernoulli(p) is independent of Pij .
For both models, our goal is to recover Gi from the noisy measurements Gij . One common
method is to find the least squares estimator by minimizing
min
Ri∈O(d)
∑
i,j
‖RiR>j −Gij‖2F
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whose global minimizer equals the global maximizer of the following generalized quadratic form:
max
Ri∈O(d)
∑
i,j
〈
Gij ,RiR
>
j
〉
. (2.1)
However, it is in general NP-hard to find the global optimizer. Therefore, one wants to find an
appropriate relaxation of (2.1). The idea of spectral relaxation uses a simple fact: by letting R
be an nd× d matrix whose ith block equals Ri, then (2.1) is equivalent to
max
R∈O(d)⊗n
〈AG,RR>〉
where AG is an nd× nd symmetric matrix whose (i, j)-block is Gij . Note that all R ∈ O(d)⊗n
satisfies R>R = nId. Spectral method simply replaces the constraints R ∈ O(d)⊗n by R>R =
nId,
max
R∈Rnd×d
〈AG,RR>〉 subject to R>R = nId (2.2)
whose global maximizer equals the top d eigenvectors of AG.
As a result, spectral method is very convenient to use: simply compute the top d eigenvectors
of the matrix AG, denoted by an nd×d partial orthogonal matrix Φ where Φ> = [Φ>1 , · · · ,Φ>n ]
and Φi is the ith d×d block. In particular, we normalize Φ to be Φ>Φ = nId, i.e., each column
is of norm
√
n. Then apply rounding procedure to obtain the estimation of Gi. We summarize
the aforementioned procedures in Algorithm 1.
Algorithm 1 Spectral methods for orthogonal group synchronization
1: Compute the top d eigenvectors Φ of AG with Φ
>Φ = nId.
2: Compute Ĝi = P(Φi) for all 1 ≤ i ≤ n where Φi is the ith block of Φ and
P(X) := UV > (2.3)
where U and V are the left and right singular vectors of X.
For permutation matrix, a slight modification of the rounding procedure is implemented.
Simply speaking, once we get Φi, we estimate Gi via
Ĝi = argminRi∈Πd
∥∥∥Ri − P(Φ1)P(Φi)>∥∥∥2
F
where Πd is the set of all d × d permutation matrices. This linear assignment problem can be
solved by the Hungarian algorithm in polynomial time [28]. This is summarized in Algorithm 2.
Algorithm 2 Spectral methods for permutation group synchronization
1: Compute the top d eigenvectors Φ of AG with Φ
>Φ = nId.
2: Compute P(Φi) for all 1 ≤ i ≤ n where Φi is the ith block of Φ and
P(X) := UV >
where U and V are the left and right singular vectors of X.
3: Compute P(Φ1)P(Φi)> for 1 ≤ i ≤ n.
4: Get the estimate for Gi via
Ĝi = argminRi∈Πd ‖Ri − P(Φ1)P(Φi)>‖2F
How well do these algorithm work? If the noise ∆ is small, then one can easily invoke the
classical matrix perturbation argument, e.g. Davis-Kahan theorem, to obtain a performance
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bound in terms of operator or Frobenius norm. Namely,
min
Q∈O(d)
‖Φ−ZQ‖ . ‖∆‖
λd(AG)
which will be derived more carefully later in the proof section. However, such a bound does not
yield a tight bound for the deviation of each Φi from Q for some Q ∈ O(d). To obtain such a
bound, it is much more appealing to provide an error bound for
max
1≤i≤n
‖Ĝi −GiQ‖
for some orthogonal matrix Q ∈ Rd×d. This is actually a block-wise error bound between Ĝi
andGi, which is essentially a generalization of the entrywise bound for the eigenvector discussed
in [2, 51]. This will be the main focus of our paper.
3 Main theorem
Our main contribution is providing a near-optimal block-wise error bound of Ĝi for all 1 ≤ i ≤ n.
For O(d) synchronization under Gaussian noise, we have the following theorem.
Theorem 3.1 (Performance for orthogonal group synchronization). Suppose
σ <
c0
√
n√
d+
√
log n
for some small constant c0 > 0. With high probability, the estimation Ĝi of Gi from Algorithm 1
satisfies ∥∥∥ĜiĜ>j −GiG>j ∥∥∥ . σ√n−1d, ∀i 6= j.
In other words,
max
1≤i≤n
‖Ĝi −GiQ‖ . σ
√
n−1d
by letting Q = G>j Ĝj .
Remark 3.2. If d = 1, the problem reduces to Z2 synchronization and the bound is equivalent
to the one explored in [2].
Note that in random matrix theory, it has been extensively studied when the top eigenvectors
of AG are correlated with the planted signals (low-rank matrix), see e.g. [9, 40]. Once the noise
level σ reaches σ‖W ‖ ≥ n, i.e., σ > 2−1√n/d where ‖W ‖ = 2√nd(1 + o(1)), spectral methods
fail to provide useful information about the planted signals. Thus our bound differs from this
threshold only by a logarithmic and constant factor.
The theoretical result for permutation group synchronization is summarized as follows.
Theorem 3.3 (Performance for permutation group synchronization). Suppose
p > C0
√
log(nd)
n
(3.1)
for some universal large constant C0 > 0. With high probability, the estimation Ĝi of Gi
satisfies ∥∥∥ĜiĜ>j −GiG>j ∥∥∥ . p−1n− 12√log(nd), ∀i 6= j.
In particular, if ‖ĜiĜ>j − GiG>j ‖ < 12 , then Algorithm 2 recovers the hidden permutation
matrices Gi exactly.
Remark 3.4. The work [43] provides a block-wise bound for permutation group synchroniza-
tion for more general networks in which p > C0n
− 1
2 log3(n) is needed for exact recovery of all
the permutation matrices with high probability. [18] shows that the SDP relaxation can recover
the underlying hidden permutation matrices with high probability if p > C0n
− 1
2 log2(nd). The
bound (3.1) matches that in [6] which considers the general simultaneous mapping and clustering
problem. However, as pointed out earlier, our technique is quite different from [6].
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4 Numerics
4.1 Orthogonal group synchronization
This section is devoted to investigating the performance of Algorithm 1 under various noise
levels. Consider AG = GG
>+σW where W is a symmetric nd×nd Gaussian random matrix.
Here we introduce another parameter κ such that σ = κ
√
nd−1. We fix n = 1000 and let κ vary
from 0.05 to 0.5. Once we obtain Ĝi, we calculate the maximal blockwise deviation of Ĝi from
Gi by using
max
i 6=1
‖Ĝ1Ĝ>i −G1G>i ‖.
For each κ, we run 25 experiments and obtain the average error and the box plot of error, which
is shown in Figure 1. We can see that the error depends linearly on the κ (equivalently, σ) if
κ ≤ 0.4. Once κ > 0.4, the estimation may not provide a valid estimation of Gi.
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Figure 1: Performance bound v.s. noise level.
4.2 Permutation group synchronization
We consider the permutation group synchronization under random corruption. Without loss of
generality, we assume Gi = Id and Gij = XijId + (1−Xij)Pij as introduced in (PM2). Then
we compute the top d eigenvectors and estimate Ĝi by solving
Ĝi = argmaxR∈Πd
〈
R,P(Φ1)P(Φi)>
〉
.
The goal is to study how the performance of Algorithm 2 depends on the parameters (n, p). Note
that our theorem indicates that the algorithm works if p is around
√
n−1 log(nd). Therefore,
we introduce the parameter κ so that
p = κ
√
log(nd)
n
.
We let n vary from 50 to 1000, and κ between 0.1 and 2. We use two ways of measuring the
recovery performance.
Exact recovery: We compute the total number of instances in which Ĝi equals Gi for
all 1 ≤ i ≤ n. For each pair of (n, κ), we run 25 experiments and calculate the proportion of
successful instances. Figure 2 implies that for κ > 1, exact recovery holds with high probability
for both d = 5 and 10. This confirmed the near-optimality of our performance bound in
Theorem 3.3.
7
100 200 300 400 500 600 700 800
0.2
0.4
0.6
0.8
1
1.2
1.4
1.6
1.8
2
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
100 200 300 400 500 600 700 800
0.2
0.4
0.6
0.8
1
1.2
1.4
1.6
1.8
2
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
Figure 2: Phase transition for strong recovery
Weak recovery: Instead of looking at the exact recovery of all the permutation matrices,
we compute the average alignment to see if most permutation matrices are recovered even if
the assumption of Theorem 3.3 is violated, i.e., adding slightly more corruption to the observed
data. The average alignment associated with {Ĝi} is defined as
1
nd
n∑
i=1
〈Ĝi, Id〉
which is a number between 0 and 1. In particular, if it is perfectly aligned, it is exactly 1. We
simulate 25 instances and the compute the mean of the average alignment. The phase transition
plot is provided in Figure 3, which shows that if κ > 0.6, the recovered permutation matrix is
highly aligned with the planted signal. We leave the characterization of the critical threshold
for exact/weak recovery as future work.
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Figure 3: Phase transition for weak recovery
5 Proofs
5.1 The sketch of proof: leave-one-out technique
We provide a proof sketch for Theorem 3.1 and 3.3. The main idea follows from the leave-one-
out technique employed in [2] to study Z2-synchronization and community detection under the
stochastic block model. The major difference of our setting here is the blockwise independence of
the noise matrix as well as the multi-dimensionality of the eigenspace, which requires additional
technical treatments.
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With a bit of calculation, both (OD) and (PM) can be formulated under the framework of
a matrix spike model. Without loss of generality, we assume each Gi is an identity matrix Id
and it suffices to consider
A = ZZ> + ∆ (5.1)
where Z> = [Id, · · · , Id] ∈ Rd×nd. Here ∆ is the random noisy matrix. More precisely,
• For model (OD), the noisy matrix ∆ is
∆ = σW ,
where W ∈ Rnd×nd is a symmetric Gaussian random matrix.
• For model (PM), the corruption matrix ∆ is
∆ij =
{
−p−1(1− p)d−1Jd, if i = j,
p−1
(
(Xij − p)(Id − d−1Jd) + (1−Xij)(Pij − d−1Jd)
)
, if i 6= j. (5.2)
where Pij is a random permutation matrix. In fact, the top d eigenvectors of A and
AG = [Gij ]1≤i,j≤n are the same given the noise ∆ is small and Gi = Id. We will show
this in Section 5.4.
Now assume (Φ,Λ) is the top d leading eigen-pairs of A, i.e.,
AΦ = ΦΛ, Φ>Φ = nId, Λ = diag(λ1, · · · , λd).
In other words, it holds Φ = AΦΛ−1. The idea of estimating each Φi relies on choosing a
suitable surrogate which is easy to approximate and also close to Φi. One commonly-used
choice is to use one-step fixed point iteration, which is inspired by [2]. By definition, Φ ∈ Rnd×d
is the fixed point of the following map:
f(X) := AXΛ−1 (5.3)
where Λ ∈ Rd×d consists of the top d eigenvectors of A.
Note that the recovered orthogonal group {Gi}ni=1 is unique modulo a global rotation. There-
fore, we initialize this fixed point map (5.3) by choosing X = ZQ where Q minimizes the
distance dF (Φ,Z) between Φ and Z is minimized, i.e.,
dF (Φ,Z) := min
Q∈O(d)
‖Φ−ZQ‖F . (5.4)
We hope f(ZQ) is close to Φ uniformly for each d × d block. Let’s perform a preliminary
analysis for the approximation error bound of Φi with the ith block of f(ZQ) = AZQΛ
−1.
Let ∆i be the ith block column of ∆, and then it holds
‖[Φ−AZQΛ−1]i‖ = ‖[A(Φ−ZQ)Λ−1]i‖
= ‖(Z + ∆i)>(Φ−ZQ)Λ−1‖
≤ ‖Λ−1‖ ·
(
‖Z>(Φ−ZQ)‖+ ‖∆>i (Φ−ZQ)‖
)
. (5.5)
The Davis-Kahan theorem [20] provides a tight bound of the first term and the goal is
to estimate ‖∆>i (Φ − ZQ)‖. Note that ∆i and Φ − ZQ are not statistically independent.
Therefore, despite that each ∆ij is either a Gaussian random matrix or a bounded centered
random permutation matrix, we cannot immediately apply concentration inequality to obtain a
tight bound of ‖∆>i (Φ−ZQ)‖. The remedy is to use the recently popular leave-one-out trick.
The idea is to replace Φ by Φ(i) which is the top d eigenvectors of the following auxiliary
matrix A(i) = ZZ> + ∆(i):
A
(i)
k` =
{
Ak`, if k 6= i and ` 6= i,
Id, if k = i or ` = i,
∆(i) =
{
∆k`, if k 6= i and ` 6= i,
0, if k = i or ` = i.
(5.6)
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In other words, A and A(i) only differ by the ith block column and row of ∆. Because of this
minor difference, the corresponding eigenspace Φ and Φ(i) are very close. More importantly, Φ(i)
is independent of ∆i since Φ
(i) only depends on ∆(i) which excludes ∆i. This important fact
allows one to apply the concentration inequality to get a satisfactory bound of ‖∆>i (Φ−ZQ)‖.
Next, we provide more details on bounding ∆>i (Φ−ZQ). Before that, we now formally define
an operator which will be frequently used in the discussion. One can view it as a generalization
of taking the “phase” of a matrix.
Definition 5.1. For any matrix X ∈ Rm×r with m ≥ r, we define
P(X) = UV >
where X = UΣV > is the SVD of X. In particular, if rank(X) = r, i.e., Σ is invertible, then
P(X) = X(X>X)− 12 .
The main purpose of introducing P(·) is to correctly define the distance among Φ, Φ(i), and
Z. From now on, we let
Q := argminR∈O(d) ‖Φ−ZR‖F , Q = P(Z>Φ),
Qi := argminR∈O(d) ‖Φ(i) −ZR‖F , Qi = P(Z>Φ(i)),
Si := argminR∈O(d) ‖Φ−Φ(i)R‖F , Si = P((Φ(i))>Φ),
(5.7)
where the explicit forms of Q, Qi, and Si are easy to derive.
Now we decompose ‖∆>i (Φ − ZQ)‖ into three terms and find an upper bound for each of
them.
‖∆>i (Φ−ZQ)‖ ≤ ‖∆>i (Φ−Φ(i)Si + Φ(i)Si −ZQiSi +Z(QiSi −Q))‖
≤ ‖∆i‖ · ‖Φ−Φ(i)Si‖+ ‖∆>i (Φ(i) −ZQi)‖+ ‖∆>i Z‖ · ‖QiSi −Q‖
=: T1 + T2 + T3 (5.8)
An expert may wonder what the main difference of the blockwise analysis of eigenvectors
from the aforementioned works [2, 51]. The difference comes from the appearance of T3, which
does not show up for d = 1. Therefore, the estimation of ‖Q − QiSi‖ requires additional
treatments for d ≥ 2. We leave the estimation of (5.8) in Section 5.3 and 5.4. Here we present
the key supporting result to establish Theorem 3.1 and 3.3.
Theorem 5.1. Under the assumption of Theorem 3.1 and 3.3, i.e.,
• For (OD),
η := σn−
1
2 (
√
d+
√
log n), σ < C−10
√
n(
√
d+
√
log n)−1. (5.9)
• For (PM),
η := p−1n−
1
2
√
log(nd), p > C0
√
n−1 log(nd). (5.10)
Here C0 > 0 is an absolute large constant. Then with at least 1−O(n−1d−1), it holds
‖Φi − [AZQ]iΛ−1‖ = ‖Φi − (nId + ∆>i Z)QΛ−1‖ . η max
1≤i≤n
‖Φi‖,
uniformly for all 1 ≤ i ≤ n. Moreover, we have
|σj(Φi)− 1| . η, ∀1 ≤ i ≤ n, 1 ≤ j ≤ d.
The proof of Theorem 3.1 and 3.3 also relies on two supporting results.
Lemma 5.2. For two d× d invertible matrices X and Y , it holds that
‖P(X)− P(Y )‖ ≤ 2
√
2 min{σ−1min(X), σ−1min(Y )} · ‖X − Y ‖,
where σmin(·) denotes the smallest singular value of a matrix.
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Claim 5.3. With probability at least 1 − O(n−1), we have the following results under the as-
sumption of Theorem 3.1 and 3.3.
• For (OD), we have
‖∆>i Z‖ . σ
√
n(
√
d+
√
log n) = nη.
• For (PM), we have
‖∆>i Z‖ . p−1
√
n log(nd) = nη.
• It holds that ‖∆‖ ≤ n/2 and Λ  n2In for both (OD) and (PM).
Here η is defined in (5.9) and (5.10) for both cases respectively.
The claim will be confirmed in Section 5.3 and 5.4. With the results available above, we are
ready to provide an upper bound for P(Φi)−P(Φj). In fact, as long as ‖P(Φi)−P(Φj)‖ . η, we
have ‖P(Φi)P(Φj)>−Id‖ . η,∀i 6= j. This finishes the proof of Theorem 3.1. For Theorem 3.3,
it requires one extra step to show that ‖P(Φi)P(Φj)> − Id‖ < 1/2 holds so that the rounding
procedure indeed produces the planted permutation matrices correctly.
Proof of Theorem 3.1 and 3.3. It suffices to estimate Φi−Φj and apply Lemma 5.2. Under
Theorem 5.1 and Lemma 5.3, we have
‖Φi −Φj‖ ≤ ‖Φi − (nId + ∆>i Z)QΛ−1‖+ ‖Φj − (nId + ∆>j Z)QΛ−1‖
+ ‖(∆i −∆j)>ZQΛ−1‖
. η max
1≤i≤n
‖Φi‖+ ‖(∆i −∆j)>Z‖‖Λ−1‖
. η max
1≤i≤n
‖Φi‖+ n−1 · nη . η max
1≤i≤n
‖Φi‖, i 6= j,
where the third inequality uses Claim 5.3 and max1≤i≤n ‖Φi‖ ≥ 1. In order to apply Lemma 5.2,
we need to show σmin(Φi) is away from 0. Let i
′ be the index with the largest ‖Φi′‖. Then
‖Φ− 1n ⊗Φi′‖ ≤
√√√√ n∑
j=1
‖Φj −Φi′‖2 . η
√
n‖Φi′‖
where “⊗ ” denotes the Kronecker product. Note that all the singular values of Φ are √n and
thus it holds that
|√n−√nσ`(Φi′)| . η
√
n‖Φi′‖, ∀1 ≤ ` ≤ d.
This gives |1 − σmin(Φi′)| < η‖Φi′‖ and | ‖Φi′‖ − 1 | . η‖Φi′‖ which imply max1≤i≤n ‖Φi‖ ≤
1 +O(η) = O(1). Therefore,
|1− σmin(Φi′)| . η, ‖Φi′ −Φj‖ . η, ∀1 ≤ j ≤ n,
which means σmin(Φi′) > 0. Applying Lemma 5.2 gives
‖P(Φi′)− P(Φj)‖ ≤ 2σmin(Φi′)−1‖Φi′ −Φj‖ . η
where |1− σmin(Φi′)| . η. By triangle inequality, ‖P(Φi)− P(Φj)‖ . η holds for all pairs of i
and j. This finishes the proof of Theorem 3.1.
For (PM) with p > C0
√
n−1 log(nd) and a sufficiently large constant C0, it holds that∥∥∥P(Φi)P(Φj)> − Id∥∥∥ < 1
2
.
Then the diagonal entries of P(Φi)P(Φj)> are its largest d entries. Thus the rounding procedure
in Algorithm 2 recovers the underlying permutation matrix.
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5.2 Important technical ingredients
We list all the necessary supporting results in this section.
Theorem 5.4 (Weyl’s inequality [46]). For two matrices X and Y of the same size, it holds
|σ`(X)− σ`(Y )| ≤ ‖X − Y ‖, ∀`
where σ`(·) denotes the `th largest singular value of a matrix.
Theorem 5.5 (Davis-Kahan theorem [20]). Let X and XE = X + ∆ be two symmetric
matrices. Suppose Ψ1 and Ψ1,∆ are the top d eigenvectors of X and X∆ respectively.
X =
[
Ψ1 Ψ2
] [Λ1 0
0 Λ2
] [
Ψ1 Ψ2
]>
, X∆ =
[
Ψ1,∆ Ψ2,∆
] [Λ1,∆ 0
0 Λ2,∆
] [
Ψ1,∆ Ψ2,∆
]>
where the columns of Ψk and Ψk,∆ are normalized for k = 1, 2, and Λk and Λk,∆ are diagonal
matrices with the corresponding eigenvalues. Then it holds that
‖(I −Ψ1,∆Ψ>1,∆)Ψ1‖ ≤
‖∆Ψ1‖
δ
where δ denotes the spectral gap between Λ1,∆ and Λ2, i.e., δ = |λmin(Λ1,∆)− λmax(Λ2)|.
Theorem 5.5 is a classical result in matrix perturbation theory.
Lemma 5.6. Suppose X and Y are two tall orthogonal matrices of the same size n × r, i.e.,
X>X = Y >Y = Ir, then
‖Y −XR‖ ≤ 2‖(In −XX>)Y ‖,
where R = P(X>Y ).
Proof: Suppose UΣV > is the SVD of X>Y . Then R = UV > ∈ Rr×r is orthogonal.
Y −XR = (In −XX>)Y +X(X>Y −UV >)
Taking the operator norm yields
‖Y −XR‖ ≤ ‖(In −XX>)Y ‖+ ‖X(UΣV > −UV >)‖
≤ ‖(In −XX>)Y ‖+ ‖Σ− Ir‖
For ‖Σ− Ir‖, it suffices to find a lower bound for the smallest singular value of X>Y since
‖Σ− Ir‖ ≤ 1− σmin(X>Y )
and all the singular values of X>Y are no larger than 1. Note that
1− σ2min(X>Y ) = ‖Ir − Y >XX>Y ‖ ≤ ‖Y >(In −XX>)Y ‖ ≤ ‖(In −XX>)Y ‖
which implies
1− σmin(X>Y ) ≤ 1− σ2min(X>Y ) ≤ ‖(In −XX>)Y ‖
where 0 ≤ σmin(X>Y ) ≤ 1. As a result, ‖Y −XR‖ ≤ 2‖(In −XX>)Y ‖ holds.
Proof of Lemma 5.2. Let X = UXΣXV
>
X ∈ Rd×d and Y = UY ΣY V >Y ∈ Rd×d be the SVD
of X and Y respectively. Here ΣX is a d× d PSD matrix which consists of the singular values
of X and the same rule applies to ΣY . Note that the goal here is to estimate the difference
between UXV
>
X −UY V >Y and it suffices to bound the difference between UX and UY , and that
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between VX and VY . We will apply Davis-Kahan’s theorem to obtain such an upper bound by
considering the augmented matrix. Define the augmented matrix of X and Y :
X˜ =
[
0 X
X> 0
]
, Y˜ =
[
0 Y
Y > 0
]
and
MX =
1√
2
[
UX
VX
]
, MY =
1√
2
[
UY
VY
]
.
It is well-known in linear algebra that MX and MY are the normalized eigenvectors of X˜
and Y˜ and the corresponding eigenvalues are the singular values of X and Y respectively:
X˜MX = MXΣX . The other bottom d nonzero eigenvalues of X˜ and Y˜ are given by the
negative singular values of X and Y respectively. Applying the Davis-Kahan theorem gives
‖(I −MXM>X)MY ‖ ≤ 2−1σ−1min(Y )‖(X˜ − Y˜ )MY ‖
= 2−1σ−1min(Y ) · ‖X − Y ‖‖MY ‖
= 2−1σ−1min(Y ) · ‖X − Y ‖
where the spectral gap is lower bounded by 2σmin(Y ) since all the eigenvalues of Y˜ are
{±σ`(Y )}d`=1. As a result, we have
min
R∈O(d)
‖MX −MYR‖ ≤ 2‖(I −MXM>X)MY ‖ ≤ σ−1min(Y ) · ‖X − Y ‖
which follows from Lemma 5.6. Now we are ready to estimate ‖P(X)− P(Y )‖:
‖P(X)− P(Y )‖ = ‖UXV >X −UY V >Y ‖
= ‖UXV >X −UX(VYR)> +UX(VYR)> −UYR(VYR)>‖
≤ ‖UX −UYR‖+ ‖VX − VYR‖
≤ 2
√
2‖MX −MYR‖
= 2
√
2σ−1min(Y ) · ‖X − Y ‖
where ‖UX‖ = ‖VYR‖ = 1. Similarly, we have ‖P(X)− P(Y )‖ ≤ 2
√
2σ−1min(X) · ‖X − Y ‖ by
exchanging X and Y .
5.3 O(d) synchronization under Gaussian noise
This section is devoted to the proof of Theorem 5.1 for (OD). We first introduce all the necessary
ingredients of the proof as follows and leave their proofs later. Then by using these facts, we can
prove Theorem 5.1 for (OD). The key is to obtain upper bounds for T1, T2, T3, and ‖Φ−ZQ‖.
We provide the bounds for each term below.
‖∆‖ . σ
√
nd, (5.11)
Λ  (n− ‖∆‖)Id  n
2
Id, (5.12)
‖Φ−ZQ‖ . σ
√
d, ‖Φ(i) −ZQi‖ . σ
√
d, (5.13)
‖Φ−Φ(i)Si‖ . σn− 12 (
√
d+
√
log n) max
1≤i≤n
‖Φi‖, (5.14)
‖Q−QiS‖ . σn−1(
√
d+
√
log n) max
1≤i≤n
‖Φi‖, (5.15)
‖∆>i (Φ(i) −ZQi)‖ . σ(
√
d+
√
log n)‖Φ(i) −ZQi‖
. σ2
√
d(
√
d+
√
log n), (5.16)
‖∆>i Z‖ . σ
√
n(
√
d+
√
log n). (5.17)
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The estimation (5.11) of ‖∆‖ simply follows from ‖W ‖ ≤ 3√nd with high probability for
a symmetric Gaussian random matrix W . In particular, we assume ‖∆‖ ≤ n/2 for σ <
c0
√
nd−1 and a small constant c0. The bound (5.12) for the top d eigenvalues of A = ZZ> +
∆ follows from Weyl’s theorem and (5.11) where the top d eigenvalues of ZZ> are n. The
inequalities (5.13) and (5.14) follow from Lemma 5.8 and 5.9 respectively by using Davis-Kahan
theorem. We prove (5.15) in Lemma 5.10, and Lemma 5.11 implies (5.16) and (5.17).
Proof of Theorem 5.1 for (OD). From definition of T`, 1 ≤ ` ≤ 3 and (5.11)-(5.17), we have
T1 = ‖∆i‖ · ‖Φ−Φ(i)Si‖ . σ2
√
d(
√
d+
√
log n) max
1≤i≤n
‖Φi‖,
T2 = ‖∆>i (Φ(i) −ZQi)‖ . σ2
√
d(
√
d+
√
log n),
T3 = ‖∆>i Z‖ · ‖QiSi −Q‖ . σ2n−
1
2 (
√
d+
√
log n)2 max
1≤i≤n
‖Φi‖,
where max1≤i≤n ‖Φi‖ ≥ 1. The estimation is bounded by
‖∆>i (Φ−ZQ)‖ ≤ T1 + T2 + T3 . σ2
√
d(
√
d+
√
log n) max
1≤i≤n
‖Φi‖
where σ < c0
√
nd−1 for a small constant c0. From (5.5), it holds that
‖Φi − (Z + ∆i)>ZQΛ−1‖ ≤ ‖Λ−1‖ ·
(
‖Z>(Φ−ZQ)‖+ ‖∆>i (Φ−ZQ)‖
)
. n−1(
√
n‖Φ−ZQ‖+ ‖∆>i (Φ−ZQ)‖)
. n−1
(√
n · σ
√
d+ σ2
√
d(
√
d+
√
log n) max
1≤i≤n
‖Φi‖
)
. σn− 12 (
√
d+
√
log n) max
1≤i≤n
‖Φi‖
where the first term above follows from ‖Z‖ = √n, (5.13), and σ <√n/d.
Our analysis will frequently use the following important fact about Gaussian random matrix.
Theorem 5.7. [48, Theorem 4.4.5] For any X ∈ Rn×m random matrix whose entries are
i.i.d. standard normal random variables. For any t > 0, it holds
‖X‖ . √n+√m+ t
with probability at least 1− 2 exp(−t2).
The next two lemmas provide the proof of (5.13) and (5.14).
Lemma 5.8. If Φ consists of the top d eigenvectors of A with Φ>Φ = nId, then
‖(I − n−1ΦΦ>)Z‖ . σ
√
d.
The same bound applies to Φ(i). Let Φ(i) be the eigenvectors associated to the top d eigenvalues
of A(i) in (5.6) and then
‖(I − n−1Φ(i)(Φ(i))>)Z‖ . σ
√
d.
Moreover, we have
0 ≤ n− σmin(Φ>Z) . σ
√
nd, 0 ≤ n− σmin((Φ(i))>Z) . σ
√
nd.
Proof of Lemma 5.8. We directly apply Davis-Kahan theorem by letting X = ZZ> and
XE = A = ZZ
> + ∆ in Theorem 5.5 with ∆ = σW . Note that the dth largest eigenvalue of
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A is at least n− ‖∆‖ and the (d+ 1)th eigenvalue of ZZ> is 0. Thus set δ in Theorem 5.5 as
n− ‖∆‖ and it holds
‖(I − n−1ΦΦ>)Z‖ ≤ (n− ‖∆‖)−1‖(A−ZZ>)Z‖
. n−1‖(A−ZZ>)Z‖
= σn−1‖WZ‖
. σn−1 ·
√
nd · √n = σ
√
d
where ‖WZ‖ ≤ ‖W ‖‖Z‖ . √nd ·√n = n√d. For (Φ(i),Z), simply use ∆(i) = σW (i) which is
defined in (5.6) where W (i) equals W except that its ith block row and column are zero. Using
Theorem 5.5 again gives
‖(I − n−1Φ(i)(Φ(i))>)Z‖ ≤ σ(n− σ‖W (i)‖)−1‖W (i)Z‖ . σ
√
d.
Combining Lemma 5.6 together with the results above gives
‖Φ−ZQ‖ ≤ 2‖(Ind − n−1ΦΦ>)Z‖ . σ
√
d, ‖Φ(i) −ZQi‖ . σ
√
d
where Q = P(Z>Φ) ∈ Rd×d is an orthogonal matrix. For the singular values of Φ>Z, we have
‖Φ>Z − nQ>‖ = ‖(Φ−ZQ)>Z‖ . σ
√
nd.
Then the Weyl’s theorem implies that |n− σmin(Φ>Z)| . σ
√
nd for 1 ≤ ` ≤ d.
Lemma 5.9. Let Φ and Φ(i) be the top d eigenvectors of A and A(i) in (5.6) with Φ>Φ =
(Φ(i))>Φ(i) = nId respectively. Then
‖(I − n−1ΦΦ>)Φ(i)‖ . σn− 12 (
√
d+
√
log n) · max
1≤i≤n
‖Φi‖.
In other words,
n− σ`
(
Φ>Φ(i)
)
. σ(
√
d+
√
log n) max
1≤i≤n
‖Φi‖, 1 ≤ ` ≤ d
and
‖(Φ>Φ(i)(Φ(i))>Φ)1/2 − nId‖ . σ(
√
d+
√
log n) max
1≤i≤n
‖Φi‖.
Moreover, it holds
‖Φ−Φ(i)Si‖ ≤ σn− 12 (
√
d+
√
log n) max
1≤i≤n
‖Φi‖
where Si is defined in (5.7).
Proof of Lemma 5.9. The dth largest eigenvalue of A is at least n−σ‖W ‖ and the (d+1)th
largest eigenvalue of A(i) is at most σ‖W ‖. Thus we have δ ≥ n − 2σ‖W ‖ and Theorem 5.5
gives
‖(I − n−1ΦΦ>)Φ(i)‖ . n−1‖(A−A(i))Φ(i)‖
= σn−1‖(W −W (i))Φ(i)‖
where A −A(i) = σ(W −W (i)) holds. Let Wi ∈ Rnd×d be the ith block column of W . We
have
[(W −W (i))Φ(i)]` =
{
W`iΦ
(i)
i , if ` 6= i,
W>i Φ
(i), if ` = i.
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Note that ‖Wi‖ .
√
nd holds for 1 ≤ i ≤ n with high probability. Each entry of W>i Φ(i) is an
independent N (0, n) random variable. As a result, ‖W>i Φ(i)‖ .
√
n(
√
d +
√
log n) uniformly
for all 1 ≤ i ≤ n with high probability, following from Theorem 5.7.
‖(W −W (i))Φ(i)‖ ≤ ‖WiΦ(i)i ‖+ ‖W>i Φ(i)‖
.
√
nd‖Φ(i)i ‖+
√
n(
√
d+
√
log n)
.
√
n(
√
d+
√
log n)(‖Φ(i)i ‖+ 1).
Thus Lemma 5.6 implies that
‖Φ−Φ(i)Si‖ ≤ 2‖(Ind − n−1ΦΦ>)Φ(i)‖
. σn−1 · √n(
√
d+
√
log n)(‖Φ(i)i ‖+ 1)
= σn−
1
2 (
√
d+
√
log n) · (‖Φ(i)i ‖+ 1).
Now consider the ith block of Φ−Φ(i)Si and we have
‖Φ(i)i ‖ − ‖Φi‖ ≤ ‖Φ(i)i Si −Φi‖ . σn−
1
2 (
√
d+
√
log n) · (‖Φ(i)i ‖+ 1).
This implies that if σn−
1
2 (
√
d+
√
log n) < c0 with a sufficiently small constant c0, then
‖Φ(i)i ‖ . max1≤i≤n ‖Φi‖
where max1≤i≤n ‖Φi‖ ≥ 1. In other words, it holds
‖Φ−Φ(i)Si‖ . σn− 12 (
√
d+
√
log n) max
1≤i≤n
‖Φi‖
which implies n− σ`(Φ>Φ(i)) . σ(
√
d+
√
log n) max1≤i≤n ‖Φi‖ since
‖(Φ(i))>Φ− nSi‖ ≤
√
n‖Φ−Φ(i)Si‖ ≤ σ(
√
d+
√
log n) max
1≤i≤n
‖Φi‖.
Lemma 5.10. For Q,Qi and Si defined in (5.7), we have
‖Q−QiSi‖ . σn−1(
√
d+
√
log n) max
1≤i≤n
‖Φi‖
if (5.13) and (5.14) hold.
Proof of Lemma 5.10. It suffices to estimate
‖Q−QiSi‖ = ‖P(Z>Φ)− P(Z>Φ(i)Si)‖
since P(Z>Φ(i)Si) = QiSi. Applying Lemma 5.2 gives
‖P(Z>Φ)− P(Z>Φ(i)Si)‖ ≤ 2
√
2 · σ−1min(Z>Φ) · ‖Z>(Φ−Φ(i)Si)‖
. n−1 · √n · ‖Φ−Φ(i)Si‖
. n−1 · √n · σn− 12 (
√
d+
√
log n) · max
1≤i≤n
‖Φi‖
. σn−1(
√
d+
√
log n) max
1≤i≤n
‖Φi‖
where σ−1min(Z
>Φ) . n−1 follows from Lemma 5.8 and 5.9.
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Lemma 5.11. Suppose a sequence of n matrices {Mi}ni=1 and M> = [M>1 , · · · ,M>n ] which is
independent of ∆i = σWi. Then
‖∆>i M‖ . σ‖M‖(
√
d+
√
log n)
with probability at least 1−O(n−2). In particular, the following inequalities hold with probability
at least 1−O(n−1)
‖∆>i (Φ(i) −ZQi)‖ . (
√
d+
√
log n)‖Φ(i) −ZQi‖ = σ
√
d(
√
d+
√
log n),
‖∆>i Z‖ . σ
√
n(
√
d+
√
log n)
for all 1 ≤ i ≤ n.
Proof of Lemma 5.11. Denote the SVD of M ∈ Rnd×d as M = UΣV >, where U ∈ Rnd×d
with U>U = Id, Σ ∈ Rd×d, and V ∈ Rd×d. Note that ∆i = σWi where Wi is an nd × d
Gaussian random matrix.
‖∆>i M‖ = σ‖W>i UΣV >‖
≤ σ‖M‖‖W>i U‖
where ‖Σ‖ = ‖M‖. Since U>U = Id, then W>i U is an asymmetric d × d Gaussian random
matrix. Theorem 5.7 guarantees that ‖W>i U‖ is bounded by ‖W>i U‖ .
√
d +
√
log n with
probability at least 1−O(n−2). As a result, we have ‖∆>i M‖ . σ‖M‖(
√
d+
√
log n).
Now by letting M = Φ(i) −ZQi or Z which is independent of ∆i, we have
‖∆>i (Φ(i) −ZQi)‖ . σ‖Φ(i) −ZQi‖(
√
d+
√
log n), ‖∆>i Z‖ . σ
√
n(
√
d+
√
log n)
hold uniformly for all 1 ≤ i ≤ n with probability at least 1−O(n−1).
5.4 Object matching under corruption
Before proceeding to the official proof, we first show that the top d eigenvectors of AG =
[Gij ]1≤i,j≤n are equal to those of A. Note that for the matrix spike model (5.2) for (PM), the
noise matrix ∆ is not mean zero, i.e., E∆ = −p−1(1− p)d−1In⊗Jd is a block-diagonal matrix
and ‖E∆‖ ≤ p−1(1− p).
Lemma 5.12. The matrices [Gij ]1≤i,j≤n and A share the same top d eigenvectors.
Proof: Without loss of generality, we assume Gi = Id. Note that A = ZZ
> + ∆.
∆ij =
{
−p−1(1− p)d−1Jd, if i = j,
p−1
(
(Xij − p)(Id − d−1Jd) + (1−Xij)(Pij − d−1Jd)
)
, if i 6= j.
Recall that
Gij =
{
XijId + (1−Xij)Pij , i 6= j,
Id, i = j,
where Xij ∼Bernoulli(p) and Pij is a random permutation matrix.
Then for i 6= j,
EGij = pId + (1− p)d−1Jd, EPij = d−1Jd
and
Gij − EGij = (Xij − p)(Id − d−1Jd) + (1−Xij)(Pij − d−1Jd) = p∆ij
which gives
Gij = p∆ij + EGij = p(Id + ∆ij) + (1− p)d−1Jd = pAij + (1− p)d−1Jd
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On the other hand,
Aii = Id + ∆ii = Id − p−1(1− p)d−1Jd ⇐⇒ pAii = pGii − (1− p)d−1Jd
As a result,
pAij =
{
Gij − (1− p)d−1Jd, i 6= j,
pGii − (1− p)d−1Jd, i = j.
Thus combining the equations above gives
pA = AG − (1− p)d−1Jnd − (1− p)Ind =⇒ AG = pA+ (1− p)d−1Jnd + (1− p)Ind.
Note that AG is a nonnegative matrix with its leading eigenvector 1nd. Also A = ZZ
> + ∆
has 1nd as its leading eigenvector if ‖∆‖ < n. As a result, Jnd and Ind do not change the top
d eigenvectors of A and AG.
We follow a similar route of proof as presented in Section 5.3. Under assumption of Theo-
rem 5.1, p > C0n
− 1
2
√
log(nd) for some large constant C0, the following inequalities hold with
probability at least 1−O(n−1),
‖∆‖ . p−1
√
n log(nd) (5.18)
Λ  (n− ‖∆‖)Id  n
2
Id (5.19)
‖Φ−ZQ‖ . p−1
√
log(nd), ‖Φ(i) −ZQi‖ . p−1
√
log(nd) (5.20)
‖Φ−Φ(i)Si‖ . p−1n− 12
√
log(nd) max
1≤i≤n
‖Φi‖ (5.21)
‖Q−QiSi‖ . p−1n−1
√
log(nd) max
1≤i≤n
‖Φi‖ (5.22)
‖∆>i (Φ(i) −ZQi)‖ . p−1
√
n log(nd) max
1≤i≤n
‖Φi‖ (5.23)
‖∆>i Z‖ . p−1
√
n log(nd) (5.24)
Here (5.18) is given in Lemma 5.14 and (5.19) directly follows from Weyl’s inequality and
‖∆‖ ≤ n/2 for p > C0n− 12
√
log(nd); Lemma 5.15 and 5.17 give (5.20) and (5.21) respectively;
The estimation of (5.22) is provided in Lemma 5.18, and Lemma 5.16 implies both (5.23)
and (5.24).
Proof of Theorem 5.1 for (PM). The proof is highly similar to that of Theorem 5.1 for (OD).
It suffices to estimate T`, 1 ≤ ` ≤ 3 by applying (5.18)-(5.24) and then plug into (5.5) and (5.8).
T1 = ‖∆i‖ · ‖Φ−Φ(i)Si‖
. p−1
√
n log(nd) · p−1n− 12
√
log(nd) max
1≤i≤n
‖Φi‖
≤ p−1
√
n log(nd) max
1≤i≤n
‖Φi‖,
T2 = ‖∆>i (Φ(i) −ZQi)‖ . p−1
√
n log(nd) max
1≤i≤n
‖Φi‖,
T3 = ‖∆>i Z‖ · ‖QiSi −Q‖
. p−1
√
n log(nd) · (np)−1
√
log(nd) max
1≤i≤n
‖Φi‖
= p−1
√
log(nd) max
1≤i≤n
‖Φi‖,
where p−1n−
1
2
√
log(nd)) < 1. The estimations in (5.5) and (5.8) are bounded by
‖∆>i (Φ−ZQ)‖ ≤ T1 + T2 + T3 . p−1
√
n log(nd) max
1≤i≤n
‖Φi‖
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and
‖Φi − (Z + ∆i)>ZQΛ−1‖ . n−1(
√
n‖Φ−ZQ‖+ ‖∆>i (Φ−ZQ)‖)
. n−1(
√
n · p−1
√
log(nd) + p−1
√
n log(nd) max
1≤i≤n
‖Φi‖)
. p−1n− 12
√
log(nd) max
1≤i≤n
‖Φi‖
where the first term is bounded by using (5.20).
The estimation of ‖∆‖ uses the matrix Bernstein inequality.
Theorem 5.13 (Matrix Bernstein [47]). Consider a finite sequence {Zk} of independent random
matrices. Assume that each random matrix satisfies
E(Zk) = 0, ‖Zk‖ ≤ R
Then for all t ≥ 0,
P
(∥∥∥∥∥∑
k
Zk
∥∥∥∥∥ ≥ t
)
≤ (d1 + d2) · exp
(
− t
2/2
σ2 +Rt/3
)
where
σ2 = max
{∥∥∥∥∥∑
k
EZ>k Zk
∥∥∥∥∥ ,
∥∥∥∥∥∑
k
EZkZ>k
∥∥∥∥∥
}
.
It is easy to see that∥∥∥∥∥∑
k
Zk
∥∥∥∥∥ ≤√2γσ2 log(d1 + d2) + 2γR log(d1 + d2)3
with probability at least 1− n−γ+1.
Lemma 5.14. The operator norm of ∆ is bounded by
‖∆− E∆‖ . p−1
√
(1− p2)n · log(nd) + p−1 log(nd)
with probability least 1 − O(n−1d−1). In particular, if p ≥ C0n− 12
√
log(nd) for some large
constant C0,
‖∆‖ ≤ ‖∆− E∆‖+ ‖E∆‖ . p−1
√
n log(nd) ≤ n
2
.
where ‖E∆‖ = p−1(1− p).
Proof: Let Zij be an nd× nd matrix whose (i, j)- and (j, i)-block equal ∆ij and ∆ji respec-
tively and all the other blocks are 0, i.e.,
Zij = eie
>
j ⊗∆ij + eje>i ⊗∆>ij
is a symmetric matrix where {ei}ni=1 are the canonical basis in Rn. Here
p∆ij = (Xij − p)(Id − d−1Jd) + (1−Xij)(Pij − d−1Jd).
Let’s first compute its variance: for i < j, we have
ZijZ
>
ij = eie
>
i ⊗∆ij∆>ij + eje>j ⊗∆>ij∆ij .
By using the independence between Xij and Pij , the expectations of ∆ij∆
>
ij and ∆
>
ij∆ij are
E∆ij∆>ij = p
−2
(
E(Xij − p)2(Id − d−1Jd) + E(1−Xij)2(Pij − d−1Jd)(Pij − d−1Jd)>
)
= p−2(1− p2)(Id − d−1Jd),
E∆>ij∆ij = p
−2(1− p2)(Id − d−1Jd)
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where E
[
(Pij − d−1Jd)(Pij − d−1Jd)>
]
= E
[
(Pij − d−1Jd)>(Pij − d−1Jd)
]
= Id− d−1Jd. As a
result, it holds that∑
i<j
EZijZ>ij = p
−2(1− p2)
∑
i<j
(eie
>
i + eje
>
j )⊗ (Id − d−1Jd)
= p−2(1− p2)
∑
i 6=j
eie
>
i ⊗ (Id − d−1Jd)
= p−2(1− p2)(n− 1)In ⊗ (Id − d−1Jd)
which implies ‖∑i<j EZijZ>ij‖ ≤ p−2(1− p2)n.
Note that
‖Zij‖ ≤ p−1‖(Xij − p)Id + (1−Xij)Pij‖ ≤ 2p−1.
Applying Bernstein’s inequality results in
‖∆− E∆‖ . p−1
√
(1− p2)n · log(nd) + p−1 log(nd).
with probability at least 1−O(n−1d−1).
Lemma 5.15. If Φ consists of the top d eigenvectors of A with Φ>Φ = nId, then
‖(I − n−1ΦΦ>)Z‖ . p−1
√
log(nd)
holds under (5.18). The same bound applies to Φ(i). Let Φ(i) be the eigenvectors associated to
the top d eigenvalues of A(i), and then
‖(I − n−1Φ(i)(Φ(i))>)Z‖ . p−1
√
log(nd).
Moreover, we have
n− σmin(Φ>Z) . p−1
√
n log(nd), n− σmin((Φ(i))>Z) . p−1
√
n log(nd)
and
‖Φ−ZQ‖ . p−1
√
log(nd), ‖Φ(i) −ZQi‖ . p−1
√
log(nd).
Proof: We directly apply Davis-Kahan theorem by letting X = ZZ> and XE = A in
Theorem 5.5. First we specify the spectral gap:
δ = |λd(A)− λd+1(ZZ>)| = |λd(A)| ≥ n− ‖∆‖ ≥ n/2
where λd+1(X) = 0.
‖(I − n−1ΦΦ−1)Z‖ ≤ (np− ‖∆‖)−1‖(A−ZZ>)Z‖
. n−1‖(A−ZZ>)Z‖
. n−1‖∆‖ · √n
. p−1
√
log(nd)
where ‖∆‖ ≤ p−1√n log(nd) and ‖∆Z‖ ≤ ‖∆‖‖Z‖ = √n‖∆‖. For (Φ(i),Z), simply using
Theorem 5.5 again with A(i) = ZZ> + ∆(i) leads to
‖(I − n−1Φ(i)(Φ(i))−1)Z‖ ≤ (n− ‖∆(i)‖)−1‖∆(i)Z‖ . p−1
√
log(nd)
where ‖∆(i)‖ ≤ ‖∆‖ ≤ p−1√n log(nd) < n/4.
Combining Lemma 5.6 with the bounds above gives
‖Φ−ZQ‖ . p−1
√
log(nd), ‖Φ(i) −ZQi‖ . p−1
√
log(nd).
This provides a lower bound for the smallest singular value of Z>Φ and Z>Φ(i) which follows
from
‖Z>Φ− nQ‖ = ‖Z>(Φ−ZQ)‖ . √n‖Φ−ZQ‖ . p−1
√
n log(nd)
and the orthogonality of Q.
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The proof of (5.21) relies on the following lemma.
Lemma 5.16. Let M ∈ Rnd×d be a matrix with its jth block Mj, independent of ∆i. For each
fixed 1 ≤ i ≤ n, it holds that
‖∆>i M‖ =
∥∥∥∥∥∥
n∑
j=1
∆ijMj
∥∥∥∥∥∥ . p−1√n log(nd) max1≤j≤n ‖Mj‖
with probability at least 1−O(n−2d−2).
In particular, if Mj = Id, then
‖∆>i Z‖ . p−1
√
n log(nd)
holds uniformly for all 1 ≤ i ≤ n with probability at least 1− O(n−1d−2). If M = Φ(i) −ZQi,
i.e., Mj = Φ
(i)
j −Qi, then
‖∆>i (Φ(i) −ZQi)‖ . p−1
√
n log(nd) max
1≤i≤n
‖Φi‖.
The proof of Lemma 5.16 is deferred to the end of this section.
Lemma 5.17. Let Φ and Φ(i) be the top d eigenvectors of A and A(i) with Φ>Φ = (Φ(i))>Φ(i) =
nId respectively. Then
‖Φ−Φ(i)Si‖ ≤ 2‖(I − n−1ΦΦ>)Φ(i)‖ . p−1n− 12
√
log(nd) max
1≤i≤n
‖Φi‖.
In particular, we have
0 ≤ n− σmin
(
Φ>Φ(i)
)
. p−1
√
log(nd) max
1≤i≤n
‖Φi‖
and
‖(Φ>Φ(i)(Φ(i))>Φ) 12 − nId‖ . p−1
√
log(nd) max
1≤i≤n
‖Φi‖.
Proof of Lemma 5.17. The dth largest eigenvalue of A is at least n−‖∆‖ and the (d+ 1)th
largest eigenvalue of A(i) is at most ‖∆‖. Thus we have δ ≥ n− 2‖∆‖ and
‖(I − n−1ΦΦ>)Φ(i)‖ . n−1‖(A−A(i))Φ(i)‖ = n−1‖(∆−∆(i))Φ(i)‖
where A−A(i) = ∆−∆(i) holds.
[(∆−∆(i))Φ(i)]` =
{
∆`iΦ
(i)
i , if ` 6= i,∑n
k=1 ∆ikΦ
(i)
k , if ` = i.
Then it holds with probability at least 1−O(n−1d−2) that
‖(∆−∆(i))Φ(i)‖ ≤ ‖∆iΦ(i)i ‖+ ‖∆>i Φ(i)‖
. ‖∆i‖ · ‖Φ(i)i ‖+ p−1
√
n log(nd) max
1≤j≤n
‖Φ(i)j ‖
. p−1
√
n log(nd) max
1≤j≤n
‖Φ(i)j ‖, ∀1 ≤ i ≤ n
where ‖∆i‖ . p−1
√
n log(nd) uses Lemma 5.14 and ‖∆>i Φ(i)‖ ≤ p−1
√
n log(nd) max1≤j≤n ‖Φ(i)j ‖
follows from the independence between ∆i and Φ
(i) and Lemma 5.16.
Thus Lemma 5.6 implies that
‖Φ−Φ(i)Si‖ ≤ 2‖(Ind − n−1ΦΦ>)Φ(i)‖
. n−1‖(∆−∆(i))Φ(i)‖
. p−1n− 12
√
log(nd) max
1≤j≤n
‖Φ(i)j ‖
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holds uniformly for all 1 ≤ i ≤ n with probability at least 1−O(n−1d−2). Next we will show that
max1≤j≤n ‖Φ(i)j ‖ . max1≤i≤n ‖Φi‖. Let j′ be the index such that ‖Φ(i)j′ ‖ = max1≤j≤n ‖Φ(i)j ‖,
then applying triangle inequality gives
‖Φ(i)j′ ‖ − ‖Φj′‖ ≤ ‖Φj′ −Φ(i)j′ Si‖ . p−1n−
1
2
√
log(nd) max
1≤j≤n
‖Φ(i)j ‖.
This implies that if p > C0n
− 1
2
√
log(nd) with a sufficiently large constant C0, then
max
1≤j≤n
‖Φ(i)j ‖ . ‖Φj′‖ ≤ max1≤j≤n ‖Φj‖, ∀1 ≤ i ≤ n. (5.25)
In other words, it holds
‖Φ−Φ(i)Si‖ . p−1n− 12
√
log(nd) max
1≤i≤n
‖Φi‖.
The lower bound for the smallest singular value of Φ>Φ(i) directly follows from
‖(Φ(i))>Φ− nSi‖ ≤
√
n‖Φ−Φ(i)Si‖ ≤ p−1
√
log(nd) max
1≤i≤n
‖Φi‖
and (Φ(i))>Φ(i) = nId.
Lemma 5.18. Under (5.20) and (5.21), the three orthogonal matrices (Q,Qi,Si) defined
in (5.7) satisfy
‖Q−QiSi‖ . p−1n−1
√
log(nd) max
1≤j≤n
‖Φj‖, ∀1 ≤ i ≤ n.
Proof of Lemma 5.18. The proof is exactly the same as that of Lemma 5.10 except under
a different setting. For the completeness of presentation, we still provide the proof here. An
important observation is that
Q−QiSi = P(Z>Φ)− P(Z>Φ(i)Si)
since P(Z>Φ(i)Si) = QiSi and P(Z>Φ(i)) = Qi. Note that n− σmin(Z>Φ) . p−1
√
n log(nd)
which follows from Lemma 5.15. This means σmin(Z
>Φ) ≥ n/2 if p > C0n− 12
√
log(nd) for
a sufficiently large constant C0. An upper bound of ‖Q − QiSi‖ can be found by applying
Lemma 5.2:
‖P(Z>Φ)− P(Z>Φ(i)Si)‖ ≤ 2
√
2 · σ−1min(Z>Φ) · ‖Z>(Φ−Φ(i)Si)‖
. n−1 · √n · ‖Φ−Φ(i)Si‖
. n−1 · √n · p−1n− 12 ·
√
log(nd) max
1≤j≤n
‖Φj‖
. p−1n−1
√
log(nd) max
1≤j≤n
‖Φj‖
where ‖Φ−Φ(i)Si‖ . p−1n− 12
√
log(nd) max1≤i≤n ‖Φi‖ is given in Lemma 5.17.
Proof of Lemma 5.16. Recall that
∆ij =
{
−p−1(1− p)d−1Jd, if i = j,
p−1
(
(Xij − p)(Id − d−1Jd) + (1−Xij)(Pij − d−1Jd)
)
, if i 6= j,
with E∆ij = 0 for i 6= j and ∆ii = −p−1(1− p)d−1Jd. It holds that
∥∥∥∆>i M∥∥∥ ≤
∥∥∥∥∥∥
∑
j 6=i
∆ijMj
∥∥∥∥∥∥+ ‖∆iiMi‖ ≤
∥∥∥∥∥∥
∑
j 6=i
∆ijMj
∥∥∥∥∥∥+ p−1(1− p)‖Mi‖.
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Now we apply Bernstein inequality to estimate the first term above which is a sum of mean
zero independent random matrices.
We first compute E
∑
j 6=i(∆ijMj)
>(∆ijMj). For each j, we have
E(∆ijMj)>(∆ijMj) = p−2(1− p2)M>j (Id − d−1Jd)Mj
where
E(∆>ij∆ij) = p
−2
(
E(Xij − p)2(Id − d−1Jd) + E(1−Xij)2(Pij − d−1Jd)(P>ij − d−1Jd)
)
= p−2(1− p2)(Id − d−1Jd)
because the cross terms of ∆>ij∆ij are of mean zero and EPij = d
−1Jd. Therefore,∥∥∥∥∥∥
∑
j 6=i
E(∆ijMj)>(∆ijMj)
∥∥∥∥∥∥ ≤ p−2(1− p2)
∥∥∥∥∥∥
∑
j 6=i
M>j (Id − d−1Jd)Mj
∥∥∥∥∥∥
≤ p−2(1− p2)
∑
j 6=i
‖Mj‖2
≤ p−2(1− p2)n max
1≤j≤n
‖Mj‖2.
For E
∑
j 6=i(∆ijMj)(∆ijMj)
>, we first compute E∆ijMj(∆ijMj)>:
p2 E(∆ijMj)(∆ijMj)> = E(Xij − p)2(Id − d−1Jd)MjM>j (Id − d−1Jd)
+ E(1−Xij)2(Pij − d−1Jd)MjM>j (P>ij − d−1Jd)
 E(Xij − p)2‖Mj‖2Id + 4E(1−Xij)2‖Mj‖2Id
 4(1− p2)‖Mj‖2Id.
Therefore,∥∥∥∥∥∥
∑
j 6=i
E(∆ijMj)(∆ijMj)>
∥∥∥∥∥∥ ≤ 4p−2(1− p2)
∑
j 6=i
‖Mj‖2 ≤ 4p−2(1− p2)n max
1≤j≤n
‖Mj‖2
and the variance of
∑
j 6=i ∆ijMj is bounded by
σ2
∑
j 6=i
∆ijMj
 ≤ 4p−2(1− p2)n max
1≤j≤n
‖Mj‖2.
Each term ∆ijMj is bounded by
‖∆ijMj‖ ≤ ‖∆ij‖‖Mj‖ ≤ 2p−1‖Mj‖ ≤ 2p−1 max
1≤j≤n
‖Mj‖, ∀1 ≤ j ≤ n
where ‖∆ij‖ ≤ p−1‖(Xij − p)Id + (1 − Xij)Pij‖ ≤ 2p−1. Now applying Bernstein inequality
gives ∥∥∥∥∥∥
∑
j 6=i
∆ijMj
∥∥∥∥∥∥ . p−1√(1− p2)n log(nd) max1≤j≤n ‖Mj‖+ p−1 log(nd) max1≤j≤n ‖Mj‖
. p−1
√
n log(nd) max
1≤j≤n
‖Mj‖.
Now we are ready to prove (5.23) and (5.24). It is easy to show (5.24) holds with probability
at least 1 − O(n−1) by simply choosing M = Z, i.e., Mj = Id, and taking the union bound
over 1 ≤ i ≤ n. For (5.23), we let M = Φ(i) − ZQi. Note that Φ(i) is the top d eigenvectors
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of A(i) which is independent of ∆i. Thus we can apply the concentration bound above and the
following holds with probability at least 1−O(n−1)
‖∆>i (Φ(i) −ZQi)‖ . p−1
√
n log(nd) max
1≤j≤n
‖Φ(i)j −Qi‖.
In the proof of Lemma 5.17, we have (5.25), i.e., max1≤j≤n ‖Φ(i)j ‖ . max1≤j≤n ‖Φj‖. As a
result, we have ‖Φ(i)j −Qi‖ ≤ ‖Φ(i)j ‖+ 1 . 2 max1≤j≤n ‖Φj‖ and thus
‖∆>i (Φ(i) −ZQi)‖ . p−1
√
n log(nd) max
1≤j≤n
‖Φj‖, 1 ≤ i ≤ n.
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