Abstract-A predictive vector quantization (PVQ) structure is proposed, where the encoder uses a predictor based on an intrablock support region, followed by a modified vector quantizer stage. Simulation results show that a modification on a previously published PVQ system led to an improvement of 1 dB in PSNR for Lenna.
I. INTRODUCTION
Vector quantization (VQ) is a technique widely used in signal compression. Predictive vector quantization (PVQ) combines the advantages of VQ and predictive coding [1] . The basic ideas of PVQ were firstly presented by Cuperman and Gersho in [2] . In [3] , PVQ was referred to as vector DPCM, and in [4] it was called differential vector quantization (DVQ).
Typically, PVQ uses a vector prediction scheme [1] . A finite- of Xi is often avoided in PVQ because the decoder does not know the original signal [4] and some side information should be sent to the decoder. PVQ often uses a closed-loop predictor given byX i = 0 m j=1 AjXi0j; whereXi represents the reconstructed vector. The prediction residual vector or difference vector is R i = X i 0X i which is then vector quantized to formR i = Q v fR i g: The reconstructed vector is obtained byX i =R i +X i :
In some applications, the vectors are generated from a blocked scalar process [1] . In PVQ structures applied to image coding, for example, scalar predictors are often designed for each pixel to be predicted [4] . Although quantizing larger dimensional vectors with VQ usually improves performance, the same is not true for vector predictors of blocked scalar processes. The further into the future one tries to predict (the larger the vector dimension), the less predictable the information becomes and thus the accuracy of the resulting prediction deteriorates [1] .
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Publisher Item Identifier S 1057-7149(99)00924-0. correlation) using a scalar prediction scheme followed by a modified vector quantizer stage.
II. THE PROPOSED PVQ STRUCTURE
The proposed PVQ structure adopts one-step predictors, which are the most frequently used on finite-memory scalar linear prediction [1] . It allows the predictors to exploit the correlation between neighboring elements of Xi (intrablock correlation), instead of exploiting only interblock correlation.
The proposed method can be summarized as follows.
1) The prediction is made on a sample-by-sample basis, consisting in a scalar predictor adapted to work with a blocked scalar process.
2) The encoding process uses a predictor given byX i = 0A0Xi 0 m j=1 AjXi0j; where A0 is a lower triangular matrix. The support region of this predictor is composed by past reconstructed vectorsX j and some elements of X i :
3) The decoding process uses a closed-loop predictorX 0 i = 0 m j=0 A jXi0j :
4) The discrepancy between the predictions in the encoding and decoding is compensated in the vector quantization stage. In the following discussion, these guidelines are detailed. For simplicity, one-dimensional (1-D) processing is assumed. The extension to bidimensional signals is straightforward.
Consider the encoding of a scalar process x(n) using PVQ and let the vectors be properly ordered, with X i = (x(0); x(1); 111 ; x(K 0 1) T being the vector to be encoded in the ith iteration,Xi = (x(0);x(1); 111 ;x(K 0 1)) T being the reconstructed vector and X i01 = (x(0K); 111;x(01)) T being the reconstructed vector in the previous iteration and so on. A simplified notation is adopted: for each iteration, the first element of the vector to be encoded is represented by x(0); which corresponds to shifting the sequence x(n) by K samples. The encoder generates the K-dimensional difference vector Ri = Xi 0Xi and the nearest-neighborRi = QvfRig is found. The decoder generates its predictionX 0 i and the reconstructed vector isX i =X 0 i +R i : It should be noticed that in the conventional discussion, any discrepancy between the predictions of the encoder and decoder, i.e.,X i 6 =X 0 i ; is due to channel errors. In the proposed PVQ structure, the vectorsXi andX 0 i can differ.
A scalar prediction is assumed, and the elementsx 0 (n) that compose the decoder predictionX 0 i = (x 0 (0); 1 11;x 0 (K 0 1)) T are given byx 0 (n) = P j=1 jx (n 0 j) (1) where P is the predictor order. For simplicity, the discussion has been restricted to the P K case, which corresponds to making the prediction using the input vector and the previous reconstructed vector only.
The predictor in the encoding process determinesx(n) based on n elements of X i and P 0n elements ofX i01 ; with n = 0; 111 ; K 01; and is given bỹ x(n) = n j=1 j x(n 0 j) + P j=n+1 jx (n 0 j) (2) wherex (0) Equation (4) states thatx(n) should be known in the stage of finding the nearest-neighbor. However,x(n) depends on the nearestneighborRi that has not been found yet. Actually, this is not a problem because (4) 
The K equations in (9) can be described asRp;opt = EfRijVpg:
Thus, the centroid is given by the arithmetic mean of the vectors belonging to the Voronoi cell.
III. APPLICATION TO IMAGE CODING
The PVQ is a technique widely used in image coding [3] - [9] . Since the VQ is performed on difference values rather than on the image itself, the resulting image is less blocky [3] . Moreover, the codebooks for PVQ tend to be more robust and more representative of many images than codebooks designed for VQ [3] , [4] . The predictor support region in a PVQ image coding is often composed by previously processed blocks (interblock support region) [5] , [6] . The PVQ structure proposed in this correspondence allows the prediction to make use of immediate neighbors pixels that belong to the block to be encoded (intrablock support region). In this aspect, it is similar Fig. 1 . Support region of predictor pred6 [4] .
TABLE I EQUATIONS USED BY THE PREDICTORS IN THE
ENCODING AND DECODING PROCESSES [4] to the prediction scheme used in [7] , one of the earliest PVQ systems, that is based on a delayed decision encoder and an analysis-bysynthesis procedure. In [8] , the advantages of an intrablock support region are pointed out. In [4] , some of the predictors have an intrablock support region and the technique described in this work allows to significantly improve the results of [4] , as will be shown in this section. The PVQ system proposed in [4] uses different scalar predictors in the encoding and decoding processes, i.e.,Xi 6 =X 0 i : Nevertheless, instead of using (3), the conventional MSE implementation given by
was used to search and design the codebook. In light of the proposed method, consistent nearest-neighbor and centroid conditions result in improved results. The goal of this comparison is not the presentation of particular coding results. Blocks of 2 2 2 pixels (K = 4) were used in the PVQ system proposed in [4] , and such small block dimension usually does not lead to good rate-distortion performance for low bit rates. Some image coding systems achieve better results than the ones shown (see [5] , for example).
In [4] , the predictor called pred6 was found to be the most efficient. The pixels used and the predictors equations are described in Fig. 1 and Table I , respectively. Some adjustments are required to implement (3) in this PVQ system because there is a different scalar predictor to each pixel, and (1) and (2) do not directly apply. Besides, it should be noticed that in applications like image coding, the updating ofX i01 must be done properly due to the raster scanning characteristic of the blocking process. Based on (3), the distortion measure between R i and codewordR p is found as 
where e ip (n) = r i (n) 0r p (n):
The simulations used 512 2 512 2 8 gray-level images from the standard USC database [10] . The codebooks were designed with the GLA algorithm, using the two stages approach described in [11] , with the training set composed by five images. Each codebook was designed using a centroid condition consistent with the respective distortion measure used in the codebook search. The results obtained by the DVQ system [4] , that uses (10), and by the implementation using (11) are shown in Table II . This table shows the PSNR values in dB for various bit rates, which is defined by PSNR = 10 log10 (255 2 /MSE). The bit rates are calculated as log 2 M; where M is the number of codewords (no entropy coding was performed). All the images cited in this comparison did not belong to the training set. Table II shows that the proposed modification on the distortion measure allows the PSNR to increase 1 dB for the Lenna image. As commented previously, these results are only presented to validate the proposed structure.
IV. CONCLUSION
In this correspondence, a new PVQ structure is proposed. This PVQ scheme uses different scalar predictors in the encoding and decoding processes. The discrepancy between the predictions made in the encoding and in decoding is compensated by the vector quantizer stage that uses a consistent distortion measure. The centroid condition for the proposed distortion measure was described.
To validate the method, it was suggested a modification on an image coding system [4] that already used different predictors in the encoding and decoding processes. This modification led to an improvement of 1 dB in PSNR for the Lenna image. 
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