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Abstract
In this paper, we study an edge-stabilization Galerkin approximation scheme for the constrained optimal-control problem
governed by convection-dominated diffusion equation. The method uses least-square stabilization of the gradient jumps across
element edges. A priori and a posteriori error estimates are derived for both the state, co-state and the control. The theoretical
results are illustrated by two numerical experiments.
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1. Introduction
Optimal-control problem governed by convection-dominated diffusion equations arises in many science and
engineering applications. Recently, extensive research has been carried out on various theoretical aspects of the
optimal-control problems governed by convection diffusion and convection-dominated equations, see, for example, [2,
3,24,25]. Most of them are discussing unconstrained optimal-control problem.
In this paper, we consider the following optimal-control problem:
min
u∈K⊂U{g(y)+ j (u)} (1.1)
subject to
−ε4y + Eb · ∇ y + ay = f + Bu in Ω (1.2)
y = 0 on ∂Ω
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where the bounded open sets Ω , ΩU ⊂ R2 with boundary ∂Ω and ∂ΩU . ΩU may be equal to Ω or be subset of Ω .
K ⊂ U = L2(ΩU ) is bounded convex set, g(·) and j (·) are convex functionals. The details will be specified in the
next section.
It is well known that the standard finite-element discretizations applied to convection dominated diffusion problems
lead to strong oscillations when layers are not properly resolved. To stablize this phenomenon, several well-established
techniques have been proposed and analysed, for example, the streamline diffusion finite-element method [13],
residual-free bubbles [4], and the discontinuous Galerkin method [14]. Drawing on earlier ideas by Douglas and
Dupont [10], Burman and Hansbo proposed an edge-stabilization Galerkin method to approximate the convection-
dominated diffusion equations in paper [5]. The method uses least square stabilization of the gradient jumps across
element edges. The method can be seen as a continuous, higher-order interior penalty method. The analysis of
the edge-stabilization Galerkin method has been extended to the Stokes equations [6] and incompressible-flow
problems [7,22].
Although the above techniques are deeply studied for the convection-dominated diffusion equations, it is not so
straight to use them for the optimal-control problem governed by convection-dominated diffusion equations in many
cases. For example, the standard stabilized methods such as the streamline upwind Galerkin method (SUPG) were
not well suited for the duality techniques frequently used in optimal control. This led to debate on whether it is better
to formulate the control problem on the continuous level and then discretize or if the control problem should be
considered on the discrete level. In [3], the authors developed stabilized finite-element methods for optimal control
of the convection-diffusion equation. The method uses standard finite-element discretization with stabilization based
on local projections (called LPS-method) for the convection-diffusion equation, which uses the symmetrical penalty
terms. Formulating the control problem on the continuous level and then discretization is equivalent to considering
the control problem on the discrete level, hence the question was made redundant. A priori error estimates are proved
for both constrained and unconstrained problems.
In this paper, we apply the edge-stabilization Galerkin method to the control constrained optimal-control problem
(1.1) and (1.2). Again, it is a stabilized finite element using the symmetrical penalty terms, and then is suitable for
the duality technique used for the optimal control problem in this paper. We first derive the continuous optimality
condition, which contains the state equation, the co-state equation and the optimal inequality. Then similar to the
standard finite element method for the optimal control problem governed by elliptical and parabolic partial differential
equations (see, e.g. [15,17–20]), we derive the discrete optimal control problem by using the edge stabilization
Galerkin method to approximate the state equation, and then prove that it is equivalent to the discrete optimality
condition. A priori error estimates of control u, state y and co-state p are derived, where control u is approximated
by piecewise constant and piecewise linear finite element, state y and co-state p are approximated by piecewise linear
finite element. We present the residual-type a posteriori error estimates for both the state, co-state and the control for
the new approach in the paper. The numerical examples are presented to illustrate our theoretical results.
This article is organized as follows: In Section 2 we describe the edge-stabilization Galerkin scheme for the
constrained optimal-control problem. In Sections 3 and 4 a priori and a posteriori error estimates are derived. In
the last section, we present two examples to illustrate the theoretical results.
2. The edge stabilization Galerkin approximation scheme
Consider the following constrained optimal-control problem governed by convection-dominated diffusion
equations:
min
u∈K⊂U{g(y)+ j (u)} (2.1)
subject to
−ε4y + Eb · ∇ y + ay = f + Bu in Ω (2.2)
y = 0 on ∂Ω
where Ω ⊂ R2 is a bounded domain with Lipschitz boundary ∂Ω , ΩU ⊂ R2 is another bounded domain with
Lipschitz boundary ∂ΩU , K ⊂ U = L2(ΩU ) is convex set, B is a linear operator from L2(ΩU ) to L2(Ω). Generally,
ΩU can be a subset of ΩU . In the special case, ΩU = Ω and B = I is an identity operator. In this paper, we set
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K = {v ∈ U : v > 0}, g(·) and j (·) are given convex functionals, f ∈ L2(Ω), a > 0 is the reaction coefficient,
0 < ε  1 is a small constant, Eb ∈ (W 1,∞(Ω))2 is a velocity field. We assume that the following coercivity condition
holds:
a − 1
2
∇ · Eb > a0 > 0.
In this article we adopt the standard notation W m,q(Ω) for Sobolev space on Ω with a norm ‖ · ‖m,q,Ω and a
seminorm | · |m,q,Ω . We set W m,q0 (Ω) = {v ∈ W m,q(Ω) : v|∂Ω = 0}. For q = 2, we denote Hm(Ω) = W m,2(Ω)
and ‖ · ‖m,Ω = ‖ · ‖m,2,Ω . Especially, we denote the state space Y = H10 (Ω), and the control space U = L2(ΩU ).
The inner products in L2(ΩU ) and L2(Ω) are indicated by (·, ·)U and (·, ·), respectively. In addition, c and C denote
general constants.
Note that the state equation (2.2) is the convection-dominated diffusion equation when ε is very small. It is well
known that the standard finite-element method cannot work well for solving this kind of problem. Stabilized method
should be adopted in order to improve the computational accuracy. The edge-stabilization Galerkin scheme (see,
e.g. [5]) has been proved to be a efficient scheme for the Eq. (2.2). In this paper, we use the edge-stabilization Galerkin
scheme to deal with the constrained optimal-control problem (2.1) and (2.2).
To consider the edge stabilization approximation of above optimal-control problem, we first derive a weak
formulation for the state equation. The weak formulation of the state equation (2.2) is to find y(u) ∈ Y = H10 (Ω),
such that
(ε∇ y,∇w)+ (Eb · ∇ y, w)+ (ay, w) = ( f + Bu, w) ∀w ∈ Y.
Let A(·, ·) be the bilinear form given by:
A(y, w) = (ε∇ y,∇w)+ (Eb · ∇ y, w)+ (ay, w) ∀y, w ∈ Y.
We define an energy norm associated with (2.2) via
|||y|||Ω = {ε‖∇ y‖20,Ω + ‖a
1
2
0 y‖20,Ω }1/2.
It is easy to see that
A(y, y) > |||y|||2Ω . (2.3)
Therefore the variational formulation corresponding to (2.1) and (2.2) can be rewritten as
min
u∈K⊂U{g(y)+ j (u)}, (2.4)
subject to
A(y(u), w) = ( f + Bu, w) ∀w ∈ Y. (2.5)
It can be derived (see e.g. [11,16]) that the control problem (2.4) and (2.5) has a unique solution (y, u), and that a pair
(y, u) is the solution of (2.4) and (2.5) if and only if there is co-state p ∈ Y , such that (y, p, u) satisfies the following
optimality conditions:
A(y, w) = ( f + Bu, w) ∀w ∈ Y (2.6)
A(q, p) = (g′(y), q) ∀q ∈ Y (2.7)
( j ′(u)+ B∗ p, v − u)U > 0 ∀v ∈ K ⊂ U = L2(ΩU ), (2.8)
where B∗ is the adjoint operator of B.
Next let’s consider the edge stabilization Galerkin approximation of (2.4) and (2.5). Let T h and T hU be regular
triangulations of Ω and ΩU , respectively, so that Ω¯ = ∪τ∈T h τ¯ , Ω¯U = ∪τU∈T hU τ¯U . Let h = maxτ∈T h hτ , hU =
maxτU∈T hU hτU , where hτ and hτU denote the diameter of the element τ and τU , respectively.
Associated with T h is a finite dimensional subspace W h of C(Ω¯), such that φ|τ is the polynomial of k-order
(k > 1), ∀φ ∈ W h . Set Y h = W h ∩ Y . Then it is easy to see that Y h ⊂ Y = H10 (Ω).
N. Yan, Z. Zhou / Journal of Computational and Applied Mathematics 223 (2009) 198–217 201
Associated with T hU is another finite dimensional subspace U
h of U = L2(ΩU ), such that χ |τU is the polynomial
of m-order (m > 0), ∀χ ∈ U h . Set K h = U h ∩ K . Then we have K h ⊂ K . In this paper we consider the case k = 1
and m = 0, 1. Especially for m = 1, we also consider the continuous piecewise linear finite-element space such that
U h ⊂ C(ΩU ).
To control the advective derivative of the discrete solution sufficiently we introduce a stabilization form S (see
e.g. [5]) on V h × V h , such that
S(vh, wh) =
∑
l∈Eh
∫
l
γ h2l [En · ∇vh][En · ∇wh]ds,
where Eh ⊂ ∂T h denotes the collection of interior edges of the triangles in T h (∂T h is the collection of all edges of
the triangles in T h), hl is the size of the edge l, [q]l denotes the jump of q across l for l ∈ Eh such that l ∩ ∂Ω = ∅,
[q(x)]x∈l = lim
s→0+
(q(x + sEn)− q(x − sEn)),
En is the outward unit normal. Another possible choice of S(vh, wh) (see, e.g. [1]) is
S(vh, wh) =
∑
l∈Eh
∫
l
γ h2l [Eb · ∇vh][Eb · ∇wh]ds,
where γ = O(‖Eb‖0,∞,l) is a constant independent of h and ε.
Using above stabilization forms, an edge stabilization Galerkin approximation of optimal control problem (2.4)
and (2.5) is as follows:
min
uh∈K h⊂U h
{g(yh)+ j (uh)} (2.9)
A(yh, wh)+ S(yh, wh) = ( f + Buh, wh), ∀wh ∈ Y h . (2.10)
Again it can be shown that the control problem (2.9) and (2.10) has a solution (yh, uh), and that if a pair (yh, uh) is
the solution of (2.9) and (2.10) if and only if there is co-state ph ∈ V h , such that (yh, ph, uh) satisfies the following
optimality conditions:
A(yh, wh)+ S(yh, wh) = ( f + Buh, wh), ∀wh ∈ Y h, (2.11)
A(qh, ph)+ S(qh, ph) = (g′(yh), qh), ∀qh ∈ Y h, (2.12)
( j ′(uh)+ B∗ ph, vh − uh)U > 0, ∀vh ∈ K h ⊂ U h . (2.13)
Note that
K = {v ∈ U : v > 0}.
We divide the domain ΩU into three parts.
Ω+U = {∪τU : τU ⊂ ΩU , u|τU > 0},
Ω0U = {∪τU : τU ⊂ ΩU , u|τU = 0},
ΩbU = ΩU \ (Ω+U ∪ Ω0U ).
In this paper we assume that u and T hU are regular such that meas(Ω
b
U ) 6 ChU . Moreover, set
Ω+ = {x ∈ ΩU : u(x) > 0}.
Then it is easy to see that Ω+U ⊂ Ω+.
3. A priori error estimates
In this section, we consider a priori error estimates for the optimal-control problem (2.6)–(2.8) and its edge-
stabilization Galerkin approximation (2.11)–(2.13).
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Lemma 3.1. Let (y, p, u) and (yh, ph, uh) be the solutions of the Eqs. (2.6)–(2.8) and (2.11)–(2.13), respectively.
Assume that j (·) is uniformly convex such that
( j ′(v), v − u)U − ( j ′(u), v − u)U > c‖v − u‖20,ΩU , (3.1)
g(·) is convex, j ′(·) and g′(·) are Lipschitz continuous, the operator B is bounded, K h ⊂ K , u ∈ H1(ΩU ),
p ∈ H1(Ω). Let U h be the piecewise constant finite-element space (m = 0). Then we have that
‖u − uh‖0,ΩU 6 C(hU + ‖ph(u)− p‖0,Ω ), (3.2)
where (yh(u), ph(u)) ∈ Y h × Y h is the solution of the following equations:
A(yh(u), wh)+ S(yh(u), wh) = ( f + Bu, wh) ∀wh ∈ Y h (3.3)
A(qh, ph(u))+ S(qh, ph(u)) = (g′(yh(u)), qh) ∀qh ∈ Y h . (3.4)
Furthermore, let U h be the (continuous or discontinuous) piecewise linear finite-element space (m = 1), u ∈
W 1,∞(ΩU ), p ∈ W 1,∞(Ω), u ∈ H2(Ω+), where Ω+ is defined in the end of the last section. Then we have
‖u − uh‖0,ΩU 6 C(h
3
2
U + ‖ph(u)− p‖0,Ω ). (3.5)
Proof. Let
(J ′h(u), v − u) = ( j ′(u)+ B∗ ph(u), v − u),
where ph(u) is the solution of (3.3) and (3.4). It follows from (3.1) that
(J ′h(v), v − u)− (J ′h(u), v − u) > c‖v − u‖20,ΩU + (B∗ ph(v)− B∗ ph(u), v − u)U . (3.6)
Note that g(·) is convex. It can be deduced from (3.3) and (3.4) that
(B∗ ph(v)− B∗ ph(u), v − u)U = (B(v − u), ph(v)− ph(u))
= A(yh(v)− yh(u), ph(v)− ph(u))+ S(yh(v)− yh(u), ph(v)− ph(u))
= (g′(yh(v))− g′(yh(u)), yh(v)− yh(u)) > 0. (3.7)
Thus, (3.6) and (3.7) imply that
(J ′h(v), v − u)− (J ′h(u), v − u) > c‖v − u‖20,ΩU . (3.8)
Let u I ∈ K h be an approximation of u. Then it follows from (3.8), (2.8) and (2.13) that:
c‖u − uh‖20,ΩU 6 (J ′h(u)− J ′h(uh), u − uh)
= ( j ′(u)+ B∗ ph(u), u − uh)U − ( j ′(uh)+ B∗ ph(uh), u − uh)U
= ( j ′(u)+ B∗ p, u − uh)U + (B∗(ph(u)− p), u − uh)U
+ ( j ′(uh)+ B∗ ph, uh − u I )U + ( j ′(uh)+ B∗ ph, u I − u)U
6 0+ (B∗(ph(u)− p), u − uh)U + 0+ ( j ′(uh)+ B∗ ph, u I − u)U
= ( j ′(uh)+ B∗ ph − j ′(u)− B∗ p, u I − u)U + ( j ′(u)+ B∗ p, u I − u)U
+ (B∗(ph(u)− p), u − uh)U
= ( j ′(uh)− j ′(u), u I − u)U + (B∗(ph − ph(u)), u I − u)U + (B∗(ph(u)− p), u I − u)U
+ ( j ′(u)+ B∗ p, u I − u)U + (B∗(ph(u)− p), u − uh)U
6 ( j ′(u)+ B∗ p, u I − u)U + Cδ‖B∗(ph(u)− ph)‖20,ΩU
+C(δ)‖u − u I ‖20,ΩU + C(δ)‖B∗(ph(u)− p)‖20,ΩU
+Cδ‖ j ′(uh)− j ′(u)‖20,ΩU + Cδ‖u − uh‖20,ΩU , (3.9)
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where δ is an arbitrary positive number. First, let us consider the case that U h is the piecewise constant finite-element
space, let u I ∈ U h be the integral average of u on each element such that
u I |τU = piau|τU =
∫
τU
u∫
τU
1
.
Then it is easy to see that u I ∈ K h , and it can be proved that (see, e.g. [8]) if u ∈ H1(ΩU ),
‖u − u I ‖ 6 ChU‖u‖1,ΩU . (3.10)
Moreover, when u ∈ H1(ΩU ), p ∈ H1(Ω), and j ′(·) is Lipschitz continuous, we have
( j ′(u)+ B∗ p, u I − u)U = ( j ′(u)+ B∗ p, piau − u)U
=
∑
τU∈T hU
∫
τU
( j ′(u)+ B∗ p − pia( j ′(u)+ B∗ p))(piau − u)
6 ‖ j ′(u)+ B∗ p − pia( j ′(u)+ B∗ p)‖0,ΩU ‖piau − u‖0,ΩU
6 Ch2U | j ′(u)+ B∗ p|1,ΩU |u|1,ΩU
6 Ch2U (|u|21,ΩU + |p|21,Ω ) 6 Ch2U . (3.11)
Note that B∗ is bounded, and j ′(·) is Lipschitz continuous. Then it follows from (3.9)–(3.11) that
‖u − uh‖20,ΩU 6 C(δ)h2U + Cδ‖ph(u)− ph‖20,Ω + C(δ)‖ph(u)− p‖20,Ω + Cδ‖u − uh‖20,ΩU . (3.12)
From (2.12) and (3.4) we can deduce that
A(qh, ph − ph(u))+ S(qh, ph − ph(u)) = (g′(yh)− g′(yh(u)), qh) ∀qh ∈ Y h .
Setting qh = ph − ph(u), by the stability property of A(·, ·)+ S(·, ·) (see, e.g. [5]) we have that
‖ph − ph(u)‖∗,Ω 6 C‖g′(yh)− g′(yh(u))‖0,Ω 6 C‖yh − yh(u)‖∗,Ω ,
where
‖wh‖2∗,Ω = ε‖∇wh‖20,Ω + ‖a
1
2
0 wh‖20,Ω + ‖h
1
2 Eb · ∇wh‖20,Ω + S(wh, wh).
Similarly, it can be proved that
‖yh − yh(u)‖∗,Ω 6 C‖u − uh‖0,ΩU .
Hence we derive
‖ph − ph(u)‖0,Ω 6 C‖ph − ph(u)‖∗,Ω 6 C‖u − uh‖0,ΩU . (3.13)
Thus (3.12) and (3.13) imply that
‖u − uh‖20,ΩU 6 C(δ)h2U + C(δ)‖p − ph(u)‖20,Ω + Cδ‖u − uh‖20,ΩU .
This proves (3.2) by taking δ = 12C .
Next let us consider the case that U h is the piecewise linear finite-element space (which can be continuous or
discontinuous). Set u I ∈ U h be the standard Lagrange interpolation of u such that u I (z) = u(z) for all vertices z.
Then it is easy to see that u I ∈ K h . Note that u ∈ W 1,∞(ΩU ) and u ∈ H2(Ω+). We have
‖u − u I ‖0,Ω+U 6 Ch
2
U‖u‖2,Ω+U , ‖u − u I ‖0,∞,ΩbU 6 ChU‖u‖1,∞,Ω+b ,
and hence,
‖u − u I ‖20,ΩU =
∫
ΩU
(u − u I )2
=
∫
Ω+U
(u − u I )2 +
∫
Ω0U
(u − u I )2 +
∫
ΩbU
(u − u I )2
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6 Ch4U‖u‖22,Ω+U + 0+ Ch
2
U‖u‖21,∞,ΩbU meas(Ω
b
U )
6 Ch4U‖u‖22,Ω+U + Ch
3
U‖u‖21,∞,ΩbU
6 Ch3U (‖u‖22,Ω+ + ‖u‖21,∞,ΩU ) 6 Ch3U . (3.14)
Moreover, it follows from (2.8) that j ′(u) + B∗ p = 0 on Ω+U . It is easy to see that u I − u = 0 on Ω0U . Note that for
all element τ bU ⊂ ΩbU , there is x0 ∈ τ bU such that u(x0) > 0, and hence ( j ′(u)+ B∗ p)(x0) = 0. Then
‖ j ′(u)+ B∗ p‖0,∞,τ bU = ‖ j
′(u)+ B∗ p − ( j ′(u)+ B∗ p)(x0)‖0,∞,τ bU 6 ChU‖ j
′(u)+ B∗ p‖1,∞,τ bU .
Thus,
( j ′(u)+ B∗ p, u I − u)U =
∫
Ω+U
( j ′(u)+ B∗ p)(u I − u)+
∫
Ω0U
( j ′(u)+ B∗ p)(u I − u)
+
∫
ΩbU
( j ′(u)+ B∗ p)(u I − u)
= 0+ 0+
∫
ΩbU
( j ′(u)+ B∗ p)(u I − u)
6 ‖ j ′(u)+ B∗ p‖0,∞,ΩbU ‖u − u I ‖0,∞,ΩbU meas(Ω
b
U )
6 Ch2U‖ j ′(u)+ B∗ p‖1,∞,ΩbU ‖u‖1,∞,ΩbU meas(Ω
b
U )
6 Ch3U . (3.15)
Then it follows from (3.9) and (3.13)–(3.15) that
‖u − uh‖20,ΩU 6 C(δ)h3U + C(δ)‖p − ph(u)‖20,Ω + Cδ‖u − uh‖20,ΩU .
Therefore (3.5) is proved by setting δ to be small enough. 
Remark 3.2. In Lemma 3.1, we assume that u ∈ W 1,∞(ΩU ) and u ∈ H2(Ω+), instead of u ∈ H2(ΩU ). This is
because that in our constrained optimal control problem the control u only has lower regularity generally. In the fact,
the the derivative of u is discontinuous on the free boundary. So we cannot assume that u ∈ H2(ΩU ) on whole domain.
But it is reasonable to assume that u ∈ W 1,∞(ΩU ) and u ∈ H2(Ω+) for many practical problems.
Theorem 3.3. Let (y, p, u) and (yh, ph, uh) be the solutions of the Eqs. (2.6)–(2.8) and (2.11)–(2.13), respectively.
Assume that all conditions of Lemma 3.1 are valid. Moreover, assume that y, p ∈ H2(Ω). Then we have that
‖y − yh‖∗,Ω + ‖p − ph‖∗,Ω + ‖u − uh‖0,ΩU 6 C(h
1+m2
U + h3/2 + hε1/2), m = 0, 1, (3.16)
where m is the order of the finite element space U h .
Proof. Let p˜h be the solution of the following equation:
A(qh, p˜h)+ S(qh, p˜h) = (g′(y), qh), ∀qh ∈ Y h . (3.17)
Obviously, p˜h is the edge-stabilization Galerkin solution of p and
‖ph(u)− p˜h‖0,Ω 6 C‖g′(yh(u))− g′(y)‖0,Ω 6 C‖yh(u)− y‖0,Ω . (3.18)
Using the results of [5,1], we obtain the following error estimate
‖p − p˜h‖∗,Ω 6 C(h3/2 + hε1/2). (3.19)
Similarly, noting that yh(u) is the edge-stabilization Galerkin solution of y, we obtain
‖yh(u)− y‖∗,Ω 6 C(h3/2 + hε1/2). (3.20)
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Then it follows from (3.18)–(3.20) that
‖p − ph(u)‖0,Ω 6 ‖p − p˜h‖0,Ω + ‖ p˜h − ph(u)‖0,Ω 6 C(h3/2 + hε1/2). (3.21)
Recalling Lemma 3.1, it can be deduced from (3.2), (3.5) and (3.21) that
‖u − uh‖0,ΩU 6 C(h
1+m2
U + h3/2 + hε1/2), m = 0, 1. (3.22)
Let y˜h be the solution of the following equation
A(y˜h, wh)+ S(y˜h, wh) = ( f + Bu, wh), ∀wh ∈ Y h .
Recall that yh(u) is the edge stabilization Galerkin solution of (3.3). By the stability property of A(·, ·)+ S(·, ·) (see,
e.g. [5]) we obtain
‖yh − yh(u)‖∗,Ω 6 C‖u − uh‖0,ΩU . (3.23)
Then (3.20), (3.22) and (3.23) imply that for m = 0, 1,
‖y − yh‖∗,Ω 6 C(h3/2 + hε1/2)+ C‖u − uh‖0,ΩU 6 C(h
1+m2
U + h3/2 + hε1/2). (3.24)
Similarly, noting that p˜h is the solution of (3.17), we have that
‖ph − p˜h‖∗,Ω 6 C‖y − yh‖0,Ω . (3.25)
Combining (3.19), (3.24) and (3.25), we derive that for m = 0, 1,
‖p − ph‖∗,Ω 6 C(h3/2 + hε1/2)+ C‖y − yh‖0,Ω 6 C(h1+
m
2
U + h3/2 + hε1/2). (3.26)
Summing up, (3.22), (3.24) and (3.26) prove the theoretical result (3.16). 
4. A posteriori error estimates
In the following we shall derive a posteriori error estimates in L2-norm for the problem (2.6)–(2.8) and its edge
stabilization Galerkin approximation (2.11)–(2.13).
In this section, we set the functional j (u) = ∫ΩU j˜(u), where j˜(·) is a function. Hence j ′(·)(v) = ( j˜ ′(·), v)U for
all v ∈ L2(ΩU ). For simplicity, we denote j˜(·) still by j (·) in the following. In order to construct a posteriori error
estimates, we divide the domain ΩU into three subsets.
Ω− = {x ∈ ΩU : (B∗ ph)(x)+ j ′(0) 6 0},
Ω0 = {x ∈ ΩU : (B∗ ph)(x)+ j ′(0) > 0, uh(x) = 0},
Ω+ = {x ∈ ΩU : (B∗ ph)(x)+ j ′(0) > 0, uh(x) > 0}.
It is easy to see that above three subsets are not intersected each other, and
Ω¯U = Ω¯− ∪ Ω¯0 ∪ Ω¯+.
To derive a posteriori error estimates we need the following lemmas. The proof of Lemma 4.1 can be found in [9].
Lemma 4.2 is a well-known result, its proof can be found in, see, e.g. [8].
Lemma 4.1. Let Ih be the quasi-interpolation operator of Clement type (see [9]). Then for all τ ∈ T h, l ∈ Eh , and
v ∈ H1(N (τ )) or v ∈ H1(N (l)),
‖v − Ihv‖i,τ 6 Chk−iτ ‖v‖k,N (τ ), 0 6 i 6 k 6 1,
‖v − Ihv‖0,l 6 Chk−1/2l ‖v‖k,N (l), k = 1, 2,
|||Ihv|||τ 6 C |||v|||N (τ ),
where Eh ⊂ ∂T h denotes the collection of interior edges of the triangles in T h , N (τ ) and N (l) denote the union of
all elements that share at least one point with τ and l, and ||| · ||| is defined in Section 2.
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Lemma 4.2. Assume that the element τ is regular. Then for v ∈ W 1,q(τ ), 1 6 q <∞, we have
‖v‖0,q,∂τ 6 C(h−
1
q
τ ‖v‖0,q,τ + h1−
1
q
τ |v|1,q,τ ).
First, let us consider the a posteriori error estimate for the control u.
Lemma 4.3. Let (y, p, u) and (yh, ph, uh) be the solution of (2.6)–(2.8) and (2.11)–(2.13), respectively. Assume that
j (·) is uniformly convex (see (3.1) in Lemma 3.1), g(·) is convex, the operator B is bounded, K h ⊂ K . Then we have
‖u − uh‖20,ΩU 6 C(η21 + ‖p(uh)− ph‖20,Ω ), (4.1)
where (y(uh), p(uh)) ∈ Y × Y is the solution of the system (4.2) and (4.3),
A(y(uh), w) = ( f + Buh, w) ∀w ∈ Y, (4.2)
A(q, p(uh)) = (g′(y(uh)), q) ∀q ∈ Y, (4.3)
and
η21 =
∫
Ω−∪Ω+
( j ′(uh)+ B∗ ph)2.
Proof. Set J (u) = j (u)+ g(y(u)) as in the problem (2.4). Then,
(J ′(u), v) = ( j ′(u)+ B∗ p, v)U , (4.4)
(J ′(uh), v) = ( j ′(uh)+ B∗ p(uh), v)U , (4.5)
where p and p(uh) are the solutions of (2.6)–(2.8) and (4.2)–(4.3), respectively. It follows from (3.1) and (4.4)–(4.5)
that
(J ′(u), u − uh)− (J ′(uh), u − uh) > c‖u − uh‖20,ΩU + (B∗ p − B∗ p(uh), u − uh)U . (4.6)
Thanks to g(·) is convex, it can be deduced from (2.6)–(2.7) and (4.2)–(4.3) that
(B∗ p − B∗ p(uh), u − uh)U = (B(u − uh), p − p(uh))
= A(y − y(uh), p − p(uh))
= (g′(y)− g′(y(uh)), y − y(uh)) > 0. (4.7)
Thus, (4.6) and (4.7) imply that
(J ′(u), u − uh)− (J ′(uh), u − uh) > c‖u − uh‖20,ΩU . (4.8)
Similar to Lemma 3.1, with the inequality (4.8) and (2.8) this yields
c‖u − uh‖20,ΩU 6 (J ′(u), u − uh)U − (J ′(uh), u − uh)U
= ( j ′(u)+ B∗ p, u − uh)U − ( j ′(uh)+ B∗ p(uh), u − uh)U
6 −(B∗ p(uh)+ j ′(uh), u − uh)U
= ( j ′(uh)+ B∗ ph, uh − u)U + (B∗(ph − p(uh)), u − uh)U . (4.9)
Since Ω¯U = Ω¯− ∪ Ω¯+ ∪ Ω¯0, then
( j ′(uh)+ B∗ ph, uh − u)U =
∫
Ω−∪Ω+
( j ′(uh)+ B∗ ph)(uh − u)+
∫
Ω0
( j ′(uh)+ B∗ ph)(uh − u). (4.10)
It is easy to shown that∫
Ω−∪Ω+
( j ′(uh)+ B∗ ph)(uh − u) 6 C(δ)
∫
Ω−∪Ω+
( j ′(uh)+ B∗ ph)2 + Cδ‖uh − u‖2L2(ΩU )
= C(δ)η21 + Cδ‖uh − u‖2L2(ΩU ), (4.11)
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where δ is an arbitrary positive number. The fact that j ′(uh)+ B∗ ph > j ′(0)+ B∗ ph > 0 and uh − u = 0− u 6 0
on the subdomain Ω0 leads to∫
Ω0
( j ′(uh)+ B∗ ph)(uh − u) 6 0. (4.12)
Then (4.10)–(4.12) imply that
( j ′(uh)+ B∗ ph, uh − u)U 6 C(δ)η21 + Cδ‖uh − u‖20,ΩU . (4.13)
The continuity of the operator B∗ and Schwartz inequality yield
(B∗(ph − p(uh)), u − uh)U 6 C(δ)‖B∗(ph − p(uh))‖2L2(ΩU ) + Cδ‖u − uh‖
2
L2(ΩU )
6 C(δ)‖ph − p(uh)‖2L2(Ω) + Cδ‖u − uh‖2L2(ΩU ). (4.14)
Collecting the above inequality (4.9), (4.13) and (4.14) yields (4.1). 
In order to obtain the a posteriori error estimate of ‖yh− y(uh)‖0,Ω and ‖ph− p(uh)‖0,Ω , we introduce the following
auxiliary dual problems:{−ε4φ1 −∇ · (Ebφ1)+ aφ1 = f1 in Ω
φ1 = 0 on ∂Ω , (4.15)
and {−ε4φ2 + Eb · ∇φ2 + aφ2 = f2 in Ω
φ2 = 0 on ∂Ω . (4.16)
For above auxiliary dual problems, we have the following stability estimates (see, e.g. [21]).
Lemma 4.4. Let φi be the solution of (4.15) or (4.16). If Ω is convex polygon or smooth, then for i = 1 or 2, we have
ε3/2‖φi‖2,Ω + ε1/2‖φi‖1,Ω + ‖φi‖0,Ω 6 C‖ fi‖0,Ω .
Now we are in the position to prove the a posteriori error estimate for the problem (2.6)–(2.8) and its edge-
stabilization Galerkin scheme (2.11)–(2.13).
Theorem 4.5. Let (y, p, u) and (yh, ph, uh) be the solution of (2.6)–(2.8) and (2.11)–(2.13), respectively. Assume
that the conditions of Lemmas 4.3 and 4.4 are valid. Moreover, assume that j ′(·) and g′(·) are Lipschitz continuous.
Then
‖u − uh‖0,ΩU + ‖y − yh‖0,Ω + ‖p − ph‖0,Ω 6
7∑
i=1
η2i , (4.17)
where η1 is defined in Lemma 4.3,
η22 =
∑
τ∈T h
α2τ
∫
τ
( f + Buh + ε4yh − Eb · ∇ yh − ayh)2,
η23 =
∑
l∈Eh
εhl
∫
l
([∇ yh · En])2,
η24 =
∑
l∈Eh
α2l hl
∫
l
[∇ yh]2,
η25 =
∑
τ∈T h
α2τ
∫
τ
(g′(yh)+ ε∆ph +∇ · (Eb ph)− aph)2,
η26 =
∑
l∈Eh
εhl
∫
l
([∇ ph · En])2ds,
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η27 =
∑
l∈Eh
α2l hl
∫
l
[∇ ph]2,
where ατ = min{1, ε− 12 hτ }, αl = min{1, ε− 12 hl}, l = τ¯ 1l ∩ τ¯ 2l is the edge of the element, hl is the length of the edge
l, [v]l is the jump of v over the edge l:
[v(x)]x∈l = lim
s→0+
(v(x + sEn)− v(x − sEn)),
and En is the unit normal vector on l outward ∂τ 1l .
Proof. Let f1 = y(uh)− yh in (4.15), then
‖y(uh)− yh‖20,Ω = ( f1, y(uh)− yh)
= (−ε4φ1 −∇ · (Ebφ1)+ aφ1, y(uh)− yh)
= A(y(uh), φ1)− A(yh, φ1).
Note that
A(y(uh), w) = ( f + Buh, w), ∀w ∈ H10 (Ω),
and
A(yh, wh)+ S(yh, wh) = ( f + Buh, wh), ∀wh ∈ V h .
Setting w = φ1 and wh = Ihφ1, we obtain
‖y(uh)− yh‖20,Ω = ( f + Buh, φ1)− A(yh, φ1 − Ihφ1)− A(yh, Ihφ1)− S(yh, Ihφ1)+ S(yh, Ihφ1)
= ( f + Buh, φ1 − Ihφ1)− A(yh, φ1 − Ihφ1)+ S(yh, Ihφ1)
=
∑
τ∈T h
∫
τ
( f + Buh + ε∆yh − Eb∇ yh − ayh, φ1 − Ihφ1)
+
∑
l∈Eh
∫
l
[ε∇ yh · En](Ihφ1 − φ1)ds + S(yh, Ihφ1)
= I1 + I2 + I3. (4.18)
Using the approximation properties of the Clement interpolation of Lemma 4.1, we have that
‖φ1 − Ihφ1‖0,τ 6 C‖φ1‖0,N (τ ),
and
‖φ1 − Ihφ1‖0,τ 6 Chτ‖∇φ1‖0,N (τ ).
Then we obtain the estimates for the term I1:
|I1| 6 C
∑
τ∈T h
‖ f + Buh + ε4yh − Eb · ∇ yh − ayh‖0,τ‖φ1 − Ihφ1‖0,τ
6
∑
τ∈T h
‖ f + Buh + ε4yh − Eb · ∇ yh − ayh‖0,τ‖φ1‖0,N (τ )
6 C(δ)
∑
τ∈T h
∫
τ
( f + Buh + ε4yh − Eb · ∇ yh − ayh)2 + Cδ‖φ1‖20,Ω ,
or
|I1| 6
∑
τ∈T h
‖ f + Buh + ε4yh − Eb · ∇ yh − ayh‖0,τ‖φ1 − Ihφ1‖0,τ
6 C
∑
τ∈T h
hτ‖ f + Buh + ε4yh − Eb · ∇ yh − ayh‖0,τ‖∇φ1‖0,N (τ )
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6 C(δ)
∑
τ∈T h
h2τ
ε
∫
τ
( f + Buh + ε4yh − Eb · ∇ yh − ayh)2 + Cδε‖φ1‖21,Ω ,
where δ is an arbitrary positive number. Setting ατ = min{1, ε− 12 hτ }, and it follows from Lemma 4.4 that
‖φ1‖20,Ω + ε‖φ1‖21,Ω 6 C‖y(uh)− yh‖20,Ω .
The first term of (4.18) is bounded by
|I1| 6 C(δ)
∑
τ∈T h
α2τ
∫
τ
( f + Buh + ε4yh − Eb · ∇ yh − ayh)2 + Cδ‖y(uh)− yh‖20,Ω
= C(δ)η22 + Cδ‖y(uh)− yh‖20,Ω . (4.19)
In the similar way, the second term of (4.18) yields
I2 =
∑
l∈Eh
∫
l
[ε∇ yh · En](Ihφ1 − φ1)
6 C
∑
l∈Eh
h1/2l
(∫
l
[ε∇ yh · En]2
) 1
2 ∑
l∈Eh
‖∇φ1‖0,N (l)
6 C(δ)
∑
l∈Eh
hl
ε
∫
l
[ε∇ yh · En]2 + Cδε‖φ1‖21,Ω
6 C(δ)η23 + Cδ‖y(uh)− yh‖20,Ω . (4.20)
The estimate of the third term I3 is as follows:
S(yh, Ihφ1) =
∑
l∈Eh
∫
l
γ h2l [n · ∇ yh][n · ∇(Ihφ1)]ds
=
∑
l∈Eh
∫
l
γ h2l [n · ∇ yh][n · ∇(Ihφ1)]ds
6 C
∑
l∈Eh
(∫
l
(h2l [n · ∇ yh])2
)1/2 (∫
l
([n · ∇(Ihφ1)])2
)1/2
ds
6 C
∑
l∈Eh
h2l ‖[∇ yh]‖0,l‖[∇(Ihφ1)]‖0,l .
Since
‖[∇(Ihφ1)]‖0,l 6 Ch−
1
2
l ‖∇(Ihφ1)‖0,τl ,
and
‖[∇(Ihφ1)]‖0,l 6 Ch−
3
2
l ‖Ihφ1‖0,τl ,
we derive that
S(yh, Ihφ1) 6 C
∑
l∈Eh
h
3
2
l ‖[∇ yh]‖0,l‖∇(Ihφ1)‖0,τl
and
S(yh, Ihφ1) 6 C
∑
l∈Eh
h
1
2
l ‖[∇ yh]‖0,l‖Ihφ1‖0,τl .
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Setting αl = min{1, ε− 12 hl}, collecting the above estimates and using the stability of the Clement interpolation
operator we obtain that
I3 6 C(δ)
∑
l∈Eh
α2l hl
∫
l
[∇ yh]2 + Cδ‖y(uh)− yh‖20,Ω
6 C(δ)η24 + Cδ‖y(uh)− yh‖20,Ω . (4.21)
Combining the inequality (4.19)–(4.21) gives
‖y(uh)− yh‖20,Ω 6 C(η22 + η23 + η24). (4.22)
Similarly, inserting f2 = p(uh)− ph in (4.16), we derive
‖p(uh)− ph‖2 = ( f2, p(uh)− ph)
= (−ε4φ2 + Eb∇φ2 + αφ2, p(uh)− ph)
= A(φ2, p(uh))− A(φ2, ph)
= (g′(y(uh)), φ2)− A(φ2 − Ihφ2, ph)− A(Ihφ2, ph)− S(Ihφ2, ph)+ S(Ihφ2, ph)
= (g′(y(uh))− g′(yh), φ2)+ (g′(yh)+ ε∆ph +∇ · (Eb ph)− aph, φ2 − Ihφ2)
+
∑
l∩∂Ω=∅
∫
l
[ε∇ ph · En](Ihφ2 − φ2)ds + S(ph, Ihφ2)
6 C‖y(uh)− yh‖0,Ω‖φ2‖0,Ω +
∑
τ∈T h
∫
τ
(g′(yh)+ ε∆ph +∇ · (Eb ph)− aph)(Ihφ2 − φ2)
+
∑
l∩∂Ω=∅
∫
l
[ε∇ ph · En](Ihφ2 − φ2)ds +
∑
l∈Eh
∫
l
γ h2l [n · ∇ ph][n · ∇(Ihφ2)]ds
6 C(δ)
∑
τ∈T h
α2τ
∫
τ
(g′(yh)+ ε∆ph +∇ · (Eb ph)− aph)2
+C(δ)
∑
l∈Eh
hl
ε
∫
l
[ε∇ ph · En]2ds + C(δ)
∑
l∈Eh
α2l hl
∫
l
[∇ yh]2
+C(δ)‖y(uh)− yh‖2 + Cδ‖p(uh)− ph‖20,Ω .
Therefore,
‖p(uh)− ph‖20,Ω 6 C(η25 + η26 + η27)+ C‖y(uh)− yh‖20,Ω . (4.23)
Using (4.22), (4.23) and Lemma 4.3, we obtain that
‖u − uh‖20,ΩU 6 C
7∑
i=1
η2i . (4.24)
Moreover, it is easy to see that
‖y − y(uh)‖0,Ω 6 C‖B(u − uh)‖0,Ω 6 C‖u − uh‖0,ΩU (4.25)
and
‖p − p(uh)‖0,Ω 6 C‖g′(y)− g′(y(uh))‖0,Ω 6 C‖y − y(uh)‖0,Ω 6 C‖u − uh‖0,ΩU . (4.26)
Thus, it can be deduced from (4.22)–(4.26) that
‖y − yh‖20,Ω 6 C‖y − y(uh)‖20,Ω + C‖y(uh)− yh‖20,Ω 6 C
7∑
i=1
η2i , (4.27)
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Table 5.1
Convergence results on uniform mesh
Nodes y − yh p − ph u − uh
‖ · ‖0,Ω | · |1,Ω S(·, ·) ‖ · ‖0,Ω | · |1,Ω S(·, ·) ‖ · ‖0,ΩU
41 1.16e−1 3.83e+0 1.95e−1 3.45e−2 8.95e−1 4.72e−2 2.97e−2
145 2.46e−2 1.85e+0 6.81e−2 6.30e−3 4.48e−1 1.76e−2 1.18e−2
545 5.41e−3 8.91e−1 2.35e−2 1.37e−3 2.19e−1 6.23e−3 3.61e−3
2113 1.29e−3 4.38e−1 8.26e−3 3.31e−4 1.09e−1 2.20e−3 1.27e−3
and
‖p − ph‖20,Ω 6 C‖p − p(uh)‖20,Ω + C‖p(uh)− ph‖20,Ω 6 C
7∑
i=1
η2i . (4.28)
Then (4.17) follows from (4.24), (4.27) and (4.28). This completes the proof. 
5. Numerical examples
The purpose of this section is to illustrate our theoretical results by numerical examples.
We consider the problem
min
u∈K⊂U
{
1
2
∫
Ω
(y − y0)2 + 12
∫
ΩU
(u − u0)2
}
(5.1)
subject to
−ε4y + Eb · ∇ y + ay = f + Bu, in Ω , (5.2)
y = 0, on ∂Ω ,
with Ω = [0, 1] × [0, 1], B = I . For simplicity, we use the same mesh for T h and T hU . In the numerical simulation,
we use piecewise linear finite-element space for the approximation of y, p, and u.
Example 5.1. Consider problem (5.1) and (5.2) with ε = 10−3, Eb = (1, 0), a = 1 onΩ . To examine the convergence
property of our method we propose a smooth test case with known solution. The exact solution of problem (5.1) and
(5.2) is as follows:
y = 4e−5((x1−1/2)2+3(x2−1/2)2) sin(pix1) sin(pix2),
p = e−5((x1−1/2)2+3(x2−1/2)2) sin(pix1) sin(pix2),
u = max{0, 1− sin(pix1/2)− sin(pix2/2)− sin(pix1) sin(pix2)}.
These functions can be inserted into the equations and then the corresponding source terms f , y0 and u0 can been
obtained.
In this example, we investigate the convergence order for smooth solutions. The solutions are computed on a series
of triangular meshes. The series of meshes is created from consecutive global refinement of an initial coarse mesh; at
each refinement, every triangle is divided into four similar triangles.
Table 5.1 displays the errors of y and p in the L2 norm, the H1 seminorm and the jumps of the gradients over
element interior edges given by S(y− yh, y− yh), where nodes denote the number of nodes on the meshes. Table 5.2
displays the error of ‖y − yh‖∗,Ω , ‖p − ph‖∗,Ω and ‖u − uh‖0,ΩU . Furthermore in order to show the convergence
order clearly, we display the convergence orders by slopes in Figs. 5.1–5.5.
From the numerical results, we observe that
‖y − yh‖∗,Ω + ‖p − ph‖∗,Ω + ‖u − uh‖0,ΩU = O(h
3
2 ),
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Fig. 5.1. Convergence orders of y − yh in different norms.
Fig. 5.2. Convergence orders of p − ph in different norms.
Fig. 5.3. Convergence orders of y − yh and p − ph and u − uh .
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Fig. 5.4. Convergence orders of y − yh and p − ph in L2-norm.
Fig. 5.5. Convergence orders of y − yh and p − ph in H1-norm.
Table 5.2
Convergence results on uniform mesh
Dofs y − yh p − ph u − uh
|| · ||∗,Ω Order || · ||∗,Ω Order ‖ · ‖0,ΩU Order
41 1.93e+0 4.49e−1 2.97e−2
145 6.57e−1 1.55 1.59e−1 1.49 1.17e−2 1.33
545 2.24e−1 1.55 5.52e−2 1.51 3.61e−3 1.70
2113 7.79e−2 1.52 1.93e−2 1.52 1.27e−3 1.51
which demonstrates our theoretical results on an a priori error estimate. Moreover it is shown from our numerical
results that
‖y − yh‖0,Ω + ‖p − ph‖0,Ω = O(h2),
‖y − yh‖1,Ω + ‖p − ph‖1,Ω = O(h).
Fig. 5.6 is the surface of control u, and Fig. 5.7 is the adaptive mesh of control u obtained by using the indicator η21.
It is shown that a higher density of node points is distributed along the free boundary. We obtain an error
‖u − uh‖0,ΩU = 1.712981e–003
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Fig. 5.6. The surface of u.
Fig. 5.7. The adaptive mesh T hU .
using 716 nodes on adaptive mesh Fig. 5.7. However, it is shown in Table 5.1 that we need 2113 nodes on uniform
mesh to obtain the similar error. Thus it is evident that the adaptive mesh obtained by the indicator provided in our
paper indeed saves substantial computing work.
Example 5.2. Consider problem (5.1) and (5.2) with ε = 10−4, Eb = (1, 0), a = 1 on Ω . The exact solution of
problem (5.1) and (5.2) is as follows:
y = 4e(−((x1−1/2)2+3(x2−1/2)2)/0.01) sin(pix1) sin(pix2),
p = e(−((x1−1/2)2+3(x2−1/2)2)/0.01) sin(pix1) sin(pix2),
u = max{0, 2 cos(pix1) cos(pix2)− 1}.
These functions are inserted into the equations and the corresponding source terms f , y0 and u0 are computed.
We use η21 as the indicator to construct the adaptive finite-element mesh T
h
U for the control u, and use
∑4
i=2 η2i and∑7
i=5 η2i as the indicator to construct the adaptive finite-element mesh T h for the state y and the costate p. Figs. 5.8
and 5.10 are surfaces of u and y. Figs. 5.9 and 5.11 are adaptive meshes obtained by the indicators η21 and
∑4
i=2 η2i ,
respectively. It is seen that the u-mesh and y-mesh adapt very well to the neighbourhood of the boundary, and a higher
density of node points distributed along them.
Table 5.3 presents the errors of the state y and the costate p on the uniform mesh and the adaptive mesh,
respectively. It is shown that the error of y − yh and p − ph on the adaptive mesh with nodes of 534 is similar
N. Yan, Z. Zhou / Journal of Computational and Applied Mathematics 223 (2009) 198–217 215
Fig. 5.8. The surface of u.
Fig. 5.9. The adaptive mesh T hU .
Fig. 5.10. The surface of y.
to the error on the uniform mesh with nodes of 2113. Again, the substantial computing work can be saved by using
efficient adaptive mesh.
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Fig. 5.11. The adaptive mesh T h .
Table 5.3
Error of y and p on uniform and adaptive meshes
Unform mesh, nodes = 2113 Adaptive mesh, nodes = 534
‖y − yh‖0,Ω 8.683357e−003 3.941230e−003
|y − yh |1,Ω 1.825425e+000 1.114596e+000
‖y − yh‖∗,Ω 3.153821e−001 3.082995e−001
‖p − ph‖0,Ω 2.993451e−003 1.322799e−003
|p − ph |1,Ω 4.517511e−001 2.775586e−001
‖p − ph‖∗,Ω 7.804772e−002 7.672051e−002
6. Discussions
In this paper, we discussed the edge-stabilization Galerkin method for the constrained optimal-control problem
governed by convection-dominated diffusion problems. The a priori and a posteriori error estimates are provided. The
numerical examples are presented to demonstrate our theoretical results.
There are many important issues still to be addressed in this area; for example, the nonconforming finite element
with edge stabilization and discontinuous Galerkin method for the constrained optimal control problem governed by
convection dominated diffusion problems. Moreover, it is important and challenging to investigate the control problem
governed by evolution convection dominated diffusion problems.
For further reading
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