This study presents a theoretical analysis of output independence and complementariness between classi ers in a rank-based multiple classi er decision system in the context of the Partitioned Observation Space theory. T o enable such an analysis, an Information Theoretic interpretation of a rank-based multiple classi er system is developed and basic concepts from Information Theory are applied to develop measures for output independence and complementariness. It is shown that output independence of classi ers is not a requirement for achieving complementariness between these classi ers. Namely, output independence does not imply a performance improvement b y combining multiple classi ers. A condition called Dominance is shown to be important instead. The information theoretic measures proposed for output independence and complementariness are justi ed by simulated examples.
Introduction
Multiple classi er systems have been a focus of intensive research for the last decade. Contributions have been made or some form of decision combination system have been attempted in a variety of pattern recognition elds. These include machine printed word/character recognition 1], handwritten character recognition 2, 3 , 4 , 5 , 6 , 7 , 8 ] , speaker recognition, 9, 10, 1 1 , 1 2 ], face identi cation 13, 14 ], text to phoneme translation 15], remote sensing 16, 17] , military target recognition 18] and biomedical signal processing 19, 20] . The neural networks community h a s also been active on this approach 2 1 , 5 , 2 2 , 15, 23, 24, 25, 6 ] . Xu and his colleagues have categorized multiple classi er decision combination systems with respect to the type of raw output information from each classi er 2], resulting in three categories: The classi er outputs may b e single class labels (Type 1), rankings of a subset of source classes from highest to lowest \like-lihood" (Ty p e 2 o r rank-based ) or the complete set of similarity score values for the candidate classes leading to such rankings (Type 3).
Two closely related concepts arise while using a multiple-classi er system with the aim of improving the overall classi cation performance. These are the independence and the complementariness of the classi ers involved.
While constructing a multiple classi er decision combination system, one is faced with several important problems. It is often not clear whether there will really be an improvement o ver the performance of the best classi er by the use of more than one classi er. This clearly depends on the individual performances of the classi ers involved and their interaction during the classi cation process. One is faced with the problem of determining the potential improvement possible by making collective use of multiple classi ers.
Another issue of considerable importance is the computational load implied by the parallel use of multiple classi ers. Given a large set of potential classi ers (e.g., using di erent features extraction methods, di erent modeling/similarity scoring methods), using all of them in parallel may guarantee performance improvement but may not be computationally feasible with the hardware capabilities at hand. Practical considerations often necessitate selecting a suitable subset of classi ers which satisfy a certain performance gain/classi cation speed tradeo .
Finally, one should be interested in understanding theoretically when and why a g i v en set of classi ers, when combined, lead to improved performance, while others do not. Loosely stated, the aforementioned objectives may only be achieved if it is possible to quantify the potential of the combiner to improve the classi cation performance. The complementariness concept and an associated measure may be used to quantify such an ability.
Independence and complementariness concepts have been around in the pattern recognition literature for a long time. Unfortunately, the concepts have been often used loosely, without any attempt for a solid de nition and the development o f a q u a n tifying measure. For example, the dependence between the set of classi ers is often ignored and a statistical independence assumption is used in the development 22, 7] . Some other researchers have argued that statistical independence of the classi er outputs is not really the useful measure for quantifying improved performance but the independence of the errors made should be considered instead. This is also left as a verbal argument 5 , 6 ] . There have also been solid contributions such a s b y T umer and Ghosh 21, 2 1 , 2 6 ]. They have shown the relations between classi er output correlation and the deviation from the optimal Bayesian decision boundary for classi ers which are combined by linear averaging or by order statistics. Their results apply to classi ers with continuous outputs in measurement form and cannot be extended trivially to rank-based classi er systems.
Recently, the authors have i n troduced the Partitioned Observation Space (POS) Theory as a unifying view where all rank-based multiple classi er systems are uniformly treated and the decision combination problem is formulated as one of discrete optimization 27, 2 8 ]. The rankbased multiple classi er system is treated as an interrelated set of random variables and the partitioning of the classi er observation space is introduced as a controlled tool to selectively reduce the observation resolution in order both to reduce the problem dimensionality and to suppress undesired or unreliable resolution.
In the present study, building on the concepts developed in 27] and some basic concepts from Information Theory, a formal treatment of classi er independence and complementariness concepts for rank-based Type 2 multiple classi er systems will be attempted. For this purpose, rst a de nition will be proposed for the output independence of rank-based classi ers. It will be argued that this Information Theory based de nition also gives an output dependence measure for the classi ers involved. Then the improvement in performance by c o m bining the rank outputs of more than one classi ers is questioned from the output independence point of view. It is shown by an example that dependent classi ers when combined may g i v e a better performance than the combination of independent classi ers if the combined decision is done in an optimal way in the Bayesian sense. This observation leads to a deeper analysis of the conditions for improvement and nally to the de nition of dominance between combined classi ers and a proposal for a measure of complementariness between them.
The paper is organized along the aforementioned ideas as follows. The Partitioned Observation Space Theory is presented in Section 2. In Section 3, some relevant concepts from Information Theory are introduced. Then in Sections 4 and 5, the paper develops the information theoretic interpretation of a multiple classi er system and discusses the output independence of classi ers and its relations with complementariness. In Sections 6 and 7, rst a necessary and sufcient condition on complementariness and then an information theoretic measure is developed. The proposed measures are justi ed by means of illustrative examples and the paper concludes in Section 8 by a discussion of these theoretical results.
The Partitioned Observation Space Theory
Consider a closed-set pattern classi cation problem where patterns belong to P source classes S j j= 1 2 P . There are Q classi ers X= 1 2 Qinvolved in the classi cation process. Furthermore, x denotes a pattern, causing all classi ers to generate source class rankings which are transformed into a rank score matrix form R. The elements r ji are positive i n teger rank scores with the highest score assigned to the highest ranking class. We de ne two random variables taking index values of an ordered set S of source classes: s x denotes the true source class, d denotes the nal decision of the system. The processing of x by all classi ers results in a rank score matrix R, which is the only input for nal classi cation. Possible rank score matrixes are denoted by y et another index random variable r such that (r = n) denotes the realization of the rank score matrix R n on a nite event s p a c e R = fR 1 R 2 R N g. Let the objective be, to obtain the maximum rate of correct classi cation. Other objectives are also possible but this is a meaningful one for closed-set pattern recognition. The total probability of correct classi cation can be expressed as Pfy = 1 g where y is a binary valued indicator of the correct decision, which is \1" for correct classi cation and \0" otherwise. The problem of nding the best rank-based decision combination process becomes one of maximizing Pfy = 1 g. T o be useful, this objective function should be transformed in a form which c o n tains free parameters for optimization as well as statistics about the classi er behavior. Expanding into a sum over source class and rank score matrix indexes and using Bayes rule we obtain Pfy = 1 g = P P j=1 P N n=1 Pfd = jjs x = j r = ngPfs x = j r = ng:
By de nition, the decision process to be found uses only the rank score matrix, i.e., is a deterministic function of r. Hence we h a ve Pfd = jjs x = j r = ng = Pfd = jjr = ng leading to Pfy = 1 g = P P j=1 P N n=1 Pfd = jjr = ngPfs x = j r = ng: (2) In this expansion, the rst terms Pfd = jjr = ng are directly linked with the decision process we are seeking. For a given deterministic decision process, these have uniquely determined binary values \0" and \1". The joint probability terms Pfs x = j r = ng on the other hand are independent of the decision process and models the joint behavior of the classi er ensemble. This set of probabilities can be estimated if the classi ers are operated on labeled cross-validation data. Denoting the decision terms as our optimization variables b jn and assuming that the joint probabilities have been properly estimated, we obtain a constrained optimization problem with constraints arising from the fact that there should be a unique decision for a given rank score matrix. That is we h a ve, 
Curse of Dimensionality
The optimal b jn correspond to an optimum decision process. When an unknown pattern x is processed by all the classi ers, the rank score matrix r is determined. The index k of the single non-zero b kn among the P variables corresponding to this r is the nal classi cation d = k.
The given solution is possible if we h a ve the observation statistics estimated properly. Unfortunately, there are P(P!) Q of them, which is prohibitively large for most problems. Since they should be extracted from limited data, a formalism of reducing this dimensionality is required. This can be accomplished by the following formulation.
Partitioned Observation Space Approach
Consider the objective function in (3) . The problem domain is composed of two main parts, the rst one being the space spanned by the free variables b jn (Problem Parameter Space), while the second one being the space spanned by the estimated behavior statistics Pfs x = j r = ng (Classi er Observation Space). The statistics are called the Classi er Observation Statistics. For well behaving classi ers, the cross-validation samples tend to be clustered in the classi er observation space. A feasible idea is to partition the observation space such that generated partitions have enough cross-validation data for estimation of the observation statistics. Such a partitioning may be done by incorporating our prior knowledge about the problem space or by using the actual distribution of the cross-validation data or in a hybrid manner. A formalism for exploiting these ideas can be summarized as follows 27].
We rst de ne an augmented event space F composed of the compound events (s x = j r = n).
These are the most basic events, i.e., the event atoms in F which specify the occurrence of the event \The source class for the pattern x was S j and the set of classi ers generated the rank score matrix R n ". This event space is nite with cardinality P(P!) Q . N o w assume that a mapping W partitions this event space into disjoint sets of event atoms. The name W will denote both the partitioning and the mapping associated with it. Here, S is the set of possible source classes while R is the set of possible rank score matrixes. By observing that the random variable g W is a deterministic mapping from the values of s x and r, the double sum in (2) can also be written by i n troducing the new random variable as Pfy = 1 g = P P j=1 P N n=1 Pfd = j s x = j r = n g W = W (j n)g (6) which, by using the Bayes rule and the fact that the decision should be based on the rank score matrix only, becomes
The rst and last set of terms inside this expansion have the usual meanings of decision variables and observation statistics. H o wever this time the observable events for modeling the joint classi er behavior in the observation space are the partitions W m . This is a coarser resolution where the actual rank score matrixes are hidden inside observable partitions. In the middle, we h a ve a set of newly introduced transition terms between this coarser resolution and the ner resolution of the original event atoms. Clearly, the rst terms will be optimization variables and the last terms will be estimated from the cross-validation data. Since a deliberate decision is made to keep the observation resolution at the partition level, there is by de nition no data to determine the transition terms. By our partition selection, we are ignorant about this ner detail. The transition terms allow us to formally introduce our ignorance within the Bayesian formalism, by assuming a uniform distribution within the partition, i.e., we h a ve Pfs x = j r = njg W = mg = 1 =jW m j if (s x = j r = n) 2 W m and 0 otherwise, where jW m j is the cardinality of the partition With this new expansion, a controlled tool to selectively decrease resolution on the observation and modeling of the classi er ensemble behavior is introduced. By the selection of the partitioning, it is possible to reduce the number of partitions, hence the events of the observation space. (For the above expansion we h a ve M W statistics to estimate.) For xed cross-validation data, a reduction in the number of statistics to estimate corresponds to an increase in the reliability, which is crucial to the generalization performance, hence to the classi cation performance of the system 15].
Although we h a ve m e n tioned that the number of statistics can be reduced, this should be done by considering the amount o f d a t a a vailable. The new optimal solution based on statistics derived from a partitioning is sub-optimal as compared with the one based on the original statistics. Therefore, the nature of the partitioning is important for the usefulness of the resulting solution. The objective should be to maintain the maximum observation resolution which is reasonable for the amount o f d a t a a vailable, and not a ner one. It is also illogical to use a very coarse resolution while enough data for a ner one is available since this will increase the deviation from the global optimum. A number of sensible partitionings are discussed in 27] and 29] where some speci c partitionings are shown to lead to existing methods from the rank-based classi er combination literature.
The optimum solution to the optimization problem given in (7) is similar to the solution to the original problem, but with the number of estimates now reduced to M W . This solution may be applied in an algorithmic form requiring a small number of computations for making the optimum decision based on the estimated statistics: For any given rank score matrix (r = n), the coe cients Pfs x = j r = njg W = W (j n)g Pfg W = W (j n)g must be considered for j = 1 2 P . The index j of the largest of these coe cients determines the nal class decision of the system. This procedure requires a total of at most P multiplications. Note that the determination of the transition terms is only possible if the partitioning is based on a rule which can be easily applied when the rank score matrix is given.
Relevant Concepts of Information Theory
Information theory gives us a promising tool to explore the complementariness of multiple classi ers. To illustrate this, we will rst summarize some relevant basic results using the notation of Section 2 30].
Consider again the nite event space R = fR 1 R 2 R N g and let r be an integer valued random variable as de ned in Section 2.2. This event space can be thought as a source of information. One can de ne a measure for the information conveyed by the realization of the event ( r = n) in terms of its probability a s I(r = n) = l o g 1 Pfr = ng : (8) The expected value of the information acquired by the observation of R is H(r) = EfI(r = n)g = P N n=1 Pfr = ng log 1
Pfr=ng (9) which is also known as the entropy of this information source. This quantity c a n b e i n terpreted a s a n umber of properties of the event space R or the associated random variable r 30]. These are the amount of average \information" c onveyed by an observation of r, o u r u n c ertainty about r or the randomness of r. The units of these information measures depend on the base of the log(:) operator. For a base 2 logarithm, the unit of information is bit. The well known Theorem 1 establishes the minimum and maximum values for the entropy function and its proof can be found in 30]. This conditional entropy may b e i n terpreted as a number of properties of r 1 and r 2 : The amount of average \information" c onveyed by an observation of r 1 given that we have already observed r 2 , our uncertainty remaining about r 1 given that we have resolved our uncertainty about r 2 or the randomness of r 1 after observing r 2 . S i n c e w e know our uncertainty a b o u t r 1 both before and after observing r 2 , w e can derive the amount o f a verage information we h a ve acquired about the former by observing the latter. This symmetric quantity is known as the mutual information between r 1 and r 2 and is given by I(r 1 r 2 ) = H(r 1 ) ; H(r 1 jr 2 ): (12) which can be expressed in explicit form as I(r 1 r 2 ) = X n 1 n 2 Pfr 1 = n 1 r 2 = n 2 g log Pfr 1 = n 1 r 2 = n 2 g Pfr 1 = n 1 gP fr 2 = n 2 g : The output can be thought of as a noisy version of the input 30]. A classi er on the other hand, is an object which accepts patterns, whose class labels are known to a supervisor, and outputs its best estimates of these class labels.
A classi er can be interpreted as analogous to a DMC if we argue that the true realization of the class label is transformed by the classi er into a noisy output form. The source of the noise is not important for this interpretation but it may be the result of the feature extraction and/or the similarity scoring algorithm. The actual source of information we a r e i n terested in (the input to the DMC interpretation of the classi er) is the true label of the class emitting the patterns. However, what we h a ve access to is only the noisy output of this DMC as illustrated by Figure 1 .
When more than one classi ers are involved, we m a y consider them as multiple DMCs transmitting the same information source whose outputs are to be considered to acquire information about this source.
Output Independence of Classi ers
A m ultiple classi er decision combination system with observation space partitioning can be visualized as a set of interrelated random variables as illustrated in Figure 2 . With the random variable de nitions given in Figure 2 , we are at a point t o i n troduce a formal de nition of independence among the outputs of classi ers both before and after observation space partitioning as described in Section 2. Consider two classi ers whose rank-based outputs represented by the random variables r 1 r 2 . In view of Theorem 2 we c a n m a k e the following de nition which c a n easily be extended to more than two classi ers. I(r 1 r 2 ) = P n 1 n 2 j Pfr 1 = n 1 r 2 = n 2 js x = jg log Pfr 1 =n 1 r 2 =n 2 js x =jg Pfr 1 =n 1 js x =jgP fr 2 =n 2 js x =jg : (14) Otherwise, the two classi ers are output dependent with I(r 1 r 2 ) being a measure of dependence between them.
If one uses the random variables r 1 r 2 r Q in this de nition, then the output dependence of the original classi ers is computed. However, it is also possible to compute the output dependence, after a partitioning of the observation space as described in Section 2. For this, the marginal output random variables r 0 1 r 0 2 r 0 Q , d e r i v ed after the partitioning W , should be used instead of r 1 r 2 r Q . Note that the numerical measure of dependence among the outputs of the classi ers will be di erent depending on whether this is computed for the original outputs or after each speci c partitioning Table 1 : True joint probability distribution of the classi er observation space. Columns denote the rank score matrixes while rows denote pattern classes. Each cell represent the estimate of the probability that patterns from a class lead to a speci c rank score matrix at the outputs of the classi ers.
Output independence of classi ers is an important parameter in itself. However, as is shown by the following example, it is not necessarily a measure of complementariness.
Example 1 Suppose we consider two rank-based classi ers X 1 and X 2 operating on a simple two class problem where the class labels are S 1 and S 2 . Assume that these classi ers are operated in parallel on patterns from these two classes and the class conditional joint probabilities in Table 1 are obtained. 1 These will be called as the true joint distribution of the classi er behavior. The marginal probabilities for the individual classi ers can be obtained from this joint distribution and are given in Table 2 (a) and (b).
Probability of the errors made by the individual classi ers may be analyzed from these two marginal tables. Considering Table 2 (a), the jointly optimum decision 2 selects class S 1 if the rank score matrix (1 0) T occurs and S 2 if (0 1) T occurs at the classi er outputs. Denoting the decision by d and using the random variable notations of Section 2, the total probability of error for classi er X 1 is P e X 1 = Pfd = 1 js x = 2 gP fs x = 2 g + Pfd = 2 js x = 1 gP fs x = 1 g = 0:2 0:5 + 0 :2 0:5
From now on, we will drop mentioning that the probabilities are conditional except for the cases where there is an ambiguity. 2 The jointly optimum decision is in the sense of Section 2. In this sense, the jointly optimum decision and the optimum combination is synonymous. For this example, the class label with the largest probability for a given column is selected. Table 3 : Joint probability distribution of the classi er observation space computed from the marginal distributions in Table 2 , under the independence assumption.
By a similar computation for classi er X 2 , w e h a ve P e X 2 = 0 :3. Therefore, it can be argued that X 1 is the best of the two classi ers.
Let the true joint distribution in Table 1 which i s l o wer than the probability of error P e X 1 = 0 :2 for the best individual classi er. Therefore, an improvement in performance over the best individual classi er is achieved by the jointly optimal decision. Now suppose that the classi ers are independent. Then, we can construct a joint probability distribution by making use of this assumption. This derived distribution is given in Table 3 .
When this derived joint distribution is considered for optimal decision, one has now d = 1 i f r 2 f 1 2g and d = 2 i f r 2 f 3 4g. In this case, the total probability of error would clearly be This simple example shows that the independence assumption may h i d e a p o t e n tial for improvement for classi ers which are in fact dependent. It also shows that independence of classi ers is not a necessary condition for such an improvement. For dependent classi ers, the jointly optimal decision process in the sense of the theory summarized in Section 2 may a c hieve an improvement o ver the best individual classi er while methods based on the independence assumption will fail to do so. An interesting question at this point is whether or not an improvement is still possible for the case of classi ers which are truly output independent. The following example gives a positive answer.
Example 2 Again consider a simple problem with two classi ers X 1 and X 2 , operating on patterns from two c l a s s e s S 1 and S 2 . The joint distribution of the classi er observation space is given in Table 4 while the marginal distributions for the individual classi ers are given in Table  5 (a) and (b).
For this example, we h a ve I(r 1 r 2 )) = 0 and therefore, the classi ers are output independent. The total probability of error for both individual classi ers are P e X 1 = P e X 2 = 0 :45. However, when the joint distribution is considered for optimal decision, the decisions are d = 1 when r 2 f 1 2 3g and d = 2 when r = 4 e ectively leading to a total probability of error of P e Comb = 0 :435. This is smaller than the probability of error for both of the classi ers denoting an improved performance for the case of output independent classi ers. An interesting observation can be made about these classi ers if one inspects the class dependent error probabilities Pfy = 0 js x = 1 g and Pfy = 0 js x = 2 g where y is the indicator of correct decision as de ned in Section 2. These are given in Table 6 . From these probabilities, it can be concluded that classi er X 1 cannot successfully classify patterns from class S 2 while classi er X 2 cannot classify patterns from class S 1 . The fact that the errors of the two classi ers are concentrated on di erent classi ers support the ideas in 5, 6].
A Condition for Complementariness
The joint distribution given in Table 3 is obtained from the marginal distributions under the assumption of independence. However, this could as well have been the true joint distribution of the classi er observation space. Given the true joint distribution and the marginal distributions, one important task is to nd the conditions on these distributions so that there will be an improvement b y using the jointly optimal decision. Such a general condition is introduced by the following De nition and Fact. Definition 2 In a multiple classi er system, a classi er is called as the dominating classi er if the jointly optimal decision is a function of only the rank score v e ctor of that classi er. Fact 1 If one classi er dominates the others, then the jointly optimal performance of the multiple classi er system becomes exactly equal to the performance of the dominating classi er.
The truth of Fact 1 is intuitively apparent from the De nition but a proof can be found in 29]. This fact shows for the general case that if one classi er dominates the others, no improvement can be expected from the combination of the classi ers. Conversely, for improvement b y combination, no classi er should dominate, i.e., the jointly optimal decision should favor each classi er's decision in turn, for some rank score matrixes. This is expressed by Theorem 3 which makes use of Lemma 1.
Lemma 1 Due to the joint optimality of the combined d e cision, the combined p erformance c annot be lower than the performance of the best classi er within a multiple classi er system. Proof. To s h o w this, assume, without loss of generality that X 1 is the best individual classi er.
First de ne R X 1 1 as the set of rank score vectors for which the single classi er X 1 decides on class label S 1 . Also let be the set of all allowable rank score vectors for this single classi er. Now de ne R C 1 as the set of all rank score matrixes for which X 1 decides on class label S 1 , a s g i v en by R C 1 = n n = n 1 n 2 n Q ] j n 1 2 R X 1 1 n k 2 k = 2 P o : (15) Again without loss of generality, the rank score matrixes can be ordered such that these L = jR C 1 j rank score matrixes correspond to the random variable values r = 1 2 L . The corresponding part of the joint distribution of the observation space is illustrated in Figure 3 . If the conditions p 1n > p jn for j = 2 3 Pand n = 1 2 Lare satis ed, then the jointly optimal decision is equivalent to the decision of X 1 for this set of r values.
Suppose we try to disturb this condition by letting p k1 > p 11 for the r = 1. This largest probability term will contribute to the probability of error made by X 1 . H o wever, it will not contribute to the probability of error made by the optimal decision since the optimal decision will select S k for r = 1. Therefore, the error for the optimum decision will necessarily be lower than the error for the best classi er X 1 . 2 Theorem 3 If none of the classi ers in a Q classi er ensemble dominate the ensemble, then we necessarily have P e Comb < minfP e X 1 P e Another result of this section about dominance is given by Corollary 1.
Corollary 1 If there is a dominating classi er within a multiple classi er system, then this is necessarily the best performing individual classi er.
Proof. By Fact 1, the performance of the dominating classi er equals the performance of the combination. However, by Lemma 1, the performance of the combination cannot be lower than the best individual performance. Therefore, the performance of the dominating classi er equals the performance of the best classi er, proving the Corollary. 2
The above discussion suggests that output independence plays no exclusive role in assessing the potential for improvement b y the combination of classi ers. However, a di erent concept the paper de nes as the dominance of a classi er gives a condition on classi er complementariness. Namely, one should have no dominating classi er in a given classi er ensemble in order to have performance improvement b y optimal combination in the sense of Section 2.
Complementariness of Classi ers
The previous section de ned a condition for achieving complementary behavior among classi ers and hence, to obtain an improvement from classi er combination. However, the fact that none of the classi ers are dominating, does not give one, a measure on the potential improvement possible by the combination of a set of classi ers. In the present section, an attempt is made to introduce such a measure.
Consider again Figure 2 . Apart from the probability of correct classi cation, another measure on the performance of an individual classi er X k may b e g i v en by means of the mutual information I(r k s x ) b e t ween the classi er output r k and the source class s x , i.e., it may be argued that the amount of information acquired a b out the true class label by observing the outputs of classi er X k is a reasonable measure on that classi er's performance. Now consider that while using X k individually, one asks the question: How much does classi er X l h a s a p otential to complement the present classi er X k ?. This depends on the ability of X l to provide additional information about the source class label. Namely, one should be interested in the amount of new information provided by the output of X l which was not present in the output of X k . This quantity can be expressed as a di erence I X k X l : = I(r k r l s x ) ; I(r k s x ) (16) where the rst term represents the amount of information acquired about the source class label s x by observing both classi er outputs r k and r l while the last term represents the amount o f information acquired about the source class label by observing the output of classi er X k alone.
Replacing both mutual information terms by their entropy de nitions as given in (12) one gets I X k X l = H(s x jr k ) ; H(s x jr k r l ):
which can be expressed in expanded form as I X k X l = X j n 1 n 2 Pfs x = j r 1 = n 1 r 2 = n 2 g log Pfs x = jjr 1 = n 1 r 2 = n 2 g Pfs x = jjr 1 = n 1 g : (18) The quantity w e h a ve de ned in (16) is not symmetric, namely, w e h a ve I X k X l 6 = I X l X k .
This is a reasonable behavior since for classi ers with di erent performances, the amount o f information contributed by X l to X k cannot be the same as the amount c o n tributed by X k to X l . One expects the contribution of the better performing classi er to be larger. The quantity de ned by I X k X l can be proposed as a measure of the complementariness of classi er X l with respect to classi er X k . This proposal is supported by i n vestigating the behavior of the aforementioned measures on several examples with two classi ers and two classes. The joint distributions for these ve examples are chosen so as to illustrate some interesting cases of behavior with respect to increasing complementariness, and the associated behavior of the proposed measures. The cases are also selected in such a w ay that the marginal classi er observation space distributions for classi er X 1 and hence the associated performances are always the same while they are di erent for the second classi er X 2 . Other than these considerations, the joint distributions are arbitrary and do not re ect the behavior of any particular type of classi ers. The distributions and their derived marginal distributions are given in Table 7 . Three of these distributions can be recognized from Examples 1 and 2. The given cases are also selected in such a w ay that the performance and the marginal classi er observation space distribution for classi er X 1 is always the same, while they vary for the second classi er X 2 .
Consider the following scenario while investigating Tables 7 and 8 . One is restricted to use only two classi ers in parallel for this two class illustrative problem. Five di erent classi ers are available and the best classi er is labeled X 1 . The task is to select the second classi er X 2 among the available ones which i s t h e most complementary with respect to the best classi er X 1 , i.e., the largest performance improvement o ver the performance of the best classi er is sought. For this purpose, each alternative classi er is operated in parallel with the best one and the distributions in Table 7 are obtained. From these distributions, the measures in Table 8 Table 8 : Intermediate measures of interest for the examples with two classes and two classi ers, given in Table 7 . The complementariness of classi er X 2 with respect to classi er X 1 is given in the column labeled as I X 1 X 2 and is the primary measure of interest.
all logarithms are Base 2 logarithms. This gives a measurement unit of Bits. One can make the following discussions. For this two class problem with uniform class distribution, the entropy of the source random variable s x is 1 bit, which is hence the maximum value for all measures in Table 8 based on
Information Theory. For Case 1, the best classi er is dominating the pair since the optimal decision on the joint distribution is the same as the decision of the best classi er X 1 for all cases. Therefore, the candidate classi er cannot contribute to the best classi er and so there is no performance improvement. However, it is interesting to note that the I X 1 X 2 column still reports a positive v alue. It can be argued that the dominance condition may not be re ected in I X 1 X 2 .
For the remaining cases which are ordered with respect to the actual performance improvement o ver the best, the best classi er is not dominating. Also, the I X 1 X 2 column seems to re ect the potential improvement a c hievable by combination. Investigating the output independence column I(r 1 r 2 ) supports that output independence is not necessarily a desired condition for complementariness. Case 5 shows that the maximum improvement g i v en in Table 8 is for the candidate classi er which has the maximum dependence with the best classi er. Again a considerable improvement is possible for Case 4, where the output dependence between classiers is quite low. A last observation on Table 8 is that the complementing classi er performance need not necessarily be very close to the performance of the best classi er for improvement t o be possible. Again the maximum improvement i s a c hieved by a complementing classi er with p e = 0 :3 while a much smaller improvement could be achieved with a much better performing classi er with p e = 0 :21.
Conclusion
This paper attempted to clarify the concepts of output independence and complementariness and their relations with the actual performance improvement a c hievable by optimal combination. The following have been the main contributions. Firstly, an Information Theoretic interpretation of a m ultiple classi er system is introduced and this enabled the use of measures from information theory to quantify relations between random variables representing events within such a system. A measure for classi er output dependence is developed under this framework and it is shown that output independence plays no exclusive role in determining how m uch a classi er can complement another. A new concept called as dominance of a classi er is introduced to give a critical condition for performance improvement. Finally, another Information Theoretic measure is introduced to quantify the potential for improvement in such a system which h a ve been supported by empirical justi cation. However, not all the questions raised within the scope of this paper could be answered and there exist several issues open for further research. The concept of error independence and its relation with performance improvement through combination remains an open issue. Also, the theoretical relation between the complementariness measure I X 1 X 2 and the actual improvement remains to be established.
