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ABSTRACT
The 13CO molecule is often used as a column density tracer in regions where
the 12CO emission saturates. The 13CO column density is then related to that of
12CO by a uniform isotopic ratio. A similar approximation is frequently used when
deriving 13CO emission maps from numerical simulations of molecular clouds. To
test this assumption we calculate the 12CO/13CO ratio self-consistently, taking the
isotope selective photodissociation and the chemical fractionation of CO into account.
We model the coupled chemical, thermal and dynamical evolution and the emergent
13CO emission of isolated, starless molecular clouds in various environments. Selective
photodissociation has a minimal effect on the ratio, while the chemical fractionation
causes a factor of 2-3 decrease at intermediate cloud depths. The variation correlates
with both the 12CO and the 13CO column densities. Neglecting the depth dependence
results in ≤60 per cent error in 12CO column densities derived from 13CO. The same
assumption causes ≤50 per cent disparity in the 13CO emission derived from simulated
clouds. We show that the discrepancies can be corrected by a fitting formula. The
formula is consistent with millimetre-wavelength isotopic ratio measurements of dense
molecular clouds, but underestimates the ratios from the ultraviolet absorption of
diffuse regions.
Key words: astrochemistry – hydrodynamics – radiative transfer – ISM: abundances
– radio lines: ISM
1 INTRODUCTION
The carbon monoxide molecule (CO) and its isotopes are
the most widely used gas-phase tracers of total column den-
sity in the interstellar medium (ISM). In contrast to the
hydrogen molecule, CO is asymmetric and hence has a per-
manent dipole moment. Its dipole transitions between ro-
tational levels can be excited at temperatures (few×10 K)
and densities (≈300 cm−3) typical of giant molecular clouds
(GMCs). The emission from the lowest transitions is rela-
tively easily detectable at millimetre wavelengths. Due to its
high fractional abundance (χCO ≈ 10
−4, in equilibrium at
high density) the emission of the most abundant CO isotope
(12CO) is usually optically thick, therefore only lower lim-
its of the total column density could be derived. To achieve
better total column density estimates, less abundant CO iso-
topes are used (usually 13CO and C18O). The simplest and
most often used method is the following (e.g. Pineda et al.
2008; Wilson 2009; Pineda et al. 2010): The 12CO emission
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is assumed to be fully optically thick and in local thermody-
namic equilibrium (LTE), allowing the excitation tempera-
ture of 12CO to be calculated. If the excitation temperature
is the same for 13CO and if 13CO is optically thin, a simple
relation between the integrated intensity along the line of
sight, W (13CO), and the column density of 13CO, N(13CO)
can be derived (e.g. see equation 9 in Pineda et al. 2008).
The 13CO column densities are then usually converted into
12CO column densities using a uniform 12CO/13CO isotope
ratio. Finally, the 12CO column density is transformed to
total column density assuming a given conversion factor be-
tween CO and H2. The high uncertainties and environmental
dependence of this final step have been extensively studied
in the literature (Shetty et al. 2011a,b; Glover & Mac Low
2011; Feldmann et al. 2012, and references within).
However, the 12CO/13CO ratio may vary consider-
ably. Typically it is chosen to be equal to the measured
12C/13C ratio (Pineda et al. 2010). The carbon isotope ra-
tio, however, shows large regional variations. Based on ob-
servations of millimetre-wavelength emission of CO iso-
topes, Langer & Penzias (1990) found a systematic gradi-
ent with galactocentric distance in the carbon isotope ra-
tio, ranging from 24 in the Galactic Center to about 70 at
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Figure 1. Qualitative picture of carbon isotopic chemistry in
molecular clouds. The outer diffuse layer (gray) is followed by
the translucent (yellow and blue) and the inner, dense regions
(orange). The font size of the chemical species relates to the
abundance of the species in the region. The font size of chem-
ical reactions indicates the importance of the reaction in the
region, the green and red colors represent reactions produc-
ing and destroying CO, respectively. When a particular isotopic
species is not indicated, then both species are affected. Based on
van Dishoeck & Black (1988).
∼12 kpc. They found the average ratio to be 57 at the so-
lar galactocentric distance, which shows 13C enhancement
compared to the value of 89 measured in the Solar System
(Geiss 1988). Observations of CO absorption in ultravio-
let electronic and near-infrared vibrational transitions (e.g.
Scoville et al. 1983; Mitchell & Maillard 1993; Goto et al.
2003; Sonnentrucker et al. 2007; Sheffer et al. 2007) find up
to a factor of 3 higher ratios in the solar neighbourhood.
Nevertheless, the most frequently adopted ratios are be-
tween 57 (Langer & Penzias 1990) and 69 (Wilson 1999), the
measured average values for the interstellar medium within
a few kpc of the Sun.
The gradient with galactocentric distance and the 13C
enhancement in the solar neighbourhood compared to the
Solar System value could be interpreted in the framework
of the carbon isotopic nucleosynthesis. 12C is the primary
product of the triple-alpha process during the post Red Gi-
ant Branch (RGB) evolution of massive stars. The rarer 13C
is produced from 12C as a secondary product in the CNO
cycle during the RGB phase of low and intermediate mass
stars. Due to the longer lifetime of low and intermediate
mass stars – which are the main contributors of 13C enrich-
ment – the 12C/13C ratio is expected to decrease with time
and to depend on the star formation history (Audouze et al.
1975).
More important for our problem, however, is the fact
that the CO isotope ratio could vary by a factor of a few
even if the elemental 12C/13C ratio is constant in a region
under investigation, due to isotope-selective chemical pro-
cesses. For example, van Dishoeck & Black (1988) describe
qualitatively the CO isotopic chemistry in molecular clouds
as follows (see Fig. 1). The preferred pathways of CO pro-
duction are the ion-neutral reaction of C+ and OH produc-
ing HCO+, which dissociatively recombines to CO and H,
and the neutral-neutral reaction of CH or CH2 with an oxy-
gen atom. These reactions are not isotope-selective and work
(with varying efficiency) in every region of the molecular
cloud. In the diffuse regions (gray, AV < 0.5mag
1) the pho-
todissociation of CO by interstellar far-ultraviolet (FUV)
photons dominates over the production reactions and most
of the carbon is in ionized form. In translucent regions (yel-
low, 1mag < AV < 2mag) the CO production rates start
to compete with the photodissociation. The 12CO column
density becomes high enough to effectively self-shield it-
self from the incident interstellar FUV photons. However,
13CO, due to its slightly shifted absorption lines at UV
wavelengths and the lower abundance, is less effectively self-
shielded. This difference in self-shielding, in principle, leads
to isotope-selective photodissociation. In practice, the se-
lective photodissociation is expected to be dominant only in
low density (n < 102cm−3) domains or in dense regions with
very strong radiation fields (see Ro¨llig & Ossenkopf 2013).
Further in (blue, 2mag < AV < 5mag), due to the shield-
ing by dust absorption and the increasing 13CO column den-
sity, both isotopic species are effectively protected from FUV
photons. In this region ionized carbon is still abundant and
the
13C+ + 12CO ⇀↽
12C+ + 13CO+∆E (1)
fractionation reaction (Watson et al. 1976) becomes impor-
tant. At temperatures typical to the corresponding cloud
depths, the exothermic reaction (to the right, leads to en-
ergy release) is preferred, resulting in more 13CO produc-
tion, and consequently in a reduced isotope ratio. This re-
action provides the main 13CO production and destruction
paths in this region. On the other hand, the destruction of
12CO is determined by the competing effects of photodisso-
ciation, chemical fractionation and dissociative charge trans-
fer with He+, while its production is mainly due to the
neutral-neutral reaction of light hydrocarbons with oxygen.
At the highest column densities (orange, AV > 5mag) the
CO chemistry is governed by non-isotope-selective reactions.
The gas phase production of both CO isotopes happens
through HCO+ recombination and desorption from dust
grains, while the main destruction channels are the disso-
ciative charge transfer with He+ and H+3 , photodissociation
by cosmic-ray induced photons, and freeze-out onto grains.
As a result, the isotope ratio approaches to the elemental
(12C/13C) ratio. Due to these processes we expect that the
CO isotope ratio varies significantly even within the same
GMC. In fact, observational studies report a factor of a few
region-by-region variation. In the case of the Taurus molec-
ular cloud, the indirect measurements of Goldsmith et al.
(2008) and Pineda et al. (2010) find isotope ratios between
30 and the canonical value of 69, suggesting 13CO enrich-
ment.
The direct determination of the 12CO/13CO ratio is
usually difficult and restricted to a certain column den-
sity range. For instance, the ultraviolet and millimetre-
wavelength absorption measurements, such as presented
1 The exact visual extinction values depend on the strength of
the incident radiation field and the density distribution.
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by Sheffer et al. (2007), Sonnentrucker et al. (2007) and
Liszt & Lucas (1998), require suitable galactic or extragalac-
tic background sources and CO column densities, which fall
into the optically thin, diffuse regime (N(12CO) < few ×
1016 cm−2). Observations of millimetre-wavelength emission
from GMCs (e.g. Pineda et al. 2008; Goldsmith et al. 2008;
Pineda et al. 2010), however, usually trace the higher CO
column density regions, where the isotope ratio-column den-
sity correlation is not constrained by observations, and
therefore as a “best guess” a uniform isotope ratio is
adopted.
The inverse problem emerges when 13CO emission is
inferred from (magneto-)hydrodynamical simulations. The
computational cost of the chemical modelling scales with the
cube of the number of species considered (Glover & Clark
2012b). Even when only 14 self-consistently calculated (i.e.
not described by conservation laws), non-equilibrium species
are included in the network, the chemistry will often be the
dominating factor in terms of computational cost, taking up
to 90 per cent of the total computational time (Glover et al.
2010; Glover & Clark 2012b). For the practical reason of
cost efficiency usually only the most common isotope, 12CO
is included in the chemical networks. When observable quan-
tities, like emission from rarer CO isotopes are inferred from
such simulations (e.g. Beaumont et al. 2013) the canonical
isotope ratio is adopted and assumed to be constant through
the whole simulation domain.
In this paper we investigate the effect of selective pho-
todissociation and chemical fractionation on the 12CO/13CO
isotopic ratio in different environments and for different
cloud properties, using turbulent hydrodynamical simula-
tions that include a self-consistent chemical and cooling
model and an approximate treatment of the attenuation of
the interstellar radiation field (ISRF). One of our aims is to
test and improve the frequently used assumption of uniform
12CO/13CO ratio in the context of inferring 13CO emission
from simulations which neglect isotopic chemistry. We also
provide a prescription for deriving the isotope ratio from the
13CO column density (e.g. calculated from observations).
In section 2 we describe the numerical setup and the
initial conditions of our simulations. Section 3 discusses the
correlation between various (total, 12CO and 13CO) column
densities and the isotope ratio for different cloud condi-
tions. We also propose a formula for inferring 13CO col-
umn/number densities from 12CO in simulations neglect-
ing fractionation chemistry, and one for calculating the iso-
tope ratio from observations of 13CO. Then in section 4,
we post-process the simulations with line radiative transfer
to quantitatively compare the emergent 13CO line profiles
and emission maps in case of self-consistently calculated,
column density dependently inferred and uniform isotope
ratios. Section 5 compares our results to previous theoret-
ical works and to observations of the 12CO/13CO column
density ratio. We summarize the results and draw our final
conclusions in section 6.
Table 1. Model parameters and used snapshots
Model n0 [cm−3] Metallicity [Z⊙] ISRF [G0] Time [Myr]
a 300 0.3 1 2.046
b 300 0.6 1 1.930
c 300 1 0.1 2.124
d 300 1 1 2.150
e 300 1 10 2.022
f 1000 1 1 0.973
g 300 1 1 2.150
Summary of model parameters. Each model cloud has 104M⊙
and an SPH mass resolution of 0.5M⊙. In each case the analysed
snapshots are chosen to represent the molecular clouds preced-
ing star formation. Z⊙ and G0 refer to the solar metallicity and
Draine radiation field strength (1.7 in units of the Habing (1968)
field) respectively. Models from a) to f) have fully molecular ini-
tial conditions while model g) is calculated with atomic initial
composition.
2 SIMULATIONS
We use a modified version of the smoothed particle hy-
drodynamics (SPH) code gadget-22, described by Springel
(2005). The modifications include a sink particle algorithm
to model the formation of individual stars (Bate et al. 1995;
Jappsen et al. 2005; Federrath et al. 2010; Glover & Clark
2012a), a simplified model of the gas phase chemistry with
radiative heating and cooling (Glover & Clark 2012b) and
an approximate treatment of the attenuation of the ISRF
(Clark et al. 2012a). Stellar feedback from the formed sink
particles is not included, an effect which could influence the
CO isotope ratio in high density regions significantly. There-
fore, we restrict our analysis and discussion to cloud proper-
ties before sink particle formation (i.e. to molecular clouds
in an early stage of evolution).
2.1 Chemistry
We adopt the chemical network of Nelson & Langer (1999)
(hereafter NL99) supplemented with the hydrogen chemistry
of Glover & Mac Low (2007). The network is designed to
follow CO formation and destruction over a wide density
range in molecular clouds. It takes multiple CO formation
pathways into account: a formation channel involving the
composite CHx (CH and CH2) species, another involving
the composite OHx (OH, H2O and O2) species and a third
route via the dissociative recombination of HCO+. The de-
struction of CO could happen due to photodissociation, dis-
sociative charge transfer with He+ or through proton trans-
fer from H+3 resulting in the conversion of CO to HCO
+.
See Table 1 in Glover & Clark (2012b) for the full list of re-
actions and the Appendix B of Glover et al. (2010) for the
adopted reaction rate coefficients.
Initially the NL99 network does not account for the
13C, 13C+, 13CO and H13CO+ isotopes. Therefore we add
these species and the corresponding reactions, which are
non-isotope-selective, from the original network. We do
not apply rescaling on the reaction rate coefficients of
these reactions. In addition, to allow conversion of 12CO
2 http://www.mpa-garching.mpg.de/gadget/
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to 13CO, we implemented the 13CO fractionation reac-
tion (equation 1, with the left to right rate coefficient of
rfrac,CO,lr = 2 × 10
−10cm3 s−1 and the temperature de-
pendent right to left rate coefficient of rfrac,CO,rl = 2 ×
10−10 exp(−35 K/Tgas) cm
3 s−1. Although, Smith & Adams
(1980) suggests an order of magnitude higher rate coeffi-
cient, Sheffer et al. (2007) finds that the smaller value of
Watson et al. (1976) is more consistent with the observa-
tions, therefore we adopt the latter. The free space 12CO
and 13CO photodissociation rate coefficients in the absence
of absorbing material are taken to be equal with the value of
rpd,CO,thin = 2.6×10
−10s−1 (Visser et al. 2009) for the inter-
stellar radiation field strength equal to 1×G0. In addition to
the reactions included in the Nelson & Langer (1999) chem-
ical network, we also include the cosmic-ray induced pho-
todissociation of CO (Prasad & Tarafdar 1983; Gredel et al.
1987) and the cosmic-ray induced photoionization of C. The
reaction rate of the former (i.e. not the rate coefficient)
is taken to be RCRP,pd,CO = 0.21 × xH2 ×
√
TgasxCO and
the rate coefficient of the latter is rCRP,pi,C = 2800 × ζH
(Maloney et al. 1996). The cosmic ray ionization rate of H
is denoted by ζH and xH2 and xCO are the fractional abun-
dances of the corresponding molecules.
In cold and dense molecular clouds the freeze-out onto
dust grains becomes the most effective process for removing
CO from the gas phase (Bacmann et al. 2002; Tafalla 2004).
The chemical network presented here does not include this
process. This simplification results in the overestimation of
gas phase CO abundance, and consequently the CO emissiv-
ity in the high density regions. We argue, however, that due
to optical depth effects and a relatively low velocity disper-
sion in the simulated clouds, this probably has a small im-
pact on the CO emission. The freeze-out becomes important
only above Av ≈ 6mag and by this depth, even the
13CO
emission becomes optically thick, obscuring the freeze-out
regions. In any case, the main focus of this work is to con-
strain the 12CO/13CO ratio, which should not be affected
by the non-isotope-selective freeze-out process.
2.2 Attenuation of the ISRF
As we describe in the introduction, the differential shielding
of 12CO and 13CO is expected to play a role in determin-
ing the isotope ratio. To account for this effect the column
densities – from the centre of a given SPH particle to the
outer surface of the cloud – of the critical species (H2, dust,
12CO and 13CO) need to be calculated. We use the TreeCol
method presented by Clark et al. (2012a). In short, TreeCol
is a cost efficient algorithm to calculate total and species spe-
cific column densities while “walking” the gravitational tree
structure (used in gadget-2 to compute the gravitational
interaction of far-away particles). It constructs a healpix
(Go´rski et al. 2005) sphere with 48 equal-area pixels for each
SPH particle and accumulates the contribution of the line
of sight nodes for the considered pixel. We trace the total
(H nuclei), H2,
12CO and 13CO column densities. The vi-
sual extinction (AV) due to the dust is calculated using the
formula (Bohlin et al. 1978; Draine & Bertoldi 1996),
AV =
Ntot
1.8699 × 1021cm2
× fdg, (2)
where Ntot is the total H nuclei column density and fdg =
Z/Z⊙ is the factor correcting for the simulation metallicity.
We model the attenuation of the ISRF by multiplying
the optically thin photodissociation rates with shielding fac-
tors depending on the column density and visual extinction.
The H2 photodissociation rate is attenuated due to dust ab-
sorption and H2 self-shielding. The dust shielding factor can
be calculated in the plane-parallel approximation by
Θdust = exp(−γAV) (3)
with γ = 3.74 (Draine & Bertoldi 1996). The self-shielding
factor depends on the H2 column density and is calculated
according to equation (37) in Draine & Bertoldi (1996). In
the case of 12CO and 13CO, the shielding is due to dust ab-
sorption, the H2 Lyman-Werner lines and CO self-shielding.
The shielding factor due to dust absorption for both iso-
topic species is given by equation (3) with γ = 3.53. The
tabulated CO shielding by H2 and self-shielding factors are
adopted from Visser et al. (2009). We used the same relation
between the column density and the CO self-shielding fac-
tor for both CO isotopes when calculating the self-shielding,
but with the corresponding isotope column density.
We refer to section 2.2 in Glover et al. (2010) for a more
detailed description of the adopted treatment of photochem-
istry.
2.3 Thermal model
We calculate the thermal balance and temperatures of gas
and dust self-consistently, taking a number of cooling and
heating processes into account. The temperature structure
of the cloud has a large impact on the chemical fraction-
ation (due to the temperature barrier for the right-to-left
path), a moderate effect on the selective photodissociation
(more strongly isotope selective in colder gas; discussed in
detail in Visser et al. (2009), but not considered here) and
significant influence on CO excitation, therefore a realistic
thermal model is necessary.
The adopted thermal model – with the complete list
of heating and cooling processes and rates – is presented in
section 3.2.4 of Glover & Clark (2012a). Fig. 2 summarizes
the contributions of thermal processes to the thermal bal-
ance in our simulations. The dominant heating processes are
the photoelectric, shock, cosmic ray, and P dV (expansion
and contraction) heating. The major coolants at low and in-
termediate densities are C+ and CO, while at high density
cooling is dominated by the dust. We consider the C+ and
CO isotopes separately when calculating the cooling rates.
Thanks to its lower optical depth, 13CO might became as
effective coolant as 12CO at densities higher than 104 cm−3.
However, the effect of this on the thermal balance is neg-
ligible, since at these densities, dust cooling is already the
dominant process.
2.4 Initial conditions
Our basic initial setup is identical to Glover & Clark
(2012a). We start the simulations with a uniform density
sphere with 104M⊙ total mass. The initial volume density of
the sphere is set to 300 or 1000 cm−3, resulting in an approxi-
mate cloud radius of 6 pc or 4 pc, respectively. The initial ve-
c© 0000 RAS, MNRAS 000, 000–000
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Figure 2. The median cooling and heating rates as a function
of hydrogen nuclei number density for the fiducial model (d).
The cooling rates of C-bearing molecules are calculated separately
for the 12C and 13C isotopologues but their combined rates are
shown here. The exception is CO, for which we also plot the
isotopic contributions separately. For the detailed description of
the cooling and heating processes see Glover & Clark (2012a).
locities of the SPH particles are chosen so that the initial ve-
locity field has a steep power spectrum with P(k) ∝ k−4, us-
ing the “cloud-in-cell” scheme (Hockney & Eastwood 1988;
Mac Low et al. 1998). The velocity field is scaled such that
the total kinetic energy equals to the gravitational potential
energy, corresponding to 3D root-mean-square (rms) veloc-
ities (σrms,3D) of 2.81 km s
−1 and 3.43 km s−1 for the dif-
ferent initial densities. We do not apply turbulent driving
during the simulations and the turbulence is allowed to dis-
sipate freely through shocks and numerical viscosity. Conse-
quently, the overall rms velocity of the cloud decreases with
time. In the first ∼0.5 Myr the rms velocity stagnates; af-
terwards, it decreases with time as σrms,3D(t) ∝ t
−0.24. By
the time of the analysed snapshots it reaches the values of
2 and 2.6 km s−1. The initial gas and dust temperature are
uniform at 20 K and 15 K, respectively.
In case of the solar metallicity (Z⊙) runs, the adopted
initial abundances of 12C, 13C and O relative to hydro-
gen nuclei are x12C = 1.4 × 10
−4, x13C = 2.3 × 10
−6 and
xO = 3.2 × 10
−4 respectively (Sembach et al. 2000). In the
case of “fully molecular” initial composition (models a to
f), all hydrogen atoms are in H2 form, while when “atomic”
initial conditions are adopted (model g, see discussion in
Appendix B), then all hydrogen is atomic and neutral. In
both cases we assume that all carbon is in ionized form.
The helium is neutral and its fractional abundance is 0.079,
equivalent to 24 per cent mass fraction, in all simulations.
The total abundance of low ionization potential metals (Na,
Mg, etc.) is xM = 1 × 10
−7. These are initially assumed
to be fully ionized. The electron abundance of the cloud is
set to give an overall neutral medium. To investigate the
metallicity dependence of our results, we also perform sim-
ulations with scaled initial abundances geared towards the
SMC (0.3×Z⊙) and the LMC (0.6×Z⊙). In each run the car-
bon isotopic abundance ratio is 60, a value consistent with
the frequently adopted measurements (Lucas & Liszt 1998)
in the solar vicinity. Besides the abundances we also scale
the dust-to-gas ratio with a factor, fdg = Z/Z⊙. In the solar
metallicity case the dust-to-gas ratio is taken to be 0.01.
We assume that the cloud is illuminated by an isotropic,
standard radiation field, described by Draine (1978) in the
UV and by Black (1994) at longer wavelengths. The default
field strength is G0 = 1.7 in units of the Habing (1968) field,
corresponding to 2.7× 10−3 erg cm−2 s−1 integrated flux in
the 91.2–240 nm wavelength range. To test various galactic
environments we scaled the radiation field strength between
0.1×G0 and 10×G0 with the fiducial value of 1×G0.
In the most shielded regions of GMCs, several impor-
tant CO destruction pathways are activated by the deep
penetrating cosmic ray particles, which also provide an im-
portant gas heating mechanism there. The adopted cosmic
ray ionization rate of atomic hydrogen is ζH = 10
−17s−1.
The ones for H2 and atomic He are 2 × ζH and 1.09 × ζH.
respectively.
We performed 6+1 hydrodynamic cloud simulations in
total. The parameters explored are summarized in Table 1.
In the analysis that follows in section 3 we take simulation
d) as the fiducial model.
3 THE 12CO/13CO COLUMN DENSITY RATIO
In this section we analyse the N(12CO)/N(13CO) isotopic
column density ratio resulting from our simulations. We
look for correlations between the isotope ratio and the total,
12CO and 13CO column densities. Hereafter, if not indicated
otherwise, the column densities are meant as the number of
atoms/molecules of a species or the gas mass in a given line
of sight, per cm2, integrated from the “observer” to infinity.
We use the grid interpolated quantities (see Ap-
pendix A). The column density maps are calculated by in-
tegrating the volume density along the z direction of the
grid. Although the apparent shape of the molecular cloud
does depend on the viewing direction, the quantities and re-
lationships discussed below are independent of the choice of
viewing direction. Fig. 3 shows the ratio of 12CO and 13CO
column density maps for different radiation fields, metal-
licities and initial volume densities. The white contour line
indicates the total column density level of 5 × 1021 cm−2.
The shape of this contour line does not change substantially
with varying radiation field strength or metallicity, indicat-
ing that the overall density structure is not affected signifi-
cantly within the studied parameter range (see also Fig. 5).
The simulated ratio maps are in general agreement with
the picture of the CO isotopic chemistry described in the in-
troduction. In the outer parts of the clouds, the total column
densities are low and the shielding of neither isotopic species
is effective. Deeper in the cloud (see model a and e), the se-
lective photodissociation of 13CO might dominate, increas-
ing the 12CO/13CO ratio up to ∼75 (yellow region). Further
in, where most of the cloud mass resides, the fractionation
reaction takes over and significantly decreases the ratio to
∼25 and below (blue region). At the core of the cloud, the
radiation field photodissociates CO or ionizes C with a very
low rate, and so neither of the isotope-selective processes are
effective. In these regions the N(12CO)/N(13CO) ratio in-
creases again and approaches the initially set 12C/13C ratio
(marked by the orange color). Qualitatively all simulations
follow this scheme. However, the quantitative details – e.g
c© 0000 RAS, MNRAS 000, 000–000
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Figure 3. N(12CO)/N(13CO) column density ratio maps for varying ISRFs, metallicities and initial volume densities. The white contour
represents the 5× 1021 cm−2 level in total column density. The same colour scale applies for all the ratio maps. Yellow and blue colors
mark regions dominated by the effects of selective photodissociation and chemical fractionation, respectively, while orange marks regions
in which the CO is not significantly fractionated. Lines of sight which do not intersect any SPH particles are marked with black.
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Figure 4. The number density, gas temperature and mean visual extinction PDFs of the non-fractionated (50 < 12CO/13CO < 65),
chemical fractionation dominated (12CO/13CO ≤ 50) and isotope selective photodissociation dominated (12CO/13CO ≥ 65) zones,
weighted by the mass. Simulation e) is shown here, but all the other models qualitatively follow the same distributions.
the transitional column densities – differ considerably from
simulation to simulation.
To investigate the typical physical conditions of the
three zones (non-fractionated or dominated by the effects
of selective photodissociation or chemical fractionation) we
plot their number density, gas temperature and mean3 visual
extinction probability density functions (PDFs) in Fig. 4.
The non-fractionated gas shows bimodal distributions in
all three quantities. At low number densities, CO is poorly
3 Average over the 48 directions of the healpix sky of each SPH
particle.
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shielded from the effects of the ISRF and both CO isotopes
are photodissociated at approximately the same rate. In this
regime, photodissociation is non-selective and does not sig-
nificantly alter the 12CO/13CO ratio. At high number den-
sities (n > 104 cm−3), the ISRF is strongly attenuated and
almost all of the available carbon is locked up in CO. In this
regime, the 12CO/13CO ratio is necessarily close to the el-
emental 12C/13C ratio. The effects of isotope-selective pho-
todissociation peak at number densities around 100 cm−3,
high temperatures and moderate visual extinctions (between
0.5 and 1 mag). However, even in this parameter regime,
only a small fraction of the gas has an isotope ratio 65 or
higher. This high ratio gas resides in a thin layer around
the bulk of the cloud. Normally this thin layer is not vis-
ible in the column density maps, since such maps trace a
mass-weighted ratio along a given line of sight. In certain
cases (see models a and e), high ratios could still be found,
if most of the gas in the line of sight is relatively dilute
(a few hundred particles per cm3) and moderately shielded
(about 0.5mag visual extinction). Chemical fractionation
dominates in gas which has a characteristic number den-
sity between 103 and 104 cm−3 and mean visual extinction
around unity. The chemically fractionated gas shows a wide
temperature range. However, the temperature distribution
of the highly fractionated gas (ratio lower than 25, dotted
dashed line on the middle panel of Fig. 4) has an abrupt
cut-off around 30 K.
The dependence of the 12CO/13CO ratio on the phys-
ical conditions in the cloud that we find from our study
is in a good qualitative agreement with the large param-
eter study of photon dominated region (PDR) models in
Ro¨llig & Ossenkopf (2013). We conclude that effect of the
isotope selective photodissociation is negligible when column
density isotope ratios are considered. Hereafter, we mainly
focus on the effect of chemical fractionation.
3.1 Correlation with the total column density
The mass-weighted PDFs of the total, the 12CO and the
13CO column densities for simulations a) and d) are pre-
sented in Fig. 5. The figure shows the mass fraction of the
cloud at a given column density. The CO isotope column
densities are weighted with the total mass, therefore the
corresponding curves show the cloud mass fraction locked
in CO isotopes as a function of the total column density.
The overall density distributions in these simulations
are roughly identical. The CO isotope distributions, how-
ever, show large differences: due to less effective shielding,
in simulation a) both CO isotopes form at a factor of a
few higher total column densities and the total 12CO mass
(the integral of the red curve multiplied by the total cloud
mass) is also a factor of 17 lower, 0.6 M⊙ and 10.2 M⊙ for
simulation a) and d) respectively. The total 13CO mass is re-
duced by a similar factor. Consequently, depending on cloud
properties and environment, CO isotopes trace different to-
tal column densities and cloud mass fractions. Also note the
relatively large fraction of the so called CO-dark gas, i.e.
mass not traced at all by CO (Wolfire 2010; Smith et al.
2014).
The upper sub-panels in Fig. 5 show the mean
N(12CO)/N(13CO) ratio as a function of the total col-
umn density. The description of the algorithm that we used
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Figure 5. Total, 12CO and 13CO mass fraction distributions
and the N(12CO)/N(13CO) ratio as a function of the total col-
umn density for low metallicity (a) and the fiducial (d) simula-
tions. The total column density distributions are roughly identi-
cal, while CO forms at a factor of 3 higher column densities in
the case of a). The total CO mass is also reduced by about an
order of magnitude. The dip in the isotope ratio curve is shifted
by almost a order of magnitude to higher total column densities.
Note that the column density ratio is not expected to be equiva-
lent to the ratio of the 12CO and 13CO mass distributions, as in
the latter case the area associated with a column density value is
also taken into account.
to produce these curves is given in section 3.3. The gra-
dients of the curves represent the transitions between re-
gions dominated by photodissociation, chemical fractiona-
tion and strong attenuation. The total column densities cor-
responding to these transitions are strongly dependent on
the strength of the ISRF and the metallicity of the cloud. In
case of simulation d) the 5 × 1021 cm−2 total column den-
sity contour (see Fig. 3) approximately indicates the tran-
sition between the regions dominated by chemical fraction-
ation and strong attenuation. In the case of simulation a),
the reduced metallicity decreases both the CO column den-
sity and the extinction due to dust that a parcel of gas
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in the cloud “sees”, resulting in less effective attenuation
of the radiation field. The transition between the chemical
fractionation-dominated and the attenuation-dominated re-
gions is shifted to a total column density that is an order of
magnitude larger. In this case, the 5 × 1021 cm−2 contour
line traces the transition between the regions dominated by
non-selective photodissociation and chemical fractionation.
Simulations with reduced metallicity or increased ISRF (b
and e) behave similarly to model a), while simulation f) has
transitional column densities similar to model d). In case
of c), due to the weak radiation field, a substantial amount
of CO is able to form even at low visual extinctions. This
results in an extended chemical fractionation dominated re-
gion at very low total column densities (i.e. most likely below
any reasonable detection limit) and a very strong shielding,
and hence close to elemental ratios in the (observable) inner
regions.
Regardless of the model dependent transitional total
column densities, the isotope ratio seems to be consistent
within a few per cent in the corresponding regions of the
cloud for each simulation. In the region dominated by non-
selective photodissociation the ratio is close to the initially
set 12C/13C ratio of 60. In the region of chemical fractiona-
tion, the ratio drops to ∼20. Finally, in the most shielded re-
gions the CO isotope ratio approaches 60 again. Note, how-
ever, that the results from the outermost regions of the cloud
are – due to large smoothing lengths and low SPH resolution
– somewhat uncertain. These regions are usually also unde-
tectable in CO emission, because of their very low column
densities.
Fig. 5 also shows that the region of 13CO enhancement
coincides with the highest CO mass fraction in case of sim-
ulation a) and with lower mass fractions in case of d). This
indicates a higher importance of isotope-selective reactions
when the metallicity is low.
We conclude that the total column density and the iso-
tope ratio correlate, but the correlation strongly depends on
the cloud properties and environment.
3.2 Correlation with the 12CO column density
We find a tighter correlation between the 12CO column
density and the CO isotope ratio. Fig. 6 shows the mass-
weighted, two dimensional probability density distribution
of N(12CO) and the isotope ratio for the 6 simulations (from
a to f). The colours indicate the mass fraction of the cloud
with a given parameter combination. Consistent with Fig. 5,
most of the cloud mass lies at different 12CO column densi-
ties, depending on the model parameters. If the metallicity
is low or the radiation field is strong, then CO forms at, and
therefore traces, higher total column densities.
The most remarkable feature of Fig. 6 is that the lo-
cation and depth of the dip in the isotope ratio shows only
weak parameter dependence. The three dimensional nature
(N(12CO) vs. isotope ratio vs. mass fraction) of these proba-
bility density distribution diagrams, however, makes it hard
to directly compare them. Therefore, we project them into
2D space, keeping in mind that we are interested in the rela-
tionship of N(12CO) and the isotope ratio, and that we are
aiming to derive a functional form. We construct curves ac-
cording the following procedure: Starting from the low 12CO
column densities we bin N(12CO) adaptively into strips. The
normalized total mass fraction of a strip is required to be at
least 0.002, a value chosen to provide well sampled isotope
ratio distribution in the strip. We then collapse the strip in
the N(12CO) dimension by adding up mass fractions in iso-
tope ratio bins. This gives the mass fraction in a N(12CO)
strip as the function of isotope ratio. We fit a Gaussian to
this curve to determine the mean value and the width of the
distribution (i.e. the standard deviation). Finally, we deter-
mine an effective N(12CO) within the strip, by weighting
based on the mass fraction contribution of a N(12CO) pixel
column to the strip. We repeat this procedure until the up-
per limit of the 12CO column density is reached. The small,
filled, black circles in the panels in Fig. 6 and the coloured
filled symbols in Fig. 7 show the mean isotope ratios as a
function of 12CO column density derived this way. Fig. 6
demonstrates that the derived mean ratios follow the prob-
ability density distribution well, justifying our approach.
The mean isotope ratio curves show a very good over-
all agreement in all cases (see Fig. 7). However, there is a
weak correlation between the curve shape and the physi-
cal parameters. A higher initial density (n0) might result
in higher isotope ratios at high 12CO column densities. As
the metallicity decreases from 1Z⊙ to 0.3Z⊙ the isotope se-
lective photodossociation seem to increase the 12CO/13CO
ratio slightly above the elemental at CO column densities
below 1011cm−2 (middle panel). The decreasing radiation
field strength seems to decrease the minimum isotope ratio
from 19.23 ± 2.98 to 14.40 ± 1.17 (right panel).
The depth of the dip in the isotope ratio curve is ex-
pected to depend on the gas temperature (and therefore the
heating and cooling processes) of the corresponding cloud
regions. The chemical fractionation has an energy barrier
for the right to left reaction path (see equation 1 and sec-
tion 2.1), which is approximately 35 K. At temperature
much higher than this, the reaction could proceed in both di-
rections with similar rate, resulting in a less enhanced 13CO
abundance and a isotope ratio closer to the 12C/13C ratio
(e.g. Ro¨llig & Ossenkopf 2013).
We emphasize, however, that these trends are not sta-
tistically significant in our simulations, and the model-by-
model deviations of the isotope ratio curves are typically
comparable to the standard deviations of the ratio. From
this point on, we dispense with further investigation of the
trends in the mean isotope ratio curves with physical pa-
rameters and assume that there is an unequivocal correla-
tion between the 12CO column density and the 12CO/13CO
ratio which is independent of the parameters we vary in the
simulations.
3.3 Fitting formula
To derive a functional form for the N(12CO)-isotope ra-
tio relationship we fit the curves presented in Fig. 7 in-
dividually and together using the non-linear least-squares
Marquardt-Levenberg algorithm implemented in gnuplot4
(Williams et al. 2011). The combined data are constructed
from all models except models c) and g), due to the low
numerical resolution at low column densities in the former
4 http://gnuplot.sourceforge.net/
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Figure 6. CO isotope column density ratio as a function of the 12CO column density, calculated using the “real” column densities
(i.e. directly from the hydrodynamic simulation). Model parameters are indicated in the legend, the vertical line shows the approximate
detection limit achieved by Goldsmith et al. (2008) in the case of the Taurus molecular cloud region. The colour indicates the mass
fraction of the cloud with the specified 12CO column density and isotope ratio, which depends significantly on the model parameters. At
low column densities, isotope-selective photodissociation might increase the ratio up to 70 in some cases. At higher column densities, the
fractionation reaction takes over, resulting in a pronounced dip. The observations are sensitive to the inner regions of the cloud, where
the fractionation reaction becomes less effective as the C+ abundance decreases, and the ratio increases to the initial value. The black
dotted curves represent the fitted relation between the quantities (see Section 3.3).
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Figure 7. CO isotope column density ratio as a function of the 12CO column density derived by the procedure described in section 3.2.
From left to right the panels compare the effect of varying the initial density, metallicity and radiation field. We emphasize that the
main features of the curves only weakly depend on the physical parameters. Model parameters not indicated in the legend are kept at
the fiducial value.
and for the sake of consistency in the latter case. We fit-
ted 4th, 5th and 6th order polynomial functions taking the
standard deviation of each data point into account. The
best fit 4th order polynomial over-predicts the ratios for
1015 cm−2 < N(12CO) < 1017 cm−2, and under-predicts in
every other case. The 6th order polynomial does not pro-
vide a significantly better fit than the 5th order polynomial,
therefore we chose to use the best fitting 5th order poly-
nomial for the further analysis. The best fitting polynomial
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Table 2. Coefficients of the best fitting polynomials in case of the 12CO column density–isotope ratio correlation
Model a0,12 a1,12 a2,12 a3,12 a4,12 a5,12
a 44118.20±946.40 -16028.90±336.30 2308.65±47.51 -164.3870±3.336 5.78127±0.1164 -0.080301±0.00162
b 39398.60±990.50 -14339.70±348.80 2069.68±48.80 -147.7000±3.390 5.20628±0.1170 -0.072481±0.00160
c -129934.00±22970.00 39353.20±7218.00 -4717.00±904.00 279.7200±56.410 -8.20654±1.7540 0.095312±0.02170
d 23435.20±1973.00 -8696.25±675.90 1277.96±91.93 -92.6067±6.206 3.30431±0.2079 -0.046415±0.00277
e 16928.80±919.10 -6337.57±320.20 939.74±44.29 -68.6503±3.041 2.46668±0.1037 -0.034852±0.00141
f 6002.58±2009.00 -2530.75±701.70 416.65±96.97 -33.2072±6.631 1.28180±0.2244 -0.019203±0.00301
combined 23619.40±1657.00 -8801.37±566.20 1298.19±76.76 -94.3795±5.162 3.37743±0.1723 -0.047569±0.00228
Table 3. Coefficients of the best fitting polynomials in case of the 13CO column density–isotope ratio correlation
Model a0,13 a1,13 a2,13 a3,13 a4,13 a5,13
a 3430.54±304.30 -1389.82±132.70 220.92±22.84 -16.7171±1.941 0.59055±0.0815 -0.007564±0.00135
b 4607.55±476.30 -1955.96±206.00 328.11±35.16 -26.7192±2.961 1.05021±0.1230 -0.015883±0.00202
c 57181.50±28280.00 -22455.80±9957.00 3494.39±1397.00 -269.0400±97.540 10.24410±3.3920 -0.154282±0.04700
d 9050.64±665.40 -3887.04±280.10 659.215±46.52 -54.7241±3.813 2.21884±0.1542 -0.035134±0.00247
e 4956.36±272.80 -2159.25±117.60 372.237±19.98 -31.2920±1.674 1.27851±0.0691 -0.020294±0.00113
f 12412.20±796.60 -5319.18±323.70 901.857±51.93 -75.1591±4.112 3.07318±0.1608 -0.049292±0.00249
combined 8519.51±411.00 -3677.23±174.70 626.981±29.30 -52.3141±2.423 2.13123±0.0988 -0.033897±0.00159
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Figure 8. Similar to Fig. 7. Here we compare the N(12CO)-
isotope ratio curves derived from the simulation (coloured dotted
lines) to the adopted fitting formula (black solid line). The upper
panel shows the percentage error of the formula when compared
to the model data.
coefficients are presented in Table 2 for the individual and
the combined data.
We adopt the best fit coefficients for the combined
model with the modifications that the ratio at 12CO col-
umn densities lower than 3.2 × 1010cm−2 is equal to the
ratio at N(12CO) = 3.2× 1010cm−2 and we set the ratio to
60 above an upper limit of N(12CO) = 6 × 1018cm−2. The
final form of our fitting formula is
r(N12) =


r(N12 = 3.2× 10
10) if N12 < 3.2 × 10
10
a0,12 + a1,12 log10(N12)
+a2,12 log10(N12)
2
+a3,12 log10(N12)
3
+a4,12 log10(N12)
4
+a5,12 log10(N12)
5 if 3.2× 1010 ≤ N12 ≤ 6× 10
18
60 if N12 > 6× 10
18
(4)
where r is the 12CO/13CO ratio and N12 is the
12CO
column density in units of cm−2. To justify this choice
we compare the function derived from the combined mod-
els to the individual models. The bottom panel of Fig. 8
shows the unmodified curves from section 3.2 for all mod-
els with the standard deviations represented by the verti-
cal lines. The black line represent the fitting function. The
top panel show the per cent error between the data points
from the models and the approximate value from the for-
mula, ∆ = (function − data)/data × 100. The deviation
with which the formula reproduces the data tends to be
the largest in the fractionation reaction dominated region
(1015cm−2 < N(12CO) < 1016cm−2) going up to about 25
per cent. Note however, the difference on the whole 12CO
column density range (≤ 15 per cent) is comparable to the
standard deviation (i.e. the thickness) of the combined dis-
tribution.
3.4 Application for 13CO observations
The 12CO/13CO isotopic ratio shows a similar correlation
with the 13CO column density as presented in section 3.2
and a fitting formula could also be derived following the
procedure described in section 3.3 (see Fig. 9). We adopt a
similar functional form: r(N13) = a0,13 + a1,13 log10(N13) +
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The 12CO/13CO ratio in MCs 11
Table 4. Total 12CO mass derived with various assumptions on
the 12CO column density (see section 3.4). Positive per cent er-
rors mean overestimation of the self-consistent value. Model g) is
discussed in Appendix B
Model 12CO mass [M⊙] Per cent error [%]
“Real” Uniform Fitting Uniform Fitting
ratio formula ratio formula
a 0.604 0.955 0.544 +58.2 -9.9
b 3.461 5.020 3.372 +45.0 -2.6
c 18.081 21.772 16.789 +20.4 -7.1
d 10.230 13.308 10.293 +30.1 +0.6
e 4.275 6.144 4.684 +43.7 -9.6
f 18.572 21.335 19.185 +14.9 +3.3
g 7.050 11.534 8.745 +63.6 +24.0
a2,13 log10(N13)
2 + a3,13 log10(N13)
3 + a4,13 log10(N13)
4 +
a5,13 log10(N13)
5, where r and N13 are the isotope ratio and
the 13CO column density, respectively. The best fitting coef-
ficients for the individual runs and the combined sample are
presented in Table 3. The fitting formula is valid for 13CO
column densities in the range 3 × 1010 cm3 − 5 × 1016 cm3.
We do not consider lines of sight with column densities less
then the lower value and set the isotope ratio to 60 in case
of column densities higher than the upper limit. We exclude
runs c) and g) from the combined sample.
Table 4 shows the total 12CO mass in the simulations,
calculated with various methods. In case of the “real” mass,
we use the self-consistently calculated 12CO distribution. In
the uniform ratio case we take the 13CO column density
map and scale it with a uniform 12CO/13CO factor of 60. In
the case of the fitting formula, we derive 13CO column den-
sity dependent isotope ratio, and scale N(13CO) with the
corresponding value. The assumption of a uniform isotope
ratio always results in an overestimation of the “real” 12CO
mass. If the fitting formula is applied then the overestima-
tion could be reduced from up to ∼58 per cent to less than
10 per cent.
This correlation could be used to infer isotope ratios
and improve 12CO column density estimates based on 13CO
observations. We note however, that the 13CO column den-
sity estimation methods are influenced by various sources
of errors. At high column densities even the rarer isotopes
become optically thick, thus provide only lower limit on the
isotope column density. At low column densities, the often
assumed local thermodynamic equilibrium is not suitable to
calculate molecular level populations precisely, resulting in
an underestimation of the column density (e.g. Padoan et al.
2000; Molina et al. 2014)
4 THE 13CO LINE EMISSION
In the previous sections we showed that (photo-)chemical
processes have a large impact on the 12CO/13CO ratio
in GMCs and that there is a clear correlation between
N(12CO),N(13CO) and the ratio. We now explore how these
effects are reflected in the observable emission line profiles
and maps. Could the assumption of uniform isotope ratio
still give back approximately the right answer when optical
depth effects and detection limits are considered? We try to
Table 5. Total 13CO mass in the analysed simulation domain
when its number density is self-consistently calculated or inferred
from 12CO with a uniform isotope ratio or using our fitting for-
mula. Negative (positive) per cent errors mean underestimation
(overestimation) of the self-consistent value.
Model 13CO mass [M⊙] Per cent error [%]
“Real” Uniform Fitting Uniform Fitting
ratio formula ratio formula
a 0.016 0.010 0.017 -36.8 +6.9
b 0.086 0.059 0.084 -31.1 -1.7
c 0.374 0.310 0.386 -17.0 +3.3
d 0.230 0.176 0.220 -23.1 -3.3
e 0.105 0.073 0.095 -30.4 -9.8
f 0.366 0.319 0.358 -13.0 -2.2
g 0.192 0.118 0.156 -38.9 -18.9
answer this question quantitatively by comparing line pro-
files and emission maps produced from self-consistent cal-
culations with those obtained by either adopting a uniform
isotope ratio, or one that depends on N(12CO).
The numerical models are transformed to the observa-
tional plane by line radiative transfer modelling. We calcu-
late the emission in a ±6 km s−1 velocity range around the
J = 1 → 0 transition of 13CO (λ0 = 2720.41 µm). For the
13CO number density we adopt three distributions: one pro-
duced by self-consistent simulations, a second produced by
rescaling the 12CO distribution with a uniform isotopic ratio
of 60 and a third produced by rescaling the 12CO distribu-
tion using the isotope ratios we obtained from our fitting
formula. In the last case, we assume that the isotope ratio
is constant along a given line of sight.
In the interstellar medium, the assumption that
molecule energy levels are populated according to a ther-
mal distribution (i.e. local thermodynamic equilibrium), is
often invalid. To account for non-LTE conditions we use the
Large Velocity Gradient (LVG) approximation, described in
detail in Sobolev (1957), Ossenkopf (1997) and Shetty et al.
(2011a). The non-thermal excitation/de-excitation is mainly
driven by collisions with other molecules or atoms. As the
most abundant particle in the dense ISM, the hydrogen
molecule is the most probable collisional partner for CO. We
account for the two spin isomers of the hydrogen molecule
and calculate the level population of 13CO in two cases: us-
ing an ortho-H2/para-H2 ratio of 3 (the high temperature
equilibrium ratio) and of 3 × 10−5 (the thermal ratio at 15
K). The collisional rates are adopted from the Leiden Atomic
and Molecular Database5 (Scho¨ier et al. 2005; Yang et al.
2010). In addition to the LVG approximation, in which the
photon escape probability in a cell is given by the veloc-
ity gradient with the neighbouring cells, we also use the so
called “Doppler catching” method to correct for numerical
artifacts when the Doppler shift between neighbouring cells
is larger than the intrinsic line width (Shetty et al. 2011b).
We use the radiation transfer tool, radmc-3d6
(Dullemond 2012) and the physical conditions (number den-
sities, gas temperature, etc.) self-consistently computed in
5 http://home.strw.leidenuniv.nl/~moldata/
6 http://www.ita.uni-heidelberg.de/~dullemond/software/radmc-3d/
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Figure 9. CO isotope column density ratio as a function of the 13CO column density. Colours and the dashed line have the same meaning
as in Fig. 6. The main difference compared to Fig. 6 is the steeper slope at column densities larger than the characteristic column density
of the dip in the isotope ratio.
the hydrodynamic simulations to calculate the molecular
energy level populations in the above described approxima-
tion. Once the level populations are known, the line emis-
sion is obtained using the ray-tracing module of radmc-
3d. The required input parameters include the number den-
sity of the modelled species (13CO in our case), the number
density of the collision partners (ortho- and para-hydrogen
molecules), the gas temperature, resolved (i.e. systematic
and turbulent) and unresolved (“micro-turbulent”) velocity
of the gas, and the line properties (energy levels, statisti-
cal weights, Einstein A-coefficients and collision rate coef-
ficients). The SPH data of number densities, gas velocity
and temperature are interpolated to a regular grid of (512
pixel)3 as described in Appendix A. The “micro-turbulent”
velocity field, accounting for the small scale velocities unre-
solved on the grid, is set uniformly according Larson’s law
by vmturb = 1.1 × (0.032 [pc])
0.38 = 0.297 km s−1 (Larson
1981), where 0.032 pc is the linear size of a pixel. Gener-
ally, a higher microturbulent velocity results in smoother
line profiles. For a detailed discussion on how the choice of
microturbulent velocity affects the emission see Appendix
A in Shetty et al. (2011b). The line properties are adopted
from Yang et al. (2010). The intensity of emission is cal-
culated in position-position-velocity cubes with a velocity
resolution of 0.09 km s−1.
We consider three different distributions for the 13CO
number density when producing the synthetic emission
cubes. The first of these is taken directly from our simu-
lation, and hence fully accounts for the effects of chemi-
cal fractionation and selective photodissociation. The second
distribution is generated by scaling the 12CO number densi-
ties from the simulation by a uniform factor of 1/60. Finally,
the third distribution is produced by scaling the 12CO num-
ber densities by a variable factor derived using the isotope
ratio-12CO column density fitting function (equation 4). In
the latter case, we first calculate the 12CO column density
along the z direction, then use the fitting formula described
in section 3.3 to estimate the average line-of-sight isotope
ratio. In the final step, the 13CO number density is calcu-
lated from the 12CO number density and the 12CO column
density dependent isotope ratio. Table 5 summarizes the to-
tal 13CO mass for every model and each method used to
calculate the 13CO number density distribution. These val-
ues represent the input number density distributions for the
radiation transfer calculations (i.e. no radiation transfer ef-
fects are considered). It is clear from the per cent errors that
the fitting formula gives a better representation of the “real”
13CO mass: the uniform scaling of the 12CO number den-
sity results in an error ranging from 13 to 40 per cent, while
when using the fitting formula, the deviation is typically less
than 10 per cent. When adopting a uniform isotope ratio,
we always underestimate the total 13CO mass. The fitting
formula may result in under- or overestimation with compa-
rable absolute errors.
4.1 Line profiles
The results of the radiative transfer calculations are
position-position-velocity intensity cubes in units of erg
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Figure 10. Cloud-averaged emission line profiles of the 13CO
J=1-0 transition for the six simulations. The solid line shows the
self-consistent 13CO number density model with the H2 ortho-to-
para ratio of 3. The dotted line shows the same model, but with
ortho-H2/para-H2 = 3× 10
−5 (thermal distribution at 15 K). In
reality the ortho-para ratio is between these limiting values, as de-
noted by the gray shaded area. The dotted-dashed and the dashed
lines represents uniformly scaled and fitting formula models, with
ortho-H2/para-H2 = 3. The FWHM of the self-consistent model
is indicated on the panels.
cm−2s−1Hz−1ster−1. As the first step the intensity is con-
verted to brightness temperature (Tb, in K), a quantity usu-
ally measured in molecular line observations.
The Tb(x, y, v) cubes are integrated along the spatial
dimensions to obtain the overall 13CO J=1-0 line profile
of the cloud. The resulting spectra are shown in Fig. 10.
For each model, the self-consistent case is calculated using
ortho-H2/para-H2 ratios of 3 and 3× 10
−5 for comparison.
We find that the choice of the H2 spin isomer ratio has less
than 10 per cent effect on the integrated intensity of the line
and typically a few per cent effect on the line width. Due
to the small difference, the uncertain ortho/para ratio in
observed clouds (Tielens 2013) and that we are focusing on
a comparative study, we consider models with the somewhat
unrealistic ratio of 3 in the rest of the discussion.
We find peak brightness temperatures and full-width-
Table 6. Intrinsic and emission line inferred line of sight velocity
dispersions.
Model σ1D,intrinsic σ1D,measured [km s
−1]
[km s−1] Self- Uniform Fitting
consistent ratio formula
a 1.39 1.06 1.03 1.04
b 1.26 1.10 1.08 1.06
c 0.93 0.99 0.98 0.97
d 1.09 1.11 1.08 1.07
e 1.32 1.14 1.11 1.09
f 1.61 1.37 1.35 1.35
at-half-maximum7 (FWHM) values consistent with those
observed in molecular clouds with similar masses (e.g. the
Perseus molecular cloud complex, see Fig. 4 and Table 2 in
Pineda et al. 2008). The peak brightness temperature corre-
lates with the total CO mass in a given simulation (Table 5).
In the case of models a) to e), the line width increases as
a larger amount of radiation energy is deposited at greater
cloud depths due to less effective shielding (i.e. lower metal-
licity) or higher ISRF strength. In the case of the high den-
sity model (f), the line width is larger due to the initially
larger kinetic energy and σrms.
The line profiles produced by the uniform isotopic ratio
and fitting formula models are also shown in Fig. 10. The
fitting formula model recovers the self-consistent line shapes
and peak brightness temperatures within ∼2 per cent error,
while the choice of a uniform ratio might result in up to 30
per cent error in the peak intensity.
The one dimensional velocity dispersion (σ1D,m) is in-
ferred from the line width assuming a Gaussian line shape
by σ1D,m = FWHM/2.35. The velocity dispersion calculated
this way is always smaller than the real line of sight disper-
sion, and scarcely depends on the adopted 12CO/13CO ratio.
4.2 Emission maps
The Tb(x, y, v) cubes integrated in velocity space, along the
line of sight give the zeroth moment maps, W (13CO), in
units of Kkm s−1. For the purpose of the comparison we
consider pixels with W (13CO) > 0.2Kkms−1 in each map.
This limit is comparable to the 0.18K km s−1 3σ level of
Goldsmith et al. (2008) in the Taurus molecular cloud. This
detection limit approximately translates to a N(12CO) of
6 × 1015cm−2, suggesting a negligible effect of preferential
photodissociation and a more important role of chemical
fractionation. We do not consider additional noise in the
synthetic maps. See Fig. 11 for the zeroth moment maps
of run d), calculated with the different assumptions on the
12CO/13CO isotope ratio.
Fig. 12 compares the total intensity of pixels falling
in a brightness temperature bin (with the bin size of
0.5K km s−1) as a function of brightness temperature for
the self-consistent (filled histogram with black outline) and
approximate maps (orange dotted and blue dashed for the
uniform ratio and fitting formula respectively). The bins
7 Calculated by the interpolation mode of the IDL procedure
http://www.astro.washington.edu/docs/idl/htmlhelp/library21.html#fullw
c© 0000 RAS, MNRAS 000, 000–000
14 Szu˝cs et al.
-5 0 5
distance [pc]
-5
0
5
di
st
an
ce
 [p
c]
Self-consistent
-5 0 5
distance [pc]
-5
0
5
Uniformly scaled
-5 0 5
distance [pc]
-5
0
5
Fitting formula
0
3
6
9
12
15
18
In
te
gr
at
ed
 in
te
ns
ity
 [K
 km
 s-
1 ]
.2
Figure 11. Velocity integrated 13CO J = 1 → 0 emission maps derived from run d) in case of the three methods. Pixels in a given
map with intensity values less then the chosen detection limit of 0.2 K km s−1 are shown in white. The area associated with an emission
value is more extended in the self-consistent map than when a uniform 12CO/13CO isotopic ratio is assumed. The difference is most
prominent at the edge of the cloud (blue region) and in the region of moderate intensity (4-7 K km s−1, green and yellow). The latter
region contributes the most to the total, spatially and velocity integrated intensity of the cloud. The map produced using our fitting
formula agrees well with the self-consistent case.
with the high total intensity values contribute the most to
the total emission. The contribution is determined by the
enclosed area of contours associated with the lower and up-
per boundaries of a bin and the “mean” bin intensity. In
case of simulation d), for example, the total intensity at
high brightness temperatures is low because of the small
area occupied by high intensity pixels. At low brightness
temperatures, the corresponding area is large, but the mean
intensity of pixels is low. The largest intensity contribution
comes from pixels with values around 5 K km s−1, due to
the large area occupied and the relatively high mean inten-
sity. The 5 K km s−1 brightness temperature corresponds
to N(13CO) ≈ 1 × 1016cm−2, N(12CO) ≈ 5 × 1017cm−2,
and approximately 8.6× 1021cm−2 total column density (in
simulation d). Taking the relatively large area into account,
a significant fraction of the 13CO and total cloud mass is
associated with this intensity range.
To quantify the deviations form the self-consistent dis-
tribution, we plot the per cent errors of the approximate
maps on the upper panels of Fig. 12. At the highest inten-
sities the per cent error shows large fluctuation in both ap-
proximate cases. On one hand, the number of pixels in these
bins are usually below- or at a few times 10. On the other
hand, the 12CO/13CO ratio slightly falls below 60 even at
the highest intensities/column densities (see Fig. 8). Here-
after we exclude bins containing fewer than 100 pixels (a
solid, vertical black lines on the per cent error panels) from
the comparison.
Generally, the assumption of uniform isotope ratio re-
sults in an up to ∼50 per cent underestimation at inter-
mediate and high intensities (W > 5K km s−1) and slight
overestimation at low intensities (∼1K km s−1). The fitting
formula offers a better fit with an error usually lower than
∼10 per cent. These errors are comparable to the errors on
the scaled (i.e. uniformly or 12CO column density depen-
dently) input 13CO mass (Table 5) used in the radiation
transport modelling.
The reason for the relatively large difference between
the self-consistent and uniformly-scaled maps is that the
area associated with a certain 13CO column density is sys-
tematically underestimated when the uniform isotope ra-
tio is adopted. When the chemical fractionation reaction is
taken into account, we find higher 13CO number densities at
given total and 12CO column densities on the intermediate
range. In terms of excitation conditions, this means a slight
reduction in the number density of collisional partners for
the 13CO molecules. On the other hand, the kinetic temper-
ature is also slightly higher in these regions. On average, this
results in a larger volume with similar excitation conditions
and emerging brightness temperature. When self-consistent
and uniformly scaled maps are visually compared we find
a more extended emission in the former case (see Fig. 11).
When using the fitting formula, the extended emission is
almost completely recovered.
The error distributions on the upper panels of Fig. 12
show environment dependent trends: in case of simulation c)
and f) the per cent error is moderate in both cases (below 10
per cent). In these simulations the isotope-selective reactions
play a relatively minor role due to the weak ISRF or the high
density (the gas is well shielded close to the cloud edge) and
the CO isotope ratio is close to the initial 12C/13C ratio in
regions where most of the CO mass dwells (see Fig. 3). There
is however a qualitative difference between runs c) and f):
in the case of run c) the chemical fractionation-dominated
region is extended, but due to its low column density, falls
below the detection limit. In run f), on the other hand, the
corresponding region is very compact. In simulation a), b),
d) and e) the chemical fractionation is important and the
fitting formula recovers the self-consistent distribution bet-
ter.
We conclude that above the 0.2K km s−1 detection
limit only chemical fractionation has a non-negligible effect
on the isotope ratio, and therefore on the synthetic 13CO
emission maps. The assumption of a uniform isotope ratio
in most cases leads to an error as high as 30-40 per cent in
the peak brightness temperature and up to 50 per cent in
c© 0000 RAS, MNRAS 000, 000–000
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Figure 12. Comparison of the 13CO (J = 1 → 0) brightness temperature distributions in the 6 simulations (from a to f). The figure
shows which brightness temperatures are contributing the most to the total intensity of the cloud. The filled histograms with the black
outlines show the self-consistent models. The orange dotted and blue dashed lines represent the distributions from the uniformly scaled
and fitting formula approximations. The per cent errors of the latter compared to the self-consistent distribution are shown on panels
above the intensity distributions. The vertical black line marks the intensity below which each bin contains more than 100 pixels. We
only considered pixels with W (13CO) > 0.2K km s−1.
W (13CO) at brightness temperatures above ∼5 K km s−1.
This approach is a good approximation only when the ISRF
is weak, or when the initial density is high. The FWHMs and
derived velocity dispersions are insensitive to the adopted
isotope ratio. The fitting formula provides a better fit to the
self-consistent map in all cases and we recommend its usage
in all quantitative investigations.
5 COMPARISON TO PREVIOUS WORKS
The previous works of Liszt (2007) and Ro¨llig & Ossenkopf
(2013) focus on CO fractionation in photon dominated re-
gions. The former study concludes that the CO isotope ra-
tio in low density PDRs (n < 102cm−3) is determined by
the competing processes of selective photodissociation and
chemical fractionation and that the ratio does not reflect
local properties, such as the CO excitation temperature
and gas density. Ro¨llig & Ossenkopf (2013) find a differ-
ent behaviour in dense PDRs (n > 103cm−3) embedded in
strong interstellar radiation fields: with the exception of very
specific conditions, the 12CO/13CO ratio is always smaller
than the 12C/13C elemental ratio, indicating that isotope-
selective photodissociation is much less effective than chem-
ical fractionation. The common feature of these studies is
that they use simplified geometry and density distributions
and scale the radiation field strength and the density to
probe a large parameter range.
We present cloud simulations with self-consistently cal-
culated density, velocity and temperature structure. Our
models correspond to isolated, small (M ≈ 104M⊙) molecu-
lar clouds before the start of star formation. Thus, they rep-
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resent an intermediate evolutionary step between the diffuse
gas and dense dark cores irradiated by bright young clusters.
The CO isotope ratio in our simulations shows a general
behaviour consistent with the results of Ro¨llig & Ossenkopf
(2013). The upper and lower panels of Fig. 13 present the
fractional abundances of carbon bearing species and their
isotopic abundance ratios as the function of visual extinc-
tion respectively. The figure could be directly compared
to Fig. 3 and 4 in Ro¨llig & Ossenkopf (2013) (note that
here we show a cloud with an ISRF 10 times lower than
in their figures). At low and high visual extinctions most
of the carbon atoms are locked in C+ and CO, respec-
tively. The transition of the main isotope is at ∼1.5mag
visual extinction. The conversion of 13C+ to 13CO takes
place at a slightly lower visual extinction, due to the Eq. 1
fractionation reaction becoming the main 13CO produc-
tion pathway (Ro¨llig & Ossenkopf 2013). Increasing radi-
ation field strength or decreasing metallicity shifts these
transitions towards higher AV values. Compared with the
Ro¨llig & Ossenkopf (2013) models, the most important dif-
ference is that they find typically an order of magnitude
lower C+– CO transitional visual extinction values with sim-
ilar ISRF strength models. This difference is a result of much
higher number densities at the cloud surface, adopted in
their models. Their models also produce lower temperatures
at similar visual extinction, enhancing the chemical fraction-
ation reaction in those regions. As a result, they find the
“dip” in the 12CO/13CO ratio curve shifted towards lower
total/12CO column densities with high end rise coinciding
with the UV absorption measurements (see below).
We also find regions where the isotope selective pho-
todissociation dominates and the 12CO/13CO ratio is in-
creased above the elemental abundance ratio (see yellow
zones in Fig. 3). Similarly to Liszt (2007), the typical den-
sity is low (around ∼100 cm−3) and the temperature is above
40K (see Fig. 4). The enhanced CO isotope ratio gas, how-
ever is confined to a narrow layer around the denser cloud
body, and appears only in the column density ratio maps,
when in the given line of sight there is no substantial amount
of dense gas.
On the observational side, Burgh et al. (2007),
Sheffer et al. (2007) and Sonnentrucker et al. (2007) provide
ultraviolet absorption measurements of the H2,
12CO, 13CO
column densities and consequently the 12CO/13CO isotopic
ratio. Liszt & Lucas (1998) also determined the CO isotope
ratio in nine selected line of sights by measuring millimetre-
wavelength absorption and emission. Both the UV absorp-
tion and millimetre-wavelength measurements are limited
to 12CO column densities in the range of 1014 cm−2 <
N(12CO) < 4 × 1016 cm−2. At higher column densities the
12CO absorption/emission saturates, preventing the direct
measurement of its column density. In this high CO column
density regime, Goldsmith et al. (2008) fitted the brightness
temperature distribution of 12CO and 13CO emission from
the Taurus molecular cloud, using a grid of PDR models
with the assumption of an increasing 12CO/13CO abundance
ratio with increasing N(12CO). Although this method car-
ries significant uncertainties, their results provide valuable
constraints on the isotope ratio at high CO column densities.
The aforementioned observations are summarized and
compared with the fitting formula and run d) in Fig. 14. The
UV measurements are inconsistent with the proposed fitting
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Figure 13. The upper panel shows the fractional abundances
(relative to total hydrogen nuclei) of the main carbon bearing
species and their isotopes as functions of the mean visual extinc-
tion in the case of run d). The lower panel shows the median
isotopic abundance ratios as a function of visual extinction. The
dashed line shows the elemental carbon isotope ratio. The dotted
and dotted-dashed lines are the median gas and dust temperature
at a given visual extinction.
formula, while the millimetre-wavelength measurements and
the fitted ratios are largely consistent with it. When inter-
preting UV absorption data one should keep in mind that
they preferentially probe low average column density clouds,
more consistent with the dilute, moderate temperature
PDRs of Liszt (2007). At the same time, the dense, strongly
irradiated PDR models of Ro¨llig & Ossenkopf (2013) are
also partly consistent with the UV measured isotope ratio,
due to the relatively cold gas at low column densities, which
allows significant chemical fractionation. On the other hand,
these PDR models have more difficulty explaining the low
ratios at high 12CO column densities, found in millimetre-
wavelength measurements. These measurements most likely
trace higher average column density clouds similar to the
models presented here.
6 SUMMARY
We investigate the effects of selective photodissociation and
chemical fractionation on the 12CO/13CO ratio in realis-
tic hydrodynamical simulations of isolated molecular clouds,
considering a range of cloud properties. We aim to quanti-
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Figure 14. 12CO/13CO column density ratios from the lit-
erature compared to run d) and the adopted fitting formula
(black solid line). The ultraviolet absorption measurements are
from Sheffer et al. (2007, open square) and Sonnentrucker et al.
(2007, open circle). The millimetre-wavelength data are from
Liszt & Lucas (1998, “x” symbol). The filled stars are not di-
rect measurements but values derived by emission line profile fit-
ting presented in Goldsmith et al. (2008). The colour scale and
its meaning is the same as in Fig. 6. In contrast to the UV ab-
sorption measurements, the millimetre-wavelength data and the
fitted ratios are largely consistent with the fitting formula and
the distribution in the simulation.
tatively test the validity of the frequently assumed uniform
isotope ratio, when 13CO intensities are calculated from hy-
drodynamical simulations neglecting isotopic chemistry or
when 12CO column density/mass is inferred from observa-
tions of 13CO emission.
We find a close correlation between the 12CO column
density and the isotope ratio, which shows only a weak de-
pendence on cloud conditions within the considered param-
eter range. The isotope-selective-photodissociation is effec-
tive and increases the isotope ratio up to 70 in some regions.
However, the mass fraction of the gas with higher than ele-
mental ratio is negligible, and has virtually no effect on the
column density ratio and on the observables. The chemical
fractionation reaction – by enhancing the 13CO abundance
– reduces the isotope ratio to values as small as 20 in the
1015 cm−2 < N(12CO) < 1017 cm−2 range and has a signif-
icant effect on the millimetre-wavelength emission. At high
CO column densities neither of the isotope-selective reac-
tions are effective, therefore the ratio increases to the value
of the elemental isotopic abundance ratio. The isotope ratio
varies similarly with the 13CO column density.
The correlations depend only weakly on environmen-
tal conditions, such as ISRF strength or metallicity. This
is because the ability of gas to form CO correlates with its
ability to shield itself form the interstellar radiation field. If
the irradiation is stronger or the metallicity is lower, the re-
gions of significant 12CO and 13CO formation shift towards
higher total column densities by a similar amount. Further-
more, the characteristic gas temperature of regions where
CO reside are very similar in every simulation, providing a
consistent condition for the chemical fractionation.
If 12CO number densities are provided (e.g. from a sim-
ulation of a molecular cloud, such as in Glover & Clark
2012a), and if we want to calculate the corresponding 13CO
number densities, then using a uniform 12CO/13CO ratio re-
sults in the 13CO number densities being underestimated by
as much as 30-40 per cent (see Table 5). This can lead to er-
rors of up to 50 per cent in some regions of the derived 13CO
integrated intensity maps (see Fig. 12). The peak brightness
temperature is affected by about 30 per cent in this case.
However, the adopted isotope ratio has only a few per cent
influence on the line width and therefore the derived veloc-
ity dispersion. In section 3.3 we derive a fitting formula
based on the simulation results to address this issue in a
computational cost efficient way (i.e. to infer the correct
ratio without the need of the full fractionation chemistry
model). When the fitting formula is applied, then the 13CO
column/number density and emission can be recovered with
errors smaller than 10 per cent.
If we have instead 13CO column densities (e.g. derived
from observations), then using a uniform 12CO/13CO ra-
tio to convert them to 12CO column densities may result
in the overestimation of the 12CO column densities by up
to 50-60 per cent (see Table 4). In section 3.4 we construct
a fitting formula describing the correlation of the isotope
ratio and the 13CO column density. By applying this for-
mula the errors could be reduced to ∼10 per cent. We
note however, that the error introduced by using a fixed
12CO/13CO ratio may be smaller then other sources of er-
rors in the determination of the 13CO column density (such
as the assumption that the excitation temperatures of 12CO
and 13CO are the same and that the 13CO emission is op-
tically thin), which can lead to uncertainties of as much as
a factor of 4 (see Padoan et al. 2000). Nevertheless, in the
1014 cm−2 < N(13CO) < 1016 cm−2 range, where the afore-
mentioned assumptions are valid and the chemical fraction-
ation is effective, the fitting formula provides more accurate
conversion to 12CO than the assumption of uniform scaling.
The proposed fitting formulae are consistent with
millimetre-wavelength 12CO/13CO column density ratio
measurements, and underestimate the ratio measured in ul-
traviolet absorption by a factor of 2-3 (see Fig. 14). The
reason for the discrepancy with the ultraviolet data is prob-
ably that the UV measurements are tracing a qualitatively
different population of clouds, more consistent with PDR
models (diffuse clouds or highly irradiated massive clumps)
than with giant molecular clouds.
Finally, we conclude that the fitting formulae pro-
posed above are good representations of the 12CO/13CO iso-
topic ratio distributions of our hydro-chemical simulations
and that they can be used to infer 13CO properties from
(magneto-) hydrodynamical simulations in a computation-
ally cost-efficient manner, and more precise 12CO column
density estimates from millimetre-wavelength 13CO obser-
vations, provided that the molecular clouds under investiga-
tion are similar to those presented here.
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APPENDIX A: INTERPOLATION TO A
REGULAR GRID
To interpret the results from our Lagrangian hydrodynamic
simulations we interpolate the SPH particles to a regular
grid. We construct a 5123 grid centred on the geometrical
midpoint of the uniform density sphere defined in the initial
conditions. The sides of the grid are 16.2 pc long. The 2D-
projected resolution of the grid is therefore 0.032×0.032 pc2.
This resolution is comparable to the current observation-
ally achievable resolution for nearby star-forming regions in
millimetre-wavelength CO line emission (e.g. 0.03 pc linear
resolution for Taurus in Pineda et al. 2010). The interpo-
lated quantities are the total volume density, the gas and
dust temperatures, the velocity field and the H2,
12CO and
13CO number densities.
The density of a voxel (3D pixel) is accumulated from
the contribution of SPH particles lying strictly within the
voxel and from the contribution of those which have com-
mon section with it (i.e. particles with centre coordinates
outside of the voxel could contribute). If r is the distance
between the centres of the voxel and an SPH particle, the
contribution is given by the following smoothing kernel:
W (r, h) =
8
π h3
×


1− 6( r
h
)2 + 6( r
h
)3 if 0 ≤ r
h
≤ 0.5
2× (1− r
h
)3 if 0.5 < r
h
≤ 1
0 if r
h
> 1
(A1)
where h is the smoothing length of the particle defined
according equations (5) and (6) in Springel (2005). The
smoothing kernel has units of cm−3, and when multiplied
with the particle mass gives the contribution of an SPH
particle to the voxel density. In case of the other quantities
the contribution is the SPH particle value multiplied by the
ratio of the density contribution and the total density of the
SPH particle.
The interpolation to a regular grid is necessary for the
grid based radiation transfer modelling described in sec-
tion 4. For consistency we also analyse the grid interpolated
quantities in section 3.
APPENDIX B: THE EFFECT OF THE INITIAL
CHEMICAL COMPOSITION
In most of the simulations presented in this paper, we
adopted initial conditions in which we assumed that the hy-
drogen is fully molecular (i.e. all of it started in the form
of H2 and none as atomic hydrogen). In reality, however,
molecular clouds form from initially diffuse gas which is a
mixture of ionized, neutral and molecular hydrogen. By as-
suming fully molecular initial conditions we overestimate the
H2 column density and therefore the H2 self- and CO shield-
ing. Self-consistent modelling of the initial chemical compo-
sition of clouds, as discussed in e.g. Clark et al. (2012b) and
Smith et al. (2014) is out of the scope of this paper, but
we investigate the validity of our findings in the other ex-
treme case, when fully atomic initial conditions, with all of
the hydrogen in the form of H, are adopted. The simula-
tion with atomic initial composition is model g). All other
model parameters have the fiducial value (i.e. as in simula-
tion d). Some of the characteristic quantities of model g) are
indicated in Tables 2 to 5 for comparison.
The chemical composition of models d) and g) show
a very different evolution. The H2 mass content (Fig. B1)
in d) (dashed line) slightly decreases with time due to H2
photodissociation and a relatively long H2 formation time
scale. In the case of g) (solid line) the H2 mass gradually
increases with time and reaches ∼4800M⊙ (∼70 per cent
of the initial H2 mass in d) by the end of the simulation.
The CO mass evolution shows similar trends, but in g) it
is significantly delayed and the equilibrium CO mass is not
reached by the end of the simulation.
Regardless of the lower H2 mass and delayed CO for-
mation, the CO isotope ratio - column density relation hold
in case of atomic initial conditions (Fig. B2). The distribu-
tions overlap at low column densities, and model g) produces
slightly lower isotope ratios at high CO column density. The
behaviour of the 12CO/13CO ratio in case of d) and g) could
be understood as follows. In the simulation with fully atomic
initial conditions, there is less shielding of CO by H2, ow-
ing to the lower molecular content of the cloud, and hence
the CO formation threshold shifts to slightly higher den-
sities and extinctions. Lines of sight with column densities
1016 < N(12CO) < 1018 cm−2 therefore probe denser re-
gions of the cloud with higher dust extinctions in model g)
than in model d). This gas tends to be colder, meaning that
the the effect of chemical fractionation is more pronounced,
leading to a lower 12CO/13CO ratio.
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Figure B1. Upper panel: the total H2 mass of the cloud as a
function of time. The total mass of the cloud is 104M⊙. Lower
panel: the total CO mass as a function of time. In the fully molec-
ular case the final mass is higher and the formation is faster than
in the atomic case. Both simulations are analysed at 2.150 Myr,
the time marked by the vertical dashed line.
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Figure B2. The isotopic ratio as a function of 12CO column
density in the case of molecular and atomic initial compositions.
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