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A Pair of Families of Non-isomorphic Group Association Schemes with
the same Parameters
SACHIYO TERADA
We show that for the split and non-split extensions of F2q by SL(2, q) (q = 2e , e ≥ 3), the group
association schemes have the same parameters but are not isomorphic. For the split and non-split
extensions of F2q by the standard Borel subgroup of SL(2, q) (q = 2e , e ≥ 3), the group association
schemes are shown to be isomorphic.
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1. INTRODUCTION
The following immediately follow from the definition of group association schemes:
(a) the group association schemes X (G) and X (H) are isomorphic if G and H are isomor-
phic as groups;
(b) if the group association schemes X (G) and X (H) are isomorphic, then they have the
same sets of parameters.
The conclusion of (b) holds if and only if G and H have the same character table ([2,
(7.1), pp. 42–43]). The converse of each of the statements (a) and (b) is known to be false.
Concerning the converse of (a), some nilpotent groups are known as counterexamples, but
no non-nilpotent groups seem to have appeared in the literature. As for (b), the pair of split
and non-split extensions of F32 by SL(3, 2) found by Yoshiara [3] is so far the unique known
counterexample. The construction of counterexamples to the converse of (b) seems rather
difficult, because we need more information than parameters of group association schemes to
determine whether or not they are isomorphic.
In this paper, I give an infinite number of pairs of non-nilpotent counterexamples to the
converse of (a), and of non-solvable ones to that of (b).
MAIN THEOREM.
(1) For q = 2e ≥ 8, the group association scheme for the split extension of F2q by the
standard Borel subgroup of SL(2, q) is isomorphic to the group association scheme for
the non-split extension of F2q by the standard Borel subgroup of SL(2, q), although the
groups are not isomorphic.
(2) For q = 2e ≥ 8, the group association scheme for the split extension of F2q by SL(2, q)
is not isomorphic to the group association scheme for the non-split extension of F2q by
SL(2, q), but they have the same parameters.
This paper is organized as follows. In Section 2, we will give the definition of a group
association scheme X (G) for a group G and discuss briefly the behavior of the automorphism
group of X (G). The conjugacy classes and the character tables of the extensions in the Main
Theorem are calculated in Section 3 using the results of Bell [1]. In Section 4, we prove Main
Theorem part (1) via Lemma 4.2 which is available for a more general setting. This gives
us counterexamples to the above statement (a) that are not nilpotent. Main Theorem part (2)
is established in Section 5 by calculating the automorphism groups of the schemes. More
precisely, we consider the stabilizer of the identity element in the automorphism group of the
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association schemes for the split extension (denoted A in Section 5). The group A acts on the
set1 of some classes corresponding to the one-dimensional subspaces of the natural module.
We show that A induces a Zassenhaus group on 1 (Proposition 5.1) and determine the kernel
N of the action (Proposition 5.2). Then A is determined in Proposition 5.16, from which we
easily conclude that the schemes for the split and non-split extensions are not isomorphic
(Theorem 5.17). To establish Propositions 5.1 and 5.2, we examine the neighbors of some
vertices with respect to various relations by observing the traces of many matrices. It leads us
to complicated calculations in finite fields, each of which is carefully described in Section 5.
2. THE GROUP ASSOCIATION SCHEME
The group association schemeX (G) for a group G with conjugacy classes C0, . . . , Cd is the
pair X (G) = (G, {R(Ci )}di=0) of the set G and the set of relations {R(Ci ) | i = 0, 1, . . . , d}
defined by (x, y) ∈ R(Ci ) if and only if x−1 y ∈ Ci . The parameters of the group association
scheme X (G) can be calculated from the character table of G:
pki, j = a(Ci , C j , Ck) =
|Ci ||C j |
|G|
∑
χ∈Irr(G)
χ(gi )χ(g j )χ(gk)
χ(1)
,
where Irr(G) is the set of irreducible characters of G, and gl is a representative of a conjugacy
class Cl for l = i, j, k. For a conjugacy class D of G, the R(D)-graph is a graph with vertex
set G and edge set R(D) = {(x, y) ∈ G × G | x−1 y ∈ D}. Two group association schemes
X (G) = (G, {R(Ci )}di=0) andX (H) = (H, {R(Di )}di=0)with the same number of association
relations are called isomorphic when there is a bijection from G to H which sends each
relation R(Ci ) to R(Di ) (i = 0, . . . , d) after arranging the ordering of relations. In particular,
we call the set of isomorphisms the full automorphism group Aut(X (G)) if G = H and
Ci = Di (i = 0, . . . , d).
Let ρ be the homomorphism from G × G to Aut(X (G)) defined by
ρ(g, h)x = gxh−1 for any g, h, x ∈ G.
It is easy to verify that the image of ρ lies in Aut(X (G)), and that
ρ(G × G) ∼= G ∗ G,
where G ∗ G means the central product of G:
G ∗ G := G × G/{(z, z) | z ∈ Z(G)}.
Hence the full automorphism group Aut(X (G)) has a subgroup which is isomorphic to G ∗G.
Moreover, denoting the set {Inn(g) := ρ(g, g) | g ∈ G} by Inn(G), we have Inn(G) ∼=
G/Z(G) and Inn(G) is a subgroup of the stabilizer of the identity 1 of G in the full auto-
morphism group Aut(X (G)). Note that the group Aut(X (G)) acts on G transitively since it
contains a transitive subgroup ρ(G × 1) on G.
To show that two group association schemes are not isomorphic, it is often useful to verify
that the full automorphism groups are not isomorphic as demonstrated in the proof of Main
Theorem part (2). The central products of the groups in the Main Theorem are not isomorphic
both in parts (1) and (2); in fact, they are isomorphic to the direct products of themselves. Yet
the group association schemes in the Main Theorem part (1) are isomorphic to each other.
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3. EXTENSIONS OF F 22e BY SL(2, 2
e)
Let G be an arbitrary finite group, V a Z[G]-module, and f a function from G × G to V .
Denote E f by the set V × G equipped with the product
(v, g)(w, h) := (v + g.w + f (g, h), gh),
where g.w is the action of g on w. Then E f forms a group if and only if f is a normalized
2-cocycle (i.e., f (1, g) = 0 = f (g, 1) and g. f (h, k) = f (gh, k) − f (g, hk) + f (g, h) for
all g, h, k ∈ G). This group E f is called an extension of V by G with respect to f .
THEOREM 3.1 ([1]). Let q be a power of 2, SL(2, q) the special linear group of 2 × 2
matrices over Fq , the finite field of q elements, and let V be the natural module for SL(2, q).
If q ≥ 8, then H2(SL(2, q), V ) = {[ fk] | k ∈ Fq}, where
fk |U×U
([
1 u
0 1
]
,
[
1 w
0 1
])
=
[
k(uw)1/4
0
]
for u, w ∈ Fq ; U denotes the standard unipotent radical of SL(2, q), and u1/4 stands for the
element of Fq whose fourth power equals u.
In this paper, we use the following notation:
q = 2e with e ≥ 3, δ is a generator of the multiplicative group F×q ,
V ∼= F2q , the natural module for SL(2, q),
Ek := E fk where fk denotes the 2-cocycle above,
Uk :=
{([
α
β
]
,
[
1 u
0 1
])
k
∣∣∣∣α, β, u ∈ Fq
}
≤ Ek,
Tk :=
〈
(0, diag(δ, δ−1))k =
([
0
0
]
,
[
δ 0
0 δ−1
])
k
〉
≤ Ek, and
the matrix part of an element gk of Ek will be denoted by gk :
Ek 3 gk = (x,M)k 7→ gk = M ∈ SL(2, q).
The map (x,M)1 7→ (kx,M)k gives an isomorphism of E1 with Ek for 0 6= k ∈ Fq , while
E0 6∼= E1, because E0/V splits but E1/V does not.
We partially identify the symbol V with the subgroup {(v, I )k | v ∈ V } of Ek .
To calculate the conjugacy classes of Ek , we use the following two elementary observations.
LEMMA 3.2. If g1, . . . , gr are complete representatives of conjugacy classes of SL(2, q),
then V g1, . . . , V gr are complete representatives of Ek-conjugacy classes in the cosets V \Ek .
LEMMA 3.3. For each ek = (v, g)k ∈ Ek , the following hold.
(1) The V -conjugacy class of ek coincides with [V, ek]ek .(2) If (w, h)k(v, g)k(w, h)−1k = (v′, g)k , then h is contained in the centralizer of g in
SL(2, q).
(3) If ek acts on V − {1} fixed point freely, then V ek forms a single V -conjugacy class.
LEMMA 3.4. The conjugacy classes of Ek are those given in Table 1, where s is a generator
of a Singer cycle of SL(2, q) and δ is a generator of the multiplicative group F×q of the field Fq .
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TABLE 1.
Conjugacy classes of Ek (k = 0, 1).
Class name Rep. Size Order
1(k) 1k 1 1
V](k)
([
1
0
]
,
[
1 0
0 1
])
k
(q + 1)(q − 1) 2
Uβ (k)
(β ∈Fq )
([
0
β
]
,
[
1 1
0 1
])
k
q(q + 1)(q − 1)
{ 2 if β = k
4 otherwise
S j (k)
( j=1,...,q/2)
([
0
0
]
, s
) j
k
q3(q − 1) q+1gcd(q+1, j)
Ti (k)
(i=1,...,(q−2)/2)
([
0
0
]
,
[
δ 0
0 δ−1
])i
k
q3(q + 1) q−1gcd(q−1,i)
PROOF. By Lemma 3.2, the following are representatives of Ek-conjugacy classes in the
cosets V \Ek , where we denote (0, g)k ∈ Ek by g ∈ SL(2, q) for short and t := diag(δ, δ−1):
V, V
[
1 1
0 1
]
, V s j ( j = 1, . . . , q/2), V t i (i = 1, . . . , q/2− 1).
By the transitivity of SL(2, q) on V − {1}, the Ek-conjugacy classes in V are {1} and
V − {1}. Since s j does not have a fixed point on V − {1}, neither does (0, s) jk . Hence V s j
forms a V -conjugacy class by Lemma 3.3(3). For the same reason, V t i forms a V -conjugacy
class.
By Lemma 3.3(2), the intersection of the Ek-class of uk =
([
0
x
]
,
[
1 1
0 1
])
k
with the
coset V uk equals the Uk-class of uk . For any gk =
([
α
β
]
,
[
1 u
0 1
])
k
of Uk , we have gkuk g−1k
=
([
ux + β
x
]
,
[
1 1
0 1
])
k
. Hence this intersection coincides with
{([
α
x
]
,
[
1 1
0 1
])
k∣∣∣∣α ∈ Fq} and CEk (uk) = CUk (uk) consists of the matrices ([ αux
]
,
[
1 u
0 1
])
k
for α, u ∈
Fq . 2
LEMMA 3.5. For a, b ∈ Fq let ψab be the linear representation of Uk given by
ψab
(([
α
β
]
,
[
1 u
0 1
])
k
)
= ψ(aβ + bu),
where ψ is the additive character of Fq defined by ψ(α) = (−1)T rFq /F2 (α). Then ψ1b ↑Ek
(b ∈ Fq) are all irreducible characters of Ek not containing V as their kernels.
PROOF. The values of ψ1b↑Ek are given in Table 2, where
K (ψ;β, b) :=
∑
u∈F×q
ψ(u−
1
2 β + bu).
We calculate ∑
β∈Fq
∑
x∈Uβ
ψ1b↑Ek (x)ψ1b′ ↑Ek (x)
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TABLE 2.
The irreducible characters of Ek .
Class name 1(k) V](k) Ti (k)
(i=1,...,(q−2)/2)
S j (k)
( j=1,...,q/2)
Uβ (k)
(β ∈Fq )
Size 1 q2 − 1 q3(q + 1) q3(q − 1) q(q2 − 1)
1 1 1 1 1
q q 1 −1 0
(m = 1, . . . , (q − 2)/2) q + 1 q + 1 ηmi + η−mi 0 1
(n = 1, . . . , q/2) q − 1 q − 1 0 −(ξnj + ξ−nj ) −1
ψ1b ↑Ek (b ∈ Fq ) q2 − 1 −1 0 0 K (ψ;β, b)
by reversing the order of the summation, noting that ψ is non-principal. The result is:∑
β∈Fq
∑
x∈Uβ
ψ1b↑Ek (x) ψ1b′ ↑Ek (x) =
{
q2(q − 1)2(q + 1) if b = b′
−q2(q − 1)(q + 1) otherwise.
Thus the inner product of ψ1b↑Ek and ψ1b′ ↑Ek is 1 if b = b′, or 0 if b 6= b′. 2
PROPOSITION 3.6. Let η (resp. ξ) be a primitive (q−1)st (resp. (q+1)st) root of unity in
the field C of complex numbers. For the additive character ψ of (Fq ,+) defined by ψ : Fq 3
α 7→ (−1)T rFq /F2 (α) ∈ C×, set
K (ψ;β, b) :=
∑
u∈F×q
ψ(u−
1
2 β + bu).
Then irreducible characters of Ek are those given in Table 2. They do not depend on the choice
of k.
PROOF. The i th row (i = 1, . . . , 4) of Table 2 is a character of SL(2, q) containing V in
its kernel. The remaining q characters which do not contain V in their kernels are given in
Lemma 3.5. 2
4. PROOF OF MAIN THEOREM PART (1)
We see U0 6∼= U1, as U0/V splits but U1/V does not. For 0 6= k ∈ Fq , let τk be the map
from U1 to Uk defined by
τk
(([
α
β
]
,
[
1 u
0 1
])
1
)
=
(
k
[
α
β
]
,
[
1 u
0 1
])
k
.
Then τk becomes an isomorphism.
It is straightforward to calculate the conjugacy classes of Uk for an arbitrary k ∈ Fq . The
result is given in Table 3.
LEMMA 4.1. X (U1) ∼= X (U0).
PROOF. For xk =
([
α
β
]
,
[
1 u
0 1
])
k
and yk =
([
α′
β ′
]
,
[
1 u′
0 1
])
k
∈ Uk ,
x−1k yk =
([
(α + α′)+ u(β + β ′)+ ku1/4(u1/4 + u′1/4)
β + β ′
]
,
[
1 u + u′
0 1
])
k
.
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TABLE 3.
Conjugacy classes of Uk .
Class name Rep. xk Uk-orbit of xk Size
C Iα(k)
(α∈Fq )
([
α
0
]
,
[
1 0
0 1
])
k
{([
α
0
]
,
[
1 0
0 1
])
k
}
1
C I Iβ,w(k)
(β,w ∈ Fq ,
(β,w) 6= (0, 0))
([
0
β
]
,
[
1 w
0 1
])
k
{([
α
β
]
,
[
1 w
0 1
])
k
∣∣∣∣α ∈ Fq} q
Let ζ be a map from U1 to U0 sending x1 to x0. If u = u′ and β = β ′, then (x1, y1) ∈
R(C I
α+α′(1)) if and only if (ζ(x1), ζ(y1)) = (x0, y0) ∈ R(C Iα+α′(0)), as x−1k yk ∈ C Iα+α′(k).
If u 6= u′ or β 6= β ′, then (x1, y1) ∈ R(C I Iβ+β ′,u+u′(1)) if and only if (ζ(x1), ζ(y1)) =
(x0, y0) ∈ R(C I Iβ+β ′,u+u′(0)), as x−1k yk ∈ C I Iβ+β ′,u+u′(k). Hence ζ sends each relation to the
corresponding one; that is, ζ is an isomorphism from X (U1) to X (U0). 2
LEMMA 4.2. Let G1,G2, H1, H2 be groups satisfying the following conditions.
(i) Hi acts fixed point freely on Gi for i = 1, 2.
(ii) X (G1) is isomorphic to X (G2) via an isomorphism ζ .
(iii) H1 is isomorphic to H2 via an isomorphism ϕ.
We naturally embed Hi and Gi in the semi-direct product Ai := Gi :Hi . Assume that
ϕ(h)ζ(x)ϕ(h)−1 ∈ ζ(hCh−1)
for every x in each conjugacy class C of G1 and every h of H1. Then X (A1) and X (A2) are
isomorphic via the map
ζ ◦ ϕ : A1 3 gh 7→ ζ(g)ϕ(h) ∈ A2.
PROOF. For any non-identity element hi in Hi , the length of the Gi -orbit Gi hi is equal to
the order of Gi . Since Gi is normal in Ai , Gi hi ⊆ Gi hi , and hence Gi hi = Gi hi . Assume
that {x0 = 1, x1, . . . , xn} is a complete set of representatives of Hi -conjugacy classes of Hi .
Then {x1, . . . , xn} is a complete set of representatives of Ai -conjugacy classes of Ai − Gi .
Take any elements gh, g′h′ ∈ A1. We will observe that the map ζ ◦ ϕ sends each relation to
the corresponding one.
(1) The case where h 6= h′: (gh)−1(g′h′) ∈ G1h−1h′ and (ζ(g)ϕ(h))−1(ζ(g′)ϕ(h′)) ∈
G2ϕ(h−1h′) as ϕ is an isomorphism. If h−1h′ lies in a conjugacy class of x j , then ϕ(h−1h′)
is contained in the class of ϕ(x j ). Hence if we arrange the ordering of the relations of
X (A2) = (A2, {R′(C′j )}) so that C′j 3 ϕ(x j ) for the ordering j of C j which x j belongs
to, then (gh, g′h′) ∈ R(C j ) if and only if ((ζ ◦ ϕ)(gh), (ζ ◦ ϕ)(g′h′)) ∈ R′(C′j ).
(2) The case where h = h′: Assume that g−1g′ ∈ C j for some conjugacy class C j of A1.
Then
(gh)−1(g′h) = h−1(g−1g′)h ∈ h−1C j h
and
(ζ(g)ϕ(h))−1(ζ(g′)ϕ(h)) = ϕ(h)−1(ζ(g)−1ζ(g′))ϕ(h) ∈ ϕ(h)−1ζ(C j )ϕ(h),
since ζ is an isomorphism.
Hence X (A1) ∼= X (A2). 2
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COROLLARY 4.3. X (U0 :T0) ∼= X (U1 :T1).
PROOF. As U0 6∼= U1, we have U0 : T0 6∼= U1 : T1. Set xk :=
([
α
β
]
,
[
1 u
0 1
])
k
and
tk := (0, diag(δ, δ−1))ik for short (k = 0, 1 and i = 1, . . . , q−1). Let ζ : X (U1) 3 x1 7→ x0 ∈
X (U0) be an isomorphism given in the proof of Lemma 4.1, and define a map ϕ : T1 → T0
by ϕ(t1) = t0. Clearly, Tk acts fixed point freely on Uk . We will show that ϕ(t1)ζ(x1)ϕ(t1)−1
is contained in ζ(t1Ct−11 ) for C = C Iα(1) or C I Iβ,u(1) and any x1 ∈ C.
In the case where u = 0 (i.e., C = C Iα(1) or C I Iβ,0(1)), we have
t−11 ζ
−1(ϕ(t1)ζ(x1)ϕ(t1)−1)t1 = t−11 ζ−1(t0x0t−10 )t1
= t−11
([
δi 0
0 δ−i
] [
α
β
]
,
[
1 0
0 1
])
1
t1
=
([
α
β
]
,
[
1 0
0 1
])
1
∈ C.
For the case where C = C I Iβ,u(1) with β 6= 0 and u 6= 0, we calculate t−11 ζ−1(t0x0t−10 )t1.
Note that the vector part of this element cannot be explicitly determined, as we do not know
the values of the 2-cocycle f1 on U1 :T1. Assume that
t−11 ζ
−1(t0x0t−10 )t1 =
([
x
y
]
,
[
1 w
0 1
])
1
.
Then
(t−11 ζ
−1(t0x0t−10 )t1)
2 =
([
w1/2 + wy
0
]
,
[
1 0
0 1
])
1
and
(t−11 ζ
−1(t0x0t−10 )t1)
2 = t−11
(([
δiα
δ−iβ
]
,
[
1 uδ2i
0 1
])
1
)2
t1 =
([
u1/2 + uβ
0
]
,
[
1 0
0 1
])
1
.
Observing the matrix part of t−11 ζ−1(t0x0t
−1
0 )t1, we find that w = u, and uβ = uy by
the calculation above. Hence t−11 ζ−1(t0x0t
−1
0 )t1 ∈ C I Iβ,u(1); that is, ϕ(t1)ζ(x1)ϕ(t1)−1 ∈
ζ(t1C I Iβ,u(1)t−11 ).
Thus the claim follows from Lemma 4.2. 2
5. PROOF OF MAIN THEOREM PART (2)
In this section, we will show that for q = 2e ≥ 8, the group association scheme X (E0) for
the split extension E0 of F2q by SL(2, q) is not isomorphic to the group association scheme
X (Ek) for the non-split extension Ek ∼= E1 (k ∈ F×q ) of F2q by SL(2, q). We will prove this
by calculating the full automorphism group Aut(X (E0)).
In this section, we omit the subscripts to denote elements of E0, since we mainly work with
E0.
We also use the following notation:
q = 2e ≥ 8,
V ∼= F2q , the column vector space of degree 2,
E0 := V : SL(2, q), the split extension of V by SL(2, q),
E1 := V ·SL(2, q), the non-split extension of V by SL(2, q), and
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{1,V], Tl ,Sk,Uβ | l = 1, . . . , (q − 2)/2, k = 1, . . . , q/2, β ∈ Fq}, the conjugacy
classes of the split extension E0 described in Section 3.
Let A be the stabilizer of the identity 1 = (0, I ) of E0 in the full automorphism group
Aut(X (E0)). The stabilizer A = Aut(X (E0))1 acts on each conjugacy class of E0 as A
preserves each relation with the identity.
For conjugacy classes C,D of E0 and g ∈ E0, denote C(g,D) to be the set of elements of
C which are adjacent to g in the R(D)-graph:
C(g,D) := {h ∈ C | (g, h) ∈ R(D)} = {h ∈ C | g−1h ∈ D}.
We consider the equivalence relation on the conjugacy class V] defined as follows:
For g, h ∈ V], g and h are equivalent when U0(g,U0) = U0(h,U0).
We see that there are q+1 equivalence classes parametrized by the one-dimensional subspaces
of V . Each equivalence class consists of q − 1 elements of the shape (v, I ), where v ranges
over the non-zero vectors of a one-dimensional subspace of V .
Let10 = {(T [α, α], I ) | α ∈ F×q },11 = {(T [0, α], I ) | α ∈ F×q } and12 = {(T [α, 0], I ) |
α ∈ F×q } be the equivalence classes corresponding to the 1-subspaces spanned by T [1, 1],
T [0, 1] and T [1, 0], respectively, and let 1i (i = 3, . . . , q) be the other classes. Define 1 to
be the set of the equivalence classes 1i (i = 0, 1, . . . , q). Since A preserves each conjugacy
class, A preserves the above equivalence relation on V] and hence acts on 1. This action is
triply transitive since Inn((0,M))(v, I ) = (Mv, I ) for any M ∈ SL(2, q), v ∈ V .
Let N be the kernel of the action of A on 1. Set I = {0, 1, 2} and let N˜ be the classwise
stabilizer of three classes 10,11 and 12.
N := {σ ∈ A | σ(1 j ) = 1 j for any j = 0, . . . , q},
N˜ := {σ ∈ A | σ(1i ) = 1i for any i ∈ I}.
The following propositions will be established.
PROPOSITION 5.1. We have N = N˜ . That is to say, A/N is a Zassenhaus group on 1.
PROPOSITION 5.2. The structure of the kernel is N = {Inn(v) | v ∈ V } × 〈ι〉, where
Inn(v) := Inn((v, I )) and ι is the automorphism inverting each element of E0:
ι(g) := g−1 for g ∈ E0.
We will first prove Proposition 5.1. Let ε be a primitive (q + 1)st root of unity of the
multiplicative group F×q2 and let δ be a primitive (q − 1)st root of unity of F×q . The following
lemma is useful to find which conjugacy class an element g ∈ E0 belongs to.
LEMMA 5.3. Let g = (x,M) ∈ E0 with x = T [x, y].
(1) Assume that M = I . If x = 0, then g = 1. If x 6= 0, then g ∈ V].
(2) Assume that M 6= I and trM = 0. Then M can be written as
[
1+ ac c2
a2 1+ ac
]
for
some a, c ∈ Fq with (a, c) 6= (0, 0), and g ∈ Uax+cy .
(3) Assume that trM = α 6= 0. If the polynomial X2+αX +1 is irreducible in Fq [X ], then
α can be written as α = εk+ε−k for some k = 1, . . . , q/2, and g ∈ Sk . If X2+αX+1
is reducible in Fq [X ], then α = δl + δ−l for some l = 1, . . . , (q − 2)/2, and g ∈ Tl .
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For every β ∈ Fq and every j = 0, . . . , q, we will check that
Uβ(v,Uβ) = Uβ(v′,Uβ) for every v, v′ ∈ 1 j ,
and
Uβ(v,Uβ) = Uβ ∩ {(x,M) | x ∈ V,M ∈ CSL(2,q)(v)} for any v ∈ 1 j
(where v is the vector part of v). The product vg of v =
([
z
w
]
, I
)
∈ 1 j with g =([
x
y
]
,M
)
∈ Uβ has the vector part
[
z + x
w + y
]
and the matrix part M . Writing M =[
1+ ac c2
a2 1+ ac
]
(ax + cy = β), vg lies in Ua(z+x)+c(w+y) = Uaz+cw+β . Thus g ∈
Uβ(v,Uβ) if and only if v−1g = vg ∈ Uβ if and only if az + cw = 0. It is easy to see
the last condition is equivalent to M fixing
[
z
w
]
. Hence the latter claim follows. This also
implies the former claim, as v′ is a multiple of v by an element of F×q .
Define 0 j (β) :=
⋂
v∈1 j Uβ(v,Uβ) and set Uw :=
[
1+ w w
w 1+ w
]
for w ∈ Fq . Since
the centralizer of T [1, 1] is CSL(2,q)(T [1, 1]) = {Uw | w ∈ Fq}, we have 00(β) =
⋂
v∈10
Uβ(v,Uβ) = {(T [x, y],Uw) | x, y, w ∈ Fq , w 6= 0, w1/2(x + y) = β} from the description
of Uβ(v,Uβ) above and Lemma 5.3(2). Clearly, N˜ acts on 0i (β) (i ∈ I) for β ∈ Fq .
Take a generator S =
[
ε + ε−1 ε + ε−1
(ε + ε−1)−1 0
]
of a Singer cycle of SL(2, q). The conju-
gation under (0, S) induces a regular permutation on the q + 1 equivalence classes which
sends 10 and 11 to 11 and 12, respectively. Thus we may arrange the indices so that
Inn((0, S)) j10 = {(S j T [α, α], I ) | α ∈ F×q } = 1 j . Note that S jUwS− j = SkUw′ S−k
if and only if j = k and w = w′, since the given condition implies that the Singer cycle
S j−k fixes a vector T [1, 1]. Thus, according to this arrangement, 0 j (β) = Inn((0, S)) j00(β)
consists of the connected components
0wj (β) := {(S j T [α, α + βw−1/2], S jUwS− j ) | α ∈ Fq}
with respect to the R(V])-graph for w ∈ F×q .
LEMMA 5.4. If an element σ of N˜ fixes an element of 1i or a connected component of
0i (β) with respect to the R(V])-graph for some i ∈ I, then σ fixes all elements of 1 j for
every j ∈ I and all connected components 0wj (β) (0 6= w, β ∈ Fq , j ∈ I).
PROOF. Let σ be an element of N˜ , S be the above generator of a Singer cycle of SL(2, q),
and define by s(k) the sum of all entries of Sk . Let v = (Si T [α, α], I ) and h = (S j T [γ, γ +
βw−1/2], S jUwS− j ) be elements of 1i and 0wj (β), respectively, where γ ∈ Fq , i, j ∈ I,
i 6= j . We have v−1h = vh = (Si T [α, α] + S j T [γ, γ + βw−1/2], S jUwS− j ), which is
conjugate to (Si− j T [α, α]+T [γ, γ+βw−1/2],Uw). Thus (v, h) ∈ R(Us(i− j)αw1/2+β), using
Lemma 5.3(2). As σ acts on 1i and 0 j (β), we may assume that σ(v) = (Si T [α′, α′], I ) and
σ(h) ∈ 0w′j (β) for some α′, w′ ∈ F×q . The above calculation also shows that (σ (v), σ (h)) ∈
R(Us(i− j)α′w′1/2+β). Since σ preserves relations, we have
R(Us(i− j)αw1/2+β) = R(Us(i− j)α′w′1/2+β),
and hence s(i − j)αw1/2 + β = s(i − j)α′w′1/2 + β. Note that s(k) = 0 means that Sk fixes
the projective point {T [α, α] | α ∈ F×q }; that is, k = 0. As i 6= j , we have α′w′1/2 = αw1/2. If
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σ fixes an element v of1i , then α = α′ and therefore we have w = w′ by the above equation.
Thus σ also fixes the connected component of 0 j (β) for any j ∈ I ( j 6= i). Conversely, if
σ fixes a connected component of 0 j (β), then σ also fixes the elements of 1i for any i ∈ I
(i 6= j) by the same argument.
Since |I| = 3, this implies that, for example, if σ fixes an element of 1i for some i ∈ I,
then it also fixes all elements of 1 j for every j ∈ I, because σ fixes a connected component
of 0k(β) for an index k ∈ I−{i, j} and β ∈ Fq . Starting from connected components in turn,
σ fixes all the components of 0 j (β) for every j ∈ I and β ∈ Fq as well. 2
Denote U :=⋃β∈Fq Uβ , T :=⋃(q−2)/2l=1 Tl and S :=⋃q/2k=1 Sk for short.
LEMMA 5.5. For t ∈ T and β ∈ Fq , set
Iβ(t) := {i ∈ {0, 1, . . . , q} | Uβ(t,Uγ ) ∩ 0i (β) = ∅ for all γ ∈ Fq}.
If Iβ(t) is contained in the index set I, then σ(t) = t or t−1 for any σ ∈ N˜ .
PROOF. First, we will prove in general that Iβ(t) corresponds to the set of projective points
fixed by t for every t ∈ T. In particular, |Iβ(t)| = 2. The situation will not change even when
we replace t by its conjugate. Thus we may assume that t = (0, T j ) for some j = 1, . . . , (q−
2)/2, where T := diag(δ, δ−1). Assume that there is an element h ∈ Uβ(t,Uγ ) ∩ 0wi (β) for
some γ ∈ Fq . Then h−1t ∈ Uγ ⊆ U, that is to say,
0 = trh−1t = trSiUwS−i T j
= tr
[
δ j ((ai + bi )(ci + di )w + 1) δ− j (a2i + b2i )w
δ j (c2i + d2i )w δ− j ((ai + bi )(ci + di )w + 1)
]
= (δ j + δ− j )((ai + bi )(ci + di )w + 1),
writing Si =
[
ai bi
ci di
]
. Thus ai 6= bi and ci 6= di . This holds exactly when1i = Inn((0, S))i
10 is neither 1i = {(T [0, α], I ) | α ∈ F×q } nor 1i = {(T [α, 0], I ) | α ∈ F×q }. Hence 1i
corresponds to a projective point not fixed by t .
Conversely, assume that 1i corresponds to a projective point not fixed by t . The above
calculation shows that an element h = (0, S)i
([
βw−1/2
0
]
,Uw
)
(0, S)−i of Uβ satisfies
h−1t ∈ U, where w := (ai + bi )−1(ci + di )−1. Thus h ∈ Uβ(t,Uγ )∩0i (β) for some γ ∈ Fq .
Now assume that Iβ(t) ⊆ I. By the triple transitivity of A on 1, we may assume that
Iβ(t) = {1, 2}. As σ ∈ N˜ , we have Iβ(t) = Iβ(σ (t)). Then t and σ(t) have the shapes
diag(α, α−1) and diag(α′, α′−1) for some α, α′ ∈ F×q . As σ(t) and t are in the same conjugacy
class, α + α−1 = α′ + α′−1. Hence α′ = α±1 and we have σ(t) = t±1. 2
LEMMA 5.6. Any element of N˜ fixes all elements of 1i (i ∈ I) and all connected compo-
nents 0wi (β) (0 6= w, β ∈ Fq , i ∈ I).
PROOF. For any element σ of N˜ and t = (x, T ) ∈ T with Iβ(t) ⊆ I, we have that
σ(t) = (y, T±1) for some y ∈ V by Lemma 5.5. Let t ′ := σ(t). By the triple transitivity of A,
we may assume that Iβ(t) = {1, 2} and hence T = (diag(δ, δ−1)) j for some j = 1, . . . , q−2.
For β ∈ Fq and w ∈ F×q , take any h1 ∈ 0w0 (β), and assume that h2 := σ(h1) lies in a
connected component 0w′0 (β). Since (h1, t) and (h2, t
′) = (σ (h1), σ (t)) lie in the same
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relation, we have
(δ j + δ− j )(1+ w) = tr
[
1+ w w
w 1+ w
] [
δ j 0
0 δ j
]
= trh−11 t = trh−12 t ′
= tr
[
1+ w′ w′
w′ 1+ w′
] [
δ± j 0
0 δ∓ j
]
= (δ j + δ− j )(1+ w′).
Thus w = w′ as j 6= 0.
Hence σ fixes each connected component of 00(β), and therefore the lemma follows from
Lemma 5.4. 2
LEMMA 5.7. We have N = N˜ and each element of N˜ fixes all elements of V] and all
connected components of Uβ for every β ∈ Fq .
PROOF. For σ ∈ N˜ , σ fixes all connected components of {0wi (β) | 0 6= w, β ∈ Fq , i ∈ I}
from Lemma 5.6. In particular σ fixes 0w0 (β) and 0
w
1 (β) for every w ∈ F×q . Examining
relations with elements in these two connected components, we will show that σ fixes all
connected components of Uβ for every β ∈ Fq .
Take an element h of Uβ . It is sufficient to show that the matrix parts of h and σ(h) are
identical. Assume that h =
[
1+ ac c2
a2 1+ ac
]
. Choose any hi ∈ 01i (β) (i = 0, 1). As σ
fixes 01i (β) (i = 0, 1), σ(h0) = h0 = U1 =
[
0 1
1 0
]
and σ(h1) = h1 = SU1S−1 =[
1 0
(ε + ε−1)−2 1
]
with S the above generator of a Singer cycle. Since σ preserves each
relation, we have tr(σ (h0)−1σ(h)) = tr(h−10 h) = (a + c)2. Thus σ(h) lies in the set
A := {h′ ∈ Uβ | trU1h′ = (a + c)2}
= {h′ ∈ Uβ | h′ = Mx (x ∈ Fq)},
where
Mx :=
[
1+ x(x + a + c) x2 + (a + c)2
x2 1+ x(x + a + c)
]
.
For each element h′ ∈ A with h′ = Mx , we have
tr(h−11 h′) = tr(SU1S−1 Mx ) = (ε + ε−1)−2(x2 + (a + c)2).
Now assume that h and σ(h) have distinct matrix parts; that is, h = Ma and σ(h) =
Mx with x 6= a. Then the above formula shows that tr(h−11 h) 6= tr(h−11 σ(h)). However,
since h1 = σ(h1) and σ preserves each relation, we have tr(h−11 h) = tr(σ (h1)−1σ(h)) =
tr(h−11 σ(h)), which is a contradiction. Hence h and σ(h) have the same matrix part and σ
preserves each connected component of the R(V])-graph on Uβ .
From the definition of 0i (β), we have 1i =
⋂
h∈0i (β) V
](h,Uβ) for any β ∈ Fq . Thus σ
preserves all classes 1i (i = 0, . . . , q). Hence N˜ coincides with N . Moreover, N = N˜ fixes
all connected components of Uβ and all elements of V] for any β ∈ Fq by Lemma 5.4. 2
Therefore, we have N = N˜ and so Proposition 5.1 is proved. Moreover, it is proved that
each element of N fixes every element of V] and any connected component in Uβ for any
β ∈ Fq .
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As we alluded in Lemma 5.3, for a primitive (q + 1)st root ε of unity of F×q2 , and for a
primitive (q − 1)st root δ of unity of F×q , set ηk := εk + ε−k and ξl := δl + δ−l for any
k = 1, . . . , q/2, l = 1, . . . , (q − 2)/2. For k = 1, . . . , q/2, l = 1, . . . , (q − 2)/2,
sk := (0, Sk) and tl := (0, Tl), where Sk :=
[
ηk 1
1 0
]
, Tl :=
[
ξl 1
1 0
]
,
become representatives of Sk and Tl . We will often use this notation in the following. To
treat Sk and Tl at once in the following lemmas, let λm stand for either ηm or ξm and set
Rm :=
[
λm 1
1 0
]
. Then rm := (0, Rm) is a representative of Sm or Tm accordingly. Denote the
class represented by rm byRm . The following formulae are frequently used in the calculation
below:
λiλ j = λi+ j + λi− j and λi + λ j = (λi+ j )1/2(λi− j )1/2.
Moreover, let
R(m) := λ−1m
[
λm+1 λ1
λ1 λm−1
]
and r(m) := (0, R(m)).
Then we have rm(m) = rm , CE0(rm) =
〈
r(m)
〉
,
R j(m) = λ−1m
[
λm+ j λ j
λ j λm− j
]
,
and clearly, o(s(k)) = q + 1 and o(t(l)) = q − 1. Let R := S⋃ T. The following formula is
also frequently used, which is verified using the formulae concerning the product and the sum
of λi and λ j :
R j(m)U1 R
− j
(m) = λ−1m
[
λ2j λm+2 j
λm−2 j λ2j
]
.
LEMMA 5.8. For g ∈ R, h ∈ U and β, γ ∈ Fq , we have
Uβ(g,Uγ ) = {g j0 h′g− j0 | j ∈ N},
Sk(h,Uγ ) = {hcg′h−1c | hc ∈ CE0(h)},
Tl(h,Uγ ) = {hcg′′h−1c | hc ∈ CE0(h)},
where h′, g′ and g′′ are arbitrary elements of Uβ(g,Uγ ), Sk(h,Uγ ) and Tl(h,Uγ ), respec-
tively, and g0 is a generator of CE0(g).
PROOF. First, we will determine the structure of Uβ(g,Uγ ) for β, γ ∈ Fq :
Uβ(g,Uγ ) = {g j0 h′g− j0 | j ∈ N}.
Taking conjugation by E0, we may assume that g = rm for some m = 1, . . . , | 〈r1〉 | − 1. In
this case, we may take
h′ = u(λm, β, γ ) :=
([
γ λ
−1/2
m + β
γλ
−1/2
m
]
,U1
)
∈ Uβ(rm,Uγ )
and g0 = r(m). It is easy to see that {g j0 h′g− j0 | j ∈ N} is contained in Uβ(rm,Uγ ). If
rk(m)h
′r−k(m) = r l(m)h′r−l(m), then Rk−l(m) stabilizes the vector T [1, 1], and hence k = l. Further-
more, since |Uβ(sm,Uγ )| = |{h ∈ Uβ | (sm, h) ∈ R(Uγ )}| = a(Uβ ,Uγ ,Sm) = q + 1 and
|Uβ(tm,Uγ )| = a(Uβ ,Uγ , Tm) = q − 1 from the character table of E0, the above equation
holds.
The second and third equations of the lemma follow by a similar argument. 2
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LEMMA 5.9. Let g ∈ R and σ ∈ N.
(1) If σ(g) = g, then σ fixes each element h of Uβ(g,Uγ ) for any β, γ ∈ Fq .
(2) We have σ(g) = g or g−1. Furthermore, if σ(g) = g and σ(hi ) = hi for some
hi ∈ U(g,U) (i = 1, 2) satisfying h1 6= h2, then σ(g) = g.
PROOF. We may assume that g = rm for m = 1, . . . , | 〈r1〉 | − 1 by taking conjugation.
(1) From the above structure of Uβ(rm,Uγ ), the inner automorphism subgroup
〈
Inn(r(m))
〉
acts on Uβ(rm,Uγ ) regularly. This means that, if σ(h) 6= h for some h ∈ Uβ(rm,Uγ ),
then σ(h) 6= h. However, σ fixes each component of the R(V])-graph on Uβ as we saw
in Lemma 5.7. Hence σ(h) has to be equal to h. This is a contradiction. Thus σ(h) = h.
(2) We may take h1 = u(λm, β, γ ) and h2 = r j(m)u(λm, β ′, γ ′)r− j(m), taking conjugate under〈
r(m)
〉
. Let σ(g) =
[
a + λm b
c a
]
for some a, b, c ∈ Fq with a(a + λm) + bc = 1. Since
σ(hi ) = hi (i = 1, 2) by Lemma 5.7, we have trh−1i g = 0 = trh−1i σ(g), using Lemma
5.3(2). The diagonal entries of h−11 σ(g) = U1σ(g) are c and b, while these of h−12 σ(g) =
R j(m)U1 R
− j
(m)σ(g) are calculated to be λ
−1
m (λ
2
j (a + λm) + λm+2 j c) and λ−1m (λm−2 j b + λ2j a),
using the formula for R j(m)U1 R
− j
(m). Then we have b+ c = 0 = λm+2 j (c+1)+λm−2 j (b+1),
using the above formulae concerning λiλ j . Thus b = c = 1 and a = 0 or λm ; that is,
σ(g) = g or g−1.
Assume that σ(g) = g = Rm , σ(hi ) = hi (i = 1, 2) and σ(g) = (T [x, y], Rm) for some
x, y ∈ Fq . Observing the relations of pairs {(g, h1), (σ (g), σ (h1))} and {(g, h2), (σ (g), σ (h2))},
we can verify that
R(Uγ ) = R(Uγ+λ1/2m y) and R(Uγ ′) = R(Uγ ′+λ−1/2m (λ j x+λm+ j y)),
as follows.
The elements g−1h1 and σ(g)−1σ(h1) are sent to([
γ λ
−1/2
m + β
γλ
−1/2
m
]
,U1 R−1m
)
and
([
x
y
]
+
[
γ λ
−1/2
m + β
γλ
−1/2
m
]
,U1 R−1m
)
,
respectively, under the conjugation by rm . Then g−1h1 and σ(g)−1σ(h1) lie in Uγ and Uλ1/2m y+γ ,
respectively, from Lemma 5.3(2). Since (g, h1) and (σ (g), σ (h1)) belong to the same rela-
tion, these two relations coincide, and therefore y = 0. Similarly, the conjugates of g−1h2
under r− j(m) and of σ(g)−1σ(h2) under r
− j+m
(m) are calculated to be g
−1u(λm, β ′, γ ′) ∈ Uγ ′ and(
R− j(m)
[
x
0
]
, R−1m
)
rmu(λm, β
′, γ ′)r−1m
=
([
λ−1m (λm− j x)+ γ ′λ−1/2m + β ′
λ−1m (λ j x)+ γ ′λ−1/2m
]
,
[
1 λm
0 1
])
∈ U
λ
−1/2
m λ j x+γ ′ ,
respectively. Thus we have γ ′ = λ−1/2m λ j x +γ ′, and hence x = 0, unless λ j = 0. But λ j = 0
implies j ≡ 0 mod | 〈R(m)〉 |; that is to say, h1 = h2, which contradicts the assumption. Thus
x = y = 0 and σ(g) = g. 2
COROLLARY 5.10. For each τ ∈ N, there exists an automorphism ϕ = Inn(v) or ϕ =
Inn(v)ι for some v ∈ V such that ϕτ fixes an element s1 = (0, S1) ∈ S1, where ι is the
automorphism inverting each element of E0.
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PROOF. From Lemma 5.9(2), τ(s1) = (x, S1) or τ(s1) = (x, S−11 ) for some x ∈ V . Taking
ϕ = Inn(v) or ϕ = Inn(v)ι for some v ∈ V , we have ϕτ(s1) = s1, in either case. 2
Now we will prove Proposition 5.2. For that purpose, take an arbitrary element τ of N ,
and set σ := ϕτ , where ϕ is an element of N satisfying the condition in Corollary 5.10. The
element σ will be fixed up to the end of Lemma 5.15. We will show that σ fixes all elements
of X (E0).
If σ ∈ N fixes s1 ∈ S1 and all elements of T, then all elements of U are fixed by σ
from Lemma 5.9(1), thus all elements of S are also fixed from Lemma 5.9(2) and the fact
|Sk(h,Uγ )| = q2 6= 0 for h ∈ Uβ , β, γ ∈ Fq and l = 1, . . . , (q − 2)/2. It is known that σ
fixes all element of V] in Lemma 5.7, hence σ fixes all elements of X (E0) and σ = 1.
COROLLARY 5.11. σ fixes all elements of U(s1,U).
PROOF. This immediately follows from Corollary 5.10 and Lemma 5.9(1). 2
LEMMA 5.12. For any g ∈ E0, we have σ(g) = g.
PROOF. It is enough to prove the claim when g ∈ R. In this case, we have σ(g) = g or
g−1 from Lemma 5.9(2). Let
g =
[
a b
c a + λm
]
for some a, b, c ∈ Fq with a(a + λm)+ bc = 1.
We have trS−11 g = b + c + η1(a + λm) and trS−11 g−1 = b + c + η1a, thus trS−11 g 6=
trS−11 g
−1
. Hence if σ(g) = g−1, then (s1, g) does not lie in the same relation with (s1, σ (g))
= (σ (s1), σ (g)). This contradicts the fact that σ belongs to N . Therefore, σ(g) = g. 2
LEMMA 5.13. Assume that A and B are matrices of SL(2, q) such that
B A−1 =
[
1+ ac c2
a2 1+ ac
]
is an involution (see Lemma 5.3(2)). Then for every g ∈ E0 and any vectors T [x1, y1] and
T [x2, y2] of F2q , the pair of elements g1 = g(T [x1, y1], A)g−1 and g2 = g(T [x2, y2], B)g−1
of E0 lies in the relation
R(Uγ ), where γ = a(x1 + x2)+ c(y1 + y2).
PROOF. As g−11 g2 is conjugate to h := (T [x2, y2], B)(T [x1, y1], A)−1 under g−1g1, it suf-
fices to show that h ∈ Ua(x1+x2)+c(y1+y2). As h has the vector part T [x2, y2]+B A−1T [x1, y1]= T [x2 + (1 + ac)x1 + c2 y1, y2 + a2x1 + (1 + ac)y1], it follows from Lemma 5.3(2) that
h ∈ Uγ , where
γ = a(x2+ (1+ ac)x1+ c2 y1)+ c(y2+ a2x1+ (1+ ac)y1) = a(x1+ x2)+ c(y1+ y2). 2
LEMMA 5.14. For any l = 1, . . . , (q − 2)/2 and any j = 1, . . . , q, σ fixes s j1 tls− j1 .
PROOF. Take the following elements t+ and t− of Tl and h1 of U0(s1,U0):
t+ := (0, T+), T+ :=
[
ξl + a−1(η−11 ξl + 1) ξl(a−2η−11 + a−1)
η−11 ξl a−1(η
−1
1 ξl + 1)
]
, a = δl ,
t− := (0, T−), T− :=
[
ξl + b−1(η−11 ξl + 1) ξl(b−2η−11 + b−1)
η−11 ξl b−1(η
−1
1 ξl + 1)
]
, b = δ−l ,
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and
h1 := (0,U ′1) ∈ U0(s1,U0), U ′1 :=
[
1 η1
0 1
]
.
Fix an index j in {0, 1, . . . , q}. We will examine which relation contains each of the fol-
lowing eight pairs as well as its image under σ :
(s1, s
j
1 tls
− j
1 ), (s1, s
j+1
1 tls
− j−1
1 ),
(s
j
1 h1s
− j
1 , s
j
1 t+s
− j
1 ), (s
j
1 h1s
− j
1 , s
j
1 t−s
− j
1 ),
(s
j
1 tls
− j
1 , s
j
1 t+s
− j
1 ), (s
j
1 tls
− j
1 , s
j
1 t−s
− j
1 ),
(s
j+1
1 tls
− j−1
1 , s
j
1 t+s
− j
1 ), (s
j+1
1 tls
− j−1
1 , s
j
1 t−s
− j
1 ).
For that purpose, we take the following eight pairs of matrices:
(S1, Tl), (S1, S1Tl S−11 ),
(U ′1, T+), (U ′1, T−),
(Tl , T+), (Tl , T−),
(S1Tl S−11 , T+), (S1Tl S
−1
1 , T−).
The pair (A, B) above yields the eight ‘quotients’ B A−1. By straightforward matrix calcu-
lations, using the formulae concerning λiλ j , the following explicit shapes of those quotients
are obtained. In particular, they are involutions of SL(2, q). Here, to represent each involution
M = B A−1, we exhibit the pair (a(M)2, c(M)2) such that
M =
[
1+ a(M)c(M) c(M)2
a(M)2 1+ a(M)c(M)
]
(see Lemma 5.3(2)).
Since s1, h1, tl and t± are elements of E0 with vector parts all 0 and with matrix parts S1,
U1, Tl and T±, respectively, it follows from Lemma 5.13, applied to g = s j1 , each (A, B) of
the above eight pairs of matrices and T [xi , yi ] = T [0, 0] (i = 1, 2), that the given eight pairs
of elements of E0 are all contained in the relation R(U0).
Now we calculate the relations containing the images of the above pairs under σ , based
on the explicit shapes of B A−1 above and Lemma 5.13. Note that σ(s1) = s1 = (0, S1),
σ(s
j
1 h1s
− j
1 ) = s j1 h1s− j1 = s j1 (0,U ′1)s− j1 by our assumption and Corollary 5.7. From
Lemma 5.12, we may take
σ(s
j
1 tls
− j
1 ) = s j1 (T [x, y], Tl)s− j1 , σ (s j+11 tls− j−11 ) = s j+11 (T [x0, y0], Tl)s− j−11 ,
σ (s
j
1 t+s
− j
1 ) = s j1 (T [x+, y+], T+)s− j1 , σ (s j1 t−s− j1 ) = s j1 (T [x−, y−], T−)s− j1 ,
for some x , y, x0, y0, x+, y+, x−, y− ∈ Fq (which may depend on j).
Applying Lemma 5.13 to g = s j1 , the above eight pairs (A, B) of matrices and to the
explicitly given vector parts, we can verify the following:
(σ (s1), σ (s
j
1 tls
− j
1 )) ∈ R(U(ξl+η1)1/2 y),
(σ (s1), σ (s
j+1
1 tls
− j−1
1 )) ∈ R(U(ξl+η1)1/2 y0),
(σ (s
j
1 h1s
− j
1 ), σ (s
j
1 t±s
− j
1 )) ∈ R(Uη−1/21 ξ1/2l (x±+(η1δ±l/2ξ−1/2l +δ∓l )y±)),
(σ (s
j
1 tls
− j
1 ), σ (s
j
1 t±s
− j
1 )) ∈ R(Uδ∓l/2(η−11 ξl+1)1/2((x+x±)+δ∓l (y+y±)))
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TABLE 4.
(1, 2)- and (2, 1)-entries of the matrices.
M = B A−1 a(M)2
c(M)2
Tl S−11 0
η1 + ξl
T+U ′1
−1
η−11 ξl
η1δ
l + η−11 ξl (δ−lξl + 1)
T−U ′1
−1
η−11 ξl
η1δ
−l + η−11 ξl (δlξl + 1)
T+T−1l δ−l (η
−1
1 ξl + 1)
(δl + ξ2l δ−l )(η−11 ξl + 1)
T−T−1l δl (η
−1
1 ξl + 1)
(δ−l + ξ2l δl )(η−11 ξl + 1))
T+S1T−1l S
−1
1 δ
l (η−11 ξl + 1)
(η−11 ξl + 1)(δ−l + η21δl )
T−S1T−1l S
−1
1 δ
−l (η−11 ξl + 1)
(η−11 ξl + 1)(δl + η21δ−l )
and
(σ (s
j+1
1 tls
− j−1
1 ), σ (s
j
1 t±s
− j
1 )) ∈ R(Uδ±l/2(η−11 ξl+1)1/2(δ∓l x0+x±+y0+(η1+δ∓l )y±)).
For example, if R(Uγ ) is the relation containing (σ (s j1 tls− j1 ), σ (s j1 t±s− j1 )), then
γ = a(T±T−1l )(x + x±)+ c(T±T−1l )(y + y±)
by Lemma 5.13. This value is calculated as follows, using the information in Table 4 and the
formulae concerning λiλ j :
γ = a(T±T−1l )(x + x±)+ c(T±T−1l )(y + y±)
= δ∓l/2(η−11 ξl + 1)1/2(x + x±)+ (δ±l + ξ2l δ∓l)1/2(η−11 ξl + 1)1/2(y + y±)
= δ∓l/2(η−11 ξl + 1)1/2((x + x±)+ (δ±l + ξl)(y + y±))
= δ∓l/2(η−11 ξl + 1)1/2((x + x±)+ δ∓l(y + y±)).
Since σ preserves each relation, all relations coincide with R(U0). Thus we have the fol-
lowing equations concerning x , y, x0, y0, x±, y±:
(ξl + η1)1/2 y = 0, (ξl + η1)1/2 y0 = 0,
η
−1/2
1 ξ
1/2
l (x± + (η1δ±l/2ξ−1/2l + δ∓l)y±) = 0,
δ∓l/2(η−11 ξl + 1)1/2((x + x±)+ δ∓l(y + y±)) = 0
and
δ±l/2(η−11 ξl + 1)1/2(δ∓l x0 + x± + y0 + (η1 + δ∓l)y±) = 0.
It is straightforward to check that x = y = x0 = y0 = x+ = y+ = x− = y− = 0 is the
unique solution for those equations.
Thus σ fixes all elements of {s j1 tls− j1 , s j1 t+s− j1 , s j1 t−s− j1 | j = 0, . . . , q}. 2
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LEMMA 5.15. σ fixes all elements of X (E0).
PROOF. For any x ∈ V , j = 0, . . . , q , l = 1, . . . , (q − 2)/2 and i = 0, . . . , q − 2,
the element s j1 t
i
(l)(x,U1)t
−i
(l) s
− j
1 is fixed by σ from Lemma 5.9(1), since s
j
1 tls
− j
1 is adja-
cent to s j1 t
i
(l) (x,U1)t
−i
(l) s
− j
1 with respect to the R(U)-graph and s j1 tls− j1 of U is fixed by σ
from Lemma 5.14. Then for any y ∈ V , σ fixes (y, S j1 T i(l)S− j1 ), since the assumption of
Lemma 5.9(2) holds for h1 = U1 and h2 = S j1 T i(l)U1T−i(l) S− j1 . Hence σ fixes all elements of
{s j1 t i(l)(x,U1)t−i(l) s− j1 | x ∈ V, j = 0, . . . , q, l = 1, . . . , (q − 2)/2, i = 0, . . . , q − 2} and
T ′m := {(x, S j1 T m(l)S− j1 ), (x, S j1 T−m(l) S− j1 ) | x ∈ V, j = 0, . . . , q, l = 1, . . . , (q − 2)/2} ⊆ Tm
for m = 1, . . . , (q − 2)/2. Let h0 = (0,U1). Assume that T m(l) = Sk1 T±m(l ′) S−k1 . Since (h0, tm(l))
and (sk1 h0s
−k
1 , t
m
(l) = sk1 t±m(l ′) s−k1 ) lie in R(U0), and since
U0(tm(l),U0) = {t i(l)h0t−i(l) | i = 0, . . . , q − 2},
we have sk1 h0s
−k
1 = t i(l)h0t−i(l) for some i = 0, . . . , q−2. As the (1, 2)- and (2, 1)-entries of the
matrix part of the involution s−k1 t
i
(l) ∈ CE0(h0) = {(0,Uw) | w ∈ Fq} are η−11 ξ−1l (ηk−1ξi +
ηkξl−i ) and η−11 ξ
−1
l (ηkξl+i+ηk+1ξi ), respectively, we have ηk−1ξi+ηkξl−i = ηkξl+i+ηk+1ξi
with Lemma 5.3. This means that 0 = (ηk−1ξi +ηkξl−i )+ (ηkξl+i +ηk+1ξi ) = ηk(ξl +η1)ξi .
Thus we have ηk = 0 or ξi = 0; that is, k = 0 or i = 0. If k = 0, then t i(l) lies in CE0(h0) ∈ U
and hence i = 0. Conversely, if i = 0, then k = 0 by a similar argument. Hence we have
Sk1 = T i(l) = I and l = l ′. Thus |T ′m | = |{(x, j, l,±m) | x ∈ V, j = 0, . . . , q, l =
1, . . . , (q − 2)/2}| = q2(q − 2)(q + 1). In particular, |Tm − T ′m | = 2q2(q + 1).
The set Tm − T ′m can be described as follows. Let t = (0, T ) and T = diag(δ, δ−1). Fix
m = 1, . . . , (q − 2)/2. We will show that
Tm − T ′m = {(x, S j1 T m S− j1 ), (x, S j1 T−m S− j1 ) | x ∈ V, j = 1, . . . , q} (1)
⊆ {t ′ ∈ Tm | trS j1 t ′ = δmη1 or δ−mη1}. (2)
The inclusion (2) is clear from (1). If s j+k1 tm(l)s
− j−k
1 = sk1 t±ms−k1 for some j, k = 1, . . . , q
and l = 1, . . . , (q − 2)/2, then we have t±m = s j1 tm(l)s− j1 , whose (1, 2)- and (2, 1)-entries are
0 = η−21 ξ−1l ξm(η j+η j+1)2 and 0 = η−21 ξ−1l ξm(η j+η j−1)2. Thus m = 0, but this contradicts
the choice of m. Hence T ′m ∩ {(x, S j1 T m S− j1 ), (x, S j1 T−m S− j1 ) | x ∈ V, j = 1, . . . , q} = ∅.
Comparing the sizes of both sides, we have equation (1).
Now we consider the element h′l :=
(
0,
[
0 δl
δ−l 0
])
. We claim: for q = 2e ≥ 8, there ex-
ists l0 ∈ {1, . . . , (q−2)/2} such that σ(h′l0) = h′l0 and σ(t±l0) = t±l0 . To prove this, we take
t ′l :=
(
0,
[
ξl δl
δ−l 0
])
from Tl and let T ′l := t ′l . Then we have trS−11 T ′l = tr
[
δ−l ∗
∗ δl
]
= ξl .
If l0 satisfies ξl0 6= δ±l0η1, then t ′l0 ∈ Tl0 − T ′l0 from inclusion (2) above, and we have
σ(t ′l0) = t ′l0 . Assume that ξl = δ±lη1. Then η1 = ξlδ∓l , which is equivalent to the quadratic
equations (δ∓l)2 = η1 + 1 in characteristic 2. Thus there are at most two l satisfying one of
these equations. Since l lies in the index set {1, . . . , (q − 2)/2} consisting of (q − 2)/2 ≥ 3
elements, there is at least one index l0 satisfying ξl 6= δ±lη1. Let l0 be one of the indices such
that ξl0 6= δ±l0η1. Since h′l0 ∈ U0(t ′l0 ,U0), we have σ(h′l0) = h′l0 by Lemma 5.9(1). Moreover,
taking h0 = (0,U1) and h′l0 above, we have σ(t±l0) = t±l0 by Lemma 5.9(2).
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We show that σ fixes all elements of Tl0 . Fix j = 1, . . . , q . For x ∈ V , (x, S j1 T ′l0 S
− j
1 ) is
fixed by σ since trS−11 S
j
1 T
′
l0 S
− j
1 = ξl0 6= δ±l0η1. Hence taking s j1 h0s− j1 and s j1 hl0s− j1 as hi
(i = 1, 2) in Lemma 5.9(2), we have σ((x, S j1 T±l0 S− j1 )) = (x, S j1 T±l0 S− j1 ) for x ∈ V . From
the structure of Tl0 , this claim holds.
Now we prove that σ fixes each element of Uβ , Tl and Sk for every β ∈ Fq , l = 1, . . . , (q−
2)/2 and k = 1, . . . , q/2. Since the parameter a(Tl0 ,Uγ ,Uβ) = q 6= 0 for γ ∈ Fq , each
element of Uβ is adjacent to an element of Tl0 in the R(Uγ )-graph. As all elements of Tl0 are
fixed by σ , the claim for Uβ (β ∈ Fq ) follows from Lemma 5.9(1).
Since a(Uβ ,Uγ , Tl) = q − 1 ≥ 2 and a(Uβ ,Uγ ,Sk) = q + 1 ≥ 2 for β, γ ∈ Fq , each
element of Tl and Sk is adjacent to two distinct elements of Uβ in the R(Uγ )-graph. As all
elements of Uβ are fixed, the claim for Tl and Sk follows from Lemma 5.9(2).
Since the elements of the conjugacy classes {1}, V] are fixed from Lemma 5.7, all elements
of X (E0) are fixed by σ ; that is, σ = 1. 2
Thus Propositions 5.1 and 5.2 are established, and then the following propositions hold.
PROPOSITION 5.16. A = Inn(E0)× 〈ι〉 ∼= E0 × 2.
THEOREM 5.17. Aut(X (E0)) ∼= (E0 × E0) : 2. Moreover, X (E0) is not isomorphic to
X (E1).
PROOF OF PROPOSITION 5.16. From Proposition 5.1, A/N forms a Zassenhaus group on
1. As q = |1| − 1 is a power of 2, A/N is a group isomorphic to SL(2, q) or the Suzuki
group 2B2(q1/2) of order q(q + 1)(q1/2 − 1). On the other hand, from Proposition 5.2, we
have
A/N ≥ Inn(E0)N/N ∼= Inn(E0)/Inn(E0) ∩ N
= Inn(E0)/{Inn(v) | v ∈ V }
∼= E0/V ∼= SL(2, q).
Thus A/N has to be SL(2, q). Since A ≥ Inn(E0) and [Inn(E0), ι] = 1, we have A =
Inn(E0)× 〈ι〉 ∼= E0 × 2. 2
PROOF OF THEOREM 5.17. From Proposition 5.16, we have A = Aut(X (E0))1 ∼= E0×2,
and hence, |Aut(X (E0))| = |E0||A| = |(E0 × E0) :2|. As we saw in Section 1, Aut(X (E0))
has a subgroup ρ(E0 × E0) isomorphic to E0 × E0/{(z, z) | z ∈ Z(E0)} ∼= E0 × E0. Hence
Aut(X (E0)) ∼= (E0 × E0) : 〈ι〉 since ι 6∈ {ρ(g, h) | g, h ∈ E0} and ιρ(g, h)ι−1 = ρ(h, g).
If X (E0) is isomorphic to X (E1), then Aut(X (E0)) is also isomorphic to Aut(X (E1)).
Thus Aut(X (E0)) has a subgroup isomorphic to Inn(E1) ∼= E1. This contradicts the structure
of Aut(X (E0)) ∼= (E0 × E0) :2. Hence X (E0) is not isomorphic to X (E1). 2
As we saw in Section 3, E0 and E1 have the same character table. Thus the pairs E0 = V :
SL(2, q) and E1 = V · SL(2, q) for q = 2e ≥ 8 form a family of counterexamples to the
converse of statement (b) in Section 1.
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