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Resumo
O conceito de distributividade em anéis e módulos vem sendo es-
tudado desde a década de 70, veja por exemplo [11]. Em [8], Lomp e
Sant’Ana obtiveram resultados a respeito da distributividade no reti-
culado dos subcomódulos de uma coálgebra, vista como um comódulo
sobre si mesma, a partir de resultados sobre a distributividade em anéis
e módulos. Com base nesse artigo, temos o que segue.
Seja C uma coálgebra sobre um corpo k. Dizemos que C é uma
coálgebra distributiva à direita se o reticulado dos coideais à direita de
C é distributivo. Neste trabalho mostraremos que isto é equivalente à
dizer que C é uma coálgebra distributiva à esquerda, isto é, o reticulado
dos coideais à esquerda de C é distributivo. Portanto, uma coálgebra
é dita distributiva se é distributiva à direita ou à esquerda. Nosso
principal objetivo é caracterizar coálgebras distributivas em termos de
coálgebras de cadeia à direita, que são coálgebras em que o reticulado
dos coideais à direita é totalmente ordenado por inclusão.
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Abstract
The concept of distributivity in rings and modules has been studied
since 70′s years, see for example [11]. In [8], Lomp and Sant’Ana
obtained results about distributivity in the lattice of subcomodules of
a coalgebra, the last seens as a comodule over itself, from results about
distributivity in rings and modules. Using [8], we have the following.
Let C be a coalgebra over a field k. We say that C is a right distri-
butive coalgebra if the lattice of right coideals of C is distributive. In
this work we will show that it is equivalent to say that C is a left distri-
butive coalgebra, that is, the lattice of left coideals of C is distributive.
Hence, a coalgebra is distributive if is right or left distributive. Our
main goal is characterize distributive coalgebras in terms of right chain
coalgebras, these are coalgebras whose lattice of the right coideals is
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A discussão de propriedades e da estrutura de coálgebras e comó-
dulos a partir da teoria de módulos vem assumindo grande papel ulti-
mamente. Neste espírito, em 2007, Lomp e Sant’Ana obtiveram uma
caracterização de distributividade no reticulado dos subcomódulos de
uma coálgebra, vista como comódulo sobre si própria, em termos de
coálgebras de cadeia (veja [8]). Tal caracterização é uma versão coal-
gébrica de um resultado de módulos provado neste mesmo artigo, para
a prova deste teorema são usadas duas caracterizações de módulos dis-
tributivos, uma delas em termos de submódulos devida à Stephenson
(1972), veja [11] e a outra caracterização a nível de elementos devida à
Ferrero e Sant’Ana (2003), veja [4].
Fica também um sentimento de que algumas idéias para este ar-
tigo surgiram a partir do artigo [2]. Em tal artigo, os autores definem
coálgebra serial à direita como sendo uma coálgebra em que os seus
comódulos à direita injetivos e indecomponíveis são unisseriais. Mais
ainda, uma coálgebra serial à direita e à esquerda é chamada unisse-
rial se os fatores da série de composição de cada comódulo injetivo
e indecomponível são isomorfos. Portanto, coálgebras de cadeia são
coálgebras unisseriais.
O nosso principal objetivo neste trabalho é mostrarmos a caracteri-
zação para coálgebras distributivas em termos de coálgebras de cadeia,
dada em [8] e isto é feito no Capítulo 4, que é o “coração"desta disserta-
ção. No último capítulo, fazemos um importante exemplo de coálgebra
de cadeia, a coálgebra da potência dividida. Mostramos ainda um re-
sultado que nos dá algumas propriedades de uma coálgebra de cadeia.
No entanto, não fazemos todos os pré-requisitos deste resultado com
detalhes, uma vez que este não é nosso objetivo. Em [8], os autores
caracterizam as coálgebras de cadeia.
Nos capítulos anteriores, percorremos o caminho para chegar ao
objetivo principal. No Capítulo 1, fazemos alguns pré-requisitos para o
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entedimento do trabalho, estudamos um pouco sobre a categoria σ[M ],
a envoltória injetiva e o socle de um módulo M .
No Capítulo 2, desenvolvemos um pouco sobre a teoria de coálge-
bras e comódulos. Este capítulo não é considerado pré-requisito, pois
a estudante necessitou estudar resultados sobre coálgebras bem como
comódulos para desenvolver este trabalho. Neste capítulo, apresenta-
mos a definição de coálgebras e alguns exemplos. Também estudamos
subcoálgebras, coálgebras quociente e a álgebra dual. Na seção de co-
módulos, apresentamos a definição e alguns exemplos de comódulos e
também vemos subcomódulos, comódulos quociente, módulos racionais
e comódulos simples e injetivos. Destacamos a importância do isomor-
fismo entre as categorias dos comódulos à direita sobre uma coálgebra
e dos módulos à esquerda racionais sobre a álgebra dual desta coálge-
bra. Tal isomorfismo é muito importante para o trabalho, uma vez que
nos permite usarmos resultados da teoria de módulos para obtermos
resultados em comódulos.
No Capítulo 3, introduzimos as noções de reticulados, reticulados
distributivos e modulares e depois particularizamos a definição de dis-
tributividade para o reticulado dos submódulos de um módulo e para
o reticulado dos ideais à direita (à esquerda) de um anel. Apresenta-
mos aquelas duas importantes caracterizações de módulos distributivos
citadas inicialmente: via submódulos, devida à Stephenson e a outra
a nível de elementos, devida à Ferrero e Sant’Ana. Também apresen-
tamos uma caracterização importante para o Capítulo 4 que relaciona
a distributividade de um módulo com a distributividade no anel dos
endomorfismos deste módulo.
O que faríamos, caso houvesse mais tempo, seria estudar a parte do
artigo [8] em que os autores caracterizam coálgebras de cadeia infinito
dimensionais como duais finitos de domínios de cadeia noetherianos,
veja ([8], Proposition 5.3). Além disso, mostraram que duais finitos
de anéis de séries formais (em uma variável) com coeficientes em uma
álgebra de dimensão finita sobre um corpo são exemplos de coálgebras
de cadeia. O artigo também possui uma pergunta, em aberto, veja ([8],
p.592). Uma outra pergunta que podemos fazer é “como caracterizar a
distributividade em um comódulo qualquer sobre uma coálgebra?"
Neste trabalho, consideramos conhecidas as teorias de grupos, anéis,




Neste capítulo, desenvolvemos alguns resultados necessários para o
entendimento do que segue e principalmente para provarmos o Teo-
rema 4.16, um dos principais teoremas desta dissertação. Começamos
estudando a categoria σ[M ] e algumas de suas propriedades, retorna-
remos à mesma no Capítulo 2. Em seguida, vemos alguns resultados
sobre a envoltória M -injetiva de um módulo e algumas propriedades de
módulos M -injetivos. Finalmente, apresentamos a definição e algumas
propriedades do socle de um módulo.
Primeiramente, fixamos algumas notações que serão utilizadas ao
longo de todo o trabalho. Denotamos por k um corpo e por R um
anel não necessariamente comutativo com unidade. Consideramos R-
módulos à esquerda, quando nada for dito ao contrário e denotamos por
R-Mod, a categoria dos R-módulos à esquerda. Escrevemos N ! M
para dizer que N é um submódulo de M. Além disso, para quaisquer
R-módulos N e P, denotamos o grupo abeliano dos R-homomorfismos
de N em P por Hom(N,P ).
Para um conjunto de índices I tal que Ni = N para todo i ∈ I,
escrevemos N (I) para denotar
⊕
i∈I




soma direta e produto direto do R-módulo N.
As definições e resultados deste capítulo são baseados principal-
mente na referência [14], entretanto utilizamos também [1] e [5].
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1.1 A categoria σ[M ]
Nesta seção, apresentamos a categoria σ[M ] e suas principais pro-
priedades. Primeiramente, recordamos as definições de geradores e sub-
geradores de um R-módulo.
Definição 1.1 Sejam M e P dois R-módulos. Dizemos que P é M -
gerado se existem um conjunto de índices Ω e um epimorfismo ϕ :
M (Ω) → P. Dizemos que M é gerador para P.
Definição 1.2 Dados M e P dois R-módulos, dizemos que P é M -
subgerado se existem um conjunto de índices Ω e um epimorfismo ϕ :
M (Ω) → P ′, para algum R-módulo P ′ que contenha P. Dizemos que M
é subgerador para P.
Dado um R-módulo M, a categoria de todos os R-módulos que são
M -subgerados é denotada por σ[M ]. Logo, dizer que um R-módulo P
é M -subgerado é equivalente a dizer que P ∈ σ[M ]. Aqui, chamamos
a atenção, pois em todo o capítulo Obj(σ[M ]) – objetos de σ[M ] – é
denotado por σ[M ], por isso escrevemos N ∈ σ[M ] ao invés de N ∈
Obj(σ[M ]).
Além disso, σ[M ] é uma subcategoria plena de R-Mod, isto é, para
todo par (N,P ) comN e P em σ[M ], Homσ[M ](N,P ) = HomR-Mod(N,P ),
estes são os conjuntos de R-homomorfismos de N em P nas categorias
σ[M ] e R-Mod, respectivamente.
A seguir, algumas propriedades da categoria σ[M ].
Proposição 1.3 Seja M um R-módulo. Então σ[M ] é a menor subca-
tegoria plena de R-Mod que contém M e que é fechada para submódulos,
módulos quociente e somas diretas.
Demonstração: É claro que M ∈ σ[M ].
Sejam N ∈ σ[M ] e P um submódulo de N. Então existe X um
R-módulo M -gerado tal que N é um submódulo de X. Sendo P um
submódulo de N então P é um submódulo de X, e portanto, P é M -
subgerado. Logo, σ[M ] é fechada para submódulos.
Seja N ∈ σ[M ]. Então N é M -subgerado, isto é, existem um con-
junto de índices Ω e um epimorfismo ϕ : M (Ω) → K para algum
R-módulo K que contém N. Assim, para qualquer submódulo P de
N,N/P ! K/P e considerando a projeção canônica pi : K → K/P, se-
gue que pi ◦ϕ : M (Ω) → K/P é um epimorfismo. Daí, K/P é M -gerado
e isso nos diz que N/P é M -subgerado, isto é, N/P ∈ σ[M ]. Donde,
σ[M ] é fechada para quocientes.
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Seja {Nλ}λ∈Λ uma família de R-módulos em σ[M ]. Então, para








λ∈ΛMλ é M -gerado. De fato, para todo λ ∈ Λ,
existe um epimorfismo ϕλ : M (Ωλ) →Mλ, em que o conjunto de índices




(Ωλ) →⊕λ∈ΛMλ dado por ψ(∑λ∈Λmλ)
=
∑
λ∈Λ ϕλ(mλ) com mλ ∈M (Ωλ) para cada λ ∈ Λ. A sobrejetividade
de ψ segue da sobrejetividade de cada ϕλ com λ ∈ Λ. Logo,
⊕
λ∈ΛMλ
é M -gerado e daí,
⊕
λ∈ΛNλ é M -subgerado.
Seja C uma subcategoria plena de R-Mod tal que M ∈ C (aqui
também escrevemos M ∈ C ao invés de M ∈ Obj(C)) e que C seja fe-
chada para submódulos, módulos quociente e somas diretas. Queremos
mostrar que σ[M ] é uma subcategoria de C.
Seja N ∈ σ[M ]. Então existem um conjunto de índices Ω e um epi-
morfismo ϕ : M (Ω) → N ′ em que N ′ ⊇ N. Como M ∈ C e C é fechada
para somas diretas, segue que M (Ω) ∈ C. Novamente, M (Ω)/Kerϕ ∈
C, pois C é fechada para módulos quociente. Assim, identificando
M (Ω)/Kerϕ com N ′, segue que N ′ ∈ C. Sendo C fechada para sub-
módulos, vem que N ∈ C.
Como C é uma subcategoria plena de R-Mod segue que, para todo
par (X,Y ) com X e Y em σ[M ], Homσ[M ](X,Y ) = HomC(X,Y ) e isto
completa a prova.
A categoria σ[M ] é também chamada categoria de Wisbauer devido
à recente sugestão de Patrick F. Smith.
1.2 Envoltórias injetivas
Nesta seção, definimos envoltórias M -injetivas e injetivas, sendo as
primeiras de maior interesse para nosso trabalho. Para isto são neces-
sários os conceitos de essencialidade e de M -injetividade, esclarecemos
agora estas idéias ao leitor.
Definição 1.4 Um submódulo K de um módulo M é dito essencial em
M se K ∩ L &= 0, para todo submódulo não-nulo L de M.
Usamos a notação K !e M para um submódulo K essencial em M.
Vejamos algumas propriedades de essencialidade.
Proposição 1.5 As seguintes afirmações são verdadeiras.
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(i) Sejam K e L submódulos de M tais que K ! L. Então K !e M
se, e somente se, K !e L !e M.
(ii) Se f : N → L é um monomorfismo de R-módulos e M !e N,
então f(M) !e f(N).
(iii) Seja N um submódulo de M. Consideremos K um submódulo
de M maximal com respeito à propriedade que N ∩ K = 0. Então
N ⊕K !e M.
Demonstração: (i) (⇒) Seja X um submódulo não-nulo de L. Então
K ∩ X é não-nulo, pois K !e M. Logo, K !e L. Agora, seja Y um
submódulo não-nulo de M. Como K !e M, então 0 &= K ∩ Y ⊆ L ∩ Y.
Logo, L !e M.
(⇐) Seja X um submódulo não-nulo de M. Então L∩X é não-nulo,
pois L !e M. Como 0 &= L∩X ! L e K !e L, então 0 &= K∩(L∩X) =
(K ∩ L) ∩X = K ∩X. Donde K !e M.
(ii) Seja X um submódulo não-nulo de f(N). Como f : N → f(N)
é um isomorfismo, segue que f−1(X) é um submódulo não-nulo de N
e f(f−1(X)) = X. Assim, M ∩ f−1(X) &= 0, pois M !e N. Logo,
0 &= f(M ∩ f−1(X)) = f(M) ∩X. Portanto, f(M) !e f(N).
(iii) Primeiramente, observemos que a existência de tal módulo K
com a propriedade N ∩ K = 0 é devida ao Lema de Zorn. Como
N ∩K = 0, temos que N + K = N ⊕K !M. Suponhamos que exista
X !M tal que X ∩ (N ⊕K) = 0. Então a soma (N ⊕K)+X é direta,
isto é, (N ⊕ K) + X = N ⊕ K ⊕ X e portanto, N ∩ (K ⊕ X) = 0.
Pela maximalidade de K, obtemos K ⊕X = K. Assim, X = 0. Logo,
N ⊕K !e M.
Notemos que a propriedade (iii) é útil para construirmos módulos
essenciais a partir de um submódulo dado.
As Proposições 1.7, 1.8 e 1.11 que seguem, são utilizadas na de-
monstração do Teorema 4.16. No que segue, recordamos o conceito de
M -injetividade e injetividade.
Definição 1.6 Sejam M e U dois R-módulos. O módulo M é dito
U -injetivo se, para qualquer R-módulo K e quaisquer monomorfismo
f : K → U e homomorfismo g : K → M de R-módulos, existe um
homomorfismo de R-módulos h : U →M tal que h◦f = g. O diagrama












Se M é U -injetivo para todo U ∈ R-Mod, então M é dito um
módulo injetivo na categoria R-Mod. Se M é M -injetivo dizemos que
M é auto-injetivo ou quasi-injetivo.
Alertamos o leitor para o fato de que ora usaremos a nomenclatura
“M é auto-injetivo"ora usaremos “M é M -injetivo".
Proposição 1.7 Sejam M um R-módulo e {Uλ}λ∈Λ uma família de
R-módulos. Se
⊕
λ∈Λ Uλ é M -injetivo então, para cada λ ∈ Λ, Uλ é
M -injetivo.
Demonstração: Seja K um R-módulo. Dados quaisquer monomor-
fismo f : K → M e homomorfismo γ : K → Uµ, µ ∈ Λ (fixado),
consideremos a inclusão iµ : Uµ →⊕λ∈Λ Uλ.
Como
⊕
λ∈Λ Uλ é M -injetivo, existe um homomorfismo g : M →⊕
λ∈Λ Uλ tal que g ◦ f = iµ ◦ γ. Consideremos piµ :
⊕
λ∈Λ Uλ → Uµ a
projeção de
⊕























Notemos que piµ ◦g : M → Uµ e piµ ◦g◦f = piµ ◦ iµ ◦γ = IUµ ◦γ = γ.
Donde Uµ é M -injetivo.
Proposição 1.8 Sejam U e M dois R-módulos. Então U é M -injetivo
se, e somente se, U é N -injetivo para todo R-módulo N em σ[M ]. Em
particular, considerando U em σ[M ], segue que U é M -injetivo se, e
somente se, U é injetivo em σ[M ].
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Demonstração: (⇒) Seja N em σ[M ]. Então N é subgerado por M ,
isto é, existem um R-módulo N ′ contendo N e um epimorfismo de R-
módulos ϕ : M (Ω) → N ′ para algum conjunto de índices Ω. Como U é
M -injetivo, por ([14], p.128 - 16.2 (ii)), U é M (Ω)-injetivo.
Considerando a sequência exata
0 !! Kerϕ !! M (Ω)
ϕ !! N ′ !! 0,
segue, por ([14], p.128 - 16.2 (i)), que U é N ′-injetivo.
Seja K um R-módulo. Dados quaisquer monomorfismo f : K → N
e homomorfismo g : K → U, consideremos a inclusão canônica i de
N em N ′. Como U é N ′-injetivo, segue que existe um homomorfismo
h : N ′ → U tal que h ◦ i ◦ f = g.













Logo, existe um homomorfismo α = h◦ i : N → U tal que α◦f = g.
Donde, U é N -injetivo.
(⇐) É trivial, pois M pertence à σ[M ] e portanto, U é M -injetivo,
por hipótese.
Definição 1.9 Sejam M um R-módulo e N um módulo em σ[M ] (em
R-Mod). Um módulo injetivo E em σ[M ] (em R-Mod) juntamente com
um monomorfismo essencial ε : N → E, isto é, um monomorfismo tal
que ε(N) !e E, é chamado uma envoltória injetiva de N em σ[M ] (em
R-Mod).
A envoltória injetiva de N em σ[M ] é também chamada envoltória
M -injetiva de N e usualmente denotada por N̂ . A envoltória injetiva
de N na categoria R-Mod é denotada por E(N).
Para maiores detalhes, como por exemplo, a existência e a unicidade
(a menos de isomorfismo) da envoltória injetiva, veja ([14], p.141).
Proposição 1.10 Sejam M um R-módulo e L,N ∈ σ[M ] com en-
voltórias M -injetivas L̂ e N̂ , respectivamente. Então são válidas as
afirmações.
(i) Se L !e N então L̂ + N̂ .
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(ii) Se L ⊆ N e N é M -injetivo, então L̂ é isomorfo a um somando
direto de N.
(iii) M é M -injetivo se, e somente se, M = M̂.
Demonstração: (i) Consideremos ε : N → N̂ o monomorfismo essen-
cial e sendo L !e N, então, pela Proposição 1.5 - (ii), ε(L) !e ε(N).
Como ε(N) !e N̂ , segue que ε(L) !e N̂ . Assim, N̂ é uma envoltóriaM -
injetiva de L e, pela unicidade (a menos de isomorfismo) da envoltória
M -injetiva, temos que N̂ + L̂.
(ii) Sejam ε : L → L̂ o monomorfismo essencial e i : L → N a
inclusão canônica. Como N ∈ σ[M ] é M -injetivo e L̂ ∈ σ[M ], temos
que N é L̂-injetivo, pela Proposição 1.8. Logo, existe um homomorfismo
f : L̂→ N tal que f ◦ ε = i.









Afirmamos que f é injetora. De fato, seja x ∈ Kerf. Então f(x) =
0. Suponhamos por absurdo que x &= 0. Assim, Rx é um submódulo
não-nulo de L̂ e sendo ε(L) !e L̂, segue que Rx ∩ ε(L) &= 0.
Seja 0 &= y ∈ Rx ∩ ε(L). Então y = αx = ε(l) para alguns α ∈ R e
l ∈ L. Logo, 0 = αf(x) = f(αx) = f(ε(l)) = i(l) = l. Donde y = 0, o
que é uma contradição. Portanto, f(L̂) + L̂.
Temos que L̂ é um módulo M -injetivo em σ[M ] e considerando a
sequência exata 0 → f(L̂) i→ N pi→ N/f(L̂) → 0 segue, por ([14],
p.130),1 que f(L̂) é somando direto de N, i e pi são a inclusão e a
projeção canônicas, respectivamente. Logo, L̂ é isomorfo a um somando
direto de N.
(iii) (⇒) Pela Proposição 1.8, M é injetivo em σ[M ] e sendo M
essencial em si próprio segue, da definição de envoltória M -injetiva,
que M = M̂.
(⇐) Se M = M̂, então M é injetivo em σ[M ] e, em particular, M
é M -injetivo.
Proposição 1.11 Seja M um R-módulo auto-injetivo. Então as se-
guintes condições são equivalentes:
1X ∈ σ[M ] e X é M -injetivo ⇔ toda sequência exata 0→ X f→ Y g→ Z → 0 em
σ[M ] cinde ⇔ f(X) é somando direto de Y.
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(i) M é indecomponível, isto é, M é não-nulo e não pode ser escrito
como uma soma direta de submódulos não-nulos;
(ii) M é uniforme, isto é, todo submódulo não-nulo de M é essencial
em M .
Demonstração: (i) ⇒ (ii) Seja U um submódulo não-nulo de M.
Então, pela Proposição 1.10 (ii), a envoltória M -injetiva Û de U é um
somando direto de M (aqui identificamos Û com um somando direto
de M). Como M é indecomponível e Û é não-nulo segue que, M = Û
e portanto, U !e M.
(ii) ⇒ (i) Suponhamos M = K ⊕ L em que K é um submódulo
não-nulo de M. Por hipótese, K !e M e isto implica que L = 0, pois
caso contrário, K ∩ L &= 0 e isto é absurdo.
1.3 O socle de um módulo
Nesta seção, apresentamos a definição do socle e algumas de suas
propriedades necessárias ao trabalho.
Definição 1.12 Seja M um R-módulo. O socle de M , denotado por
soc(M), é a soma de todos os R-submódulos simples de M .
Se M não possui submódulo simples, dizemos que soc(M) = 0.
Por definição, soc(M) é o maior submódulo semi-simples de M. Para
detalhes à respeito de módulos semi-simples, veja ([14], p.165).
A seguinte caracterização de socle é utilizada neste trabalho, mais
especificamente no Teorema 4.16.
Proposição 1.13 Seja M um R-módulo. Então
soc(M) = ∩{L !M : L é um submódulo essencial em M}.
Demonstração: Seja L um submódulo essencial em M. Então, para
qualquer submódulo simples K de M, temos que 0 &= K∩L = K e por-
tanto, K ⊆ L. Assim, soc(M) =∑{K !M : K é um submódulo sim-
ples de M} ⊆ L, para qualquer L !e M. Logo, soc(M) ⊆ ∩{L ! M :
L !e M}.
Chamamos L0 = ∩{L ! M : L !e M} e mostremos que L0 é um
módulo semi-simples. Seja K um submódulo de L0. Pela Proposição 1.5
- (iii), existe K ′ submódulo de M maximal com respeito à propriedade
que K ∩K ′ = 0 e daí, K ⊕K ′ !e M.
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Consequentemente, K ! L0 ! K ⊕ K ′. Logo, L0 = L0 ∩ (K ⊕
K ′) = K ⊕ (L0 ∩ K ′), esta última igualdade deve-se à modularidade
do reticulado dos submódulos de um módulo2. Portanto, K é somando
direto de L0 para todo K submódulo de L0. Logo, L0 é um submódulo
semi-simples de M e portanto, L0 ⊆ soc(M).
Proposição 1.14 Sejam M e N dois R-módulos. Então são válidas
as afirmações.
(i) Se f : M → N é homomorfismo de R-módulos, então f(soc(M)) ⊆
soc(N).
(ii) Se K é submódulo de M, então soc(K) = K ∩ soc(M).
(iii) Se M =
⊕
α∈ΩMα, em que {Mα}α∈Ω é uma família de R-
submódulos de M, então soc(M) =
⊕
α∈Ω soc(Mα).
Demonstração: (i) Seja x ∈ soc(M). Então x =∑ki=1 xλi com xλi ∈
Sλi em que cada Sλi é um submódulo simples de M, para i ∈ {1, · · · , k}.
Logo, f(x) =
∑k
i=1 f(xλi) com f(xλi) ∈ f(Sλi).
Para cada i ∈ {1, · · · , k}, definimos fi : Sλi → N por fi = f |Sλi .
Como Kerfi é um submódulo de Sλi , então Kerfi = 0 ou Kerfi = Sλi .
Daí, fi é injetora ou nula. Assim, fi(Sλi) é um submódulo simples ou
nulo de N . Logo, f(x) =
∑k
i=1 f(xλi ) ∈
∑k
i=1 fi(Sλi) ⊆ soc(N), ∀x ∈
soc(M).
(ii) Consideremos a inclusão canônica i : K → M. Por (i), segue
que soc(K) = i(soc(K)) ⊆ soc(M). Logo, soc(K) ⊆ K ∩ soc(M).
Temos que K ∩ soc(M) é um submódulo semi-simples de soc(M),
pois todo submódulo de um módulo semi-simples é semi-simples. Ora,
mas então K ∩ soc(M) é um submódulo semi-simples de K e portanto,
K∩soc(M) ⊆ soc(K), uma vez que soc(K) é o maior submódulo semi-
simples de K.
(iii) Ver a referência ([1], p.121).
2Mostramos esta propriedade somente no Capítulo 3, mas a demonstração da




Neste capítulo, álgebras e coálgebras são definidas sobre um corpo
k. Isto é uma restrição, já que podemos substituir k por um anel co-
mutativo R com unidade e ao invés de considerarmos a álgebra e a
coálgebra como k-espaços vetoriais, teríamos R-módulos. Todos os pro-
dutos tensoriais são considerados sobre o corpo k. Excepcionalmente
neste capítulo, expressamos a composição de funções de forma simpli-
ficada, escrevemos fg ao invés de f ◦ g. Em todo o capítulo, usamos a
palavra morfismo para denotar homomorfismo de k-espaços vetoriais,
k-álgebras, etc, pois nos servimos de linguagem categórica.
Este capítulo é de grande importância para que possamos desenvol-
ver os Capítulos 4 e 5. O mesmo está baseado nas referências [3] e [12].
Mas também utilizamos as referências [1] e [14].
2.1 Coálgebras
Nesta seção, definimos coálgebras como “uma dualização” da defi-
nição de álgebra e apresentamos alguns exemplos de coálgebras, sendo
um deles, a coálgebra da potência dividida, de principal interesse, pois
esta é uma coálgebra de cadeia, como será visto no Capítulo 5. Tam-
bém definimos morfismos de coálgebras e mostramos que o espaço dual
de uma coálgebra é uma álgebra.
2.1.1 Definições e exemplos
Definição 2.1 Uma k-álgebra é uma tripla (A, M , u), em que A é
um k-espaço vetorial, M : A ⊗ A → A e u : k → A são morfismos de
13





















em que IA é a identidade em A.
Daqui para frente, escrevemos apenas I para indicar a identidade
quando é claro o conjunto sobre o qual I está definida.
Esta definição é equivalente àquela clássica em que uma k-álgebra A
é um anel que tem uma estrutura de k-espaço vetorial tal que α(ab) =
(αa)b = a(αb), para quaisquer α ∈ k, a, b ∈ A.
Mediante a definição de uma álgebra via diagramas, é possível ob-
termos a definição dual da mesma invertendo o sentido das flechas dos
diagramas acima, isto é, dualizando tais diagramas.
Definição 2.2 Uma k-coálgebra é uma tripla (C,∆, ε), em que C é
um k-espaço vetorial, ∆ : C → C ⊗ C e ε : C → k são morfismos de
























As aplicações ∆ e ε são chamadas comultiplicação e counidade da
coálgebra C, respectivamente. Os isomorfismos canônicos ψ e ψ′ são
dados por ψ(α⊗ c) = αc e ψ′(c⊗α) = cα, cujos inversos são ψ−1(c) =
1⊗c e ψ′−1(c) = c⊗1, para quaisquer α ∈ k e c ∈ C. A comutatividade
do diagrama do lado esquerdo é chamada coassociatividade.
Exemplo 2.3 Sejam S um conjunto não-vazio e kS o k-espaço veto-
rial com base S. Então kS é uma coálgebra com comultiplicação ∆ e
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counidade ε definidas por ∆(s) = s⊗ s e ε(s) = 1, para qualquer s ∈ S
e estendidas por linearidade.
Para vermos que kS é de fato uma coálgebra, é necessário verificar-
mos a comutatividade dos diagramas. Por linearidade, basta verificar-
mos nos elementos básicos, isto é, em qualquer s ∈ S.
Temos que (I ⊗ ∆)∆(s) = (I ⊗∆)(s ⊗ s) = s ⊗ ∆(s) = s ⊗ s ⊗ s
e (∆ ⊗ I)∆(s) = (∆ ⊗ I)(s ⊗ s) = ∆(s) ⊗ s = s ⊗ s ⊗ s. Portanto,
(∆ ⊗ I)∆ = (I ⊗ ∆)∆, o que prova a comutatividade do primeiro
diagrama.
Verificamos a comutatividade de apenas um dos lados do diagrama
da counidade, sendo a do outro análoga. Seja ψ : k ⊗ kS → kS o
isomorfismo dado por ψ(α ⊗ s) = αs. Queremos mostrar que ψ(ε ⊗
I)∆ = IkS . Pela linearidade, mostremos apenas que ψ(ε⊗ I)∆(s) = s,
para qualquer s ∈ S. De fato,
ψ(ε⊗ I)∆(s) = ψ(ε⊗ I)(s⊗ s) = ψ(ε(s)⊗ s)
= ε(s)s = s.
Logo, tal como é definida, kS é uma coálgebra sobre k.
Exemplo 2.4 Como caso particular do exemplo acima, temos que k é
uma coálgebra com comultiplicação ∆ : k → k ⊗ k o isomorfismo dado
por ∆(α) = α⊗1, para todo α ∈ k e a counidade ε : k → k como sendo
a identidade em k.
Exemplo 2.5 Seja C um k-espaço vetorial com base {cm : m ∈ N}.
Então C é uma coálgebra com comultiplicação ∆ e counidade ε defi-
nidas por ∆(cm) =
∑m
i=0 ci ⊗ cm−i e ε(cm) = δ0,m, em que δi,j é o
delta de Kronecker. Novamente, basta verificarmos a comutatividade





ci ⊗ cm−i =
m∑
i=0
cm−i ⊗ ci, para todo m ∈ N.
Agora, calculamos

















Desenvolvendo (2.1) e (2.2), chegamos à igualdade desejada (∆ ⊗
I)∆ = (I ⊗ ∆)∆. Vejamos agora a comutatividade do segundo di-
agrama. Novamente, só mostramos a comutatividade para um lado,
pois o outro é inteiramente análogo. Para m ∈ N, temos
ψ(ε⊗ I)∆(cm) = ψ(ε⊗ I)(
m∑
i=0










δ0,i cm−i = cm.
Logo, C é uma coálgebra. Esta coálgebra é chamada coálgebra da
potência dividida. Tal coálgebra será retomada no Capítulo 5.
Exemplo 2.6 Sejam n ≥ 1 inteiro e M c(n, k) um k-espaço vetorial
de dimensão n2. Denotamos por {eij}1≤i,j≤n uma base de M c(n, k)
e definimos em M c(n, k) uma comultiplicação ∆(eij) =
n∑
p=1
eip ⊗ epj e
uma counidade ε(eij) = δi,j . Desta maneira, M c(n, k) é uma coálgebra,
chamada coálgebra de matrizes. Verifiquemos que M c(n, k) é de fato
uma coálgebra. Temos que
(I ⊗∆)∆(eij) = (I ⊗∆)(
n∑
p=1










epq ⊗ eqj =
∑
1≤p,q≤n
eip ⊗ epq ⊗ eqj .
Por outro lado,
(∆⊗ I)∆(eij) = (∆⊗ I)(
n∑
p=1







eiq ⊗ eqp ⊗ epj =
∑
1≤p,q≤n
eip ⊗ epq ⊗ eqj .
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Portanto, o primeiro diagrama comuta. Mostremos que ψ(ε⊗I)∆ =
IMc(n,k). De fato,
ψ(ε⊗ I)∆(eij) = ψ(ε⊗ I)(
n∑
p=1












Logo, M c(n, k) é uma coálgebra.
Agora, apresentamos a notação de Sweedler, a qual é muito eficaz
para cálculo de longas composições envolvendo a comultiplicação ∆.
A definição recursiva da sequência de aplicações (∆n)n≥1 é definida
como ∆1 = ∆ e, para n ≥ 2, ∆n : C → C ⊗ · · ·⊗C, n+1 vezes, temos
que ∆n = (∆⊗ In−1)∆n−1.
A notação de Sweedler para ∆ se escreve como ∆(c) =
∑
c1 ⊗
c2, para qualquer c ∈ C, evitando assim a escrita ∆(c) = ∑
i,j
ci ⊗ cj .
Indutivamente, ∆n(c) =
∑
c1⊗ · · ·⊗cn+1, ∀n ≥ 2. Para mais detalhes,
veja ([3], p.4).
Pela definição de ∆n, quando maior o n, mais “carregada"torna-se
a escrita de ∆n(c), qualquer que seja c ∈ C. Para n = 2, temos que
∆2(c) =
∑
c11 ⊗ c12 ⊗ c2 =
∑
c1 ⊗ c21 ⊗ c22 =
∑






As igualdades acima são exatamente a comutatividade do primeiro
e segundo diagramas da definição de uma coálgebra.













é comutativo, em que T : A ⊗ A → A ⊗ A é função twist dada por
T (a⊗ b) = b⊗ a.
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Não é difícil ver que essa definição coincide com a noção clássica
de uma álgebra comutativa. Por dualização, definimos coálgebras co-
comutativas.
















!! C ⊗ C




2.1.2 Subcoálgebras e coálgebras quociente
Sejam A e B duas k-álgebras. Um morfismo de álgebras f : A→ B
é um morfismo de anéis e de k-espaços vetoriais tal que f(1A) = 1B.
Entretanto, ao definirmos morfismo de álgebras através de diagramas
comutativos (obviamente equivalente à definição clássica) motivamos a
definição de morfismo de coálgebras.
Definição 2.9 Sejam (A,MA, uA) e (B,MB, uB) duas k-álgebras. Uma

















Definição 2.10 Sejam (C,∆C , εC) e (D,∆D, εD) duas k-coálgebras.
Uma função k-linear f : C → D é um morfismo de coálgebras se os




























f(c1)⊗f(c2) = (f⊗f)(∆(c)), ∀c ∈ C.
Um subconjunto não vazio B de uma álgebra A é dito uma su-
bálgebra de A se B é um subanel e um submódulo de A. Portanto,
se (A,M, u) é uma k-álgebra então M(B ⊗ B) ⊆ B. “Dualizando",
obtemos a próxima definição.
Definição 2.11 Seja (C,∆, ε) uma coálgebra. Um k-subespaço D de
C é dito uma subcoálgebra se ∆(D) ⊆ D ⊗D.
Claramente, (D,∆D, εD) é uma coálgebra, com ∆D = ∆|D e εD =
ε|D. Ainda nesta idéia de dualização, definimos um coideal à esquerda
(à direita) e um coideal de uma coálgebra C.
Definição 2.12 Sejam (C,∆, ε) uma coálgebra e I um k-subespaço de
C. Então I é dito
(i) um coideal à esquerda (à direita) se ∆(I) ⊆ C⊗I (∆(I) ⊆ I⊗C);
(ii) um coideal se ∆(I) ⊆ I ⊗ C + C ⊗ I e ε(I) = 0.
Diferentemente do que ocorre com ideais em uma álgebra, um coi-
deal não é necessariamente um coideal à direita e à esquerda. Conside-
rando o anel de polinômios k[X ] que é uma coálgebra com comultipli-
cação e counidade dadas por
∆(Xn) = (X ⊗ 1 + 1⊗X)n, ε(Xn) = 0 para n ≥ 1
∆(1) = 1⊗ 1 e ε(1) = 1.
Seja I = kX o k-subespaço de k[X ] gerado por X. Temos que
∆(I) = I ⊗ 1 + 1⊗ I e ε(I) = 0 e isto nos diz que I é um coideal, mas
I não é coideal à direita e nem à esquerda.
Observação 2.13 Seja C uma coálgebra. Então todo coideal à es-
querda e à direita é uma subcoálgebra. De fato, seja I um coideal à
esquerda e à direita de C. Então ∆(I) ⊆ (C ⊗ I)∩ (I ⊗C) = I ⊗ I, em
que a última igualdade segue de ([3], Lemma 1.4.5).
O próximo lema, cuja demonstração pode ser encontrada em ([3],
p.25), auxilia na prova da proposição abaixo.
Lema 2.14 Sejam f : V1 → V2 e g : W1 → W2 dois morfismos de
k-espaços vetoriais. Então Ker(f ⊗ g) = Kerf ⊗W1 + V1 ⊗Kerg.
19
Proposição 2.15 Seja f : C → D um morfismo de coálgebras. Então
Imf é uma subcoálgebra de D e Kerf é um coideal de C.
Demonstração: Como f é morfismo de coálgebras, então (f⊗f)∆C =











Logo, ∆D(Imf) = ∆D(f(C)) = (∆Df)(C) = (f ⊗ f)∆C(C) ⊆
(f ⊗ f)(C ⊗ C) = f(C) ⊗ f(C) = Imf ⊗ Imf , ou seja, ∆D(Imf) ⊆
Imf ⊗ Imf . Assim, Imf é uma subcoálgebra de D.
Mostremos agora que Kerf é um coideal de C. É claro que (∆Df)
(Kerf) = 0. Como f é morfismo de coálgebras, (f⊗f)∆C(Kerf) = 0.
Logo,
∆C(Kerf) ⊆ Ker(f ⊗ f) = Kerf ⊗ C + C ⊗Kerf.
A última igualdade segue do Lema 2.14. Como εC = εDf , segue que
εC(Kerf) = εDf(Kerf) = 0. Portanto, Kerf é um coideal de C.
Teorema 2.16 Sejam C uma coálgebra, I um coideal e pi : C → C/I
a projeção canônica de espaços vetoriais. Então as afirmações abaixo
são válidas.
(i) Existe uma única estrutura de coálgebra sobre C/I, chamada
coálgebra quociente, tal que pi é um morfismo de coálgebras.
(ii) Se f : C → D é um morfismo de coálgebras tal que I ⊆ Kerf ,
então existe um único morfismo de coálgebras f¯ : C/I → D tal que
f¯pi = f .
Demonstração: (i) Como I é um coideal, (pi ⊗ pi)∆(I) ⊆ (pi ⊗ pi)(I ⊗
C + C ⊗ I) = 0. Logo, existe uma única função k-linear ∆¯ : C/I →
















!! C/I ⊗ C/I
é um diagrama comutativo. Temos que ∆¯(c¯) =
∑
c¯1 ⊗ c¯2, em que
c¯ = pi(c). Não é difícil ver que
(∆¯⊗ I)∆¯(c¯) = (I ⊗ ∆¯)∆¯(c¯) =
∑
c¯1 ⊗ c¯2 ⊗ c¯3.
Portanto, ∆¯ é coassociativa. Além disso, como ε(I) = 0, existe uma





















ε(c1)c2) = pi(c) = c¯.
Analogamente,
∑
c¯1ε¯(c¯2) = c¯. Portanto, (C/I, ∆¯, ε¯) é uma coál-
gebra. A comutatividade dos diagramas acima mostram também que
pi : C → C/I é um morfismo de coálgebras.
(ii) Se f : C → D é um morfismo de coálgebras tal que I ⊆ Kerf ,
existe uma única função k-linear f¯ : C/I → D tal que f¯pi = f, ou seja,
f¯(c¯) = f(c), para qualquer c ∈ C. Assim,
(∆Df¯)(c¯) = ∆D(f¯(c¯)) = ∆D(f(c)) = (∆Df)(c)
(∗)
= (f ⊗ f)∆C(c)
= (f ⊗ f)(
∑





f¯(c¯1)⊗ f¯(c¯2) = (f¯ ⊗ f¯)(
∑
c¯1 ⊗ c¯2)
= (f¯ ⊗ f¯)(∆¯(c¯)) e
εDf¯(c¯) = εD(f(c))
(∗∗)
= εC(c) = ε¯(c¯),
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as igualdades (∗) e (∗∗) seguem do fato de que f é morfismo de coálge-
bras. Logo, f¯ é morfismo de coálgebras.
Corolário 2.17 (Teorema do isomorfismo para coálgebras) Seja
f : C → D um morfismo de coálgebras. Então f¯ : C/Kerf → Imf é
um isomorfismo de coálgebras.
2.1.3 A álgebra dual
O principal objetivo desta seção é mostrar que a toda coálgebra
C está associada uma álgebra dual. Uma das importâncias do lema
seguinte é que, através dele, conseguimos introduzir uma “multiplica-
ção"no espaço vetorial dual de C, o que nos possibilita dar a este espaço
uma estrutura de álgebra.
No que segue, dados V e U k-espaços vetoriais, denotamos por
Hom(V, U) = {f : V → U : f é k-linear }. Para o caso particular em
que U = k, denotamos por V ∗ = Hom(V, k), o k-espaço vetorial dual
de V. Ainda, se V = C e U = k, temos C∗ = Hom(C, k), o k-espaço
vetorial dual da coálgebra C. É neste espaço que queremos introduzir
uma multiplicação.
Lema 2.18 ([3], Lemma 1.3.2) Sejam k um corpo, V , W e U k-espaços
vetoriais. Definimos as seguintes funções k-lineares
φ : V ∗ ⊗ U −→ Hom(V, U)
f ⊗ u 1−→ φ(f ⊗ u) : V −→ U
v 1−→ f(v)u
φ′ : Hom(V,W ∗) −→ (V ⊗W )∗
g 1−→ φ′(g) : V ⊗W −→ k
v ⊗ w 1−→ g(v)(w)
ρ : V ∗ ⊗W ∗ −→ (V ⊗W )∗
f ⊗ g 1−→ ρ(f ⊗ g) : V ⊗W −→ k
v ⊗ w 1−→ f(v)g(w).
Então são válidas as afirmações:
(i) φ é injetora. Além disso, se U (ou V ) tem dimensão finita,
então φ é um isomorfismo de k-espaços vetoriais;
(ii) φ′ é um isomorfismo de k-espaços vetoriais;
(iii) ρ é injetora. Além disso, se W (ou V ) tem dimensão finita,
então ρ é um isomorfismo de k-espaços vetoriais.
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Lembramos que, para quaisquer V e W dois k-espaços vetoriais e
λ : V → W k-linear, podemos definir λ∗ : W ∗ → V ∗ por λ∗(f) = fλ,
para todo f ∈W ∗.
Seja (C,∆, ε) uma coálgebra. Queremos introduzir em C∗ uma es-
trutura de álgebra. Para isso, precisamos definir funções M : C∗⊗C∗ →
C∗ e u : k → C∗ k-lineares que satisfaçam os axiomas da definição de
álgebra. Definimos
M = ∆∗ρ : C∗⊗C∗ ρ−→ (C⊗C)∗ ∆∗−→ C∗ e u = ε∗ψ : k ψ−→ k∗ ε∗−→ C∗
em que ψ : k → k∗ é o isomorfismo dado por ψ(α)(β) = αβ, para
quaisquer α,β ∈ k. Para todo α ∈ k e c ∈ C, temos que u(α)(c) =
((ε∗ψ)(α))(c) = ε∗(ψ(α))(c) = (ψ(α)ε)(c) = ψ(α)(ε(c)) = αε(c). Em
particular, se α = 1 então u(1) = ε. Observemos que M e u são k-
lineares, pois ∆∗, ρ, ε∗ e ψ o são.
Proposição 2.19 (C∗,M, u) é uma k-álgebra.
Demonstração: Mostremos que os diagramas abaixo comutam






C∗ ⊗ C∗ M !! C∗













Sejam f, g, h ∈ C∗. Denotando M(f ⊗ g) por f ∗ g, temos que
(f ∗ g)(c) = M(f ⊗ g)(c) = (∆∗ρ)(f ⊗ g)(c) = (∆∗(ρ(f ⊗ g)))(c)
= (ρ(f ⊗ g)∆)(c) = ρ(f ⊗ g)(∆(c))
= ρ(f ⊗ g)(∑ c1 ⊗ c2) =∑ f(c1)g(c2).
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Daí, para todo c ∈ C, segue que













Logo, (f ∗ g) ∗ h = f ∗ (g ∗ h) e a operação ∗ é associativa o que é
equivalente a dizermos que o diagrama 1) é comutativo.
Resta provarmos a comutatividade do diagrama 2). Consideremos
ϕ : C∗ → C∗ ⊗ k o k-isomorfismo dado por ϕ(f) = f ⊗ 1 e ϕ′ : C∗ →
k⊗C∗ o k-isomorfismo dado por ϕ′(f) = 1⊗f. Daí, para todo f ∈ C∗,
(M(u⊗ I)ϕ′(f))(c) = (M(u⊗ I)(1 ⊗ f))(c) = (M(u(1)⊗ f))(c)








Logo, u(1)∗f = f. Analogamente, f∗u(1) = f. Portanto, o diagrama
2) comuta, o que é equivalente a dizermos que u(1) = ε é a unidade de
C∗.
A álgebra (C∗,M, u) construída acima é dita a álgebra dual da co-
álgebra C. A multiplicação ∗ de C∗ é chamada produto de convolução.
Exemplo 2.20 Consideremos C a coálgebra vista no Exemplo 2.5. A




e a unidade u : k → C∗, u(α)(cn) = αδ0,n, para quaisquer f, g ∈ C∗,α ∈
k e n ∈ N.
Mostremos que




é um isomorfismo de álgebras, em que k[[X ]] é a álgebra das séries de
potência formal.
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Claramente, φ é bijetora e k-linear. Além disso,
φ(f ∗ g) = ∑
n∈N




















Logo, φ é um isomorfismo de k-álgebras.
Pelo que fizemos acima, à toda coálgebra C, o espaço vetorial dual
C∗ é uma álgebra. Surge, naturalmente, a pergunta: dada uma álgebra
(A,M, u), o seu espaço vetorial dual A∗ é uma coálgebra? A resposta
é sim se A é finito dimensional. Neste caso, ρ : A∗ ⊗ A∗ → (A ⊗ A)∗
é bijetora e daí, podemos definir ∆ : A∗ → A∗ ⊗ A∗ e ε : A∗ → k,
respectivamente, por
∆ = ρ−1M∗ : A∗ M
∗−→ (A⊗A)∗ ρ
−1
−→ A∗⊗A∗ e ε = ϕu∗ : A∗ u∗−→ k∗ ϕ−→ k
em que ϕ : k∗ → k é o isomorfismo linear dado por ϕ(f) = f(1),
para todo f ∈ k∗. Mediante tais definições segue que (A∗,∆, ε) é uma
coálgebra.
Caso A possua dimensão infinita, podemos dar uma estrutura de
coálgebra a um subespaço vetorial de A∗, chamado dual finito de A,
que é denotado por A◦. Porém, não abordamos tal caso aqui e o leitor
interessado pode consultar ([3], p.33).
Denotamos por k-Cog a categoria das k-coálgebras. Queremos mos-
trar que esta categoria possui coproduto, mas antes apresentamos a
definição de produto e coproduto em uma categoria.
Sejam C uma categoria e {Mi}i∈I uma família de objetos em C. Um
produto desta família é um objeto em C, que denotamos por ∏i∈I Mi,
juntamente com uma família de morfismos {pii}i∈I , pij :∏i∈I Mi →Mj
para todo j ∈ I de modo que, para qualquer objeto M em C e qualquer
família de morfismos {fi}i∈I , fj : M → Mj para cada j ∈ I, existe
um único morfismo f : M → ∏i∈I Mi tal que pijf = fj, ∀j ∈ I. O
diagrama abaixo ilustra tal situação∏
i∈I









Existindo tal produto, este é único a menos de isomorfismo. A
dualização desta definição nos dá a definição de um coproduto de uma
família de objetos {Mi}i∈I em C, denotado por
∐
i∈I




Mi é um objeto em C juntamente com uma família de
morfismos {qi}i∈I , qj : Mj → ∐
i∈I
Mi para cada j ∈ I de maneira que,
para qualquer objeto M em C e qualquer família {fi}i∈I de morfismos,
fj : Mj → M para cada j ∈ I, existe um único morfismo f : ∐
i∈I
Mi →
















Proposição 2.21 A categoria k-Cog tem coproduto.
Demonstração: Seja {Ci}i∈I uma família de k-coálgebras. Temos que⊕
i∈I Ci é um k-espaço vetorial e um elemento qualquer c ∈
⊕
i∈I Ci
é da forma c = {ci}i∈I em que a família {ci}i∈I é quase-nula e cada
ci ∈ Ci. Para todo j ∈ I, consideremos qj : Cj →⊕i∈I Ci as inclusões
naturais e ∆j a comultiplicação de Cj . Claramente, para cada j ∈ I, a
aplicação (qj ⊗ qj)∆j é k-linear e portanto, existe uma única aplicação
k-linear ∆ :
⊕
i∈I Ci → (
⊕
i∈I Ci) ⊗ (
⊕
























Igualmente, existe uma única aplicação k-linear ε :
⊕
i∈I
Ci → k tal
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i∈I Ci.Afirmamos que (C,∆, ε) é uma k-coálgebra.
Notemos que dado c ∈ C, então c = {ci}i∈I é uma família quase-nula
e podemos considerar F ⊆ I um conjunto finito tal que ci &= 0, ∀i ∈
F . Para cada j ∈ I, cj é naturalmente mergulhado em C da forma
qj(cj) = {xi}i∈I em que xi = 0, ∀i &= j e xj = cj ( isto é, qj(cj) é uma
família quase-nula tal que todos os elementos da família são nulos, ex-
ceto possivelmente, o elemento cj). Logo, c = {ci}i∈I = ∑i∈F qi(ci) e
como ∆ é k-linear, basta mostrarmos a comutatividade dos diagramas
para elementos de C da forma qj(cj). Pela comutatividade do diagrama
1), temos que














= (qj ⊗ qj ⊗ qj)(
∑
((cj)1)1 ⊗ ((cj)1)2 ⊗ (cj)2)
= (qj ⊗ qj ⊗ qj)(
∑
(cj)1 ⊗ (cj)2 ⊗ (cj)3)
=
∑
qj((cj)1)⊗ qj((cj)2)⊗ qj((cj)3) e











= (qj ⊗ qj ⊗ qj)(
∑
(cj)1 ⊗ ((cj)2)1 ⊗ ((cj)2)2)
= (qj ⊗ qj ⊗ qj)(
∑




Portanto, (∆⊗I)∆ = (I⊗∆)∆. Agora, considerando o isomorfismo
canônico ψ : k ⊗ C → C temos que

















a igualdade (∗) vem da comutatividade do diagrama 2). Analogamente,




Ci é uma k-coálgebra.
Notemos que, para cada j ∈ I, a inclusão natural qj : Cj → C é
morfismo de k-coálgebras, isto segue da comutatividade dos diagramas
1) e 2). Resta verificarmos que C =
⊕
i∈I
Ci é o coproduto da família
{Ci}i∈I na categoria k-Cog.
Sejam D uma k-coálgebra e {fi}i∈I uma família de morfismos de
k-coálgebras, fj : Cj → D, ∀j ∈ I. Logo, existe uma única aplicação













Vejamos que f é morfismo de k-coálgebras. De fato,
(∆Df)(qj(cj)) = (∆Dfqj)(cj) = (∆Dfj)(c).
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Por outro lado,
(f ⊗ f)∆(qj(cj)) = (f ⊗ f)∆qj(cj)
= (f ⊗ f)(qj ⊗ qj)∆j(cj)
= (fqj ⊗ fqj)∆j(cj)
= (fj ⊗ fj)∆j(cj).
Como fj é morfismo de k-coálgebras para cada j ∈ I, então∆Dfj =
(fj ⊗ fj)∆j e assim, ∆Df = (f ⊗ f)∆. Temos ainda que
(εDf)(qj(cj)) = (εDfqj)(cj) = (εDfj)(cj)
(∗)
= εj(cj)
= (εqj)(cj) = ε(qj(cj)),
a igualdade (∗) segue do fato de que fj é morfismo de k-coálgebras.
Logo, εDf = ε e daí, f é morfismo de k-coálgebras.
2.2 Comódulos
Na seção anterior, apresentamos as coálgebras como objetos duais
das álgebras. Agora, partimos para a dualização da estrutura módulo.
Um comódulo sobre uma coálgebra é uma noção dual à de um módulo
sobre uma álgebra. Depois de provarmos alguns resultados sobre comó-
dulos, introduzimos a definição de C∗-módulos racionais. O principal
resultado desta seção é o isomorfismo entre a categoria dos comódulos à
direita sobre uma coálgebra C e a categoria dos C∗-módulos à esquerda
racionais.
2.2.1 Definições e exemplos
Definição 2.22 Seja (A,M, u) uma k-álgebra. Um A-módulo à es-
querda é um par (X,µ), em que X é um k-espaço vetorial e µ : A⊗X →






















Nos diagramas acima, não indicamos precisamente quais são as iden-
tidades I em cada caso, exatamente como fizemos na seção anterior.
A definição de A-módulo à direita é análoga, diferindo apenas na
definição da função µ que seria agora µ : X ⊗A→ X .
Na definição de A-módulo, partimos de um k-espaço vetorial e de
uma k-álgebra dados e, essencialmente, definimos uma operação que
relaciona as duas estruturas. Para a dualização, também partimos de
um espaço vetorial, mas agora usando uma coálgebra no lugar de uma
álgebra, o que está no espírito da idéia de dualização, já que coálgebra
é uma noção dual de uma álgebra.
Definição 2.23 Seja (C,∆, ε) uma k-coálgebra. Um C-comódulo à
direita (ou um comódulo à direita sobre C) é um par (M, ρ), em que M
é um k-espaço vetorial e ρ : M →M ⊗C é um morfismo de k-espaços






















A comutatividade dos diagramas acima nos diz que (I ⊗ ∆)ρ =
(ρ⊗ I)ρ e que (I ⊗ ε)ρ é o isomorfismo linear canônico.
Analogamente, definimos um C-comódulo à esquerda (ou um co-
módulo à esquerda sobre C), considerando o morfismo de k-espaços
vetoriais ρ′ : M → C ⊗M e a comutatividade de ambos os diagramas,
observando mudanças devido à ρ′.
Assim como no caso das coálgebras, também temos uma notação de
Sweedler para comódulos. Dado m ∈ M , escrevemos ρ(m) = ∑m0 ⊗
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m1, em que m0 ∈M e m1 ∈ C.










m0 ε(m1) = m.
Exemplo 2.24 Toda coálgebra (C,∆, ε) é um C-comódulo à direita
e à esquerda, com a aplicação de estrutura dada por ∆. De fato, o
primeiro diagrama é exatamente o diagrama da comultiplicação da co-
álgebra (substituindo ρ por ∆). O segundo diagrama é um dos lados
do diagrama da counidade da coálgebra.
Exemplo 2.25 Sejam (C,∆, ε) uma k-coálgebra e X um k-espaço ve-
torial. Então X ⊗ C é um C-comódulo à direita, com a aplicação de
estrutura ρ : X ⊗ C → X ⊗ C ⊗ C dada por ρ = I ⊗∆. Verifiquemos




I⊗∆ !! X ⊗ C ⊗ C
IX⊗C⊗∆
""
X ⊗ C ⊗ C I⊗∆⊗I !! X ⊗ C ⊗ C ⊗ C.
De fato, sejam x ∈ X e c ∈ C. Então
(I ⊗∆⊗ I)(I ⊗∆)(x ⊗ c) = (I ⊗∆⊗ I)(x⊗∆(c))








x⊗ c11 ⊗ c12 ⊗ c2
=
∑
x⊗ c1 ⊗ c2 ⊗ c3.
Por outro lado,
(IX⊗C ⊗∆)(I ⊗∆)(x ⊗ c) = (IX⊗C ⊗∆)(x ⊗∆(c))












x⊗ c1 ⊗ c21 ⊗ c22
=
∑
x⊗ c1 ⊗ c2 ⊗ c3.
Logo, o primeiro diagrama é comutativo. Resta mostrarmos a co-










X ⊗ C ⊗ k




(IX⊗C ⊗ ε)(I ⊗∆)(x⊗ c) = (IX⊗C ⊗ ε)(x⊗ (
∑
c1 ⊗ c2))
= (IX⊗C ⊗ ε)(
∑
x⊗ c1 ⊗ c2)
=
∑
(IX⊗C ⊗ ε)(x⊗ c1 ⊗ c2)
=
∑







= x⊗ c⊗ 1
= ψ(x⊗ c).
Lembramos a definição de morfismos entre dois A-módulos via dia-
gramas e abaixo apresentamos a versão dual, ou seja, morfismos entre
dois C-comódulos.
Definição 2.26 Sejam A uma k-álgebra, (X, ν) e (Y, µ) dois A-módulos
à esquerda. Uma aplicação k-linear f : X → Y é dita um morfismo de











Definição 2.27 Sejam C uma k-coálgebra, (M, ρ) e (N,φ) dois C-
comódulos à direita. Uma função k-linear g : M → N é dita um










!! N ⊗ C.




g(m0)⊗m1, para todom ∈M.
Os C-comódulos à direita com os morfismos definidos como acima
determinam uma categoria, chamada categoria dos C-comódulos à di-
reita, denotada por MC . Analogamente, temos a categoria dos C-
comódulos à esquerda que é denotada por CM.
2.2.2 Subcomódulos e comódulos quociente
Nesta seção, definimos subcomódulos e comódulos quociente. De-
senvolvemos algumas propriedades sobre os mesmos. Embora, conside-
ramos C-comódulos à direita sobre C, todas as definições e resultados
valem para C-comódulos à esquerda.
Definição 2.28 Seja (M, ρ) um C-comódulo à direita. Um k-subespaço
vetorial N de M é dito um C-subcomódulo à direita se ρ(N) ⊆ N ⊗C.
Seja (C,∆, ε) uma coálgebra. Notemos que I é um C-subcomódulo
à direita de C se, e somente se, I é um coideal à direita da coálgebra
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C. De fato, como (C,∆) é a estrutura de C-comódulo da coálgebra C e
sendo I um C-subcomódulo à direita de C, então ∆(I) ⊆ I ⊗C. Logo,
I é coideal à direita da coálgebra C. Obviamente, se I é um coideal à
direita de C, então (I,∆) é um C-subcomódulo à direita de C.
Sejam (M, ρ) um C-comódulo à direita e N um C-subcomódulo de
M. Então M/N é o k-espaço vetorial quociente e pi : M → M/N , a
projeção canônica, pi(m) = m para todo m ∈M, é obviamente k-linear.
Proposição 2.29 Sejam (M, ρ) um C-comódulo à direita e N um C-
subcomódulo. Então existe uma única estrutura de C-comódulo à direita
em M/N tal que pi : M →M/N é um morfismo de comódulos.
Demonstração: Temos que (pi⊗ I)ρ(N) ⊆ (pi⊗ I)(N ⊗C) ⊆ pi(N)⊗
C = 0, pois pi(N) = 0. Logo, N ⊆ Ker((pi ⊗ I)ρ). Portanto, existe um












M ⊗ C pi⊗I !! (M/N)⊗ C
é comutativo, isto é, ρ¯pi = (pi ⊗ I)ρ. Daí, para qualquer m ∈M , segue
que










m0 ⊗m1. Afirmamos que (M/N, ρ¯) é um C-
comódulo à direita. Precisamos mostrar que (I ⊗∆)ρ¯ = (ρ¯ ⊗ I)ρ¯. De
fato, seja m ∈M/N. Então








m0 ⊗m1 ⊗m2 e
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Logo, (I ⊗ ∆)ρ¯ = (ρ¯ ⊗ I)ρ¯, como queríamos. O fato de que o
diagrama acima é comutativo nos diz que pi : M →M/N é um morfismo
de comódulos.
O comódulo M/N com a estrutura dada acima é chamado comódulo
quociente de M com respeito ao subcomódulo N.
Proposição 2.30 Sejam M e N dois C-comódulos à direita e f : M →
N um morfismo de comódulos. Então Imf é um C-subcomódulo de N
e Kerf é um C-subcomódulo de M .
Demonstração: Sejam ρM : M → M ⊗ C e ρN : N → N ⊗ C as
respectivas aplicações de estrutura dos dois C-comódulos. Como f é um
morfismo de comódulos, temos que (f ⊗ I)ρM (Kerf) = ρNf(Kerf) =
0. Logo, ρM (Kerf) ⊆ Ker(f ⊗ I) = Kerf ⊗ C, esta última igualdade
decorre do Lema 2.14. Assim, Kerf é um subcomódulo de M .
Por outro lado, ρN(Imf) = ρN (f(M)) = (ρNf)(M) = (f⊗I)ρM (M) ⊆
Imf ⊗ C e portanto, Imf é um subcomódulo de N .
Teorema 2.31 (Teorema do isomorfismo para comódulos) Sejam
f : M → N um morfismo de C-comódulos à direita, pi : M →M/Kerf
e i : Imf → N , a projeção e a inclusão canônicas, respectivamente.
Então existe um único isomorfismo de C-comódulos f¯ : M/Kerf →










Demonstração: Pelo teorema do isomorfismo de espaços vetoriais,
existe uma única função k-linear f¯ : M/Kerf → Imf tal que f¯(m) =
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f(m), isto é, (if¯pi)(m) = f(m), ∀m ∈ M . Claramente, f¯ é um isomor-
fismo de k-espaços vetoriais. Para provarmos o teorema, precisamos
verificar que f¯ é um morfismo de comódulos.
Sejam ω : M/Kerf → (M/Kerf) ⊗ C e ϑ : Imf → Imf ⊗ C as









(M/Kerf)⊗ C f¯⊗I !! Imf ⊗ C.
Temos que










= ϑ(f(m)) = (ϑf¯)(m),
a igualdade (∗) segue do fato de que f é um morfismo de comódulos.
Logo, (f¯⊗I)ω = ϑf¯ , ou seja, f¯ é um morfismo de comódulos à direita.
2.2.3 Módulos racionais
Sejam C uma coálgebra e C∗ a sua álgebra dual. Consideremos
M um k-espaço vetorial e ω : M → M ⊗ C uma aplicação k-linear.
Definimos ψω : C∗ ⊗M →M por
ψω : C∗⊗M IC∗⊗ω−→ C∗⊗M⊗C IC∗⊗T−→ C∗⊗C⊗M γ⊗IM−→ k⊗M φ−→M,
isto é, ψω = φ(γ ⊗ IM )(IC∗ ⊗ T )(IC∗ ⊗ ω), em que φ : k ⊗M → M
é o isomorfismo canônico, T : M ⊗ C → C ⊗ M é a função twist,
T (m ⊗ c) = c ⊗ m e γ : C∗ ⊗ C → k é dada por γ(f ⊗ c) = f(c).
Claramente, ψω é k-linear e para quaisquer m ∈ M e f ∈ C∗, temos
que
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ψω(f ⊗m) = φ(γ ⊗ IM )(IC∗ ⊗ T )(IC∗ ⊗ ω)(f ⊗m)
= φ(γ ⊗ IM )(IC∗ ⊗ T )(f ⊗ (∑
i
mi ⊗ ci))
= φ(γ ⊗ IM )(f ⊗ (∑
i
ci ⊗mi))
= φ(γ ⊗ IM )(∑
i







Portanto, para ω(m) =
∑
i
mi⊗ci, temos que ψω(f⊗m) =∑
i
f(ci)mi.
Proposição 2.32 Com as notações do parágrafo anterior, (M,ω) é
um C-comódulo à direita se, e somente se, (M,ψω) é um C∗-módulo à
esquerda.
Demonstração: (⇒) Suponhamos que (M,ω) seja um C-comódulo à
direita. Sejam f ∈ C∗ e m ∈ M. Denotamos a ação de C∗ em M por
f ·m = ψω(f ⊗m) =∑ f(m1)m0, em que ω(m) =∑m0 ⊗m1.
Temos que 1C∗ ·m = ε ·m =∑ ε(m1)m0 = m, pela comutatividade
do segundo diagrama da definição de comódulo.
Agora, sejam f, g ∈ C∗ e m ∈M . Então















(f ∗ g)(m1)m0 = (f ∗ g) ·m.
É claro, pela linearidade de ψω, que (f + g) · m = f · m + g · m e
que f · (m1 +m2) = f ·m1 + f ·m2. Logo, (M,ψω) é um C∗-módulo à
esquerda.
(⇐) Suponhamos que (M,ψω) seja um C∗-módulo à esquerda. Pre-
cisamos mostrar que (M,ω) é um C-comódulo à direita. Escrevemos
ω(m) =
∑
m0 ⊗m1, com m0 ∈ M e m1 ∈ C. Como ε ·m = m, segue
que
∑
ε(m1)m0 = m e daí,
ϕ−1(I ⊗ ε)ω(m) = ϕ−1(I ⊗ ε)(
∑









ϕ−1 é o isomorfismo (canônico) inverso de ϕ : M →M ⊗ k. Isto prova
a comutatividade do segundo diagrama da definição de comódulo.
Resta provarmos que (ω⊗ I)ω = (I⊗∆)ω. Para isso, consideramos
o isomorfismo canônico φ : M ⊗ k ⊗ k → M e usamos o fato de que
(f ∗ g) ·m = f · (g ·m), que ocorre devido à hipótese de (M,ψω) ser um
C∗-módulo à esquerda. Temos que
(f ∗ g) ·m =
∑


























= (f ∗ g) ·m.
Logo, (f ∗ g) ·m = φ(I ⊗ f ⊗ g)(I ⊗∆)ω(m). Agora,








φ(I ⊗ f ⊗ g)(ω ⊗ I)ω(m) = φ(I ⊗ f ⊗ g)(ω ⊗ I)(
∑
m0 ⊗m1)
= φ(I ⊗ f ⊗ g)(
∑
m00 ⊗m01 ⊗m1)






Assim, f · (g ·m) = φ(I⊗f⊗g)(ω⊗I)ω(m). Mas, como f · (g ·m) =
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(f ∗g)·m, segue que φ(I⊗f⊗g)(ω⊗I)ω(m) = φ(I⊗f⊗g)(I⊗∆)ω(m).
Pela injetividade de φ, temos que (I ⊗ f ⊗ g)(ω ⊗ I)ω(m) = (I ⊗ f ⊗
g)(I ⊗∆)ω(m).
Seja y = (ω ⊗ I)ω(m) − (I ⊗∆)ω(m). O resultado fica provado se
mostrarmos que y = 0. Claramente, (I ⊗ f ⊗ g)(y) = 0, para quaisquer
f, g ∈ C∗.
Seja {ei}i∈I uma base de C. Como y ∈ M ⊗ C ⊗ C, então y =∑
i,j mij ⊗ ei ⊗ ej, com m′ijs em M . Consideremos, para cada i ∈ I, a
função fi : C → k, dada por fi(ej) = δi,j (estendida por linearidade).
Para cada i0, j0 fixados, temos que
(I ⊗ fi0 ⊗ fj0)(y) = (I ⊗ fi0 ⊗ fj0)(
∑
i,j




mij ⊗ fi0(ei)⊗ fj0(ej)
= mi0j0 ⊗ 1k ⊗ 1k.
Aplicando φ à (I ⊗ fi0 ⊗ fj0)(y), segue que mi0j0 = 0. Mas i0 e j0,
embora fixados, são arbitrários. Logo, mij = 0 e assim, y = 0.
No que segue agora, são definidas algumas outras funções k-lineares
que motivam a definição de C∗-módulos racionais. Seja (M,ψM ) um
C∗-módulo à esquerda. Definimos
ρM : M → Hom(C∗,M), ρM (m)(f) = f ·m = ψM (f⊗m),m ∈M, f ∈ C∗.
Sejam j : C → C∗∗ a inclusão canônica, dada por j(c)(f) = f(c),
c ∈ C, f ∈ C∗ e
hM : M ⊗ C∗∗ T−→ C∗∗ ⊗M φ−→ Hom(C∗,M)
e pela definição, hM (m⊗g)(f) = g(f)m, para qualquer m ∈M, g ∈ C∗∗
e f ∈ C∗. Observemos que hM é injetora, pois T é um isomorfismo de
k-espaços vetoriais e φ é injetora, pelo Lema 2.18. Seguindo portanto,
que a função
µM : M ⊗ C → Hom(C∗,M) dada por µM = hM (I ⊗ j)
é injetora e é claro, pela definição da mesma, que
µM (m⊗ c)(f) = hM (I ⊗ j)(m⊗ c)(f) = hM (m⊗ j(c))(f)
= j(c)(f)m = f(c)m,
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para quaisquer c ∈ C, f ∈ C∗ e m ∈M .
Definição 2.33 Um C∗-módulo à esquerda M é dito um módulo raci-
onal se
ρM (M) ⊆ µM (M ⊗ C).
Podemos definir similarmente um C∗-módulo à direita racional con-
siderando (M,ψM ) acima um C∗-módulo à direita e alterando conve-
nientemente as funções k-lineares dadas anteriormente.
Podemos enunciar a definição acima equivalentemente como
Proposição 2.34 M é um C∗-módulo à esquerda racional se, e so-
mente se, para todo m ∈M existem duas famílias finitas {mi}i ⊆M e
{ci}i ⊆ C tais que f ·m =
∑
i
f(ci)mi, para todo f ∈ C∗.
Demonstração: (⇒) Por hipótese, ρM (M) ⊆ µM (M ⊗ C), isto é,




mi⊗ci) e isto nos diz que f ·m =
∑
i
f(ci)mi, para todo f ∈ C∗.
(⇐) Se, dado m ∈M, existem famílias finitas {mi}i ⊆M e {ci}i ⊆
C tais que f · m =∑
i




mi ⊗ ci))(f), ∀f ∈ C∗. Logo, ρM (M) ⊆ µM (M ⊗C), isto é, M
é um C∗-módulo à esquerda racional.
Exemplo 2.35 Seja C uma coálgebra de dimensão finita. Então C∗ é
um C∗-módulo à esquerda racional.
De fato, como C tem dimensão finita, a aplicação j : C → C∗∗
dada por j(c)(f) = f(c), com c ∈ C e f ∈ C∗, é um isomorfismo de
coálgebras veja ([3], p.22). A função
hC∗ : C∗ ⊗ C∗∗ T−→ C∗∗ ⊗ C∗ φ−→ Hom(C∗, C∗)
é um isomorfismo, pois neste caso, φ é um isomorfismo k-linear, veja
Lema 2.18.
Logo, µC∗(C∗⊗C) = Hom(C∗, C∗) e portanto, ρC∗(C∗) ⊆ Hom(C∗,
C∗) = µC∗(C∗ ⊗ C) e segue o resultado.
Denotamos a categoria dos C∗-módulos à esquerda racionais por
Rat(C∗M). Lembramos que a categoria dos C-comódulos à direita é
denotada por MC .
O teorema abaixo é fundamental para nosso trabalho, pois nos
permite tratar comódulos à direita sobre uma coálgebra C como C∗-
módulos à esquerda racionais e isto é interessante, pois trabalhamos
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naturalmente com a estrutura de C∗-módulos e via o isomorfismo, tra-
zemos os resultados para comódulos. Muitas vezes no trabalho tal re-
sultado será usado e isto ficará claro pelo contexto, sendo desnecessário
ficarmos nos remetendo a este toda vez que o utilizarmos.
Teorema 2.36 As categorias MC e Rat(C∗M) são isomorfas.
Demonstração: Seja (M,ω) um C-comódulo à direita. Pela Propo-
sição 2.32, (M,ψω) é um C∗-módulo à esquerda. Agora, seja m ∈ M .
Então ω(m) =
∑
m0 ⊗m1. Assim, para todo f ∈ C∗, ψω(f ⊗m) =
f · m = ∑ f(m1)m0 e, por definição, M é um C∗-módulo à esquerda
racional.
Sejam M e N dois C-comódulos à direita e f : M → N um morfismo
de comódulos. Mostremos que, considerando M e N como C∗-módulos,
f é morfismo de C∗-módulos. De fato, sejam m ∈M e g ∈ C∗. Então








g(f(m)1)f(m)0 = g · f(m),
a igualdade (∗) é devida ao fato de que f é morfismo de comódulos.
Assim, definimos um funtor T : MC → Rat(C∗M) por T (M,ω) =
(M,ψω) e T (f) = f .
Seja (M,ψ) um C∗-módulo à esquerda racional. Como µM : M ⊗
C → Hom(C∗,M) é injetora, então µ˜M : M ⊗C → µM (M ⊗C) é um
isomorfismo de espaços vetoriais. Definimos
ωψ : M →M ⊗ C por ωψ(m) = µ˜−1M (ρM (m)).
A função ωψ está bem definida, pois ρM (M) ⊆ µM (M ⊗ C) =
µ˜M (M⊗C). Dado m ∈M , se ωψ(m) =∑i mi⊗ci, então∑i f(ci)mi =
f ·m, ∀f ∈ C∗. De fato,
(µMωψ(m))(f) = (µM µ˜−1M ρM (m))(f) = ρM (m)(f) = f ·m.
Por outro lado, (µM (
∑
i mi ⊗ ci))(f) =
∑
i(µM (mi ⊗ ci))(f) =∑
i f(ci)mi. Segue o que queríamos.
Para mostrarmos que (M,ωψ) é um C-comódulo à direita, basta
provarmos que ψωψ = ψ. Se ocorre esta última igualdade, isto é,
(M,ψωψ) = (M,ψ) que é um C∗-módulo à esquerda segue, da Pro-
posição 2.32, que (M,ωψ) é um C-comódulo à direita.
Seja m ∈M. Então ωψ(m) =
∑
mi⊗ci. Daí, pelo que fizemos acima,∑




i f(ci)mi. Por outro lado, sendo ωψ(m) =
∑
i
mi ⊗ ci, temos




Portanto, ψωψ = ψ e assim, (M,ωψ) é um C-comódulo à direita.
Sejam (M,ψM ) e (N,ψN ) dois C∗-módulos à esquerda racionais
e f : M → N um morfismo de C∗-módulos. Mostremos que f :
(M,ωψM ) → (N,ωψN ) é um morfismo de C-comódulos à direita.
Seja m ∈ M e suponhamos que ωψM (m) =
∑
i
mi ⊗ ci. Queremos
mostrar que (f ⊗ I)ωψM = ωψN f . Para isso, vejamos que µN ((f ⊗
I)ωψM ) = µN (ωψN f) e o resultado segue devido à injetividade de µN .
Seja g ∈ C∗. Então




















= f(g ·m) e




= g · f(m)
Como f é um morfismo de módulos, temos que f(g ·m) = g · f(m).
Portanto, obtivemos o que queríamos, donde f é um morfismo de C-
comódulos. Construímos assim, um funtor S : Rat(C∗M) → MC tal
que S(M,ψ) = (M,ωψ) e S(f) = f .
Finalmente, mostremos que S ◦ T = IMC e que T ◦ S = IRat(C∗M).
Primeiramente, provemos que (S◦T )(M,ω) = (M,ω) e que (S◦T )(f) =
f . A última igualdade é óbvia, pois (S ◦ T )(f) = S(T (f)) = S(f) = f .
Resta provarmos que (S ◦ T )(M,ω) = (M,ωψω ) = (M,ω), em que
ωψω (m) = µ˜
−1
M (ρM (m)). Daí, para todo g ∈ C∗, temos que
µM (µ˜−1M (ρM (m)))(g) = ρM (m)(g) = g ·m e,
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por outro lado,







g(m1)m0 = ψω(g ⊗m) = g ·m.
Logo, µM (µ˜−1M (ρM (m))) = µM (ω(m)) e como µM é injetora, segue
que ωψω(m) = µ˜
−1
M (ρM (m)) = ω(m), para todo m ∈ M e portanto,
ω = ωψω . Logo, S ◦ T = IMC .
Analogamente, para mostrarmos que T ◦S = IRat(C∗M), é suficiente
provarmos que (T ◦ S)(M,ψ) = (M,ψωψ ) = (M,ψ), mas isto já foi
mostrado acima.
Provamos no próximo resultado que a categoria Rat(C∗M) é fe-
chada para submódu-los, módulos quociente e somas diretas. O te-
orema abaixo é, de fato, usado para mostrarmos que Rat(C∗M) =
σ[C∗C], veja Corolário 2.53. Na prova do que segue, consideramos C∗-
módulos à esquerda. No entanto, o mesmo é válido se considerássemos
C∗-módulos à direita.
Teorema 2.37 Seja C uma coálgebra. Então são válidas as afirma-
ções.
(i) Um submódulo cíclico de um C∗-módulo racional é finito-dimensional.
(ii) Se M é um C∗-módulo racional e N é um C∗-submódulo de M,
então N e M/N são C∗-módulos racionais.
(iii) Se (Mi)i∈I é uma família de C∗-módulos racionais, então
⊕
i∈I Mi
é um C∗-módulo racional.
Demonstração: Para esta demonstração, usamos a caracterização de
módulo racional dada na Proposição 2.34.
(i) Sejam M um C∗-módulo racional e C∗ · m o submódulo cí-
clico gerado por m ∈ M. Como M é racional, existem famílias fini-
tas {ci}i∈F ⊆ C e {mi}i∈F ⊆ M (F é um conjunto finito) tais que
f ·m =∑i∈F f(ci)mi, para todo f ∈ C∗. Logo, C∗ ·m está contido no
k-espaço vetorial gerado pela família {mi}i∈F . Portanto, C∗ · m tem
dimensão finita.
(ii) Seja n ∈ N. Então n ∈ M e como M é racional, temos que
ρM (n) ∈ µM (M ⊗ C), isto é, existem famílias finitas {ci}i∈F em C e
{mi}i∈F em M (F é um conjunto finito) e podemos considerar os c′is
linearmente independentes. Para cada j ∈ F, existe c∗j ∈ C∗ tal que
c∗j (ci) = δj,i (delta de Kronecker). Assim, para todo j ∈ F, c∗j · n =∑
c∗j (ci)mi = mj ∈ N, pois c∗j · n ∈ N (N é um C∗-submódulo de M).
Logo, {mi}i∈F ⊆ N e portanto, N é um C∗-módulo racional.
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Seja m ∈M/N. Como M é racional, existem famílias fnitas {mi}i∈F ⊆
M e {ci}i∈F ⊆ C (F é um conjunto finito) tais que f ·m =∑ f(ci)mi, ∀f ∈
C∗. Claramente, {mi}i∈F ⊆ M/N . Logo, para todo f ∈ C∗, f · m =
f ·m = ∑i∈F f(ci)mi = ∑i∈F f(ci)mi = ∑i∈F f(ci)mi e portanto,
M/N é um C∗-módulo racional.
(iii) Para cada j ∈ I, seja qj : Mj →⊕i∈I Mi a inclusão natural de
Mj em
⊕
i∈I Mi. Seja m ∈
⊕




em que F é um conjunto finito e cada qi(mi) é uma família quase-nula
tal que todos os elementos da família são nulos, exceto possivelmente,
o elemento mi.
Para cada mi ∈Mi com i ∈ F, existem famílias finitas {ciλ}λ∈Fi ⊆
C e {miλ}λ∈Fi ⊆ Mi (Fi é um conjunto finito) tais que f · m =∑
λ∈Fi f(ciλ)miλ, para todo f ∈ C∗. Então























e isto nos diz que
⊕
i∈I
Mi é um C∗-módulo racional.
Já vimos que uma coálgebra C é um C-comódulo à direita (à es-
querda) com aplicação de estrutura sendo a comultiplicação∆. Então C
é um C∗-módulo à esquerda (à direita) racional com a ação à esquerda
(à direita) dada por f · c =∑ f(c2)c1 (c · f =∑ f(c1)c2), para quais-
quer f ∈ C∗ e c ∈ C. Seguindo a notação de ([3], p.79), sempre que
nos referirmos à coálgebra C como C∗-módulo, vamos denotar a ação
à esquerda por f ⇀ c e a ação à direita por c ↼ f, respectivamente.
A próxima proposição será útil no Capítulo 4. Antes de enunciá-
la, lembramos que dado um anel (R,+, ·), o seu anel oposto Rop =
(R,+, ·op) em que r ·op s = s · r, para quaisquer r, s ∈ R. Recordamos
também que para um R-módulo à esquerda (à direita) M , denotamos
por End(RM) (End(MR)), o anel dos endomorfismos de M com as
operações + (soma pontual) e ◦ (composição de funções), mantemos
esta notação nos próximos capítulos.
Proposição 2.38 Seja (C,∆, ε) uma coálgebra. Então End(C∗C) +
(C∗)op e C∗ + End(CC∗) são isomorfismos de k-álgebras.
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Demonstração: Na prova deste teorema, como dissemos no início do
capítulo, mantemos a notação simplificada para composição de funções.
Para provarmos o primeiro isomorfismo, consideremos a aplicação
ψ : (C∗)op −→ End(C∗C)
f 1−→ ψ(f) : C −→ C
c 1−→ c ↼ f =∑ f(c1)c2
= (φ(f ⊗ I)∆)(c),
em que φ é o isomorfismo canônico k ⊗ C + C. Vejamos que ψ(f) ∈
End(C∗C). De fato, sejam c, d ∈ C e α ∈ k. É imediato que
ψ(f)(c + d) = ψ(f)(c) + ψ(f)(d) e que ψ(f)(αc) = α(ψ(f)(c)),
pois ψ(f) é a composta de funções k-lineares. Seja g ∈ C∗. Então












f(c1)g(c22)c21 = g ⇀
∑
f(c1)c2
= g ⇀ ψ(f)(c).
Verifiquemos agora que ψ é um morfismo de k-álgebras. Sejam
f, g ∈ (C∗)op e α ∈ k. Então


















= α(ψ(f)(c)) + ψ(g)(c)
= (αψ(f))(c) + ψ(g)(c)
= (αψ(f) + ψ(g))(c), ∀c ∈ C.
Logo, ψ(αf + g) = αψ(f) + ψ(g). A seguir, mostremos que ψ(f ∗op
g) = ψ(f) ◦ ψ(g). De fato,
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= ψ(f)(ψ(g)(c)) = (ψ(f) ◦ ψ(g))(c), ∀c ∈ C.
Agora, provemos que ψ(ε) = I. De fato, seja c ∈ C. Então
ψ(ε)(c) = c ↼ ε =
∑
ε(c1)c2 = c.
Portanto, ψ(ε) é a identidade em End(C∗C). Finalmente, mostre-
mos que a função
τ : End(C∗C) −→ (C∗)op
g 1−→ εg
é a inversa de ψ. De fato, sejam f ∈ (C∗)op e c ∈ C. Então











Logo, (τψ)(f) = f . Por outro lado, para quaisquer g ∈ End(C∗C)
e c ∈ C, temos que





ε(g(c1))c2 = φ(ε⊗ I)(
∑
g(c1)⊗ c2)
= (φ(ε ⊗ I)(g ⊗ I)∆)(c) (∗)= (φ(ε⊗ I)∆g)(c)
= (φ(ε ⊗ I)∆)(g(c)) = ψ(ε)(g(c)) (∗∗)= g(c),
em que a igualdade (∗), segue do fato de que g é um morfismo de C-
comódulos à direita, isto é, ∆g = (g⊗I)∆ e (∗∗) ocorre, pois ψ(ε) = I.
Portanto, (ψτ)(g) = g. Concluímos que ψ é um isomorfismo de k-
álgebras.
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Para o segundo isomorfismo consideremos a aplicação
ϕ : C∗ −→ End(CC∗)
f 1−→ ϕ(f) : C −→ C
c 1−→ f ⇀ c =∑ c1f(c2)
= (φ(I ⊗ f)∆)(c),
em que φ é o isomorfismo canônico C ⊗ k + C. A prova de que ϕ é um
isomorfismo de k-álgebras é semelhante à verificação feita para ψ.
2.2.4 Comódulos simples e comódulos injetivos
Nesta seção, apresentamos diversas definições e resultados auxiliares




em que Sβ é um C-comódulo à direita simples e E(Sβ) é a envoltó-
ria injetiva de Sβ na categoria dos C-comódulos à direita, para cada
β ∈ I. Mostramos também outros resultados importantes como, por
exemplo, Rat(C∗M) = σ[C∗C]. Definimos módulos cogeradores e auto-
cogeradores, noções estas importantes para os próximos capítulos.
Alertamos o leitor para o fato de que (C,∆, ε), ou simplesmente C,
é sempre uma coálgebra. Respeitamos a notação do Capítulo 1, escre-
vendo C(I) =
⊕
i∈I Ci com Ci = C, ∀i ∈ I, que é a soma direta do
C∗-módulo C (ou C-comódulo C). Aqui, fazemos todas as definições
e resultados para comódulos à direita, mas estes são inteiramente aná-
logos para comódulos à esquerda. Começamos definindo um comódulo
livre.
Definição 2.39 Um C-comódulo à direita M é dito livre se M é iso-
morfo a um comódulo da forma X⊗C com a estrutura de C-comódulo
à direita dada por I⊗∆ : X⊗C → X⊗C⊗C, em que X é um k-espaço
vetorial.
Vimos, no Exemplo 2.25, que (X ⊗ C, I ⊗ ∆) é, de fato, um C-
comódulo à direita.
A observação abaixo, dita agora, é bem utilizada para provarmos
resultados mais adiante, ainda nesta subseção.
Observação 2.40 Sejam {ei}i∈I uma base do k-espaço vetorial X e C
uma coálgebra. Então X ⊗C e C(I) são isomorfos como C-comódulos.
Fazendo X = k na observação acima, temos que k ⊗ C e C são
isomorfos como C-comódulos e portanto, C é um C-comódulo à direita
livre.
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Proposição 2.41 Todo C-comódulo à direita é isomorfo a um subco-
módulo de um C-comódulo livre.
Demonstração: Seja M um C-comódulo à direita. Então M ⊗ C é
um C-comódulo à direita com a aplicação I⊗∆ : M ⊗C →M ⊗C⊗C
que, por definição, é um C-comódulo livre.
Consideremos ρ : M →M⊗C a aplicação de estrutura do comódulo








M ⊗ C ρ⊗I !! M ⊗ C ⊗ C.
Logo, ρ é um morfismo entre os C-comódulos (M, ρ) e (M⊗C, I⊗∆).
Provemos que ρ é injetora. De fato, seja m ∈ Kerρ. Então 0 = ρ(m) =∑
m0 ⊗ m1. Considerando φ : M ⊗ k → k o isomorfismo canônico e
aplicando φ(I ⊗ ε) à ρ(m) temos que 0 = φ((I ⊗ ε)(∑m0 ⊗ m1)) =∑
m0ε(m1) = m. Portanto, M é isomorfo à Imρ.
Como ρ é morfismo de comódulos, segue que Imρ é um C-subcomódulo
de M⊗C.Daí, M é isomorfo a um subcomódulo de um comódulo livre.
Agora, definimos um comódulo injetivo.
Definição 2.42 Seja M um C-comódulo à direita. Então M é dito
injetivo se M é um objeto injetivo na categoria MC , isto é, para qual-
quer morfismo injetor ι : X → Y de C-comódulos à direita e qualquer
morfismo f : X → M de C-comódulos à direita, existe um morfismo












Não provamos o próximo resultado, apenas o enunciamos. Entre-
tanto, sua prova pode ser encontrada em ([3], Corollary 2.4.5). A impor-
tância deste resultado é que este nos permite concluir que o C-comódulo
C é auto-injetivo.
Proposição 2.43 Todo C-comódulo à direita livre é injetivo. Em par-
ticular, C é um C-comódulo à direita injetivo.
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Segue, obviamente, da proposição acima que C é um C-comódulo à
direita auto-injetivo (equivalentemente, C é um C∗-módulo à esquerda
auto-injetivo) e este fato é importante no Capítulo 4.
Proposição 2.44 Seja M um C-comódulo à direita. Então M é in-
jetivo se, e somente se, M é um somando direto de um C-comódulo à
direita livre.
Demonstração: (⇐) Seja F um C-comódulo à direita livre tal que
F = M ⊕ X, para algum C-subcomódulo X de F. Pela proposição
anterior, F é um C-comódulo injetivo.
Vejamos que M é um C-comódulo injetivo. Sejam ι : Y → Z um
morfismo injetor e f : Y →M um morfismo, ambos de C-comódulos à
direita. Consideremos i : M → F a inclusão canônica. Como F é um
C-comódulo injetivo, existe um morfismo g : Z → F de C-comódulos

























Definimos f¯ : Z →M por f¯ = pig, em que pi : F →M, pi(m + x) =
m, para quaisquer m ∈ M e x ∈ X . É claro que f¯ é morfismo de
C-comódulos. Além disso, para todo y ∈ Y,
(f¯ ι)(y) = f¯(ι(y)) = (pig)(ι(y)) = pi((gι)(y))
= pi((if)(y)) = pi(i(f(y))) = pi(f(y)) = f(y).
Logo, f¯ ι = f e portanto, M é um C-comódulo injetivo.
(⇒) Seja M um C-comódulo injetivo. Pela Proposição 2.41, M é
isomorfo a um subcomódulo de algum comódulo livre, digamos N . Por
definição, existe um isomorfismo de C-comódulos entre N e X⊗C, para
algum k-espaço vetorial X . Da Observação 2.40, segue que X ⊗ C +
C(Ω) para algum conjunto Ω que indexa a base de X . Logo, existe um
morfismo injetor de C-comódulos ι : M → C(Ω).
Sendo M injetivo, existe j : C(Ω) → M morfismo de C-comódulos
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Como a sequência 0 !! M ι !! C(Ω) !!
j
>> C(Ω)/ι(M) !! 0
cinde, temos que C(Ω) = ι(M) ⊕ Kerj + M ⊕ Kerj. Portanto, M é
somando direto de algum comódulo livre.
A demonstração da proposição que segue pode ser encontrada em
([3], Proposition 2.4.8).
Proposição 2.45 Seja {Mi}i∈I uma família de C-comódulos à direita
injetivos. Então a soma direta
⊕
i∈I
Mi é um C-comódulo à direita inje-
tivo.
Agora, definimos comódulo simples e mostramos alguns resultados
relativos a estes, para depois, provarmos a decomposição de C menci-
onada inicialmente.
Definição 2.46 Um C-comódulo à direita M é dito simples se M é
não-nulo e se os únicos subcomódulos de M são 0 e M.
O seguinte resultado é bem interessante, pois garante que todo co-
módulo não-nulo possui um subcomódulo simples.
Proposição 2.47 Seja M um C-comódulo não-nulo. Então M possui
um subcomódulo simples.
Demonstração: Seja m ∈ M não-nulo. Pelo Teorema 2.37 - (i), o
subcomódulo C∗ ·m gerado por m é finito dimensional. Obviamente,
existe um subcomódulo S de C∗ ·m de menor dimensão possível dentre
todos os subcomódulos não-nulos de C∗ ·m, tal S é um subcomódulo
simples.
Sejam M um C-comódulo à direita e S um C-subcomódulo de M .
Do isomorfismo entre as categorias MC e Rat(C∗M), temos que S é
um C-comódulo à direita simples se, e somente se, S é um C∗-módulo
à esquerda (racional) simples. Assim, faz sentido considerar o socle de
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M , soc(M), como definido no Capítulo 1, isto é, soc(M) é a soma de
todos os C∗-submódulos à esquerda (racionais) simples de M .
Seja N um subcomódulo de M. Dizemos que N é um subcomódulo
essencial em M se, como C∗-submódulo de M, N é essencial em M,
veja Definição 1.4.
Corolário 2.48 Seja M um C-comódulo à direita não-nulo. Então
soc(M) é um subcomódulo essencial em M .
Demonstração: Trivialmente, soc(M) é não-nulo, pois M possui sub-
comódulo simples. Seja N um subcomódulo não-nulo de M. Pela propo-
sição anterior, N possui um subcomódulo simples, digamos X. Obvia-
mente, X é um subcomódulo simples de M. Daí, 0 &= X = soc(M)∩X ⊆
soc(M)∩N. Logo, soc(M)∩N &= 0 e isto nos diz que soc(M) é essencial
em M .
Proposição 2.49 Todo C-comódulo simples possui dimensão finita.
Demonstração: Seja S um C-comódulo simples. Como S é não-nulo,
existe 0 &= x ∈ S. Temos que C∗ · x é um subcomódulo não-nulo de S.
Portanto, S = C∗·x e, pelo Teorema 2.37 - (i), S é finito dimensional.
Proposição 2.50 Todo C-comódulo à direita simples é isomorfo à um
coideal à direita de C.
Demonstração: Seja S um C-comódulo à direita simples. Pela pro-
posição anterior, S possui dimensão finita, isto é, dimS = n. Da Pro-
posição 2.41, segue que S e Imρ são comódulos simples isomorfos, em
que ρ : S → S ⊗ C é a estrutura de comódulo de S. A Observação
2.40 nos dá que Cn + S ⊗C e portanto, existe um morfismo injetor de
C-comódulos f : S → Cn. No entanto, podemos considerar f um mor-
fismo injetor de C∗-módulos à esquerda (racionais). Daí, S é isomorfo




i=1 Ci, Ci = C, ∀ i ∈ {1, · · · , n} segue, da Proposi-
ção 1.14 - (iii), que soc(Cn) = soc(C)n. Assim, S + N ⊆ soc(Cn) =
soc(C)n e isto nos diz que S é isomorfo a um submódulo (simples) de
C. Portanto, S é isomorfo a um subcomódulo (simples) de C, ou seja,
S é isomorfo a um coideal à direita de C.
Todo objeto em MC possui uma envoltória injetiva, ou seja, para
todo M em MC existe um objeto injetivo E(M) em MC tal que M é
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um subcomódulo essencial em E(M). Caso necessário, para mais de-
talhes, veja ([3], p.92). Gostaríamos de esclarecer ao leitor que, mais
à frente, será mostrado que Rat(C∗M) = σ[C∗C] e, segundo a nota-
ção do Capítulo 1, deveríamos escrever M̂ ao invés de E(M), uma
vez que enxergando E(M) como C∗-módulo à esquerda racional (de-
vido ao isomorfismo dado no Teorema 2.36) tal envoltória estaria em
σ[C∗C]. Entretanto, como não trabalhamos com envoltória injetiva em
C∗-Mod neste trabalho, não haverá perigo de confusão quanto à no-
tação e preferimos manter a notação E(M) dada em [3]. Tal notação
será usada novamente no Capítulo 4 e lá não faremos mais nenhuma
menção quanto a isso.
Corolário 2.51 Seja S um C-comódulo simples. Então existe uma
envoltória injetiva E(S) de S tal que E(S) ⊆ C.
Demonstração: Sejam E(S) uma envoltória injetiva de S e f : S →
E(S) um morfismo injetor de C-comódulos tal que f(S) é um subco-
módulo essencial em E(S), veja Definição 1.9. Pela proposição ante-
rior, existe um morfismo injetor de C-comódulos i : S → C. Como
C é injetivo na categoria MC , existe um morfismo de C-comódulos
g : E(S) → C tal que gf = i. Mostremos que g é injetor.
De fato, seja a ∈ Kerg ∩ f(S). Então g(a) = 0 e a = f(b), para
algum b ∈ S e daí, 0 = g(f(b)) = i(b). Logo, b = 0, pois i é injetora e
assim, a = 0. Portanto, Kerg ∩ f(S) = 0. Como f(S) é essencial em
E(S), segue que Kerg = 0 e, desta maneira, E(S) pode ser mergulhado
em C.
Teorema 2.52 Sejam C uma coálgebra e soc(C) =
⊕
i∈I Mi, o socle
de C, com a estrutura de C-comódulo à direita, isto é, os M ′is são todos
os C-subcomódulos à direita simples de C. Então C =
⊕
i∈I E(Mi),
em que E(Mi) é a envoltória injetiva de Mi contida em C.
Demonstração: Pelo corolário anterior, para cada i ∈ I, existe uma
envoltória injetiva E(Mi) de Mi tal que E(Mi) ⊆ C. Como os M ′is
são C∗-submódulos (simples) de C cuja soma é direta e cada Mi é
essencial em E(Mi), segue que a soma dos C∗-submódulos à esquerda
racionais E(Mi) de C (ou C-subcomódulos à direita E(Mi) de C) é















i∈I E(Mi) é injetivo em MC , que é equiva-






i∈I E(Mi) é um somando direto de C, isto é,
C = (
⊕
i∈I E(Mi)) ⊕ X, em que X é um submódulo de C (ou X é
um subcomódulo de C), este fato decorre de ([6], p.197 - Proposition
3.13), que diz que um módulo é injetivo se, e somente se, é um somando
direto de todo módulo do qual é um submódulo.
Pelo Corolário 2.48, soc(C) é um subcomódulo essencial em C.
Como soc(C) ⊆⊕i∈I E(Mi) ⊆ C e soc(C) !e C, segue que⊕i∈I E(Mi)
é essencial em C, pela Proposição 1.5. Mas (
⊕
i∈I E(Mi)) ∩ X = 0,
donde X = 0 e portanto, C =
⊕
i∈I E(Mi).
O seguinte resultado será útil para provarmos a Proposição 2.56,
mas se nos recordarmos do Capítulo 1, vemos que a categoria σ[C∗C] é
a menor subcategoria plena de C∗-Mod que contém C∗C e que é fechada
para submódulos, módulos quociente e somas diretas.
Proposição 2.53 Rat(C∗M) = σ[C∗C].
Demonstração: Pelo Teorema 2.37, Rat(C∗M) é fechada para sub-
módulos, módulos quociente e somas diretas. Claramente, C é um
C∗-módulo à esquerda racional, isto é, Rat(C∗M) contém C. Mas, da
Proposição 1.3, σ[C∗C] é a menor subcategoria plena de C∗-Mod com
estas propriedades, donde σ[C∗C] ⊆ Rat(C∗M).
Seja M ∈ Rat(C∗M). Então M é um C-comódulo à direita. Pela
Proposição 2.41, segue que M e Imρ são comódulos isomorfos, em que
ρ : M →M ⊗C é a estrutura de comódulo de M . Da Observação 2.40,
temos que M ⊗C é isomorfo a C(I) como comódulos, o conjunto I in-
dexa a base de M . Assim, existe um epimorfismo (na verdade, um iso-
morfismo) de C(I) em M ⊗C e como M + Imρ ⊆M ⊗C, segue que M
é C-subgerado. Logo, M ∈ σ[C∗C]. Portanto, Rat(C∗M) = σ[C∗C].
Para finalizarmos este capítulo, apresentamos o conceito de cogera-
dor, necessário para mostrarmos a proposição que segue. Apresentamos
tal definição numa categoria qualquer, mas depois, particularizamos tal
conceito para as categorias R-Mod e σ[M ].
Definição 2.54 Seja U um conjunto (classe) não-vazio de objetos de
uma categoria C. Um objeto B em C é cogerado por U se, para qualquer
par de morfismos distintos f, g : A → B em C, existe um morfismo
h : B → U com U ∈ U e hf &= hg. Então U é chamado um conjunto
(classe) de cogeradores para B.
U é dito um conjunto (classe) de cogeradores para uma subcategoria
C′ de C se todo objeto em C′ é cogerado por U . No caso em que U
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tem apenas um elemento, U ∈ Obj(C), U é chamado um cogerador
para B, respectivamente para C′, se U = {U} tem a propriedade
correspondente.
Nos próximos capítulos, usamos a seguinte caracterização de coge-
rador na categoria R-Mod (noção dual de gerador dada no Capítulo 1),
o leitor pode consultar ([14], p.113 - 14.3).
Seja U um conjunto não-vazio de R-módulos. Um R-módulo N é
U-cogerado se, e somente se, existe um monomorfismo N → ∏λ∈Λ Uλ
com Uλ ∈ U , para todo λ ∈ Λ.
Agora, estamos interessados em mostrar que uma coálgebra C é um
cogerador em MC . No entanto, sabemos que que MC + Rat(C∗M) =
σ[C∗C], então basta mostrarmos que C é um cogerador em σ[C∗C].
Assim, usamos a seguinte caracterização de cogerador dada em ([14],
p.131 - 16.5).
Seja M um R-módulo. Um módulo injetivo Q em σ[M ] é um co-
gerador em σ[M ] se, e somente se, Q cogera todo módulo simples em
σ[M ].
Ainda, antes de provarmos a próxima proposição, lembramos que
dados R-módulos L e N , o submódulo
Re(L,N) = ∩{Kerf : f ∈ Hom(L,N)} ⊆ L
é chamado reject do R-módulo N em L.
Lema 2.55 ([14], 14.5) Sejam L,N dois R-módulos. Então Re(L,N) =
0 se, e somente se, L é N -cogerado (ou N cogera L).
Proposição 2.56 Seja C uma coálgebra. Então C como um C∗-módulo
à esquerda é um cogerador em σ[C∗C].
Demonstração: Sabemos que C é um C-comódulo injetivo em MC e
portanto, C é um C∗-módulo injetivo em Rat(C∗M) = σ[C∗C].
Seja S um C∗-módulo simples em σ[C∗C]. Então S é um C-comódulo
simples. Pela Proposição 2.50, segue que S é isomorfo à um subcomó-
dulo simples S′ de C. Sendo assim, existe ϕ : S → S′ um isomorfismo de
C-comódulos à direita. Considerando a inclusão canônica i : S′ → C,
temos que iϕ : S → C é um morfismo injetor de C∗-módulos (racio-
nais).
Por definição, Re(S,C) ⊆ Ker(iϕ) = 0 e daí, Re(S,C) = 0. Pelo
lema acima, temos que C cogera S, para todo C∗-módulo simples em
σ[C∗C]. Portanto, C é um cogerador em σ[C∗C].
Finalmente, definimos módulo auto-cogerador e mostremos com o
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auxílio da proposição acima que C é um C∗-módulo à esquerda auto-
cogerador.
Definição 2.57 ([14], p.120) Um R-módulo M é dito auto-cogerador
se M cogera todo módulo da forma M/N para qualquer submódulo N
de M , isto é, M cogera todos os seus módulos quociente.
Corolário 2.58 Seja C uma coálgebra. Então C como um C∗-módulo
à esquerda é auto-cogerador.
Demonstração: Seja D um C∗-submódulo à esquerda de C. Pelo Teo-
rema 2.37, C/D é um C∗-módulo à esquerda racional. Como Rat(C∗M)
= σ[C∗C], temos que C/D ∈ σ[C∗C]. Pela proposição anterior, C é um





Começamos este capítulo apresentando alguns resultados de distri-
butividade para um reticulado qualquer a fim de darmos uma idéia
geral sobre tal assunto. A seguir somos mais específicas, estudando
a distributividade em anéis e módulos que, de fato, é o que interessa
para o trabalho. Apresentamos duas importantes caracterizações de
módulos distributivos: via submódulos, devida à Stephenson e a outra
a nível de elementos, devida à Ferrero e Sant’Ana. Ambas são usadas
em demonstrações de resultados fundamentais desta dissertação.
Este capítulo é baseado nas referências [4], [8], [10], [11], [13] e [14].
3.1 Reticulados distributivos e modulares
Definição 3.1 Um reticulado é um sistema (L,!,∧,∨), em que L é
um conjunto qualquer, ! é uma relação de ordem parcial em L e ∨,∧
são duas operações binárias definidas em L, satisfazendo as seguintes
propriedades:
(i) x ! (y ∧ z)⇔ x ! y e x ! z, para quaisquer x, y, z ∈ L;
(ii) (y ∨ z) ! x⇔ y ! x e z ! x, para quaisquer x, y, z ∈ L.
Esta definição é equivalente a dizermos que L é um conjunto par-
cialmente ordenado no qual, para quaisquer dois elementos x, y ∈ L,
existem uma maior cota inferior, chamada ínfimo de x e y e notamos
por inf{x, y} e uma menor cota superior, chamada supremo de x e y que
notamos por sup{x, y}. Abaixo, fazemos a prova desta equivalência.
(⇐) De fato, suponhamos que para quaisquer x, y ∈ L, existam o
ínfimo e o supremo de tais elementos, que chamamos x ∧ y = inf{x, y}
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e x ∨ y = sup{x, y}. Verifiquemos que ∧ e ∨ satisfazem (i) e (ii) da
definição acima.
(i) Suponhamos que x ! y ∧ z, para quaisquer x, y, z ∈ L. Como
y ∧ z ! y e y ∧ z ! z, então x ! y e x ! z. Reciprocamente, se x ! y e
x ! z então x ! y ∧ z.
(ii) Suponhamos que y ∨ z ! x, para quaisquer x, y, z ∈ L. Então
y ! y ∨ z ! x e z ! y ∨ z ! x. Logo, y ! x e z ! x. Reciprocamente,
se y ! x e z ! x então y ∨ z ! x.
(⇒) Temos que x∧y ! x∧y para quaisquer x, y ∈ L. Pelo item (i),
x ∧ y ! x e x ∧ y ! y. Logo, x ∧ y é uma cota inferior para o conjunto
{x, y}. Seja z ∈ L tal que z ! x e z ! y. Então z ! x∧y, por (i). Logo,
x∧ y é a maior cota inferior do conjunto {x, y}, isto é, x∧ y é o ínfimo
de x e y. Analogamente, x ∨ y é o supremo de x e y.
Lembramos que, num reticulado (L,!,∧,∨), as operações ∧ e ∨ são
idempotentes (∀x ∈ L, x∧x = x e x∨x = x), associativas, comutativas
e se, para x, y ∈ L tais que x ! y, então x∧y = x e x∨y = y. Em toda
a seção, estes fatos serão usados naturalmente.
Os próximos exemplos são os reticulados que, de fato, são usados
nesta dissertação.
Exemplo 3.2 Sejam M um R-módulo à esquerda e L = {N : N é sub-
módulo deM}. Então (L,⊆,∩,+) é um reticulado. Denotamos este
reticulado por L(RM).
Exemplo 3.3 Sejam R um anel e L = {I : I é ideal à esquerda deR}.
Então (L,⊆,∩,+) é um reticulado. Podemos considerar também L =
{I : I é ideal à direita deR}.
Exemplo 3.4 Sejam C uma coálgebra, M um C-comódulo à direita
e L = {N : N é um C-subcomódulo de M}. Então (L,⊆,∩,+) é
um reticulado. Basta verificarmos que a interseção e a soma de dois
subcomódulos é um subcomódulo de M .
De fato, sejam N e P dois C-subcomódulos de M. Como N ∩ P e
N+P sãoC∗-submódulos de M então, pelo Teorema 2.37, N+P e N∩P
são ambos C∗-submódulos racionais de M e portanto, C-subcomódulos
de M.
Agora, estudamos a respeito de reticulados modulares e sua relação
com reticulados distributivos.
Definição 3.5 Um reticulado (L,!,∧,∨) é dito modular se, para quais-
quer x, y, z ∈ L com x ! y, então (z ∧ y) ∨ x = (z ∨ x) ∧ y.
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Notemos que se x ! y, para x, y, z ∈ L, então (z∧y)∨x ! (z∨x)∧y.
De fato, temos que x ! y e x ! x∨z, o que implica x ! y∧(x∨z). Além
disso, y ∧ z ! y e y ∧ z ! z ! x ∨ z, implicam que y ∧ z ! y ∧ (x ∨ z).
Portanto, x ∨ (y ∧ z) ! y ∧ (x ∨ z).
Logo, para verificarmos a modularidade de um reticulado, basta
mostrarmos que (z ∨ x) ∧ y ! (z ∧ y) ∨ x.
Exemplo 3.6 Seja M um R-módulo. Então o reticulado L(RM) é
modular. De fato, sejam N,P e K submódulos de M tais que N ⊆ P.
Pelo que vimos na observação acima, basta mostrarmos que (K +N)∩
P ⊆ (K ∩ P ) + N.
Seja x ∈ (K +N)∩P. Então x = y + z ∈ P em que y ∈ K e z ∈ N.
Como N ⊆ P, segue que z ∈ P e assim, y ∈ P. Logo, y ∈ K ∩ P e
portanto, x ∈ (K ∩ P ) + N.
Lema 3.7 Seja L = (L,!,∧,∨) um reticulado tal que (x ∧ y) ∨ (y ∧
z) ∨ (x ∧ z) = (x ∨ y) ∧ (y ∨ z) ∧ (x ∨ z), para quaisquer x, y, z ∈ L.
Então L é modular.
Demonstração: Sejam x, y, z ∈ L tais que z ! x. Então
(x ∧ y) ∨ (y ∧ z) ∨ (x ∧ z) = (x ∧ y) ∨ (y ∧ z) ∨ z = (x ∧ y) ∨ z.
Por outro lado,
(x∨y)∧(y∨z)∧(x∨z) = (x∨y)∧(y∨z)∧x = (y∨z)∧x∧(x∨y) = (y∨z)∧x.
Logo, (x ∧ y) ∨ z = (y ∨ z) ∧ x.
Definição 3.8 Um reticulado (L,!,∧,∨) é dito distributivo se
x ∧ (y ∨ z) = (x ∧ y) ∨ (x ∧ z), ∀x, y, z ∈ L.
Observação 3.9 Notemos que (x∧ y)∨ (x∧ z) ! x∧ (y ∨ z) é sempre
verdade. De fato, como x∧y ! x e x∧y ! y ! y∨z, então x∧y ! x∧(y∨
z). Analogamente, x∧z ! x∧(y∨z). Logo, (x∧y)∨(x∧z) ! x∧(y∨z).
Teorema 3.10 Seja L = (L,!,∧,∨) um reticulado. Então as seguin-
tes condições são equivalentes, para quaisquer x, y, z ∈ L:
(i) x ∧ (y ∨ z) = (x ∧ y) ∨ (x ∧ z);
(ii) x ∨ (y ∧ z) = (x ∨ y) ∧ (x ∨ z);
(iii) (x ∧ y) ∨ (y ∧ z) ∨ (x ∧ z) = (x ∨ y) ∧ (y ∨ z) ∧ (x ∨ z).
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Demonstração: (i) ⇒ (ii)
(x ∨ y) ∧ (x ∨ z) = [(x ∨ y) ∧ x] ∨ [(x ∨ y) ∧ z] = x ∨ [z ∧ (x ∨ y)]
= x ∨ [(z ∧ x) ∨ (z ∧ y)] = [x ∨ (x ∧ z)] ∨ (z ∧ y)
= x ∨ (y ∧ z).
(ii) ⇒ (iii)
[(x ∧ y) ∨ (y ∧ z)] ∨ (x ∧ z) = {[(x ∧ y) ∨ (y ∧ z)] ∨ x}
∧ {[(x ∧ y) ∨ (y ∧ z)] ∨ z}
= [x ∨ (y ∧ z)] ∧ [(x ∧ y) ∨ z]
= (x ∨ y) ∧ (x ∨ z) ∧ (x ∨ z) ∧ (y ∨ z)
= (x ∨ y) ∧ (x ∨ z) ∧ (y ∨ z).
(iii) ⇒ (i) Chamando u = (x ∧ y) ∨ (y ∧ z)∨ (x ∧ z) e v = (x ∨ y) ∧
(y∨z)∧(x∨z) temos, por hipótese, que u = v e portanto, x∧u = x∧v.
Como x ! x ∨ y e x ! x ∨ z, segue que
x ∧ v = x ∧ (x ∨ y) ∧ (y ∨ z) ∧ (x ∨ z)
= x ∧ (y ∨ z) ∧ (x ∨ z)
= x ∧ (y ∨ z).
A hipótese (iii) nos diz que L é modular, tendo em mente o Lema
3.7. Como (x ∧ y) ∨ (x ∧ z) ! x vem da modularidade que
(c ∧ x) ∨ [(x ∧ y) ∨ (x ∧ z)] = [c ∨ (x ∧ y) ∨ (x ∧ z)] ∧ x, ∀c ∈ L.
Assim, para c = y ∧ z vem que
x ∧ u = x ∧ [(x ∧ y) ∨ (y ∧ z) ∨ (x ∧ z)]
= (y ∧ z ∧ x) ∨ [(x ∧ y) ∨ (x ∧ z)].
Como x ∧ y ∧ z ! x e x ∧ y ∧ z ! y, então x ∧ y ∧ z ! x ∧ y. Logo,
x ∧ u = [(y ∧ z ∧ x) ∨ (x ∧ y)] ∨ (x ∧ z)
= (x ∧ y) ∨ (x ∧ z).
Portanto, (x ∧ y) ∨ (x ∧ z) = x ∧ u = x ∧ v = x ∧ (y ∨ z).
Observação 3.11 Por (i) e (ii) do teorema acima, o reticulado L =
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(L,!,∧,∨) é distributivo se, e somente se, L0 = (L,!,∨,∧) é distri-
butivo. O reticulado L0 é chamado reticulado dual do reticulado L.
Corolário 3.12 Todo reticulado distributivo é modular.
Demonstração: Seja L = (L,!,∧,∨) um reticulado distributivo.
Pelo teorema acima, para quaisquer x, y, z ∈ L, (x∧y)∨(y∧z)∨(x∧z) =
(x∨ y)∧ (y ∨ z)∧ (x∨ z) e isto implica, pelo Lema 3.7, que o reticulado
L é modular.
Definição 3.13 Um reticulado L = (L,!,∧,∨), em que ! é uma re-
lação de ordem total em L, é chamado reticulado de cadeia.
Mediante tal definição temos o seguinte resultado.
Proposição 3.14 Todo reticulado de cadeia é distributivo.
Demonstração: De fato, seja L = (L,!,∧,∨) um reticulado de ca-
deia. Queremos mostrar que, para quaisquer x, y, z ∈ L, x ∧ (y ∨ z) =
(x ∧ y) ∨ (x ∧ z). Podemos ter x ! y ∨ z ou y ∨ z ! x.
Considerando x ! y ∨ z, então x ! y ou x ! z. Assim, no caso em
que x ! z, temos
x ∧ (y ∨ z) = x = (x ∧ y) ∨ x = (x ∧ y) ∨ (x ∧ z).
O caso x ! y é análogo.
Por outro lado, se y ∨ z ! x então y ! x e z ! x e daí,
x ∧ (y ∨ z) = y ∨ z = (x ∧ y) ∨ (x ∧ z).
Do que vimos até agora, para um reticulado L = (L,!,∧,∨) temos
as implicações
L é de cadeia⇒ L é distributivo⇒ L é modular.
Os reticulados de cadeia são retomados no Capítulo 4, onde são
definidos módulos unisseriais e anéis de cadeia à direita (à esquerda).
Abaixo, um exemplo de um módulo cujo reticulado de submódulos é
de cadeia.
Exemplo 3.15 M = R = Z8, isto é, consideramos Z8 como um mó-
dulo sobre si próprio. Os ideais de Z8 são 〈0¯〉 = {0¯}, 〈2¯〉 = 〈6¯〉 =
{0¯, 2¯, 4¯, 6¯}, 〈4¯〉 = {0¯, 4¯} e 〈1¯〉 = 〈3¯〉 = 〈5¯〉 = 〈7¯〉 = Z8. Vemos clara-
mente que o reticulado de seus submódulos é de cadeia.
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Gostaríamos de mostrar que, mediante hipótese adicional, vale a
recíproca da segunda implicação acima. Para isso, apresentamos a
seguinte definição.
Definição 3.16 Sejam (L,!,∧,∨) um reticulado e a, b ∈ L. Dizemos
que um elemento c ∈ L tal que a ∧ b ! c ! a ∨ b é um complemento de
a relativo a b se as seguintes condições são satisfeitas:
(i) a ∨ c = a ∨ b;
(ii) a ∧ c = a ∧ b.























Teorema 3.17 Seja L = (L,!,∧,∨) um reticulado modular. Então
L é distributivo se, e somente se, complementos relativos são únicos.
Demonstração: (⇒) Sejam a, b ∈ L e c um complemento de a relativo
a b. Queremos mostrar que c = b, pois b é sempre um tal complemento.
Temos, pela distributividade de L, que
c = c ∧ (a ∨ b) = (c ∧ a) ∨ (c ∧ b)
= (b ∧ a) ∨ (c ∧ b) = (a ∧ b) ∨ (c ∧ b)
= (a ∨ c) ∧ b = (a ∨ b) ∧ b = b.
(⇐) Suponhamos que L não seja distributivo. Então pelo Teorema
3.10, existem elementos x, y, z ∈ L tais que
u = (x ∧ y) ∨ (y ∧ z) ∨ (x ∧ z) &= (x ∨ y) ∧ (y ∨ z) ∧ (x ∨ z) = v.
Mostremos primeiramente que u ! v. Como x ∧ y ! x ∨ y, x ∧ y !
y ! y ∨ z e x∧ y ! x ! x∨ z, então x∧ y ! (x∨ y)∧ (y ∨ z)∧ (x∨ z).
Analogamente, y ∧ z ! (x ∨ y) ∧ (y ∨ z) ∧ (x ∨ z) e x ∧ z ! (x ∨ y) ∧
(y ∨ z) ∧ (x ∨ z). Da Definição 3.1 - (ii), segue que u ! v.
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Consideremos a = (v∧x)∨u, b = (v∧y)∨u e c = (v∧z)∨u. Assim,
temos que
v ∧ x = (x ∨ y) ∧ (y ∨ z) ∧ (z ∨ x) ∧ x
= (x ∨ y) ∧ (y ∨ z) ∧ x = x ∧ (y ∨ z).
Analogamente, v ∧ y = (x ∨ z) ∧ y. Logo,
a ∨ b = [x ∧ (y ∨ z)] ∨ u ∨ [(x ∨ z) ∧ y] ∨ u =
= [x ∧ (y ∨ z)] ∨ (x ∧ y) ∨ (y ∧ z) ∨ (x ∧ z) ∨ [(x ∨ z) ∧ y]
= [x ∧ (y ∨ z)] ∨ (x ∧ y) ∨ (x ∧ z) ∨ {(y ∧ z) ∨ [(x ∨ z) ∧ y]}
= (∗).
Como x ∧ y ! y ∨ z e assim, pela modularidade, segue que
[l ∧ (y ∨ z)] ∨ (x ∧ y) = [l ∨ (x ∧ y)] ∧ (y ∨ z), para todo l ∈ L.
Para l = x, vem que
[x ∧ (y ∨ z)] ∨ (x ∧ y) = [x ∨ (x ∧ y)] ∧ (y ∨ z) = x ∧ (y ∨ z). (3.1)
Aplicando a modularidade à y ∧ z ! z ∨ x, temos que
[l ∧ (z ∨ x)] ∨ (y ∧ z) = [l ∨ (y ∧ z)] ∧ (z ∨ x), para todo l ∈ L.
Fazendo l = y, segue que
[y ∧ (z ∨ x)] ∨ (y ∧ z) = [y ∨ (y ∧ z)] ∧ (z ∨ x) = y ∧ (z ∨ x). (3.2)
Novamente, aplicando a modularidade à z ∧ x ! y ∨ z, temos que
[l ∧ (y ∨ z)] ∨ (z ∧ x) = [l ∨ (z ∧ x)] ∧ (y ∨ z), para todo l ∈ L.
Fazendo l = x, segue que
[x ∧ (y ∨ z)] ∨ (z ∧ x) = [x ∨ (z ∧ x)] ∧ (y ∨ z) = x ∧ (y ∨ z). (3.3)
Então
(∗) (3.2)= [x ∧ (y ∨ z)] ∨ (x ∧ y) ∨ (x ∧ z) ∨ [y ∧ (z ∨ x)]
(3.1)
= [x ∧ (y ∨ z)] ∨ (x ∧ z) ∨ [y ∧ (z ∨ x)]
(3.3)
= [x ∧ (y ∨ z)] ∨ [y ∧ (z ∨ x)].
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Logo, a ∨ b = [x ∧ (y ∨ z)] ∨ [y ∧ (z ∨ x)].
Como x∧(y∨z) ! x ! z∨x, temos que x∧(y∨z) ! z∨x. Aplicando
a modularidade à x ∧ (y ∨ z) ! z ∨ x, segue que
[l∧ (z ∨ x)]∨ [x∧ (y ∨ z)] = [l∨ [x∧ (y ∨ z)]]∧ (z ∨ x), para todo l ∈ L.
Para l = y, temos que
[y ∧ (z ∨ x)] ∨ [x ∧ (y ∨ z)] = [y ∨ [x ∧ (y ∨ z)]] ∧ (z ∨ x).
Donde,
a ∨ b = [y ∨ [x ∧ (y ∨ z)]] ∧ (z ∨ x).
Aplicando a modularidade à y ! y ∨ z, segue que
[l ∧ (y ∨ z)] ∨ y = (l ∨ y) ∧ (y ∨ z), para todo l ∈ L.
Para l = x, temos que [x ∧ (y ∨ z)] ∨ y = (x ∨ y) ∧ (y ∨ z). Assim,
a ∨ b = [(x ∨ y) ∧ (y ∨ z)] ∧ (z ∨ x) = v.
Analogamente, mostra-se que a∨ c = v = b∨ c. Logo, a∨ b = a∨ c.
Aplicando a modularidade à u ! v, segue que
(l ∧ v) ∨ u = (l ∨ u) ∧ v, para todo l ∈ L.
Fazendo l = x, temos que a = (x∧v)∨u = (x∨u)∧v. Analogamente,
b = v ∧ (y ∨ u) e c = v ∧ (z ∨ u).
Repetindo os argumentos anteriores, prova-se que u = a∧b = a∧c =
b ∧ c. Aplicando a modularidade à u ! v, temos que (l ∧ v) ∨ u =
(l ∨ u) ∧ v, para todo l ∈ L. Para l = z, segue que u ! (z ∧ v) ∨ u =
(z ∨ u) ∧ v = c ! v e portanto, a ∧ b = u ! c ! v = a ∨ b. Logo, c é um
complemento de a relativo a b e assim, complementos relativos não são
únicos, o que é um absurdo. Portanto, L é distributivo.
Exemplo 3.18 O reticulado dos subespaços vetoriais de um k-espaço
vetorial V (reticulado dos k-submódulos de V ) com dimk V " 2 não é
distributivo, pois complementos relativos não são únicos em L(kV ).
3.2 Distributividade em anéis e módulos
Nesta seção, introduzimos os principais conceitos e resultados sobre
a distributividade em anéis e módulos para esta dissertação. Alguns
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dos principais resultados que provamos no Capítulo 4 são fortemente
baseados em resultados desta seção como, por exemplo, o Teorema 3.23,
a Proposição 3.25 e o Corolário 3.30.
Na seção anterior, consideramos L = (L,!,∧,∨) com L um con-
junto qualquer. Agora, estudamos a situação particular em que fixado
um R-módulo M, consideramos L = {N : N é um submódulo de M},
isto é, estudamos o reticulado dos R-submódulos de um módulo M.
Definição 3.19 Seja M um R-módulo à esquerda (à direita). Dizemos
que M é um módulo distributivo se o reticulado dos R-submódulos à
esquerda (à direita) de M é distributivo, isto é, I ∩ (J +K) = (I ∩J)+
(I ∩K), para quaisquer I, J e K submódulos à esquerda (à direita) de
M.
Equivalentemente, como vimos no Teorema 3.10, M é distributivo
se I+(J∩K) = (I+J)∩(I+K), para quaisquer I, J e K R-submódulos
de M.
Seja R um anel e consideremos R como R-módulo à esquerda (à
direita). Então os R-submódulos à esquerda (à direita) do módulo R
são exatamente seus ideais à esquerda (à direita). Isto motiva a seguinte
definição.
Definição 3.20 Dizemos que um anel R é distributivo à esquerda (à
direita) se o seu reticulado dos ideais à esquerda (à direita) é distribu-
tivo.
Se R é um anel distributivo à direita e à esquerda, então R é dito
um anel distributivo.
Aproveitando que acabamos de definir distributividade em anéis,
mostramos um resultado que, embora seja imediato, o mesmo será útil
no Capítulo 4.
Proposição 3.21 Seja R um anel. Então R é distributivo à esquerda
(à direita) se, e somente se, Rop é distributivo à direita (à esquerda).
Demonstração: Basta mostrarmos que I é ideal à esquerda de R se,
e somente se, I é ideal à direita de Rop.
(⇒) De fato, seja a ∈ R. Então I ·op a = a · I ⊆ I e portanto, I é
um ideal à direita de Rop.
(⇐) Considerando I um ideal à direita de Rop, temos que a · I =
I ·op a ⊆ I e daí, I é um ideal à esquerda de R.
Agora, apresentamos um lema necessário para obtermos uma carac-
terização de módulos distributivos devida à Stephenson.
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Lema 3.22 Seja M um R-módulo à esquerda. Então existe uma bije-
ção entre Hom(N,P ) e o conjunto dos complementos de P relativos a
N, para quaisquer N e P em L(RM).
Demonstração: Suponhamos, sem perda de generalidade(∗), que N ∩
P = 0. Então N + P = N ⊕ P. Seja
ϕ : Hom(N,P ) → {X ∈ L(RM) : X ⊕ P = N ⊕ P}
α 1→ Kerα∗
em que α∗ : N ⊕ P → P é tal que α∗|N = α e α∗|P = IP . Primei-
ramente, provemos que ϕ está bem definida, isto é, Kerα∗ ∈ {X ∈
L(RM) : X ⊕ P = N ⊕ P}, para todo α ∈ Hom(N,P ).
Seja y ∈ Kerα∗⊕P . Então y = x+ z com x ∈ Kerα∗ e z ∈ P. Mas
Kerα∗ e P estão ambos em N ⊕ P e daí, y ∈ N ⊕ P.
Seja y ∈ N ⊕P. Então y = x+ z com x ∈ N e z ∈ P. Consideremos
α a função nula. Assim, α∗(x) = α(x) = 0 e daí, x ∈ Kerα∗. Portanto,
y ∈ Kerα∗ ⊕ P.
Vejamos a injetividade de ϕ. Sejam α,β ∈ Hom(N,P ) tais que
ϕ(α) = ϕ(β). Então Kerα∗ = Kerβ∗. Temos, para todo x ∈ N, que
α∗(α(x)) = IP (α(x)) = α(x) = α∗(x) e portanto, α∗(x − α(x)) = 0.
Logo, x−α(x) ∈ Kerα∗ = Kerβ∗. Assim, 0 = β∗(x−α(x)) = β∗(x)−
β∗(α(x)) = β(x) − α(x) e isto implica que α(x) = β(x), para todo
x ∈ N, isto é, α = β.
Agora, mostremos que ϕ é sobrejetora. De fato, seja X ∈ L(RM) tal
que X⊕P = N ⊕P. Consideremos p : X⊕P → P a projeção canônica
de X ⊕ P em P. Claramente, Kerp = X. Como X ⊕ P = N ⊕ P,
podemos definir α = p|N = p◦ iN , em que iN : N → N⊕P é a inclusão
natural de N em N⊕P. Notemos que α∗ = p, pois p|N = α e p|P = IP .
Portanto, ϕ(α) = Kerα∗ = Kerp = X e ϕ é sobrejetora. Concluímos
que ϕ é bijetora.
Fazemos uma observação quanto ao (∗) acima. Se N ∩ P &= 0,
consideramos N ′ = N/(N ∩ P ) e P ′ = P/(N ∩ P ). Como N ′ ∩ P ′ =
0 temos, pelo que fizemos acima, uma bijeção entre Hom(N ′, P ′) e
complementos de P ′ relativos a N ′.
Teorema 3.23 ([11], Proposition 1.1) Seja M um R-módulo à es-
querda. Então M é um módulo distributivo se, e somente se, Hom(N/(N
∩ P ), P/(N ∩ P )) = 0, para quaisquer N e P em L(RM).
Demonstração: O Teorema 3.17 nos diz que que um reticulado modu-
lar é distributivo se, e somente se, complementos relativos são únicos.
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No entanto, sabemos pelo Exemplo 3.6 que o reticulado dos submó-
dulos de um módulo é modular. Assim, para quaisquer N e P em
L(RM), precisamos mostrar que complementos de P/(N ∩P ) relativos
a N/(N∩P ) são únicos se, e somente se, Hom(N/(N∩P ), P/(N∩P )) =
0.
Suponhamos, sem perda de generalidade, que N ∩P = 0. Pelo lema
anterior existe uma bijeção entre Hom(N,P ) e complementos de P
relativos a N. Se Hom(N,P ) = 0 então o único complemento de P
relativo a N é Ker0∗ = N.
Por outro lado, se complementos de P relativos a N são únicos,
então este conjunto é {N}, pois N é um complemento de P relativo a
N. Pela bijeção, existe um único α ∈ Hom(N,P ) tal que Kerα∗ = N
e assim, α = 0.
A seguinte proposição é uma outra caracterização de módulos dis-
tributivos em termos de seus elementos. Esta é bem importante para a
demonstração do Lema 4.10 e por isso incluímos sua prova aqui. Além
de ([4], Proposition 3.1), tal prova pode ser encontrada em ([13], p.65),
onde R. D. Vecchia estudou distributividade em anéis e módulos em sua
dissertação. Enunciamos, sem provar, um lema auxiliar para a prova
da mesma.
Seja M um R-módulo à esquerda. No próximo lema vamos utilizar
a notação (K : x) = {r ∈ R : rx ∈ K}, em que K é um R-submódulo
de M e x ∈M, e este é um ideal à esquerda de R.
Lema 3.24 M é um R-módulo à esquerda distributivo se, e somente
se, (Rx : y) + (Ry : x) = R para quaisquer x, y ∈M.
Demonstração: ([11], Theorem 1.6) ou ([13], Teorema 3.18).
Proposição 3.25 ([4], Proposition 3.1) Seja M um R-módulo à es-
querda (à direita). Então M é distributivo se, e somente se, para
quaisquer x, y ∈ M e P um ideal à esquerda (à direita) maximal de
R, existe s ∈ RP = R\P tal que ou sx ∈ Ry ou sy ∈ Rx (ou xs ∈ yR
ou ys ∈ xR).
Demonstração: (⇒) Suponhamos que M seja distributivo. Sejam
x, y ∈M e P ideal à esquerda maximal de R. Pelo lema acima, existem
s ∈ (Rx : y) e t ∈ (Ry : x) tais que s + t = 1. Segue que sy ∈ Rx e
tx ∈ Ry. Além disso, s ∈ RP ou t ∈ RP , pois se s /∈ RP e t /∈ RP então
s, t ∈ P e assim, s + t = 1 ∈ P, o que é um absurdo.
(⇐) Suponhamos que M não seja distributivo. Pelo lema acima,
existem x e y em M tais que (Rx : y) + (Ry : x) = J ! R. Pelo Lema
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de Zorn, existe P um ideal à esquerda maximal de R tal que J ⊆ P.
Por hipótese, existe s ∈ RP tal que ou sx ∈ Ry ou sy ∈ Rx.
Se sx ∈ Ry. Então s ∈ (Ry : x) ∩ RP ⊆ J ∩ RP = ∅, o que
é um absurdo. O mesmo absurdo teríamos se sy ∈ Rx. Logo, M é
distributivo.
Para os resultados seguintes, estabelecemos mais algumas notações
e definições usadas até o final deste capítulo. Convencionamos escrever
à direita os homomorfismos de R-módulos à esquerda, isto é, se f :
M → N é um homomorfismo de R-módulos à esquerda então, para todo
m ∈ M, escrevemos (m)f ao invés de f(m). Neste caso, se g : P →M
é um homomorfismo de R-módulos à esquerda então a composta g ◦ f :
P → N é escrita como (x)(g ◦ f) = ((x)g)f, para todo x ∈ P.
Segundo esta notação, dado um R-módulo à esquerda M e S =
End(M), o anel de endomorfismos de M, este torna-se um S-módulo à
direita com a ação m · f = (m)f, ∀f ∈ S e ∀m ∈M.
Agora, introduzimos as funções Ann e Ker, que são definidas entre
os reticulados L(RM) e L(SS). Nossa principal referência para este
assunto é ([14], p.230).
Para cada X ∈ L(SS), o reticulado dos S-submódulos à direita de
S (ou ideais à direita de S), definimos
Ker(X) =
⋂
{Kerg : g ∈ X}.
Claramente, Ker(X) ∈ L(RM). Seja K ∈ L(RM), definimos
Ann(K) = {f ∈ S : K ⊆ Kerf} = {f ∈ S : (K)f = 0}.
É óbvio que Ann(K) ∈ L(SS). Desta maneira, ficam definidas as
funções
Ann : L(RM) → L(SS) e Ker : L(SS) → L(RM).
No caso de considerarmos R-módulos à direita, os homomorfismos
são escritos à esquerda. Temos as mesmas considerações feitas acima
respeitando, é claro, tal notação. Neste caso, consideramos L(MR) e
L(SS), em que S é o anel dos endomorfismos de M como um R-módulo
à direita.
Os resultados a seguir são mostrados para R-módulos à esquerda,
entretanto, os mesmos podem ser provados para R-módulos à direita.
Como alguns destes são usados posteriormente em ambas versões, es-
crevemos os enunciados considerando módulos tanto à esquerda quanto
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à direita.
Com o objetivo de provarmos a Proposição 3.28, mostramos alguns
lemas. Para isto, mantemos as notações acima.
Lema 3.26 Se M é um R-módulo à esquerda (à direita) auto-injetivo,
então Ann é um anti-homomorfismo do reticulado L(RM) em L(SS)
(L(MR) em L(SS)), isto é, para quaisquer N e L em L(RM) (L(MR)),
Ann(N +L) = Ann(N)∩Ann(L) e Ann(N ∩L) = Ann(N)+Ann(L).
Demonstração: Seja f ∈ Ann(N + L). Então N + L ⊆ Kerf. Logo,
N ⊆ Kerf e L ⊆ Kerf e isto implica que f ∈ Ann(N) ∩ Ann(L).
Agora, seja f ∈ Ann(N) ∩ Ann(L). Então N ⊆ Kerf e L ⊆ Kerf.
Claramente, N + L ⊆ Kerf. Portanto, f ∈ Ann(N + L).
Seja h ∈ Ann(N) + Ann(L). Então h = f + g com f ∈ Ann(N) e
g ∈ Ann(L) e portanto, N ⊆ Kerf e L ⊆ Kerg. Logo, (N∩L)(f+g) =
0, isto é, h ∈ Ann(N ∩ L).
Agora, provemos a última inclusão. Seja f ∈ Ann(N ∩ L). Então
N ∩ L ⊆ Kerf. Consideremos f¯ : M/(N ∩ L) → M dada por (m +
(N ∩L))f¯ = (m)f. Temos que f¯ está bem definida, pois N ∩L ⊆ Kerf.
Claramente, f¯ é um homomorfismo de R-módulos, pois f o é.
Seja ϕ : M/(N ∩ L) → M/N ⊕M/L dada por (x + (N ∩ L))ϕ =
(x + N) + (x + L), para todo x ∈ M. É de fácil verificação que ϕ
está bem definida e que ϕ é um monomorfismo de R-módulos. Sendo
M auto-injetivo e considerando as sequências exatas curtas 0 → N →
M → M/N → 0 e 0 → L → M → M/L → 0, segue que M é M/N -
injetivo e M/L-injetivo e portanto, M é (M/N ⊕M/L)-injetivo, estes
fatos seguem de ([14], p.128 - 16.2 (1) e (2)).
Assim, existe um homomorfismo h : M/N ⊕ M/L → M tal que
ϕ ◦ h = f¯ . O diagrama abaixo mostra tal situação










Sejam g′ = h|M/N , k′ = h|M/L, pN : M → M/N e pL : M → M/L
ambas projeções canônicas. Definimos g = pN ◦ g′ e k = pL ◦ k′ ambas
em S e observemos que N ⊆ Kerg e L ⊆ Kerk, donde g ∈ Ann(N) e
k ∈ Ann(L).
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Para quaisquer m,m′ ∈M, temos que
((m + N) + (m′ + L))h = (m + N)h + (m′ + L)h
= (m + N)g′ + (m′ + L)k′
= ((m)pN )g′ + ((m′)pL)k′
= (m)g + (m′)k.
Logo, para todo m ∈M,
(m)(g + k) = (m)g + (m)k = ((m + N) + (m + L))h =
= ((m + (N ∩ L))ϕ)h = (m + (N ∩ L))f¯ = (m)f.
Portanto, f = g + k, em que g ∈ Ann(N) e k ∈ Ann(L).
Lema 3.27 Seja M um R-módulo à esquerda (à direita) auto-injetivo.
Então
Ann(Kerf) = fS (Ann(Kerf) = Sf), para todo f ∈ S.
Demonstração: Seja h ∈ Ann(Kerf). Então h ∈ S e Kerf ⊆ Kerh.
Claramente, f¯ : M/Kerf → M dada por (m + Kerf)f¯ = (m)f, para
todo m ∈M, é um monomorfismo de R-módulos.
Definimos h¯ : M/Kerf →M por (m +Kerf)h¯ = (m)h. De fato, h¯
está bem definida, pois Kerf ⊆ Kerh. Como M é auto-injetivo, existe














Logo, para todo m ∈ M, ((m)f)g = ((m + Kerf)f¯)g = (m +
Kerf)h¯ = (m)h e portanto, h = f ◦ g ∈ fS. Assim, Ann(Kerf) ⊆ fS.
Seja h ∈ fS. Então h = f ◦ g, para algum g ∈ S e (Kerf)(f ◦
g) = ((Kerf)f)g = 0. Logo, Kerf ⊆ Kerh e assim, h ∈ Ann(Kerf).
Concluímos que Ann(Kerf) = fS.
Proposição 3.28 Seja M um R-módulo à esquerda (à direita) auto-
injetivo. Se M é distributivo, então End(M) é um anel distributivo à
direita (à esquerda).
69
Demonstração: Sejam I, J e K ideais à direita de End(M) = S. Seja
f ∈ I ∩ (J + K). Então f ∈ I e f = g + h, com g ∈ J e h ∈ K. Logo,
f ∈ fS ∩ (gS + hS).
Como M é distributivo, temos que
Kerf + (Kerg ∩Kerh) = (Kerf + Kerg) ∩ (Kerf + Kerh).
Então Ann(Kerf + (Kerg ∩ Kerh)) = Ann((Kerf + Kerg) ∩
(Kerf+Kerh)). Pelo Lema 3.26, segue queAnn(Kerf)∩(Ann(Kerg)+
Ann(Kerh)) = (Ann(Kerf)∩Ann(Kerg))+(Ann(Kerf)∩(Ann(Kerh)).
O Lema 3.27 nos diz que
fS ∩ (gS + hS) = (fS ∩ gS) + (fS ∩ hS).
Logo, f ∈ (fS ∩ gS)+ (fS ∩ hS) ⊆ (I ∩ J) + (I ∩ K). Portanto,
I∩(J +K) ⊆ (I∩J)+(I∩K). Vimos na Observação 3.9 que a inclusão
contrária é verdadeira em qualquer reticulado.
Lema 3.29 Se M é um R-módulo à esquerda (à direita) auto-cogerador,
então Ann é injetora.
Demonstração: Sejam N e L submódulos de M tais que Ann(N) =
Ann(L). Mostremos que N = L.
Como M é auto-cogerador, existe um monomorfismo ϕ : M/N →
MΛ. Sejam piλ : MΛ → M a projeção na componente λ e pN : M →
M/N a projeção canônica. Lembrando que estamos considerando ho-
momorfismos à direita, a composta das funções acima é escrita como
pN ◦ ϕ ◦ piλ. Claramente, (pN ◦ ϕ ◦ piλ)|N = 0.
Logo, N ⊆ Ker(pN ◦ϕ◦piλ) e daí, pN ◦ϕ◦piλ ∈ Ann(N) = Ann(L).
Assim, para cada l ∈ L e para cada λ ∈ Λ, temos que (l)(pN◦ϕ◦piλ) = 0.
Portanto, (l)(pN◦ϕ) = 0 e como ϕ é injetora (l)pN = 0, segue que l ∈ N.
Logo, L ⊆ N. A inclusão N ⊆ L é feita de maneira análoga.
Mostramos que se M é um R-módulo à esquerda auto-injetivo en-
tão Ann é um anti-homomorfismo de reticulados e que, se M é auto-
cogerador, então Ann é injetora. Logo, se M é auto-injetivo e auto-
cogerador, vemos que o reticulado dos submódulos de M , L(RM), é
isomorfo a um subreticulado do reticulado dual de L(SS). Em outras pa-
lavras, se M é um R-módulo à esquerda auto-injetivo e auto-cogerador,
dentro do reticulado L(SS) existe um reticulado que de “ponta-cabeça"é
o reticulado L(RM). O mesmo vale para R-módulos à direita. Portanto,
temos o próximo resultado.
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Corolário 3.30 Seja M um R-módulo à esquerda (à direita) auto-
injetivo e auto-cogerador. Então M é um R-módulo distributivo se, e
somente se, End(M) é um anel distributivo à direita (à esquerda).
Demonstração: (⇒) Segue da Proposição 3.28.
(⇐) Como o reticulado dos ideais à direita de End(M) = S é distri-
butivo, seu reticulado dual também o é, veja Observação 3.11. Clara-
mente, se um reticulado é distributivo, qualquer subreticulado também
o é. Pelos Lemas 3.26 e 3.29, L(RM) é isomorfo a um subreticulado do





Neste capítulo, mostramos que uma coálgebra é um comódulo à
direita distributivo se, e somente se, é um comódulo à esquerda distri-
butivo, isto pode ser visto na Proposição 4.2. O leitor pode observar
que a maioria dos resultados deste capítulo é colocada como lema e
isto é proposital uma vez que queremos provar o Teorema 4.16. Este
teorema nos dá uma caracterização de módulo distributivo em termos
de seu anel de endomorfismos ser um produto direto de anéis de cadeia.
O mais interessante é que os autores dão uma versão coalgébrica
do teorema acima, pois considerando uma coálgebra como um comó-
dulo sobre si própria, a mesma possui propriedades intrínsecas que se
encaixam nas hipóteses daquele teorema e a parte “agradável"disto é
a caraterização de coálgebras distributivas em termos de coálgebras de
cadeia.
Este capítulo é, de fato, o mais importante desta dissertação, pois
demonstrar os resultados citados acima é o nosso principal objetivo.
A fim de evitarmos repetição, ao considerarmos uma coálgebra C
como C∗-módulo à direita (à esquerda) omitimos a palavra racional.
Este capítulo tem como base o artigo [8], mas também usamos as
referências [3], [1], [6], [7], [10], [11] e [14].
Para a seguinte definição, C é uma coálgebra.
Definição 4.1 Seja M um C-comódulo à direita (à esquerda). Dize-
mos que M é distributivo se o reticulado de C-subcomódulos à direita
(à esquerda) é distributivo.
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No caso particular em que M é uma coálgebra C, podemos dizer,
equivalentemente, que C é um C-comódulo à direita (à esquerda) dis-
tributivo se o reticulado de seus coideais à direita (à esquerda) é dis-
tributivo.
Lembramos que C como um C∗-módulo à esquerda (à direita) é
auto-injetivo e auto-cogerador e tendo em mente a definição acima e os
isomorfismos End(C∗C) + (C∗)op e C∗ + End(CC∗), segue o resultado
abaixo.
Proposição 4.2 Seja C uma coálgebra. Então são equivalentes:
(i) C é um C-comódulo à direita distributivo;
(ii) C∗ é um anel distributivo à esquerda (à direita);
(iii) C é um C-comódulo à esquerda distributivo.
Demonstração: (i) ⇔ (ii) C é um C-comódulo à direita distributivo
(a)⇔ C é C∗-módulo à esquerda distributivo (b)⇔ End(C∗C) é um anel
distributivo à direita
(c)⇔ (C∗)op é um anel distributivo à direita (d)⇔ C∗
é um anel distributivo à esquerda.
(ii) ⇔ (iii) C∗ é um anel distributivo à esquerda (c)⇔ End(CC∗) é um
anel distributivo à esquerda (b)⇔ C é um C∗-módulo à direita distributivo
(a)⇔ C é um C-comódulo à esquerda distributivo.
As equivalências (a), (b), (c) e (d) seguem do Teorema 2.36, Corolá-
rio 3.30, Proposição 2.38 e Proposição 3.21, respectivamente.
Da proposição acima, vemos que C é um C-comódulo à direita dis-
tributivo se, e somente se, C é um C-comódulo à esquerda distributivo.
Em vista disso, temos a seguinte definição.
Definição 4.3 Uma coálgebra C é distributiva se C é um C-comódulo
à direita ou à esquerda distributivo.
A seguir, definimos e apresentamos resultados sobre anéis de cadeia
e módulos unisseriais. Estes últimos desempenham papel importante
na caracterização de módulos distributivos que possuam uma decom-
posição indecomponível como será visto adiante.
Definição 4.4 Um R-módulo à esquerda (à direita) é dito unisserial
se o reticulado dos seus submódulos é totalmente ordenado por inclusão.
O resultado seguinte é interessante no sentido que, para que tenha-
mos módulos unisseriais, é suficiente que o reticulado dos seus submó-
dulos cíclicos seja totalmente ordenado por inclusão. A prova do mesmo
pode ser encontrada em ([14], p.539), no entanto, vamos incluí-la aqui.
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Proposição 4.5 Seja M um R-módulo à esquerda. Então M é unis-
serial se, e somente se, o reticulado de submódulos cíclicos de M é
totalmente ordenado por inclusão.
Demonstração: (⇒) É óbvio.
(⇐) Sejam K e L submódulos de M. Suponhamos que K # L.
Então existe x ∈ K \ L. Seja y ∈ L qualquer. Como Rx # Ry então
Ry ⊆ Rx. Logo, y ∈ K e portanto, L ⊆ K.
A demonstração é inteiramente análoga se M é um R-módulo à
direita. Considerando agora o caso em que M = R temos a seguinte
definição.
Definição 4.6 Um anel R é chamado de anel de cadeia à direita (à
esquerda) se R como R-módulo à direita (à esquerda) é unisserial, isto
é, para quaisquer ideais à direita (à esquerda) I e J de R, I ⊆ J ou
J ⊆ I.
Devido à Proposição 4.5, segue que R é um anel de cadeia à direita
(à esquerda) se, e somente se, para quaisquer a, b ∈ R, aR ⊆ bR ou
bR ⊆ aR (Ra ⊆ Rb ou Rb ⊆ Ra).
Dizemos que R é anel de cadeia se R é anel de cadeia à direita e à
esquerda.
O seguinte lema tem uma contribuição significativa tanto na prova
do Teorema 4.16 quanto na prova do Teorema 4.21.
Lema 4.7 Se M é um R-módulo à esquerda (à direita) unisserial e
auto-injetivo, então End(M) é um anel de cadeia à direita (à esquerda).
Demonstração: Consideremos M um R-módulo à esquerda e S =
End(M). Sejam f, g ∈ S. Como M é unisserial, Kerf ⊆ Kerg ou
Kerg ⊆ Kerf. Suponhamos que Kerf ⊆ Kerg. Então Ann(Kerg) ⊆
Ann(Kerf). Mas M é auto-injetivo então, pelo Lema 3.27, gS =
Ann(Kerg) ⊆ Ann(Kerf) = fS. Logo, gS ⊆ fS e portanto, End(M)
é um anel de cadeia à direita.
Antes do próximo lema, seguem duas observações que facilitam a
prova do mesmo.
Observação 4.8 Todo anel de cadeia à direita não-nulo possui um
único ideal à direita maximal.
De fato, seja R um anel de cadeia à direita não-nulo. Então, pelo
Lema de Zorn, R possui ideais à direita maximais. Agora, suponhamos
que I e J sejam ideais à direita maximais de R. Por hipótese, I ⊆ J ou
J ⊆ I e daí, segue imediatamente que I = J .
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Lembramos o leitor de que nossos anéis possuem unidade (diferente
de zero) o que os torna não-nulos.
Seja R um anel. O radical de Jacobson de R, que denotamos por
J(R), é a interseção de todos os ideais à direita maximais de R. Se R = 0
(não é o nosso caso) então R não possui ideais à direita maximais e,
neste caso, J(R) = 0.
Na definição de J(R) acima, usamos ideais à direita maximais de
R e, desta forma, J(R) deveria ser chamado de radical à direita de
R. Similarmente, podemos definir radical à esquerda de R, tomando a
interseção de todos os ideais à esquerda maximais de R. Entretanto, é
sabido que ambas as definições coincidem e que, de fato, J(R) é um
ideal de R. Para maiores detalhes, veja ([7], p.54).
Lembramos ainda que um anel não-nulo que possui um único ideal
à direita maximal é chamado anel local. Para outras definições equi-
valentes veja ([7], p.280). A observação seguinte nos diz que anéis de
cadeia à direita são anéis locais.
Observação 4.9 Se R é um anel de cadeia à direita então J(R) é o
único ideal à direita maximal de R. Além disso, um elemento x ∈ R é
invertível em R se, e somente se, x ∈ R\J(R).
De fato, como J(R) =
⋂
j∈Ω Ij , em que Ij é um ideal à direita
maximal de R segue, pela observação acima, que R possui apenas um
ideal à direita maximal. Logo, J(R) é o único ideal à direita maximal
de R, isto é, para todo ideal à direita I de R tal que J(R) ⊆ I ⊆ R
então I = R ou I = J(R).
Finalmente, para completar a observação, notemos que se x ∈
R\J(R) então x é invertível em R. Seja x ∈ R\J(R). Então o ideal
à direita xR é tal que xR ⊆ J(R) ou J(R) ⊆ xR. Mas xR &⊂ J(R),
pois x /∈ J(R). Assim, J(R) ! xR ⊆ R e como J(R) é ideal à direita
maximal, segue que xR = R. Logo, existe y ∈ R tal que xy = 1. Como
J(R) é um ideal de R, então y /∈ J(R). Assim, J(R) ! yR ⊆ R e disto
segue que yR = R. Logo, existe z ∈ R tal que yz = 1. Concluímos
facilmente que x é invertível em R. Por outro lado, se x é invertível em
R então obviamente x /∈ J(R). Logo, x ∈ R\J(R).
Lema 4.10 O produto direto de anéis de cadeia à direita (à esquerda)
é um anel distributivo à direita (à esquerda).
Demonstração: Seja R =
∏
i∈I Ri, em que cada Ri é um anel de
cadeia à direita. Em vista das observações acima, não é difícil mostrar
que o conjunto de todos os ideais à direita maximais de R é da forma
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Max(R) = {Pj : j ∈ I} em que para cada j ∈ I
Pj = {(xi)i∈I ∈ R : xj ∈ J(Rj)},
J(Rj) é o radical de Jacobson do anel Rj . Para mostrar que R é um
anel distributivo à direita, vamos usar a Proposição 3.25.
ConsideremosR como um R-módulo à direita. Sejam x = (xi)i∈I , y =
(yi)i∈I ∈ R e, para qualquer j ∈ I, Pj ∈Max(R). Como Rj é anel de
cadeia à direita suponhamos, sem perda de generalidade, que xjRj ⊆
yjRj .
Seja t = (δji)i∈I , isto é, ti = 0 para todo i &= j e tj = 1. Então t /∈ Pj ,
pois 1 /∈ J(Rj). Assim, t ∈ R\Pj e além disso, (xt)j = xj ∈ yjRj e
(xt)i = 0, ∀i &= j. Como xj = yjrj para algum rj ∈ Rj , podemos
considerar k = (ki)i∈I tal que kj = rj e ki = 0, ∀i &= j. Portanto,
xt = yk ∈ yR e pela Proposição 3.25, R é um R-módulo à direita
distributivo e portanto, um anel distributivo à direita. A versão à
esquerda deste lema é feita de maneira totalmente análoga.
O lema que acabamos de provar é o correspondente ([8], Lemma
4.2) e vemos que na prova dada pelos autores, o conjunto R\Pj é um
conjunto de Ore à direita. No entanto, isto é uma consequência do fato
de que R é um anel distributivo à direita, veja ([4], p.77).
A fim de enunciarmos o principal teorema desta dissertação, comple-
tamos a lista de pré-requisitos definindo módulos semiartinianos bem
como algumas de suas propriedades.
Definição 4.11 Um módulo M é dito ser semiartiniano se todo quo-
ciente não-nulo de M tem socle essencial, isto é, para todo submódulo
próprio N de M, soc(M/N) é essencial em M/N.
Lema 4.12 Todo submódulo de um módulo semiartiniano é semiarti-
niano.
Demonstração: Sejam M um módulo semiartiniano e N um submó-
dulo de M . Seja P um submódulo próprio de N . Queremos provar que
soc(N/P ) é essencial em N/P.
Para isto, seja X um submódulo não-nulo de N/P. Então X é um
submódulo não-nulo de M/P. Temos
X ∩ soc(N/P ) (∗)= X ∩N/P ∩ soc(M/P ) = X ∩ soc(M/P ),
em que a igualdade (∗) segue da Proposição 1.14. Como M é semiar-
tiniano, segue que X ∩ soc(M/P ) &= 0. Logo, soc(N/P ) é essencial em
N/P. Portanto, N é semiartiniano.
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Observação 4.13 Se M é um módulo semiartiniano então, por defini-
ção, para qualquer submódulo próprio N de M , soc(M/N) é essencial
em M/N. Logo, soc(M/N) é não-nulo e portanto, M/N possui submó-
dulo simples. Em particular, para N = 0 segue que soc(M) é essencial
em M e assim, M possui um submódulo simples.
Definição 4.14 Uma família de R-módulos {Mβ}β∈I é dita ser não-
relacionada se Hom(Mβ/N,Mγ/L) = 0, para quaisquer N ! Mβ, L !
Mγ e quaisquer β &= γ.
Definição 4.15 Uma decomposição em soma direta M =
⊕
α∈I Mα
de um módulo M, em que {Mα}α∈I é uma família de submódulos in-
decomponíveis, é dita ser uma decomposição indecomponível.
Teorema 4.16 Seja M um R-módulo à esquerda semiartiniano, auto-
injetivo, auto-cogerador e que possua uma decomposição indecomponível
M =
⊕
β∈I Mβ . Então as seguintes condições são equivalentes:
(i) M é R-módulo à esquerda distributivo;
(ii) {Mβ}β∈I é uma família não-relacionada de módulos unisseriais;
(iii) End(M) é isomorfo ao produto direto de anéis de cadeia à
direita (isomorfos como anéis);
(iv) End(M) é um anel distributivo à direita.
Demonstração: Primeiramente, notemos que como para cada β ∈
I, Mβ é submódulo de M e sendo que M é M -injetivo segue, das
Proposições 1.7 e 1.8, que Mβ é injetivo em σ[M ] (equivalentemente,
Mβ é M -injetivo).
Pelo Lema 4.12, para todo β ∈ I,Mβ é semiartiniano e pela Obser-
vação 4.13, Mβ possui submódulo simples, digamos Sβ. Sendo cada Mβ
indecomponível segue, da Proposição 1.11, que Mβ é uniforme, assim
Sβ é essencial em Mβ. Da definição de envoltória M -injetiva, segue que
Mβ é a envoltória injetiva de Sβ em σ[M ].
Como 0 &= soc(Mβ) = ∩{L : L !e Mβ} e todos os submódulos
simples de Mβ são essenciais em Mβ (Mβ é uniforme), segue que 0 &=
soc(Mβ) ! S, para todo submódulo simples S de Mβ. Portanto, Mβ
possui apenas um submódulo simples, a saber, soc(Mβ), e continuamos
a denotá-lo por Sβ .
(i) ⇒ (ii) Suponhamos que M seja distributivo. Como Mβ∩Mγ = 0,
para quaisquer β, γ em I com β &= γ, segue que Sβ ∩ Sγ = 0. Pelo
Teorema 3.23, Hom(Sβ , Sγ) = 0, ∀β, γ ∈ I,β &= γ. Portanto, para
quaisquer β, γ ∈ I,β &= γ, os submódulos simples Sβ e Sγ de Mβ e Mγ ,
repectivamente, não são isomorfos.
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Sejam β ∈ I e N um submódulo próprio de Mβ . Então soc(Mβ/N) !e
Mβ/N, pois Mβ é semiartiniano.
Sendo M auto-cogerador, temos que ϕ : Mβ/N ↪→ M/N → MΩ
é um monomorfismo. Lembrando que MΩ =
∏
i∈ΩMi para Mi =
M, ∀i ∈ Ω. Seja T um submódulo simples de Mβ/N (tal submódulo
existe devido à Observação 4.13). Então T + ϕ(T ) ! MΩ. Assim, T
é isomorfo a um submódulo simples de M. Logo, T é isomorfo a Sγ ,




















em que i e j são as inclusões canônicas. A existência de g é garantida
pela M -injetividade de Mγ .
Claramente g é não-nula, pois g|T = f &= 0. Seja pi : Mβ → Mβ/N
a projeção canônica. Então g ◦ pi ∈ Hom(Mβ ,Mγ) = 0, ∀β &= γ, pelo
Teorema 3.23. Como g ◦ pi &= 0, segue que β = γ. Isto mostra que todo
submódulo simples de Mβ/N é isomorfo à Sβ .
Mostremos que soc(Mβ/N) é simples. De fato, sejam T1, T2 sub-
módulos simples quaisquer de Mβ/N. Sabemos que T1 + Sβ + T2.
Escrevemos T1 = N1/N e T2 = N2/N em que N é um submódulo pró-
prio de N1 e de N2 e Ni !Mβ para i = 1, 2. Claramente, N ! N1∩N2
e por serem T1 e T2 módulos simples, segue que N1 ∩ N2 = N ou
N1 = N1 ∩N2 = N2.
Se N1 = N1 ∩ N2 = N2 então T1 = T2 e soc(Mβ/N) é simples.
Por outro lado, se N1 ∩N2 = N então Hom(T1, T2) = Hom(N1/(N1 ∩
N2), N2/(N1 ∩N2)) = 0 pelo Teorema 3.23. Mas T1 + T2 o que obriga
T1 = T2 e isto implica que soc(Mβ/N) é simples.
Desta forma, provamos que todo quociente de Mβ possui socle sim-
ples. Portanto, por ([14] p.539 - 55.1), Mβ é unisserial.
Resta provarmos que {Mβ}β∈I é uma família não-relacionada1. Su-
1É possível provar esta afirmação usando ([11], Proposition 1.3), pois sendo os
Mβ ’s unisseriais, os mesmos são distributivos. Como M =
L
β∈I Mβ é distributivo,
segue por [11], que {Mβ}β∈I é uma família não-relacionada.
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ponhamos f : Mβ/N →Mγ/L um homomorfismo não-nulo para alguns
submódulos próprios N e L de Mβ e Mγ , respectivamente. Queremos
mostrar que β = γ.
Como Kerf ! Mβ/N, Kerf = N ′/N para algum submódulo N ′
de Mβ que contenha N. Então o homomorfismo (Mβ/N)/Kerf →
Mγ/L é injetor. Mas, (Mβ/N)/(N ′/N) é isomorfo Mβ/N ′. Logo, o
homomorfismo f ′ : Mβ/N ′ → Mγ/L é injetor. Assim, podemos supor
sem perda de generalidade que f é injetora.
Como soc(Mβ/N) é um submódulo simples de Mβ/N , temos que
Sβ + soc(Mβ/N). Da mesma forma, Sγ + soc(Mγ/L).
Sendo f injetora, então soc(Mβ/N) + f(soc(Mβ/N)) e portanto,
f(soc(Mβ/N)) é não-nulo. Pela Proposição 1.14, f(soc(Mβ/N)) ⊆
soc(Mγ/L) e como soc(Mγ/L) é simples, segue imediatamente que
f(soc(Mβ/N)) = soc(Mγ/L). Portanto,
Sβ + soc(Mβ/N) + f(soc(Mβ/N)) = soc(Mγ/L) + Sγ .
Como Hom(Sβ , Sγ) = 0, para quaisquer β &= γ, então β = γ. Assim,
{Mβ}β∈I é uma família não-relacionada.












Como {Mγ}γ∈I é uma família não-relacionada, entãoHom(Mβ ,Mγ) =
0, para γ &= β. Então ∏γ *=β Hom(Mβ ,Mγ) = 0.
Entretanto,
∏
γ *=β Hom(Mβ ,Mγ) e Hom(Mβ,
∏
γ *=β Mγ) são gru-
pos abelianos isomorfos. Logo, Hom(Mβ ,
∏
γ *=β Mγ) = 0 e isto im-
plica que Hom(Mβ ,
⊕
γ *=β Mγ) = 0, pois
⊕
γ *=β Mγ é submódulo de∏
γ *=β Mγ . Assim, Hom(Mβ,M) = End(Mβ) para todo β ∈ I.
Logo, End(M) = Hom(
⊕
β∈I Mβ,M)
(∗)+ ∏β∈I Hom(Mβ,M) =∏
β∈I End(Mβ). Para o leitor interessado, os isomorfismos (de grupos
abelianos) acima seguem de ([6], p.202).
Sendo Mβ um módulo auto-injetivo e unisserial segue, do Lema 4.7,
que End(Mβ) é anel de cadeia à direita.
(iii) ⇒ (iv) Pelo Lema 4.10, o produto direto de anéis de cadeia à
direita é distributivo à direita. Logo, o anel End(M) é distributivo à
direita.
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(iv) ⇒ (i) Como M é auto-injetivo e auto-cogerador e por hipótese
End(M) é anel distributivo à direita segue, do Corolário 3.30, que M
é R-módulo à esquerda distributivo.
Lema 4.17 Seja C = D⊕E uma coálgebra, em que D e E são coideais
à direita de C. Se Hom(C∗D,C∗E) = 0 então D é uma subcoálgebra de
C.
Demonstração: É claro que D é um k-subespaço vetorial de C, pois
D é um coideal à direita de C. Temos que mostrar que ∆(D) ⊆ D⊗D.
Seja x ∈ D. Então ∆(x) ∈ D ⊗ C. Assim, podemos escrever ∆(x) =∑n
i=1 xi ⊗ yi supondo o conjunto {xi}ni=1 linearmente independente.
Para cada i ∈ {1, · · · , n}, consideremos o subespaço unidimensional
kxi de D e escrevemos C = kxi ⊕Hi ⊕E em que Hi é o complemento
de kxi em D. Sejam pi : C → kxi dada por pi(c) = λxi em que
c = λxi + h + b para únicos λ ∈ k, h ∈ Hi e b ∈ E e o isomorfismo
linear ϕi : kxi → k.
Assim, a função pii = ϕi◦pi : C → k é claramente k-linear e portanto
pii ∈ C∗ para qualquer i ∈ {1, · · · , n}.
Do Capítulo 2, sabemos que C é um (C∗, C∗)-bimódulo cujas ações
à direita e à esquerda são dadas, respectivamente, por
c ↼ f = φ(f ⊗ IC)∆(c) =
∑
f(c1)c2 e
f ⇀ c = φ(IC ⊗ f)∆(c) =
∑
c1f(c2).
Então, para todo j ∈ {1, · · · , n}, x ↼ pij = ∑ni=1 pij(xi)yi = yj,
esta última igualdade segue do fato de que {xi}ni=1 é linearmente inde-
pendente. Agora, definimos uma família de funções {ψi : D → C} por
ψi(z) = z ↼ pii.
Afirmamos que ψi ∈ Hom(C∗D,C∗C), para todo i ∈ {1, · · · , n}.
O fato de que ψi é linear segue imediatamente da definição de ação à
direita dada acima. Seja g ∈ C∗. Então
ψi(g ⇀ z) = (g ⇀ z) ↼ pii
(∗∗)
= g ⇀ (z ↼ pii) = g ⇀ ψi(z).
Em (∗∗) é usado fortemente o fato de C ser um (C∗, C∗)-bimódulo.
Portanto,
ψi ∈ Hom(C∗D,C∗C) = Hom(C∗D,C∗D)⊕Hom(C∗D,C∗E)
= End(C∗D).
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Logo, Imψi ∈ D, ∀ i ∈ {1, · · · , n} e yj = x ↼ pij = ψj(x) ∈ D, ∀j.
Assim, ∆(x) =
∑n
i=1 xi⊗yi ∈ D⊗D e portanto, D é uma subcoálgebra
de C.
Observamos que este lema ainda é válido se considerarmos D e E
coideais à esquerda de C.
Definição 4.18 Dizemos que uma coálgebra C é uma coálgebra de ca-
deia à direita (à esquerda) se C é unisserial como comódulo à direita
(à esquerda).
Segundo ([2], Definition 1.1), um C-comódulo à direita (à esquerda)
M é dito unisserial se M como um C∗-módulo à esquerda (à direita) é
unisserial.
Assim, C é uma coálgebra de cadeia à direita (à esquerda) se, e
somente se, C é unisserial como C∗-módulo à esquerda (à direita).
Dizemos que C é uma coálgebra de cadeia se C é de cadeia à direita
e à esquerda.
Vimos no Teorema 2.52 que C =
⊕
β∈I E(Sβ), em que para cada
β ∈ I, Sβ é subcomódulo simples de C e E(Sβ) é a envoltória injetiva
de Sβ contida em C. Vamos mostrar que esta decomposição é indecom-
ponível.
Lema 4.19 A decomposição C =
⊕
β∈I E(Sβ), como acima, é inde-
componível.
Demonstração: Basta mostrarmos que o C∗-módulo à esquerda ra-
cional E(Sβ) é uniforme para cada β ∈ I, pois daí o resultado segue
da Proposição 1.11. Seja X um C∗-submódulo à esquerda não-nulo
de E(Sβ). Como Sβ é um submódulo essencial em E(Sβ), segue que
X ∩ Sβ &= 0. Mas Sβ é simples e portanto, X ∩ Sβ = Sβ .
Assim, para qualquer C∗-submódulo não-nulo Y de E(Sβ), temos
que 0 &= Sβ = (X ∩ Sβ) ∩ (Y ∩ Sβ) ⊆ X ∩ Y. Donde, X ∩ Y &= 0. Logo,
X é essencial em E(Sβ), ou seja, E(Sβ) é uniforme.
Lema 4.20 Seja C uma coálgebra. Então C é um C∗-módulo à es-
querda (à direita) semiartiniano.
Demonstração: Seja D um C∗-submódulo à esquerda (à direita) pró-
prio de C. Então C/D é um C∗-módulo à esquerda (à direita) não-nulo.
Pelo Corolário 2.48, soc(C/D) é essencial em C/D.
Finalizamos o capítulo com um teorema que nos dá uma caracte-
rização de coálgebras distributivas em termos de coálgebras de cadeia.
Podemos encará-lo como uma versão “coalgébrica"do Teorema 4.16.
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Teorema 4.21 Seja C uma coálgebra. São equivalentes:
(i) C é uma coálgebra distributiva;
(ii) C é um coproduto de coálgebras de cadeia à direita (e à es-
querda);
(iii) C∗ é isomorfo ao produto direto de anéis de cadeia à esquerda;
(iv) C∗ é um anel distributivo à esquerda.
Demonstração: (i) ⇒ (ii) A hipótese (i) nos diz que C é um C∗-
módulo à direita e à esquerda distributivo. Consideremos C um C∗-
módulo à esquerda. Temos que C =
⊕
β∈I E(Sβ) é uma decomposição
indecomponível, C é auto-cogerador, auto-injetivo e semiartiniano e,
pelo Teorema 4.16, {E(Sβ)}β∈I é uma família não-relacionada de C∗-
módulos à esquerda (racionais) unisseriais.
Para cada γ ∈ I, E(Sγ) e
⊕
β *=γ E(Sβ) são coideais à direita de C.
Escrevemos C = E(Sγ) ⊕ (⊕β *=γ E(Sβ)) para qualquer γ ∈ I. Além
disso, Hom(E(Sγ),
∏
β *=γ E(Sβ)) +
∏
β *=γ Hom(E(Sγ), E(Sβ)) = 0,





Pelo Lema 4.17, para todo γ ∈ I, E(Sγ) é uma subcoálgebra de C,
unisserial como C-comódulo à direita. Portanto, C é um coproduto de
coálgebras de cadeia à direita.
Finalmente, considerando C como um C∗-módulo à direita distri-
butivo segue, de maneira análoga, que C é um coproduto de coálgebras
de cadeia à esquerda.
(ii) ⇒ (iii) Por hipótese, C = ⊕
λ∈Λ
Cλ em que Cλ é uma coálgebra
de cadeia à esquerda para cada λ. Temos







Para cada λ ∈ Λ, C∗λ + End(CλC∗λ). Sabemos também que Cλ é
auto-injetivo e, por hipótese, Cλ é um C∗λ-módulo à direita unisserial,
pois Cλ é Cλ-comódulo à esquerda unisserial. Logo, pelo Lema 4.7,
End(CλC∗λ) é um anel de cadeia à esquerda. Portanto, C
∗
λ é anel de
cadeia à esquerda, para cada λ ∈ Λ.
(iii) ⇒ (iv) Pelo Lema 4.10, o produto direto de anéis de cadeia
à esquerda é um anel distributivo à esquerda. Logo, C∗ é um anel
distributivo à esquerda.
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(iv) ⇒ (i) Como C∗ é um anel distributivo à esquerda segue, da
Proposição 4.2, que C é um C-comódulo à direita distributivo. Por





Neste capítulo, apresentamos um exemplo importante de coálgebra
de cadeia, a coálgebra da potência dividida, que pareceu ser uma inspira-
ção para Lomp e Sant’Ana para os resultados obtidos sobre coálgebras
de cadeia. No Capítulo 4, vimos que coálgebras distributivas são carac-
terizadas em termos de coálgebras de cadeia, isto é, são coprodutos de
coálgebras de cadeia. Neste capítulo, embora não seja nosso objetivo
estudarmos com profundidade as coálgebras de cadeia, fazemos uma
pequena “degustação"do que é feito pelos autores sobre as mesmas e o
leitor interessado pode consultar [8] para mais detalhes.
Este capítulo está baseado nas referências [2], [3], [8] e [9].
5.1 A coálgebra da potência dividida
Vimos, no Exemplo 2.5, que o k-espaço vetorialC com base {c0, c1, · · · ,
cn, · · · } é uma coálgebra com comultiplicação ∆(cn) =∑ni=0 ci⊗cn−i e
counidade ε(cn) = δ0,n e tal coálgebra é chamada coálgebra da potência
dividida. No Exemplo 2.20, vimos que C∗ + k[[X ]].
Definimos, para cada n ∈ N, Dn como sendo o k-subespaço vetorial
de C gerado por {c0, c1, · · · , cn}. É claro que Dn é uma subcoálgebra
de C, para todo n ∈ N. Enxergando C como um C-comódulo à direita e
à esquerda, temos que Dn é um C-subcomódulo à direita e à esquerda
de C, pois toda subcoálgebra é um subcomódulo à direita e à esquerda.
Notemos ainda que D0 ⊆ D1 ⊆ · · · ⊆ Dn ⊆ · · · e portanto, o conjunto
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{Dn : n ∈ N} é totalmente ordenado.
Lema 5.1 Seja C uma coálgebra cocomutativa. Então todo subcomó-
dulo à direita (à esquerda) é uma subcoálgebra de C.
Demonstração: Seja D um C-subcomódulo à direita de C. Então
∆(D) ⊆ D ⊗ C. Usando o fato de que C é cocomutativa, temos que
∆(D) = (T ◦∆)(D) ⊆ T (D ⊗ C) ⊆ C ⊗D.
Portanto, ∆(D) ⊆ (C ⊗ D) ∩ (D ⊗ C) (∗)= D ⊗D, em que a igual-
dade (∗) segue de ([3], Lemma 1.4.5). A demonstração é análoga se
considerarmos D como um C-subcomódulo à esquerda de C.
Não é difícil ver que a coálgebra da potência dividida é cocomuta-






cn−i⊗ci = (T ◦∆)(cn), para todo
n ∈ N. Ou ainda, como a álgebra dual de C, C∗ é isomorfa à k[[X ]]
que é comutativa, segue que C é cocomutativa ([3], p.63).
Pelo lema anterior, todo subcomódulo tanto à direita quanto à es-
querda da coálgebra da potência dividida C é uma subcoálgebra. As-
sim, se provarmos que as subcoálgebras próprias de C são exatamente
as D′ns, teremos que a coálgebra da potência dividida é uma coálgebra
de cadeia, pois tanto o reticulado dos C-subcomódulos à direita quanto
o dos C-subcomódulos à esquerda de C são totalmente ordenados.
Proposição 5.2 Toda subcoálgebra da coálgebra da potência dividida
C ou é da forma Dn = k{c0, c1, · · · , cn}, para algum n ∈ N ou é a
própria C.
Demonstração: Primeiramente, mostremos que dado w ∈ C, existe
m ∈ N tal que C∗ · w = Dm. De fato, por w ∈ C, temos que w =∑m
i=0 αici, em que αm &= 0. Para cada s ∈ N, suponhamos ps ∈ C∗ tal
que ps(cs) = 1 e ps(ci) = 0 para i &= s. Então
pm ⇀ w =
m∑
i=0
αi (pm ⇀ ci) = αmpm(cm)c0 = αmc0
e sendo αm não-nulo, segue que αm é invertível em k e daí, c0 =
α−1m (pm ⇀ w) ∈ C∗ · w.
Além disso,
pm−1 ⇀ w =
m∑
i=0
αi (pm−1 ⇀ ci) = αm−1c0 + αmc1
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e isto implica que c1 = α−1m (pm−1 ⇀ w − αm−1c0), donde c1 ∈ C∗ · w.
Não é difícil ver que pm−i ⇀ w = αm−ic0 + αm−i+1c1 + · · · +
αm−1ci−1 + αmci e supondo que c0, c1, · · · , ci−1 ∈ C∗ · w, segue que
ci ∈ C∗ · w, para todo 1 ≤ i ≤ m. Logo, {c0, c1, · · · , cm} ⊆ C∗ · w e
daí, Dm ⊆ C∗ · w.
Por outro lado, dado f ∈ C∗, f ⇀ w é combinação linear dos
elementos c0, c1, · · · , cm e portanto, C∗ ·w ⊆ Dm. Donde, C∗ ·w = Dm.
Seja V um C∗-submódulo à esquerda (racional) de C (equivalente-




e, pelo que foi mostrado acima, para cada w ∈ V, existe m ∈ N tal que
C∗ · w = Dm. Como as subcoálgebras D′ns são totalmente ordenadas,
segue que V é a união de todos os seus C∗-submódulos cíclicos. Por-
tanto, ou para cada n ∈ N, existe w ∈ V tal que C∗ · w = Dn e, neste
caso, V = C ou existe n minimal tal que Dn não está contido em V e,
neste caso, V = Dn−1 = k{c0, c1, · · · , cn−1}.
5.2 A filtração co-radical e as coálgebras de
cadeia
Agora, gostaríamos de mostrar algumas propriedades de uma coál-
gebra de cadeia, entretanto é necessário lembrarmos algumas definições
e resultados.
Uma coálgebra D é dita simples se suas únicas subcoálgebras são 0
e D. Um fato conhecido é que toda coálgebra simples possui dimensão
finita ([3], p.117) e vamos usar isto na prova do teorema abaixo.
Dada uma coálgebra C, denotamos por C0 a soma de todas as sub-
coálgebras simples de C. A subcoálgebraC0 de C é chamada o co-radical
de C.
Seja C uma coálgebra. A série de Loewy de C visto como um C∗-
módulo à esquerda C é uma cadeia ascendente
C0 ⊆ C1 ⊆ · · · ⊆ Cn ⊆ · · ·
tal que, para todo n ≥ 1, Cn é definido como um C∗-submódulo de C
que satisfaz Cn/Cn−1 = soc(C/Cn−1) e C0 = soc(C∗C). Tal cadeia é
chamada filtração co-radical da coálgebra C. Para maiores detalhes, o
leitor pode consultar [3] e [9].
Observação 5.3 Notemos que a cadeia D0 ⊆ D1 ⊆ · · · ⊆ Dn ⊆ · · · ,
definida na seção anterior, é a filtração co-radical da coálgebra da po-
tência dividida. De fato, devido à Proposição 5.2, D0 é o único C-
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subcomódulo à direita simples da coálgebra da potência dividida C.
Logo, soc(C∗C) = D0. Temos ainda que, para todo n " 1, Dn/Dn−1 ⊆
Dn+1/Dn−1 ⊆ · · · são os C-subcomódulos à direita próprios e não-
nulos de C/Dn−1 e dim(Dn/Dn−1) = 1. Donde Dn/Dn−1 é o único C-
subcomódulo à direita simples de C/Dn−1 e portanto, soc(C/Dn−1) =
Dn/Dn−1.
Lembramos agora o Lema de Schur, o qual utilizamos na demons-
tração do próximo teorema.
Lema 5.4 (Lema de Schur) Seja M um R-módulo simples. Então
End(M) é um anel de divisão.
Demonstração: Seja f não-nula em End(M). Como M é simples,
segue que Kerf = 0 e Imf = M . Portanto, f é invertível.
Teorema 5.5 Seja C uma k-coálgebra de cadeia à direita. Então C
possui as seguintes propriedades.
(i) Existe uma k-álgebra de divisão D de dimensão finita com C∗0 +
D e, para todo n ≥ 1, temos que Cn/Cn−1 + C0 como C-comódulos à
direita e à esquerda.
(ii) Todo coideal à direita ou à esquerda próprio e não-nulo de C é
uma subcoálgebra de dimensão finita de C e é igual à Cn, para algum
n ≥ 0. Em particular, o único coideal à direita (ou à esquerda) de C
de dimensão infinita é o próprio C.
Demonstração: (i) Sejam S e T dois C-subcomódulos à direita sim-
ples de C. Como C é uma coálgebra de cadeia à direita, segue que
S ⊆ T ou T ⊆ S e claramente, S = T . Logo, C possui apenas
um C-subcomódulo simples. Portanto, C0 = soc(C∗C) é o único C-
subcomódulo à direita simples de C. A partir deste fato, concluímos
que C0 é simples como um C0-comódulo à direita, o que é equivalente
a dizermos que C0 é um C∗0 -módulo à esquerda simples. Pelo Lema de
Schur, End(C∗0C0) é uma k-álgebra de divisão.
Sendo C0 uma subcoálgebra de C, segue também que C0 é simples
como coálgebra e portanto, finito dimensional. Logo, C∗0 é finito di-
mensional. Sabemos que End(C∗0C0) e (C
∗
0 )op são k-álgebras isomorfas
e assim, D = (End(C∗0C0))
op e C∗0 também o são. Como End(C∗0C0) é
uma k-álgebra de divisão, então D o é. Logo, D + C∗0 é uma k-álgebra
de divisão finito dimensional.
Provemos que Cn/Cn−1 + soc(C/Cn−1) é um C-comódulo à direita
simples para n ≥ 1. Sejam X = E/Cn−1 e Y = F/Cn−1 dois C-
subcomódulos simples de C/Cn−1, em que E e F são subcomódulos de
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C. Como C é uma coálgebra de cadeia à direita, segue que E ⊆ F ou
F ⊆ E. Suponhamos, sem perda de generalidade, que E ⊆ F e isto nos
diz que X ⊆ Y. Como X é um comódulo não-nulo (pois X é simples) e
Y é simples, segue que X = Y . Portanto, Cn/Cn−1 é um C-comódulo
simples.
Pela Proposição 2.50, Cn/Cn−1 é isomorfo a um subcomódulo à
direita de C. Pelo que vimos acima, C0 é o único C-subcomódulo à
direita simples de C e portanto, Cn/Cn−1 + C0, para todo n ≥ 1.
(ii) Mostremos que dim(Cn) = (n + 1) dim(D), para n ≥ 0. Para
n = 0 é trivialmente verdade, já que C∗0 + D. Verifiquemos a validade
para n = 1.
Sabemos que dim(C0) é finita e dim(C1/C0) é finita, pois C1/C0 +
C0. Então dim(C1) é finita e dim(C1) = dim(C0) + dim(C1/C0) =
2 dim(C0) = 2 dim(D).
Suponhamos por indução que dim(Cn−1) = n dim(D). Como
dim(Cn/Cn−1) é finita, pois Cn/Cn−1 + C0, segue que dim(Cn) é finita
e também que
dim(Cn) = dim(Cn−1) + dim(Cn/Cn−1)
= n dim(D) + dim(D)
= (n + 1) dim(D).
Seja N um coideal à direita próprio e não-nulo de C tal que dim(N)
é finita. Como C é uma coálgebra de cadeia à direita, segue que N ⊆ C0
ou C0 ⊆ N. Mas como C0 é um C-comódulo simples, então N = C0 ou
C0 ⊆ N . Se N = C0, não temos nada a fazer.
Se C0 ⊆ N, existe n ∈ N maximal tal que Cn ⊆ N e Cn+1 # N.
Como Cn+1/Cn é simples e Cn+1 # N, temos que (N/Cn)∩(Cn+1/Cn) =
0. Sendo C de cadeia à direita e como Cn+1 # N segue, necessaria-
mente, que N ⊆ Cn+1. Logo, (N/Cn)∩ (Cn+1/Cn) = N/Cn. Portanto,
N/Cn = 0 e daí, N = Cn. Lembramos que os membros da filtração
co-radical, isto é, os C′ns são subcoálgebras de C, veja ([3], Corollary
3.1.10) e isto termina uma parte do item (ii).
Agora, seja N um coideal à direita de C de dimensão infinita. No-
vamente, por ser C uma coálgebra de cadeia à direita e Cn finito di-
mensional, para todo n ∈ N, segue que Cn ⊆ N , ∀n ∈ N. Por outro
lado, qualquer elemento c de C está contido em um subcomódulo fi-
nito dimensional de C ([3], Theorem 1.4.7), isto é, c ∈ Cm para algum
m ∈ N. Logo, C = ⋃n∈N Cn ⊆ N ⊆ C e portanto, N = C.
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