Introduction
We present a view of aspects of mathematical physics, showing how the forms of gauge theory, Hamiltonian mechanics and quantum mechanics arise from a non-commutative framework for calculus and differential geometry.
In this paper we assume that all constructions are performed in a Lie algebra A. One may take A to be a specific matrix Lie algebra, or abstract Lie algebra. If A is taken to be an abstract Lie algebra, then it is convenient to use the universal enveloping algebra so that the Lie product can be expressed as a commutator. In making general constructions of operators satisfying certain relations, it is understood that we can always begin with a free algebra and make a quotient algebra where the relations are satisfied.
We build a variant of calculus on A by defining derivations as commutators (or more generally as Lie products). That is, if for a fixed N in A we define ∇ : A −→ A by the formula ∇F = [F, N] = F N − NF then ∇ is a derivation. Note that ∇ satisfies the formulas 1. ∇(F + G) = ∇(F ) + ∇(G)
∇(F G) = ∇(F )G + F ∇(G).
In A there are as many derivations as there are elements of the algebra, and these derivations behave quite wildly with respect to one another. If we have the abstract concept of curvature as the non-commutation of derivations, then A is a highly curved world indeed. Within A we shall build in a natural way a tame world of derivations that mimics the behaviour of flat coordinates in Euclidean space. We will then find that the description of the structure of A with respect to these flat coordinates contains many of the equations and patterns of mathematical physics.
Note that for any A, B, C in A we have the Jacobi Identity This proves the proposition.
In the next sections we will see how these patterns interact with concepts of calculus and differential geometry, and with physical models. Section 2 shows how multivariable discrete calculus can be reformulated as a calculus of commutators. Section 3 sets up a general format for non-commutative calculus and associated physics. Section 4 discusses curvature and connection and includes a discussion of the Feynman-Dyson derivation of electromagnetism from commutator calculus and its generalizations. It this through these generalizations that we encounter differential geometry and the LeviCivita connection in relation to abstract physical trajectories. In Section 5 we discuss the Jacobi identity and give a combinatorial proof that Poisson brackets satisfy the Jacobi identity. This proof is based on a Lemma that determines when commutators in a non-associative algebra satisfy the Jacobi identity. Section 6 gives a diagrammatic formulation of the Jacobi identity and gives a specific example of how this identity arises in the context of colorings of intersection graphs. The purpose of this example in the present context is to show how the structures that we are discussing can live in a multiplicity of contexts. These varied models suggest new intepretations for the physics, a topic that will be the subject of subsequent papers. The paper ends with an epilogue, and suggestions for new directions.
Derivatives are Commutators
Consider a discrete deriviative Df = (f (x + ∆) − f (x))/∆. It is easy to see that D does not satisfy the Leibniz rule. In fact, if
In the limit as ∆ goes to zero,f approaches f and the Leibniz rule is satisfied in the limit. Now define a shift operator J that satisfies the equation
Note that the existence of J is accomplished by taking the commutative algebra C that we started with, and extending it to the free product of C with an algebra generated by the symbol J, modulo the ideal generated by f J − Jf for all f in C.
Then, setting ∇ = JD,
The adjusted derivative ∇ satisfies the Leibniz rule.
In fact, this adjusted derivative is a commutator in the algebra C of functions, extnded by the operator J:
Note however that
Thus ∇(x) = J. This underlines the fact that these derivatives now take values in a non-commutative algebra. Note however, that if
Hence we can proceed in calculations with power series just as in ordinary discrete calculus, keeping in mind powers of J that are shifted to the left. That is, a typical power series should be expressed in terms of the falling powers x (n) . We would define
The price paid for having the Leibniz rule restored and the derivatives expressed in terms of commutators is the appearance factors of J on the left in final expressions of functions and derivatives.
Note that we have
and that this writes discrete calculus in terms that satisfy the Leibniz rule with a step of size ∆. It would be convenient to have an operator P such that [x, P ] = 1. Then [f, P ] would formally mimic the usual derivative with respect to x, and we would have
Of course, we can simply posit such a P, but in fact, we can redefine J so that f J = Jf
and we can take P = J/∆.
In this interpretation, [f, P ] = JDf = ∇f where
This double readjustment of the discrete derivative allows us to transfer standard calculus to an algebra of commutators.
The cost for this double readjustment is that we must have a collection of functions in the original algebra C such that one can sensibly definẽ f (x) = f (x + J −1 ∆). Polynomial and power series functions have such natural extensions. For other function algebras it will be an interesting problem in analysis, and algebra, to understand the structure of such extensions of commutative rings of functions to non-commutative rings of functions.
More Variables. In order to have multivariable calculus, it is best to introduce new shift operators (commuting with one another), one for each variable. For example, suppose we are working with functions of x and y.
Then we have discrete partial derivatives
We define operators J x and J y such that
Then we can define
and
In this version of two-variable calculus, ∇ x and ∇ y commute with one another, and we have
Just as in the one-variable case, we can accomplish the more desirable commutation relations by making the discrete derivatives carry an operator in their step. That is, we redefine
y ∆). Retaining the above definitions and taking P x = J x /∆, P y = J y /∆, we have
In this way we can transfer multivariable discrete calculus to non-commutative algebra. One way to read the rest of this paper is to use the model, presented in this section, as the underlying non-commutative algebra. In that case the physical systems that are discussed will be discrete dynamical systems defined partially on the original underlying commutative algebra C, and partially in the non-commutative algebra A, that has been constructed around it. Detailed examination of these dynamical systems will be the subject of a sequel to the present paper.
Example. Before going on to more abstract calculus, it is worth looking at the simplest case of a commutator equation using this form of the discrete calculus. Consider a time series {X, X ′ , X ′′ , ...} with commuting scalar values. Let DX = J(X ′ − X)/∆t. Consider the commutator equation
where k is a constant and it is understood that the equality sign refers to the scalar evaluation of the expression after the J operator has been shifted to the left and removed. We have
Thus we interpret the equation
This means that the process is a Brownian walk with spatial step
where k is a constant. In other words, we have
This identifies the constant k as the diffusion constant for the Brownian process. See [28] for a more detailed discussion of this example.
Non Commutative Calculus and Its Associated Physics
We now set up a framework for non-commutative calculus in an arbitrary number of dimensions. We shall assume that each derivative is represented by a commutator, and that the basic space and time derivatives commute with one another as is customary for the flat space of standard multi-variable calculus. This production of a flat space for calculus is the formation of a clearing in the complexity of the containing Lie algebra. Curvature remains present, ready to assert itself at any moment through other choices of algebra elements.
Since all derivatives are represented by commutators, this includes the time derivative as well. We shall assume that there is an element H in A representing the time derivative. This means that
for any A in A. Note that it follows at once from this choice that H itself is time independent, since dH/dt = [H, H] = 0. We shall see that H behaves formally like the Hamiltonian operator in classical mechanics.
We will assume that there is a set of coordinates {X 1 , ..., X d } that are as flat as possible. It is assumed that the X i all commute with one another, and that the derivatives with respect to them commute with one another. The partial derivatives with respect to X i will be represented by a set of elements
The commutation of the derivatives is entailed in the commutation of the P i and the fact that
is the commutator equation
Thus the flat coordinates satisfy:
Note that we also have∂
This formalism looks like bare quantum mechanics and can be so interpreted. (if we take ihdA/dt = [A, H] and H the Hamiltonian operator). But these coordinates can also be viewed as the simplest flat set of coordinates for referring the description of temporal phenomena in a non-commutative world. There are various things to note. For example
These are exactly Hamilton's equations of motion. The pattern of Hamilton's equations is built into the system!
General Equations of Motion
A general description of dX i /dt takes the form of an equation
If we choose to write G i relative to the flat coordinates via G i = P i − A i (this is a definition of A i ) then the formalism of gauge theory appears naturally. For example, if
then we have the curvature
where
This is the well-known formula that expresses the gauge field as the curvature of the gauge connection. From this point of view everything comes naturally from the assumption that all derivatives are represented by commutators, and that one is trying to refer all equations to the flat background coordinates (that look like bare quantum mechanics).
Curvature and Connection at the Next Level
The dynamical law is
This gives rise to new commutation relations
where this equation defines g ij , and
We define the "covariant derivative"
while we can still write∂
It is natural to think that g ij is analogous to a metric. This analogy is strongest if we assume that
By assuming that the spatial coordinates commmute with the metric coefficients we have that
A stream of consequences then follows by differentiating both sides of the equation
In the following we shall use D as an abbreviation for d/dt.
Note that by the Leibniz rule
Note also that we can freely use the Jacobi identity
In particular, the Levi-Civita connection
associated with the g ij comes up almost at once from the differentiation process described above. To see how this happens, view the following calculation where∂
We apply the operator∂ i∂j to the second time derivative of X k .
It is remarkable that the form of the Levi-Civita connection comes up directly from this non-commutative calculus without any apriori geometric interpretation.
The upshot of this derivation is that it confirms our interpretation of
as an abstract form of metric (in the absence of any actual notion of distance in the non-commutative world). This calls for a reevaluation and reconstruction of differential geometry based on non-commutativity and the Jacobi identity. This is differential geometry where the fundamental concept is no longer parallel translation, but rather a non-commutative version of a physical trajectory. This approach will be the subject of a separate paper.
Electromagnetism and the Feynman -Dyson Derivation
It is useful to restrict to the case where [X i , A j ] = 0 so that g ij = δ ij . This is the domain to which the original Feynman-Dyson derivation [5, 21, 15, 38] applies. In order to enter this domain, we seṫ
We then have
Note that even under these restrictions we are still looking at the possibility of a non-abelian gauge field. The pure electromagnetic case is when the commutator of A i and A j vanishes. With this interpretation,Ẋ satisfies the Lorentz force lawẌ = E +Ẋ × B where B represents the magnetic field and E the electric field (in the case of three space variables X i with i = 1, 2, 3.) To see how this works, suppose thatẌ i = E i + F ijẊj and suppose that E i and F ij commute with X k . Then we can compute
This implies that In regard to this last remark, the reader should note that in our [25, 24] This is the classical derivation of Hamilton's equations of motion. We then have, for any function F of p and q dF/dt = (∂F/∂q)(q) + (∂F/∂p)(ṗ).
Hence dF/dt = (∂F/∂q)(∂H/∂p) − (∂F/∂p)(∂H/∂q).
Thus it follows directly from Hamilton's equations of motion that
This is the classical physical background to the patterns that we have seen as tautologies in the non-commutative world. It is worth thinking through the message of the non-commutative world in respect to the existence of the Poisson brackets and their connection with continous differentiation and the commutative world of topology and differential geometry from which the classical and the quantum models of physics are derived. In that world there are specific point locations, and the notion of a trajectory is given in terms of a continous sequence of such locations. But there is no inherent operational structure intrinsic to the space. There is great freedom in the world of commutative and continous calculus, a freedom that allows the construction of many models of temporal evolution. Yet we have seen that non-commutative worlds have built in laws and built in patterns of evolution, yet these patterns of evolution do not lead directly to trajectories but rather to patterns of concatenations of operators. At first sight it would seem that there could be no real connection between these worlds. The Poisson bracket and the reformulation of mechanics in Hamilton's form shows that this is not so. There is a special non-commutativity inherent in the continuous calculus, via the Poisson Bracket.
It is easy to see the truth of the Jacobi identity for commutators. It is just a little harder to see the Jacobi identity of Poisson brackets. It is the purpose of this section to recall these verifications and to discuss the nature of the identity. This is the Jacobi identity.
More generally, a Lie algebra is an algebra A with a (non-associative) product ab, not necessarily a commutator, that satisfies Here is another point of view. We have the following equivalent form of the Jacobi identity (when ab = −ba for all a and b):
for all a, x and y in the algebra. This identity says that each element a in the algebra acts, by left multiplication, as a derivation on the algebra. In this way, we see that Lie algebras are the natural candidates as contexts for non-commutative worlds that contain an image of the calculus.
Poisson Brackets and the Jacobi Identity
There are examples of Lie algebras where the non-associative product is not a commutator, the most prominent being the Poisson bracket. Here we start with a commutative algebra CA with two (or more) derivations on CA. We wish to see that this product satisfies the Jacobi identity. In order to do this we first prove a lemma about the Jacobi identity for commutators in a non-associative algebra. We then apply that lemma to the specific nonassociative product a * b = a b .
Suppose that * denotes a non-commutative and non-associative binary operation. We want to determine when the commutator [A, B] = A * B−B * A satisfies the Jacobi identity. We first prove a lemma about the Jacobi identity for commutators in a non-associative algebra. Let N A be a non-associative linear algebra with multiplication denoted by * as above. Let 
Thus the Jacobi identity is satisfied in N A iff the following identity is true for all a, b, c ∈ N A.
Proof. For the duration of this proof we shall write ab for a * b. Then
This completes the proof.
Remark. We discovered this lemma in the course of the research for this paper. Gregory Wene points out to us that a version of the lemma can be found in [36] . We now apply this result to prove that Poisson Brackets satisfy the Jacobi identity.
Theorem. Let there be operators a and b acting on a commutative algebra CA (ab is the commutative multiplication) such that these operators satisfy the Leibniz rule and commute with one another: Then the commutator in this algebra [a, b] A = a * b−b * a will satisfy the Jacobi identity. Note that this commutator is the Poisson bracket with respect to the above derivations in the original commutative algebra:
This result implies that Poisson brackets satisfy the Jacobi identity.
Proof. Consider the associator in the non-associative algebra defined in the statement of the Theorem: will return zero when averaged in the summation
since a b c = a c b (the underlying algebra is commutative) and these terms will appear with opposite signs in the summation. Therefore we find that Jac(a, b, c) = 0 for all a, b, c in R. This completes the proof.
Diagrammatics and the Jacobi Identity
We have seen that a commutative world equipped with distinct derivations that commute with one another is sufficient to produce a non-commutative world (via the Poisson brackets) that is strong enough to support our story of physical patterns. Many combinatorial patterns mimic the Jacobi identity, and hence provide fuel for further study. In order to illustrate these connections, we give in this section a diagrammatic version of the Jacobi identity and an interpretation in terms of graph coloring. We will initially work in an Lie algebra G whose product ab satisfies ba = −ab and the Jacobi identity a(bc) = (ab)c + a(bc). In Figure 1 we show a diagrammatic interpretation of multiplication, consisting in a trivalent vertex labeled with a, b, and ab. As one moves around the vertex in the plane, clockwise, one encounters first a, then b, and then ab.
In Figure 2 we illustrate the Jacobi identity in the form
Figure 2 -Diagrammatic Jacobi Identity
To illustrate how this pattern can occur in a different context, consider diagrams D of intersecting chords on a circle as shown in Figure 3 . By a circle we mean a curve in the plane without self-intersections that is a topological circle. By a chord, we mean an arc without self-intersections that is embedded in the interior of the circle, touching the circle in two distinct points. Let us suppose that we wish to color the chords from a set of q colors such that if two chords intersect in an odd number of points, then they receive different colors. Let C(D, q) For graph coloring problems, this identity was first articulated by Hassler Whitney [49] . In formulas, we have
The convention that we have adopted here -that two chords are colored differently if and only if they intersect in an odd number of points, makes a demand on the interpretation of the trivalent nodes. All arcs entering a given node must receive the same color. After more nodes are added we will have connected components of the resulting graph that contain nodes (the outer circle is not regarded as part of the graph). Call such a connected component a web in a given diagram. Each web is colored by a single color. We regard a chord without nodes as a (degenerate) web. We take the convention that if the total number of intersections between two distinct webs is odd, then they must receive different colors. Of course, a web may have self-intersections; we define the sign of the coloring of a given web to be −1 if it has an odd number of self-intersections and +1 if it has an even number of self-intersections. The sign of the coloring of a diagram is the product of the signs of its component webs. Note the the sign of a chord is positive. With these conventions, the formulas in Figures 2 and 3 match perfectly and can be understood as indicating parts of larger diagrams that differ only as indicated. We see, as in Figure 4 , that an extra self-intersection added to a trivalent vertex changes the sign of its web. This corresponds to the algebraic interpretation of such as vertex as ab = −ba. See In Figure 4 we illustrate how these sign conventions are consistent with the coloring formula/Jacobi identity. In this figure, we begin with the Jacobi identity with a twist (crossing) added to each diagram. The original diagram with one crossing now has two, and hence is equivalent to a diagram with none (no local requirement of difference). The original diagram with no crossing now has one, and is interpreted as a requirement of difference. Rearranging, we find the Jacobi identity again, but with an extra crossing and change of sign for the noded diagram. The conclusion is that adding a crossing to a node changes the sign of its diagram.
We see that the patterns of counting colorings of chord diagrams correspond formally to the axioms for a Lie algebra. This example indicates how a combinatorial context can lead to the very formalism on which this paper is based, but though different structures than one could have initially visualized. Diagrammatic Lie algebras similar to this example feature prominently in the theory of Vassiliev invariants [3, 35] of knots and links, and may form the basis for new models for the structures that we have discussed in this paper.
Epilogue
We have sought in this paper, to begin in an algebraic framework that naturally contains the formalism of the calculus, but not its notions of limits or spaces with specific locations of points and trajectories. It is remarkable that so many patterns of physical law fit so well in such a framework, and we believe that this is indicative of the secondary nature of point sets, topologies and classical differential geometries in physics (Compare [4] ). In this paper we have dispensed with spacetime and replaced it by algebraic structure. But behind that structure the space stands ready to be constructed, by discrete derivatives and patterns of steps, or by starting with a discrete pattern in the form of a diagram, a network, a lattice, a knot, or a simplicial complex, and elaborating that structure until the specificity of spatiotemporal locations appear.
There are many ideas for producing location. Poisson brackets allow us to connect classical notions of location with the non-commutative algebra used herein. I believe that other aspects of algebra will be important in making this connection. A hint is given in the most general logical construction of fixed points for operators, for such fixed points are indeed the precursors of the geometric points of our experience. The logical construction of fixed points is usually called the Church-Curry Fixed Point Theorem [34, 16, 30, 31, 33] and it goes as follows. Let Gx = F (xx).
Then GG = F (GG), and hence GG is a fixed point for F. We did not speak of the nature of F. We did assume that whatever the entities x were, they could act upon themselves and that one could define an entity G by writing an algebraic description of the action of G : Gx = F (xx). Most important, we assumed that once G had been defined, it was a member of the collection of entities that were available for interaction. This is a form of bootstrapping that occurs in language all the time (a word is a word is a word) but not in formal mathematics where it can take the appearance of a structure being defined in terms of itself. This is exactly the point about the fixed point theorem: GG, defined in terms of itself, is the fixed point for F, and only secondarily must we consider the infinite concatenation of F upon itself, or the infinite concatenation of F upon a "seed value" to obtain the fixed point. The self-defined GG is the "Eigenform" [33] generated from F.
In order for locations to appear from process, one wants an appropriate degree of recursiveness, self-reference and re-entry. Lie algebras begin the process with their fully self-operant structure of derivations. Other searches for this cybernetic turn will lead outward into categories, functors and the comfortable, but large assurance of higher categorical structure in the category of all categories. Our guess is that it is just such bootstrapping that will fit into the basis of this program and produce the ways to make the spaces emerge, through process, from the abstract algebra. All this will be the subject of the next paper.
