I. INTRODI;(TION Throughout this paper, if I <II < x then I" denotes the conjugate exponent of p. i.e., 1 <II' < x and I //I + I .I,' = I.
Suppose (Q, I'/. P) is a probability space. For any o-field .P c. N let .U(.P) denote the set of (equivalence classes of) complex-valued .F-measurable simple functions. Here and throughout this paper, O/O is interpreted to be 0. For I <p ,< 81, I/ f'll,, denotes the usual p-norm with respect to the given probability measure P. In ( 1.2) the restriction to simple functions is obviously unnecessarily strong; it is for convenience only. Note that x,,,( ., . ) is a "restricted" version of R, )', , ,( ., ), the restriction being to indicator functions.
If just real-valued functions are used in ( 1.2) then trivially the value of R,,.,,(.F, %) would decrease by at worst a factor of 4 (and by [ 18, Theorem I.1 ] and simple arithmetic the value of R,,,(.F, !q) would not change at all and is equal to the "maximal correlation" between .p and Y). However, some applications of interpolation theory are "cleaner" in the complex case than in the real case (see, e.g., [ 10. Lemma I; 3. Section 31. or Eq. (2.5) below), and therefore we shall use complex functions.
The measures of dependence x ,,,,,, x ,.(,, r ,, , , and R,,, are respectively the bases for the "strong mixing," "d-mixing." "$-mixing," and ",I-mixing" conditions for stochastic processes; see, e.g., Peligrad [ 121 for the definition of these mixing conditions.
If ti, and tl, arc measures of dependence between pairs of a-fields, we say that (I, "dominates" (I, if tl,(.F, Cq) becomes arbitrarily small as tl,(.B. %) becomes sufficiently small that is, if there is a function @: [0, ~1 + [0, 'X ] with Q(O)=0 and @ continuous at 0, such that the inequality rl, (.P. :C) < @((/,(.F, '.G)) holds for all pairs of a-fields .Y and :C, in all probability spaces. Two measures of dependence are said to be "equivalent" if each one dominates the other.
For example, the measures cx, l., z and R,,? are equivalent, and hence 2, :, , 2 is also a basis for the p-mixing condition.
(See 12; 6; 3. Theorem 4.l(vi)].)
Many of the "moment inequalities" commonly used in central limit theory for mixing random variables (including, e.g., [9. Theorems 17.21, 17.22, and 17.2.31) can be expressed in terms of dominations between measures of dependence x,, , and R,,,.
This note continues and complements 131. Extending [3, Remark 4.11. Section 2 below gives a complete picture of the dominations between pairs BRADLW, BRYC. AND JANSON of the measures of dependence J,,, and R,,,,, in ( 1.1) and ( 1.2). In [3] . in the endeavor to establish tight "domination inequalities" between various measures of dependence, the principal results were 13, Theorems 2.1. 2.2. 3.6, and 4.1( vi)]. All of these results turn out to be within a constant factor of being sharp, for any choice of parameters meeting the given specifications. (Such a constant factor may depend on the parameters.) This will be shown with a construction in Section 3 below. Finally, in Section 4 below, a short proof of 13, Theorem 2.21 will be given. This note and [5] give disjoint pieces of 141. The paper [S] studies measures of dependence similar to those in (1.2) but involving random variables taking their values in Hilbert spaces or Banach spaces; it exposes a very simple connection between those measures of dependence and the one on which the "absolute regularity" (weak Bernoulli) condition [I 71 is based. and it also extends [3. Theorem 4.21. As a complement of [3, Section 4.41. in an unpublished section of L4]. the "extreme point" method is used to establish the sharpest possible general "domination inequality" between the measures of dependence x , ,, , ,, (.F. % ) and R, ,'.( 3. Y) for any 1'. 1 < [I < 'Y . when one of the a-fields is purely atomic with exactly two atoms, each having probability 12.
Rcrm~rl\ 1.1, In Sections 3 and 4 we shall make use of the Lorentr spaces YP, (, = Y;, ,,(B, N, P). I < 11, L/ < x . For details about Lorentz spaces and interpolation theory on them. the reader is referred to [I. 8, 191 . However. it will be worthwhile to briefly review a few of the most pertinent facts about them here. There is a very nice connection between the measures of dependence x,, \ and Lorentz spaces. For I dp 6 x the Lorentz space Y;,. , can be defined as the closure of the simple functions under the To see the first inequality, it will be helpful to represent ,f by C,"= , N,Z( .4,) with A, I .4 z 3 . EI .4 h and u, 3 0 and to represent ,f'* similarly. <If the two norms in the r.h.s. of the second inequality, the first is finite (assuming p < (I) and depends only on p and ~1, and the second is jl j'll,,. Thus (1.5) holds.
II. THE PATTER& OF DOMINATIONS
In the rest of this paper, a subscript or exponent of the form 11,~ will often be written u(h) for typographical convenience. Rosenblatt [ 13: 14. p. 211, Theorem I] used the RiesL interpolation theorem to establish the equivalence of the measures of dependence R,,.,, . 1 </I < ~1. From this result. the ones in 131, and the ones here i;; Section 2. it turns out that all of the nontrivial dominations be'Lvecn the measures r r. ( and R,, ', in ( 1 .I ) (f) If' 0 < r,, < I tulrl .s,, = 1, thtw .stirtrtmwf.s (i )- (iii ) iti (63) The well-known measure of dependence associated with the "absolute regularity" [ 171 condition dominates only the measures Ye \ and R,,. ,, in (a). and is dominated only by the ones x,. , . x,, , (0 <r < 1 ) and R ,.,,. R,,, , (I <p < x ), xc [S, Section 31.
The rest of this section is devoted to the proof of Proposition 2.1. Let us start by listing a few simple useful inequalities: R, ,. , \(.F 3 '/;I< IR, r,,),. , ,go,(.P> !q)l' " CR,. r,,,. , ,,,,(,F, 9)l". (2.5) Equation (2.4) has a trivial one-line proof (used. e.g.. in [3, Theorems 3.1 and 3.21). Equation (7.5) is an application of Thorin's multilinear version of the Riesz-Thorin interpolation theorem (see, e.g., [ 1, p. 18, Exercise 131). Note the analogous "structure" of (2.4) and (2.5).
The four equivalence classes of measures rr,, and R, ,, , ~, I' + .Y < 1, specified in (a))(d) of Proposition 2.1, are discussed in 13, Remark 4.11. The pattern of dominations between them (as stated in (a))(d)) is simply the well-known pattern of dominations between T~,,,~, R,,2, CC,,~, and rO,, To complete the proof of (a))(d) it just needs to be shown that none of those measures dominates any a,., , or R, l., , for r + s > 1. If I',, + .s,) > 1 then for c > 0 sufficiently small, (r,) , .s,,) would not be an element of either Q( I, 1:) or Q( 6, I ). From (f) and (g), Eqs. (2.1 ) and (3.2), and the fact that "domination" is transitive, it would follow that none of the measures specified in (a))(d) could dominate Y,.,~,,. ,(,,, or R, ,,(),. , \,,,). Thus, once (e) (g) arc proved, the proof of (a) (d ) would be complete. Also, (h) is well known and elementary. Thus, to complete the proof of Proposition 2.1, all that remains is to prove (e) (g). Propositions 2.2L2.6 below are devoted to this purpose. for every such point (r, x). This completes the proof of (i ).
To prove (ii), first note that u~,(,, , dominates R, ,, , for all r. 0 <r < r,,. by (1.3). (1.4). and (15). The rest of the proof of (ii) is like that of (i). (i) I#' 1 </I < x1 t/w R,,, , L~OC.S rlot thmincIte x ,_ (,.
(ii) !f' 1 < C/ < '~8 thm RI, L, doe3 uot cloniinut~~ cIo. , /'rot!/: We shall first prove (i ). For each E, 0 < i: < {. there exists a probability space and a pair of finite a-fields .B = ( R, .4, A', (6 ) and !G= i.0. B, B'.~!J; such that P(AnB)=P(A)=c and P(B)=+; and by a direct calculation, R,,. ,(9, '6) < 43~~ ,,, ,(,F, !g) = 4~""' and x,, (,(.F, 3) = i. Statement (i) follows. Statement (ii) follows from (i) by symmetry. 1
As a consequence of Proposition 2.4 (and Eq. (2.1 )), if I',, < 1, s,, < 1. and I'[) + .G > 1, then Rl,,tu,. l,~,lol fails to dominate either x,,,~, R,. , , slo ,. or R , , (If. for example, R, r,O), ,,,(,,, were to dominate a,, Cl, then by (2.2) and "transitivity," R,,rcc,,, , would dominate cx,. ,!, contradicting Proposition 2.4. ) By (2.1), in order to complete the proof of (e)-~( g) in Proposition 2.1 we only need to show that for (Y,, s,,) as in (c)~(g), R, ,,,, ) , , \,o, does not dominate x,, , for any (v, s) $ Q( Y,), so) and ur ,,,,, ,(,,, does not dominate R , ,,(,,. , ,,,,,. These two facts will be shown respectively in Propositions 2.5 and 2.6 below. Note that rr, ,(T, '5) becomes arbitrarily small as ti becomes sufficiently small. (We are using our assumption r < 1 here.) Now we only need to show that R, 1,, ,(9, ~9) fails to become small with K. By a well-known, elementary result in functional analysis, we have for p := l/r and y := l/s (so that I;%'= 1 --1.), Hence R,,, ',(,F. ~9) fails to converge to 0 as ti + 0. This completes the proof of Proposition 2.6 (and of Proposition 2.1 ). 1
II I. SHARPNESS OF A DOMINATION RESULT
This section deals with measures of dependence between an arbitrary finite number of n-fields. Let us first recall some terminology from [3] . Suppose (Q, _ N, P) is a probability space. II 2 2, and .e, . . (b) The constant c= c,(p) in Theorem 3.1 is exactly the same as in Theorem A. Consequently. Theorem 3.1 shows that Theorem A is within a constant factor of being sharp, for any choice of parameters meeting the specifications in Theorem A. (This "constant factor" may depend on the parameters.) Consequently [3, Theorem 4.1 (vi )] is sharp in the same sense, by Theorem 3.1 for n = 2. Theorem 3.1 also shows indirectly that [3. Theorems 2.1 and 2.21 are sharp in the same sense; for if this were not so, then (see the proof of Theorem A ) an improvement in [ 3, Theorems 2.1 and 2.21 (beyond just a better constant factor) would lead to a similar improvement in Theorem A, contradicting Theorem 3.1.
(c) The n-linear form B in Theorem 3.1 was chosen partly for its simplicity. Because of the extensive role played by cumulants in the study of dependence between more than two random variables, it is natural to consider measures of dependence based on norms of cumulants. For example, Mase [It] studied the measure of dependence ti, , , , , ,(Cum) between four a-fields, where Cum denotes the 4th-order cumulant. Theorem 3.1 holds with B defined by B(,f', ~ . ..., f;,) = Cum(,f', , . . . . f;,) (the 17th~order cumulant). Because of our proof, this will be a trivial corollary of Theorem 3.1 itself; in our proof the construction will be such that any n -I .,/;, (a constant) for ./, E :I'( -Fk ); and one can also extend Theorem 3.1 to the cast II = 1 (for 0 < t < I ). Theorem A also holds for II = I. One can prove both theorems for II = I by a short direct argument or, alternatively, by converting the case II= I, I <p,6 x8, to the case n=7, p=(P,, ~8) in a trivial way. Of course the case II = I is not of much interest for the study of measures of dependence. by Eqs. (3.1 ), (3.7). and (3.4) and the fact that for each O<r<f, I dp6 X, the function g,, ,, is nonincreasing (as noted earlier ), odd-symmetric about .\-= +, and < 1. (In (3.7) of course n, (anything ), the "empty product," is interpreted to be I. . Of course. Theorem B can be generalized in several ways (for example. using infinite positive measures instead of probability measures ). The purpose of this section is to give a very short proof of Theorem B, using more interpolation theory than the proof in [3] . The proof here seems harder to generalize to the multidimensional case as in 13. Theorem 2.11; to do this, one might use Zafran's [ 19, Theorem 2.91 multilinear Marcinkiewicz interpolation theorem (which we used in the proof of Proposition 2.2 above), but one first needs some bounds on the multiplicative constant in that theorem.
P~oc?f'of T/wotw~~ B. Throughout this proof, the constant C may vary from one appearance to the next, but it always depends only on p. Without loss of generality, we assume 0 < I: d CJ '. The remaining cases either follow from this case or are trivial.
Let 6 = ~ I /( log K). Then 0 < (S 6 t. Define p,, and p, by l/p0 = (l-Cr)j~1+6(1 and l;%,=(l-S)/I,+S/~~~;. Then l<pO<p<p,<cxl. Now we apply the Marcinkiewicz interpolation theorem twice, each time with an explicit upper bound on the constant in that theorem; see, e.g., 121. Chap. 12, Theorem (4.6) and Eq. (4.2.1 )]. In that way, by (4.1 ) and (4.3 ) we obtain II Tli y' ,,,,,,-Yp ,,,, < ~'~(1/6)'"""r:
<', and by (4.2) and (4.3) we obtain /i TllYp,,, .-,,,,,~c'.(li6)"""i: ' I'. Let H= 1 -I,%. Then O<N< 1 and 1;~ = ( 1 -fl)/p, + Cl/p, By applying the Riesz Thorin interpolation theorem (see il.p.91) we have )/Tily,, .L,~,,<C-(1/6)'rc' 'j= C(-logi:)':'.i:.i: ') < C( -log E)' "I: (since c " = e). This completes the proof. 1 ACKNOWLEDGMENTS 'The authors thank A. Gut, whose hospitality and encouragement led to thi\ collaboration. and A. Gillespie. who called the authors' attention to Zafran'n [ 191 paper.
