Improved prediction of the "most harmful" breast cancers that cause the most substantive morbidity and mortality would enable physicians to target more intense screening and preventive measures at those women who have the highest risk; however, such prediction models for the "most harmful" breast cancers have rarely been developed. Electronic health records (EHRs) represent an underused data source that has great research and clinical potential. Our goal was to quantify the value of EHR variables in the "most harmful" breast cancer risk prediction. We identified 794 subjects who had breast cancer with primary non-benign tumors with their earliest diagnosis on or after 1/1/2004 from an existing personalized medicine data repository, including 395 "most harmful" breast cancer cases and 399 "least harmful" breast cancer cases. For these subjects, we collected EHR data comprised of 6 components: demographics, diagnoses, symptoms, procedures, medications, and laboratory results. We developed two regularized prediction models, Ridge Logistic Regression (Ridge-LR) and Lasso Logistic Regression (Lasso-LR), to predict the "most harmful" breast cancer one year in advance. The area under the ROC curve (AUC) was used to assess model performance. We observed that the AUCs of Ridge-LR and Lasso-LR models were 0.818 and 0.839 respectively. For both the Ridge-LR and Lasso-LR models, the predictive performance of the whole EHR variables was significantly higher than that of each individual component (p<0.001). In conclusion, EHR variables can be used to predict the "most harmful" breast cancer, providing the possibility to personalize care for those women at the highest risk in clinical practice.
INTRODUCTION
Breast cancer is still the most common non-skin malignancy affecting women in the United States, disregarding race and ethnicity. To reduce morbidity and mortality from breast cancer, a population based mammography screening protocol is currently recommended with the aim of allowing prevention and early diagnosis. Unfortunately, emerging evidence suggests that mammography for the general population results in over-diagnosis and over-treatment, which may decrease the overall efficacy of breast cancer management on a population level [1] [2] [3] . The need for alternative approaches to improve the overall cost-effectiveness of breast cancer management is duly being acknowledged.
One of the possible alternatives is to predict the "most harmful" breast cancers, which cause the most substantive morbidity and mortality, since it would enable physicians to target intense screening and preventive measures at those women at the highest risk. A series of prediction models have been developed to predict the probability of malignant versus benign tumors, including demographic risk factors 4 , genetic variants [5] [6] [7] and imaging features [8] [9] [10] [11] . However, few manuscripts document models to predict the "most harmful" breast cancers. Prior studies have demonstrated that mammography abnormality features could be used to differentiate invasive breast cancer versus ductal carcinoma in situ (DCIS) [12] [13] [14] . DCIS is a non-obligate precursor to subsequent invasive breast cancer, which may remain indolent for many years such that a woman may die of other causes. Invasive breast cancer is more harmful than DCIS. Nevertheless, it is necessary to explore other data sources to predict the "most harmful" breast cancer for the general population, achieving the overall cost-effectiveness of breast cancer management.
Electronic health records (EHRs) are an increasingly common data source for clinical risk prediction, which may yield useful information to improve risk prediction for the "most harmful" breast cancers, thereby improving the overall cost-effectiveness of breast cancer management. EHRs capture and integrate patient data from all aspects of clinical observation, including demographics, history of hospital visits, diagnoses, physiological measurements, and interventions. Although the main purpose of EHRs is to efficiently achieve and manage patient data, secondary use of EHRs is currently being widely explored for various research, among which developing risk prediction models with EHRs has received substantial attention 15 . Unfortunately, limited research exists on how information from EHRs can successfully be used to improve breast cancer risk prediction 15, 16 .
This study provides a glimpse into the opportunities of using EHR data to predict the "most harmful" breast cancers. We aim to quantify the value of EHRs in risk prediction for the "most harmful" breast cancers.
METHODS
In this study, we investigated the use of various data types in EHRs to predict the "most harmful" breast cancer. We utilized regularization based learning algorithms to build predictive models.
Subjects
In this study, the subjects were identified from women enrolled in the Marshfield Clinic Health System at Marshfield, WI, who had breast cancer with primary non-benign tumors and their earliest diagnosis on or after 1/1/2004 (total 3,205 women). The primary measure of "harm" in this study was death due to cancer. Since we did not have cause of death available electronically, "cancer death" was defined for analysis as death with: 1) cancer diagnoses within 60 days prior; and/or 2) cancer registry designation of "never disease free". In the analysis cohort, 245/3,205 (7.6%) showed cancer death with times of cancer death after earliest diagnosis ranging from 0 to 129.5 months (median 31.9 months). Observation times for those not showing cancer death were censored at death (assumed to be from other causes) or date of last contact in the EHR, and these times ranged from 0 to 153.5 months (median 56.1 months).
For this pilot study, we initially collected 400 "most harmful" cases who had the smallest number of months from diagnosis to death (cancer death, death from other causes, or date of last contact). We collected 400 subjects with the "least harmful" breast cancers who had the largest number of months from diagnosis to death. We further found that there were six subjects without an ICD-9 diagnosis code of 174.X (malignant neoplasm of female breast), 233.0 (carcinoma in situ of breast), or C50.X (malignant neoplasm of breast). After these six subjects were removed, we had 395 "most harmful" breast cancer cases and 399 "least harmful" breast cancer cases for analysis.
The Marshfield Clinic Institutional Review Board reviewed and approved this study.
EHRs and Feature Representation
EHRs were extracted from Marshfield Clinic's internally developed Research Data Warehouse (RDW). In this study, we extracted the structured EHR components to develop risk prediction models, which includes demographics, diagnoses, medications, laboratory tests and procedures. We also used natural language processing to extract symptoms from Marshfield Clinic's clinical narratives. The symptoms were mapped to concepts represented as concept unit identifiers (CUIs) and type unit identifiers (TUIs) in the Unified Medical Language System (UMLS) Meta-thesaurus 17 . The coded CUIs and TUIs were made available to this investigation (Table 1) .
For each subject , we included the age at event for each of the EHR components represented in Table 1 . We identified age-at-initial breast cancer diagnosis when an ICD-9 code 174.X, 233.0, or C50.X first appeared in the EHR.
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We then labeled one year prior to this event as the censor date -the point at which we censored all future data points before we built our feature vector. All EHR data points prior to the censor date was used to predict the "most harmful" breast cancer ( Figure 1 ). Figure 1 Specification of censor date. EHR data in the red oval were used to predict the "most harmful" breast cancer.
Finally, we mapped important EHR data points prior to the censor date to binary features, which were set to "present" only if the corresponding data points appeared three or more times prior to the censor date to avoid spurious events. Otherwise, the value was set to "not present". Specifically, for diagnoses, we converted unique ICD-9 diagnosis codes into binary features to predict the "most harmful" breast cancer without consideration of their hierarchical structure (Table 1 ). For medications, we mapped drug names to binary features. For laboratory results, we generated a set of binary features by combining laboratory test id and lab interpretation of the result (normal, abnormal, high, critical high, low, critical low). For example, the results for a Potassium laboratory test (laboratory test id, 20715) were normal, abnormal, high, critical high, low, or critical low. Six binary features would be created, including 20715normal, 20715abnormal, 20715high, 20715critical_high, 20715low, and 20715critical_low. For procedures, we created binary features using national procedure codes. For symptoms, we created binary features using the concept unique identifiers.
Statistical Analysis
We first investigated the characteristics of the "most harmful" breast cancers and the "least harmful" breast cancers. Specifically, we examined the distribution difference for breast cancer grade, regional nodes, breast cancer stage, tumor size, estrogen receptors (ER), and progesterone receptors (PR) between two groups. We used the chi-square test to determine whether there was a significant difference.
In this study, we developed two regularized logistic regression models to predict the "most harmful" breast cancer since they are powerful techniques generally used to create parsimonious models to prevent over-fitting in presence of a large number of features. One was the widely used Logistic Regression with ridge regularization (Ridge-LR), which adds a penalty equivalent to the square of the magnitude of coefficients 18 . The other was Logistic Regression with Lasso (least absolute shrinkage and selection operator) regularization (Lasso-LR), which adds a penalty equivalent to the absolute value of the magnitude of coefficients [19] [20] [21] [22] . Lasso is a regression analysis method that performs variable selection by regularization to enhance the prediction accuracy and interpretability of the prediction model it produces. Regularized logistic regression models provide a natural choice for risk prediction using EHR data since they are high-dimensional and sparse, i.e., patients are described using a large number of features but many have zero values. For the Lasso-LR model, the model parameters β were learned by optimizing the following objective function:
where λ was the regularization parameter. Lasso was used to achieve sparsity in the solution such that most coefficients in β were 0.
Prediction models were constructed and evaluated using the Glmnet package 23 . We selected the tuning parameter λ via 10-fold cross validation method, which divided the data into ten folds of equal size where each fold played the role of testing set whereas the other remaining folds were the training set. For each λ, the predictive performance in terms of the area under the ROC curve (AUC) was calculated for each of the 10 testing sets. After the 10 AUCs were obtained for each λ, we calculated their average. We chose the λ which had the highest average of AUCs. We compared AUCs by using the DeLong method 24 implemented in the MATLAB software (MathWorks, Natick, MA). We used a P-value of 0.05 as the threshold for statistical significance testing to assess the difference between the two AUC values.
RESULTS
The age range for 395 "most harmful" cases was 29 to 90 years of age (mean = 65.25, standard deviation = 13.87). The age range for 399 "least harmful" cases was 33 to 90 years of age (mean = 64.11, standard deviation = 12.28). We found that the "most harmful" breast cancer cases were likely to have high-grade and advanced-stage tumors. The tumors in the "most harmful" breast cancer cases were likely larger than those in the "least harmful" breast cancers cases. In addition, they would have a higher probability to test negative for ER and PR than those in the "least harmful" breast cancers cases. They also likely tended to test positive for regional nodes. In summary, we found that the distributions of breast cancer grade, regional nodes positive, stage, tumor size, ER, and PR differed significantly between the two groups (p-value < 0.001) ( Table 2 ).
We observed that there was a total of 28,890 EHR features, including 9,146 diagnosis features, 7,738 symptom features, 5,850 procedure features, 2,838 medication features, and 3,218 laboratory result features (Table 3) . For the Ridge-LR model, the AUC was 0.818 using entire EHR features (Figure 2 ), which was significantly higher than that of each individual EHR component: diagnoses (AUC 0.733, p<0.001), symptoms (AUC 0.779, p<0.001), procedures (AUC 0.763, p<0.001), medications (AUC 0.745, p<0.001), and laboratory results (AUC 0.713, p<0.001). For the Lasso-LR model, the AUC was 0.839 using entire EHR features (Figure 3) , which was also significantly higher than that of each individual feature component: diagnoses (AUC 0.761, p<0.001), symptoms (AUC 0.808, p<0.001), procedures (AUC 0.785, p<0.001), medications (AUC 0.744, p<0.001), and laboratory results (AUC 0.754, p<0.001).
-diagnoses Table 2 . Characteristics of the "most harmful" breast cancers and the "least harmful" breast cancers Figure 2 ROC curves for Ridge-LR models. Figure 3 ROC curves for Lasso-LR models.
Variables
The "most harmful" cases (N=395)
The "least harmful" cases (N=399) The difference of predictive performance between the Ridge-LR and the Lasso-LR models was modest using entire EHR features (p=0.203), symptoms (p=0.169), or medications (p=0.183) ( Table 3) . However, the Lasso-LR model demonstrated significantly higher predictive performance than the Ridge-LR model using diagnoses (p=0.0162), procedures (p=0.0248), or laboratory results (p<0.001).
The Lasso-LR models selected a small set of important features from the original feature sets: 41 vs 28,890 (entire EHR features), 115 vs 9,146 (diagnoses), 5 vs 7,738 (symptoms), 36 vs 5,850 (procedures), 18 vs 2,838 (medications), and 63 vs 3,218 (laboratory results) ( Table 3 ). The ten most important features selected from entire EHR features were described in Table 4 . We observed that a history of tobacco use was strongly associated with the "most harmful" breast cancer (47.85%) (p<0.001). These patients who had the "most harmful" breast cancers seldom chose screening mammography (29.37%) but they had a higher probability of recommendation for Computer-Aided Detection (CAD) mammography (18.23%) if they received screening mammography. These patients often had prescriptions generated and transmitted via an e-Prescribing (eRx) system. In contrast, the "least harmful" breast cancer often occurred for woman who chose screening mammography (57.39%), had gynecological examination (43.36%), or exhibited cause of death as an epidemiological consideration such as family cause of death (69.67%) (p<0.001).
DISCUSSION
This study provides a glimpse into the opportunities of using EHR feature variables to predict the "most harmful" breast cancer, with the aim of enabling physicians to target intense screening and preventive measures at those women who have the highest risk of breast cancer. Specifically, we developed two regularized prediction models, the Ridge logistic regression and the Lasso logistic regression, to predict the "most harmful" breast cancer one year in advance. The results from both models demonstrated that EHRs could predict the "most harmful" breast cancer, providing the possibility to personalize care for those women at the highest risk in clinical practice.
Lasso based prediction models can select the most important variables from EHRs, offering the potential of collecting novel and important variables from EHRs to improve breast cancer risk prediction. Based on feature selection results, we observed that the patients who were less likely to choose screening mammography would had a higher probability of the "most harmful" breast cancer. The patients who had the "most harmful" breast cancers would have a high tendency to be recommended for CAD mammography if they received screening mammography. These patients often had prescriptions generated and transmitted via an eRx system. They also often used hydrocodone acetaminophen to reduce the pain. Conversely, the patients who had some worrisome epidemiological risk factors, chose regular screening mammography, or had regular gynecological examination would have a high possibility to avoid the "most harmful" breast cancer. These observations align with clinical intuition, which demonstrates that Lasso based prediction model is a powerful tool to identify the important risk factors. In the clinical environment, after breast cancer cases have been identified, these risk factors can be used to categorize the patients who had the highest risk further. Researchers have strived to explore the value of different sources of patient information to improve breast cancer risk prediction. In this study, we showed that EHRs could be used to predict the "most harmful" breast cancer one year in advance, revealing that EHRs may be another valuable data source to improve breast cancer risk prediction, in addition to demographic risk factors, genetic variants, and breast density. There are a couple of advantages to breast cancer risk prediction using EHRs. EHRs allow researchers to collect data at a fraction of the cost of traditional cohort studies, in which researchers must follow patients for many years and use chart review to obtain predefined data. Additionally, prediction models based on EHRs can be readily implemented in a clinical environment. These advantages would provide unique benefits and opportunities for researchers to accelerate breast cancer risk prediction using EHRs.
The biggest limitation of this study is that we did not reduce the effects of confounding variables when we quantified the association between breast cancer risk and EHR features. For example, history of tobacco use may be one of confounding variables. We found that it was strongly associated with the "most harmful" breast cancer but it may actually only be associated with early death. A future research area would be the use of some techniques to reduce the effects of confounding variables 25, 26 . In addition, there are several other areas where we could improve this study. We developed risk prediction models based on EHRs collected at a single institution, Marshfield Clinic. External validation using EHRs in other sites or in other EHR systems is required to achieve generalizability. Moreover, we used EHRs to predict the "most harmful" breast cancers. We realize that other data sources could be used to predict breast cancer, including demographic risk factors, genetic variants, and imaging features. It would be interesting to collect these datasets to predict the "most harmful" breast cancer, and compare predictive performance between these datasets and EHRs. Furthermore, the advantage of observing changes of patient records with time is a strength of EHRs. We largely disregarded these temporal trends by pulling all events together prior to the censor date. In the future, we will explore methods to add the characteristics of these temporal trends into statistical models 27 .
CONCLUSIONS
Electronic health records can be used to predict the "most harmful" breast cancer, providing the possibility to personalize care for those women at the highest risk in clinical practice. In addition, Lasso based prediction models have the potential to lead to substantial improvements due to their capability of selecting important prediction variables when a large amount of electronic health record derived variables are used to predict the "most harmful" breast cancer.
