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Abstract
The stochastic equation dXt = dSt + a(t,Xt)dt, t ≥ 0, is considered
where S is a one-dimensional Levy process with the characteristic ex-
ponent ψ(ξ), ξ ∈ IR. We prove the existence of (weak) solutions for a
bounded, measurable coefficient a and any initial value X0 = x0 ∈ IR
when (Reψ(ξ))−1 = o(|ξ|−1) as |ξ| → ∞. These conditions coincide
with those found by Tanaka-Tsuchiya-Watanabe (1974) in the case of
a(t, x) = a(x). Our approach is based on Krylov’s estimates for Levy
processes with time-dependent drift. Some variants of those estimates
are derived in this note.
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1 Introduction and preliminaries
The goal of this note is to construct a (weak) solution of the following stochastic
differential equation
dXt = dSt + a(t, Xt)dt, t ≥ 0, X0 = x0 ∈ IR, (1.1)
where a : [0,∞) × IR → IR is a measurable drift coefficient and S is a one-
dimensional Levy process with S0 = 0 and the characteristic exponent ψ(ξ), ξ ∈
IR.
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We shall prove the existence of solutions of the equation (1.1) for any mea-
surable, bounded coefficient a(t, x) and any Levy process S satisfying the as-
sumption
1
(Reψ(ξ))
= o(|ξ|−1) as |ξ| → ∞. (1.2)
These conditions coincide exactly with those found by H. Tanaka, M. Tsuchiya,
and S. Watanabe [10] who considered the time-independent equation (1.1), the
case when a(t, x) = a(x).
In particular, the condition (1.2) is satisfied when S is a symmetric stable
process of index α ∈ (1, 2]. That is, when ψ(ξ) = |ξ|α.
In contrary to analytic techniques used in [10], our approach to studying the
equation (1.1) is probabilistic and relies on using of so-called Krylov’s estimates.
More precisely, let f : IR2 → [0,∞) be a measurable function and X be a
stochastic process of the form
Xt = x0 +
t∫
0
bsdSs +
t∫
0
asds, x0 ∈ IR, t ≥ 0, (1.3)
where (bs) and (as) are two processes such that the corresponding stochastic and
Lebesgue integrals are well-defined. One is interested in obtaining the estimates
of the form
E
∫ ∞
0
e−φsΦsf(s,Xs)ds ≤ N‖f‖2, (1.4)
where ‖f‖2 := (
∫
IR2
f 2(y)dy)1/2 and φ,Φ are some predictable nonnegative pro-
cesses.
The L2-estimates of the form (1.4) are known as Krylov’s estimates because
N. V. Krylov was first who proved them for processes X of diffusion type [6], the
case when S is a Brownian motion. They are important in the theory of stochas-
tic differential equations as well as in their applications such as control theory,
nonlinear filtering etc. Some generalizations of Krylov’s estimates for diffusion
processes with jumps were obtained by S. Anulova and H. Pragarauskas [2].
A. Melnikov [8] derived the estimates of the form (1.4) for some classes of semi-
martingales X . H. Pragarauskas studied the L2-estimates for Levy processes S
being symmetric stable processes of index α ∈ (1, 2) when as = 0 [9]. We refer
also to [7] where the case of symmetric stable processes with index α ∈ (1, 2)
and as 6= 0 is discussed.
We shall prove here various L2-estimates for processes of the form (1.3) when
b = 1.
We begin with some definitions. By ID[0,∞)(IR) we denote the Skorokhod
space, i.e. the set of all real-valued functions x(·) : [0,∞) → IR with right-
continuous trajectories and with finite left limits. For simplicity, we shall write
ID instead of ID[0,∞)(IR). We will equip ID with the σ-algebra D generated
2
by the Skorokhod topology. Under IDn we will understand the n-dimensional
Skorokhod space defined as IDn = ID×. . .×ID with the corresponding σ-algebra
Dn being the direct product of n one-dimensional σ-algebras D.
Let S be a process with S0 = 0 defined on a complete probability space
(Ω,F ,P) and let IF = (Ft) be a filtration on (Ω,F ,P). We use the notation
(S, IF) to express that S is adapted to the filtration IF. A process (S, IF) is said
to be a Levy process if trajectories of S belong to ID and
E
(
eiξ(St−Ss)|Fs
)
= e−(t−s)ψ(ξ)
for all t > s ≥ 0, ξ ∈ IR and a continuous function ψ : IR→ C. The function ψ
is called the characteristic exponent of the process S.
It is known (cf. [3], page 13) that
ψ(ξ) = icξ +
1
2
Qξ2 +
∫
IR\{0}
(
1− eiξz + iξz1{|z|<1}
)
ν(dz), (1.5)
where c ∈ IR, Q ≥ 0, and ν : IR \ {0} → [0,∞] is a Borel measure such that∫
(1 ∧ z2)ν(dz) <∞.
We shall use the representation ψ(ξ) = Reψ(ξ) + iImψ(ξ) where the real
valued functions Reψ(ξ) and Imψ(ξ) denote the real and imaginary part of
ψ(ξ), respectively. We remark also that ψ(−ξ) is the characteristic exponent
of the dual process −S which coincides with the complex conjugate of the
characteristic exponent ψ(ξ) of the given process S. That is, ψ(−ξ) = ψ(ξ) =
Reψ(ξ)− iImψ(ξ).
The measure ν in the formula (1.5) is called the Levy measure and describes
the intensity of jumps of S. In particular, if ν = 0 and c = 0, then the Levy
process S is a (standard) Brownian motion process. If Q = 0, then S is a purely
jump Levy process. Because the equation (1.1) is well-studied in the case of
Brownian motion, we shall restrict ourselves in this note to the case of purely
discontinuous Levy processes (Q = 0). It follows then from (1.5) that
Reψ(ξ) =
∫
IR\{0}
(1− cos ξz)ν(dz)
implying
Reψ(ξ) ≥ 0 for all ξ ∈ IR. (1.6)
A stochastic process (X, IF) with trajectories in ID , defined on a probability
space (Ω,F ,P) with a filtration IF = (Ft)t≥0, is called a (weak) solution of the
equation (1.1) with initial value x0 ∈ IR if there exists a Levy process (S, IF)
with a given characteristic exponent ψ such that
Xt = x0 + St +
∫ t
0
a(s,Xs)ds, t ≥ 0 P-a.s.
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Obviously, S is a Markov process as a process having independent increa-
ments. Hence it can be characterized in terms of its infinitesimal generator L
defined as
(Lg)(x) = −icg′(x) +
∫
IR\{0}
(
g(x+ z)− g(x)− 1{|z|<1}g
′(x)z
)
ν(z)dz
for any g ∈ C2, where C2 is the set of all bounded and twice continuously
differentiable functions g : IR→ IR (cf. [3], page 24).
Notice finally that the use of Fourier transform can simplify calculations when
working with infinitesimal operator L. Let g ∈ L1(IR
2) and
gˆ(ξ1, ξ2) :=
∫
IR2
eiz1ξ1+iz2ξ2g(z1, z2)dz1dz2
be the Fourier transform of g. Clearly, the function gˆ(ξ1, ξ2) can be seen as the
result of taking the Fourier transform from the function g(z1, z2) first in one
variable and then in another (in any order). The following facts will be used
later (cf. Proposition 2.1 in [7]).
Proposition 1.1 Let L be the infinitesimal generator of the Levy process S
with the characteristic exponent ψ. We have:
(i) Assume that g ∈ C2(IR) and Lg ∈ L1(IR). Then
(̂Lg)(ξ) = −ψ(−ξ)gˆ(ξ).
(ii) Let g be absolutely continuous on every compact subset of IR and g′ ∈
L1(IR). Then
ĝ′(ξ) = −iξgˆ(ξ).
2 Krylov’s estimates
Here we shall first derive an L2-estimate for solutions of a given class of quasi-
linear partial differential equtions. This estimate is then used to derive some
Krylov’s estimates for Levy processes with time-dependent drift.
Let K > 0 be a constant and f be a nonnegative, measurable function such
that f ∈ C∞0 (IR
2) where C∞0 (IR
2) denotes the class of all infinitely many times
differentiable real valued functions with compact support defined on IR2. Sup-
pose further that S is a Levy process with characteristic exponent ψ on a
probability space (Ω,F ,P) with filtration IF. By I we denote the class of
all IF-predictable one-dimensional processes (δt) such that |δt| ≤ K.
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For any (t, x) ∈ IR2 and λ > 0, define the value function v(t, x) as
v(t, x) = sup
δ∈I
E
∞∫
0
e−λsf(s+ t, x+Xδs )ds,
where Xδ is a controlled process given by
dXδt = dSt + δtdt.
Then, for the value function v and the process Xδ, the Bellman principle of
optimality can be formulated as follows (cf. [6]): for any IF-stopping time τ it
holds
v(t, x) = sup
δ∈I
E
{ τ∫
0
e−λsf(s+ t, x+Xδs )ds+ e
−λτv(τ + t, x+Xδτ )
}
.
Using standard arguments, one can derive from the principle above the corre-
sponding Bellman equation (δ is a deterministic)
sup
|δ|≤K
{
vt(t, x) + Lv(t, x)− λv(t, x) + δvx(t, x) + f(t, x)
}
= 0
which holds a.e. in IR2. Here vt and vx denote the partial derivatives of the
function v(t, x) in t and x, respectively. It is not hard to see that the Bellman
equation is equivalent to the equation
vt + Lv − λv +K|vx|+ f = 0. (2.1)
Lemma 2.1 Assume (1.2) is satisfied. Then, for all (t, x) ∈ IR2, it holds
v(t, x) ≤ N‖f‖2, (2.2)
where the constant N depends on K and ψ only.
Proof . We use here the similar approach as in the proof of Lemma 3.1 in [7].
For any function h : IR2 → IR such that h ∈ L1(IR
2) and any ε > 0 we define
h(ε)(t, x) =
1
ε2
∫
IR2
h(t, x)q
(t− s
ε
,
x− y
ε
)
dsdy
to be the ε-convolution of h with a smooth function q such that q ∈ C∞0 (IR
2)
and
∫
IR2
q(t, x)dtdx = 1.
For any ε > 0, let
f (ε) := λv(ε) − v
(ε)
t −Lv
(ε) −K|v(ε)x | (2.3)
5
so that (
v
(ε)
t + Lv
(ε) − λv(ε)
)2
=
(
K|v(ε)x |+ f
(ε)
)2
.
Obviously, f (ε) is square integrable and (2.1) implies that f (ε) → f as ε ↓ 0 a.s.
in IR2.
It follows that ∫
IR2
(
v
(ε)
t (t, x) + Lv
(ε)(t, x)− λv(ε)(t, x)
)2
dtdx ≤
2K2
∫
IR2
(
|v(ε)x |(t, x)
)2
dtdx+ 2
∫
IR2
(
f (ε)(t, x)
)2
dtdx.
Now, applying Proposition 1.1, the Parseval identity and integration by parts
to the last inequality yields∫
IR2
|vˆ(ε)(ζ, ξ)|2
(
[Reψ(ξ) + λ]2 + [ζ − Imψ(ξ)]2
)
dζdξ ≤
2K2
∫
IR2
|vˆ(ε)(ζ, ξ)|2ξ2dζdξ + 2
∫
IR2
(
fˆ (ε)(ζ, ξ)
)2
dζdξ. (2.4)
Taking into account (1.2) and (1.6), we conclude that there exists a constant
λ0 > 0 such that
[Reψ(ξ) + λ0]
2 + [ζ − Imψ(ξ)]2 ≥ [Reψ(ξ) + λ0]
2 ≥ 4K2ξ2 (2.5)
for all ζ, ξ ∈ IR.
Combining the inequalities (2.4) and (2.5), we obtain for all λ ≥ λ0
1
2
∫
IR2
|vˆ(ε)(ζ, ξ)|2
(
[Reψ(ξ) + λ]2 + [ζ − Imψ(ξ)]2
)
dζdξ ≤
2
∫
IR2
(
fˆ (ε)(ζ, ξ)
)2
dζdξ. (2.6)
Let
N1 :=
∫
IR2
(
[Reψ(ξ) + λ]2 + [ζ − Imψ(ξ)]2
)−1
dζdξ.
The constant N1 depends on K and ψ only and is finite. Indeed,
∫
IR2
(
[Reψ(ξ) + λ]2 + [ζ − Imψ(ξ)]2
)−1
dζdξ =
6
∫
IR
{∫
IR
1
[Reψ(ξ) + λ]2 + [ζ − Imψ(ξ)]2
dζ
}
dξ =
pi
∫
IR
1
|λ+Reψ(ξ)|
dξ <∞,
the last inequality being true because of the assumption (1.2) and condition
(1.6).
Using the estimate (2.6) and the inverse Fourier transform yields for all t, x ∈ IR
and λ ≥ λ0 (
v(ε)(t, x)
)2
≤
N1
4pi2
∫
IR2
|vˆ(ε)(ζ, ξ)|2
(
[Reψ(ξ) + λ]2 + [ζ − Imψ(ξ)]2
)
dζdξ ≤
N1
pi2
∫
IR2
(
f (ε)(s, z)
)2
dsdz.
The result follows then by taking the limit ε → 0 in the above inequality and
using the Lebesgue dominated convergence theorem.✷
Now, let X be a solution of the equation (1.1) so that the assumption
|a(t, x)| ≤ K for all t, x ∈ IR (2.7)
is satisfied. We are interested in L2 - estimates of the form
E
∫ ∞
0
e−λuf(t0 + u, x0 +Xu)du ≤ N‖f‖2, (2.8)
where t0, x0 ∈ IR.
Theorem 2.2 Suppose X is a solution of the equation (1.1) with X0 = 0 and
the assumptions (1.2) and (2.7) hold. Then, for any t0, x0 ∈ IR, λ ≥ λ0, and
any measurable function f : IR2 → [0,∞), it holds
E
∫ ∞
0
e−λuf(t0 + u, x0 +Xu)du ≤ N‖f‖2, (2.9)
where the constant N depends on K and ψ only.
Proof . Assume first that f ∈ C∞0 (IR
2) so that there is a solution v of equation
(2.1) satisfying the inequality (2.2). By taking the ε-convolution on both sides
of (2.1), we obtain
v
(ε)
t + Lv
(ε) − λv(ε) +K|v(ε)x |+ f
(ε) ≤ 0.
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Then, for all t0, x0 ∈ IR, applying the Itoˆ’s formula to the expression
v(ε)(t0 + s, x0 +Xs)e
−λs,
yields
Ev(ε)(t0 + s, x0 +Xs)e
−λs − v(ε)(t0, x0) =
E
∫ s
0
e−λu
[
Lv(ε) − λv(ε) + a(u,Xu)v
(ε)
x
]
(t0 + u, x0 +Xu)du ≤
E
∫ s
0
e−λu
[
Lv(ε) − λv(ε) +K|v(ε)x |
]
(t0 + u, x0 +Xu)du ≤
−E
∫ s
0
e−λuf (ε)(t0 + u, x0 +Xu)du.
By Lemma 2.1
E
∫ s
0
e−λuf (ε)(t0 + u, x0 +Xu)du ≤ sup
t0,x0
v(ε)(t0, x0) ≤ N‖f
(ε)‖2.
It remains to pass to the limit in the above inequality letting ε→ 0 and s→∞
and to use the Fatou’s lemma.
The inequality (2.9) can be extended in a standard way first to any function f ∈
L2(IR) and then to any non-negative, measurable function using the monotone
class theorem arguments (see, for example, [4], Theorem 20). ✷
Corollary 2.3 Suppose X is a solution of the equation (1.1) so that the as-
sumptions (1.2) and (2.7) are fulfilled. Then, for any t ≥ 0 and any measurable
function f : IR2 → [0,∞), it holds
E
∫ t
0
f(u,Xu)du ≤ N‖f‖2,
where the constant N depends on K, t, and ψ only.
Now, for arbitrary but fixed t > 0, m ∈ IN, define
‖f‖2,m,t =
(∫ t
0
∫ m
−m
|f(s, x)|2dxds
) 1
2
to be the L2-norm of f on [0, t] × [−m,m]. Applying (2.9) to the function
f¯(s, x) = f(s, x)1[0,t]×[−m,m](s, x), we obtain the following local version of Krylov’s
estimates
Corollary 2.4 Let X be a solution of the equation (1.1) with the conditions
(1.2) and (2.7) being satisfied. Then, for any t ≥ 0, m ∈ IN, and any nonnega-
tive measurable function f , it follows that
E
∫ t∧τm(X)
0
f(u,Xu)du ≤ N‖f‖2,m,t, (2.10)
where τm(X) := inf{t ≥ 0 : |Xt| ≥ m} and N is a constant depending on
K,ψ,m, and t only.
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3 Existence of solutions
Theorem 3.1 Assume the assumptions (2.7) and (1.2) are true. Then, for
any x0 ∈ IR, there exists a solution of the equation (1.1).
Proof . Because of a being bounded, we can find a sequence of functions
an(t, x), n ≥ 1, such that they are globally Lipshitz continuous and uniformly
bounded by the constant K. Then, for any n = 1, 2, . . ., the equation (1.1) has
a unique strong solution (see, for example, Theorem 9.1 in [5]). That is, for any
fixed Levy process S with the characteristic exponent ψ defined on a probability
space (Ω,F ,P), there exists a sequence of processes Xn, n = 1, 2 . . . , such that
Xnt = x0 + St +
∫ t
0
an(s,X
n
s )ds, t ≥ 0, P-a.s. (3.1)
Let
Y nt :=
∫ t
0
an(s,X
n
s )ds
so that
Xn = x0 + S + Y
n, n ≥ 1.
Now we claim that the sequence of 3-dimensional processes Zn := (Xn, Y n, S),
n ≥ 1, is tight in the sense of weak convergence in (ID3,D3). Due to the Aldous’
criterion ([1]), we have only to show that
lim
l→∞
lim sup
n→∞
P
(
sup
0≤s≤t
‖Zns ‖ > l
)
= 0 (3.2)
for all t ≥ 0 and
lim sup
n→∞
P
(
‖Znt∧(τn+rn) − Z
n
t∧τn‖ > ε
)
= 0
for all t ≥ 0, ε > 0, every sequence of IF-stopping times τn, and every sequence
of real numbers rn such that rn ↓ 0. We use ‖ · ‖ to denote the Euclidean norm
of a vector.
It is obvious that both conditions are satisfied because of the uniform bound-
ness of the coefficients an, n ≥ 1.
Since the sequence {Zn} is tight, there exists a subsequence {nk}, k = 1, 2, . . .,
a probability space (Ω¯, F¯ , P¯) and the process Z¯ on it with values in (ID3,D3)
such that Znk converges weakly (in distribution) to the process Z¯ as k → ∞.
For simplicity, let {nk} = {n}.
According to the embedding principle of Skorokhod (see, e.g. Theorem
2.7 in [5]), there exists a probability space (Ω˜, F˜ , P˜) and the processes Z˜ =
(X˜, Y˜ , S˜), Z˜n = (X˜n, Y˜ n, S˜n), n = 1, 2, . . . , on it such that
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i) Z˜n → Z˜ as n→∞ P˜-a.s.
ii) Z˜n = Zn in distribution for all n = 1, 2, . . . .
Using standard measurability arguments ([6], chapter 2), one can prove that
the processes S˜n and S˜ are Levy processes with the characteristic exponent ψ
with respect to the augmented filtrations I˜F
n
and I˜F generated by processes Z˜n
and Z˜, respectively.
Using the properties i), ii), and the equation (3.1), one can show (cf. [6],
chapter 2) that
X˜nt = x0 + S˜
n
t +
∫ t
0
an(s, X˜
n
s )ds, t ≥ 0, P˜-a.s.
On the other hand, the same properties and the quasi-left continuity of the the
processes X˜n yield
lim
n→∞
X˜nt = X˜t, t ≥ 0, P˜-a.s. (3.3)
Therefore, in order to show that the process X˜ is a solution of the equation
(1.1), it suffices to verify that, for all t ≥ 0,
lim
n→∞
∫ t
0
an(s, X˜
n
s )ds =
∫ t
0
a(s, X˜s)ds P˜- a.s. (3.4)
The following fact can be proven similar as Lemma 4.2 in [7].
Lemma 3.2 For any Borel measurable function f : IR2 → [0,∞) and any
t ≥ 0, there exists a sequence mk ∈ (0,∞), k = 1, 2, . . . such that mk ↑ ∞ as
k →∞ and it holds
E˜
∫ t∧τm
k
(X˜)
0
f(s, X˜s)ds ≤ N‖f‖2,mk,t,
where the constant N depends on K,ψ, t and mk only.
Without loss of generality, we can assume in the lemma above that {mk} =
{m}. Now, to prove (3.4), it is enough to verify that for all t ≥ 0 and ε > 0 we
have
lim
n→∞
P˜
(
|
∫ t
0
an(s, X˜
n
s )ds−
∫ t
0
a(s, X˜s)ds| > ε
)
= 0. (3.5)
In order to prove (3.5) we estimate for a fixed k ∈ IN
P˜
(
|
∫ t
0
an(s, X˜
n
s )ds−
∫ t
0
a(s, X˜s)ds| > ε
)
≤
P˜
(
|
∫ t
0
ak(s, X˜
n
s )ds−
∫ t
0
ak(s, X˜s)ds| >
ε
3
)
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+P˜
(
|
∫ t∧τm(X˜n)
0
[ak − an](s, X˜
n
s )ds| >
ε
3
)
+P˜
(
|
∫ t∧τm(X˜)
0
[ak − a](s, X˜s)ds| >
ε
3
)
+ P˜
(
τm(X˜
n) < t
)
+ P˜
(
τm(X˜) < t
)
=
∆1n,k +∆
2
n,k,m +∆
3
k,m + P˜
(
τm(X˜
n) < t
)
+ P˜
(
τm(X˜) < t
)
.
By Chebyshev’s inequality and Lebesgue bounded convergence theorem, ∆1n,k →
0 as n → ∞. To show that ∆2n,k,m → 0 as n → ∞ and ∆
3
k,m → 0 as k → ∞,
we use first the Chebyshev’s inequality and then Corollary 2.4 and Lemma 3.2,
respectively, to estimate
∆2n,k,m ≤
3
ε
N‖ak − an‖2,m,t (3.6)
and
∆3k,m ≤
3
ε
N‖ak − a‖2,m,t (3.7)
where the constantN depends onK,m, t, and ψ only. Obviously, ‖an−a‖2,m,t →
0 as n→∞ implying that the right-hand sides in (3.6) and (3.7) converge to 0
by letting first n→∞ and then k →∞.
Because of the property τm(X˜
n)→ τm(X˜) as n→∞ P˜-a.s.,
P˜
(
τm(X˜
n) < t
)
→ P˜
(
τm(X˜) < t
)
as n→∞
for all m ∈ IN, t > 0. Therefore, the last two terms can be made arbitrarly
small by choosing large enough m for all n due to the fact that the sequence
of processes X˜n satisfies the property (3.2). This proves (3.5). Hence X˜ is a
solution of the equation (1.1). ✷
If S is a symmetric stable process of index α, then ψ(ξ) = |ξ|α so that the
assumption (1.2) is satisfied for all α ∈ (1, 2). It amounts us to state the
following
Corollary 3.3 Let S be a symmetric stable process of index α ∈ (1, 2) and
a(t, x) be mesurable and bounded. Then, for any initial value x0 ∈ IR, there
exists a solution of the equation (1.1).
Acknowledgement The author would like to thank Henrikas Pragarauskas for
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