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Aún cuando no lo consideremos así, el análisis químico es parte de nuestra 
vida diaria puesto que todo lo que comemos, utilizamos o manejamos, ha sido o 
debería haber sido analizado en algún momento. 
El aumento en la exigencia de los consumidores, así como el hecho de que la 
calidad sea una condición prácticamente imprescindible para poder actuar en un 
mercado cada vez más global y competitivo, ha desembocado en un gran interés 
por parte de las industrias en el desarrollo de métodos de análisis que generen 
gran cantidad de información de calidad y en un tiempo lo más reducido posible. 
Pese a que en la actualidad los principales procedimientos establecidos para 
llevar a cabo las distintas determinaciones cuantitativas son métodos 
normalizados por organismos oficiales, que se basan fundamentalmente en 
técnicas separativas, como la cromatografía líquida o gaseosa, acopladas a 
distintos tipos de detectores, y caracterizadas por su selectividad y alta 
sensibilidad, el desarrollo de métodos analíticos basados en la combinación de 
técnicas espectroscópicas y métodos quimiométricos se está convirtiendo en una 
práctica rutinaria en los laboratorios que desarrollan y optimizan métodos 
analíticos para el control de calidad de productos. 
Esto ha provocado que dichos métodos hayan derivado en una tecnología 
ideal para análisis rápidos y sencillos de una inmensa variedad de productos en 
cualquiera de las etapas de su proceso de fabricación; pudiendo ser empleados 
para la evaluación de la calidad de la materia prima, para el análisis de los 
ingredientes empleados en la formulación de dicho producto y, finalmente, para la 
verificación de la calidad del producto final. 
Aunque el empleo en el análisis de las metodologías espectroscópicas no es 
excesivamente complejo, dado que los instrumentos son fáciles de operar y 
generalmente no requieren de una manipulación intensiva de las muestras, la 
cantidad de datos analíticos que proporciona la aplicación de estas técnicas 
resulta tremendamente elevada. En consecuencia, el análisis de dichos datos para 
extraer de ellos la mayor cantidad posible de información y con un rigor exigible a 
todo planteamiento científico, requiere del auxilio de modelos estadísticos, en 
ocasiones sofisticados, que a menudo exigen usar potentes mecanismos de 
cálculo. 
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Ante estas premisas, el objetivo principal de la presente Memoria de Tesis es 
mostrar los diversos tratamientos que pueden llevarse a cabo sobre las señales 
obtenidas mediante el empleo de la espectroscopia infrarroja, basándonos para 
ello en la combinación de diferentes tipos de técnicas espectroscópicas con los 
métodos quimiométricos de análisis, para, de este modo, extraer la mayor 
cantidad posible de información y extender el conocimiento del sistema químico. 
Con el fin de conseguir asegurar la calidad analítica mediante la combinación 
de distintas señales moleculares y su tratamiento quimiométrico como objetivo 
general, ha sido necesario plantear una serie de objetivos básicos tales como: 
 
1.- Establecer la técnica espectroscópica más adecuada, atendiendo al tipo de 
objeto sobre el que se pretende llevar a cabo el análisis, que permita obtener 
la máxima información analítica posible con el mínimo esfuerzo, a través del 
estudio de los diferentes fenómenos que puede experimentar la radiación 
infrarroja al incidir en la muestra, mostrando así la flexibilidad y versatilidad de 
la espectroscopía infrarroja en sus distintas regiones del espectro 
electromagnético. 
 
2.- Desarrollar y aplicar los métodos quimiométricos de análisis adecuados 
que permitan la extracción de toda la información relevante contenida en los 
datos analíticos obtenidos empleando la espectrometría vibracional. 
Para la determinación de propiedades o parámetros en objetos de análisis 
desconocidos, ya sea de forma cualitativa o de manera cuantitativa, será 
necesario desarrollar un modelado adecuado del conjunto de datos analíticos 
estableciendo y ejecutando de forma adecuada una serie de etapas: 
 
a) Selección de un conjunto de calibración apropiado. Puede 
considerarse como una de las etapas más críticas y decisivas para 
establecer el modelo de calibración, puesto que de ello depende la 
obtención de una buena capacidad predictiva del mismo. 
El conjunto de calibración debe contener un número adecuado de 
muestras que represente toda la variabilidad tanto química como física 




 - 4 - 
que pueda estar incluida en el desarrollo del análisis. 
Una sobredimensión del conjunto de calibración implicaría, en 
negativo, un mayor consumo de tiempo y esfuerzo analítico que, en 
muchos casos no se ve compensado con los resultados que puedan 
obtenerse. 
Para el caso en el que se disponga de estándares comerciales, se 
llevará a cabo la preparación del conjunto de calibración de manera 
que resulte representativo de todo el intervalo del parámetro que se 
pretende determinar. 
Por el contrario, en el supuesto que no se disponga de dichos 
estándares, el conjunto de calibración se establecerá mediante la 
selección previa de un subconjunto de los mismos objetos destinados 
al análisis, de forma que se incorpore toda la posible variabilidad que 
pueda darse dentro de la totalidad de los objetos. 
 
b) Construcción del modelo de calibración adecuado. Para 
desarrollar esta etapa se buscará la relación más sencilla que se 
pueda establecer, en las condiciones específicas, entre las distintas 
respuestas instrumentales obtenidas y la propiedad de interés que se 
pretenda evaluar, empleando algún soporte teórico o bien los 
pertinentes algoritmos matemáticos. 
Para establecer los modelos más apropiados, se contemplará la 
importancia de aplicar, en ocasiones, posibles tratamientos 
matemáticos previos, a fin de corregir el efecto de los componentes 
ajenos a la información buscada, tratando en todo momento de 
mejorar características analíticas de especial relevancia como son la 
exactitud y la precisión de los resultados, así como la sensibilidad, la 
simplicidad y la rapidez del método. 
 
c) Validación del modelo. Esta etapa consistirá en aplicar el modelo 
establecido a un determinado conjunto limitado de muestras 
conocidas, externas al conjunto de calibración, para posteriormente 
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comparar si los resultados así obtenidos resultan estadísticamente 
comparables con los valores obtenidos a través de diferentes 
procedimientos como son i) la aplicación de una metodología de 
referencia publicada o desarrollada previamente, ii) a partir de la 
información proporcionada por el fabricante del producto, o iii) 
recurriendo al estudio de recuperaciones en el análisis de muestras 
enriquecidas. A través de esta etapa se intentará garantizar no sólo la 
ausencia de errores en la metodología desarrollada sino que además 
se evaluarán los distintos indicadores de la calidad del procedimiento 
desarrollado verificando su utilidad para la predicción de la propiedad 
buscada en muestras desconocidas. 
 
d) Aplicación del modelo. En esta etapa, el modelo se aplicará sobre 
objetos que poseen un valor desconocido de la propiedad que se 
pretende evaluar. Los resultados obtenidos mediante la aplicación del 
modelo se compararán entonces con los valores obtenidos para el 
análisis de estos mismos objetos empleando una metodología de 
referencia. En definitiva, esta fase puede ser considerada como una 
segunda comprobación de la capacidad de predicción del modelo. 
 
3.- En línea con la política de reducción del uso de disolventes orgánicos y de 
los desechos analíticos en la que está inmersa nuestro grupo de investigación, 
se buscará desarrollar metodologías basadas en la espectroscopia infrarroja 
que resulten lo más medioambientalmente sostenible posible, minimizando así 
la cantidad de reactivos consumidos y de desechos generados y 
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1 La espectroscopia infrarroja 
 
1.1 Consideraciones generales 
La espectroscopia es una técnica analítica experimental basada en la 
detección de la emisión, absorción y/o reflexión de radiación electromagnética de 
ciertas energías, y la relación de las mismas con los niveles de energía implicados 
en la transición cuántica, pudiéndose llevar a cabo, de esta forma, análisis 
cualitativos o cuantitativos de una enorme variedad de sustancias 1. 
La espectroscopia infrarroja se basa en las distintas interacciones de la 
materia con la radiación infrarroja a las que dan lugar los distintos grupos 
funcionales que pueden presentar las diferentes moléculas. 
La región infrarroja (IR) del espectro electromagnético se encuentra situada 
entre 10 cm-1 y 12800 cm-1 tal y como se aprecia en la Figura 1. 
 
Figura 1. Distribución del espectro de ondas electromagnéticas. 
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La energía de los fotones IR resulta del mismo orden que las diferencias 
energéticas entre los estados vibracionales cuantificados de las moléculas. Así 
pues, la radiación IR puede llegar a inducir transiciones entre estos estados 
vibracionales si durante dicho movimiento vibracional tiene lugar un cambio en el 
momento dipolar eléctrico de la molécula. 
Por esto, la espectroscopia infrarroja es el estudio de la interacción de la 
radiación infrarroja con la materia en función de la frecuencia del fotón. Esta 
interacción puede tomarse en forma de absorción, emisión o reflexión, de manera 
que permite considerar la espectroscopia IR como una técnica analítica 
fundamental para obtener información tanto cualitativa (posición de las bandas de 
absorción) como cuantitativa (intensidad de las bandas de absorción) sobre una 
sustancia en estado sólido, líquido o gaseoso 2. 
Es conveniente, tanto desde el punto de vista de las aplicaciones como de la 
instrumentación, dividir la región infrarroja del espectro electromagnético en tres 
regiones tal y como se muestra en la siguiente tabla: 
 
Región  λ (cm) ν (cm-1) 
IR-cercano NIR 2.5·10-4 – 7.8·10-5 4000 – 12800 
IR-medio MIR 5·10-3 – 2.5·10-4 200 – 4000 
IR-lejano FIR 0.1 – 5·10-3 10 - 200 
 
Tabla 1. División de la región infrarroja del espectro electromagnético. 
 
De esta manera, en función del diferente carácter de las transiciones 
implicadas en cada caso, cada parte del espectro juega un papel diferente en el 
análisis 3,4. 
La radiación en el IR-medio corresponde a transiciones fundamentales en las 
cuales un modo de vibración se excita desde su estado más bajo en energía hasta 
el primer estado excitado que posee. Es por ello que para un análisis de rutina se 
toma normalmente el espectro desde 600 cm-1 hasta 4000 cm-1. Hasta principios 
de los años ochenta, la instrumentación empleada para esta región era 
fundamentalmente de tipo dispersivo por lo que el MIR se utilizaba en mayor 
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medida para el análisis orgánico cualitativo y la determinación estructural, 
basándose en los espectros de absorción. Sin embargo, desde ese momento, con 
la aparición de la instrumentación de tipo transformada de Fourier, hasta la 
actualidad se ha producido un aumento notable no solo en el número sino también 
en el tipo de aplicaciones desarrolladas, y la espectrometría en esta región se ha 
empleado en el análisis cuantitativo de muestras complejas mediante la 
espectroscopia de absorción y reflexión. 
Este incremento en las posibilidades y la flexibilidad de la espectroscopia en el 
MIR radica en el aumento de la relación señal/ruido, y en la mejora de los límites 
de detección, así como la velocidad de adquisición de los espectros que permite 
alcanzar la instrumentación interferométrica frente a los instrumentos dispersivos 
convencionales 2. 
La espectroscopia en el IR-cercano surge de las transiciones en las que el 
fotón excita un modo normal de vibración desde su estado más fundamental a un 
segundo estado vibracional excitado o uno superior (sobretonos) o de las 
transiciones en las que un fotón simultáneamente excita dos o más modos de 
vibración (bandas de combinación) 5, 6, 7. Las medidas en esta región se realizan 
con fotómetros y espectrofotómetros similares a los empleados en la 
espectrometría ultravioleta/visible. El empleo de dicha espectroscopia, tanto en el 
análisis cualitativo como cuantitativo, se ha visto incrementado debido a la mejora 
en la instrumentación, así como el desarrollo y la introducción de técnicas 
quimiométricas. Las aplicaciones más importantes de esta región espectral se 
encuentran en el análisis cuantitativo de materiales industriales y agrícolas y en 
los procesos de control 8. 
Por último, la región lejana del espectro IR resulta especialmente útil en los 
estudios sobre compuestos inorgánicos ya que la absorción causada por las 
vibraciones de extensión y flexión de los enlaces entre átomos metálicos y 
ligandos inorgánicos u orgánicos, así como las vibraciones de red en sólidos 
cristalinos, se producen por lo general a frecuencias menores de 600 cm-1 
(>17µm). Los estudios en el infrarrojo lejano de sólidos inorgánicos han 
proporcionado también información útil acerca de las energías de los retículos 
cristalinos y la energía de transición de los materiales semiconductores. 
  Introducción 
 
 
 - 10 - 
No obstante, pese a resultar potencialmente bastante útil, el hecho de haber 
estado limitada en el pasado como consecuencia de dificultades experimentales 
ha provocado que su empleo en análisis no resulte demasiado común 9. 
 
1.2 Tipos de espectrometría en la región infrarroja 
Toda las especies moleculares, orgánicas e inorgánicas, absorben en la 
región del infrarrojo; de esta forma, la espectrofotometría infrarroja ofrece la 
posibilidad de determinar un número extraordinariamente elevado de sustancias. 
Además, la singularidad del espectro infrarrojo conduce a un grado de 
especificidad que es igualado o superado por relativamente pocos métodos 
analíticos. 
Cuando la radiación infrarroja incide sobre la muestra, aquella puede sufrir 
diferentes fenómenos, tales como absorción, transmisión y reflexión. Así pues, 
existen diferentes modos de medida disponibles para obtener el espectro de 
infrarrojo de una gran variedad de tipos de muestras. 
La técnica más adecuada para emplear sobre cada tipo de muestra depende 
de una serie de factores. De entre todos ellos, la forma física de la muestra podría 
considerarse uno de los más relevantes, sin embargo no pueden descuidarse 
otros como la información que se pretende obtener o la cantidad de tiempo que se 
está dispuesto a emplear. 
Si bien es verdad que la medida más común en el infrarrojo es la que se basa 
en el fenómeno de la absorción (o intensidad de radiación transmitida) también se 
han desarrollado espectroscopias basadas en el fenómeno de la reflexión, como 
son la reflectancia total atenuada y la reflectancia difusa 10, ésta última, de 
especial importancia en el infrarrojo cercano. 
A continuación procederemos a realizar una breve descripción de estas 
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1.2.1 Espectrometría de absorción (transmisión) 
 
La absorción es el efecto más significativo que tiene lugar cuando la radiación 
incide sobre el objeto que está siendo analizado. Sin embargo, éste no es el único 
fenómeno que puede observarse. Parte de la radiación incidente puede ser 
reflejada, dependiendo de la especie absorbente o de las diferencias entre el 
índice de refracción del medio donde la radiación se propaga y del medio que está 
siendo analizado, al mismo tiempo que otra parte puede simplemente ser 
dispersada, en el caso de que el medio no sea transparente y homogéneo. En 
consecuencia, la intensidad del haz medido después de atravesar la muestra 
resulta menor que la intensidad inicial 11. 
En estudios cuantitativos involucrando absorción de radiación, se necesita una 
medida experimental que pueda caracterizar la cantidad de radiación 
electromagnética absorbida por una muestra. 
Entre las primeras investigaciones sobre la relación existente entre las 
intensidades de radiación incidente y transmitida, se destacan los experimentos de 
Pierre Bouguer (1729) y de Johann Heindrich Lambert (1760) y Beer (1852), 
quienes efectuaron observaciones independientes y verificaron que las 
propiedades asociadas al proceso de absorción de luz pueden enunciarse de 
acuerdo con la siguiente ley: 
A = ε l c  (1) 
 
donde ε es el coeficiente de absortividad molar del analito para la longitud de onda 
a la que se está midiendo, l es la longitud del camino óptico y c la concentración 
del analito. 
Esta espectroscopia, aunque puede emplearse para el análisis de muestras en 
cualquier estado físico, ha desarrollado su mayor número de aplicaciones para el 
análisis de muestras en estado líquido, empleando celdas de líquidos (Figura 2) 
que suelen presentar caminos ópticos cortos, constantes y reproducibles y que 
están dotadas de dos ventanas construidas con materiales resistentes a los 
solventes comúnmente empleados y transparentes a la radiación espectral 
correspondiente. 
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Figura 2. Ejemplo de celda de líquidos. 
 
1.2.2 Espectrometría de Reflexión 12, 13 
 
La mayoría de los materiales absorben radiación infrarroja de forma muy 
intensa. Es por esto que para el análisis de muestras sólidas empleando la técnica 
de transmisión, éstas deben prepararse en forma de películas delgadas o diluidas 
en matrices no absorbentes con el fin de poder adquirir su correspondiente 
espectro. 
Esta limitación, sin embargo, no existe en el caso de adquirir el espectro 
mediante la técnica de reflexión, por lo que ésta puede considerarse como una 
técnica más versátil para obtener, en estos casos, información espectroscópica. 
La espectroscopia de reflexión en el infrarrojo ha encontrado varias 
aplicaciones, particularmente en el caso de muestras sólidas difíciles de 
manipular, como películas de polímeros y fibras, alimentos, gomas, productos 
agrícolas y muchos otros. Aunque no resultan idénticos a los correspondientes 
espectros de absorción, los espectros de reflexión en el infrarrojo medio son de 
una apariencia similar y proporcionan la misma información que sus equivalentes 
de absorción 1. 
Por otro lado, la espectroscopia de reflectancia en el infrarrojo cercano se ha 
convertido en la herramienta más importante para la determinación cuantitativa 
rutinaria de los componentes de sólidos finamente divididos, siendo el uso más 
extendido de dicha técnica la determinación de proteínas, humedad, almidón, 
aceites, lípidos y celulosa en productos agrícolas tales como granos y semillas 
oleaginosas 14, 15. 
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La reflexión de la radiación es de tres tipos: reflexión especular, reflexión 
interna o reflexión total atenuada (ATR) y reflexión difusa. 
 
Espectrometría de reflexión especular 
 
En esta técnica, también conocida con el nombre de reflexión externa, la 
radiación infrarroja se hace incidir sobre la superficie de una muestra, sufriendo 
una simple reflexión sobre dicha superficie, similar a la reflexión de la luz visible 
sobre un espejo 16. 
La reflexión especular se observa cuando el medio reflectante es una 
superficie uniformemente pulida. En este caso, el ángulo de reflexión resulta 
idéntico al ángulo de incidencia de la radiación. 
Si la superficie contiene una sustancia capaz de absorber radiación del 
infrarrojo, la intensidad relativa de la reflexión es menor en aquellas longitudes de 
onda en las que se ha producido la absorción. Por ello, al representar la 
reflectancia (fracción de la potencia radiante incidente que se refleja) frente al 
número de onda, se obtiene un espectro similar en su aspecto general al de 
transmisión. 
La reflectancia externa fue analizada teóricamente como una técnica 
espectroscópica para películas en superficies reflectantes por Francis y Ellison en 
1959 17. 
Pese a que se desarrollaron algunas aplicaciones a mediados de los años 60, 
y encontró un uso mucho más amplio en la década de los 70 cuando los 
accesorios llegaron a ser más accesibles, no se utiliza tanto como el resto de las 
espectroscopias de reflexión. 
 
Espectrometría de reflexión total atenuada (ATR) 
 
La espectroscopia ATR es una poderosa técnica para el análisis y la obtención 
de los espectros de infrarrojo de un amplio abanico de muestras que presentan 
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alguna dificultad, como sólidos de limitada solubilidad, películas, fibras, pastas, 
adhesivos y polvos. 
Esta técnica fue introducida en el año 1960 y en la actualidad es ampliamente 
utilizada puesto que es una técnica rápida y de fácil empleo dado que requiere de 
poco o ningún tratamiento previo para la muestra 18. 
Esta técnica se fundamenta en el paso de un haz de radiación desde un medio 
1 con mayor densidad óptica a un medio 2 con menor densidad óptica, teniendo 













   (2) 
donde θ1 y θ2 son los ángulos de incidencia del haz de radiación con respecto a la 
normal de la interfase entre los dos medios de índices de refracción n2 y n1, 
respectivamente 19. 
Teórica y experimentalmente se ha demostrado que, durante el proceso de 
reflexión, el haz se comporta como si penetrase una cierta distancia en el medio 
menos denso antes de reflejarse 19, de tal manera que cuando se coloca en 
contacto con dicho cristal una sustancia activa a la radiación infrarroja, cada vez 
que el haz se refleja, interacciona con la misma a través de una serie de ondas 
verticales, conocidas con el nombre de ondas evanescentes, penetrando en la 
muestra (entre 1 y 4 micrómetros, dependiendo de la longitud de onda de la 
radiación) en cada uno de los puntos de reflexión. 
De esta manera, cada vez que el medio menos denso absorbe la radiación 
evanescente, tiene lugar una atenuación del haz en las longitudes de onda de las 
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Figura 3. Generación de ondas evanescentes durante el 
fenómeno de reflectancia interna o total atenuada. 
 
En cuanto a los espectros de reflectancia total atenuada obtenidos, se puede 
decir que resultan similares, aunque no idénticos, a los correspondientes de 
absorción por transmisión. En general se observan las mismas bandas pero sus 
intensidades relativas son distintas. Las absorbancias, aunque dependen del 
ángulo de incidencia, son independientes del grosor de la muestra, debido a que la 
radiación sólo penetra unos pocos micrómetros en la muestra 20. 
Todo esto hace que la técnica ATR resulte ideal para poder obtener, con una 
mínima o ninguna preparación previa de la muestra, los espectros de absorción de 
una gran variedad de tipos de muestras como pastas, polvos, o suspensiones, que 
debido a sus características físicas o poca transparencia a la radiación no 
permiten llevar a cabo medidas directas por transmisión. 
 
Espectrometría de reflexión difusa 12, 21, 22 
 
La reflexión difusa es un proceso complejo que tiene lugar cuando un haz de 
radiación choca con la superficie de un sólido finamente dividido o de muestras 
con superficies rugosas. 
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En la técnica de la reflectancia difusa, a menudo conocida bajo el acrónimo 
DRIFTS (Diffuse Reflectance Infrared Fourier Transform Spectroscopy) por sus 
siglas en inglés, cuando el haz de la radiación infrarroja incide sobre una muestra, 
aquél puede interaccionar con la misma de dos posibles formas: 
• La primera de ellas consiste simplemente en reflejarse sobre la superficie 
de las partículas de la misma manera que la luz visible lo hace sobre un espejo 
(reflexión especular), de tal manera que si la muestra posee un índice de 
refracción muy elevado, la reflexión especular puede provocar distorsiones 
importantes (conocidas como bandas de Restrahlen) en el espectro de infrarrojo 
final. Para minimizar estas distorsiones, la muestra debe molturarse con el fin de 
reducir el tamaño de partícula y, en algunos casos, mezclarse con una matriz no 
absorbente de la radiación infrarroja 23. 
A pesar de que los accesorios de reflectancia difusa recogen la radiación 
debida a la reflexión especular junto con otros tipos de luz reflejada, el 
componente especular de la luz infrarroja que alcanza el detector se considera 
una interferencia puesto que no aporta información alguna sobre las 
características de absorción de la muestra y por lo tanto estos accesorios 
disponen de dispositivos para eliminar la mayor parte del componente especular. 
• El segundo camino que puede seguir el haz infrarrojo incidente cuando 
interacciona con una partícula es penetrar en dicha partícula y luego dispersarse. 
En función del ángulo con el que el haz emerja de la partícula, que no será 
necesariamente igual al incidente, la luz dispersada puede penetrar en otras 
partículas desplazándose a través de ellas o bien reflejarse sobre sus superficies 
(Figura 4). En este caso la luz que viaja a través de las partículas de la muestra es 
parcialmente absorbida por ellas y el espectro resultante si contiene información 
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Figura 4. Fenómeno de reflectancia difusa para un sólido finamente dividido. 
En este aspecto, las muestras que presentan una absorción elevada 
generarán, en el correspondiente espectro, bandas de absorción tremendamente 
intensas y que se identifican fácilmente por su forma achatada, puesto que la 
radiación liberada por la muestra será muy pequeña. Así estas muestras pueden 
mezclarse con una matriz no absorbente de la radiación infrarroja para disminuir la 
intensidad de la absorción. 
Los principales factores que influyen en la calidad espectral para las medidas 
de reflectancia difusa son: 
- El índice de refracción: cuanto mayor es para la muestra, más 
importante es la reflexión especular que tiene lugar sobre la superficie 
de la misma. Cuando la componentes especular de la reflectancia 
difusa medida es grande, las bandas del espectro resultante tienden a 
ensancharse y las relaciones entre la intensidad de las bandas y las 
concentraciones en la muestra llegan a ser no lineales. 
- El tamaño de partícula: reduciendo el tamaño de las partículas de la 
muestra se reduce la contribución de la reflexión especular, de manera 
que partículas más pequeñas mejoran en gran medida la calidad del 
espectro proporcionando bandas más estrechas y con mejores 
intensidades relativas. Este fenómeno puede apreciarse en la Figura 5 




Haz incidente Radiación difusa 
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Figura 5. Espectro de reflectancia difusa para la glicina. 
Como se puede apreciar, el espectro inferior correspondiente al 
compuesto sin tratar evidencia las características derivadas de la 
reflexión especular, mientras que el espectro correspondiente al 
material finamente molturado muestra rasgos más similares a las 
bandas de absorción, aún siendo todavía muy diferente al espectro de 
absorción o de reflectancia total atenuada. 
-  Homogeneidad de la muestra: cuanto mayor es la uniformidad de la 
muestra más lineal resulta, en el espectro obtenido, la relación entre la 
intensidad de la banda y la concentración. 
- La concentración de la muestra: cuanto mayor es la concentración 
de la muestra, mayores son las distorsiones que muestra el espectro 
obtenido, debido a la reflectancia especular. 
En la Figura 6 pueden verse los espectros de reflexión difusa para 
una aspirina pura y diluida con KBr. El espectro correspondiente a la 
muestra diluida con KBr es muy similar al obtenido para un disco de 
KBr. En el espectro de la aspirina pura las bandas más intensas 
presentan aproximadamente la misma intensidad al tiempo que sus 
formas están distorsionadas por la contribución de la reflexión 
superficial. Sin embargo, las bandas débiles presentan un aspecto 
similar en ambos espectros. 
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Figura 6. Espectro de reflectancia difusa para la aspirina. 
El espectro de reflectancia difusa se suele representar en lo que se conoce 
como formato Kubelka-Munk más que en formato de absorbancia, concretamente 
como log (1/R) frente a la frecuencia, exhibiendo un parecido de muy buena 
calidad con el espectro de transmisión. 
La intensidad Kubelka-Munk (K-M) se puede relacionar con la reflectancia 






M-K    (3) 
En unidades de Kubelka-Munk las intensidades espectrales que se obtienen 
resultan más proporcionales a la concentración que cuando se manejan unidades 
de absorbancia. 
En la Figura 7 se muestra una comparación entre los espectros para una 
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Figure 7. Espectros de reflectancia difusa para el paracetamol en 




2.1 Consideraciones generales 
 
Hasta finales de los años 60, los datos analíticos se obtenían 
mayoritariamente a partir de procesos de análisis largos y costosos. Sin embargo, 
con la aparición de los métodos computerizados de análisis, que suponían la 
conexión de la naciente microinformática con la instrumentación analítica, la 
obtención y tratamiento de datos analíticos de calidad se facilitó en gran medida, 
siendo posible obtener gran cantidad de información analítica en tiempos 
relativamente cortos. A partir de ese momento, los químicos analíticos disponían 
de un gran volumen de información con el que poder tratar y abordar los diferentes 
problemas planteados 24. 
No obstante, de forma inmediata, apareció la necesidad de buscar métodos 
matemáticos que ofrecieran la posibilidad de extraer la información útil de aquella 
que no lo era, esto es seleccionar la información realmente importante, con el fin 
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de poder interpretar los datos para que éstos pudiesen ser utilizados y 
relacionados con el parámetro a determinar: una tarea compleja dado el gran 
volumen de información. Esta problemática propició el desarrollo de la 
Quimiometría, una ciencia que aplica conocimientos matemáticos e informáticos a 
los sistemas químicos. 
El concepto de Quimiometría fue introducido en el año 1972 por el sueco 
Swante Wold y por el norteamericano Bruce R. Kowalski. Sin embargo, en 1975 
The Chemometrics Society definió la Quimiometría, como “la disciplina que utiliza 
métodos matemáticos y estadísticos para diseñar o seleccionar procedimientos de 
medida y experimentos óptimos y con ello obtener la máxima información química 
mediante el análisis de datos químicos” 24. 
Ya en el año 1997 el profesor D. L. Massart definió la Quimiometría como “la 
disciplina química que utiliza la matemática, la estadística y la lógica formal para 
diseñar o seleccionar procedimientos experimentales óptimos, proporcionar la 
máxima información química relevante a partir del análisis de datos químicos, y 
obtener conocimientos a partir de sistemas químicos” 24. Como puede observarse, 
la definición de Massart añade el empleo de la lógica formal, base de la 
inteligencia artificial, y matiza dos hechos: i) que la información buscada debe ser 
“relevante” y ii) que la información sobre el sistema químico debe transformarse en 
un conocimiento global sobre el problema en estudio 25, 26. 
La Quimiometría se puede considerar como una rama aplicada y 
especializada de ambas, la Química Analítica y la Estadística, con una función 
análoga a la que realizan disciplinas como la Biometría, Sociometría, Econometría 
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Figura 8. Relación de la Quimiometría con las ciencias. 
 
Las diferencias entre las disciplinas metrológicas antes nombradas y la 
Quimiometría son debidas a las particulares características de los datos de origen 
químico: el limitado número de factores (concentraciones, pH, fuerza iónica, 
presencia de luz, etc.) que influyen sobre los resultados, la posibilidad de control 
de la mayoría de estos factores por parte del analista, la posibilidad de repetir las 
experiencias y obtener replicados de los datos o la incertidumbre relativamente 
pequeña que afecta a la mayoría de los datos. 
Desde nuestro punto de vista analítico el objeto de la Quimiometría es extraer 
con unos recursos mínimos la máxima información relevante acerca de los 
sistemas materiales, utilizando para ello datos químicos, en forma exclusiva o en 
combinación con datos de cualquier otra índole que aporten información 
relacionada con el problema que se quiere resolver. 
Pese a que la Quimiometría pretende potenciar y aumentar el rendimiento del 
proceso analítico, actuando sobre todas y cada una de las etapas del mismo, tal y 
como se puede apreciar en la Tabla 2, para el desarrollo de la presente Memoria 
de Tesis Doctoral nos hemos centrado principalmente en las técnicas 
quimiométricas aplicadas a la etapa del procedimiento analítico correspondiente al 
tratamiento de los datos. 
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Tabla 2. Técnicas estadísticas aplicadas a las diversas etapas del proceso analítico. 
 
El desarrollo de la Quimiometría como disciplina científica puso al alcance de 
los usuarios una capacidad de cálculo elevada con unos costes relativamente 
bajos, permitiendo a los químicos analíticos comenzar a manipular un ingente 
número de datos así como generalizar la necesidad de tratarlos y extraer de ellos 
la información más relevante. 
Estos dos factores, combinados, provocaron que la utilización de las 
herramientas quimiométricas de tratamiento comenzara a ser necesaria hasta el 
Toma de muestra 
Cómo obtener muestras representativas, con el 
mínimo coste, a un nivel de dispersión dado: 
estadística de toma de muestra. 
Diseño del método 
Cómo obtener la máxima información al mínimo 
coste. Selección de variables y diseño 
experimental: modelización y optimización del 
diseño. 
Medidas 
Cómo obtener información de la máxima calidad a 
un coste mínimo: procesado de señales (filtrado, 
suavizado, modulación, codificación). 
Tratamiento de datos 
para un objeto 
Calibración: construcción de modelos de 
regresión (lineal o no lineal, univariante o 
multivariante), análisis de residuales, técnicas 
de deconvolución, etc. 
Tratamiento de datos 
para conjuntos de objetos 
Obtención de información significativa a partir 
del conjunto de todas las muestras analizadas: 
análisis exploratorio de datos (preprocesado, 
reducción de dimensiones, representación 
gráfica), pruebas de significación, 
reconocimiento de pautas (análisis de grupos, 
técnicas de clasificación), construcción de 
modelos de regresión y aplicación de los 
mismos a la predicción, estimación de los 
límites de confianza a las predicciones. 
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punto que el software de control de los instrumentos de que hoy día se dispone las 
incorpore. 
Cabe destacar que, pese a que se trata de herramientas con un trasfondo 
matemático complejo, su empleo se ha simplificado en gran medida, siendo en la 
actualidad utilizadas por un gran número de analistas. 
Sin embargo, la relativa simplicidad en su uso es a menudo uno de sus 
principales inconvenientes. El relativo desconocimiento en algunos casos de los 
principios en los que se basan estos métodos hace que muchas veces se apliquen 
de forma demasiado directa, encaminándose hacia la búsqueda directa de 
resultados, en lugar de aprovechar su capacidad para elegir la información 
relevante de los datos analíticos y así captar nueva información del sistema. 
La Quimiometría genera un valor añadido en dos sentidos: i) por un lado 
permite diseñar y realizar experimentos más eficaces para la obtención de datos 
de una determinada calidad con un mínimo esfuerzo experimental, y extraer más 
información a partir de dichos datos, aumentando la calidad de los resultados, 
facilitando su interpretación y fomentando así las conclusiones con rigor; ii) 
mientras que por otro potencia la incorporación del químico y, en general, del 
profesional del laboratorio, a la cadena de control del proceso productivo. Es de 
esta manera como dicho profesional deja de ser un simple productor de datos y se 
convierte en alguien que no solo genera, sino que además interpreta y comunica 
información relevante para la toma de decisiones. 
 
2.2 La calibración 
 
Un método de análisis instrumental proporciona un conjunto de datos, más o 
menos complejo, al que se le denomina señal analítica. Dichas señales medidas 
pueden considerarse magnitudes físicas que suelen estar basadas en 
características químicas o físico – químicas de los analitos. 
La calibración se define clásicamente en Química Analítica como el conjunto 
de operaciones que establecen, en las condiciones específicas, la relación entre 
los valores indicados por un instrumento de medida (la señal obtenida) y los 
valores conocidos correspondientes a la propiedad analítica que se pretende 
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medir. Es la denominada calibración metodológica 27. 
Este proceso no siempre resulta directo, ya que la señal obtenida puede ser 
contribución de más de una especie o propiedad. Mientras que en el caso de los 
métodos cromatográficos, debido a la separación previa de los componentes de la 
muestra, cada señal analítica medida corresponde a un analito concreto, no ocurre 
lo mismo en los métodos espectroscópicos, donde, en muchas ocasiones la señal 
que proporciona el instrumento no es exclusiva de un solo componente de la 
muestra. 
En el proceso de calibración se establece una relación matemática, conocida 
como modelo de calibración, entre la respuesta instrumental y un analito o 
propiedad determinada de la muestra que, por regla general en determinaciones 
cuantitativas, acostumbra a ser la concentración. Evidentemente, existen muchas 
alternativas matemáticas que permiten relacionar la respuesta de un instrumento 
con el valor de un parámetro que se desee determinar. En general, los modelos de 
calibración pueden clasificarse siguiendo varios criterios 28, por lo que podemos 
diferenciar los métodos de calibración como: 
• Univariables-multivariables: en función del número de variables de la 
respuesta que se emplean. 
• Lineales-no lineales: según la función que relaciona las variables. 
• Directos-indirectos: si los parámetros de la calibración se calculan a 
partir de la señal de los componentes puros o a partir de mezclas. 
• Clásica-inversa: en función de cuál sea la variable independiente utilizada 
(concentración o señal analítica, respectivamente). 
• Espectro completo-selección de variables: según el número de 
variables utilizadas. 
• Rígidos-flexibles: en los primeros se debe disponer de información de 
todas las especies que contribuyen a la señal, mientras que en los 
segundos únicamente es necesario tener información de los analitos que 
se desea cuantificar. 
 
Como puede deducirse de la anterior clasificación, existe una gran variedad de 
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estos métodos, por lo que la elección del más adecuado depende del tipo de 
muestra a analizar, del conocimiento que se tenga del sistema y de los datos 
disponibles. 
Independientemente del tipo de modelo de calibración que se considere, el 
proceso de construcción del mismo presenta dos aspectos a considerar: el ajuste 
y la capacidad de predicción. Mientras que el primero refleja el modelado de los 
datos y de su estructura, la capacidad de predicción hace hincapié en el aspecto 
práctico del proceso de calibración, que no es otro que el de proporcionar 
predicciones fiables de los parámetros de interés para objetos que pueden ser o 
no desconocidos. 
Aunque no tiene porque ser siempre así, ambas vertientes pueden 
proporcionar efectos contrapuestos. La búsqueda del mejor ajuste de los datos, 
comporta muchas veces el aumento en la complejidad de las ecuaciones de 
calibración, y este hecho acostumbra a derivar en capacidades predictivas que 
resultan poco estables. 
 
2.3 Etapas para construir un modelo de calibración 
 
Bien sea para establecer una clasificación o bien para la determinación 
cuantitativa de un determinado parámetro, la construcción de un modelo para un 
conjunto de datos, tiene como finalidad obtener una relación entre las distintas 
variables que posteriormente pueda emplearse para conseguir los fines para los 
que dicho modelo se ha establecido. 
Para la obtención de un modelo robusto se deben seguir las etapas que se 
detallan a continuación: 
 
2.3.1 Selección del conjunto de calibración 
 
Tal vez deba considerarse como la etapa más importante de todas. En ella 
debe seleccionarse un conjunto de objetos, conocido como conjunto de 
calibración (o training), que representen toda la variabilidad existente, no solo 
  Introducción 
 
 
 - 27 - 
química sino también física, con el fin de lograr una buena capacidad de 
predicción para el modelo. En este sentido, para llevar a cabo predicciones 
cualitativas dicho conjunto debe incorporar toda la posible variabilidad que 
pueda darse para cada tipo de objeto. Por otro lado, si se pretende llevar a 
cabo una predicción cuantitativa, las muestras deben ser representativas de 
todo el intervalo del parámetro que se pretende determinar. 
 
2.3.2 Obtención de la señal analítica 
 
Una vez diseñado el conjunto de calibración deben obtenerse las señales 
analíticas sometiendo los distintos objetos al procedimiento instrumental que 
resulte más adecuado y permita obtener la mayor cantidad de información 
posible con el mínimo esfuerzo. En el caso que nos ocupa la obtención de la 
señal consiste en el registro de los correspondientes espectros en la región 
que se considere oportuna y empleando el tipo de espectroscopia y modo de 
medida que resulten más adecuados. 
Después de que el sistema instrumental proporcione los datos resultantes, 
éstos se almacenan y quedan disponibles para su posterior tratamiento 
matemático. 
 
2.3.3 Construcción del modelo 
 
Construir el modelo de calibración consiste en aplicar una serie de 
herramientas matemáticas sobre la señal analítica que permitan establecer la 
relación entre ésta y la propiedad o parámetro que se pretende determinar, 
bien estableciendo la relación con la concentración de un analito o con 
parámetros físicos de la muestra (en el caso que el modelo este destinado al 
análisis cuantitativo), o bien estableciendo las características que definen una 
clase y fijando las fronteras que la separan de otra u otras clases (si la 
finalidad del modelo es una predicción cualitativa, como puede ser la 
clasificación de los objetos en grupos). 
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En ciertas ocasiones, antes de establecer la relación entre la señal 
analítica y el parámetro que se pretende determinar, es necesario efectuar una 
serie de tratamientos previos sobre dicha señal, cuya finalidad es corregir el 
efecto de los componentes ajenos a la información buscada, mejorando así la 
exactitud y precisión de los resultados en la capacidad predictiva del modelo. 
Debido a su importancia, los tratamientos de las señales espectrales más 
habituales se abordarán de forma más detallada en un posterior apartado. 
Una vez corregidos los datos analíticos, el modelo puede construirse 
teniendo en cuenta las bases teóricas (calibración univariante) que explican la 
relación entre una magnitud física de la señal analítica (altura o área de las 
diferentes bandas de absorción) con la propiedad a medir o bien por 
relaciones totalmente empíricas empleando una gran variedad de algoritmos 
matemáticos (calibración multivariada o multivariante). 
 
2.3.4 Evaluación de la capacidad predictiva del modelo 
 
Una vez construido el modelo, éste se aplica a un número limitado de 
muestras, distintas de las que componen el conjunto de calibración y que 
componen lo que se denomina conjunto de validación, para las que se conoce 
el parámetro o la propiedad que se pretende predecir. Esta etapa se conoce 
con el nombre genérico de validación. 
Los resultados que se obtienen tras la aplicación del modelo para estas 
muestras se comparan estadísticamente con los valores conocidos, 
comprobando si los resultados encontrados son estadísticamente 
comparables a los valores conocidos, pudiendo así afirmar si el modelo 
predice correctamente y, en consecuencia, resulta válido para la 
determinación de dicho parámetro o propiedad para un tipo dado de muestras 
u objetos. 
Para aquellos modelos que tengan una finalidad clasificatoria la capacidad 
de predicción se evalúa por los aciertos en la clasificación de muestras 
externas al conjunto de calibración en las distintas clases previamente 
establecidas. 
  Introducción 
 
 
 - 29 - 
Por el contrario, en el caso de modelos con finalidades cuantitativas se 
realizan estudios estadísticos y cuantitativos de los resultados obtenidos 
empleando una serie de parámetros que permitan evaluar dicha capacidad 
predictiva. 
Pese a que son muchos los parámetros descritos en la bibliografía que 
pueden emplearse para la validación de un método de análisis, tales como la 
especificidad, la selectividad, la precisión (repetibilidad, precisión intermedia y 
reproducibilidad), la exactitud, la linealidad, el límite de detección, el límite de 
cuantificación o la robustez, entre otros, 29 para el desarrollo de esta Memoria 
de Tesis solo se han empleado algunos de ellos. 
Cuando nos referimos exclusivamente a la etapa de calibración, una 
práctica bastante común es asegurar la capacidad predictiva de un modelo de 
calibración mediante la comparación de las predicciones obtenidas empleando 
los diferentes procedimientos de análisis para los distintos objetos del conjunto 
de validación a través de la raíz cuadrada del error de predicción al cuadrado, 
también conocido como RMSEP (Root Mean Square Error of Prediction), que 














   (4) 
para un conjunto de n objetos. 
Además del RMSEP, también se han empleado otros estimadores 
diferentes como la media de las diferencias (dx−y) entre los valores obtenidos 
por el método que se pretende validar (Ĉi) y los valores obtenidos aplicando el 
método de referencia (Ci), la desviación estándar del promedio de las 
diferencias (sx−y), el coeficiente de calidad (QC) y el error estándar de 
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2.3.5 Aplicación del modelo 
 
Después de haber comprobado la validez del modelo mediante la etapa de 
validación, éste puede aplicarse a la predicción de muestras desconocidas. 
Los resultados obtenidos para estas muestras deben ser aceptables y 
estadísticamente comparables con los obtenidos mediante el análisis de las 
mismas empleando también el pertinente método de referencia. Es por esto 
que esta etapa puede considerarse como una segunda comprobación de la 
capacidad predictiva del modelo. 
 
2.4 Tratamientos espectrales 
 
Generalmente, las señales analíticas obtenidas mediante el empleo de 
métodos espectroscópicos van acompañadas de efectos o componentes no 
deseados y que reciben la denominación global de ruido. Las fuentes de dicho 
ruido son de diferente naturaleza, pudiendo deberse a componentes de la 
instrumentación empleada para el registro de las señales (ruido instrumental), a 
condiciones ambientales (ruido ambiental) o a variaciones inherentes a la 
naturaleza de la muestra 31. 
Para corregir o reducir este ruido de los datos espectrales es necesario aplicar 
un tratamiento previo a los espectros obtenidos. 
Por ello, con este fin, procederemos a comentar algunos de los tratamientos 
que se emplean habitualmente en las técnicas de espectroscopia vibracional 32. 
 
2.4.1 Suavizado espectral (smooth) 
 
Uno de los procedimientos que puede emplearse para la reducción del ruido 
espectral es el suavizado de los espectros (conocido comúnmente por su 
expresión inglesa smooth). Este suavizado se lleva a cabo empleando el algoritmo 
de Savitzky-Golay. El suavizado tiene un efecto de maquillaje de los espectros, 
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reduciendo el ruido pero también distorsionando las intensidades de las señales 33. 
 
2.4.2 Corrección de línea base 
 
La línea base de un espectro consiste, generalmente, en aquellas regiones del 
mismo donde no existen absorciones significativas (idealmente, la intensidad en 
estas regiones del espectro es de cero unidades de absorbancia - ó 100 % 
transmitancia -). En realidad, existen muchos factores que pueden afectar la línea 
base, incluyendo la calidad del “background” del espectro, de la muestra, la forma 
en que se haya preparado la muestra, el tipo de accesorio empleado, la 
estabilidad térmica del sistema, el alineamiento del divisor de haz (beamsplitter) y 
la purga del sistema. Debido a estos factores la línea base puede inclinarse, 
desplazarse o curvarse. 
Existen una gran variedad de tipos de corrección de línea base, sin embargo, 
atendiendo a la disponibilidad del software empleado sólo detallaremos aquellos 
disponibles para establecer una línea base para un banda o una región de 
absorción dada del espectro. 
 
Línea base en un punto: consiste en una línea horizontal que pasa a 
través del espectro a ese punto de línea base especificado. Cuando se 
selecciona este tipo de línea base, el software resta la línea base 
horizontal a la intensidad de la banda o región, a fin de proporcionar una 








Figura 9. Ejemplo de corrección de línea base en un punto. 
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Línea base entre dos puntos: con este tipo de corrección, tal y como 
su nombre indica, la línea base se establece entre dos puntos del 
espectro. El software resta la contribución de la señal del espectro según 
la línea base establecida de la intensidad de la banda o la región 






Figura 10. Ejemplo de corrección de línea base entre dos puntos. 
 
Baseline Offset: Cuando se selecciona este tipo de corrección de línea 
base el software resta un valor constante al valor de la intensidad obtenida 
para cada uno de los puntos de la región específica seleccionada. Pese a 
que es similar a la corrección de línea base en un punto, presenta la 
ventaja de poder restar un valor constante que no tiene que corresponder 
necesariamente a un punto del espectro. 
 
Linear Removed: con este tipo de corrección el software calcula 
mediante la línea base un ajuste lineal por mínimos cuadrados sobre la 
región de análisis especificada, para luego restar el valor de esa línea en 
cada punto de la región al valor de la intensidad que presenta el espectro 
para esos mismos puntos. De esta manera, la región resultante tiene 
eliminada toda esa información lineal, quedando solamente la parte de la 
región que presenta un orden mayor. 
Esta propuesta asume que existe una línea base lineal implícita por 
debajo de cada región espectral que puede eliminarse al llevar a cabo este 
análisis. Sin embargo, toda la información lineal que está relacionada con 
los componentes también se elimina. 
Este tratamiento espectral suele emplearse para el análisis por 
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regresión parcial por mínimos cuadrados (PLS, Partial Least Squares) 
cuando las propiedades de la línea base de los espectros de calibración y 
de los espectros de las muestras desconocidas varían. 
 
Quadratic Removed: La selección de este tipo de corrección de línea 
base implica que el software calcule un polinomio de segundo orden sobre 
la región especificada. Luego, el valor para dicho polinomio en cada 
número de onda de la región seleccionada se resta a la intensidad del 
espectro para cada uno de esos números de onda. En este caso, la región 
resultante ha visto eliminada toda su curvatura, quedando únicamente la 
parte de la región de mayor orden. 
Este tipo de corrección asume que existe una línea base polinomial de 
segundo orden por debajo de cada región espectral. A través de este 
procedimiento no sólo se elimina la línea base curvada sino también toda 
la información en la curva de segundo orden que está relacionada con los 
componentes. 
Este tipo de corrección se aplica cuando se pretende crear un método 
de regresión lineal múltiple gradual y generalmente combinada con la 
corrección de la variable normal estándar (SNV) y el De-trending, que se 
detallarán más adelante. 
 
2.4.3 Espectroscopia derivada 
 
En la Química Analítica los métodos espectroscópicos son ampliamente 
utilizados debido a su fiabilidad y rapidez. Sin embargo, el solapamiento de 
bandas espectrales dificulta y, a veces, imposibilita la identificación y 
cuantificación de grupos funcionales o compuestos. 
Para resolver este problema se han utilizado diversos métodos, los cuales se 
basan en modelar la señal experimental a través de funciones teóricas. 
Entre 1953 y 1955 algunos investigadores introdujeron la derivación de los 
espectros como una herramienta para magnificar la estructura fina de las curvas 
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espectrales. 
Los espectros derivados consisten en el cálculo de la primera, segunda o 
derivadas de orden mayor de la absorbancia en función de la frecuencia o longitud 
de onda de la radiación. Los espectros derivados se representan mediante un 
gráfico de la derivada de orden n de la absorbancia en función de la longitud de 
onda promedio. 
Diferenciando la ley de Lambert-Beer con respecto a la longitud de onda se 
obtiene: 
 




























   (7)    Enésima derivada o de orden n 
 





λ  resultan siempre 
proporcionales a la concentración de manera que las aplicaciones analíticas 
cuantitativas, basadas en este hecho, pueden también llevarse a cabo 34, 35, 36. 
El proceso de derivación de un espectro se podría asimilar al de un filtro, que 
permite observar cambios en pequeños intervalos de longitud de onda y por lo 
tanto realza la estructura del mismo obteniéndose una mejor discriminación de sus 
detalles 37, de manera que, a pesar de que se trata de una técnica que no 
proporciona información adicional, los datos se redistribuyen de tal forma que 
resultan mucho más significativos. 
Sin embargo, la aplicación del proceso de derivación tiene la limitación de que 
se produce una reducción de la relación Señal/Ruido, por lo que se utiliza 
especialmente en aquellas situaciones en las que dicha relación resulta elevada y 
se carece de estructura, aunque en ocasiones se intenta resolver este 
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inconveniente 38. 
La espectroscopia de derivadas ofrece dos ventajas importantes: de un lado 
un aumento en la resolución espectral, y por otra parte una discriminación en favor 
de las estructuras finas del espectro. 
El aumento en la resolución permite emplear la espectroscopia derivada para 
resolver bandas que estén demasiado cerca y se encuentran solapadas en el 
espectro de absorción normal. La resolución aumenta con el orden de la derivada 
n, y este aumento depende de la forma de la banda y de la relación entre el ancho 
de banda y su altura. Debido al aumento en la resolución la derivada del espectro 
es una mejor huella que el espectro normal. 
Además de resolver el problema del solapamiento de bandas, la 
espectroscopia derivada también permite minimizar desviaciones de línea base 
causadas por efectos de dispersión. El empleo de la primera derivada elimina los 
términos constantes a todas las longitudes de onda, es decir, desplazamientos de 
línea base, mientras que la segunda derivada corrige, además, las desviaciones 
provocadas por los términos que varían linealmente con la longitud de onda. 
Generalmente se utilizan la primera y segunda derivadas siendo poco 
habituales las derivadas de orden superior 39. 
Para efectuar el cálculo de derivación los dos métodos más utilizados son el 
de la ventana móvil (moving averaged segment convolution), propuesto por Norris 
y Williams 40 y el propuesto por Savitzky y Golay. 
 
2.4.4 Corrección del efecto multiplicativo de la dispersión (MSC, Multiplicative 
Scatter Correction) 
 
Este tipo de corrección 41 emplea una función matemática para compensar las 
diferencias en el camino óptico provocadas por el distinto tamaño de partícula de 
las muestras, y que dan lugar a una cierta dispersión del haz de radiación 
incidente. 
Estas variaciones ocurren en mayor extensión en las medidas de reflectancia 
difusa, especialmente cuando se realizan las medidas en el rango correspondiente 
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al infrarrojo cercano 42. 
Para aplicar este tipo de corrección se asume que la relación entre el paso 
óptico y su contribución a la señal de absorbancia es perfectamente lineal. Este 
método se ha diseñado para trabajar con espectros que también presentan una 
respuesta lineal para la concentración, es decir, espectros que se encuentran en 
unidades de absorbancia, de Log (1/R) o de Kubelka-Munk. 
 
2.4.5 Variable normal estándar (SNV, Standard Normal Variate) y De-trending 
 
Las muestras que se analizan mediante la espectroscopia de la reflectancia 
difusa presentan, a menudo, diferencias significativas en el espectro debido a que 
la distribución de las partículas no es homogénea. De hecho, muchas medidas 
espectrales de diferentes porciones de la misma muestra pueden parecer 
completamente diferentes. En muchos casos, esta dispersión puede ser una 
contribución predominante para el espectro, informando, en ocasiones, sobre la 
varianza en los datos. 
El grado de dispersión depende del número de onda, del tamaño de la 
partícula y del índice de refracción de la muestra. Además la dispersión no es 
uniforme a lo largo del espectro. Generalmente la dispersión se manifiesta como 
una línea base desplazada, inclinada o en ocasiones curvada, donde el grado de 
influencia se aprecia de forma más acentuada para las longitudes de onda más 
altas del espectro. 
La corrección SNV se aplica cuando existe una contribución multiplicativa a la 
señal espectral, debido a la dispersión o a cualquier otro efecto que esté 
relacionado con el paso óptico. También puede emplearse para la normalización 
de los espectros con el fin de minimizar los efectos del escalado o de los 
desplazamientos. 
La corrección SNV es similar a la corrección del efecto multiplicativo de la 
dispersión (MSC, Multiplicative Scatter Correction) 43. La MSC calcula un espectro 
ideal a partir de los espectros empleados para la calibración y lo emplea para la 
corrección de los datos, mientras que la corrección SNV elimina los efectos de la 
dispersión normalizando los espectros individualmente. Por ello se recomienda el 
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empleo de la corrección SNV, en lugar de la MSC, cuando se cree que los 
espectros de las muestras desconocidas que se pretenden medir pueden tener 
características de dispersión diferentes a las de los espectros de calibración o si 
se emplea una técnica de clasificación que implica múltiples clases. 
Una de las ventajas de la corrección SNV es que para su aplicación no se 
requiere información adicional sobre el paso óptico durante el análisis de las 
muestras: el paso óptico se trata como una contribución multiplicativa de la señal 
espectral. Para cada espectro empleado en el modelo, el software calcula el 
promedio y la desviación estándar de la línea base de la región establecida. A 
continuación, para cada punto o puntos de la región espectral, el software resta 
dicho valor promedio y divide el resultado por la desviación estándar. Esto sitúa 
todos los espectros en la misma escala y la corrección SNV se aplica 
automáticamente a las muestras desconocidas que se pretenden analizar con 
dicho modelo. 
Por otra parte, el De-trending normalmente persigue intentar eliminar las 
variaciones adicionales en el desplazamiento de la línea base, normalmente 
presentes también en los espectros de reflectancia difusa. De igual forma que para 
la corrección SNV, cada espectro se trata de forma independiente respecto del 
resto presentes en el conjunto de calibración, de manera que no existe una 
referencia externa. Es un cálculo relativamente simple, en el que se emplea una 
regresión lineal por mínimos cuadrados para ajustar un polinomio lineal o 
cuadrático a las respuestas del espectro. Posteriormente, dicho polinomio se resta 
al espectro para generar el espectro resultante. 
En muchos casos la sola aplicación de la corrección SNV puede resultar muy 
útil para la interpretación de los vectores del modelo final, sin embargo, el De-
trending no se suele aplicar solo, sino que se aplica más bien después de la 
corrección SNV, o directamente no se emplea 44. 
Hasta aquí se han revisado los tratamientos espectrales previos que 
comúnmente se emplean sobre los espectros de infrarrojo. En ocasiones, con el 
fin de conseguir mejorar los resultados obtenidos, resulta apropiado emplear más 
de un método de tratamiento espectral previo. No obstante, este procedimiento 
puede conllevar también una eliminación de información útil, de manera que 
resulta necesario evaluar en cada caso que tipo de tratamiento puede resultar 
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mejor o bien si es necesario aplicar más de uno para la corrección de los datos, 
sin que ello suponga una merma en la capacidad predictiva de los modelos de 
calibración que puedan construirse a partir de los espectros corregidos. 
 
2.5 Modelos de calibración 
 
En los siguientes apartados se van a comentar las técnicas estadísticas 
aplicables a la etapa del proceso analítico correspondiente al tratamiento de los 
datos para un objeto o para conjuntos de ellos y que pueden resumirse en la 
construcción de modelos de calibración y la obtención de información significativa 
a partir del conjunto de todas las muestras analizadas, estableciendo, en función 
de la finalidad, de un lado los Métodos de predicción cualitativos y por otro los 
Métodos de predicción cuantitativos. 
Los primeros se emplean en la exploración de los datos para resaltar la 
existencia de estructuras o grupos, así como una posible clasificación; mientras 
que los segundos se utilizan para la construcción de modelos de regresión que 
relacionen las variables predictoras con las variables respuesta, permitiendo 
evaluar parámetros. 
 
2.5.1 Métodos de predicción cualitativos 
 
Los métodos aplicados para la predicción cualitativa, también conocidos como 
métodos para el reconocimiento de pautas o modelos, se fundamentan en el 
empleo de una serie de herramientas matemáticas que permiten la extracción de 
información (no obtenible a partir de simples medidas experimentales) de una 
serie de datos relacionados con diversos objetos (muestras) 45. 
Uno de los objetivos de la exploración de los datos es de tipo clasificatorio y 
consiste en resaltar las tendencias ocultas presentes en el conjunto de datos y 
estudiar las causas o fuentes de varianza a las que obedecen, permitiendo 
establecer grupos de los objetos estudiados en función de relaciones o 
características comunes existentes entre ellos o bien definir métodos de 
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clasificación para objetos desconocidos 46. Para ello, se seleccionan, en primer 
lugar, una serie de variables que puedan medirse experimentalmente (variables 
manifiestas) y que se sabe o se supone que varían con los factores que se 
pretenden buscar, como puede ser el caso del espectro de infrarrojo, para 
posteriormente diseñar un conjunto de objetos sobre los que llevar a cabo la 
medida de dichas variables. Esto genera una matriz de datos a la que se aplican 
una serie de métodos estadísticos que permiten revelar las estructuras o conjuntos 
presentes que poseen una o varias propiedades en común y que reciben el 
nombre de clases. 
En el caso de que previamente se conozcan las clases, el análisis de datos 
permite la asignación de nuevos objetos a estas clases. Por el contrario, si las 
clases no se conocen, estas herramientas nos permiten conocer si existen 
posibles agrupaciones de las distintas muestras y, por lo tanto, establecer una 
clasificación de las mismas. Así pues, la ausencia o no de este conocimiento 
previo posibilita la división de los métodos para el reconocimiento de pautas en 
dos grupos: análisis supervisado de pautas o análisis clasificatorio y análisis no 
supervisado de pautas. 
 
2.5.1.1 Métodos supervisados de análisis 
 
Tal como se ha comentado anteriormente, en este tipo de métodos hay un 
conocimiento previo de las clases que existen antes de llevar a cabo la asignación. 
En este caso, el primer objetivo es la caracterización de las clases, 
entendiendo dicha caracterización como la selección y combinación óptimas de las 
variables que definen las distintas clases, para luego clasificar o asignar, dentro de 
ellas, los objetos desconocidos. Por ejemplo, si se está trabajando con la 
espectroscopia IR, las distintas clases se caracterizan atendiendo a su 
correspondiente espectro. 
Para la aplicación de este método de reconocimiento de pautas es necesario, 
en primer lugar, disponer de un grupo de objetos (conocido como conjunto de 
entrenamiento o aprendizaje) que pueda utilizarse para formar y comprobar el 
entramado de clases y encontrar sus correspondientes características. Después 
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de esto, ya se puede proceder a comprobar a cual de las clases caracterizadas 
corresponde el nuevo objeto considerado. Por tanto, la aplicación del análisis 
supervisado de pautas consta de dos etapas: aprendizaje y predicción. 
Como inconveniente o limitación de los resultados que puedan obtenerse 
comentar que, la calidad del grupo de aprendizaje resulta indispensable puesto 
que el mismo condiciona todo el análisis global dado que es el que se emplea para 
definir las características intrínsecas de cada clase. 
 
2.5.1.2 Métodos no supervisados de análisis 
 
Dado que en los métodos no supervisados la distribución de los objetos se 
desconoce totalmente, la identificación de las clases es el problema a resolver  47. 
En consecuencia, después de la detección y caracterización de las clases, es 
posible llevar a cabo un análisis clasificatorio para la asignación de nuevos 
objetos. 
Tal y como hemos introducido anteriormente, estos métodos se fundamentan 
en descubrir agrupaciones de los distintos objetos analizados sin saber a priori a 
qué clase pertenece cada uno de ellos. 
En una serie de Capítulos de esta Memoria se describen algunos de los 
métodos existentes para el análisis no supervisado de pautas, de manera que a 
pesar de que podemos encontrar muchos más, nos centraremos en la descripción 
con detalle, única y exclusivamente, de aquellos que se han empleado a lo largo 
de esta Tesis Doctoral. 
 
Análisis de conglomerados (cluster analysis) 
La pregunta general que muchos investigadores se plantean en las distintas 
áreas de investigación es como organizar los datos observados en estructuras 
significativas, es decir, lo que se conoce como “desarrollar taxonomías”. 
El término cluster analysis, empleado por primera vez por Tryon en 1939 48, 
engloba una serie de algoritmos y diferentes métodos que permiten la agrupación 
de objetos de características similares en sus respectivas clases. 
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En otras palabras, se trata de una herramienta de análisis exploratorio de 
datos cuyo propósito es agrupar diferentes objetos en grupos, de tal manera que 
el grado de asociación entre dos objetos sea máximo si ambos pertenecen al 
mismo grupo o mínimo en el caso contrario. En resumen, el análisis de 
conglomerados descubre estructuras en los datos pero sin proporcionar una 
explicación/interpretación de por qué existen 49. 
Las técnicas de agrupación se han empleado para la resolución de una gran 
variedad de problemas desde sus inicios. Prueba de ello es el artículo de Hartigan 
(1975) 50, que proporciona un sumario de algunos de los estudios publicados que 
detallan los resultados del análisis de grupos. 
Pese a que existen varios métodos o algoritmos generales para el análisis de 
conglomerados 51, como son: Joining (Tree Clustering) 52, Two-way Joining (Block 
Clustering) y k-Means Clustering 53, nos centraremos únicamente en el primero de 
ellos, puesto que es el que se ha empleado en el desarrollo de algunos de los 
Capítulos que componen la presente Memoria de Tesis. 
 
Análisis jerárquico de conglomerados (Tree Clustering) 
El propósito de este algoritmo es agrupar los distintos objetos en grupos 
empleando alguna medida de similitud o de distancia. El resultado típico de 
este tipo de agrupación se conoce como árbol jerárquico o dendrograma, de 
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Figura 11. Ejemplo de un típico dendrograma. 
El dendrograma es un esquema en el que los diferentes objetos se 
agrupan jerárquicamente de acuerdo a sus similitudes. Como puede 
apreciarse en la figura, el dendrograma presenta un aspecto de árbol que se 
bifurca desde un tronco común hasta alcanzar tantas ramas como objetos se 
pretenden agrupar o clasificar. El tronco común está constituido por el 
conjunto de todos los objetos, y constituye el grupo de mayor rango o 
jerarquía. El tronco se bifurca hasta alcanzar los objetos aislados, que 
ostentan la jerarquía más baja. 
Para construir un dendrograma, el primer paso es decidir qué es lo que se 
quiere explorar, si la similitud entre objetos o entre variables. En segundo 
lugar, se elige el criterio de similitud que va a emplearse, es decir, las reglas 
que van a servir de criterio para llevar a cabo la agrupación o separación de 
los diferentes objetos. 
A continuación detallaremos algunos de los criterios de similitud 
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Distancia Euclídea: es, probablemente, el criterio que más comúnmente 
se emplea. Se trata simplemente de la distancia geométrica en el espacio 




ii yxyx  -Distancia =   (8) 
 
Distancia Euclídea al cuadrado: se puede emplear el cuadrado de la 
distancia Euclídea estándar con el fin de colocar progresivamente 
mayores pesos sobre aquellos objetos que se encuentran más apartados. 




ii yxyx  - Distancia =    (9) 
 
La distancia Euclídea y su cuadrado se emplean normalmente para los 
datos originales y no para datos normalizados. Este último método tiene, 
además, la ventaja de que la distancia entre dos objetos cualquiera no se 
ve afectada por la inclusión de nuevos objetos en el análisis, aunque 
puedan ser objetos anómalos. No obstante, las distancias pueden verse 
tremendamente afectadas por diferencias en la escala de aquellas 
dimensiones para las que se pretende establecer las distancias. 
 
Distancia Manhattan (City-block): esta distancia es simplemente el 
promedio de la diferencia a través de las dimensiones. En muchos casos, 
esta medida de distancia produce resultados similares a la distancia 
Euclídea. Puede expresarse como: 
 
∑),( yxyx  - Distancia =    (10) 
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Distancia de Chebychev: esta medida de distancia puede resultar 
apropiada en aquellas situaciones en las que se pretende definir dos 
objetos como diferentes si son diferentes en alguna de las dimensiones. 
La distancia de Chebychev se puede expresar como: 
 
ii yxMáximayx  -Distancia =),(    (11) 
 
Distancia de Minkowski: en ocasiones es posible que se requiera 
aumentar o disminuir de manera progresiva los pesos que se asignan a 
las dimensiones para las que los respectivos objetos resultan muy 






ii yxyx ∑),(  -Distancia =    (12) 
 
donde r y p son parámetros definidos por el operador. El parámetro p 
controla el peso progresivo que ocupa las diferencias en las dimensiones 
individuales, mientras que el parámetro r controla el peso progresivo que 
ocupa las diferencias más grandes entre los objetos. 
 
Porcentaje de desacuerdo: este tipo de medida resulta particularmente 
útil si los datos para las dimensiones incluidas en el análisis son de la 





)(),( ≠=  de NúmeroDistancia    (13) 
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Pese a que las discrepancias entre los distintos objetos se establecen a través 
del tipo de distancia empleada, es necesario disponer de unas reglas de enlace 
que permitan establecer cuando dos grupos son lo suficientemente similares como 
para poder enlazarlos. 
Existen diferentes posibilidades para llevar a cabo esta selección 54, 55, aunque 
aquí solo detallaremos las más relevantes como son: 
 
Método de la unión simple (vecino más próximo o single linkage): con el 
empleo de este método, la distancia entre dos grupos se determina a 
través de la distancia de los dos objetos más cercanos (vecinos más 
próximos) de los diferentes grupos. Esta regla, de hecho, enlazará los 
objetos para formar grupos de tal forma que los diferentes grupos 
tenderán a representar largas cadenas. 
 
Método de la unión completa (vecino más lejano o complete linkage): en 
este caso la distancia entre los distintos grupos se establece a través de la 
distancia más grande entre dos objetos que pertenecen a dos grupos 
distintos. 
 
Método de la media (average linkage): con este criterio, la distancia 
entre dos grupos se calcula como la distancia media entre todos los pares 
de objetos que se encuentran presentes en los dos grupos. Sneath y 
Sokal (1973) 55, en su libro, introducen la abreviatura UPGMA (acrónimo 
de Unweighted Pair-Group Method using arithmetic Averages) para hacer 
referencia a este método. 
 
Método de la media ponderada (weighted average linkage): este método 
de enlace es prácticamente idéntico al anterior, con la salvedad de que en 
el desarrollo de los cálculos se emplea el tamaño de los respectivos 
grupos (considerado como el número de objetos que contiene cada uno de 
ellos) como pesos estadísticos. Este criterio resulta más práctico que el 
anterior en aquellas situaciones en las que se sospecha que el tamaño de 
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lo grupos va a ser muy irregular. Sneath y Sokal (1973) 55 se refieren a él 
como WPGMA (Weighted Pair-Group Method using arithmetic Averages). 
 
Método del centroide (unweighted pair-group centroid): el centroide de 
un grupo puede definirse como el punto medio situado en el espacio 
multidimensional definido por las dimensiones. En este sentido, el 
centroide de un grupo se corresponde con el centro de gravedad del 
mismo. Con el método del centroide, la distancia entre dos grupos se 
determina como la diferencia entre los centroides. UPGMC (Unweighted 
Pair-Group Method using the Centroid average) es el término que emplean  
Sneath and Sokal (1973) 55 para definir este método. 
 
Método de la mediana (weighted pair-group centroid): este método 
puede considerarse prácticamente idéntico al anterior con la única 
excepción de que se introducen pesos estadísticos en los cálculos para 
tener en consideración las diferencias en el tamaño de los grupos. De este 
modo, cuando existen (o se sospecha que pueden existir) diferencias 
considerables en el tamaño de los grupos, de nuevo este método 
ponderado resulta más apropiado. Sneath y Sokal (1973) 55 sugieren en 
este caso la abreviatura WPGMC (Weighted Pair-Group Method using the 
Centroid average) para referirse a este método. 
 
Método Ward: este criterio resulta totalmente distinto a todos los 
descritos anteriormente. El algoritmo de Ward intenta encontrar los grupos 
que resultan más homogéneos a través de un análisis de varianza. En 
concreto, este método intenta hacer mínima la suma de cuadrados de dos 
grupos cualesquiera que se formen en cada paso. Dichos dos grupos 
quedarán enlazados donde el resultado conduzca al menor crecimiento 
del factor de heterogeneidad (H). En este sentido, el dendrograma grafica 
en lugar de la distancia espectral el crecimiento de H 56. 
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Sin embargo, a pesar de todo lo descrito anteriormente, cabe resaltar que una 
de las finalidades más importante del reconocimiento de pautas es el análisis 
exploratorio de los datos, que se basa en buscar variables fundamentales 
(factores subyacentes, ambientales, clínicos, industriales,…) que expliquen la 
configuración de los grupos y de las correlaciones observadas. Es decir, se intenta 
identificar un pequeño número de factores que expliquen la máxima parte de la 
varianza aportada por un número máximo de variables manifiestas. 
En este aspecto, es posible distinguir dos grandes tendencias: análisis de 
componentes principales (PCA, Principal Components Analysis) y análisis 
factorial. 
El análisis factorial está muy relacionado con el análisis de componentes 
principales, y en ese sentido algunos autores consideran el segundo como una 
etapa del primero, aunque otros los consideran como técnicas diferentes. 
De un lado el PCA trata de hallar componentes (factores) que sucesivamente 
expliquen la mayor parte de la varianza total, mientras que por otra parte el 
análisis factorial busca factores que expliquen la mayor parte de la varianza 
común. 
En el análisis factorial se distingue entre varianza común y varianza única, 
siendo la primera la parte de la variación de la variable que es compartida con las 
otras variables, mientras que la varianza única es la parte de la variación de la 
variable que es propia de esa variable. En cambio, el PCA no hace esa distinción 
entre los dos tipos de varianza sino que, como se ha indicado, se centra en la 
varianza total. 
Mientras que el PCA busca hallar combinaciones lineales de las variables 
originales que expliquen la mayor parte de la variación total, el análisis factorial 
pretende hallar un nuevo conjunto de variables, menor en número que las 
variables originales, que exprese lo que es común a esas variables, es decir, 
supone que existe un factor común subyacente a todas ellas. 
En el PCA, el primer factor o componente principal sería aquel que explica una 
mayor parte de la varianza total, el segundo factor sería aquel que explica la 
mayor parte de la varianza restante, es decir, de la que no ha sido explicada por el 
primero, y así sucesivamente. De este modo sería posible obtener tantos 
componentes como variables originales aunque esto en la práctica no tiene 
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sentido 57. 
Teniendo en cuenta que el PCA se ha utilizado en algunos de los Capítulos 
que integran la presente Tesis, procederemos a comentarlo en mayor profundidad. 
 
Análisis en componentes principales (PCA) 
Como ya se ha comentado, uno de los aspectos importantes de la 
espectroscopia es el gran volumen de información que proporciona en un reducido 
espacio de tiempo; sin embargo, existen situaciones en las que parte de esta 
información no resulta relevante. En este sentido la Quimiometría juega un papel 
importante, puesto que una de sus numerosas aplicaciones ha sido el desarrollo 
de métodos de cálculo capaces de reducir, sin pérdidas relevantes, la ingente 
cantidad de datos analíticos que generan las técnicas instrumentales, con el fin de 
que la información quede contenida en un número reducido de variables. 
El análisis de componentes principales (PCA) 58, 59 es una técnica estadística 
de síntesis de la información, o reducción de la dimensión (número de variables), 
es decir, un método que ante un conjunto de datos con muchas variables, tiene 
como objetivo reducirlas a un menor número perdiendo la menor cantidad de 
información posible (Jolliffe 1986) 60, 61. 
El objetivo del PCA consiste en dada una matriz de datos de dimensiones n x 
p que representa los valores de p variables en n objetos, investigar si es posible 
representar los objetos mediante r variables (siendo r < p) con poca (o ninguna, si 
es posible) pérdida de información. Estas nuevas variables descubiertas, llamadas 
componentes principales (PC, Principal Components), factores o también 
variables latentes, contienen la mayor parte de la variabilidad existente en el 
conjunto de los datos. Esto nos permite describir la información con un número 
considerablemente reducido de nuevas variables en relación a aquellas de que se 
disponía inicialmente. En definitiva, se trata de encontrar un nuevo conjunto de 
ejes ortogonales en el que la varianza de los datos sea máxima. 
Hay que tener en cuenta que un análisis de componentes principales tiene 
sentido si existen altas correlaciones entre las variables, ya que esto es indicativo 
de que existe información redundante y, por tanto, pocos factores explicarán gran 
parte de la variabilidad total. 
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Las reglas para el cálculo de los componentes principales resultan bastante 
sencillas. Así, el primer componente principal se corresponderá con aquella 
dirección, a través de los datos, que contenga la mayor variabilidad. El segundo 
componente principal, así como los posteriores, debe ser perpendicular al anterior 
y contener la máxima cantidad de la variabilidad remanente 62. Una idea de los 
componentes principales correspondientes a un grupo de datos queda reflejada en 














Figura 12. Ejemplo de componentes principales para un conjunto de datos. 
Una vez conocidas las direcciones de los componentes principales es simple 
geometría la que nos permite expresar los valores de los objetos individuales en 
términos de los componentes principales, como combinaciones lineales de las 
variables originales multiplicadas por un coeficiente que describe el componente 
principal. Estos nuevos valores se conocen como puntuaciones factoriales 
(scores) y cada objeto tendrá una puntuación para cada componente principal. 
Dichas puntuaciones se calculan mediante la expresión: 
∑k
    (14) 
donde a son los coeficientes y Z son los valores estandarizados que tienen las 
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variables. 
Previamente al cálculo de los componentes principales, suele ser conveniente 
centrar los datos de tal manera que estos varíen en torno a cero. Esto puede 
realizarse calculando el valor promedio de los valores obtenidos para cada una de 
las variables y luego restando dicho valor a cada uno de los mismos para cada 
una de ellas. 
Pese a que las técnicas de calibración se comentarán más adelante, es 
necesario tener en cuenta que una de las tareas más complicadas a la hora de 
emplear cualquiera de las técnicas que implican una reducción previa de variables 
(como la regresión en componentes principales o la regresión parcial por mínimos 
cuadrados) es la elección del número de componentes principales (factores) que 
finalmente configuraran el modelo óptimo. 
 
Elección del número de componentes principales 
Los factores calculados se van ordenando de acuerdo con el grado de 
importancia que tienen para el modelo. Así, los primeros vectores del 
modelo es muy probable que sean los que están relacionados con los 
compuestos de interés, mientras que los últimos vectores generalmente 
contienen información relacionada con el ruido y que no resulta útil para la 
posterior predicción. De hecho, si estos últimos vectores están incluidos en 
el modelo las predicciones pueden resultar peores que para aquella 
situación en la que se excluyan. 
De esta forma, la descomposición espectral empleando estas técnicas y la 
selección del número correcto de factores es una estrategia muy efectiva de 
eliminar el ruido. 
A pesar de este efecto de reducción del ruido, si se emplean pocos 
factores para la construcción del modelo, la exactitud de la predicción para 
muestras desconocidas empeorará puesto que no se estarán empleando 
suficientes factores para el modelado de todas las variaciones espectrales 
que implican los componentes de interés. Además, resulta muy importante 
definir un modelo que contenga suficientes vectores para adecuarlo a los 
componentes de interés sin adicionar una contribución elevada de ruido. 
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Los modelos que incluyen vectores asociados al ruido o más vectores de 
los necesarios para la predicción sobre los componentes de interés se 
consideran sobredimensionados (overfitting models) 63. Por el contrario, los 
modelos que no incluyen el suficiente número de factores se conocen como 
subdimensionados (underfitting models) 64. 
Aunque, no existe una clara indicación de cuantos factores se requieren 
para prevenir que se sobredimensione o se subdimensione el modelo, en la 
literatura están descritos un buen número de criterios que permiten 
seleccionar los subconjuntos de variables en el contexto del análisis de 
componentes principales, y entre los que podemos destacar los métodos de 
Jolliffe 65,66 (1972, 1973), McCabe 67 (1984), Robert y Escoufier 68 (1976), 
Bonifas 69 (1984), Krzanowski 70,71 (1987), Falguerolles y Jmel 72 (1993), 
Tanaka y Mori 73 (1997) o los de Mori et al. 74, 75 (2000 a y b). 
No obstante, uno de los más efectivos es el que calcula la suma de 
cuadrados del error residual de la predicción (PRESS, Prediction Residual 
Error Sum of Squares) para cada uno de los posibles factores 76. 
Este parámetro se calcula construyendo un modelo de calibración con un 
número determinado de factores. A continuación, con la ayuda del modelo, 
se predice el parámetro que se pretende evaluar en objetos para los que el 
valor de dicho parámetro es conocido. Finalmente, la suma de los cuadrados 
de la diferencia entre los valores predichos y los conocidos proporciona el 







)C-  (C=PRESS ∑∑    (15) 
donde n es el número de objetos sobre los que se ha llevado a cabo la 
predicción y m el número de componentes; Cp es la matriz de 
concentraciones predichas por el modelo para los distintos objetos, y C es la 
matriz de las concentraciones conocidas de los objetos. 
El mínimo valor de PRESS es el que indica que método es el mejor para 
predecir las concentraciones de los componentes calibrados. 
Calculando el valor del PRESS para un determinado modelo empleando 
distinto números de factores y posteriormente representado los resultados 
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en un gráfico se puede apreciar una clara tendencia. 
La principal cuestión es saber qué datos deben emplearse para la etapa 
de predicción antes de calcular el valor de PRESS. Atendiendo a este 
aspecto podemos distinguir entre: 
 
Auto-predicción (Self-Prediction) 
Se trata del método más simple, al tiempo que el menos útil. En este 
método los modelos se construyen empleando todos los objetos que 
posteriormente serán predichos con los modelos desarrollados. El 
problema de este procedimiento es que los vectores del modelo se 
calculan a partir de los mismos objetos, por lo que al representar el valor 
del PRESS se puede apreciar que disminuye a medida que se van 
incluyendo más factores en el modelo, dando siempre la impresión de que 
todos los vectores están relacionados con los componentes y no existen 
vectores relacionados con el ruido, por lo que no resulta evidente 
seleccionar el número óptimo de factores del modelo, tal y como se 
aprecia en el ejemplo que se muestra en la Figura 13 y que corresponde a 
la validación de un conjunto de entrenamiento formado por 50 espectros 
de muestras de trigo medidas por reflectancia difusa en el rango NIR 
empleando el método de auto-predicción. 
 
Figura 13. Gráfico del valor de PRESS en función del número de 
factores obtenido mediante el método de auto-predicción. 
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La única razón para emplear este método es que es muy rápido 
aunque, como ya se ha señalado, no indica el número óptimo verdadero 
de factores que se deben incluir en el modelo. 
 
Validación cruzada (Cross-Validation) 
La validación cruzada 77, 78, 79 es, desde el punto de vista conceptual, 
muy simple de comprender, pero al mismo tiempo es el método que 
requiere de más cálculos para la optimización del modelo. En definitiva, la 
validación cruzada intenta simular la predicción de muestras desconocidas 
empleando el propio conjunto de entrenamiento. Para ello, la secuencia de 
pasos que se realizan para llevarla a cabo es la siguiente: 
1. Se selecciona una muestra (o un grupo reducido de muestras en 
el caso de que el conjunto de calibración sea lo suficientemente 
grande), eliminándose toda la información de la misma (tanto 
espectral como de concentraciones) del conjunto de calibración y se 
coloca el contador de factores en i = 1. 
2. Se emplea el resto del conjunto de calibración para llevar a cabo 
la descomposición y los cálculos para la calibración para el factor i. 
3. Se predice la concentración de la muestra (o muestras) extraída 
del conjunto de validación empleando la ecuación de calibración 
establecida anteriormente y se calcula el valor del PRESS (i). 
4. Se incrementa el contador de los factores (i = i + 1) y se repite 
desde el paso 2 hasta haber realizado todos los cálculos requeridos 
para el número máximo de factores considerados (i = f). 
5. Se introduce de nuevo la/s muestra/s extraída/s previamente en el 
conjunto de calibración y se selecciona una muestra diferente (o un 
grupo de muestras), volviendo al paso 2 y repitiendo todos los cálculos 
descritos. 
Cada vez que se excluye/n una/s muestra/s, el sistema añade el 
cuadrado del error residual calculado a todos los valores previos de 
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PRESS correspondiente al empleo de cada uno de los números de 
factores. 
 
Figura 14. Representación del valor de PRESS en función del 
número de factores para la predicción mediante el método de la 
validación cruzada, considerando el mismo ejemplo mostrado en la 
Figura 13. 
 
En la Figura 14 se representa la variación del PRESS en función del 
número de factores que se obtienen para la validación cruzada de los 
datos mostrados en el ejemplo anterior. 
Como puede apreciarse, de 0 a 7 factores el error de predicción 
(PRESS) decrece a medida que se añade un nuevo factor al modelo. Esto 
indica que el modelo se encuentra subdimensionado y no hay suficientes 
factores para considerar completamente los compuestos de interés. 
También puede verse como el valor del PRESS alcanza un mínimo para, a 
continuación, comenzar de nuevo a crecer. Es a partir de este punto 
cuando el modelo comienza a adicionar factores asociados a ruido y que 
no pueden relacionarse con los componentes de interés. Cuando estos 
vectores se incluyen en el modelo, éste se sobredimensiona y su 
capacidad de predicción disminuye. 
Existen dos ventajas importantes para la validación cruzada con 
respecto a otros métodos. 
La primera ventaja de este procedimiento de selección del número 
óptimo de factores es la forma en como estima la ejecución del modelo. 
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Teniendo en cuenta que las muestras predichas no son las mismas que se 
emplean para la construcción del modelo, el valor de PRESS calculado de 
este modo puede considerarse un buen estimador del error en la exactitud 
del modelo cuando se emplee para una futura predicción de objetos 
desconocidos. De hecho, cuanto mayor sea el conjunto de calibración y 
menores los grupos de muestras excluidas en cada paso (en el mejor de 
los casos una muestra cada vez, aunque esto puede llevar mucho tiempo 
de cálculo) mejor será la estimación. Es como si el modelo se validara con 
un gran número de muestras desconocidas (ya que cada muestra del 
conjunto de entrenamiento se excluye al menos una vez) pero sin la 
necesidad de tener que medir un nuevo conjunto completo de objetos. 
La segunda ventaja de la validación cruzada es que permite una mejor 
detección de los objetos discrepantes (outliers). 
La validación cruzada es el único método que puede proporcionar una 
detección completa de datos discrepantes para el conjunto de datos de 
calibración. Ya que cada objeto se excluye de los modelos durante el 
proceso de la validación cruzada, es posible calcular cuan bien encaja el 
espectro del mismo en el modelo, pudiendo calcular una reconstrucción 
espectral y compararla con el espectro original del conjunto de calibración 
(a través del espectro residual). Si la concentración predicha para un 
objeto está fuera del rango y el espectro no encaja muy bien con el 
modelo, a pesar que el resto de datos funcionen muy bien, la muestra 
puede ser posiblemente un objeto discrepante. La identificación y 
eliminación de estos objetos discrepantes debe siempre mejorar la 
capacidad predictiva del modelo. 
Resulta muy difícil llevar a cabo la detección de objetos discrepantes 
en el conjunto de calibración sin realizar una validación cruzada completa, 
ya que los resultados que se obtienen por la aplicación de otros métodos 
de validación (auto-predicción, predicción de la influencia o predicción 
sobre conjunto de validación) generalmente no resultan adecuados puesto 
que las predicciones se basan en un modelo construido con todas las 
muestras disponibles, esto es, incluyendo los posibles outliers. 
Desafortunadamente, la validación cruzada es un proceso muy costoso 
puesto que precisa recalcular los modelos para cada muestra excluida, 
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aunque es posible llevar a cabo una serie de aproximaciones. Así, si el 
número de objetos en el conjunto de calibración es demasiado grande, se 
puede excluir cada vez un grupo reducido de muestras. Este 
procedimiento obviamente no proporciona los mejores estadísticos para 
cada objeto individual, pero aumenta la rapidez de los cálculos y puede 
ser aceptable para determinar el número de factores del modelo aunque 
se merme la capacidad de detección de los posibles valores anómalos. 
A pesar de lo comentado anteriormente, en ciertas situaciones, es 
preferible excluir al mismo tiempo grupos de objetos. La más evidente es 
aquella situación en las que el conjunto de calibración contiene réplicas de 
un mismo objeto. En este caso, las réplicas deben excluirse al mismo 
tiempo, puesto que sólo así se elimina completamente la contribución de 
ese objeto del modelo antes de realizar la predicción. En el caso de que 
una de las réplicas se utilice, habrá siempre en el conjunto de calibración 
un espectro similar al del objeto excluido, de manera que dicho objeto 
nunca podrá ser predicho como una muestra desconocida. 
Otra posibilidad es emplear la validación cruzada para llevar a cabo la 
predicción sobre un conjunto de pseudo-validación. Si el conjunto de 
calibración es muy grande, la exclusión de la mitad de los objetos permite 
conseguir el mismo propósito. Construyendo el modelo con la mitad de los 
objetos del conjunto de calibración y empleando la otra mitad para obtener 
la predicción del modelo. En este caso, la representación del valor de 
PRESS proporcionará una tendencia similar. La ventaja añadida es que 
todos los objetos pueden, en última instancia, emplearse para construir la 
calibración final, haciéndola mucho más robusta. 
 
Predicción de la influencia 
Este método es un compromiso entre una validación cruzada 
completa (que resulta muy lenta, pero que proporciona el mejor 
estimador de cómo actúa el modelo a la hora de predecir muestras 
desconocidas) y una auto-predicción (que es mucho más rápida, 
pero proporciona una información limitada sobre la capacidad 
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predictiva del modelo). 
 
Figura 15. Representación del valor de PRESS en función del 
número de factores para la validación de la influencia de un modelo 
de regresión en componentes principales con los mismos datos 
que los considerados en la Figura 13. 
 
Para el método que nos ocupa, los modelos se construyen empleando 
todos los objetos, de forma similar al método de la auto-predicción. De 
todos modos, cuando se predicen los objetos, las puntuaciones se 
corrigen según la influencia de los objetos individuales. La influencia es 
una medida de la importancia de la muestra para todas las ecuaciones del 
modelo. Generalmente, las muestras que presentan valores de 
concentración en los extremos del rango de concentraciones presentarán 
mayores influencias, mientras que las muestras que presentan una 
concentración cercana a la concentración media presentarán influencias 
bajas. Si una muestra simple tiene una influencia que resulta 
significativamente mayor que el resto del conjunto de entrenamiento, esto 
puede indicar que el espectro resulta muy diferente al resto de los 
espectros del conjunto de entrenamiento y no representa a la muestra 
actual, constituyendo lo que anteriormente se ha definido como valor 
anómalo, discrepante u outlier. 
En el ejemplo que muestra la Figura 15, correspondiente al 
procesamiento de los mismos datos considerados en las Figuras 13 y 14, 
puede observarse que el mínimo se encuentra en 13 factores; sin 
embargo, sería posible discutir la elección de 11 factores como valor 
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óptimo. En cualquier caso, los resultados son mayores que los 7 factores 
que se obtenían mediante la validación cruzada para el mismo conjunto de 
datos. 
 
Figura 16. Representación del valor de PRESS en función del 
número de factores para la validación de la influencia del modelo 
de regresión parcial por mínimos cuadrados construido con los 
mismos datos que los considerados en la Figura 15. 
 
Cuando se emplea este método, los modelos se calculan una sola 
vez, de manera que la velocidad de análisis aumenta significativamente. 
Sin embargo, la corrección de la influencia se aplica a las puntuaciones 
asumiendo que se emplearán posteriormente en la regresión. Así pues, el 
resultado es que la validación influyente funciona bastante bien para los 
modelos de regresión en componentes principales (PCR) pero sufre los 
mismos problemas que la auto-predicción cuando se aplica a los modelos 
de regresión parcial mediante mínimos cuadrados (PLS), puesto que los 
modelos PLS no utilizan un paso de regresión independiente. Este 
fenómeno puede apreciarse en la comparación de las figuras 15 y 16. En 
ésta última, como se puede apreciar, para el mismo conjunto de datos 
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Predicción sobre un conjunto de validación (validation set 
prediction) 
Este método proporciona el mejor estimador de la capacidad 
predictiva del modelo ya que ninguna de las muestras que se emplean en 
el conjunto de validación ha sido empleada para construir el modelo. 
El inconveniente de emplear un conjunto de validación aparte es el 
tiempo y el coste implicado en la generación de los datos. Cuando se 
emplea el método del conjunto de validación, generalmente se mide un 
conjunto muy grande de datos de entrenamiento (espectros y 
concentraciones). Dicho conjunto, posteriormente, se divide en dos 
grupos: un conjunto de datos de entrenamiento y un conjunto de datos de 
validación. En función del número de muestras disponibles, las divisiones 
podrían ser 80 / 20 %, 60 / 40 %, o incluso 50 / 50 %. 
 
Figura 17. Representación del valor de PRESS en función del 
número de factores para la predicción de un conjunto de validación 
(línea continua) y la predicción mediante una validación cruzada 
(línea discontinua) para los mismos datos considerados en la 
Figura 13. 
 
La principal ventaja de la predicción del conjunto de validación es la 
capacidad para comprobar el funcionamiento del modelo con un conjunto 
de datos totalmente distinto a los datos empleados para la calibración y el 
entrenamiento. Esto es muy importante para determinar el periodo de 
estabilidad del modelo. Si un modelo se construye y se emplea para la 
predicción de muestras durante un tiempo prolongado, no existe garantía 
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de que, por ejemplo, el espectrómetro continúe funcionando exactamente 
de la misma manera y, por tanto, los espectros registrados puedan ser 
tratados con el mismo modelo proporcionando resultados adecuados. 
Existen muchos factores que afectan al espectro de una muestra y que no 
pueden controlarse completamente: desgaste del detector y del 
espectrómetro, manipulación de la muestra, condiciones ambientales 
(humedad, temperatura). Empleando un conjunto de validación grande 
para la selección del modelo es una manera de asegurarse de que las 
concentraciones predichas están todavía dentro del rango de exactitud 
deseada. 
En la Figura 17 se muestra una comparación de los valores de 
PRESS que se obtienen al emplear los métodos de la validación cruzada y 
la predicción sobre un conjunto de validación, pudiéndose observar que en 
el empleo de este último el mínimo valor de PRESS se encuentra en 8 
factores. 
 
Selección del número de factores basada en el valor de PRESS 
 
Con el fin de evitar la construcción de un modelo sobre o subdimensionado, el 
número de factores para los que se alcanza un valor mínimo del PRESS debería 
ser la elección obvia para conseguir el mejor modelo (exceptuando el caso de la 
auto - predicción). A pesar de que el mínimo valor de PRESS puede ser la mejor 
elección para la predicción de un conjunto particular de muestras, es probable que 
no sea el óptimo para la predicción, en un futuro, de todas las muestras 
desconocidas. 
Teniendo en cuenta que existe un número finito de muestras en el conjunto 
empleado para la predicción, en muchos casos el número de factores que 
proporciona el mínimo valor del PRESS puede resultar sobredimensionado para la 
predicción de muestras desconocidas. En otras palabras, existe la posibilidad 
estadística de que algunos de los vectores relacionados con el ruido, resultantes 
de la descomposición espectral, puedan estar presentes en alguna de las 
muestras. Estos vectores, puede parecer que mejoran ligeramente la calibración 
cuando, a través de una correlación aleatoria, se añaden al modelo. Sin embargo, 
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si estos mismos vectores asociados al ruido no se encuentran presentes en 
futuras muestras desconocidas (y es muy probable que no lo estén) las 
concentraciones predichas presentarán unos errores de predicción 
considerablemente más grandes que si dichos vectores se excluyen del modelo. 
Una posible solución a este problema consiste en comparar el valor del 
PRESS mínimo con los valores del PRESS de todos los factores anteriores, de 




PRESS=ratio F    (16) 
donde i indica el número de factores en el modelo. 
La relación entre estos valores se puede calcular y asignar a una significación 
estadística basada en el número de muestras empleadas en el conjunto de 
calibración. 
Esta relación es un indicador de la significación relativa de cada modelo 
construido para un número dado de factores con el modelo formado por el número 
de factores que proporcionan un mínimo valor de PRESS. El número de factores 
para el cual la relación F presente un valor inferior al valor tabulado para una 
prueba F unilateral con un porcentaje de nivel de significación predefinido 
determina el número óptimo de factores para el modelo. Basándonos en un criterio 
meramente empírico, el valor de dicho nivel de significación recomendado por 
Haaland y Thomas es de α = 0.25 80. 
Para emplear de forma adecuada las tablas del estadístico F es necesario 
conocer los grados de libertad tanto del numerador (n1) como del denominador (n2) 
de la relación F. En relaciones de F basadas en los valores del PRESS, se 
considera como valor verdadero para ambos el número de muestras empleadas 
para la calibración del modelo. Además, en el caso de la validación cruzada, los 
grados de libertad deberían ser el número total de muestras del conjunto de 
entrenamiento menos el número de muestras excluidas en cada grupo. Para la 
predicción de un conjunto de validación, debería ser el número total de muestras 
del conjunto de entrenamiento. 
La aplicación de una prueba F para los valores del PRESS obtenidos a través 
del método de la auto-predicción generalmente no funciona. Esto se debe al hecho 
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de que la prueba F está diseñada, ante todo, para encontrar el número de factores 
estadísticamente óptimo para la predicción de muestras que no están incluidas en 
la construcción del modelo. 
Como etapa final, una vez seleccionados los componentes principales, se 
representan en forma de matriz. Cada elemento de ésta representa las 
correlaciones entre las variables y los componentes principales. La matriz tendrá, 
por tanto, tantas columnas como componentes principales y tantas filas como 
variables. 
Un aspecto clave en el análisis de componentes principales es la 
interpretación de dichos componentes, ya que ésta no viene dada a priori, sino 
que debe ser deducida tras observar la relación de los factores con las variables 
iniciales: habrá que estudiar tanto el signo como la magnitud de las correlaciones. 
Esto no siempre es fácil y resulta de vital importancia el conocimiento que se tiene 
sobre la materia de investigación. 
Para que un factor sea fácilmente interpretable debe tener las siguientes 
características, que son difíciles de conseguir: 
 
• Los coeficientes factoriales deben ser próximos a 1. 
• Una variable debe tener coeficientes elevados sólo con un factor. 
• No deben existir factores con coeficientes similares. 
 
2.5.2 Métodos cuantitativos de análisis en espectroscopia infrarroja 
 
Pese a que la Quimiometría posee gran cantidad de aplicaciones y de muy 
diversa naturaleza, en los trabajos que engloban esta Memoria la aplicación de la 
misma se ha centrado principalmente en el desarrollo de diferentes métodos 
cuantitativos de análisis mediante espectroscopia infrarroja, tanto en la región 
media como en la región cercana del espectro, con el fin de poder relacionar las 
diferentes señales espectroscópicas obtenidas con las propiedades o parámetros 
de las distintas muestras analizadas. 
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2.5.2.1 Modelos para la calibración univariante 
 
Como se ha señalado con anterioridad, para poder emplear la calibración 
univariante en la espectroscopia cuantitativa es necesario que exista un soporte 
teórico que la justifique. Un claro ejemplo es la Ley de Lambert-Beer que indica 
que la relación entre la absorbancia, a una determinada longitud de onda, de un 
determinado analito Aa y la concentración de interés del mismo ca es: 
aa lc=A ε    (1) 
donde ε es el coeficiente de absortividad molar del analito para esa longitud de 
onda y l es la longitud del camino óptico. Si el camino óptico es el mismo en todas 
las medidas, los términos εl se pueden agrupar en una constante sλ,a que es la 
absorbancia a concentración unidad 1: 
aa,a cs=A λ    (17) 
No obstante en la muestra pueden existir otras especies (disolvente, reactivos, 
otros analitos,....) que también contribuyen a la absorbancia total A para esa 
longitud de onda: 
kk,bb,aa, cs++cs+cs=A λλλ K    (18) 
Si su contribución es la misma en los patrones y en las futuras muestras a 
analizar, estos términos se pueden agrupar en una constante A0, dando lugar a la 
expresión: 
aa,0 cs+A=A λ     (19) 
que se corresponde con la ecuación de la recta de calibración habitual, y = a + bx. 
Para el caso del tratamiento de los datos espectroscópicos se dispone de una 
variable y (absorbancia), aleatoria y que se denomina respuesta o dependiente, 
que se supone relacionada con otra variable x (no necesariamente aleatoria) y que 
se denomina predictora o independiente (concentración). De este modo, a partir 
de una conjunto de n objetos para los que se dispone de los valores de ambas 
variables, {(xi, yi), i = 1,...n}, es posible establecer una relación existente entre 
ambas. 
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El problema que subyace a la metodología de la regresión lineal simple es el 
de encontrar la relación (recta de regresión) que ajuste adecuadamente el 
conjunto de datos y que pueda ser empleada para predecir los valores de x a 
partir de los de y. 
Tradicionalmente se ha recurrido para ello al método de mínimos cuadrados, 
que elige como recta de regresión aquella que minimiza las distancias verticales 
de las observaciones a la recta. Más concretamente, se pretende encontrar 













   (20) 
Resolviendo este problema mediante un sencillo cálculo de diferenciación, se 





















  (21) 
Xb= -Ya     (22) 
La contribución constante se puede modelar (en cuyo caso esperaríamos que 
a = A0), o eliminar haciendo un blanco (y esperaríamos obtener a = 0). 
Como ya se ha comentado en alguna ocasión, generalmente los sistemas 
químicos estudiados son complejos, de manera que para realizar correctamente 
una predicción con este modelo univariante, la absorbancia de las muestras 
problema sólo puede variar debido al analito de interés (bien en sistemas 
simplificados, tras separar el analito de las interferencias previa extracción o 
empleando reactivos específicos o técnicas de enmascaramiento, bien en 
sistemas que implican una serie de restricciones o aproximaciones a la región de 
aplicación del modelo a través de la búsqueda de una longitud de onda en la cual 
sólo absorba el analito de interés), debiendo ser la contribución de las otras 
especies la misma que se ha modelado (por ejemplo, empleando el método de las 
adiciones de patrón) 81. 
Sin embargo hay que tener en cuenta que algunas soluciones no sólo implican 
manipular más la muestra en el laboratorio, lo cual puede constituir una fuente de 
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error e incrementar el coste del análisis, sino que además implican la posibilidad 
de que no se alcance la selectividad requerida 82. 
Una alternativa consiste en aprovechar que la espectroscopia proporciona 
fácilmente múltiples respuestas (señales multivariantes) y buscar la selectividad de 
forma matemática utilizando tratamientos espectrales previos o empleando la 
calibración multivariada. 
 
2.5.2.2 Modelos para la calibración múltiple y multivariante (primer orden) 
 
Es evidente que lo más sencillo y rápido para modelar el comportamiento de 
una variable es la calibración univariante. Sin embargo, existen ocasiones en las 
que resulta bastante obvio que el comportamiento de una determinada variable es 
imposible que sea explicado en gran medida por sólo una variable. 
Si anteriormente hemos detallado el método de la regresión lineal univariante, 
mediante el que se obtenían modelos capaces de predecir una variable 
independiente (como la concentración de un analito) conociendo los valores de 
otra variable correlacionada con ella, variable dependiente (como la altura o el 
área de una banda de absorción característica), a continuación se procederá a 
describir los métodos de predicción cuantitativos considerando aquellas 
situaciones en las que resulta necesario tener en cuenta varias variables 
dependientes (como por ejemplo una región espectral) para predecir el valor de 
una única variable independiente (regresión múltiple), o también, para la 
predicción de varias variables interdependientes (regresión multivariante). 
Como se ha descrito anteriormente, para la construcción del modelo de 
calibración lineal simple la señal instrumental y se ajustaba a través de una recta a 
las concentraciones x de una serie de estándares y una vez establecido, dicho 
modelo se utilizaba de forma inversa, esto es, para la predicción de valores de x a 
partir de valores de y (modelo “de retroceso”). 
En cambio, en la predicción múltiple y multivariante, se emplean 
preferentemente modelos en los que la variable independiente, x, es siempre la 
predictora (una señal instrumental o una combinación lineal de varias señales 
instrumentales), tanto en la etapa de calibración como en la de predicción, y la 
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variable dependiente, y, es siempre la respuesta (por ejemplo, la concentración). 
Dentro de la calibración multivariable, es posible clasificar los modelos en dos 
grandes grupos: métodos rígidos, en los que resulta necesario disponer de 
información sobre todas aquellas especies presentes que pueden contribuir a la 
señal, y métodos flexibles, en los que únicamente es necesario disponer de 
información de aquellos componentes que se pretenden cuantificar, aunque hayan 
presentes otras especies o fenómenos físicos que contribuyan a la señal 
registrada. 
También es posible hacer una distinción entre métodos de espectro 
completo 83, 84, donde se utilizan todos los números de onda de que se dispone 
sin ninguna selección previa, o métodos de selección de variables 85, en los que 
se emplea un número reducido de variables. Además, dentro de los métodos de 
espectro completo es necesario destacar aquellos en los que se realiza una 
compresión de variables, basados en la descomposición de los datos en 
componentes principales. 
Pese a que existen varios métodos de predicción para cada uno de los tipos 
anteriores, nos centraremos en detallar únicamente aquellos que se han empleado 
para el desarrollo de la presente Memoria de Tesis. 
 
Regresión lineal múltiple 
Con la regresión lineal simple es posible analizar si puede admitirse o no 
una relación de tipo lineal entre la variable independiente x y la dependiente y. 
Sin embargo, en la mayoría de los procedimientos espectroscópicos, lo 
habitual es que la variable dependiente y trate de expresarse también de 
forma lineal teniendo en cuenta que son varias las variables independientes 
(x1, x2, ... , xk), según una expresión del tipo: 
kk2211 xb++xb+xb+a=y K    (23) 
De esta forma, el propósito de la regresión lineal múltiple sigue siendo, por 
un lado, determinar cuáles de las covariables independientes x1 , x2 , ... , xk 
son significativas a la hora de explicar la variable dependiente y para, luego, 
estimar los parámetros b1, b2, ..., bk. 
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Por su parte, el modelo de regresión lineal multivariante consiste en un 
sistema de ecuaciones con tantas ecuaciones como respuestas interesa 
predecir. 
Tanto en calibración múltiple como en calibración multivariante, la 
necesidad de incluir varias variables predictoras para predecir una o varias 
respuestas, respectivamente, surge de la presencia de distintas fuentes de 
varianza que pueden influir sobre ellas. 
Este método de regresión lineal múltiple es recomendable utilizarlo en 
presencia de dos o tres fuentes de varianza, y cuando no existe una 
correlación muy alta entre las variables predictoras 86. 
 
Modelos de calibración multivariante basados en reducción de variables 
Cuando se dispone, entre otros, de espectros de infrarrojo, la selección de 
las variables a incluir en los modelos construidos mediante regresión lineal 
múltiple implica la pérdida de información útil. El aprovechamiento de toda la 
información útil, sin complicar el modelo y sin deteriorar sus prestaciones, se 
consigue mediante la rotación propia, que permite obtener los componentes 
principales. 
Tal y como hemos descrito previamente, estos métodos se fundamentan 
en que la información presente en las variables de la señal medida 
experimentalmente puede estar contenida en un número menor de variables 
sin que haya pérdida de información relevante. El modelo de calibración se 
construye, no sobre los datos originales, sino sobre dichas nuevas variables, 
simplificándose en gran medida no sólo el modelo sino también la 
interpretación de los resultados. 
Cualquier correlación entre las variables dependientes y las pertinentes 
variables latentes se establece a través de un modelo de regresión. 
El proceso de regresión puede llevarse a cabo después de la creación de 
las variables latentes para las variables independientes y la eliminación de 
aquellas fuentes de variación que se considera que no tienen ninguna relación 
con los efectos sistemáticos que están siendo estudiados. 
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A- Regresión en componentes principales (PCR, Principal Component 
Regression) 
La regresión en componentes principales aprovecha las propiedades 
de la descomposición en componentes principales (PCA), realizando una 
regresión lineal múltiple (MLR) de la propiedad a determinar (datos del 
bloque y) sobre las puntuaciones de los componentes principales más 
importantes obtenidas en el PCA en lugar de realizarla sobre los datos 
originales. No existe pérdida de información útil, ya que las puntuaciones 
contienen la misma información que los datos originales pero habiendo 











Figura 18. Esquema del fundamento de la regresión en 
componentes principales 
 
Para construir modelos de regresión en componentes principales es 
conveniente preparar la matriz de datos X realizando un centrado por 
columnas, que facilita los cálculos, y una ponderación distinta para cada 
variable, lo que puede contribuir muy eficazmente a mejorar el modelo 
final de regresión 88. A continuación, se extraen los componentes 
principales de la matriz X previamente procesada. El punto más 
importante de la regresión en componentes principales, igual que ocurre 
en la regresión lineal múltiple, es la selección adecuada de los vectores 
propios (variables, factores o componentes principales) que van a ser 
incluidos para evitar los problemas derivados de la subdimensión o la 
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sobredimensión del modelo. Así, deben incluirse aquellos componentes 
principales que explican las fuentes de varianza correlacionadas con la 
respuesta, mientras que deben excluirse los que contienen única y 
exclusivamente ruido. Dicha selección se efectúa a través de algunos de 
los métodos que se han detallado en un anterior apartado. 
La regresión en componentes principales presenta ciertas ventajas 
con respecto a la regresión lineal múltiple: 
 
• El ruido se mantiene en los residuales, ya que los vectores propios que 
muestran bajos valores propios representan sólo aquellas partes de los 
datos con una pequeña varianza. 
• Los coeficientes de regresión son mucho más estables; esto se debe al 
hecho de que los vectores propios resultan ortogonales entre ellos. 
Por otro lado, el empleo de los componentes principales como 
variables predictoras se fundamenta en la suposición de que las fuentes 
de varianza de mayor relevancia del bloque X se deben a variaciones en 
las concentraciones de los analitos e interferentes, y a los cambios del 
efecto matriz, producidos a lo largo del conjunto de estándares. Está 
suposición resulta cierta si se ha establecido un buen diseño para el 
bloque Y, y las variables de ambos bloques, X e Y, realmente están 
correlacionadas. 
Sin embargo, uno de los principales problemas que comporta el 
empleo de este tipo de regresión es que los componentes principales que 
mejor representan la matriz de los datos espectroscópicos puede que no 
resulten ser los más apropiados para efectuar la predicción de los 
parámetros que pretenden determinarse en los diferentes objetos de 
estudio. 
Una posible solución a este problema consiste en establecer un 
modelo de calibración que intente concentrar el máximo poder de 
predicción en los primeros componentes principales. Este nuevo método 
es la regresión parcial por mínimos cuadrados. 
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B- Regresión parcial por mínimos cuadrados (PLSR, Partial Least Squares 
Regression) 
 
El método de regresión parcial por mínimos cuadrados fue 
desarrollado por H. Wold en 1975 89 y, al igual que la regresión por 
componentes principales, se basa en una transición lineal desde un 
elevado número de descriptores originales, hasta un espacio de nuevas 
variables basado en un pequeño número de factores ortogonales. 
Sin embargo, para este método de regresión se emplean como 
variables predictoras aquellos vectores que establecen un compromiso 
razonable entre explicar una determinada cantidad de varianza y estar 
correlacionados con las respuestas. Dichos vectores reciben el nombre de 
variables latentes 80. 
La idea principal es calcular a través de las pertinentes 
descomposiciones, y en ocasiones tras los tratamientos de centrado y 
escalado de las variables originales 90, las variables latentes para las 
matrices de datos X e Y con el fin de establecer un modelo de regresión 
entre dichas variables (y no entre los datos originales), como muestra el 
siguiente diagrama. 
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Figura 19. Representación gráfica de las relaciones internas y 
externas del modelo PLS 91. 
 
Existen dos versiones del algoritmo PLS: PLS1 92 (para regresión 
múltiple) y PLS2 93 (para regresión multivariante), y a pesar de que las 
diferencias entre ambos aparentemente son bastante sutiles, tiene efectos 
importantes en lo que a resultados se refiere. 
Del mismo modo que el método PCR, el algoritmo PLS2 calibra todos 
los componentes de forma simultánea. En otras palabras, los resultados 
de la descomposición espectral para ambas técnicas proporcionan un 
conjunto de puntuaciones y un conjunto de vectores para la calibración de 
todos los componentes. Además, los vectores no se optimizan para cada 
componente individual. Esto puede sacrificar algo de precisión en las 
predicciones de las concentraciones de los componentes, especialmente 
cuando se trata de mezclas de muestras complejas. 
Por el contrario, para el algoritmo PLS1, se calcula un conjunto de 
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puntuaciones y de vectores de carga para cada uno de los componentes 
de interés. En este caso, los conjuntos separados de vectores principales 
y puntuaciones están en perfecta sintonía con cada componente, y 
además, proporcionan predicciones más precisas que PCR o PLS2. 
Existe, no obstante, una pequeña desventaja en el empleo del 
algoritmo PLS1 puesto que se debe generar un conjunto de vectores para 
cada uno de los componentes, de manera que los cálculos requieren más 
tiempo. Esta variable puede resultar bastante significativa para conjuntos 
de entrenamiento con un gran número de muestras y componentes. 
Sin embargo, el algoritmo PLS1 puede tener una mayor ventaja 
cuando se analizan sistemas que presentan concentraciones de los 
componentes que varían ampliamente. Por ejemplo, un conjunto de 
espectros de calibración conteniendo un componente en un rango de 
concentración entre el 50 % y el 70 % y un segundo componente en un 
rango de concentración entre 0.1 y 0.5 %. En este caso, el algoritmo PLS1 
proporcionará mejores predicciones que otras técnicas. Sin embargo, si 
los rangos de concentración de los componentes son similares, el 
algoritmo PLS1 no presenta ventajas sobre el PLS2 y además requerirá 
más tiempo para los cálculos. 
El punto más importante cuando se ajusta un modelo PLS es tomar 
una decisión sobre el número óptimo de variables latentes implicadas en 
el mismo. Así, en la construcción del modelo de regresión se utilizarán las 
primeras variables latentes equivalentes al número de fuentes de varianza 
significativas presentes en el bloque X, que además estén correlacionadas 
con la respuesta. 
Mientras que para el caso de otros modelos esta elección puede 
llevarse a cabo a través de diferentes criterios, para la regresión PLS el 
número idóneo de vectores debe determinarse empíricamente mediante 
una validación cruzada de cada modelo PLS generado al incorporar un 
número creciente de vectores, siguiendo el orden descendente del valor 
del cuadrado de la covarianza de dicho vector con la respuesta. En este 
sentido, el modelo que presente un menor valor para la suma de 
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cuadrados del error de predicción (PRESS) puede considerarse como el 
mejor o el más idóneo de los modelos (ver Figura 20). 
 
 
Figura 20. Ejemplo de la variación del PRESS en función del 
número de variables latentes en la regresión PLS. 
 
Como puede apreciarse, a diferencia del PCR, para el caso del PLS 
las variables latentes son elegidas de manera que proporcionen la máxima 
correlación con las variables dependientes; de manera que el modelo PLS 
contiene el mínimo número de factores necesario 94. Además, la inclusión 
de un número excesivo de factores en el modelo aumenta la exactitud de 
la descripción pero puede disminuir la capacidad predictiva en tanto que el 
modelo comienza a representar no sólo la correlación entre las variables y 
la concentración sino también ruido aleatorio y características individuales 
del conjunto de entrenamiento. 
También, el método PLS permite detectar la relación entre la 
concentración y las variables incluso en aquella situación en la que las 
variables originales presentan poca contribución a los primeros vectores. 
Este concepto queda ilustrado en la Figura 21 en la que se representa 
un hipotético conjunto de datos con dos variables independientes, x1 y x2, 
y una variable dependiente y. En la figura, puede apreciarse fácilmente 
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que las variables originales x1 y x2 se encuentran fuertemente 
correlacionadas. 
A partir de ellas, podemos obtener dos factores ortogonales (variables 
latentes) t1 y t2 que son combinaciones lineales de las variables originales. 
Como resultado, se puede obtener un modelo que relaciona la 
variable dependiente y con la primera variable latente t1. 
 
(a)      (b) 
 
Figura 21. Transformación de las variables originales en variables latentes (a) y 
construcción del modelo conteniendo un factor PLS (b). 
 
Existen diferentes algoritmos para poder llevar a cabo una regresión 
parcial por mínimos cuadrados y que muestran ligeras variaciones sobre 
los resultados obtenidos. 
El algoritmo de iteración más comúnmente empleado es el que se 
conoce bajo su acrónimo en inglés como algoritmo NIPALS (Nonlinear 
Iterative Partial Least Squares), sin embargo, también puede calcularse 
por descomposición en valores singulares (singular value decomposition), 
que resulta mucho más rápido que el anterior. 
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A diferencia del PCR, la regresión PLS es un proceso que se 
desarrolla en un único paso, es decir, se lleva a cabo la descomposición 
simultánea tanto de los datos espectrales como de los datos de 
concentración. Cada vez que se calcula un factor para el modelo, las 
puntuaciones se intercambian antes de que la contribución de dicho factor 
sea eliminada de los datos originales. 
Las nuevas matrices de datos reducidas se emplean posteriormente 
para calcular el siguiente factor, y así sucesivamente hasta calcular el 
número de factores deseado. 
Desafortunadamente esto provoca que las ecuaciones para el modelo 
de regresión PLS resulten significativamente más complejas que las 
empleadas para PCR. 
Como hemos mencionado previamente, una de las ventajas que 
ofrece el método de regresión PLS es que los vectores espectrales 
resultantes están directamente relacionados con los compuestos de 
interés. Esto es totalmente distinto en PCR, donde los vectores 
simplemente representan las variaciones espectrales más comunes en los 
datos, ignorando por completo su relación con los compuestos de interés 
hasta el paso final de la regresión. 
 
Ventajas del algoritmo PLS 
- Las calibraciones son generalmente más robustas siempre que el 
conjunto de calibración refleje de una forma exacta el rango de 
variabilidad que cabe esperar para las muestras desconocidas. 
- Puede emplearse para el análisis de muchas mezclas complejas dado 
que sólo se requieren conocimientos acerca de los constituyentes de 
interés. 
- En ocasiones puede emplearse para predecir los parámetros de 
interés en muestras que contienen componentes adicionales que no se 
encuentran presentes en las mezclas de calibración originales. 
Mientras que todas estas técnicas anteriormente comentadas han sido 
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aplicadas con éxito para el análisis espectral cuantitativo, los 
argumentos reflejados en la literatura científica generalmente muestran 
que el PLS tiene una capacidad de predicción superior. En muchos 
casos, los métodos PLS proporcionarán mejores resultados que el PCR 
y, en concreto, el algoritmo PLS1 será más preciso que el algoritmo 
PLS2. De todos modos, existen muchas situaciones documentadas en 
la literatura donde ciertas calibraciones se han llevado a cabo mejor 
empleando PCR o PLS2 en lugar de PLS1. 
 
Desventajas de la regresión PLS 
- Los cálculos resultan más lentos que en el caso de los métodos 
clásicos, especialmente cuando se emplea el algoritmo PLS1. 
- Los modelos son mucho más abstractos y en consecuencia resultan 
mucho más difíciles de comprender y de interpretar. 
- Para una calibración adecuada generalmente se requiere un número 
elevado de objetos. 
- La elección de las muestras de calibración puede resultar difícil puesto 
que debe evitarse la colinearidad de las concentraciones de los 
constituyentes. 
 
Redes neuronales artificiales (RNA) 
La idea que animó el modelo conexionista fue la de imitar el sistema de 
computación más complejo de los que se conocen hasta ahora, que es el 
cerebro. El cerebro esta formado por millones de células llamadas neuronas, 
que funcionan como unos procesadores de información muy sencillos, con un 
canal de entrada de información (dendritas), un órgano de cómputo (soma) y 
un canal de salida de información (axón) 95. 
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Figura 22. Representación de una neurona biológica. 
 
De esta forma, las RNA imitan en cierto modo la estructura física y el 
modo de operación de un cerebro 96. Teniendo en cuenta que el cerebro 
presenta las cualidades de procesamiento paralelo, procesamiento distribuido 
y adaptabilidad, un sistema de RNA dispone también de estas características 
97
. 
El sistema resulta ser intrínsecamente paralelo porque está formado por 
un conjunto de neuronas, cada una de las cuales realiza un procesamiento 
muy simple. El sistema es distribuido ya que la información no se almacena 
localmente en ciertas zonas concretas de la RNA, sino que se halla presente 
por toda ella, en concreto, se almacena en la sinapsis entre las diferentes 
neuronas. De igual forma, la computación es también distribuida. Al calcular la 
respuesta de la red neuronal, intervienen todos y cada uno de los 
procesadores elementales, los cuales se hallan distribuidos por toda la 
arquitectura de la red. Además, este carácter distribuido hace que la red 
presente una cierta tolerancia a posibles fallos: si se pierde una parte de las 
neuronas no se pierde toda la información. 
Una red neuronal artificial presenta además un grado de adaptabilidad que 
se concreta en las capacidades de aprendizaje y generalización. Por 
aprendizaje entendemos la capacidad para recoger información de las 
experiencias y utilizarlas para actuar ante situaciones futuras. Estrechamente 
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relacionada con el aprendizaje está la generalización, que podría definirse 
como la capacidad para abstraer la información útil, más allá de los casos 
particulares. De esta manera, una RNA es capaz de responder ante casos 
desconocidos. 
Las redes neuronales artificiales han experimentado un creciente interés 
durante los últimos años, aplicándose con éxito para resolver una ingente 
cantidad de problemas en campos tan diversos como la medicina 98, la 
ingeniería, la geología 99, la física y como no, también la química 100. De 
hecho, allí donde existe un problema de predicción, clasificación o control, se 
han introducido las redes neuronales artificiales. Este éxito puede atribuirse a 
una serie de factores tales como: 
 
- Potencia: las redes neuronales son unas técnicas de modelado muy 
sofisticadas capaces de actuar sobre funciones extremadamente 
complejas. 
- Facilidad de uso: las redes neuronales emplean conjuntos 
representativos de datos y posteriormente apelan a algoritmos de 
entrenamiento (training algorithms) para aprender de forma automática 
la estructura de los datos. A pesar de que se requiere un conocimiento 
acerca de cómo seleccionar y preparar los datos, de cómo seleccionar 
las redes neuronales adecuadas y de cómo interpretar los resultados 
obtenidos, resulta mucho más sencillo que la aplicación de muchos 
métodos estadísticos no lineales que se emplean comúnmente. 
 
Las redes neuronales artificiales son aplicables en aquellas situaciones 
para las que existe una relación entre las variables predictoras 
(independientes, entradas) y las variables respuesta (dependientes, salidas), 
incluso cuando dicha relación resulta tremendamente compleja y no es 
sencilla de explicar en los términos habituales de “correlaciones” o “diferencias 
entre grupos”. 
Las redes neuronales artificiales tienen cierta analogía con las redes 
neuronales biológicas, tal como queda reflejado en la siguiente tabla. 
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Redes Neuronales Biológicas Redes Neuronales Artificiales 
Neuronas Unidades de proceso 
Conexiones sinápticas Conexiones ponderadas 
Efectividad de las sinápsis Peso de las conexiones 
Efecto reforzador o inhibidor de una conexión Signo del peso de una conexión 
Efecto combinado de las sinápsis Función de propagación o de red 
Activación -> tasa de disparo Función de activación -> Salida 
 
Tabla 3. Comparación entre las neuronas biológicas reales y las unidades de proceso 
artificiales. 
 
Las neuronas se modelan mediante lo que se conoce como unidades de 
proceso. Tal y como se indica en la Figura 23, cada una de estas unidades se 
compone de una red de conexiones de entrada, una función de red 
encargada de computar la entrada total combinada de todas las conexiones, 
un núcleo central de proceso encargado de aplicar la función de activación 
y, finalmente, la salida por dónde se transmite el valor de activación a otras 
unidades. 
 
Figura 23. Unidad de proceso típica en una red neuronal artificial. 
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La función de propagación (de red o de base) 
Tal y como hemos establecido anteriormente, esta función es la 
responsable de calcular la entrada total de la información en la neurona como 
combinación de todas las entradas. La función más utilizada, con diferencia, 
es la función lineal de base (LBF, Linear Basis Function), que consiste en el 
sumatorio ponderado de todas las entradas. Se trata de una función de tipo 
hiperplano, esto es, de primer orden. 
Dada una unidad de procesado j, y n unidades conectadas a ésta, si 
definimos X como el vector de entradas (que coincide con las salidas de las 
unidades de la capa anterior) y Wj como el vector de pesos de las conexiones 




ijijj wx=)W(X,net    (24) 
Al representar los pesos utilizamos dos subíndices para indicar que 
conectan dos unidades, i y j, dónde j se refiere a la unidad actual. 
El valor de red es una combinación lineal de las entradas. 
Otra de las funciones de propagación empleadas es la función radial de 
base (RBF, Radial Basis Function). Se trata de una función de tipo 
hiperesférico, de segundo orden, no lineal y que puede definirse como: 
2n
1=i
ijijj )w-(x=)W(X,net ∑    (25) 
El valor de red obtenido en este caso representa la distancia a un 
determinado patrón de referencia. 
 
La función de activación 
El valor de red, expresado por la función de base, resulta inmediatamente 
transformado a través de una función conocida como función de activación 
que es la que nos da la salida de la neurona. Según para lo que se desee 
entrenar la red neuronal, se suele escoger una función de activación u otra en 
ciertas neuronas de la red. 
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Se suele distinguir entre i) funciones de activación lineales, en las que la 
salida es proporcional a la entrada, ii) funciones de umbral, en las cuales la 
salida es un valor discreto (típicamente binario 0/1) que depende de si la 
estimulación total supera o no un determinado valor de umbral; y iii) funciones 
no lineales, no proporcionales a la entrada. 
En la siguiente tabla se indican, a modo de ejemplo, algunas de las 
funciones de activación más usuales. 
 
 
Tabla 4. Algunos ejemplos de las funciones de activación más usuales. 
 
Casi todos los avances recientes, en lo que a conexiones neuronales se 
refiere, se atribuyen a arquitecturas multicapa que utilizan funciones de 
activación no lineales, como la función de tipo umbral, de tipo gaussiano o, en 
la mayoría de los casos, una función de tipo sigmoidal (Quinlan 1991) 101. Sin 
embargo, el problema de trabajar con modelos no lineales radica en que son 
difíciles de describir en términos lógicos o matemáticos convencionales 
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(Rumelhart & McClelland 1986) 102, lo que contribuye a crear ese apelativo de 
caja negra que suele atribuirse a las redes neuronales. 
 
A- Función de umbral 
En un principio se consideraba que las neuronas biológicas 
empleaban una función de umbral, es decir, que permanecían inactivas y 
sólo se activaban si la estimulación total superaba un cierto valor límite; 
esto se puede modelar con una función de tipo escalón: la más típica es el 
escalón unitario, para el que la función devuelve 0 por debajo del valor 
crítico (umbral) y 1 cuando es superior. Después se comprobó que dichas 
neuronas emitían impulsos de actividad eléctrica con una frecuencia 
variable, en función de la intensidad de la estimulación recibida, y que 
tenían cierta actividad hasta en reposo, con estimulación nula. Estos 
descubrimientos llevaron al uso en las redes neuronales artificiales de 
funciones no lineales con esas características, como es el caso de la 
función sigmoidal, con un perfil parecido al escalón de una función de 
umbral, pero siendo una función de tipo continuo. 
 
B- Función sigmoidal o logística 






net-jj j    (26) 
Se trata de una función continua no lineal que posee un rango 
comprendido entre 0 y 1. Esto, aplicado a las unidades de proceso de una 
red neuronal artificial, significa que, sea cual sea la entrada, la salida 
estará comprendida entre los valores 0 y 1. 
Esta función depende del parámetro σ, que usualmente toma el valor 
1. 
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Figura 24. Ejemplo de la función sigmoidea, para un valor de σ = 1 
 
Como puede apreciarse en la Figura 24, la salida de una unidad de 
proceso presenta un valor de 0.5 cuando la entrada es nula. Esto significa 
que la unidad tiene cierta actividad aún en ausencia de estimulación. Al 
aumentar la estimulación la unidad aumenta su activación, y la disminuye 
si la estimulación es inhibitoria, de forma parecida a como se comportan 
las neuronas reales. 
Este tipo de función exhibe una serie de características deseables 
(Wassermann 1989) 103, ya que: 
1. Permite acomodar señales muy intensas sin producir saturación. 
2. Admite señales débiles sin excesiva atenuación. 
3. Resulta fácilmente derivable, obteniéndose una expresión del tipo 
xd f(x))-f(x)·(1=(x)f '    (27) 
Sin embargo, la principal limitación de esta función sigmoidal es que 
no sirve para expresar polaridades puesto que proporciona siempre 
valores positivos. En este caso, una función alternativa, con cualidades 
parecidas pero con un rango entre -1 y 1, es la función tangente 
hiperbólica. Desde un punto de vista fisiológico, el signo negativo se 
puede interpretar como una disminución de la tasa de disparo de una 
neurona por debajo de la tasa de disparo en reposo. Se trata de la función 
Gaussiana que puede definirse como: 
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Estructura y formas de interconexión 
Para diseñar una red neuronal artificial previamente debe establecerse 
cómo van a estar conectadas unas unidades con otras y determinar 
adecuadamente cuales van a ser los pesos de las conexiones. Lo más usual 
es disponer las unidades de proceso en forma de capas, pudiéndose hablar 
de redes de una capa (unicapa), de dos capas (bicapa) o de más de dos 
capas (redes multicapa). 
La situación más común es disponer de tres o más capas, tal y como se 









Figura 25. Modelo de red neuronal en cascada de 3 capas 
 
donde la primera capa o capa de entrada actúa generalmente almacenando 
la información bruta suministrada a la red; la última capa ,denominada capa 
de salida, actúa almacenando la respuesta de la red para que pueda ser 
leída; y las capas intermedias, denominadas capas ocultas, que son las 
principales encargadas de extraer, procesar y memorizar la información. 
Además del número de capas de una red, en función de cómo se 
interconectan unas capas con otras, podemos hablar de redes recurrentes 
(feed-back) y redes no recurrentes o redes en cascada (feed-forward). En 
las redes no recurrentes la información fluye en una única dirección de una 
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capa a otra (desde la capa de entrada a las capas ocultas y de éstas a la 
capa de salida) y, además, no se admiten conexiones dentro de una misma 
capa. Por el contrario, en las redes recurrentes la información puede volver 
a lugares por los que ya había pasado, formando bucles, y en ellas si que 
son admisibles las conexiones dentro de una misma capa (laterales), incluso 
de una unidad de proceso consigo misma. 
Las conexiones entre una capa y otra pueden ser también totales, es 
decir, que cada unidad establece conexiones con todas las unidades de la 
capa siguiente, o por el contrario parciales, en las cuales una unidad se 
conecta con sólo algunas de las unidades de la siguiente capa, 
generalmente siguiendo algún patrón aleatorio o pseudo-aleatorio (por 
ejemplo, mediante algoritmos genéticos). 
Desde una aproximación temporal es posible además distinguir entre 
conexiones sin retardo y conexiones con retardo. 
Atendiendo al aspecto referido a la manera en que las unidades de 
proceso computan su activación en relación al tiempo es posible distinguir 
entre redes síncronas (si en cada ciclo de aprendizaje se calcula la 
activación de todas las unidades de una capa) y, redes asíncronas o 
probabilísticas (para las cuales cada unidad de proceso tiene una cierta 
posibilidad de computar su activación en cada ciclo de aprendizaje). 
Las redes síncronas suelen emplear reglas de aprendizaje deterministas 
(métodos deterministas) mientras que, los métodos estadísticos, en cambio, 
se aplican en las redes asíncronas. 
Algunos autores hablan de métodos de aprendizaje deterministas 
haciendo referencia al modo en que computan, paso a paso, las 
modificaciones en los pesos de las conexiones. Los métodos estadísticos 
hacen cambios pseudo-aleatorios en las conexiones y retienen los cambios 
sólo si mejoran la respuesta del sistema, pudiendo resultar más útiles en 
cuanto que permiten alcanzar soluciones globalmente óptimas, a diferencia 
de las soluciones localmente óptimas típicas de los métodos deterministas. 
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Características de las redes neuronales artificiales 
1. Aprendizaje inductivo: no se le indican las reglas para dar una 
solución, sino que extrae sus propias reglas a partir de los ejemplos de 
aprendizaje, modificando su comportamiento en función de la experiencia. 
2. Generalización: una vez entrenada, se le pueden presentar a la red 
datos distintos a los usados durante el aprendizaje. La respuesta obtenida 
dependerá del parecido de los datos con los ejemplos de entrenamiento. 
3. Abstracción o tolerancia al ruido: las redes neuronales artificiales son 
capaces de extraer o abstraer las características esenciales de las 
entradas aprendidas; de esta manera pueden procesar correctamente 
datos incompletos o distorsionados. 
4. Procesamiento paralelo: las neuronas reales trabajan en paralelo; en 
el caso de las redes artificiales es obvio que si usamos un solo procesador 
no podrá haber proceso paralelo real, sin embargo hay un paralelismo 
inherente; lo esencial es que la estructura y modo de operación de las 
redes neuronales las hace especialmente adecuadas para el 
procesamiento paralelo real mediante multiprocesadores (se están 
desarrollando máquinas específicas para la computación neuronal). 
5. Memoria distribuida: el conocimiento acumulado por la red se halla 
distribuido en numerosas conexiones, esto tiene como consecuencia la 
tolerancia a fallos, por la cual una red neuronal es capaz de seguir 
funcionando adecuadamente a pesar de sufrir lesiones con destrucción de 
neuronas o sus conexiones, ya que la información se halla distribuida por 
toda la red, sin embargo en un programa tradicional un pequeño fallo en 
cualquier punto puede invalidarlo todo y dar un resultado absurdo o no dar 
ningún resultado. 
 
Modo de operación de las redes neuronales artificiales 
En cualquier red neuronal cabe distinguir la fase o proceso de 
aprendizaje, opcionalmente una fase de prueba (test), y la fase de 
aplicación (re-llamada). 
El aprendizaje consiste en la presentación de patrones a la red, y la 
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subsiguiente modificación de los pesos de las conexiones siguiendo 
alguna regla de aprendizaje que trata de optimizar su respuesta, 
generalmente mediante la minimización del error. 
Se puede distinguir entre 3 tipos de aprendizaje: 
- Aprendizaje supervisado: es el más sencillo y consiste en la 
presentación de patrones de entrada junto a los patrones de salida 
deseados (targets) para cada uno de ellos. 
- Aprendizaje no supervisado: tiene lugar cuando no se le presentan a 
la red los patrones de salida deseados, ya que no se le indica que 
resultados debe dar, sino que se le deja seguir alguna regla de auto-
organización. 
- Aprendizaje reforzado: a medio camino entre los dos anteriores, en 
este caso el supervisor se limita a indicar si la salida ofrecida por la red 
es correcta o incorrecta, pero sin llegar a indicarle que respuesta debe 
dar. 
 
Cualquiera que sea el tipo de aprendizaje empleado, una 
característica esencial de la red neuronal artificial es la regla de 
aprendizaje usada, que indica como se modifican los pesos de las 
conexiones en función de los datos usados en la entrada. 
El aprendizaje por retro-propagación del error, inventado por Bryson y 
Ho en 1969 y revisado en los años 80 (Rumelhart, Hinton, Williams), es 
una de las reglas de aprendizaje más empleada en al actualidad. 
Inicialmente, se introduce una entrada en la red, y se propaga para 
conseguir la salida. Dicha salida se compara con la salida correcta (error). 
Finalmente, el peso de cada conexión a una unidad de salida se ajusta en 
la dirección adecuada (excitadora o inhibidora) y en la proporción 
adecuada para reducir el error. Se sigue un proceso similar para ajustar 
los errores de cada capa siguiente. 
Estos tres pasos se repiten a través de un número de ciclos para 
diferentes patrones de entrada-salida. Normalmente en algunos cientos de 
ciclos el sistema converge y se obtienen los pesos adecuados. 
  Introducción 
 
 
 - 88 - 
El procedimiento de retro-propagación es una forma relativamente 
eficiente de calcular qué tanto se mejora el desempeño con los cambios 
individuales en los pesos. Se conoce como procedimiento de retro-
propagación porque, primero calcula cambios en la capa final, reutiliza 
gran parte de los mismos cálculos para calcular los cambios de los pesos 
de la penúltima capa y, finalmente, regresa a la capa inicial. 
Por otro lado, es usual disponer de un conjunto de datos distintos a los 
usados para el entrenamiento, para los cuales se conoce la respuesta 
correcta, y que se usan como prueba, evaluando con ello si la red 
responde adecuadamente frente a datos distintos a los usados durante el 
aprendizaje (evaluación de su capacidad predictiva). Si esto ocurre así se 
considera que la red funciona bien y se puede pasar a la fase de 
aplicación, es decir, se puede usar para obtener un resultado frente a 
datos totalmente nuevos para los que no se conoce la respuesta correcta. 
Aunque la capacidad de aprendizaje es esencial y casi definitoria de lo 
que sería una RNA, también se han desarrollado modelos que no 
requieren modificar los pesos de las conexiones, sino que son 
precalculados y establecidos previamente antes de presentarle patrones a 
la red, como ocurre en el caso de las redes de Hamming y en las redes de 
Hopfield 97. 
 
2.5.2.3 Métodos quimiométricos multivía 
 
Sánchez y Kowalski 104 acuñaron los términos de calibración de orden cero, 
primer orden y segundo orden. Las calibraciones de orden cero y de primer orden 
hacen referencia a la calibración univariante y la calibración multivariante (PLS y 
PCR), respectivamente, comentadas en anteriores apartados. 
Pese a que la calibración de primer orden ha representado una mejora 
bastante notable, ofreciendo una serie de ventajas en el campo del análisis 
químico con respecto a la calibración de orden cero 105, como puedan ser la 
resolución de problemas analíticos de mayor complejidad, todavía existen algunos 
inconvenientes que deben superarse en el futuro tales como: 
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- Las metodologías basadas en la calibración multivariante deben 
poseer un sistema eficaz de detección de muestras discrepantes 
(outliers) 106, puesto que uno de los principales problemas de este tipo 
de calibración es la detección de múltiples outliers, provocando el 
llamado efecto de enmascaramiento (masking effect) según el cual 
varios outliers pueden interaccionar de una forma compleja para 
potenciar o minimizar cualquier otra influencia, dando lugar a resultados 
sesgados si los distintos componentes contenidos en la muestra que se 
pretende analizar, y que influyen en el espectro resultante, no están 
adecuadamente contemplados en el modelo de calibración 107. 
- Cuando se detectan muestras discrepantes, no se posee la capacidad 
de corregirlas 29. Deben analizarse mediante la metodología univariante. 
- La etapa de calibración resulta relativamente costosa, debido al 
elevado y variado número de muestras que normalmente se requiere. 
- Si las muestras problema varían de composición con el tiempo debe 
recurrirse a procesos de re-calibración o estandarización de los modelos 
de calibrado. 
 
En los últimos años se han desarrollado en Quimiometría nuevas técnicas 
llamadas multivía o de orden n, que permiten resolver, en principio, los 
inconvenientes antes mencionados 108. 
En la presente Memoria de Tesis se incluye un Capítulo en el que se emplean 
este tipo de técnicas, en concreto la calibración de segundo orden. Este tipo de 
calibración utiliza respuestas instrumentales que consisten en matrices de datos 
(en lugar de vectores, como en la calibración de primer orden) para cada uno de 
los objetos analizados, tanto los que corresponden al conjunto de calibración como 
los que integran el conjunto de validación o los propios objetos problema. 
Esta mayor cantidad de datos es posible conseguirla mediante la 
instrumentación acoplada (hyphenated instruments), es decir, el acoplamiento de 
dos instrumentos independientes de primer orden. 
Esta disposición instrumental ofrece una serie de ventajas con respecto a la 
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calibración de primer orden. Una primera ventaja es la de poder llevar a cabo la 
determinación del analito en presencia de cualquier componente en la muestra 
desconocida que no haya sido incluido en el modelo de calibración (ventaja de 
segundo orden) 109. Una importante segunda ventaja es la reducción del tiempo de 
análisis, puesto que no es necesario disponer de un elevado número de objetos 
para el conjunto de calibración, hasta el extremo de que en algunas situaciones 
concretas, un solo objeto de calibración puede resultar suficiente para predecir de 
forma satisfactoria el parámetro que se desea en el pertinente objeto problema 110. 
Para la calibración de datos multidimensionales existen dos enfoques 
totalmente diferentes. La primera propuesta es la que separa los analitos y las 
interferencias, descomponiendo los datos en señales correspondientes a los 
componentes puros, para luego aplicar una estrategia de calibración univariante 
que permita correlacionar dichos datos con la propiedad de interés. El segundo 
enfoque puede interpretarse en términos de resolución de sistemas de ecuaciones 
acopladas para las distintas dimensiones de los datos 29. 
PARAFAC 111 (PARAllel FACtor Analysis), conocido en sus inicios con el 
nombre de CANDECOMP (CANonical DECOMPosition) cuando fue 
independientemente propuesto por Harshman 112 y por Carroll y Chang 113, es uno 
de los métodos empleados para la descomposición de datos multidimensionales 
en el cual un conjunto de datos en 3 dimensiones (3D) se descompone en triadas. 
 
 
Figura 26. Fundamento del método de PARAFAC. 
 
En la anterior figura se indica el esquema correspondiente al fundamento del 
modelo PARAFAC. Como puede observarse, un conjunto de datos en tres 
dimensiones se descompone en la suma del producto triple de los vectores 
denominados cargas (loadings). 
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Los dos principales competidores de esta metodología son el método Tucker3 
114
 o, sencillamente, el desarrollo de un conjunto multidimensional hasta una matriz 
para posteriormente aplicar sobre ella métodos convencionales de 
descomposición de dos dimensiones como el análisis de componentes principales 
(PCA). 
Según Kiers 115, el método PARAFAC puede considerarse como una versión 
más restrictiva del método Tucker3, al tiempo que éste puede contemplarse como 
una versión más restrictiva del PCA de dos vías. 
Cualquier conjunto de datos que puede modelarse de forma adecuada con el 
método PARAFAC, puede también modelarse a través de los métodos Tucker3 o 
PCA de dos vías; sin embargo, el método PARAFAC emplea menos grados de 
libertad que los dos anteriores, los cuales emplean un exceso de aquellos para el 
modelado del ruido o de la variación sistemática de una forma redundante. 
De esta manera, considerando que siempre se pretende emplear el modelo 
más simple posible, el método PARAFAC puede considerarse como el modelo 
más simple y restrictivo, frente al modelo PCA que se considera el más complejo 
aunque el más flexible. 
A pesar de que todos estos métodos tienen sus ventajas y sus inconvenientes 
(uno de los más molestos en PARAFAC es el tiempo requerido para el cálculo de 
los modelos), de entre los distintos modelos existentes para explicar las 
respuestas instrumentales de segundo orden, el modelo PARAFAC es el más 
utilizado en análisis químico y el que se ha empleado para el desarrollo de uno de 
los Capítulos incluidos en esta Memoria de Tesis. 
Para el desarrollo de este método, los algoritmos empleados se encuentran, 
muy a menudo, basados en los mínimos cuadrados alternantes (ALS, Alternating 
Least Squares) inicializados bien por un valor aleatorio o bien a partir de valores 
calculados a través de una descomposición trilineal directa basada en el problema 
del autovalor generalizado. 
Una de las ventajas evidentes del modelo PARAFAC es la unicidad de la 
solución. Para el caso de una descomposición espectral bilineal, las cargas 
reflejan el espectro puro de de los analitos medidos, sin embargo no es posible 
encontrar realmente el espectro puro sin información externa debido al problema 
de la rotación. 
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En el caso del modelo PARAFAC, y más si los datos son trilineales, el 
verdadero espectro subyacente es posible encontrarlo si se emplea el número de 
componentes correcto y la relación señal-ruido es la apropiada. 
El significado matemático de la unicidad es que el modelo PARAFAC 
calculado no puede ser rotado sin una pérdida de ajuste, en contraposición con los 
análisis de dos vías donde las puntuaciones y las cargas pueden rotarse sin que el 
ajuste del modelo se vea modificado. 
Uno de los principales requerimientos para la aplicación del modelo PARAFAC 
es determinar el número óptimo de factores necesarios para la descomposición 
del conjunto de datos, dado que, en ocasiones, el incremento de la varianza 
residual no resulta lo suficientemente pronunciado, lo cual hace difícil una 
estimación apropiada del rango del modelo. 
En PARAFAC no se reduce el conjunto porque el modelo trilineal, calculado 
simultáneamente para todos los componentes, puede mostrarse para ajustar 
mejor el conjunto que si los componentes se calculan sucesivamente, como en el 
caso del PCA 116. En consecuencia, la extracción de demasiados componentes no 
sólo significa que el ruido esta siendo, cada vez, más modelado, sino que además 
los verdaderos factores están siendo modelados por más componentes 
(correlacionados). 
A pesar de la existencia de varios procedimientos para una determinación 
adecuada del número de componentes, en el Capítulo desarrollado en esta 
Memoria de Tesis se ha empleado el diagnóstico de consistencia de la matriz 
central (CORCONDIA, CORe CONsistency DIAgnostic) 117. 
Actualmente, el desarrollo de métodos de calibración de segundo orden se 
dirige fundamentalmente a: 
 
- mejorar las propiedades matemáticas de los métodos de 
descomposición de datos de segundo orden, como el grado de ajuste a 
los datos o la robustez frente a relaciones señal/ruido poco favorables. 
- incrementar el grado de convergencia y, con ello, la rapidez de los 
algoritmos. 
- resolver problemas concretos derivados del incumplimiento del 
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modelo bilineal o trilineal (considerando el conjunto de muestras que 
intervienen en el análisis) por parte de las medidas instrumentales. 
Se han propuesto diferentes aproximaciones para solventar dichas 
problemáticas, pero existe todavía un gran campo de investigación en este ámbito 
del desarrollo teórico. 
Una vez desarrollado el método de análisis multivía requerido para una 
aplicación concreta (el cual incluye el instrumento y el método de calibración), éste 
también debe validarse como cualquier método de análisis calculando sus 
correspondientes parámetros de calidad, como la exactitud, la precisión, la 
selectividad, la sensibilidad o los límites de detección y cuantificación. Los 
parámetros de calidad analíticos se pueden utilizar como criterio para decidir si el 
método instrumental y el tratamiento numérico escogido son adecuados para 
resolver el problema analítico concreto. 
A pesar de que se han descrito algunos de estos parámetros de calidad para 
instrumentos que generan datos de segundo orden y superiores 118, 119, todavía no 
existen aproximaciones suficientemente buenas para calcular el error de 
predicción o el límite de detección para un método de calibración multivía 
concreto. Con respecto a los límites de detección, algunas aproximaciones 
abordan el problema transformando los datos de segundo orden a orden cero o 
uno, y aplican estrategias de cálculo univariantes o multivariantes (Saurina 2001) 
120
. Otras, simplemente calculan el límite de detección como tres veces la 
desviación estándar de las medidas del blanco (Jiji 1999) 121; aunque en ningún 
caso se contemplan las recomendaciones de la IUPAC respecto a considerar las 
probabilidades de cometer falsos positivos y falsos negativos en el cálculo del 
límite de detección. 
Finalmente, por lo que a aplicaciones se refiere, destacar que no son muchos 
los trabajos publicados pero cabe mencionar los presentados en el campo de los 
equilibrios en disolución por el grupo de Tauler y colaboradores en los que se 
determinan diferentes sustancias de naturaleza ácido-base, provocando cambios 
en la composición de la muestra a partir de diferentes causas, como puedan ser 
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El desarrollo de la presente Tesis Doctoral está enfocado hacia la aplicación 
de algunos de los distintos tratamientos numéricos a los que pueden someterse 
los datos analíticos obtenidos mediante diferentes técnicas de medida en 
espectroscopia vibracional, buscando así potenciar y aumentar el rendimiento de 
los distintos procesos analíticos desarrollados, asegurando una mayor calidad de 
los resultados obtenidos. 
Poner de manifiesto que los trabajos englobados en esta Memoria, que han 
formado parte de los proyectos “Análisis cuantitativo, ambientalmente sostenible, 
por espectrometría vibracional” (Oficina de Ciència i Tecnologia de la Conselleria 
d’ Innovació i Competivitat de la Generalitat Valenciana, referencia GV01/249), 
“Aseguramiento de la calidad analítica mediante la combinación de distintas 
señales moleculares y su tratamiento quimiométrico” (Direcció General 
d’Universitats i Investigació de la Generalitat Valenciana, referencia GV04B/247), 
“Integración de señales para el control analítico” (Servei d’Investigació de la 
Universitat de València, referencia UV-AE-20050203) y “Automatización en el 
análisis cuantitativo por espectrometría vibracional” (Ministerio de Educación y 
Ciencia, referencia CTQ2005-05604/BQU y FEDER), han tratado en todo 
momento de ser novedosos, con el fin de poder ser considerados como una seria 
alternativa frente a otros métodos oficiales o procedimientos propuestos 
previamente en la bibliografía. 
De este modo, con el ánimo de poder mostrar el amplio abanico de 
posibilidades que ofrece, no sólo la espectrometría vibracional, sino la aplicación 
de la Quimiometría sobre los datos instrumentales obtenidos, se seleccionaron 
una serie de muestras de naturaleza muy variada en cuanto a composición, 
estado y niveles de concentración de los analitos de interés, a la par que de un 
uso altamente extendido; englobando así productos farmacéuticos, alimentos o 
formulaciones comerciales de productos fitosanitarios. 
El conjunto de trabajos incluido en esta Memoria debe entenderse como un 
intento de explorar y aplicar diferentes técnicas de calibración y tratamiento 
numérico sobre los espectros en el infrarrojo, con el fin de obtener una información 
analítica de calidad, que permita el objetivo final de resolución de problemas. En 
este sentido se ha realizado un especial esfuerzo en obtener los espectros bajo 
diferentes métodos de medida y con una mínima manipulación de las muestras o 
una mecanización del proceso de medida. 
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Es posible realizar una clasificación de las diferentes contribuciones que 
integran esta Tesis atendiendo a los modelos de calibración establecidos para el 
desarrollo de los distintos métodos de análisis. Tal y como se puede observar en 
la Figura 27, existen dos bloques bien diferenciados: de un lado aquellos métodos 
de análisis en los que se utilizó la calibración univariante para relacionar la señal 
analítica con el parámetro que se pretendía cuantificar, y de otro, aquellos en los 
que el problema se resolvió empleando una serie de algoritmos matemáticos, con 
el fin de intentar predecir la propiedad de interés a partir de respuestas 




Figura 27. Clasificación de los estudios que componen la presente Memoria de 
Tesis Doctoral atendiendo a los diferentes tratamientos quimiométricos aplicados 
para la determinación cuantitativa mediante el empleo de la espectrometría 
vibracional. 
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No obstante, a pesar de dicha división, existen una serie de etapas implicadas 
en el desarrollo de procedimientos para la determinación cuantitativa mediante la 
espectroscopia infrarroja que resultaron comunes. 
 
A. Obtención de la información analítica 
 
Para la ejecución de los trabajos incluidos en esta Tesis la instrumentación 
que se empleó para la obtención de la información analítica en la región media del 
espectro infrarrojo (MIR) fueron dos espectrofotómetros de transformada de 
Fourier de las marcas Nicolet (modelo Magna 750) y Bruker (modelo Tensor 27), 
equipados con un detector de sulfato de triglicina deuterada (DTGS) y sulfato de 
triglicina deuterada dopado con L-alanina (LADTGS), respectivamente; y un divisor 
de haz de bromuro potásico (KBr) en ambos casos. 
Para la adquisición de las señales analíticas en la región del infrarrojo próximo 
(NIR) se utilizó un espectrofotómetro de la marca Bruker, modelo MPA (Multi 
Purpose Analyzer), equipado con un detector de arseniuro de Indio y Galio 
(InGaAs) y un divisor de haz de cuarzo. Este equipo consta de un compartimento 
termostatizado para el análisis por medidas de transmisión de muestras líquidas, 
así como un módulo adicional con una sonda de fibra óptica (para medidas tanto 
de reflectancia difusa como de transflectancia) y una esfera integradora para el 
análisis de muestras sólidas por reflexión, que permiten ampliar las técnicas de 
muestreo y la adquisición de señales. 
En lo que respecta a las espectroscopias empleadas, puede decirse que para 
cada tipo de muestra se empleó la técnica de medida que se consideró más 
apropiada para la obtención de la máxima información posible de calidad 
garantizada en un reducido espacio de tiempo y con un mínimo o ningún 
tratamiento químico previo de la muestra. Con ello se pretendió proseguir con la 
labor de desarrollo de una Química Analítica sostenible, respetuosa con el medio 
ambiente pero, al tiempo, altamente informativa y sin renunciar a las mejores 
características analíticas. 
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De esta forma, empleando las regiones media (MIR) y cercana (NIR) del 
espectro infrarrojo, se aplicaron distintas técnicas espectroscópicas de medida 
sobre las diferentes muestras objeto de análisis. 
 
Tabla 5: Relación de muestras/analitos estudiados y técnicas de medida empleadas. 
Para las medidas de transmisión en el MIR se empleó una micro-celda de flujo 
de la marca Graseby-Specac (Orpington, UK), con ventanas de seleniuro de zinc 
(ZnSe) y fluoruro de calcio (CaF2), con un camino óptico de 0.11 mm. Las medidas 
de transmisión en el NIR se realizaron utilizando viales de 6.5 mm de diámetro 
interno, así como otros viales estándar de cromatografía líquida de 9.5 mm de 
diámetro interno y 2 mL de volumen (como los que se emplean de forma habitual 
para los inyectores automáticos). 
Para las medidas de reflectancia total atenuada (ATR) se utilizó principalmente 
un accesorio de ATR horizontal para muestras líquidas de la marca Graseby 
Specac (Orpington, UK) configurado con un cristal de ZnSe con un ángulo de 
incidencia de 45º que proporciona un número de 6 reflexiones. También se empleó 
un accesorio de ATR con cristal de diamante de la marca Smiths modelo 
"DuraSamplIR" equipado con un disco conteniendo un elemento de reflexión 
interna (IRE, Internal Reflexion Element) de diamante de 3 reflexiones y una 
prensa para el análisis de sustancias sólidas. Para el análisis de muestras líquidas 
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o en disoluciones se utilizó un disco con un elemento de reflexión interna (IRE) de 
9 reflexiones al que puede acoplarse, también, una micro-celda de flujo (micro 
volume liquid cell). 
Una vez configurada la instrumentación requerida resultó necesario determinar 
la selectividad de la señal analítica obtenida al adquirir los correspondientes 
espectros y que marcó a posteriori el tipo de tratamiento quimiométrico aplicado a 
los datos así como el modelo de calibración establecido. 
 
B. Tratamiento de las muestras 
 
Desde el punto de vista del tratamiento numérico de los datos analíticos 
obtenidos, destacar que en todo momento se intentó construir el modelo de 
calibración más sencillo posible que permitiese explicar la relación entre la señal 
analítica y el parámetro o la propiedad de interés, puesto que uno de los objetivos 
perseguidos era el de buscar un equilibrio entre simplicidad, adecuación y buen 
ajuste de los datos experimentales. 
Tal y como se ha comentado en la introducción de esta Memoria, para poder 
emplear la calibración univariante, se requiere de cierta selectividad que permita 
llevar a cabo la medida y a su vez garantice una correspondencia clara entre la 
señal obtenida y el analito de interés. Esta necesidad es la que dificulta, en 
muchas ocasiones, poder trabajar con las muestras crudas, es decir, sin haberlas 
sometido a ningún tipo de tratamiento previo. 
Como puede apreciarse en la Figura 28, la presencia de otros componentes 
en algunas de las muestras, acompañando al analito de interés, provocaba que en 
muchas situaciones existiese un solapamiento entre las bandas de absorción 
asociadas al analito y las correspondientes a aquellos componentes, lo que 
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Figura 28 Espectros FTIR, en discos de KBr, para un patrón de diazepam y para tres 
fármacos conteniendo dicho ingrediente activo. Nota: los espectros han sido 
desplazados a lo largo del eje de ordenadas para que las bandas de absorción puedan 
apreciarse con mayor claridad. Condiciones instrumentales: 25 barridos del 
interferómetro, 4 cm-1 de resolución nominal. 
Una de las posibles soluciones empleadas para resolver este inconveniente 
consistió en llevar a cabo una extracción previa, con un disolvente adecuado, que 
permitiese separar el analito de interés del resto o de la mayor parte de la matriz. 
Las consideraciones que tuvieron que tenerse en cuenta para la elección del 
disolvente fueron no sólo su compatibilidad con las propiedades físicas y químicas 
del analito de interés sino además la disponibilidad de una transparencia 
adecuada para la región del espectro infrarrojo en la que se pretendía trabajar. 
Tabla 6: Ejemplo de las regiones del espectro en el infrarrojo medio que no 
pueden utilizarse para algunos de los disolventes más comúnmente empleados en 
la espectroscopia infrarroja. 
Con la ayuda de este pequeño tratamiento químico previo efectuado sobre la 
muestra, resultaba posible obtener espectros mucho más sencillos para las 
Disolvente Región no útil (cm -1) Región no útil (cm-1) 
Cloroformo (CHCl3) 600-820 1175-1250 
Tetracloruro de carbono (CCl4) 750-950  
Benceno (C6H6) 600-750 3000-3100 
Diclorometano (CH2Cl2) 600-820 1200-1300 
Acetona 1100-1850 2800-3000 
Dimetilsulfóxido 900-1100  
Tolueno 600-750 2800-3200 
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muestras y con un mayor grado de similitud y concordancia con el espectro del 












Figura 29. Espectros FTIR en disolución de cloroformo para un patrón de 
diazepam en concentración de 1 mg g-1 y los correspondientes extractos en 
cloroformo de cada uno de los fármacos analizados. Condiciones instrumentales 
25 barridos por espectro y 4 cm-1 de resolución nominal, utilizando un background 
de la celda llena de cloroformo. Nota: los espectros se han desplazado a lo largo 
del eje de ordenadas para apreciar las bandas de absorción con mayor claridad. 
No obstante, pese a conseguir con ello un aumento de la selectividad, se tuvo 
en consideración que los desechos resultantes de los disolventes y su utilización 
suelen clasificarse como peligrosos, así como el hecho de que la sustitución o la 
utilización más eficaz de los distintos disolventes tóxicos pueden tener efecto 
positivo sobre el medioambiente y en la cantidad de los desechos generados, 
respectivamente. 
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En este sentido, siguiendo con la política de nuestro Grupo de Investigación 
de desarrollar una Química Analítica medioambientalmente sostenible, en todos 
aquellos procedimientos de análisis que requirieron del empleo de disolventes se 
buscó en todo momento, no sólo minimizar la cantidad empleada de éstos sino 
que en aquellas situaciones en las que fue posible se desarrollaron metodologías 
enfocadas sobre la proyectada eliminación gradual del uso de disolventes 
clorados, desempeñando así una importante función en la reducción real de 
posibles efectos adversos para el medio ambiente y repercusiones ambientales en 
general. 
En aquellos casos en los que se requirió un tratamiento de extracción previo a 
la adquisición de los espectros, en una etapa inicial se evaluaron las condiciones 
más adecuadas para llevarlo a cabo, tales como el modo de extracción más 








Figura 30. Efecto del tiempo de extracción en la recuperación del diazepam contenido en 
comprimidos empleando dos modos de extracción: mecánico (———) y asistido con baño 
de ultrasonidos (----------). El cálculo del porcentaje de extracción se ha establecido a partir 
de la concentración de diazepam encontrada en la muestra a través de un procedimiento de 
referencia (UV-visible). Los valores indicados corresponden a la media para tres 
determinaciones independientes con sus correspondientes barras de error establecidas a 
partir de las desviaciones estándar. 
 
Tal y como se indica en la Figura 30, para este fin se evaluaron dos modos de 
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experiencia basada en la determinación del porcentaje de recuperación del 
correspondiente analito de interés en función del modo de extracción empleado y 
del tiempo invertido. En dicha figura, correspondiente a los resultados obtenidos 
en el análisis de diazepam en fármacos, se puede apreciar que la extracción 
asistida por ultrasonidos resultó ser más eficaz, puesto que permitía una 
extracción cuantitativa del analito en un menor período de tiempo. El hecho de que 
una extracción prolongada empleando los ultrasonidos proporcionase un menor 
porcentaje de extracción puede fundamentarse en la posible descomposición del 
analito de interés por efecto de éstos 124. 
Finalmente, el acondicionamiento de las disoluciones obtenidas se completó 
sometiendo las mismas a un proceso de filtración con el fin de obtener unos 
extractos totalmente transparentes. 
Por otra parte, en el resto de situaciones en las que se evidenció cierta 
dificultad para conseguir una selectividad adecuada a través de un pequeño 
tratamiento químico previo sobre la muestra, se trabajó con las muestras crudas, 
buscando la selectividad para el desarrollo de estas metodologías de forma 
matemática, aprovechando las múltiples respuestas (señales multivariantes) 
proporcionadas por los espectrofotómetros. 
 
C. Selección de las condiciones instrumentales de medida 
 
Una vez adecuadas las muestras, para proceder a la obtención de los 
correspondientes espectros, otro de los estudios previos a desarrollar fue la 
selección de los parámetros de medida más adecuados que, a posteriori, 
permitirían obtener una información analítica de calidad adecuada. 
En este aspecto, dos de los parámetros instrumentales más importantes que 
se tuvieron en cuenta a la hora de obtener espectros infrarrojos que 
proporcionasen información significativa fueron el número promediado de barridos 
del interferómetro (scans) para obtener el espectro y la resolución nominal. 
La resolución nominal puede considerarse como la definición con la que 
pueden obtenerse los espectros, permitiéndonos incluso, en ciertas ocasiones, 
poder diferenciar bandas de absorción que se encuentren relativamente próximas. 
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Sin embargo, trabajar con un valor de resolución nominal pequeño, esto es, 
disponer de una mejor definición espectral de las bandas, acarrea en 
consecuencia un aumento del ruido espectral. No obstante, gracias a la ventaja de 
los instrumentos que trabajan con transformada de Fourier que permiten obtener 
un barrido muy rápidamente, es posible promediar una gran cantidad de barridos 
con el fin de obtener una mejora en la relación señal/ruido (S/R). 
Con todo esto, no hay que descuidar que una gran acumulación de barridos 
del interferómetro o una resolución espectral muy elevada (menor valor, 
expresado en cm-1 o nm), llevan asociado un considerable aumento en el tiempo 
que se requiere para la adquisición de cada uno de los espectros. 
Así pues, para una adecuada selección de dichos parámetros, se desarrolló 
una experiencia, basada en un diseño monoparamétrico, consistente en evaluar la 
relación señal/ruido (S/R) obtenida al variar el valor de uno de los parámetros, 
manteniendo el otro constante. Como rango general de estudio se estableció el 
intervalo entre 2 y 16 cm-1 para la resolución nominal y entre 10 y 75 barridos 
acumulados, teniendo en cuenta las limitaciones instrumentales de los equipos 
empleados, mientras que la S/R se evaluó bien empleando el estimador de ruido 
RMS (Root Mean Square) incluido en el software del equipo o bien como el 
cociente entre la señal obtenida para un patrón de concentración conocida 
empleando un criterio de medida establecido y el ruido generado en un blanco 
utilizando ese mismo criterio de medida. 
En ningún momento se consideró la posibilidad de mejorar la resolución de 
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Figura 31. Efecto de la resolución nominal y del número de barridos acumulados 
del interferómetro sobre la relación señal/ruido (A) y sobre el tiempo de adquisición 
(B) del correspondiente espectro FT-NIR para un patrón de Diuron de 
concentración 15.3 mg g-1. Nota: la relación S/R se obtuvo a partir del cociente 
entre los valores del área medida entre 2025 y 2047 nm corregida con línea base 
de un punto establecido en 2071 nm para la disolución del patrón y el ruido 
(medido como raíz cuadrada promedio, RMS, de la señal obtenida para las 
condiciones anteriormente indicadas) correspondiente a una disolución blanco de 







Figura 32. Efecto de los parámetros instrumentales sobre la relación señal/ruido 
para los espectros FTIR, medidos por reflectancia total atenuada (ATR), 
correspondientes a muestras de zumos. La evaluación se llevó a cabo para la 
región espectral comprendida entre 1800 y 1000 cm−1 empleando el estimador 
RMS; los puntos negros indican los valores obtenidos experimentalmente y a partir 
de los cuales se ha ajustado la curva de superficie. La línea discontinua en la base 
del gráfico indica la condición instrumental elegida adquiriendo un compromiso 
entre la relación señal/ruido y el tiempo requerido para la adquisición del espectro. 
El estudio se realizó para una velocidad del espejo del interferómetro de 0.6329 cm 
s-1. (Fuente: Analytica Chimica Acta 538 (2005); 181-193) 
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La elección de las condiciones instrumentales más adecuadas para efectuar 
las medidas en cada situación, no sólo se fundamentó en una información 
analítica de calidad (la mejor relación S/R) sino también en una frecuencia de 
análisis elevada. 
En las Figuras 31 y 32 se han mostrado algunos ejemplos de este tipo de 
estudios realizados para distintos modos de medida. 
Otro de los parámetros instrumentales que puede afectar a la calidad de las 
señales es la velocidad del espejo del interferómetro. En este sentido una mayor 
velocidad del espejo permite acumular un mayor número de barridos para un 
mismo tiempo de adquisición, sin embargo, también genera una mayor cantidad 
de ruido. Aunque dicho parámetro también se evaluó a través de un compromiso 
entre la relación S/R y la frecuencia de análisis, se optó finalmente por trabajar con 
la velocidad del espejo establecida por defecto por el fabricante de la 
instrumentación empleada. 
Cabe resaltar que para el caso de los métodos desarrollados para llevar a 
cabo una determinación cuantitativa de los diferentes parámetros nutricionales en 
muestras de zumos y yogures mediante el empleo de la espectroscopia de 
reflectancia total atenuada en la región media del infrarrojo (ATR-FTIR), no sólo se 
evaluaron la resolución nominal y el número de barridos acumulados, sino que 
también se realizó un estudio de la evolución del espectro con el tiempo para 
evaluar posibles cambios como consecuencia de la deposición de materia 
(muestras de zumo conteniendo fibra y/o pulpa) o de la separación de la muestra 
en diferentes fases (yogures), así como estrategias para la limpieza de la celda de 
medida que evitasen una contaminación cruzada entre muestras. 
Una vez adecuadas las muestras y establecidos los valores más adecuados 
de los parámetros instrumentales ya se estaba en disposición de obtener los 
correspondientes datos instrumentales (espectros) con los que establecer el 
modelo de calibración pertinente. 
Mención especial merece, llegados a este punto, la obtención de la 
información analítica para el desarrollo de una metodología que permitiese la 
determinación del grado de acidez en muestras de vinagre mediante un 
tratamiento de segundo orden de los espectros registrados en función del tiempo. 
Para configurar el correspondiente dispositivo experimental se tomó como 
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referencia el trabajo presentado por Marsili et al. 125 para la determinación de 
agentes antimicrobianos en zumo de naranja, en el cual, una muestra previamente 
basificada, era introducida en un sistema de inyección en flujo con detección 
ultravioleta (UV) empleando una disolución de ácido clorhídrico como portador. 
Fue necesario considerar que cuando se emplea un espectrofotómetro FTIR 
como detector, el gradiente de pH debe resultar mucho más largo (menos 
acusado) que el requerido para medidas UV puesto que el tiempo necesario para 
la adquisición y el promediado de los espectros es mucho mayor para IR que en el 
caso de UV. Fue por esta razón, por lo que se decidió utilizar un sistema basado 
en el empleo de la multiconmutación como herramienta de automatización. 
Además, con el sistema propuesto, la manipulación de la muestra por parte 
del analista quedaba reducida al mínimo. De esta forma, las muestras y los 
estándares se introducían en el sistema empleando el canal muestra/patrón (como 
se puede apreciar en la Figura 33) y a través de un conjunto de instrucciones 
específicas de operación enviadas al sistema de válvulas solenoides el dispositivo 
se auto-ejecutaba. 
 
Figura 33. Dispositivo utilizado para la determinación, mediante el empleo de la 
multiconmutación combinada con la espectroscopia ATR, de la acidez total de muestras 
comerciales de vinagre. V1, V2, V3, y V4, son válvulas solenoides de 3 vías, B, serpentín de 
mezclado; A, bomba peristáltica; T1 y T2, puntos de unión. Las líneas continuas en el interior 
del símbolo de las válvulas indican la dirección del flujo cuando las válvulas se encuentran 
energizadas, mientras que las líneas punteadas se corresponden con el camino del flujo 
cuando las válvulas se encuentran no energizadas. 
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Previo a las medidas de multiconmutación se estableció un background de la 
disolución de NaOH empleada como portador. Como puede apreciarse, la red de 
flujo estaba compuesta por un conjunto de 4 válvulas solenoides de tres vías 
controladas mediante ordenador y que permitían una mejor manipulación de las 
disoluciones a través de la utilización de una bomba peristáltica de múltiples 
canales. De acuerdo con la configuración mostrada, cuando se iniciaba el software 
de control, las válvulas solenoides, V1, V2 y V4 se encontraban energizadas de 
manera que las disoluciones de patrones o las muestras junto con la disolución de 
NaOH fluían juntas hacia el espectrofotómetro después de haberse mezclado en 
el punto T2, mientras que la válvula V3 permanecía no energizada y la disolución 
de HCl recirculaba hacia su recipiente. Posteriormente, a través de una estrategia 
coordinada de ciclos de las válvulas, la válvula V3 se energizaba durante 
fracciones variables de tiempo mientras que, simultáneamente, las válvulas V1, V2 
y V4 pasaban a un estado no energizado, de tal manera que muestras o patrones 
se juntaban con la disolución de HCl en el punto de confluencia T1 y se mezclaban 
en el serpentín de reacción B generando un gradiente de pH durante su 
desplazamiento hacia el espectrofotómetro. 
De este modo se conseguía que tras la válvula V4 la composición de la 
disolución variase linealmente desde un 100 % de la disolución fluyendo a través 
del punto de unión T2 hasta un 0% (100% de la disolución fluyendo a través del 
punto de unión T1) en un tiempo de 1 minuto para luego retornar a un 100 % 
durante otro minuto. Este procedimiento resultaba similar a la aplicación de un 
gradiente en forma de “V” durante 2 minutos. Resaltar que el factor de dilución 
entre las muestras y las disoluciones de NaOH o HCl, en cada canal, se controló, 
a través del diámetro interno de los tubos de bomba peristáltica escogidos, para 
que fuese el mismo en todo momento. 
Con la ayuda de esta instrumentación fue posible obtener señales 
instrumentales de segundo orden, esto es, los espectros de disoluciones estándar 
y muestras a diferentes valores de pH (en función del tiempo), de aspecto similar 
al que se muestra en la Figura 34. 
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Con este tipo de información analítica fue posible utilizar herramientas 
quimiométricas basadas en el empleo del algoritmo de calibración de segundo 
orden conocido como PARAFAC (acrónimo de su nombre en inglés PARAllel 
FACtor analysis). 
 
Figura 34. Espectros FTIR en función del tiempo obtenidos mediante 
multicommutación y medidas de ATR, correspondientes a una disolución estándar 
de ácido acético en agua de concentración 6.56 % p/v, en el rango espectral entre 
1800 cm-1 y 1000 cm-1. 
 
D. Etapas para la elaboración del modelo de calibración 
 
Diseño del conjunto de Calibración 
 
Para poder establecer un modelo de calibración, dotado de una buena 
capacidad de predicción, que permitiese llevar a cabo la determinación cuantitativa 
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de los distintos analitos en las diferentes matrices manejadas en el desarrollo de 
esta Tesis fue necesario diseñar un conjunto de objetos que representasen toda la 
variabilidad existente, no solo química sino también física, conocido como conjunto 
de calibración. 
El diseño de este conjunto se realizó, cuando fue posible, teniendo en cuenta 
la disponibilidad de estándares comerciales de los analitos de interés. 
Para aquellos casos en los que se dispuso de estándares comerciales, el 
conjunto de calibración se diseñó preparando un mínimo de cinco patrones de 
diferente concentración por dilución con un diluyente lo más semejante posible a la 
matriz que contenía el analito en los objetos de análisis. De este modo, en los 
procedimientos en los que las muestras se trataron previamente, se empleó, para 
la preparación de los patrones de calibración, el disolvente utilizado para llevar a 
cabo las extracciones. 
Destacar que para el análisis en fase sólida de formulaciones comerciales de 
pesticidas conteniendo mancozeb, se empleo el caolín como polvo diluyente para 
elaborar los patrones de calibración, no sólo por ser una sustancia con cierta 
transparencia a la radiación NIR, sino también porque comúnmente se emplea 
como carga o coadyuvante en la preparación de estos productos fitosanitarios 
sólidos, por su carácter antiapelmazante y su baja o nula reactividad. 
Por otra parte, para la determinación de tetrametrina y butóxido de piperonilo 
en lociones contra la pediculosis, mediante medidas de transmisión y de 
reflectancia total atenuada en la región media del espectro infrarrojo, el hecho, no 
sólo de disponer de estándares comerciales de ambos analitos sino también de 
información acerca de algunos de los componentes contenidos en las muestras, 
permitió preparar un conjunto de patrones combinados (matched standards) de 
características muy similares a la propia matriz. Del mismo modo, también para la 
determinación cuantitativa de hidrocarburos se prepararon patrones combinados 
de los tres analitos considerados (tolueno, n-hexano e isooctano). 
En el caso de los métodos desarrollados para el análisis de parámetros 
nutricionales (carbohidratos, proteínas, grasas y valor energético o contenido de 
cacao) en distintos productos alimenticios, el no disponer de estándares 
comerciales apropiados para los analitos de interés, obligó a establecer el diseño 
del conjunto de calibración a partir de las propias muestras de análisis empleando 
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las técnicas del análisis no supervisado de pautas (análisis de conglomerados). En 
nuestra opinión, el empleo de este procedimiento, en estas situaciones, 
garantizaba calibraciones más robustas puesto que el conjunto de calibración 
reflejaba de una forma más exacta el rango de variabilidad que cabía esperar para 
las muestras desconocidas. 
El propósito de esta metodología no era otro que agrupar los distintos objetos 
en grupos empleando alguna medida de similitud o de distancia a partir de los 
correspondientes espectros IR y que dichos grupos pudiesen explicarse en función 
de la composición de las muestras seleccionadas. Es por ello que, a diferencia de 
la anterior situación, en estos casos todas las señales analíticas (espectros) se 
debieron adquirir con anterioridad al diseño del conjunto de calibración. 
Así, para la evaluación cuantitativa de los principales parámetros nutricionales 
en muestras de zumos y batidos, yogures o chocolates, se evaluó en primer lugar 
la influencia de los diferentes tipos de distancias para la generación de los 
conglomerados (clusters) así como el algoritmo de enlace entre los diferentes 
grupos generados, considerándose como criterio más apropiado aquel que 
permitió explicar de forma coherente la separación de los objetos en grupos en 
base a los valores de los distintos parámetros nutricionales. En todos los casos se 
utilizó la distancia Euclídea como medida de similitud y el algoritmo Ward como 
método de enlace entre los diferentes grupos establecidos. 
Otra variable que se evaluó fue el efecto que provocaba en los grupos 
generados el hecho de trabajar con el espectro completo o sobre las puntuaciones 
(centradas o no) de los componentes principales más relevantes obtenidos tras un 
análisis de componentes principales (PCA). 
Finalmente comentar que, en el caso concreto del análisis de zumos y batidos, 
se comprobó el efecto de la aplicación del algoritmo de corrección ATR, como otra 
variable de tratamiento previo de los datos, para comprobar el efecto del mismo en 
la clasificación de los distintos objetos para la construcción de los conglomerados. 
A modo de ejemplo, la Figura 35 muestra los diferentes dendrogramas 
obtenidos, empleando la distancia y el algoritmo de enlace anteriormente citados, 
a partir de las puntuaciones correspondientes a los componentes principales más 
relevantes obtenidos, a partir de los datos no centrados, tras un análisis de 
componentes principales. 
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Figura 35. Clasificación dendográfica, basada en los espectros obtenidos 
mediante medidas de reflectancia total atenuada en el MIR, de las distintas 
muestras de zumos y batidos empleadas para el análisis de parámetros 
nutricionales a partir de las puntuaciones de los 5 primeros componentes 
principales extraídos vía PCA, empleando la distancia Euclídea y el algoritmo Ward 
para los datos espectrales previamente tratados mediante el algoritmo de 
corrección ATR (A) y sin corregir (B). (Fuente: Analytica Chimica Acta 538 (2005); 
181-193). 
 
A partir de los resultados obtenidos mediante el análisis de conglomerados se 
establecieron una serie de criterios para establecer la composición del conjunto de 
calibración. El primer criterio para la selección de muestras que conformarían el 
conjunto de calibración se fundamentó en los siguientes principios: como mínimo 
un objeto de cada uno de los grupos formados se escogió para formar parte del 
conjunto de calibración, además, en aquellos casos en los que el grupo estaba 
integrado por más de un objeto, el número de objetos seleccionado para el 
conjunto de calibración fue el número más cercano a la raíz cuadrada del total de 
los objetos contenidos en el grupo, mientras que el resto de los objetos no 
seleccionados pasaban a formar parte del denominado conjunto de validación. La 
selección de los objetos dentro de cada grupo se realizó de forma aleatoria. 
Resaltar, que en el trabajo relacionado con el análisis de parámetros 
nutricionales en muestras de zumo y batidos, con el fin de evaluar la 
representatividad de los conjuntos de calibración y validación establecidos 
mediante este procedimiento se desarrolló un estudio alternativo consistente en 
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establecer un segundo criterio de selección basado en emplear un modelo de 
calibración extendido que incluía las muestras de todos los grupos individuales, 
pero en esta ocasión la raíz cuadrada de los objetos de los grupos que contenían 
más de un objeto se reservó para el conjunto de validación mientras que el resto 
se incluyó en el conjunto de validación. En consecuencia, mediante este criterio, el 
número de muestras que formaban parte del conjunto de calibración era mayor 
que en el caso anterior. 
En la Tabla 7, a modo de ejemplo, se indica la composición de los conjuntos 
de calibración y validación empleados para el análisis de zumos y batidos, 






promedio ± s 
(kJ/100mL) 
Contenido Carbohidratos 
promedio ± s 
(g/100mL) 
Conjunto de 
calibración 27 204 ± 69 11.0 ± 3.3 Criterio 1 
Conjunto de 
Validación 38 224 ± 84 11.4 ± 3.7 
Conjunto de 
calibración 40 203 ± 81 10.7 ± 3.8 Criterio 2 Conjunto de 
Validación 25 203 ± 70 10.7 ± 2.9 
Tabla 7. Descripción y resumen de las propiedades de los conjuntos de calibración 
y validación establecidos tras la aplicación de los 2 criterios de selección sobre el 
dendrograma obtenido a partir de los espectros de infrarrojo mediante medidas de 
reflectancia total atenuada empleados para el análisis de parámetros nutricionales 
en muestras de zumos y batidos. (Fuente: Analytica Chimica Acta 538 (2005); 181-
193). 
 
Construcción de los modelos de calibración 
 
Una vez obtenida toda la información analítica deseada se procedió a la 
construcción del modelo de calibración que permitiese establecer, de forma 
simple, la mejor relación entre la señal analítica y la propiedad o parámetro que se 
pretendía cuantificar. 
El grado de selectividad ofrecido por la información espectral es el que en 
definitiva marcó la selección del modelo de calibración, y de acuerdo con la 
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clasificación mostrada en la Figura 27, los trabajos que engloban la presente 
Memoria de Tesis pueden dividirse en varios bloques: 
 
a) Empleo de la calibración de orden cero para el tratamiento de datos 
analíticos obtenidos mediante espectroscopia vibracional 
Para el desarrollo de modelos matemáticos basados en la calibración 
univariante, los espectros obtenidos, tanto para el conjunto de calibración 
como para las distintas muestras, se compararon con el fin de comprobar 
si se apreciaban las mismas bandas de absorción libres de interferencias 
o, por el contrario, las bandas características del componente que se 
pretendía evaluar se encontraban solapadas o afectadas por las 
correspondientes a otros componentes de la muestra, lo que indicaría que 
las etapas previas no habrían proporcionado la selectividad adecuada. 
El siguiente paso, fue seleccionar los criterios de medida que 
permitirían establecer el modelo de calibración más adecuado con las 
mejores características analíticas para llevar a cabo las correspondientes 
determinaciones. Para ello se evaluaron distintas condiciones de medidas 
de altura y/o área para aquellas bandas de absorción que previamente se 
consideraron mejor relacionadas con el analito de interés, empleándose 
un adecuado tratamiento espectral, como por ejemplo, una corrección de 
línea base, que permitiesen reducir al máximo las posibles interferencias 
espectrales que pudiesen permanecer tras el proceso de extracción del 
analito y obtener, en consecuencia, mejores características analíticas en 
los resultados finales. 
La elección del criterio más adecuado para llevar a cabo la 
cuantificación se estableció llegando a un compromiso entre los valores 
encontrados para las distintas características analíticas consideradas, 
entre otras, buena precisión y exactitud, buena linealidad, elevada 
sensibilidad y bajos límites de detección y cuantificación. 
De este modo, dentro de los procedimientos desarrollados basados en 
el empleo de la calibración univariante, fue posible establecer dos 
situaciones: 
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Por un lado, aquella en la que, el tratamiento previo de extracción 
sobre la muestra resultó ser altamente selectivo, de manera que el modelo 
de calibración se pudo establecer a partir de la medida directa de la altura 
o área de la banda de absorción característica, como fue el caso de los 
procedimientos desarrollados para la determinación de diazepam en 
formulaciones farmacéuticas o la determinación de distintos ingredientes 
activos como, metamitrona, diuron, clorsulfuron, iprodiona, pirimicarb, 
procimidona y triciclazol en formulaciones de productos fitosanitarios y, por 
otra parte, la situación en la que se requirió de una serie de tratamientos 
matemáticos adicionales, como el empleo de la espectroscopia derivada, 
con el fin de poder establecer un modelo más exacto y preciso, como fue 
el caso de la determinación de oxadiazon en formulaciones comerciales 
de herbicidas, ya que, como puede apreciarse en la Figura 36, existe un 
importante contribución por parte de otros componentes presentes en la 
muestra que hace imposible la relación directa y requiere de la utilización 










Figura 36. Espectros FTIR de oxadiazon: (A) patrón de oxadiazon en 
cloroformo, con una concentración de 1.63 mg g-1 y (B) extracto de una muestra 
comercial. Nota: los espectros han sido desplazados en el eje y para mostrar 
más claramente sus bandas. Condiciones instrumentales: 25 barridos del 
interferómetro por espectro, resolución nominal de 4 cm-1, empleando un 
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Figura 37. Espectros FTIR en primera derivada de oxadiazon: (A) patrón y (B) 
extracto de una muestra. En el recuadro se indican en detalle los espectros en la 
región de 1870 cm-1 a 1650 cm-1 tras aplicar un suavizado de 5 puntos. Nota: los 
espectros han sido desplazados en el eje y para mostrar más claramente sus 
bandas. Condiciones instrumentales: 25 barridos del interferómetro por espectro, 
resolución nominal de 4 cm-1, empleando un background de la celda llena de 
cloroformo. 
 
Tabla 8. Resumen de las condiciones de medida seleccionadas y de las 
características analíticas alcanzadas para los modelos de predicción basados en 
el empleo de la calibración univariante para llevar a cabo la determinación 
cuantitativa de distintos analitos de interés empleando medidas obtenidas 
mediante espectroscopia de transmisión en las regiones media y cercana del 
espectro infrarrojo. (Nota: *empleo de la espectroscopia derivada, **C expresada 
en g g-1). 
Curva de calibración 












Diazepam 1682-1672 1850-1524 0.0052 ± 0.0017 0.4574 ± 0.0016 0.9999 0.5 0.006 
Diuron 4948-4885 4829 0.005 ± 0.006 81.6 ± 0.3 ** 0.9999 0.03 0.013 
Metamitrona 6434-6394 6555-6228 0.01 ± 0.02 0.0619 ± 0.0007 0.9990 0.07 0.004 
Clorsulfuron 4688-4623 4710-4604 -0.0001 ± 0.0018 0.03791 ± 0.00012 0.9999 0.17 0.03 
Iprodiona 4922-4860 4821 -0.026 ± 0.012 0.1427 ± 0.0007 0.9998 0.04 0.005 
Pirimicarb 4679-4659 4787-4636 -0.0016 ± 0.0007 0.00555 ± 0.00004 0.9996 0.4 0.05 
Procimidona 4691-4653 4756-4621 -0.003 ± 0.007 0.0409 ± 0.0004 0.9994 0.7 0.17 
Triciclazol 4681-4640 4700-4632 -0.0008 ± 0.0016 0.02720 ± 0.00010 0.9999 0.05 0.02 
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A modo de ejemplo, en la Tabla 8 se detallan algunas de las 
características analíticas, tal como se ha comentado en la Introducción de 
esta Memoria, como son la precisión o variabilidad, expresada como RSD 
(Relative Standard Deviation) para patrones, la linealidad, representada 
por el coeficiente de correlación múltiple (r), la sensibilidad, entendida 
como la pendiente de la curva de calibración (b) y el límite de detección 
(LOD, Limit Of Detection), calculado como 3 veces la desviación estándar 
de la señal obtenida para un blanco dividida por la pendiente de la curva 
de calibración (IUPAC, 1975, Long and Winefordner). 
 
b) Empleo de la calibración de primer orden para el tratamiento de datos 
analíticos obtenidos mediante espectroscopia vibracional 
 
A pesar de que cuando se utiliza una técnica instrumental en análisis 
cuantitativo lo más habitual, a la vez que lo más sencillo, es calcular un 
modelo matemático univariante que permita predecir la propiedad de 
interés a partir de la medida instrumental, cuando no se dispone de la 
selectividad adecuada o ésta no puede alcanzarse con un pequeño 
tratamiento previo sobre la muestra, es necesario emplear los modelos de 
calibración multivariante para predecir la propiedad de interés a partir de 
las múltiples respuestas instrumentales. Entre sus ventajas frente a los 
modelos basados en el empleo de la calibración univariante podríamos 
señalar que permiten llevar a cabo la determinación cuantitativa a partir de 
medidas no selectivas (es decir, en presencia de interferencias) y que es 
posible detectar muestras discrepantes en la predicción. 
Estos modelos resultan especialmente útiles para el análisis 
cuantitativo mediante técnicas espectroscópicas puesto que la medida de 
un espectro es una forma rápida y simple de generar varios cientos de 
datos. La calibración multivariante permite cuantificar a partir de ellos y 
mejorar la velocidad de análisis puesto que se evita realizar los 
tratamientos previos necesarios para alcanzar el grado de selectividad 
requerido por los métodos univariantes para su aplicación. 
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En la segunda parte de esta Memoria de Tesis, se han establecido 
una serie de procedimientos para la determinación cuantitativa de distintos 
componentes y parámetros en diferentes matrices haciendo uso de la 
calibración multivariante y que, además, podían agruparse bajo la premisa 
de que en ellos no se requirió ningún tratamiento químico previo de la 
muestras, a excepción del análisis de hidrocarburos (tolueno, n-hexano, e 
isooctano), por lo que las medidas podían efectuarse directamente sobre 
las mismas muestras. 
Para la gran mayoría de los procedimientos desarrollados en este 
apartado se utilizó el algoritmo de regresión parcial por mínimos 
cuadrados (PLS) para establecer la correlación entre las distintas variables 
y obtener el correspondiente modelo predictivo. Con el empleo de este 
método los espectros IR se descompusieron para que su información 
quedase contenida en un número reducido de factores sin que ello 
implicara una pérdida de información relevante. Además, con la 
eliminación de ciertas regiones del espectro que no aportaban información 
se pretendía establecer modelos de calibración mejores y mucho más 
robustos. 
La principal ventaja de este método fue permitir el análisis de mezclas 
complejas dado que sólo se requerían conocimientos acerca de los 
constituyentes de interés e incluso, en ocasiones, pudo emplearse para 
predecir los parámetros de interés en muestras que contenían 
componentes adicionales que no se encontraban presentes en las 
mezclas de calibración empleadas. Sin embargo, pese a ser una técnica 
de análisis estadístico, conviene resaltar que en algunas de las ocasiones 
se pudo correlacionar la información espectral con la concentración o el 
parámetro a determinar sin necesidad de emplear un elevado número de 
patrones de calibración, lo que adquiere una especial importancia desde el 
punto de vista de la productividad del laboratorio, ya que el tiempo 
requerido para la etapa de calibración es menor. 
En el estudio de los correspondientes modelos se emplearon el 
programa TurboQuant Analyst (versión 6.0) desarrollado por Thermo 
Nicolet Corp. (Madison, WI, USA) y el paquete de herramientas 
quimiométricas, desarrollado para el programa MATLAB por Olivieri et al., 
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conocido bajo la denominación de calibración multivariante 1 (MVC1) 126. 
Para la elaboración, en cada caso, del mejor modelo se realizó una 
selección del número óptimo de factores, que permitiesen describir la 
variación en cada modelo, basándose en el criterio de Haaland y Thomas 
80
, es decir, que minimizasen el valor de la raíz cuadrada de la media del 
error al cuadrado para un proceso de validación cruzada (RMSECV). 
Además para mejorar la eficacia predictiva del modelo de regresión 
establecido, se consideró la búsqueda del mínimo valor para la suma de 
cuadrados del error residual de la predicción (PRESS) en función del 
número de factores, dado que cada vez que un factor que representa 
información útil se incluye en el modelo de calibración, el error se reduce y 
el valor del PRESS disminuye. 
Basándonos en estas consideraciones, se estudiaron, para el conjunto 
de calibración previamente establecido, diversas regiones espectrales 
para construir los modelos de predicción más apropiados, buscando 
siempre la minimización tanto del error de calibración como del error de 
predicción. 
Para determinar el grado de ajuste de los datos mediante el empleo 
del modelo se evaluó la medida de la raíz cuadrada del promedio del error 














   (29) 
donde Ĉi indica los valores del parámetro de interés predichos para todos 
los n objetos que forman parte del conjunto de calibración y están siendo 
empleados para la construcción del modelo y Ci, los valores de dicho 
parámetro evaluado mediante una metodología oficial o de referencia para 
esos mismos objetos. 
El valor de RMSECV también puede considerarse como una medida 
de la capacidad predictiva de un modelo construido empleando una parte 
de los objetos en el conjunto de calibración y considerando el resto como 
objetos de predicción. El RMSECV puede definirse mediante la anterior 
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ecuación, pero con la excepción de que Ĉi corresponde, en esta ocasión, 
a predicciones para objetos no incluidos en la construcción del modelo, y 
siendo n los grados de libertad son el número de veces que se repite el 
proceso de validación cruzada. 
 
Redes Neuronales Artificiales (RNA) 
Dentro del empleo de la calibración multivariante (o de primer orden) 
merece una mención aparte el empleo de las redes neuronales 
artificiales. 
A pesar de la amplia variedad de redes neuronales y algoritmos de 
entrenamiento existentes, la determinación de los principales 
parámetros nutricionales en muestras de chocolate, empleando medidas 
de reflectancia difusa en la región cercana del espectro infrarrojo, se 
centró en el empleo de una red bicapa en cascada (double-layer feed-
forward) entrenada mediante el algoritmo de retro-propagación (back-
propagation learning rule), principalmente por tratarse de un tipo de red 
neuronal que permite resolver problemas que impliquen clasificación, 
representación gráfica, modelado u optimización y por la simplicidad de 
su desarrollo, además de su versatilidad, que han hecho de este tipo de 
red uno de los más empleados para la resolución de problemas en el 
área química. 
En el proceso de optimización de una red neuronal, los parámetros 
relacionados con cada función (sesgos -bias- y valores de peso de la 
función de transferencia de cada neurona) se calcularon a partir de los 
valores espectrales y de concentraciones del conjunto de calibración 
establecido previamente con el fin de minimizar el valor de RMSEP para 
un conjunto de validación. En cada modelo ensayado, se estableció un 
único nodo de salida para llevar a cabo la optimización de los anteriores 
parámetros. 
Teniendo en cuenta que la calidad de un modelo generado mediante 
una red neuronal depende, en gran medida, de la calidad de los datos 
suministrados, se decidió realizar un tratamiento previo de los mismos 
basado en el análisis en componentes principales, para posteriormente 
  Resumen 
 
 
 - 122 - 
construir los modelos a partir de las puntuaciones de los factores 
extraídos, en lugar de emplear todas las variables espectrales 
obtenidas, puesto que en este último caso la capacidad computacional 
que se requiere es mucho mayor y resulta más complejo no sólo 
construir sino también optimizar la red neuronal. 
Es importante destacar que el análisis en componentes principales 
es una técnica de reducción lineal, mientras que las redes neuronales 
artificiales se emplean preferiblemente para sistemas no lineales. Esto 
justifica el hecho de que fuese necesario, para el desarrollo de los 
pertinentes modelos, evaluar un mayor número de componentes 
principales puesto que las contribuciones no lineales no quedan 
extraídas en los factores más significativos. La siguiente figura muestra 
la superficie de contorno para el RMSEP en función del número de 
componentes principales y del número de neuronas contenidas en la 
capa oculta. A partir de estas representaciones fue posible escoger 
tanto el número óptimo de componentes principales como de neuronas 
(considerando sólo la función de transferencia tangente hiperbólica para 







Figura 38. Superficies de contorno para los valores de RMSEP de distintos 
parámetros nutricionales evaluados a través del tratamiento mediante redes 
neuronales artificiales de los espectros correspondientes a muestras de 
chocolates obtenidos mediante medidas de reflectancia difusa en el NIR. De 
izquierda a derecha: hidratos de carbono, grasa, valor energético y cacao. 
Todas las neuronas de la capa oculta tenían una función de transferencia 
tangente hiperbólica. 
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Como puede apreciarse, para todos los parámetros nutricionales 
evaluados, el número óptimo de componentes principales se encontró 
en torno a 12, aunque la contribución a la varianza global del duodécimo 
componente principal resultó inferior al 0.01%. 
Opcionalmente, los datos originales pueden auto-escalarse antes de 
llevar a cabo el análisis en componentes principales. De este modo, se 
realizó el análisis en componentes principales con y sin auto-escalado 
de los espectros. En todos los casos se consiguieron mejores resultados 
de predicción con el empleo de los espectros originales. 
En contraste con el empleo de la regresión parcial por mínimos 
cuadrados, normalmente, en las redes neuronales no resulta necesario 
centrar en la media las variables de entrada antes del entrenamiento ya 
que los sesgos actúan como compensaciones en el modelo. 
El entrenamiento de las redes neuronales no se fundamenta en la 
maximización de la varianza-covarianza, y además no resulta necesario 
escalar las diferentes variables a varianza la unidad. La única restricción 
para las redes neuronales es escalar cada variable de entrada de tal 
manera que el entrenamiento se inicie dentro del rango activo de las 
funciones de transferencia no lineales. Así, en este trabajo, las muestras 
se escalaron empleando una aplicación lineal denominada min–max 
scaling, determinada para el conjunto de entrenamiento y aplicada a 
todos los objetos en estudio. 
En el caso de otros parámetros, el comportamiento de las neuronas 
no lineales se comprobó por medio de un gráfico de la activación de los 
nodos ocultos para los datos del final del entrenamiento. 
Si la activación de un nodo oculto tenía lugar solo en la parte lineal 
de la función de transferencia, dicho nodo podía ser reemplazado por 
una función de transferencia lineal. Por el contrario, cuando se 
encontraba activado en una porción no lineal, sugería la presencia de un 
comportamiento no lineal y, en ese caso, la función lineal no podía 
emplearse. De este modo fue posible obtener información sobre el 
grado de no linealidad para un conjunto dado de datos y reemplazar 
neuronas lineales por no-lineales. 
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La Figura 39 muestra, para el estudio de la determinación del 
contenido de cacao en chocolates, la activación de los nodos a partir de 
las muestras de validación. Como se puede apreciar, para la mayoría de 
los nodos, la activación tuvo lugar en la porción lineal, mientras que en 
unos pocos ocurrió en la porción no lineal. Lo mismo sucedió para el 
resto de los parámetros analizados, con la excepción del valor 
energético, para el cual todos los nodos tenían las activaciones en la 





Figura 39. Nodos de activación para el análisis, empleando redes neuronales 
artificiales, del contenido de cacao en chocolates por medidas de reflectancia 
difusa en el NIR considerando una función de transferencia no lineal. 
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Además, para cada uno de los analitos en estudio se evaluó el 
número de neuronas lineales y no lineales en términos del valor de 
RMSEP. 
La Tabla 9 resume las diferentes características de los modelos de 




Nota: * Valores expresados en % p/p, excepto para el valor energético que están 
expresados en KJ/100 g. 
+ L y H indican una neurona con función de transferencia lineal o hiperbólica, 
respectivamente. En todos los casos la topografía establecida para la capa oculta 
fue una única neurona con una función de transferencia lineal. 
Tabla 9. Características de los modelos óptimos de redes neuronales construidos 
para los distintos parámetros evaluados en el estudio de chocolates por medidas 
de reflectancia difusa. 
 
c) Empleo de la calibración de segundo orden para el tratamiento de datos 
analíticos obtenidos mediante espectroscopia vibracional 
 
Resulta también reseñable el Capítulo en el que se propuso el empleo 
de la calibración de segundo orden para llevar a cabo la determinación del 
grado de acidez en muestras de vinagre. El desarrollo de la metodología 
propuesta se dividió fundamentalmente en dos aspectos. De un lado el 
diseño del dispositivo experimental para la generación de gradientes de 
pH mediante un sistema de flujo empleando la multiconmutación, que 
requiere una mínima intervención por parte del analista (como se ha 
descrito anteriormente) y, de otro, el tratamiento quimiométrico de los 
datos de dos dimensiones. 
 Carbohidratos Grasa Valor 
energético Cacao 
Numero de factores 12 12 9 12 
Topografía de la primera capa + LH LHHHHH HHHHHH LH 
RMSEC* 2,5 1.2 27 1.2 
RMSEP* 1.0 1.0 50 1.4 
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A pesar de que una característica interesante de la regresión PLS es 
que la calibración puede llevarse a cabo ignorando las concentraciones de 
todos los otros componentes excepto el analito de interés, todos los 
métodos de calibración de primer orden, incluido el PLS, resultan 
sensibles a la presencia de componentes no modelados. Una buena 
alternativa para la resolución de este inconveniente relacionado con 
interferentes inesperados consiste en proponer datos de segundo orden, 
los cuales resultan particularmente convenientes para el análisis 
cuantitativo de muestras multicomponentes complejas. En este sentido, en 
relación con el tratamiento quimiométrico, el análisis factorial paralelo 
(PARAFAC) fue el método elegido para la manipulación de los datos 
obtenidos en tres dimensiones (three-way array). 
El algoritmo PARAFAC es de tipo iterativo, y ha sido ampliamente 
utilizado por considerarse menos sensible al ruido instrumental y a las 
desviaciones del modelo. Este algoritmo resulta especialmente útil cuando 
los datos siguen el llamado modelo trilineal (trilinear model), es decir, 
modelos que disponen de una estructura que permite la disección 
matemática de espectros de muestras complejas sin el uso de ninguna 
otra información sobre las propiedades del analito. Esto se debe al hecho 
de que la descomposición de los conjuntos de datos en tres dimensiones, 
construidos con matrices respuesta medidas para un número de muestras, 
es a menudo única, permitiendo extraer directamente perfiles espectrales 
asi como concentraciones de componentes individuales de la muestra. 
Así pues, para el caso que nos ocupó, el método PARAFAC fue el 
procedimiento de descomposición que nos permitió simplificar el conjunto 
de datos en tres dimensiones (3D), compuesto, en cada caso, por los 
espectros acumulados de todos los estándares de calibración más los de 
la muestra que se pretendía analizar, en tres matrices de cargas (una 
relacionada con el perfil espectral, otra con el tiempo o variación del pH, y 
la tercera relacionada con la concentración del componente individual). 
Teniendo en cuenta que el método PARAFAC es un algoritmo de tipo 
iterativo, con el fin de reducir el tiempo destinado a la computación sólo se 
consideró la región espectral comprendida entre 1800 y 1230 cm-1, 
teniendo en cuenta que se trataba de la región que comprendía las 
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bandas de absorción más significativas, correspondientes a los enlaces 









Figura 40. Representación gráfica del desarrollo del modelo PARAFAC, 
aplicado a la descomposición de un conjunto de datos tridimensional en F 
tríadas de vectores peso. 
 
Uno de los primeros requisitos para la aplicación del modelo 
PARAFAC fue determinar el número de factores necesario para la 
simplificación del conjunto 3D para cada una de las muestras de vinagre. 
Para este propósito se utilizó el diagnóstico de consistencia de la matriz 
central (CORCONDIA, CORe CONsistency DIAgnostic) 117. A diferencia de 
lo que ocurre cuando trabajamos con la calibración de primer orden, en la 
de segundo orden el número de factores depende de la muestra y, por 
este motivo, para cada una de ellas debe ser comprobado. El conjunto 
interno de concordancia del modelo es el que permite corroborar el 
número de factores en cada caso (que está relacionado con el número de 
analitos modelados). En nuestro caso el valor de la consistencia se 
calculó, en función del número de componentes, para el conjunto interno 
de concordancia del modelo compuesto cada vez por 15 series temporales 
de espectros correspondientes a los estándares de calibración más una 
serie temporal de espectros correspondiente a una muestra. 
En todos los casos, el valor de consistencia descendía, haciéndose 
prácticamente insignificante cuando se empleaban tres componentes 
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espectrales para modelar el conjunto. Esto sugería que dos componentes 
resultaba ser la elección óptima. 
El perfil espectral de cada componente estaba bastante relacionado 
con el espectro del vinagre a pH ácido y básico, esto es, el espectro del 
ácido acético y del acetato, respectivamente. 
En contraste con las técnicas de primer orden, en el método 
PARAFAC es necesario llevar a cabo la identificación del componente 
relacionado con el parámetro de interés (en el caso que nos ocupó, la 
acidez, determinada a partir del contenido de ácido acético). Esta 
asignación se fundamentó en la observación, antes mencionada, del 
espectro del vinagre en medio ácido y básico. Para todas las muestras el 
primer componente fue el que estaba relacionado con el analito de interés. 
Las concentraciones absolutas del analito se obtuvieron tras una 
apropiada calibración empleando disoluciones patrón de ácido acético en 
agua. El procedimiento implica la descomposición del conjunto 3D 
(formado por la unión de las series temporales de los espectros de las 
muestras de calibración y una serie temporal de espectros de las muestras 
desconocidas del conjunto de entrenamiento) de tal manera que el 
procedimiento de descomposición del conjunto debió realizarse de forma 
repetida para cada muestra analizada. 
 
E. Validación del modelo de calibración establecido 
 
Finalmente, una vez establecido en cada caso el modelo de calibración 
apropiado, se procedió a confirmar que el procedimiento desarrollado se 
encontraba libre de errores, tanto sistemáticos como aleatorios. 
Como se trataba de métodos desarrollados en el propio laboratorio (métodos 
internos), la validación que se realizó de los mismos fue en función del uso al que 
se iba a destinar cada uno de ellos, definiendo su campo de aplicación y teniendo 
en cuenta que, en algunos casos, un cambio en las condiciones del mismo 
implicaría una nueva validación (parcial o total) de los mismos 127. 
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Los parámetros a evaluar se fundamentan en el tipo de ensayo que se 
pretende validar, y quedan reflejados, a modo de ejemplos en la Tabla 10. 
 
Tipo de ensayo Parámetro 
Identificación Especificidad/Selectividad 
Determinación cuantitativa 
de un componente 
Rango o intervalo de trabajo 




Límite de cuantificación 
Determinación semi-cuantitativa 
de un componente 
Precisión 
Exactitud 
Función de respuesta 
Selectividad/Especificidad 
Determinación cualitativa Especificidad/Selectividad Límite de detección 
 
Tabla 10. Parámetros de calidad a considerar en la evaluación de distintos 
ensayos analíticos. 
 
La ausencia de errores aleatorios fue posible determinarla a través de la 
precisión, entendida ésta como el grado de congruencia entre resultados de 
pruebas individuales cuando el método es aplicado repetidamente a muestreos 
múltiples de una muestra homogénea o de varios lotes de una misma muestra. Se 
pudo comprobar que la repetibilidad y la reproducibilidad de los resultados 
obtenidos para las distintas muestras, analizadas mediante el empleo de los 
diferentes métodos vibracionales desarrollados, resultaban adecuadas y cumplían 
con la ecuación de Horwitz 128. 
RSDR = 2C-0,1505   (30) 
 
Como muestra la Figura 40, esta curva idealizada suave es función de la 
concentración (C) pero independiente de la naturaleza del analito o de la técnica 
analítica utilizada para efectuar la medición. En general, los valores tomados de 
esta curva son indicativos de la precisión alcanzable y aceptable del método 
analítico por diferentes laboratorios. Su aplicación proporciona un medio 
satisfactorio sencillo de evaluar la aceptabilidad de la precisión del método. 
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Figura 41. Coeficiente de variación inter-laboratorio como 
función de las concentraciones 
 
La existencia de errores sistemáticos puede deberse al hecho de haber 
cometido alguna equivocación en el proceso de selección del criterio de medida 
que permite llevar a cabo la cuantificación. Las predicciones obtenidas mediante 
un modelo univariante sólo resultan fiables si la señal es suficientemente selectiva 
para el analito de interés, por lo que una vez establecido el correspondiente 
modelo de calibración, fue requisito indispensable comprobar que el mismo 
presentaba la habilidad de determinar, sin ninguna equivocación, el analito en 
presencia de otros componentes que se esperaba que pudiesen estar presentes, 
tales como impurezas, productos de degradación y componentes de la matriz. 
Teniendo en cuenta, que en todas las situaciones evaluadas resultaba 
prácticamente imposible disponer de muestras de calibración en coincidencia con 
la matriz, se eligió el método de la adición estándar para comprobar que el método 
desarrollado se encontraba libre de interferencias, entendiendo éstas como 
cualquier modificación de la señal analítica del método producida por la presencia 
de sustancias distintas al analito problema 129. A través de dicho procedimiento 
también se evaluó el porcentaje de recuperación, que, pese a no ser garantía de 
una buena exactitud si presenta unos valores adecuados, sí que resulta realmente 
un claro indicativo de falta de exactitud cuando se obtiene un pobre valor del 
mismo. 
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Para una comprobación más exhaustiva de la exactitud de los métodos 
desarrollados, se realizaron estudios de comparación de los resultados obtenidos 
mediante la metodología propuesta con aquellos encontrados a través de otro 
procedimiento empleado como referencia, normalizado y debidamente evaluado, 
permitiendo establecer el valor correspondiente a un error absoluto o relativo, 
evaluador de la exactitud. 
Además, de cara a valorar la concordancia del procedimiento desarrollado con 
la metodología de referencia, se hallaron las dimensiones de la elipse de 
confianza (para un nivel de confianza del 95%) generada a partir de los valores de 
la pendiente y la ordenada en el origen obtenidos para la regresión de los valores 
resultantes por aplicación de ambas metodologías (Figura 42). 
En todos los casos se comprobó que el valor teórico de pendiente igual a 1 y 
ordenada en el origen igual a 0, se encontraba dentro de la elipse de confianza, 
pudiéndose concluir que todas las metodologías desarrolladas resultaban 
estadísticamente comparables para un nivel de significación del 95%, por lo que 
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Figura 42. Ejemplo de los gráficos de correlación y las regiones elípticas de 
confianza obtenidas para los resultados predichos mediante medidas ATR 
en el MIR (A) y a través del empleo de la reflectancia difusa en el NIR (B) 
para la determinación cuantitativa de mancozeb en formulaciones 
comerciales, validadas empleando un método cromatográfico (HPLC) de 
referencia, así como para la comparación de los resultados ATR-MIR y RD-
NIR para el análisis de un conjunto de muestras comerciales (C). 
 
Otras características analíticas que se establecieron para poner de manifiesto 
la calidad de los métodos analíticos desarrollados fueron el límite de 
cuantificación y el límite de detección (sensibilidad del método). 
El límite de detección puede definirse como la cantidad más baja de analito en 
una muestra que puede ser detectada bajo las condiciones experimentales 
establecidas, mientras que por límite de cuantificación se entiende la menor 
cantidad de analito que podría ser cuantificada con aceptable precisión y 
veracidad. 
El valor de estos parámetros se calculó siguiendo los criterios establecidos por 
la IUPAC (The International Union of Pure and Applied Chemistry). 
A pesar de que los valores para dichos límites, en la gran mayoría de las 
situaciones, resultaron ser de órdenes superiores a los proporcionados por las 
A B 
C 
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metodologías de referencia (principalmente técnicas cromatográficas), dada la 
menor sensibilidad asociada a los procedimientos basados en el empleo de la 
espectroscopia infrarroja, se pudieron considerar adecuados teniendo en cuenta 
los niveles de concentración en los que se encontraban los distintos analitos en las 
muestras sometidas a estudio. 
Para la validación de los métodos basados en el empleo de la calibración 
multivariante, pese a que desde el punto de vista conceptual las características 
analíticas evaluadas fueron las mismas, la manera de obtenerlas fue diferente. 
En estos casos, como la capacidad del modelo para ajustar los datos de 
calibración no resulta una medida directa de su capacidad de predicción, se 
compararon los valores predichos para nuevos objetos que no habían sido 
empleados para la construcción del modelo. Esta evaluación se llevó a cabo 
calculando el valor de la raíz cuadrada del promedio para el error de predicción al 
cuadrado (RMSEP) cuando el modelo se aplicaba a nuevas muestras para las que 















   (4) 
Para estas metodologías las características analíticas, tales como sensibilidad 
y selectividad, se obtuvieron a partir de cálculos sobre la señal pura del analito 
(NAS, Net Analyte Signal) 130, como es el caso del Capítulo en el que se aborda la 
determinación el contenido de carbohidratos y del valor energético para muestras 
de zumos y batidos. 
En estas contribuciones, además, para la evaluación de la exactitud de los 
procedimientos desarrollados, se emplearon dos estimadores diferentes como son 
la media de las diferencias (dx−y) entre los valores obtenidos por el método que se 
pretende validar (Ĉi) y los valores obtenidos aplicando el método de referencia o 
en algunos casos, los propios declarados por el fabricante (Ci); y la desviación 
estándar del promedio de las diferencias (sx−y). 
La reproducibilidad de estas determinaciones se estableció a partir de la 
desviación estándar promedio de los replicados (strip), así como del error estándar 
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de predicción para la validación de las muestras (sreg), teniendo en cuenta además 
que este último parámetro establece también una estimación de la incertidumbre 
en la aplicación del modelo. 
Otro parámetro que permitió determinar la calidad de los modelos establecidos 
basados en la calibración multivariante fue el coeficiente de calidad (QC, Quality 
Coefficient) 131. A pesar de que el valor de QC se encuentra asociado a la 
linealidad, resulta un claro indicador acerca de la calidad de la calibración dado 
que refleja la dispersión de los datos experimentales alrededor de la curva de 
calibración ajustada, por lo que puede emplearse como estimador del error que 
puede cometerse en la predicción de un nuevo resultado. 
En la mayoría de las situaciones evaluadas se encontraron valores de QC 
inferiores al 5%, salvo en la determinación de tetrametrina en lociones para 
pediculosis a partir de medidas de ATR en la que, debido al nivel en el que se 
encuentran, a la fuerte interferencia por parte del resto de componentes y a la 
menor sensibilidad que presentan este tipo de medidas, únicamente se alcanza un 
valor del 8.3 %. 
Finalmente, comentar que en aquellas situaciones en las que se emplearon 
valores de referencia no obtenidos mediante ningún método oficial o establecido 
en la bibliografía, como en los casos relacionados con la determinación de 
parámetros nutricionales en muestras de zumos, yogures y chocolates, la 
adecuación de las metodologías vibracionales desarrolladas se estableció por 
comparación de las capacidades predictivas de los distintos modelos empleados 
con las directrices establecidas por organismos oficiales como por ejemplo la FDA 
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En este apartado van a exponerse, en forma de trabajos individuales, los 
resultados obtenidos en el desarrollo de la presente Tesis Doctoral. 
Teniendo en cuenta los objetivos planteados y considerando como eje 
conductor el tipo de calibración empleado, se ha considerado adecuada la 
presentación de los trabajos agrupados en los tres Capítulos que a continuación 
se detallan: 
 
 Capítulo 1. Calibración de orden cero 
En el primer Capítulo se han incluido aquellos trabajos en los que se 
utilizaron modelos basados en la calibración univariante. Todos estos 
trabajos, tal y como se ha citado anteriormente, se caracterizan, 
principalmente, por disponer de una elevada selectividad para la señal 
analítica, conseguida tras una extracción previa del analito de interés con 
disolventes orgánicos apropiados. Los trabajos incluidos son los 
siguientes: 
- Quality control Fourier transform infrared determination of diazepam in 
pharmaceuticals. 
- Near infrared determination of diuron in pesticide formulations. 
- Quality control of metamitron in agrochemicals using Fourier transform 
infrared spectroscopy in the middle and near range. 
- Univariate near infrared methods for determination of pesticides in 
agrochemicals. 
- First-derivative FT-IR spectrometric determination of oxadiazon in 
commercial herbicide formulations. 
 
Capítulo 2. Calibración de primer orden 
En el segundo Capítulo quedan englobados los trabajos en los que se 
emplearon modelos basados en la calibración multivariante. En estos 
trabajos, el hecho de llevar a cabo un análisis multicomponente, el no 
disponer de estándares comerciales ni poder efectuar un tratamiento 
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químico previo sencillo sobre la muestra, son las razones fundamentales 
por las que los modelos de calibración se han construido empleando una 
gran variedad de algoritmos matemáticos. 
Así, este Capítulo contiene los siguientes trabajos: 
- Partial least-squares near Infrared determination of hydrocarbons 
removed from polluted waters by using tanned solid wastes. 
- Comparison of two partial least-squares infrared spectrometric methods 
for the quality control of pediculosis lotions. 
- Comparison of two vibrational procedures for the direct determination of 
mancozeb in agrochemicals. 
- Determination of the energetic value of fruit and milk-based beverages 
through partial least-squares attenuated total reflectance Fourier 
transform infrared spectrometry. 
- Evaluation of attenuated total reflectance Fourier transform infrared 
spectrometry and chemometrics for the determination of nutritional 
parameters of yogurt samples. 
- Near infrared diffuse reflectance spectroscopy and neural networks for 
measuring nutritional parameters in chocolate samples. 
 
Capítulo 3. Calibración de segundo orden 
Este último Capítulo incluye un trabajo en el que se emplean las 
técnicas quimiométricas llamadas multivía o de orden n, aplicándose a la 
determinación de la acidez del vinagre a partir de los espectros IR 
obtenidos tras la generación de un gradiente de pH. 
- Determination of vinegar acidity by attenuated total reflectance infrared 
measurements through the use of second-order absorbance-pH 
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Más que un conjunto de aplicaciones, esta Tesis pretende ser una guía acerca 
del empleo de las técnicas de calibración para el estudio y tratamiento de datos 
obtenidos por espectroscopia vibracional y, en ese sentido, es posible diferenciar a 
lo largo de ella un progresivo grado de dificultad de las técnicas empleadas, con el 
propósito de resolver aquellos aspectos que con modelos más sencillos no 
permitían alcanzar el grado de satisfacción requerido o exigido. 
A partir de los resultados obtenidos en los distintos trabajos que engloban la 
presente Tesis Doctoral, es posible extraer las siguientes conclusiones: 
 
1.  La espectrometría vibracional es una técnica analítica muy versátil y 
flexible que permite obtener los espectros de infrarrojo, tanto en la región 
media - MIR - como en la región cercana - NIR -, de una gran variedad de 
tipos de muestras con ninguna o una mínima preparación química previa de la 
muestra. 
A través de los distintos trabajos desarrollados se ha puesto de manifiesto 
la posibilidad de emplear la espectroscopia de transmisión en ambos rangos 
del espectro, medio y cercano, para el control de la calidad de formulados 
fitosanitarios y productos farmacéuticos tras una sencilla extracción previa del 
analito de interés con un disolvente adecuado. 
Además se han desarrollado metodologías basadas en la medida directa 
de las muestras empleando la espectroscopia de reflectancia difusa en la 
región cercana del espectro para el caso de muestras sólidas, como 
chocolates o productos fitosanitarios, con las que no resulta apropiado o 
posible trabajar en disolución. También se ha utilizado la espectroscopia de 
reflectancia total atenuada en la región media del espectro IR para el estudio 
de muestras líquidas (zumos), emulsiones (yogures) e incluso muestras 
sólidas (productos fitosanitarios). 
 
2.  La espectrometría vibracional es, además, una técnica analítica que 
permite obtener gran cantidad de información en tiempos extremadamente 
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cortos. Esto ha dado la posibilidad de mostrar la amplia variedad de recursos y 
la aplicabilidad que ofrece la Quimiometría, a través del empleo de distintos 
métodos matemáticos y estadísticos, para el tratamiento numérico de dichos 
datos analíticos y que han supuesto el desarrollo de diferentes modelos de 
calibración para su posterior empleo en la predicción de analitos y/o 
propiedades de interés. 
Así, durante la ejecución de la presente Tesis Doctoral, se han podido 
desarrollar metodologías analíticas basadas en diferentes modelos de 
calibración para su posterior aplicación en la resolución de problemas 
específicos de relevancia: 
A.- De un lado, las basadas en la calibración empleando la regresión 
por mínimos cuadrados (univariante o de orden cero) en aquellas 
situaciones en las que ha sido posible conseguir una especificidad 
adecuada de la señal a través de simples extracciones con un disolvente 
apropiado, como en el caso del análisis de los ingredientes activos en 
formulaciones de productos farmacéuticos (diazepam) o fitosanitarios 
(clorsulfuron, diuron, iprodiona, metamitrona, oxadiazon, pirimicarb, 
procimidona y triciclazol). 
Objeto reseñable en este aspecto es el empleo de dicha 
calibración para las medidas realizadas en la región cercana del espectro 
infrarrojo, NIR, a la que frecuentemente ha ido ligada la calibración 
multivariante. 
B.- Por otro lado, se han desarrollado metodologías basadas en la 
calibración multivariante, o de primer orden, para la extracción de la 
información relevante en aquellas situaciones en las que la condición de 
especificidad ha resultado costosa, en términos de tiempo y de recursos 
humanos y materiales, o imposible de conseguir. En este sentido, se han 
empleado distintas técnicas de análisis multivariante en función de los 
objetivos perseguidos: 
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• El análisis de componentes principales (PCA) se ha utilizado 
para reducir la dimensión del conjunto de datos sin perder 
información analítica. 
• El análisis de conglomerados se ha empleado como método 
no supervisado para el reconocimiento de pautas, en concreto, 
con la finalidad de detectar y establecer agrupaciones de las 
muestras analizadas a partir de su correspondiente espectro 
infrarrojo, como procedimiento previo para efectuar un diseño 
razonable del conjunto de calibración cuando no ha sido 
posible disponer de estándares comerciales del analito de 
interés y se ha requerido el empleo de parte de las propias 
muestras para confeccionar dicho conjunto de calibración, 
como en el caso de la determinación de los principales 
parámetros nutricionales (valor energético, carbohidratos, 
grasas, proteínas, calcio o contenido de cacao) en muestras 
de zumos, yogures y chocolates. 
• Se han establecido modelos de calibración basados en la 
regresión parcial por mínimos cuadrados (PLS), que han 
permitido el análisis de muestras complejas sin necesidad de 
disponer de conocimiento alguno sobre otros componentes, 
distintos al analito/s de interés, que se hallaban presentes en 
las muestras. 
• Además, también se ha estudiado la aplicación de otros 
recursos, como el modelado mediante el uso de redes 
neuronales artificiales (RNA), para la determinación 
cuantitativa de los distintos parámetros nutricionales en 
muestras de chocolate. 
C.- Finalmente, se ha desarrollado un procedimiento de análisis 
basado en la calibración de segundo orden para la determinación de la 
acidez del vinagre mediante medidas de reflectancia total atenuada en la 
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región media del espectro infrarrojo empleando la multicommutación para 
la manipulación y la medida de las muestras. 
 
3.  La validación o confirmación mediante la aportación de evidencias 
objetivas para demostrar el cumplimiento de los principales requisitos, como 
precisión, exactitud y sensibilidad, que posibilitan el uso específico previsto de 
los procedimientos analíticos desarrollados, se ha realizado a través de la 
evaluación de determinados criterios y características de calidad establecidas 
por diversos organismos internacionales de reconocido prestigio como la ISO 
(International Standards Organization), la IUPAC (The International Union of 
Pure and Applied Chemistry) o la AOAC (Association of Official Analytical 
Chemists), entre otros. 
A.- Para el caso en el que se han empleado modelos de calibración 
univariante se han incluido, por ejemplo, parámetros tales como la 
linealidad, la exactitud, la precisión o incertidumbre, los límites de 
detección (LD) y cuantificación (LC) del procedimiento, la recuperación 
aparente y la selectividad del procedimiento. 
La adecuada exactitud de los diferentes procedimientos desarrollados 
se ha demostrado a través de la comparación de los resultados obtenidos 
mediante el correspondiente método vibracional y un método de referencia 
apropiado (generalmente cromatográfico), tratados como datos 
independientes. 
La precisión proporcionada por los procedimientos vibracionales 
desarrollados se encontró, en todos los casos, dentro de los límites 
establecidos por la curva de Horwitz. 
A pesar de que los límites de detección y cuantificación, calculados 
según el criterio de la IUPAC de 1975 (Long and Winefordner), resultaron 
ser de orden superior a los obtenidos mediante los métodos de referencia 
(métodos cromatográficos), dado que la espectroscopia vibracional no 
resulta una técnica demasiado sensible, la sensibilidad resultó ser 
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adecuada para el empleo de dichas aplicaciones en la determinación 
cuantitativa sobre los tipos de muestras consideradas evitando en muchos 
casos las diluciones requeridas cuando se emplea la cromatografía. 
La selectividad de los procedimientos desarrollados se garantizó 
demostrando la ausencia de efecto matriz (interferencias debidas a otros 
componentes de la muestra distintos al analito de interés) mediante el 
método de las adiciones. 
B.- Para el caso de los procesos analíticos basados en el empleo de 
la calibración multivariante se incluyeron parámetros tales como el 
RMSEP, sensibilidad, selectividad y límite de detección (estos tres 
basados en la señal neta del analito, NAS, Net Analyte Signal), el 
coeficiente de calidad (entendido como un parámetro indicador del % de 
error que cabe esperar para la estimación de la correspondiente propiedad 
en una nueva muestra) y el error estándar de predicción (sreg), 
comprobándose que los métodos desarrollados resultaban comparables 
con los empleados como referencia o en su defecto cumplían con las 
especificaciones establecidas por el pertinente organismo oficial. 
 
4.  Las metodologías vibracionales desarrolladas pueden también 
considerarse como procedimientos de análisis medioambientalmente 
sostenibles. El hecho de poder llevar a cabo determinaciones cuantitativas con 
un mínimo o ningún tratamiento químico previo de las muestras, se traduce en 
una considerable disminución en el consumo de disolventes que se emplean, 
así como en una reducción de la cantidad de residuos generados, en 
comparación con otras técnicas que comúnmente se suelen emplear como 
métodos de análisis para el control de calidad de productos. A este aspecto 
también ha contribuido el empleo de microceldas de flujo, así como de viales 
de vidrio como celdas de medida para el NIR. 
El empleo, en algunos casos, de disolventes alternativos a los de tipo 
clorado para la etapa de extracción y posterior determinación cuantitativa 
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mediante medidas de transmisión ha supuesto una mejora en la seguridad y la 
calidad del trabajo en el laboratorio, así como en el posible impacto 
medioambiental. 
 
5.  El empleo de viales de vidrio como celdas de medida permite la 
manipulación de una menor cantidad de muestra, así como el almacenamiento 
de las mismas para un posterior análisis o reutilización, dado que las técnicas 
empleadas son no destructivas. 
 
6. Las metodologías establecidas son simples, de fácil aplicabilidad y 
rápidas, desde el punto de vista operacional, proporcionando un considerable 
aumento de la productividad, en especial si se comparan con los métodos 
cromatográficos que comúnmente comportan procedimientos químicos previos 
para la adecuación de las muestras. 
7. Además, también se ha podido poner de manifiesto que la especificidad 
de la señal analítica, uno de los paradigmas del análisis químico, se convierte 
en un aspecto menos relevante mediante la Quimiometría; No siendo de 
obligado cumplimiento, en muchos de los casos, la eliminación las 
interferencias para poder obtener un resultado correcto. Con ello, es posible 
soslayar las etapas tediosas de tratamiento químico previo de las muestras 
para aislar los analitos puesto que resulta posible conseguir la selectividad 
mediante métodos quimiométricos, no físico-químicos. 
 
8. Con el desarrollo de la presente Memoria de Tesis también se ha 
corroborado la afirmación de que la Quimiometría permite hacer realidad 
diversas tendencias buscadas hoy día por la Química Analítica, como son la 
rapidez o velocidad de respuesta, el abaratamiento de costes, una 
reproducibilidad y repetibilidad altas, la miniaturización o la portabilidad de 
instrumentos. 
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9. Los Capítulos desarrollados en la presente Memoria de Tesis ponen de 
manifiesto la utilidad de la combinación de la espectrometría infrarroja con 
adecuados tratamientos quimiométricos como técnica predictiva de 
parámetros nutricionales en productos alimenticios, dado que su espectro 
proporciona una huella característica que viene determinada por todos los 
grupos funcionales que absorben radiación infrarroja, tras la interacción de 
ésta con la muestra, los cuáles, a su vez, están relacionados con las 
características físico-químicas del producto. 
 
Así pues, por todo lo expuesto anteriormente, es posible concluir que las 
distintas aplicaciones desarrolladas en la presente Tesis Doctoral para la 
determinación cuantitativa, mediante el empleo de la espectroscopia vibracional, 
de distintos analitos considerados a diferentes niveles de concentración y 
contenidos en matrices sólidas, semisólidas (emulsiones) o líquidas, pueden 
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