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Submitted by Norman Levinsota 
Let X(t) = (Xl(t),..., X9(t)) be a P-dimensional supercritical age-dependent 
branching process. For an appropriate OL > 0, necessary and sticient condi- 
tions are found for X(t) e-at to converge to a nondegenerate random vector W. 
Several properties of W are also determined. 
1. INTRODUCTION 
In a recent paper, Athreya [l] has completely solved the problem dealing 
with the l-dimensional supercritical agedependent branching process. In this 
paper, we will generalize his results to the multidimensional case. The model 
-qt> = (-w),..., &3(t)), (P z 2) 
can be described as follows. Assume that a particle of type & (1 < i < p), 
lives a random length of time Ti having distribution function Gi . When a 
particle of type i dies, it produces a random number of offspring of types 
1,2,..., p and the number produced is governed by the probability generating 
function (p.g.f.) fi(sl , s2 ,..., s9). All particles are assumed to behave inde- 
pendently of all other particles. Xi(t) is the number of particles of type i 
alive at time t. 
It is convenient at this point to introduce some notation. We call 3 the 
set of all p-tuples i = (ir , i, ,..., i,) whose elements are nonnegative integers. 
The zero element is 0 and ej , 1 < j < p, is the vector with ij = 1 and all 
other components 0. The p-dimensional unit cube of points s = (s, ,..., sp); 
1 si 1 < 1, 1 < i < p, is denoted by C. It has zero element 0 and unit element 
1 = (1, l,..., 1). For any two elements s, t E C, we put s 6 t if si < ti , 
1 < i <p, (s, t) = CL, tisi , and 1 s / = xF=, 1 si 1 . Finally, we put 
D 
si = n 45, s E c, iE%. 
j=l 
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In the above notation we can write for each 1 <j < p 
where {pj(i)>iEa is a probability measure on 9”. We put 
f(s) = M~)Y~~f&N~ 
and we now make the following assumptions. 
ASSUMPTION 1. 
(i) f(s) is nonsingular, [4, Chapter 31. 
(ii) ?tZtj = J$ (1) < 00, 1 < i, j <p. 
3 
(iii) Let M be the matrix whose ijth element is mij . Then M is positi- 
vely regular, i.e., there exists an integer n, such that Mno, has all positive 
entries. 
(iv) G = (Gi ,..., G,) is nonlattice (see [2]) and Gi(O+) = 0, 
1 <i<p. 
Unless otherwise stated Assumption 1 will hold throughout the paper. It is 
well known [6] that when M is positively regular, it has a positive eigenvalue, 
p, of maximum modulus. In this paper we assume p > 1. This is what is 
meant by the X process being supercritical. 
Define, 
F,(s, t) = E(e-<s~x(t))  X(0) = e,), l<i<p, SEC, t>o 
and 
F(s, t) = (F&, t),...,F&, t)). 
It is not hard to show [8] that F(s, t) satisfies the following system of integral 
equations: 
F$(s, t) = (1 - Gi(t)) e-“’ + 1‘” fi(F(s, t - u)) Gi(du), 1 <i <p. (1.1) 
0 
Define, 
M,,(t) = E{Xj(t) 1 X(0) = es}, 1 <i, j <p. 
Differentiating (1 .l) with respect to the various coordinates, we obtain the 
following system of integral equations for the Msj(t) 
(Sit is the delta function). 
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Before we can describe the asymptotic behavior of the M,(t), we need to 
define the Malthusian parameter, 01. 
Let Gi*(/?) = Jr e-stG,(dt), p > 0 and define the matrix 
M(P) = (mijG<*(B)L<i,j<p - 
It follows from (iii) of Assumption 1 that M(p) is positively regular and hence, 
has a positive eigenvalue p(p) of maximum modulus. Let ar be that value such 
that p(a) = I, providing it exists. If p > 1, it is not difficult to see that it 
does. 01 is called the “Malthusian parameter.” 
It is known from the Frobenious Theorem [6], that corresponding to p(a) 
are strictly positive right and left eigenvectors p and v satisfying (,u, 1) = 1 
and (CL, v> = 1. 
We are now in a position to describe the asymptotic behavior of the M,(t). 
The next result was proven by Crump [3]. 
THEOREM 1 .O. Let Assumption 1 hold and assume p > 1. Then there exists 
a cotlstant d > 0 such that 
1 < i, j < p. (1.3) 
We now state the main result of this paper. 
THEOREM 1.1. Let Assumption 1 hold and assume that p > 1. (Here +P 
and +d mean convergence in probability and distribution, respectively.) Assume 
X(0) = e, , 1 ,< i < p. Then, 
zffor some (j, k), 1 <j, K < p, 
2 PA4 1.t 1% 1.t = *- 
Z&-(0) 
XPW (ii) ($$$ ,..., - 
W,(t) ) 
2 wpp1 ifforalll <j, k <p, 
c PA0 lk 1% he -=c a, 
ze--(O} 
where W is a nonnegative scalar random variable such that 
(a) E(W I X(O) = 4 = pi , 
(b) P(W = 0 1 X(0) = ei} = qi = P{limt,, X(t) = 0 1 X(0) =ei}, 
(c) Ejc &(u) = E{e-uw j X(0) = e,}, 1 < i <p and 4 = ($1 ,..., #J, 
then, 
4&d = low hM~-9> G&W, I <k<p. (1.4) 
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(d) The conditional distribution of W given X(0) = ei is absolutely 
continuous on the positive real axis with a continuous density junction, 
providing at least one Gi is not concentrated on one point OY at least one of the 
fi(s) is not of the formfi(s) = sj for some j E )f. 
To our knowledge, Theorem 1 is the sharpest result on the subject. 
Mode [8] has established mean square convergence and a.e. convergence 
under stronger assumptions on f and G. Theorem 1 represents a complete 
analogue of the result of Kesten and Stigum [7] for the discrete case. 
The techniques used here are very similar to those of Athreya’s with modi- 
fications made for the extra dimension. Here is an outline for the remainder 
of the paper. In Section 2 we deal with the functional Eq. (1.4). In particular, 
we show that a solution exists if and only if the x log x condition of Theorem I 
holds. In Section 3 we prove the convergence statements of the theorem and 
in Section 4 we discuss the limit random variable W. 
2. THE FUNCTIONAL EQUATION 
In this section, we study the functional Eq. (1.4) which for ease of reference 
we recall here. It is 
We will prove necessary and sufficient conditions for (2.1) to have a nontrivial 
solution. Toward this purpose we define as Athreya did, 
and 
c& = 
I 
cp = (#I1 )...) $4: $8 maps LO, co) onto (0, 11, 
d,(O) = 1 and lim 1 -t*(‘) ; 0, 1 < i < $1 
U&O 
%To = +:(bE%?andlii 1 -w 
u 
=6Ji,1 <i<p , 
I 
for 0 > 0. Our first result establishes uniqueness. 
THEOREM 2.1. Let 0 > 0. If@ and 4” are both in V8 and satisfy (2.1), then 
4” s $2. 
Proof. Define, 
94(u) = I A%4 - bi2@4ih l<i<p, u>O. 
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From (1.1) and the Mean Value Theorem, 
where #zij = mijGi*(a) and X1 = (X11,..., X,l) is a randomvector such that 
P(X,1< t} = ej(t) = lt e-a~Gj(dy)/Gj*(a). 
Furthermore, we can assume without loss of generality that X11,..., X,l are 
mutually independent. Iterating (2.2) we obtain putting i. = i, 
(2.4) 
with X1, X2,..., Xk independent identically distributed random vectors. 
Since q5l and q4” belong to W0 , lim,,, &(u) = 0, 1 < i <p, and away from u, 
#*i(u) is bounded by 224-l. Furthermore, for any choice of i. , il ,..., ikpl 
k 
Sk@, ,..., ik-l) b c l$&x? 
j=l 
and E{min,(,~s X,r) > 0. Hence, by the law of large numbers 
~ik(Ue-~~k(io.....ik-l~) + 0 a.ea 
From bounded convergence, we can find for any E > 0, an integer K(C) such 
that k > K(E) implies 
for any choice of i. , iI ,..., ik , It follows from (2.3) that for any k > K(C), 
1Cli(4 < E 2 -*. c k,il *** 4,-,i, 
$1 ik 
= c(e,M(a)k, 1). 
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By our choice of OL, p(a) = 1 and so by the Frobenius Theory 
Since E is arbitrary, 
lim sup(e&P(a), 1) < 00. 
k+m 
llli(4 = 0, 1 <i<p, U>O. 
Also @(O) =+2(O) = 1 and hence C’(U) = 4”(u). Q.E.D. 
Our next result provides a necessary condition for the existence of a solu- 
tion of (2.1). 
THEOREM 2.2. There exists a 4 E 97 satisfying (2.1) only if 
c p,(l) lk log lk < 00, 1 <j, k dp. 
16X-(0) 
(2.5) 
Proof. Suppose (2.5) does not hold and there exists a 4 E @? satisfying 
(2.1). Then 
0 G g,(u) = 1 - Mu) = u-1 lrn [I - fi(~(ue+‘>>l G@Y). 
U 
(24 
0 
It is proven in [5] that there exists an increasing family of matrices 
such that, 
1 - f( 1 - t) = [M - B(1)] t, t E c. 
Furthermore, 
0 < B(t) < M, t < s =s- B(t) < B(s) 
and 
B(t) -+ 0 as t-t0 in C. 
(For two matrices A, B, A < B s aij < bij , I < i, j < p.) Let 
t = 1 - $(uemav). 
From (2.6) and (2.7) we conclude 
(2.7) 
g&i) = u-l m 9 sz o j=l (mij - b,,(~ - +(wmY))) (1 - MUe-aYN G#Y) 
(2.8 
= E i (6’~ - &,,(I - $(ue-“x~))) gj(ue-nxd’ 
I i=l 
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where 
iii(t) = b,(t) G,*(a). 
Since limUl,g,(u) > 0, 1 < i < p there exist constants c > 0, 0 < /?, u. < 1 
such that 
0 < u < uo =+ 0 < p d g&) d c, 1 <i<p. (2.9 
Thus if u ,< U, , 
,9 <g,(u) < E ’ f (6’~ - &(~~e-“~‘ll)) g,(~e-‘~‘1) 
1 
(2.10) 
j=l 
On iterating (2.10) and using (2.9), we get for IL < u. 
where Sz(io ,.,., iz-J is defined in (2.4) (i, = i). 
Let A(k) denote the expression inside the expectation. We claim that 
lim,+, A(K) = 0 a.e. if (2.5) does not hold. To prove this we argue as follows. 
Clearly 
S,(i, ,..., i,-,) < i jJ Xii. 
j=li=l 
So by the law of large numbers, there exists a constant D depending on the 
sample path such that 
S,(i, ,..., iz-,) < ZD, 12 1, 
for every i, ,..., iz-l . Thus, 
44 < C --* C fi (&z-li, - ~i~~liz(~~e-aDzl)) 
il ik Z=l 
z.z (ei ,i! [M(e) - &k-~Dzl)l, 1) 
Lemma 1 of [5] implies that the last expression is zero if 
f B(/3z4e-aDzl) = 00. 
Z=l 
There exists a constant 4 > 0 such that for any t E C, 
II(t) > u&t). 
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Finally, Lemma 4 of [5] implies that 
f B(/3ue-~D11) = co, 
I=1 
if (2.5) does not hold. This establishes our claim. From (2.11) and the bounded 
convergence theorem we now obtain for 0 < u y< u0 , 
0 < /? <g,(u) = 0, 
which is a contradiction. Q.E.D. 
We now show that (2.5) is a sufficient condition for the existence of a 
solution to (2.1) in %7U . 
THEOREM 2.3. Let 
and 
GY4 = exP{--CL84 l<i<=_p 
c+:“(u) = (Tq?), (u) for h = 0, 1, 2,... 
where for any +* E %? 
tT+*h (4 = I‘bgf&$*(ue-9) G(4). (2.12) 
If (2.5) holds then 4(u) = lim,,, C&.(U) exists for each u 2 0, 4 E V,, and 
satisfies (2. I). 
Proof. Define 
Igyu) = 1 f&“(u) - p(u)I u-l, k>l, u>o, l<i<p. 
Then as was done in Theorems 2.1 and 2.2 we obtain 
#f”(u) < E f &p,b,“(uemaxi’)/ . 
1 
(2.13) 
j=l 
On iterating (2.13) 
where S,(i, ,..., ikml) is defined in (2.4). 
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Define, 
&i(u) = u-l [jomff(exp(-p,ue-“u),..., exp(--CLDue-a*)) G(@) - exp(-w)] , 
1 <i<p. 
By definition #(u) = &(u) and it can easily be checked that for each 1 < i < p, 
lii#i’(u) =E/[($Ip,Nj)e-EY]z/ -pi2 (UseL’Hopital’s rule), 
where N = (NI ,..., NJ and Y are two independent random variables and N 
has p.g.f. f& ,..., sp) and Y has distribution function Gi . Because of our 
choice of 01, 
Therefore, 
lii #i’(u) = Variance of 2 pjNjeeaY, 
j=l 
(2.15) 
which is positive. 
Thus there exists a u,, > 0 such that #l(~) > 0 and increasing in U, 
o<u<ullo, 1 <i,<p. 
We now show that 
and 
@(u) =f p(u) < 03, u>o (2.16) 
k=l 
lii @p(u) = 0. (2.17) 
Let Y > 0 to be determined later. Then 
< ekr fi E{exp(--Xi,-,)) 
Z-1 
= ekr zQ Gz-,(a +l)/G,?E-,(4. 
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Thus, 
Since p(a) = 1, p(a + 1) < 1 and by the Frobenious Theory, 
M’(a + 1) -~(a + 1)“. Choose r > 0 so that erp(ol + 1) < 1. 
Fix u > 0. Then 
ly&=& h(Y)1 = +*w 
is finite. Let q,(u) be an integer such that WQ,(U) 3 a-1 log u/u0 . Then 
1, is clearly finite and 1, is finite because of our choice of r. It remains to 
show that 1, is finite. It follows from Corollary 2 [l] that I, is finite iff 
E{Zlog 2-3 < 00, (2.18) 
where 2 = & pjNj and (N1 ,..., NJ has p.g.f. fi(sl ,..., s,). Since 
ZlOgZ< f /LjiVjlOglVj * 
I=1 
Hence, 
E{Z log 2) < f &{Nj log NJ < co, 
j-1 
if (2.5) holds. Thus (2.16) is true under (2.5). 
To check (2.17) we can proceed exactly as in [I]. The details are omitted. 
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It is clear in view of (2.16) that lim,,, +“(u) = 4(u) exists and that 4 E VU . 
It is also obvious from bounded convergence and the relation 
that $ satisfies (2.1). 
#:+“(4 = m% (u), 
Q.E.D. 
COROLLARY 2.1. For any B > 0, let &“(u) = q$(u&‘Bi) where + is defined 
in Theorem 3. Then 4” satisJies the functional equation Tq5e = q9’ and is the 
unique solution in V0 . 
Proof. Obvious. 
3. THE CONVERGENCE PROPERTIES 
In this section we prove the convergence statements of Theorem 1. 
Arguing exactly as in [I], it can be proven that 
THEOREM 3.1. Suppose (2.5) does not hold. Then 
The details of the proof are omitted. We now prove that (2.5) is a sufficient 
condition for the convergence of Xj(t)/Mjj(t) to a nondegenerate random 
variable. The argument follows Athreya [I]. The first step is 
THEOREM 3.2. If (2.5) holds, then for any vector u > 0 
yip;; I w, % t)ll = 0, 1 <i,Cp 
where 
Hj(r, u, t) = i ujMij(t) e-ut - (1 - Fil(r, u, t)) y-l 
j=Zl 
and 
Fil(r, u, t) = E{exp(-r(u, X(t)) e+*) 1 X(0) = ei}, 1 <i<p. 
Proof. Since Hi(r, u, t) = r-lE8{rX - 1 + ex’} where 
(3.2) 
X = f ujXj(t) e-nt, 
j=l 
WY, u, t) > 0 
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and is nondecreasing in Y. Thus / Hi(r, u, t)j = Hi(r, u, t), 1 < i < p. 
Using (1.1) and (1.2) we obtain 
= y-1 r fJ uj f  ??l&Z~j(t - U)e-ut- 
j=l k=l 
1 +fi(F1(ye-aY,y, t -Y))] G@Y) 
+ r-t[l - Gi(t)] {uirecmt - 1 + exp(-ru,ecat)} = Ii1 + It. 
A simple computation shows, 
Ii” < ruJ2. (3.3) 
From (2.7) and the fact that there exists a constant D > 0 such that 
1 - F1(re-ay, u, t - y) < Dre-cLul < Dr 1, (3.4) 
Ii’ < hikHk(re-~~, u, t - y) G&y) + D(lB(Drl), 1 j. P-5) 
(Recall G,(t) = jie-a”Gi(dy)/Gi*(ol), 1 < i < p.) For fixed Y define for 
T>O 
It follows from (3.3) and (3.5) that 
HiT(r, u) < joT k$l &cf&T(~e- my, u) e@y) + D(lB(Drl), 1) + $ , 
1 <i<p. (3.6) 
As a function of y, HkT(ye-nu, u) is a decreasing function. Using this fact, it 
is not hard to show that there exists a nondegenerate distribution function G 
such that 
I oT HkT(Ye- ‘=‘, U) f$dY) < s’ HkT(te-“v, U) G(&), 1 < i, k < p, T > 0. 0 
Indeed, if Xrl,..., X,l are independent random variables with distribution 
functions G, ,..., &, , respectively, then c(t) = P(min,gi~, Xi1 < t} works. 
(3.6) can therefore be written as 
HiT(r, u) < f hik joT HkT(Ye--, u) e(dy) + D(lB(Drl), 1) + ‘$. (3.7) 
k-l 
409/50/I-12 
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Recall that v is the left eigenvector of M(a) and define 
LT(r, u) = 2 lgjqr, u). 
i=l 
It follows from (3.7) that there exist constants D, and D, such that 
LT(r, u) < joTLr(re-.5 u) c(dy) + D,(lB(Drl), 1) + D,r. 
Since e is nondegenerate there exists a 7 > 0 and a 0 < 6 < 1 such that 
&2(q) = 6. Since LT(re- a~, u) is nondecreasing in r we obtain, 
LT(re-ay, 24) < LT(r, u), O<Y<rl, 
LT(re+Y, y) < L=(re-+, u), q<y<Z 
Hence, 
LT(Y, u) < SLT(r, u) + (1 - S)LT(@~, u) + D,(lB(Drl), 1) + D,Y 
or 
LT(r, u) <LT(re-an, u) + (1 - 8)-l D,(lB(Drl), 1) + (1 - 8-l) D,r. (3.8) 
Iterating (3.8) yields 
LT(r, u) < D,r + D4 i (lB(DreP”l), 1) = A(r, u), 
ksl 
for appropriate constants D, and D, . Letting T -+ co we obtain 
‘f vi[sup Hi@-, 21, t)] < &, 4. 
i=l 00 
It remains to show that lim,, A(r, U) = 0. But this is immediate from (2.5) 
and Lemma 4 of [Sl. Q.E.D. 
We now prove the converse. 
THEOREM 3.3. If (2.5) holds then for each u > 0, r > 0 
pI% ; [Fil(r, u, t) - #i(V)] = 0, l<i<l, 
where 4 = (& ,..., 4,) is defined in Theorem 2.3, F1 in Theorem 3.1 and 
y = d 2 u&l - G<*(a)) 
14 
(p is the right eigenvector of M(a)). 
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Proof. Define 
We first observe that 
lim,;up[li~~$lp I K&, t)\] = 0, 1 <i<p. (3.9) 
This follows by majorizing &(T, t) by 
+ j l-w - 1 -MY) y 1 
and then using Theorem 3.1, (1.3) and Theorem 3.3. 
We want to show lim sup+, 1 &(r, t)l = &(r) = 0. Proceeding exactly as 
in [1], it is not hard to show that 
K,(Y) ,< i &qKj(re-“x’l)), (3.10) 
i-1 
where X1 = (Xi1 ,..., X,l) is defined in Section 2. Iterating (3.10) and using 
the law of large numbers in conjunction with (3.9) shows that 
This completes the proof. 
As an immediate consequence of Theorem 3.2 we have: 
Q.E.D. 
COROLLARY 3.1. Let the assumptions of Theorem 3.2 hold. Then: 
where W is a nonnegative scalar random variable such that 
and if 
E(W ) X(0) = ei) = pi , 1 <i<p 
&(u) = Ejeduw ] X(0) = e,}, 1 <iBp, u>O, 
178 
then: 
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4. THE LIMIT RANDOM VARIABLE W 
Let H,(t) = P{W < t 1 X(0) = eJ, 1 < i < p. In this section, we will 
study the properties of H = (HI ,..., H,). Our first result shows that H 
has a jump at the origin of size q. 
THEOREM 4.1. H,(O+) - Hi(O) = qi where 
qi = P{~$-J X(t) = 0 1 X(0) = eJ, 1 <i<p. 
Proof. Let gi = H,(O+) - Hi(O), 1 < i < p. Since 
E(WIX(O) =ei} ==pi, &<I, 1 ,<i<p. 
Also if u -+ 0 in (1.4) we find that 4 satisfies the relation 
d =f(O (4-l) 
However, it is well known [4], that the only solution of (4.1) less than 1 is q. 
Q.E.D. 
We next prove that each of the Hi is absolutely continuous with a con- 
tinuous density. To do this all we need do is verify the conditions of Lemma 3 
in [l]. Let t/q(t) = Jz ei@H,(dy). Then according to Lemma 3, [I] we must 
prove for each 1 < i < p 
6) J-1 I t I HiW < 03. 
(ii) hym I #i(t) - 4i I = 0. 
(iii) J-1 j $$I fit < 00. 
(i) is immediate from previous statements. The next set of lemmas will 
establish (ii) and (iii) providing the following assumption is made. 
ASSUMPTION. Either at least one Gi is not concentrated at one point or at 
least one of,the fi is not of the form fi(s) = s3 for some j E X. 
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LEMMA 4.1. All the Hi are nondegenerate. 
Proof. We first show that if one of the Hi is nondegenerate, then all of 
them are. So suppose without loss of generality that HI is nondegenerate. By 
assumption M is positive regular so at least one of the p.g.f.‘s {fi(s))i=2,3,...,, 
has a power of si . Let it be fi(s). G,(O+) < 1 implies that there exists an 
interval (a, b) such that G,(b) - G,(a) = 7 > 0. Since HI is nondegenerate 
we can find constants 0 < 6, < 8, and E > 0 such that 
I vwl < 1 - 6, 6, < t < 6, . 
Without loss of generality we can choose 6, and 6, so that 6,eab < aZenu. It
follows now from (2.1) that if S1eab < to < Saeaa that 
I h!(to>l <h!(l - E, l,..., 1) rl + 1 - rl < 1. 
Hence, H, is nondegenerate. Repeating the above argument shows all the 
H, to be nondegenerate. 
We therefore conclude that all the Hi are either degenerate or nondege- 
nerate. To rule out the first case we use Jensen’s inequality. So suppose all 
the Hi are degenerate. It follows from Corollary 3.1 that 
&(t) = eMutt, 1 <i<p. 
Substituting in (2.1) and using Jensen’s Inequality we obtain 
Because of our assumption, strict inequality must hold for some i yielding 
a contradiction. Q.E.D. 
LEMMA~.~. I#i(t)l<l, ItIfO, l<j<p. 
Proof. The proof is identical to that of Lemma 5 in [l] and is omitted. 
LEMMA 4.3. lim sup+m [ &(t)l < 1, 1 < i < p. 
Proof. Suppose the result is false. Then there exists some i, say i = I, 
such that lim suptern / lCll(t)l = 1. Let to > 0. Then by Lemma 4.2 
I Qwo)l -c 1 - E for some E > 0. 
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By continuity there exists a t, < t,, < t2 such that 
I 91P)l < 1 - EJ t1 < t < t2 
and 
I Wl>l = I W2>l = 1 - c9 
Since p > 1, the elements of the matrix Mn converge to co as n + co. Choose 
an integer n, so that each element of M% is greater than 1. Without loss of 
generality let rzO = 2 and put ft2)(s) =f(f(s)). It follows from (2.1) that 
VW) = wh($(tyil))>> (4.2) 
where 
y; = e-UT8 and P{T, < t} = G,(t), 1 <i<p. 
Iterating (4.2), taking absolute values and using Jensen’s inequality, we obtain 
I WI G -wl(fl(l ~(ty11Y12)1),...,f~(l +w11y~2)1>)> (4.3) 
where 
Yl = (Yll,..., YD’) and Y2 = (Y,“,..., Y*2), 
are i.i.d. random vectors. 
Put 
and 
!w =h(wy11y,3, L., I>, 1 GiBp 
B(t) = (iw>~-*~ B&N* 
From (4.3) we can easily obtain 
1 - E = I $&,>I G wl(P(t)), Yl%” 3 &, 1 < 2. <PI 
+ P{ Y;Y,” < tg, 1 < i < p} 
<f,‘“‘(l - E, l,..., 1) P(Y,lYp2 > t,t;l, 1 < i <p} 
+ P{Y11Yp2 < t,t;‘, 1 < i < p}. 
Rearranging yields 
P{Y,‘Y,z > tlt;l, 1 < i < p) [ l - fl’“‘(l ; E3 Lp l) ] < 1. (4.4) 
Let e 4 0. Then tl J 0 and since t2 > to 
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Also 
1 -p(l - e, l,..., 1)) t &) . 
E 
Thus (4.4) implies that m,, (‘) < 1 which contradicts our assumption that 
WC?:“: > 1. Q.E.D. 
LEMMA 4.4. lim s~pl~l+~ ( &(t)l < qi , 1 < i G$. 
Proof. The proof is identical to that of Lemma 7 in [l] and is omitted. 
LEMMA 4.5. lim ~upl~l+~ 1 #i(t) - qi j = 0, I < i Gp. 
Proof. Let s, t E C. Then a version of Taylor’s Theorem gives 
(4.5) 
where 
Then 
I W> - qi I < E (I r(r>l) do] (I WYil) - G 111 3 (4.4) 
where y(y) = #(tYil) y + (1 - y) q. Define 
PdT) = T& I #dt) - 4i I 
Let E > 0. From Lemma 4.3 we know that 
I r(v)1 < 4 + El 
providing t is sufficiently large. So for T sufficiently large, we obtain from 
(4.6) that 
B af% Pi(T) G gl & (4 + ~1) /W’s) + cW,1 < 61, 
where c is some constant. 
Letting T--f co, 6 J- 0 and E J 0 in that order we finally get 
(4.7) 
182 NORMAN KAPLAN 
It is not hard to show that the matrix ((a&/&) (q))lGi,j+ has a positive 
eigenvalue 5 < 1, and positive right and left eigenvectors. It now follows 
from (4.7) that /3 = 0. Q.E.D. 
LEMMA 4.6. J?* ](d/dt) #i(t)i < co. 
Proof. The proof of this lemma is the same as Lemma 9 in [I] and the 
details are omitted. 
(ii) and (iii) follow directly from Lemmas 4.5 and 4.6. 
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