The phosphorylation-dephosphorylation cycle is a common motif in cellular signaling networks. Previous work has revealed that, when driven by a noisy input signal, these cycles may exhibit bistable behavior. Here, a recently introduced theorem on network bistability is applied to prove that the existence of bistability is dependent on the stochastic nature of the system. Furthermore, the thermodynamics of simple cycles and cascades is investigated in the stochastic setting. Because these cycles are driven by the ATP hydrolysis potential, they may operate far from equilibrium. It is shown that sufficient high ATP hydrolysis potential is necessary for the existence of a bistable steady state. For the single-cycle system, the ensemble average behavior follows the ultrasensitive response expected from analysis of the corresponding deterministic system, but with significant fluctuations. For the two-cycle cascade, the average behavior begins to deviate from the expected response of the deterministic system. Examination of a two-cycle cascade reveals that the bistable steady state may be either propagated or abolished along a cascade, depending on the parameters chosen. Likewise, the variance in the response can be maximized or minimized by tuning the number of enzymes in the second cycle.
INTRODUCTION
The stochastic operation of biochemical systems, particularly important when the numbers of molecules involved are relatively low, has received increasing attention in recent years. For example, a number of studies have revealed the stochastic nature and importance of fluctuations in gene expression (1) (2) (3) (4) . Swain et al. (1) proposed a theoretical description of the extrinsic and intrinsic noise in gene expression, examined the contributions using stochastic kinetics, and proposed a method for characterizing the noise in experiments. Süel et al. (2) used experiments to show how a genetic circuit is dependent on noise. They developed a stochastic model of the circuit and proposed that the noise affects signal duration and allows excitability over a wide parameter range.
ATP-dependent phosphorylation events are ubiquitous in cellular signaling systems. Recent theoretical studies have focused on questions of how and why phosphorylationdephosphorylation cycles (PdPC) exhibit steady-state oscillations or bistability (5, 6) . In those studies, bistable or oscillatory behavior is explained based on feedback mechanisms or coupled reaction systems.
The role of noise and stochasticity has also been examined in enzymatic cycles and signal cascades (7) (8) (9) (10) (11) . Levine et al. (10) examined an enzymatic cycle using stochastic kinetics and looked at the effects of intrinsic fluctuations and extrinsic parameters on the ultrasensitive response. They found that in the ultrasensitive regime, the kinase/phosphatase ratio needs to be tuned to transmit a signal. They also found that large Michaelis-Menten constants lead to a fast switching time with a low number of molecules in response to changes in the signal. Thattai and van Oudenaarden (9) looked at a signal cascade using a Langevin technique and saw that after a few cascade steps, the signal noise can be attenuated. Shibata and Fujimoto (8) developed a relationship between signal gain and the noise in an enzymatic cycle and an ultrasensitive cascade. They also found that the extrinsic noise can be attenuated if the cascade works at saturation. Morishita et al. (7) looked at the transient dynamics of a signal cascade using stochastic kinetics. They determined the optimal number of molecules for maximal signal amplification for a given number of cascade steps. Specifically, they see that for 1-9 cascade steps, the optimal number of signaling molecules is between ;10 and 50.
These studies have shown how extrinsic and intrinsic noise is important in stochastically modeled enzymatic cycles and signal cascades. However, they did not observe oscillations or bimodal/bistable steady states. Yet in a series of studies by Samoilov et al. (12) and Samoilov and Arkin (13) , external noise was shown to affect bistability in the classic Goldbeter-Koshland model (14) of the phosphorylation-dephosphorylation switch. For these apparently simple systems, several questions remain regarding the bistable behavior. It remains to be understood how reversibility and energetic state may affect the noise-driven bistability. Given the relationship to the Goldbeter and Koshland model, it would be interesting to know whether stochasticity alters the expected ultrasensitive response of the enzymatic cycle. Tests for the possibility of bistability in any reaction network, which follow from a recently introduced theorem (15), can be applied to the reaction kinetics considered here to examine the origin of the bistability. There is also a question of how the noise-induced bistability is translated through an enzymatic cascade. This is particularly interesting since the mitogen-activated protein kinase cascade was shown to exhibit bistable behavior in a recent study (6) . Another recent study (16) of T-cell binding models exhibited bimodal responses under stochastic conditions. They found that the response depends on the number of particles.
The original model of Goldbeter and Koshland treated the following system of two chemical reactions (14):
Here E 1 and E 2 are enzymes catalyzing the transformation of W to W*. If E 1 and E 2 are kinase and phosphatase enzymes, respectively, and W and W* are unphosphorylated and phosphorylated substrates, then this system of reactions represents a phosphorylation-dephosphorylation cycle. Note that in the original work of Goldbeter and Koshland, these reactions were modeled as irreversible with k À2 and k À4 equal to zero. This assumption was made by Samoilov et al. (12) as well. Qian examined this reaction system for the more general reversible case (17) . He showed that the sensitivity of the phosphorylation-dephosphorylation cycle and the signal amplification in cascades of such cycles are dependent on the free energy of ATP hydrolysis driving the cycles. The system studied by Qian reduces to that of Goldbeter and Koshland (14) and Samoilov et al. (12) in the limit that the magnitude of the ATP hydrolysis potential becomes infinite. Here, we recast the stochastic simulations of Samoilov et al. using the thermodynamically feasible reaction system of Qian.
Samoilov et al. (12) examined the stochastic operation of the Eqs. 1 and 2 (with k À2 , k À4 ¼ 0) using both a Langevin equation and stochastic kinetic simulation and found evidence for noise-induced bistability in both approaches. Critical to their conclusions is the assumption that the activity of the enzyme, E 1 , varies stochastically. This external noise is not related to the fluctuations intrinsic to the cycle itself. Possible sources of fluctuations in E 1 include, but are not limited to, production or degradation of enzymes, pH, or temperature fluctuations or any other modification of the enzyme activity.
The Langevin equation used by Samoilov et al. (12) for the evolution of W* is
where W 0 ¼ W 1 W*, k 12/14 are the catalytic constants of the enzymes, K 1/2 are the Michaelis-Menten constants for the substrate reaction, and B t is a standard Brownian process. In this model the strength of the noise, s, is related to the (constant) basal kinase concentration E 1 by 
Conceivably, equivalent results would be obtained for any other simulation scheme as long as the resulting fluctuations follow the requirements of Eq. 4. This work seeks to understand noise-induced bistability by determining the role of thermodynamic reversibility and the effects on zero-order sensitivity for a noisy, fully reversible single enzymatic cycle. We further determine the parameters that lead to bistability in a noisy irreversible two-cycle cascade. Here we study PdPC systems using Gillespie's algorithm for stochastic kinetic simulation to determine the role of thermodynamics as a driving force in these systems. The following section describes the methods and theory behind our analysis. Next, the stochastic kinetic simulation for the PdPC and the two-cycle cascade is presented. Finally, the results of our analysis and stochastic simulations and the conclusions that are drawn are discussed.
THEORY AND METHODS

Possibility of network bistability
To eliminate the possibility of a bistable steady-state arising from the network itself we analyze the elementary reactions using two different techniques. First, a recent theorem by Craciun et al. (15) analyzes a reaction network by decomposing the elementary reactions and species into a system of nodes and edges in a graph. Using the species-reaction graph, one can classify the network properties and eliminate the possibility of multiplesteady states when deterministic kinetics is used to model the reaction network. Second, the Chemical Reaction Network Toolbox (18) is used, especially when Craciun's theorem cannot be applied. The Chemical Reaction Network Toolbox applies chemical reaction network theory (19) (20) (21) to examine a reaction network for the (possible) existence of multiple steady states when modeled deterministically. These tools allow us to understand whether the reaction networks considered allow multiple steady states because of the network structure of the stochastic description of the system.
Analysis of the PdPC
Our analysis of the PdPC cycle (Eqs. 1 and 2) is based on that of Qian (17) , which is an extension of the Goldbeter-Koshland analysis (14) with the added assumption of fully reversible steps. Both of these analyses assume that in the limits of steady-state and deterministic kinetics, the fluxes through these reactions can be described by the familiar Michaelis-Menten equation. In the extended model of Qian (the reversible case), the sensitivity of the response can be described by three parameters: the ATP hydrolysis potential (g); the basal level of phosphorylation in the absence of the kinase enzyme (m); and the relative activity of the kinase (E 1 ) versus the phosphatase (E 2 ) (u 1 ). The relationship between these parameters and the kinetic parameters are described below. A detailed discussion of the effects of g, m, and u can be found in Beard and Qian (22) .
The ATP hydrolysis potential, g, becomes important only in the extended model of Qian (17) , where the reactions are fully reversible. To understand this, we rewrite Eqs. 1 and 2 with the ATP hydrolysis explicitly expressed:
Here the first-order rate constants k9 11 , k9 À2 , and k9 À4 are related to the pseudo first-order rate constants in Eqs. 1 and 2 as follows:
These equations sum up to the overall reaction,
The parameter g is defined by
where [x] is the concentration of biochemical reactant x. Rewriting Eq. 9 as
where K eq ¼ k9 11 k 12 k 13 k 14 =k À1 k9 À2 k À3 k9 À4 is the equilibrium constant of the reaction, we have
Thus the free energy of ATP hydrolysis is expressed in terms of g as DG ATP ¼ ÀRT ln g. As g / N, the free energy becomes infinite and the cycle becomes irreversible. The basal level of phosphorylation in the absence of the kinase enzyme, m, is defined as
It represents the level of W* when there is no kinase (E 1 ) present and is usually very small. When the PdPC is modeled irreversibly (with k À4 ¼ 0), then m ¼ 0. The control parameter, u 1 is defined as 
where Stochastic rate constants used in simulation allow us to compute the probability of a given reaction occurring in a given volume in a given time interval. Therefore, the kinetic rate constants k 6i must be transformed to stochastic (microscopic) rate constants c 6i that account for the volume of the container that is simulated (23) . In terms of the stochastic rate constants, g is expressed g ¼ ðVc 11 Þðc 12 ÞðVc 13 Þðc 14 Þ ðc À1 ÞðVc À2 Þðc À3 ÞðVc À4 Þ ¼
where V is the reaction volume and c 6i are the forward and reverse stochastic rate constants of reaction i. The volumes cancel out and the equations become independent of volume. In this work, we examine the effects of the thermodynamic driving force by varying g from 10 0 to 10 11 by changing the value of c À2 in the simulations below. The basal level of phosphorylation is then expressed as
The control parameter becomes
When the external noise reactions are included, the total amount of phosphatase (E 2 ) is constant while the amount of kinase (E 1 ) varies. Therefore, we examined the relationship between phosphorylation state and the mean value of the control parameter AEu 1 ae. It is important to note that for g, m, and u 1 , the stochastic descriptions are independent of volume.
The manner in which the PdPC responds to changes in the above parameters is determined by stochastic kinetics simulation using Gillespie's algorithm (23) . The individual elementary steps of the Samoilov et al. model of the noisy PdPC (Eqs. 1, 2, 5, and 6) were simulated. To perform the stochastic simulations, we used the freely available STOCKS software (Ver. 1.02) (24) . The stochastic rate constants and initial conditions are given in Results for each of the systems studied. Throughout the simulations, the number of each molecule present was stored to a file every 0.01 time units. For all parameters studied here, the simulations quickly reached a bistable steady state (,0.1 time units) and were run for 20 time units. Probability distributions were determined from 100 independent simulations from the data collected after 0.1 time units.
Two-cycle cascade
To address the effects of the bistability on an enzymatic cascade, a two-cycle reaction scheme was built in which the molecule W* was involved in modifying another molecule, X. In this case the following reactions were added to the system of reactions of Eqs. 1, 2, 5, and 6:
For simplicity, the rate constants for this kinase reaction (Eq. 18) were assumed the same as the kinase of Eq. 1; rate constants for this phosphatase reaction (Eq. 19) were assumed the same as for Eq. 2. This two-cycle cascade was studied using stochastic kinetic simulation as described for the single cycle. The stochastic rate constants and initial conditions used to study the two-cycle cascade are described in Results.
RESULTS
Bistability does not arise from the network itself
The bistability analysis theorem of Craciun et al. (15) may be applied to the PdPC system described above both with and without the noise-supplying reactions of Eqs. 5 and 6 based on Fig. 1 . For the simplest system of Eqs. 1 and 2, analysis of species-reaction graph reveals bistability that may not arise from the mass-action (deterministic) differential equations, because each cycle is a one-cycle, fulfilling the first requirement of the theorem, and no complex-pair is split by two even cycles, fulfilling the second requirement. Since both conditions are met, bistability cannot arise from mass-action differential equations. The application of Craciun's theorem is similar to a recent analysis by Angeli and Sontag (25) To address the question of whether multiple steady-states are possible in a deterministic system, we constructed the species-reaction graph of Fig. 1 . In this case, the added reactions introduce three new cycles. Two of those are not one-cycles and are even-cycles. Thus, the first condition of the theorem is violated and the theorem falls silent. Further analysis with the Chemical Reaction Network Toolbox (18) reveals that this system has a deficiency of two. However, application of advanced deficiency theory (21) shows that it cannot admit multiple steady states. Thus, the bistability observed in the simulations of Samoilov et al. (12) are related to the stochastic nature of the system. Having verified that the bistability is induced by the stochastic external noise itself, we proceed to the response of the stochastically modeled cycle to changes in sensitivity parameters of Qian (17) .
Reversibility removes the bistability
To investigate the effects of thermodynamic driving force on the PdPC system, the reaction network (Eqs. 1, 2, 5, and 6) was simulated using Gillespie's algorithm (23) at different values of g. Parameter values and initial conditions for these simulations are given in Tables 1 and 2 . The parameter c À2 was varied to control g. Values are given in Table 3 . These parameters corresponded to m ¼ 10 À7 and AEu 1 ae % 0.0612. Steady-state probability distributions of the number of molecules were obtained from 100 repeated simulations.
The predicted distributions for W* and E total 1 at different values of g are shown in Fig. 2 . For values of g of ;10 7 (set C) and below, the observed bistability disappears. For values of g of ;10 9 and above (sets A and B), the predictions FIGURE 1 Species-reaction graph for Eqs. 1 and 2 following Craciun et al. (15) . The boxes are reaction nodes and the circles are species nodes. Arcs connect the nodes and are labeled by the associated complex. When Eqs. 5 and 6 are also considered, the shaded nodes are added to the graph. Analysis of the species-reaction graphs is explained in the text and indicates that differential equations cannot give rise to bistable behavior from either system. 
Reaction
Forward Reverse 1 40 mol À1 s À1 10,000 s À1 2 10,000 s À1 0.004 mol À1 s À1 3 200 mol À1 s À1 100 s À1 4 5000 s À1 0.001 mol À1 s À1 5 10 mol À1 s À1 5 mol À1 s À1 6 1 0 s À1 0.2 s À1 shows that the level stays at ;20-30 molecules, regardless of the value of g. Samoilov et al. (12) predicted the bistability for these rate constants when E total 1 is in this range, which is the case for all values of g in Fig. 2 . These results suggest that the noise-induced bistability is dependent on a relatively high thermodynamic driving force. Interestingly, a phosphorylation potential of À60 kJoule Á mol À1 corresponds to g % 10 10 . If the thermodynamic driving force drops significantly below this level, it no longer supports bistability. Hypothetical general relationships between thermodynamic driving force and bistability have been discussed previously (26) .
Sensitivity analysis near irreversibility
The role of the control parameter, u 1 , on the cycle sensitivity was examined at constant g ¼ 10 11 and m ¼ 10 À7 , by varying E total 2 : Predicted probability distributions of E total 1 and W* for several different values of E total 2 are shown in Fig. 3 . Each curve in the figure corresponds to different values of E total 2 as indicated in Table 4 . The predicted values of AEE total 1 ae and AEu 1 ae from each of the simulations are listed in Table 4 as well. Here we see that the distribution of E total 1 is more sensitive to AEu 1 ae than to g. The probability distribution of W* is found to exhibit bistable behavior for intermediate values of AEu 1 ae (ranging from 0.0569 to 0.0912), but the extremes (sets A, J, K, and L) show only a single peak in the probability distribution.
The variance of W* is plotted as a function of AEu 1 ae in Fig. 4  A. Here there is a peak at AEu 1 ae ¼ 0.0684, which corresponds to f* % 0.3. Fig. 4 B plots the response function f* as a function of AEu 1 ae. Here we see that the average value follows the response of Eq. 14, even if the mode (maximum of the Tables 1 and 2 Simulation c À2 mol À1 s À1 g A 4 3 10 À3 10 11 B 4 3 10 À1 for varying values of g using the single enzymatic cycle. The noise induces a bistability in W* at large values of g, but this disappears with a fully reversible case as g decreases. Selected distributions labeled with letters correspond to system parameters in Table 3 . The average value of E total 1 always stays between 20 and 30 molecules. probability distribution) does not. In some cases the mode and the average are quite different. This result highlights the likelihood of a cycle achieving states significantly different from the mean state and highlights the necessity of knowing the full probability distribution in understanding the response to changes in signal when the numbers of molecules are small. Gómez-Uribe and Verghese (27) and Goutsias (28) have introduced methods to capture stochastic chemical kinetics without direct Monte Carlo simulation employed here. While these methods can be powerful in describing the mean and variance of chemical species, they cannot reproduce the full probability distribution. The stochastic simulations employed in this work provide insight not available from deterministic methods, since only the direct stochastic simulation provides estimates of the fluctuations and associated probability distributions.
Two-cycle cascade with and without noise
The two-cycle cascade was modeled both with and without the noise equations using irreversible cycles as described above. The resulting probability distributions are shown in Fig. 5 . The parameter values for the stochastic simulations with noise are given in Tables 5 and 6 . Stochastic simulations with noise predicted the average number of enzyme mole- The response of f* to as a function of AEu 1 ae for the single enzymatic cycle at g ¼ 10 11 and m ¼ 10 À7 . The solid line is the solution to Eq. 14, the circles are the average value, and the squares are the location of the maximum in the probability distribution.
FIGURE 5
The probability distribution of W* and X* from a simulation of a two-cycle cascade. Shown are distributions with (dotted line) and without (solid line) the noise reactions and with rate constants such that g ¼ N.
cules to be AEE total 1 ae ¼ 28:1 given the parameter values used. To directly compare the two probability distributions, E total 1 was set to 28 for the stochastic simulations without noise. It is determined that W* shows bistability but X* does not for the given set of parameter values, indicating that the effect is not necessarily transmitted through a cascade. Interestingly, the mean values for W* with and without the noise input were close (1700 with noise and 1735 without noise reactions) while the mean values of X* were closer (1850 with noise and 1853 without). However, both W* and X* are significantly influenced by the noise, since the probability distributions of the two cases are not the same. Samoilov and Arkin (13) speculate that the noise-induced bistability could be utilized downstream for further signal transduction. Next, we determine if parameter values exist for which this can occur.
Tuning of the two-cycle cascade
To investigate the cascade more systematically, the level of E 3 , the phosphatase of the second PdPC in the cascade, was varied using the irreversible (g ¼ N) and external noise reactions, thereby changing the control parameter of the second cycle, AEu 2 ae, without having much impact on the control parameter of the first cycle. (For the parameter values used, AEu 1 ae % 0.06 with a standard deviation of ,10%.)
The initial values of E 3 used to vary AEu 2 ae are listed in Table  7 . The corresponding predicted probability distributions of W* and X* are shown in Fig. 6 . There is little effect of varying E 3 on the distribution of W*, but there is a large change in the distribution of X* as E 3 increases. At lower values of E 3 , the distribution of X* has a long shoulder and a single peak. At larger values of E 3 , the distribution of X* has two peaks. To quantify this effect u 2 is computed, analogous to Eq. 17,
where W* total ¼ W* 1 XW* and E total 3 ¼ E 3 1 X*E 3 . The ultrasensitivity relationship between u 1 and f* of Eq. 14 assumes that enzyme concentrations are small compared to the substrate. As noted in the original Goldbeter-Koshland analysis (14) , when the ratio of enzyme to substrate becomes large (. 0.1), a revised relationship leads to a third-order polynomial equation
where f 2 ¼ X/X total , X total ¼ X 1 X* 1 X*E 3 1 XW*, e 1 ¼ W* total /X total , e 2 ¼ E 3 total /X total , a ¼ c 18 W Ã total =c 110 E total 3 ; K W Ã ¼ ðc À7 1c 18 Þ=c 17 ; and K 3 ¼ ðc À9 1c 110 Þ=c 19 : The relationship between f 2 and f 2 * is given by
where f 2 * ¼ X*/X total . Similar expressions exist for X*E 3 and XW*. It was valid to compare the behavior of u 1 and f* to that predicted by Eq. 14 in Fig. 4 because for that case the ratio of enzyme to substrate was #0.01. Since for the second cycle of the cascade considered here the ratio ranges from 0.05 to 0.4, Eqs. 21 and 22 provide the appropriate deterministic model predictions for comparison to the stochastic behavior.
There are some similarities between the behavior of the two-cycle cascade in Fig. 6 and that of the single-cycle results of Fig. 3 . For the single-cycle system, as AEu 1 ae increases, the two-peaked distribution disappears. This also occurs for the two-cycle system: as AEu 2 ae is increased (by decreasing E 3 ), 200 mol À1 s À1 100 s À1 4 5000 s À1 0 mol À1 s À1 5 10 mol À1 s À1 5 mol À1 s À1 6 1 0 s À1 0.2 s À1 7 40 mol À1 s À1 10,000 s À1 8 10,000 s À1 0 mol À1 s À1 9
200 mol À1 s À1 100 s À1 10 5000 s À1 0 mol À1 s À1 The relationship between f 2 * and AEu 2 ae is plotted in Fig. 7 B. Comparing the fraction of X phosphorylated as a function of AEu 2 ae to deterministic results predicted by Eqs. 21 and 22, we find that the stochastic result deviates slightly from the analytical expression obtained from steady-state analysis of the deterministic kinetic equations.
The predicted variances of W* and X* for the two-cycle cascade are plotted in Fig. 7 A. Here the variance of W* is fairly constant over the values of AEu 2 ae since the control parameter AEu 1 ae remains fairly constant in these simulations. However the variance in X* has a maximum AEu 2 ae % 0.09 (which corresponds to f 2 * % 0.35). The maximum in the variance of X* corresponds to the bistability and associated broad probability distribution observed for the value of E 3 (¼ 400) at which the AEu 2 ae % 0.09.
Thus, in a certain range of parameter values, the two-cycle cascade can transfer bistability along the cascade. It is also possible to minimize the signal variance and even abolish the Steady-state probability distribution of W* and X* for the twocycle cascade (with noise reactions) at various values of E 3 . As E 3 increases, the bistability is maintained for W*. For X*, the distribution is bimodal only after E 3 increases beyond a certain level. Selected distributions labeled with letters correspond to system parameters in Table 7 . bistability. It is unknown whether either or both of these situations occurs in cells. It is also unclear whether the bistability in the two-cycle cascade occurs because of the external or internal noise. A broader exploration of the system parameters would be needed to evaluate this possibility. Our results suggest that the external noise is necessary for bistability in the cascade for the parameters examined here, but having not examined the full range of possibilities, we cannot eliminate the idea that other parameter sets could give rise to bistability even without the external noise reactions.
DISCUSSION
We have examined noise-induced bistability and sensitivity in phosphorylation-dephosphorylation cycles (PdPCs) and cascades, and the impact of reversibility and thermodynamic driving force on their operation. Using the bistability analysis theorem of Craciun et al. (15) , it was shown that the reaction systems studied here cannot admit multiple steady states based on deterministic kinetics. Furthermore, it was shown that the bistability exists only when the system is driven by external noise and the enzymatic cycle operates far from metabolic equilibrium. In living cells, PdPCs are driven by ATP hydrolysis and thus may operate far from equilibrium. At relatively low levels of the ATP hydrolysis potential, the PdPC does not exhibit bistability. It was also shown that the average behavior of the single cycle obeys the sensitivity relationship between phosphorylation level and the control parameter predicted by steady-state analysis of the deterministic kinetic equations. However, the deterministic kinetic equations cannot reveal detailed information about the probability distribution of phosphorylation level and associated fluctuations. Under appropriate conditions (with external noise and at intermediate values of the control parameter), the probability distribution is bimodal. In this case, near the inflection of the system response to the control parameter, there exists large variability in the number of phosphorylated molecules. Examining the role of noise in a two-cycle cascade, we find that the second substrate may or may not exhibit a noiseinduced bistable steady state, although here it does alter the shape of the molecule distribution in either case. While we have shown that tuning of the cycles (by varying the phosphatase enzyme level) can maximize or minimize the variance in output of the cascade, a more complete analysis of the two-cycle cascade is needed to fully explore the parameters and conditions that control the responses of cascades. We find that the expected value of the single-cycle system obeys the ultrasensitive response predicted from steady-state analysis of the deterministic system while the two-cycle system begins to deviate. In the two-cycle case, the first cycle provides a noisy input to the second cycle.
A great deal remains to be learned about the role of multiple steps in signaling cascades. While full stochastic simulation using the Gillespie algorithm (23) is a critical tool for analyzing such systems, its expense become prohibitive for large networks. Therefore, powerful approximate methods (27, 28) are expected to become increasingly useful for these applications.
