Inaccurate description of uncertainty in the error models can cause biases in parameter estimation. 17 When the parameters of the deterministic model and the error model are inferred jointly from the 18 observations, the posterior converges to regions that reflect the processes in both high and low flows. 19 If the nature of errors in low and high flows is different to the extent that the same error description 20 cannot be used for both, biases in inference are introduced. In such cases, the parameter posterior 21 will adjust to the region of the hydrograph with longer proportionate presence in the calibration time 22 series. In this paper we demonstrate that the autoregressive order 1 (AR1) description of errors can 23 lead to sub-optimally performing predictive models if the calibration period has substantial sections 24 of inadequately modelled flows. Inference is performed within the Bayesian framework. We show this 25 for a synthetic example as well as a case study. We also see that the predictive uncertainty bands that 26 we get using the AR1 description can be overconfident and also admit negative values. To mitigate 27 this, we analyze an alternative to additive error models. We use a distribution with a non-negative 28 support, gamma in this study, reflecting the uncertainty in the system response at every time step. The 29 gamma distribution is conditioned on the deterministic model output, which determines its mode and 30 standard deviation. We capture autocorrelation in time using copulas. Given that copulas can capture 31 dependence between different marginals, we use different specifications of the marginal distribution 32 for high and low flows. The results show that 1) biases in parameter estimation can be reduced if a 33 representative error description is attained using the flexibility of a copula-based likelihood. 2) The 34 non-negative support allows to make more realistic uncertainty intervals for low flows. 3) However, 35 the autocorrelation parameter in copulas severely interacts with the model and heteroscedasticity 36 parameters. 4) While the formulation, in principle, should be of added value for parameter inference, 37 in case of less informative priors, the flexibility of this description can produce non-robust inference. 38 2 42 Kuczera et al., 2006; Refsgaard et al., 2007). Specifically within the Bayesian framework, to further 43 constrain the range of parameters values that seem feasible for a catchment a prioiri, observations of 44 the system response are used for parameter probability density updating. The physical understanding 45 of the system, as well as the understanding of errors is put in formulating the conditional probability 46 density of system response, p(y o | x, θ), given parameters (θ) and input forcing (x). This reflects our 47 assumption about the system as the observation generating random processes. Bayes' theorem is then 48 used to invert the conditioning and get the probability density of parameters given some observations 49 of the system i.e. p(θ | x, y o ) (Hall et al., 2011; Kavetski, 2018; Kennedy and O'Hagan, 2001).
Gaussian copula is used to model the autocorrelation, this equation can be further reduced to an AR1 138 process.
139
Specifications for this study: In this study Frank copula, which is symmetric for low and high quan-140 tiles, is used to capture autocorrelation. Archimedean copulas, like Frank, have few parameters, and 141 therefore do not increase the dimensionality of parameter space by much. Frank copula has one 142 parameter ψ α for controlling correlation and it is defined as:
Its density function is defined as: To assure non-negative outputs y o we use gamma distributed marginals f t ():
where Γ() is the gamma function. 146 We assume a threshold parameter, that separates low flows and high flows, called ψ base . For low 147 flows, we assume that the model has deficits that cause it to have errors such that it follows exponential 148 distributions. So for this regime of flow we assign a shape factor of 1 and get the scale from the model 149 output. For flows higher than ψ base , the assumption is made that the deterministic model output 150 is the mode of the observational distribution ( Fig. 1 ). This differentiates the observation generating 151 process for low and other flows.
152
In this research, the standard deviation (σ t ) of f t () is as a function of the deterministic model output.
153
It is incorporated by the explicit equivalent of Box-Cox, with λ = 0.5 
These samples are then run through the probabilistic model to generate the prediction bands. 
This model gives flexibility and speed to facilitate preliminary analysis and provide proof of concept.
183
To analyze the ability of this likelihood formulation on real data, we use a simple conceptual model 184 with deficits which do not take infiltration, evapotranspiration and rainfall variability into account.
185
A unit hydrograph convolution is used which defines the input-output relationship between discharge 186 and precipitation. Such models have been used before for capturing discharge relationship of catch- The priors used for the inference are mentioned are presented in Table 1 . And the ratio high and low 235 flows in the calibration and validation time series is presented in Table 2 .
236 Table 1 : Normal truncated distributions were used to define the priors for the parameters in simulation experiments for the case study. The vector in the table give the values for mean, standard deviation, lower limit and upper limit of the prior for each parameter in our inference.
For copula-based likelihood function
(5,2,0,30) (0.4,0.3,0,5) (5,10 ,0,50) (16000,10000, 12000,100000) (1.5,1, 1,5) (0.2,0.5, 0.08,3) (50,3, 40,60)
For AR1 likelihood function
(5,2,0,30) (0.4,0.3,0,5) (0.9,0.3,0,1) (16000,10000, 12000,100000) (1.5,1, 1,5) (0.2,0.5, 0.08,3) would perform ( Fig. 5 and 6 ). Manually choosing only high events from the past time series to calibrate 284 the model is not always a desirable alternative. We may also be interested in the prediction of low flows 285 using the same model. Then the error description needs to be flexible enough to capture both high and 286 low flows adequately. There can be cases where the errors in the low flows are skewed, with the model 287 having some systematic tendencies to depart from the observations. It is intuitive that the tendency 288 of the model to overestimate and underestimate would not be symmetric for flows closer to zero. The 289 errors have to truncate such that the real flow is always positive. In order to prevent such complex 290 errors undesirably influencing the whole inference procedure, we can describe these errors with heavy-291 tail or exponential distributions (Eq. (9)). The results show that AR1, due to its inflexibility with the 292 autocorrelation is not able to capture non-negative support and skewed distributions simultaneously. 293 We use copulas to capture this and see a noticeable improvement in inference. Copulas allow us to 294 capture the temporal dependence and we are free to choose the marginals. However, we also found that 295 this flexibility, while in principle desirable, in practice still does not guarantee unbiased parameters.
296
As we can see from Fig. 6 (3 that is representative of all the hydrologic time series. 305 We find that copula-based likelihood functions prefer a high correlation value, as such parameter 306 values produce peaky densities at the edges of the unit cube (Fig. 1) . These edges correspond to high 307 and low quantiles. In principle, high copula density values at these edges should be compensated by 308 corresponding low values of marginal densities, hence avoiding parameter biases. As the likelihood is 309 a product of copula densities and the marginal densities (Eq. (4)), if copula densities have high value 310 Figure 6 : Comparing inference using copula based likelihood and AR 1 likelihood. 1) and 2) are the predictions. And 3) and 4) are the bivariate posteriors for copula based likelihood and AR1 respectively.
for extreme correlations, the low values of marginal should bring down the product and we should still have low likelihood values. However, this is not always achieved -the observations are not always a copula-based likelihood function.
