Abstract. We prove that in a non-atomic probability space, for a sequence of any integrable r.v. (X n ) we have the following equivalence: E(X n |A) → 0 a.s. for any σ-field A of events iff X n → 0 a.s. and E sup n≥1 |X n | < ∞.
Introduction and main results
Let A be any σ-field of events in any probability space. The operation of conditional expectation E(·|A) is a positive contraction in the space L 1 of integrable random variables. Thus the following theorem can be immediately obtained.
Theorem 1.1. For any sequence of random variables (X n ) ⊂ L 1 (Ω, F , P ), the conditions X n → 0 a.s. and E(sup n≥1 |X n |) < ∞ imply the convergence E(X n |A) → 0 a.s. for any σ-field A ⊂ F .
Indeed, denoting Y n = E( m≥n |X m | |A) for a σ-field A ⊂ F , we have |E(X n |A)| ≤ Y n → 0 a.s., as Y 1 ≥ Y 2 ≥ . . . , EY n → 0.
Let us remark that weaker conditions X n → 0 a.s., E|X n | → 0 do not imply the convergence E(X n |A) → 0 a.s., see e.g. Example 1.2 in [1] . In fact, we have the following complete characterization. Theorem 1.2. For any non-atomic probability space (Ω, F , P ) and any sequence (X i ) of integrable random variables, the following conditions are equivalent:
The assumption that (Ω, F , P ) is non-atomic is essential, see [1] . The same equivalence for sequences of positive random variable was proved in [1] , Theorem 1.3. For signed random variables the proof is essentially more complicated. Some lemmas obtained in this paper will be useful for characterizations of a.s. convergence of all conditionings for sequences of random vectors with values in any Banach space. We shall obtain it in a subsequent paper.
The proof of Theorem 1.2
We shall fix the following notations.
and let us assume that for
Then the sets
are mutually disjoint and contained in [0, 1) 2 . Moreover, for any y ∈ [0, 1) there exist I ≥ 1 and indices
For Borel functions on [0, 1) 2 with the probability λ 2 and for a σ-field F 2 = {[0, 1) × B; B ∈ Borel [0, 1)} we have the following lemma. All inequalities are valid λ 2 -a.e.
On characterization of a.s. convergence of all conditionings
Now, we pass to functions on any non-atomic probability space (Ω, F , P).
we have (1) and (2), and
Proof. We can choose a subsequence
in such a way that for
A. Paszkiewicz and for U 1 = 4,
we have
and, by induction on i,
Namely, if only (X j 1 , . . . , X j M (j) ) are defined for j < i, then U i is also defined, and one can take (X i 1 , . . . , X i M (i) ) = (X n , X n+1 , . . . , X m ) in the following way. We take so large n that P (C) <
3 ), and for suitable chosen m > n. If such system (X 1 m , i ≥ 1, m ∈ M i ) is defined, then in particular
For the set D i , one can take a partition
Let M i be the set of all indices 1 ≤ m ≤ M (i), satisfying
then M i = ∅ by (6), and
by the left-hand side inequality in (6). Summing up, for
by the right-hand side inequality in (6), (4) and (7), and for any j < i, m . . .). Using Lemmas 2.1 and 2.2 we can obtain some special σ-fields in any non-atomic probability space and overcome the main difficulty in the proof of Theorem 1.2.
by (7) and (4). Now it is enough to change notations, writing
Lemma 2.3. Let X n be a sequence of integrable random variables with discrete distributions on a non-atomic probability space (Ω, F , P) and let
Then for some σ-field A ⊂ F lim sup
Proof. We based on the existence of a random variable T , uniformly distributed on [0, 1) and independent of any given discrete random variables
We can assume as well that T is uniformly distributed on a Borel set B, λ(B) > 0, instead of [0, 1).
A. Paszkiewicz
For any disjoint sets A n ∈ F and disjoint Borel sets B n , with P(A n ) = λ(B n ), n ≥ 1, we can use conditional probabilities P(·|A n ) and obtain transformations T A n such that E(X m |T A n ) is constant on A n , T −1 A n (B n ) = A n , and T A n is uniformly distributed on B n with respect to P(·|A n ), 1 ≤ m ≤ M , n ≥ 1. Thus, for some transformation T :
Moreover, by a suitable induction, for any sequence of discrete integrable random variables X m and our sets A n , B n , n ≥ 1 we can obtain T satisfying the above relations, with any 1 ≤ m ≤ n in (8). Then (8) can be also obtained for 1 ≤ m ≤ n and for some T : Ω → [0, 1) 2 , uniformly distributed on [0, 1) 2 and satisfying A n = T −1 (B n ) for any given disjoint sets B n satisfying
The above remarks we use for the subsequence (X 
Then we use Lemma 1 for well defined random variables
On characterization of a.s. convergence of all conditionings 461 2.4. The proof of Theorem 1.2. At first, we assume that X n → 0 a.s. By Theorem 1.1, it suffices to show that ∼ (i) =⇒ ∼ (ii).
Let us suppose that EX + n 0. Then for some n(1) < n(2) < . . . , for ǫ > 0 and some disjoint sets A i , i ≥ 1, we have
Thus, let us assume that
It is enough to discuss the case X + n = ∞. Then, by Lemma 3 for some A ⊂ F , for any subsequence (X n(i) ) ⊂ (X n ) satisfying E|X n(i) | < ∞. In the case X − n = ∞ we discuss −X n instead of X n . Now, for X n → 0 a.s., the proof is completed.
If the sequence X n ∈ L 1 diverges with positive probability then each one of the conditions (i) and (ii) falls.
Let us assume that X n → X a.s., X / ∈ L 1 . Then (i) falls. Moreover, for some n(1) < n(2) < . . . we have E|X n(i+1) − X n(i) | → ∞ and, obviously, X n(i+1) − X n(i) → 0 a.s. Thus because of the first part of proof there exists a σ-field A such that E(X n(i+1) −X n |A), and E(X n(i) |A), diverges with positive probability. The proof is completed.
