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SUMMARY 
The purpose of this study is to lay a foundation for theoretical investigation of 
acoustic wave interactions with turbulent premixed flames. Such interactions affect 
the characteristic unsteadiness of combustion processes, e.g., combustion instabilities. 
Scattered acoustic waves are generated by the interaction with a wrinkled, moving 
flame front while the shape of flame front is also distorted by the scattered wave 
fields.  
The significance of this work is that, although a great deal of studies have 
been reported for acoustic wave–flame interactions, no analysis has been performed 
to analytically evaluate the coherent and incoherent energy amplification / damping 
due to the transient interaction of acoustic waves and turbulent flames in three-
dimensional space. In this thesis the small perturbation method (SPM) was utilized to 
evaluate the scattered fields as a result of the flame-wave interaction at the 
instantaneous wrinkling surface of a randomly moving turbulent flame. Stochastic 
analysis of ensemble-averaged net acoustic energy was conducted to examine 
coherent and incoherent acoustic energy amplification /damping by the interaction. 
Net acoustic energy flux out of the flame is due to two factors: the acoustic velocity 
jump due to unsteady heat release from flame. The other is the flame’s unsteady 
motion. Five(5) dimensionless parameters that govern this net acoustic energy were 
determined: rms height of flame front, 0Kσ σ=% , correlation length of flame front, 
0c cl K l=
% , incident wave frequency, ctff 00
~
= , the ratio of flame’s diffusion time to 
flame front’s correlation time, /
r c
t tτ = , and incidence angle. The dependence of net 
  xviii 
acoustic energy upon these dimensionless parameters is illustrated by numerical 
simulations in case of Gaussian statistics of flame front. The major factors that 
determine amplification /damping of the total net energy are 0f
%  and incidence angle; 
Amplification occurs when 0f
% ≥ 1 or at near-critical anlges. τ and 
c
l%  have a 
significant effect on the total energy balance only for a large value (>>1) of 0f
% . 
Coherent (incoherent) energy is damped (amplified) with the square of rms height. 
The flame response to equivalence ratio perturbations was also examined, 
showing that the overall heat release response is controlled by the superposition of 
three disturbances: heat of reaction, flame speed, and flame area. Heat of reaction 
disturbances dominate the flame response at low Strouhal numbers, roughly defined 
as (frequency x flame length)/(axial flow velocity).  All three disturbances play equal 
roles at Strouhal numbers of O(1).  In addition, the mean equivalence ratio exerts 
little effect upon this transfer function at low Strouhal numbers.  At O(1) Strouhal 
numbers, the flame response increases with decreasing values of the mean 
equivalence ratio.  Thus, this result is in partial agreement with heuristic arguments 
made in prior studies that the flame response to equivalence ratio oscillations 
increases as the mixture becomes leaner.   
 1 
 CHAPTER 1      INTRODUCTION 
1.1 Motivation 
This thesis deals with the analysis of acoustic wave interactions with turbulent 
premixed flames. Such interactions play an important role in many fundamental and 
practical problems in various combustion and propulsion systems. For instance, those 
interactions affect the characteristic unsteadiness of combustion processes and play a 
crucial role in the problem of combustion instabilities, which have been known to arise 
from the interactions between acoustic waves and combustion processes which occur in a 







     
Figure 1  Illustration of detrimental effects caused by combustion instabilities 
1.2 Background 
A number of studies have been reported to examine combustion instabilities using 
analytical modelings associated with acoustic perturbations. [3,4,5,6,7,8] McManus et 
al.[3] reviewed instability mechanisms with active control. They presented a simple 
model for an acoustically coupled instability and analysed the frequency of 
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thermoacoustic oscillation and its growth rate via dispersion relations (by zero-
determinant condition) using an n-τ model. Hubbard and Dowling[4] performed a 
stability analysis of a simplified combustor geometry and considered the influence of 
entropy waves generated by density inhomogeneities in ref.[6,7] This analysis was 
extended to 3-D cylindrical and annular combustors by Dowling and Stow.[8] Recently 
Lipatnikov and Sathiah[9] demonstrated the effects of turbulent flame speed development 
on thermoacoustic instabilities. Using a flame speed expression based on classic turbulent 
diffusion theory, they showed a marked influence of flame speed upon thermoacoustic 
instabilities. The aforementioned analyses incorporate the flame’s unsteady heat release, 
which has an influence on frequency and stability of oscillations. The flame’s 
unsteadiness, however, is also coupled with the acoustic flow field and, accordingly, the 
interaction of acoustic waves with flames should be examined. Some of other 
mechanisms which have been identified as potentially significant are large scale, 
convected coherent structures [10, 11], unsteady flame extinction and re-ignition, flame-
wall interactions [12], and reactive mixture composition perturbations (i.e., equivalence 
ratio oscillations) [ 13 , 14 , 15 , 16 , 17 ]. The latter mechanism, equivalence ratio 
oscillations excited by pressure and/or velocity oscillations in the premixer, is known to 
be particularly important in lean, premixed combustors. It will be discussed in section 
 1.2.2. 
1.2.1 Acoustic wave–flame interactions 
Acoustic wave–flame interactions have been considered in a large number of 
theoretical and experimental studies so far. Theoretical treatment of the acoustic wave-
flame interaction phenomena was initiated by Chu [18], who regarded the flame front as 
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a temperature discontinuity that separates the unburned reactants from the burned 
products. Markstein[19] also analyzed the effects of unsteady small perturbations upon a 
steady-state planar flame by treating the flame front as a surface of discontinuity and 
applying first order perturbation methods to linearize the conservation equations of mass, 
momentum and energy, and flame kinematic equations. These works have been extended 
in several recent analyses, such as those of McIntosh and coworkers [20,21,22,23], Peters 
and Ludford [24], and Ledder and Kapila [25], which assessed the effects of pressure 
perturbations on the unsteady inner flame structure. Other analyses incorporating the 
coupling effects between the acoustic wave and the burning-rate fluctuations have also 
been reported by Lieuwen [26], Clavin et al. [27], Poinsot and Candel [28] and others. 
Another important process in these interactions, i.e., the periodic acceleration and/or 
convection of the flame front by the oscillatory flow field, has been discussed by 
Markstein [19], Searby and Rochwerger [29], and Fleifil et al. [30]. 
There are three canonical modes of disturbances, i.e., acoustic, entropy and 
vorticity modes which become strongly coupled at the flame front.[31] The acoustic 
wave-flame interactions are manifested by amplification or damping of acoustic waves 
via energy transfer among these three disturbance modes. Theoretical investigations were 
reported by Poinsot and Candel [28], McIntosh[23], Lieuwen[26] and others. 
McIntosh[23] reported that the low frequency acoustic wave amplification is sensitive to 
the impedance at the burner surface. More recently, Lieuwen[26] reported two-
dimensional analysis by considering acoustic waves that are obliquely incident upon the 
planar flame front. He demonstrated that net acoustic energy flux out of the flame is 
controlled by competition between acoustic energy production and dissipation processes. 
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Energy addition is due to unsteady heat release through fluctuations in flame speed or 
density while energy damping is due to baroclinic production of vorticity.  He reported 
that such amplification/damping of acoustic energy is more complicated processes which 
result from the combined effects of refraction, temperature jump across the flame, 
vorticity production and flame speed modulation, and so on. Other researchers, for 
instance, McManus et al.[3], Bloxsidge et al.[32], Poinsot et al.[33], and others, reported 
estimations of amplification or damping of acoustic waves by utilizing Rayleigh’s 
criterion to evaluate local or global instability associated with combustion-acoustic wave 
interactions. Rayleigh’s criterion states that acoustic waves will be locally amplified 
(damped) if acoustic pressure are in phase (out of phase) with flame’s heat release 
oscillations. Nicoud and Poinsot [34] recently proposed an extended Rayleigh’s criterion 
which includes entropy fluctuation term that may have a significant effect when mean 
entropy gradient exists.  
The primary emphasis of the theoretical work mentioned above is to model the 
laminar flame–acoustic wave interaction problems. Searby and Clavin[35] performed 
theoretical analysis to examine the dynamic behavior of a wrinkled flame front 
propagating downwards in a weakly turbulent flow. Coupled linearized forms of 
continuity, momentum, and flame’s kinematics equations are solved to evaluate the 
mutual interactions between wrinkled flame and turbulent flow field in terms of Froude 
number (gravity effect) and Markstein number (flames curvature effect). They applied 
jump conditions of pressure and velocity across the mean flame surface to calculate 
amplification / damping of flow velocity and flame position. However, fluctuation 
quantities of flame front position, pressure, and velocity are assumed to follow harmonic 
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oscillation and, therefore, stochastic analysis associated with random effect of turbulent 
flames are not actually incorporated. Furthermore, the boundary conditions are applied to 
the mean flame surface, not its instantaneous position. Several more recent studies have 
extended the developed analysis based on the laminar flame to the problems of acoustic 
wave interaction with turbulent flame [36, 37, 38] and non-reacting random rough surface 
[39] by applying stochastic analysis to account for randomly wrinkling turbulent flame. 
References 36-38 analyzed the scattering of high-frequency acoustic waves from single-
connected, wrinkled flame fronts by modeling the flame as a dynamically evolving, 
wrinkled temperature discontinuity. Their results suggest that several qualitative 
differences exist between the characteristics of scattering waves from laminar and 
turbulent flames. Most significance of these results is the fact that a coherent, 
harmonically oscillating acoustic wave incident upon a turbulent flame generates both 
coherent and incoherent scattered waves. This is due to the characteristics of the wrinkled 
turbulent flame that transmits a coherent acoustic energy into diffuse, incoherent energy. 
Moreover, with increasing roughness σ /λ (σ = standard deviation of roughness, λ = 
acoustic wavelength), the power of the coherent field decreases and, subsequently, the 
power of the incoherent field increases, at least for small σ /λ.  The above mentioned 
studies about acoustic-turbulent flame interaction are based on the assumption of high 
frequency acoustic waves whose wavelength is much shorter compared to the 
characteristic length of flame fronts. However, the flame interactions with long- 
wavelength (low-frequency) acoustic waves have been known to be consequential in the 
context of combustion instabilities. The previous work also assumed that the flame front 
position is prescribed; i.e., flame’s response to perturbations in flow fields, e.g., acoustic 
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perturbations, was not accounted for. Such response of flame front, however, may not be 
negligible since the flame front’s fluctuation is coupled with perturbations in flow fields, 
as is described by the flame kinematics. Such coupled problems have not yet been tackled 
analytically, which motivates the present study.  
1.2.2 Mixture composition effect on heat release 
A number of studies have provided strong experimental support for the 
significance of this mechanism by either directly measuring equivalence ratio oscillations 
during an instability [ 40 , 41 ], or by comparing the dependence of instability 
characteristics upon geometry and operating conditions with correlations developed from 
theoretical analyses [14, 15]. Predicting the conditions under which this mechanism is 
self-exciting requires models of all processes involved in the feedback loop; in particular, 
the response of the heat release to an equivalence ratio perturbation. As noted above, 
simple phenomenological models have been quite successful in correlating instability 
characteristics.  However, these models often treat the flame as a concentrated source of 
heat release and, consequently, lack the fidelity to handle “distributed flame effects”; e.g., 
the effect of changes in local flame position (such as induced by changes in swirler 
configuration [42] or fuel composition) upon stability characteristics.  As will be shown 
below, the magnitude of the Strouhal number, roughly given by the product of angular 
frequency of oscillations, ω, and flame length, LF, divided by axial flow velocity, u , 
determines whether it is appropriate to treat the flame as a concentrated (St << 1) or a 
distributed source of heat release (St ~ O(1)).   
Since flame Strouhal numbers are often of order unity in practical systems, 
accurately predicting their response requires models with sufficient fidelity to incorporate 
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the spatial distribution of the heat release region.  Putnam presented a model that 
predicted the response of a conical flame to equivalence ratio perturbations as a function 
of the mean flame position [1].  This model was generalized by Lieuwen et al. [15] for 
arbitrary flame shapes.  A similar phenomenological approach was used by Krebs et al. 
[43].  However, these models essentially only account for the effects of the fluctuating 
heat of reaction of the incoming mixture upon the flame’s response.  They do not account 
for two other effects which are also significant: 1) Fluctuations in flame speed which 
effect the rate of local heat release per unit surface area of mean flame front, 2) 
Disturbances in flame surface area generated by the flame speed fluctuations.  As will be 
shown below, the effects included by Putnam [1] and Lieuwen et al. [15] are sufficient to 
model the flame’s response at low Strouhal numbers.  However, since the purpose of 
these models is to capture distributed flame effects (i.e., St ~ O(1)), this limitation 
severely restricts their utility. 
Models incorporating all three of these processes (heat of reaction, flame speed, 
and flame area) were developed by Hubbard and Dowling [5], Dowling and Hubbard [6], 
and Prasanth et al. [44].  These models treat the flame front as a surface of discontinuity 
dividing reactants and products.  The flame front dynamics are modeled using a front 
tracking equation.  These studies introduced these models as part of a larger model of the 
dynamics of unstable combustors and, therefore, did not discuss the characteristics of the 
equivalence ratio-heat release transfer function and the role of the processes affecting the 
dynamics of the interaction. 
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1.3 The scope of the present study 
The objectives of this study are two fold. The first part is to address acoustic 
wave-flame interaction. CHAPTER 2 describes the problem statement, basic assumptions 
and revisits the linear wave equation solution to introduce scattering amplitudes. 
CHAPTER 3 presents a second-order small perturbation analysis to evaluate reflected/ 
transmitted scattering amplitudes. First, matching conditions in acoustic pressure and 
velocity are applied across a transient flame front as a boundary condition. Reciprocity 
theorem is proved by direct substitution and manipulation of scattering amplitudes up to 
second order. Jump condition in acoustic velocity due to flame’s unsteady heat release is 
also applied across a transient flame front to evaluate scattering amplitudes with jump 
effect. Reciprocity theorem is analytically proved to hold even for locally reacting 
wrinkling surface, in Appendix A. Bragg scattering and Doppler frequency shift effects 
are illustrated using a periodically moving surface. CHAPTER 4 performs stochastic 
analysis of scattered fields to evaluate ensemble-averaged acousic energy flux of 
reflected / transmitted fields. Using factors that are found to cause energy 
amplification/damping, detailed net energy fluxes are examined. Net acoustic energy 
fluxes are formulated assuming Gaussian statistics for the flame front, and the key 
dimensionless parameters are identified that govern net energy fluxes. Then, associated 
results using numerical calculation are illustrated and discussed in  CHAPTER 5. 
CHAPTER 6 characterizes the transient response of flame fronts to scattered acoustic 
fields. Flame front kinematics is incorporated into scattered acoustic fields using first-
order small perturbation analysis to describe dynamically and temporally evolving 
interactions between low-frequency acoustic waves and premixed flame fronts.  
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 0 models the response of laminar, premixed flames to perturbations in reactive 
mixture equivalence ratio. It utilizes the same approaches used in Refs. [5, 6, 44, 45] to 
develop this model, which is generalized for an arbitrary mean flame shape.  It presents 
the results and detailed discussion of the dependence of the equivalence ratio-heat release 
transfer function upon Strouhal number and flame characteristics.  In addition, it derives 
a result for the sensitivity of this transfer function to uncertainties in the mean flame 
position.   
 CHAPTER 8 draws conclusions and recommends future works.  
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 CHAPTER 2     BACKGROUND ANALYSIS 
2.1 Problem statement and basic assumptions 
 
Figure 2 illustrates the problem of interest, where plane incident waves impinge 
obliquely upon a randomly moving, wrinkling flame surface and, subsequently, scattered 













Figure 2   Schematic of flame surface and acoustic fields 
The problems of interest are associated with: 
1) how the scattered, i.e., reflected and transmitted, acoustic fields are characterized in 
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2) how the acoustic energy is amplified / damped after scattering, and how the net energy 
flux of the scattered fields can be obtained quantitatively, 
3) what key factors influence the net coherent / incoherent energy fluxes of scattered 
wave fields. 
Several assumptions are made to render the theoretical approach tractable. 
1) The height and slope of a wrinkled flame surface are small, see Eqs. (3.13) and (3.14).  
2) The flame extends without boundary. This assumption is equivalent to neglecting edge 
effects, such as diffraction from the flame edges. 
3) Multiple scattering is not considered, i.e., all scattering is assumed to be single 
scattering. For instance, all the reflected scattering waves propagate downward and all the 
transmitted scattering waves propagate upward when incident waves propagate upward. 
This assumption, called Rayleigh’s hypothesis, is known to yield the same result as the 
exact solution as long as the slope of the rough surface is sufficiently small; e.g., if the 
maximum slope of surface is not greater than 0.448 for the Dirichlet problem.[50]  The 
assumption of single scattering implies that the present analysis applies to wrinkled 
flamelets, not to corrugated flamelets where multiple scattering will be present, see 
Borghi diagram in Figure 3. 
4) The flame front is temperature discontinuity that separates the unburned reactants and 
burned products. 
5) Vorticity and entropy modes are neglected in the present analysis. 
  12 
 
Figure 3  Borghi diagram illustrating region, (*), where the analysis applies 
2.2 Linearized wave equations 
















R       (2.1) 
where 
xx yy zz
∆ = ∂ + ∂ + ∂ .  We define ψ  as the velocity potential: 
( ),tψ= ∇
v vv
v R          (2.2) 
where ( , , )x y z∇ = ∂ ∂ ∂
v
. It follows from linearized Euler’s equation, 0 / t pρ ∂ ∂ = −∇
vv
v , that 












        (2.3) 
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Hereafter we use ψ  instead of p to describe acoustic wave fields. Then Eq. (2.1) 









∆ − = 
∂ 
v v
R R       (2.4) 
ψ  in Eq. (2.4) represents the acoustic wave field in free space caused by arbitrary 
distribution of sound sources, Q.  The solution of Eq. (2.4) can be written in the following 
integral form. (E.g., see p. 38 in ref.[46], p. 230 in ref.[47], or p. 319 in ref.[48].) 
0( | | / )1( , ) ( , )
4 | |t
t t c






′ ′− − −
′ ′ ′ ′= −






























     (2.5)  
 The integral range, 0| | / c t′− ≤
v v
R R , results from the assumption that ( )Q ,t
v
R  
vanishes for t < 0 (Causality condition). Actually the solution of Eq. (2.4) can also be 
expressed in terms of superposition of plane waves. To derive the solution in forms of 
superposition of plane waves, it is useful to summarize the procedure for obtaining the 









∆ + = 
 
v v
R R        (2.6) 
where 
1
( ) ( )
2
i t







R R     for ,F Qψ=   
Eq. (2.6) is the reduced wave equation or Helmholtz equation. Define G as the 









∆ + = 
 
v v
R R        (2.7) 
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G represents a solution of an acoustic field in free space with a point source at the 




















( ) ( )
(2 )
i
G G e d
π
− ⋅= ∫∫∫
v vv v v
K RK R R , ( , , )x y zk k k=
v





R  is a short hand notation for a volume element, i.e., d dx dy dz=
v
R . 
Applying inverse Fourier transform in Eq. (2.8) leads to the following integral form. 
( ) ( ) iG G e d⋅= ∫∫∫
v vv v v


















K R K    (2.9) 
whose solution is: [49] 













       (2.10) 
We chose iω+  as an outgoing wave, given our exp( )i tω−  convention.  Now, the 
solution of Eq. (2.6) has the following form.  
( , ) ( ) ( , )G Q dψ ω ω′ ′ ′= −∫∫∫
v v v v v
R R R R R         (2.11) 
The solution of the wave equation in Eq. (2.4) is obtained by applying inverse 
Fourier transform to Eq. (2.11). 






R R ( )( ) ( ) i tG Q , d e dωω ω∞ ∞ −−∞ −∞ ′ ′ ′= −∫ ∫ ∫ ∫
v v v v
R R R R  
0exp( | | / ) 1 ( )
4 | | 2
i t i ti c
Q ,t e dt d e d
ω ωω ω
π π
∞ ∞ ∞ ′ −
−∞ −∞ −∞
′−  
′ ′ ′ ′= −  ′−  








0( | | / )1 ( , )
4 | |
t t c





′ ′− − −
′ ′ ′ ′= −







   (2.12) 
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which is equivalent to Eq.(2.5). The last equality in (2.12) was obtained by means of the 
following property of delta function. 
1
exp( ) ( )
2
i t d tω ω δ
π
± =∫         (2.13) 
Generally, the multidimensional version of the delta function has the form:  
(2 ) exp( ) ( )n i dπ δ− ± ⋅ =∫ ∫
v vv v
L R Rξ ξ        (2.14) 
Since the objective here is to represent the wave equation solution as a 
superposition of plane waves, the next step is taken by performing the integration in Eq. 
(2.9) over the z-component of wave number vector, i.e., ( , )
z
k = −∞ ∞ , using the residue 
theorem of contour integrals. [49, 50] 
1
2








R k r + k       (2.15) 
where ( , )
x y
k k=k , 
x y
d dk dk=k , ( )
1/ 2
2 2
0( / )kq c kω= − , k=k , ( , )x y=r  
Note that radiation condition requires that Im( ) 0
k
q ≥  when 0/k cω> ; i.e., the 
wave decays exponentially when going away from the source location. Substitution of Eq. 
(2.15) into the second equation in Eq. (2.12) yields: 
[ ( ) | | ]1
2
( , ) e ( , )
8
ki q z z t
k
i





′ ′⋅ − − −−
′
′ ′= − ∫ ∫∫ ∫∫∫
v
v v v
k r r +
k R
R R R k  
( ) ( )1 ( , ) e ( , ) ek k
i q z t i q z t
kq a a d d
ω ω
ω
ω ω ω⋅ − ⋅ − −− + − = + ∫ ∫∫
k r+ k r
k














′ ′= − ∫∫∫
v v
k r +
k R R  ,   
( )
2





a Q dω ω
π
′ ′− ⋅ −
−
′>
′ ′= − ∫∫∫
v v
k r
k R R  
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Equation (2.16) implies that acoustic wave fields in free space can be represented by 
superposition of elementary plane waves in a domain of horizontal wave number 
and frequency. The first term on the right hand side in Eq. (2.16) represents the 
waves propagating upward and the second term represents the waves propagating 
downward. Now consider media (1) and (2) that are separated by a (flame front) 
boundary as shown in  
Figure 2. Let the incident wave be a plane wave that is propagating in medium (1) 
with a horizontal component of wave vector 0k  and frequency 0ω  and impinging upward 
upon the (flame front) boundary. Then the total acoustic fields in each media can be 
described by the following forms considering reflected and transmitted waves:  
In medium (1), 









( )( )(1) 1/ 2 11 (1) 1/ 2
1 0 0 1
1
( ) e ( , , , )( ) e k
i q z ti q z tc
k





ρ ω ω ρ ω⋅ − −⋅ + −− −= + ∫ ∫∫0 0
k rk r
k












, (1) 2 2 1/ 20 0 1 0[( / ) ]q c kω= − , 
(1) 2 2 1/ 2
1[( / ) ]kq c kω= − ,  k = k  
In medium (2), 








( )21 (2) 1/ 2
0 2
1
( , , , )( ) e k
i q z tc
k





ω ω ρ ω⋅ + −−= ∫ ∫∫ 0
k r
k
k k k     (2.20) 
(2) 2 2 1/ 2
2[( / ) ]kq c kω= −  
  17 
In Eq.(2.18), 
I
P  is a complex amplitude of an incident wave pressure and 0A  is a 
scaling factor, see Eq.(2.3). The term (1) 1/ 21( )kqρ
−  in the integral in Eq. (2.18) or 
(2) 1/ 2
2( )kqρ
−  in the integral in Eq.(2.20) results from rendering the energy flux in the 
waves along the z-axis to be constant and k-independent.[50] The terms (1)0q , 
(1)
k
q  and 
(2)
k
q  denote the vertical wave number components of the incident and scattered waves in 
each medium. These can be complex when / c kω < , representing exponentially 
decaying waves. Actually the scattered field of our interest is the one far from a rough 
surface in which case only non-attenuating waves, for which q is real, are significant. The 
first term in the right hand side of Eq. (2.18) is an incident plane wave propagating 
upward towards the flame front. The second term is a scattered wave generated by 
reflection of the incident wave from the flame front and is expressed by the superposition 
of plane waves as discussed below Eq. (2.16). This second term, however, has only 
downward propagating waves, due to assumption (1). Its amplitude is 11S , instead of a− , 
which will be evaluated so that it safisifies the boundary conditions on the flame fronts. 
Similarly, the integral in Eq.(2.20) represents a scattered wave field in forms of 
superposition of upward propagating plane waves of amplitude 21S  that are generated by 
transmission of the incident wave through the flame front. (Note that 1 2N NS  denotes the 
scattering amplitude of waves that are scattered into medium N1 by incident waves from 
medium N2. Therefore, 
11
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 CHAPTER 3    EVALUATION OF SCATTERING AMPLITUDES 
3.1 Evaluation of scattering amplitudes with matching conditions 
The boundary conditions at the flame front, ( , )z h t= r , are the continuity of 
acoustic pressure and normal velocity. (Acoustic velocity jump condition due to unsteady 
heat release will be considered in section  3.3.) Both matching conditions can be 
expressed in terms of velocity potential from Eqs. (2.2) and (2.3).  
Pressure continuity : 
(1) (2)
1 2
( , ) ( , )
( ) ( )
c c












   (3.1) 
Normal velocity continuity : 
(1) (2)
( , ) ( , )
( ) ( )
c c










   (3.2) 
Note that the above matching conditions use complex value of velocity potential, 
c
ψ , which also holds for real part, ψ , and also provides enough conditions to solve for 
complex values of scattering amplitudes.  Substituting Eqs. (2.18) and (2.20) into Eq. 
(3.1) yields: 
(1)(1)
00 ( ( , ) )( ( , ) )(1) 1/ 2 11 (1) 1/ 2
1 0 1 0 0 1( ) e ( , , , )( ) e
ki q h t ti q h t t
kq S q d d
ωω
ω





k r rk r r
k
k k k  
( 2)( ( , ) )21 (2) 1/ 2
2 0 2( , , , )( ) e
ki q h t t
k
S q d d
ω
ω
ρ ω ω ω ρ ω⋅ + −−= ∫ ∫∫ 0
k r r
k
k k k        (3.3) 
The direction 
v














v zn e        (3.4) 
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where ( , )
x y















,     (3.5) 
the normal velocity continuity in Eq. (3.2) can be rewritten 
(1) (2)
( , ) ( , )
c c





∂ ∂   
− ∇ ⋅∇ = − ∇ ⋅∇   
∂ ∂   r r
     (3.6) 
Substituting Eqs. (2.18) and (2.20) into Eq. (3.6) yields 
( )
(1)
00( ( , ) )(1) 1/ 2 (1)
1 0 0( ) ( , ) e
i q h t t
q q h t
ωρ ⋅ + −− − ∇ ⋅ 00
k r r
r k  
( )
(1)( ( , ) )11 (1) 1/ 2 (1)
0 1( , , , )( ) ( , ) e
ki q h t t
k k
S q q h t d d
ω
ω
ω ω ρ ω⋅ − −−− + ∇ ⋅∫ ∫∫ 0
k r r
k
k k r k k  
( )
( 2)( ( , ) )21 (2) 1/ 2 (2)
0 2( , , , )( ) ( , ) e
ki q h t t
k k
S q q h t d d
ω
ω
ω ω ρ ω⋅ + −−= − ∇ ⋅∫ ∫∫ 0
k r r
k
k k r k k      (3.7) 
An approximate solution for scattering amplitude 11S  and 21S  in Eqs. (3.3) and 
(3.7) can be obtained by using perturbation method, i.e., expanding the scattering 
amplitudes in powers of h. 
1 2 1 2 1 2
0 1
N N N N N N
S S S= + +L         (3.8) 
where 1 2 ~ ( )N N n
n
S O h . Substituting Eq. (3.8) into Eqs. (3.3) and (3.7) yields 
[ 0( )(1) 1/ 2 (1) (1) 21 0 1 0 0 0
1
( ) e 1 ( , ) ( ( , ))
2
i t
q iq h t q h t
ωρ ω ρ ⋅ −−
 





( )11 11 11 (1) 1/ 2 ( ) (1) (1) 20 1 2 1
1
( ) e 1 ( , ) ( ( , ))
2
i t
k k kS S S q iq h t q h t d d
ω
ω
ω ρ ω− ⋅ −
 
+ + + + − − +  
  




( )21 21 21 (2) 1/ 2 ( ) (2) (2) 22 0 1 2 2
1
( ) e 1 ( , ) ( ( , ))
2
i t
k k kS S S q iq h t q h t d d
ω
ω
ρ ω ρ ω− ⋅ −
 
= + + + + − + 
 




            (3.9) 
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0( )(1) 1/ 2 (1) (1) (1) 2
1 0 0 0 0(1)
0
( , ) 1
( ) 1 e 1 ( , ) ( ( , ))
2
i th t
q q iq h t q h t
q
ωρ ⋅ −−
 ∇ ⋅  





( )11 11 11 (1) 1/ 2 (1) ( )0 1 2 1 (1)
(1) (1) 2
( , )
( ) 1 e
1







S S S q q
q
d d





− ⋅ − ∇ ⋅+ + + + 
 −
 










( )21 21 21 (2) 1/ 2 (2) ( )0 1 2 2 (2)
(2) (2) 2
( , )
( ) 1 e
1







S S S q q
q
d d





− ⋅ − ∇ ⋅+ + + − 
 =
 










      (3.10) 
where exp( ( , ))kiq h tr  terms are expanded in a Taylor series by assuming: 
( , ) cos 1kq h t Kh φ= <<r  ( /K cω= )    (3.11) 
which is called the Rayleigh parameter. It is also assumed in Eq. (3.10) that h∇  terms in 









       (3.12) 
which imposes the condition that the slope of surface roughness be much smaller than the 
grazing angle of all incident and scattered waves.  Eqs. (3.11) and (3.12) can have 
statistical forms in case of random oscillation. 
Small rms height :   cos 1σ φ <<%         (3.13) 
Small slope :   tan 1σ φ∆ <<%       (3.14) 
where 
1/ 2
2: K K hσ σ= =%  and 2 / clσ σ∆ =
%% %  (Ogilvy, [ 51 ], p. 22)). Assuming a 
maximum allowable value of cosσ φ%  to be 0.3 in Eq. (3.13) yields a maximum allowable 
frequency  max / 2f Kc π= ≈ 540 Hz for normal incidence (φ = 0 deg) with σ = 3 cm, c = 
340 m/s. 
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Equating the terms of 0( )O h  in Eqs. (3.9) and (3.10) gives 
0( )(1) 1/ 2 11 (1) 1/ 2 ( )
1 0 1 0 0 0 1( ) e ( , , , )( ) e
i t i t
kq S q d d
ω ω
ω





k r k r
k
k k k
21 (2) 1/ 2 ( )
2 0 0 2( , , , )( ) e
i t
kS q d d
ω
ω
ρ ω ω ω ρ ω− ⋅ −= ∫ ∫∫ 0
k r
k
k k k        (3.15) 
0( )(1) (1) 1/ 2 11 (1) (1) 1/ 2 ( )
0 1 0 0 0 1( ) e ( , , , ) ( ) e
i t i t
k kq q S q q d d
ω ω
ω
ρ ω ω ρ ω⋅ −− − ⋅ −− ∫ ∫∫0 0
k r k r
k
k k k
21 (2) (2) 1/ 2 ( )
0 0 2( , , , ) ( ) e
i t
k kS q q d d
ω
ω
ω ω ρ ω− ⋅ −= ∫ ∫∫ 0
k r
k
k k k        (3.16) 
The explicit solution for the zeroth-order scattering amplitudes, 110S and 
21
0S , 
follows from multiplying 3exp[ ( )] /(2 )i tω π′ ′− ⋅ −k r  in (3.15) and (3.16) and integrating 
with respect to r and t. 
(1) 1/ 2 11 (1) 1/ 2
1 0 1 0 0 0 0 1( ) ( ) ( ) ( , , , )( )kq S qρ ω ρ δ δ ω ω ω ω ω ρ
− −
′′ ′ ′ ′ ′ − − + 0 0k k k k
21 (2) 1/ 2
2 0 0 2( , , , )( )kS qρ ω ω ω ρ
−
′′ ′ ′= 0k k        (3.17)    
(1) (1) 1/ 2 11 (1) (1) 1/ 2
0 1 0 0 0 0 1( ) ( ) ( ) ( , , , ) ( )k kq q S q qρ δ δ ω ω ω ω ρ
− −
′ ′′ ′ ′ ′− − −0 0k k k k
21 (2) (2) 1/ 2
0 0 2( , , , ) ( )k kS q qω ω ρ
−
′ ′′ ′= 0k k          (3.18) 
where the integral variables were interchanged and the following were used. 
2exp[ ( ) ] /(2 ) ( )i d π δ′ ′− − ⋅ = −∫∫ k k r r k k ,  exp[ ( ) ] /(2 ) ( )i t dtω ω π δ ω ω′ ′− − = −∫    (3.19) 



















k   (3.20) 
21
0 0 0( , , , ) ( ) ( ) ( )S Dω ω δ δ ω ω= − −0 0k k k k k  with 














k   (3.21)  
R and D in the above equations denote reflection and transmission coefficients, 
respectively, associated with the mean (flat) surface. They are related by the relationship, 
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2 2 1R D+ = , which implies energy conservation; i.e., the sum of the reflected and the 
transmitted energy fluxes from the mean surface is equal to the incident energy flux. 
First order approximation, 1 21
N N
S , can be obtained by equating the terms of 1( )O h  
in Eqs. (3.9) and (3.10). 
( )0( )(1) 1/ 2 (1) (1) 1/ 2 ( ) (1) 11 111 1 0 0 0 1 0 1( ) e ( , ) ( ) e ( , )i t i tk kq q i h t q i h t q S S d dω ω
ω
ρ ρ ω ρ ω ω ω⋅ −− − ⋅ −

 + − + 

∫ ∫∫0
k r k r
k
r r k
( )(2) 1/ 2 ( ) (2) 21 212 2 0 1( ) e ( , )i tk kq i h t q S S d dω
ω
ρ ρ ω ω ω− ⋅ −= +∫ ∫∫
k r
k
r k      (3.22) 
( )0
2
( )(1) 1/ 2 (1)
1 0 0( ) e ( , ) ( , )
i t
q i q h t h t






( ){ }2(1) 1/ 2 ( ) 11 (1) (1) 111 0 1( ) e ( , ) ( , )i tk k kq S i q h t h t q S d dω
ω
ρ ω− ⋅ −  + − ∇ ⋅ −
  ∫ ∫∫
k r
k
r r k k
( ){ }2(2) 1/ 2 ( ) 21 (2) (2) 212 0 1( ) e ( , ) ( , )i tk k kq S i q h t h t q S d dω
ω
ρ ω− ⋅ −  = − ∇ ⋅ +
  ∫ ∫∫
k r
k
r r k k   (3.23) 
Multiplying 3exp[ ( )] /(2 )i tω π′ ′− ⋅ −k r  in Eqs. (3.22) and (3.23), integrating with 
respect to r and t, and using 110S , 
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(1) 1/ 2 110
1 0 0 1 1 0
1
1 ( ) ( , ) ( ) ( , , , )k
q





′ ′ ′ ′ ′ − − − + 
   
0 0 0k k k k k
1/ 2
(2)
(2) 1/ 2 210
2 0 0 2 1 0
2
( ) ( , ) ( ) ( , , , )k
q





′ ′ ′ ′ ′ = − − + 
   
0 0 0k k k k k     (3.24) 
( ) ( )
2
(1) 1/ 2 (1)
1 0 0 01 ( ) ( ) ( ) ( , )i R q q hρ ω ω
−  ′ ′ ′+ − − ⋅ − −
  0 0 0 0
k k k k k k
(1) 1/ 2 (1) 11
1 1 0( ) ( , , , )k kq q Sρ ω ω
−
′ ′ ′ ′− =0k k
( )
2
(2) 1/ 2 (2)
2 0 0 0( )( ) ( ) ( , )iD q q hρ ω ω
−  ′ ′ ′− − ⋅ − −
  0 0 0 0
k k k k k k
(2) 1/ 2 (2) 21
2 1 0( ) ( , , , )k kq q Sρ ω ω
−
′ ′ ′ ′+ 0k k        (3.25) 
where 0
[( ) ( ) ]
0 3
1




h h t e dtd
ω ωω ω
π
′ ′− − ⋅ − −′ ′− − = ∫∫ ∫ 00
k k r
r
k k r r    (3.26) 
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Note that ( , )h t∇ r  in Eq. (3.23) was replaced by 0( ) ( , )i h t′ −k k r  to obtain Eq. 
(3.25). This is justified as below with 
( )
1 2( , ) e
i
a a
′− − ⋅= = 0 0
k k r
a k . 
( )h d = h d h d⋅∇ ∇ ⋅ − ∇ ⋅∫∫ ∫∫ ∫∫a r a r a r    
2 1( , )= h a a d h d− ⋅ − ∇ ⋅∫ ∫∫l a r  by Green’s theorem 
= h d− ∇ ⋅∫∫ a r   if ( ) ( 1)
nh n−< >r | r |  as → ∞| r |    (3.27) 
Solving for 111S  and 
21
1S  in Eqs. (3.24) and (3.25), it is found that 
11
1 0 0 0( , , , ) ( , , , ) ( , )S A hω ω ω ω ω ω= − −0 0 0k k k k k k       (3.28) 
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(1) (1) 1/ 2 (2) (2)0
0 1 2 1 0 2 0
0 (1) (2) (1) (2)
2 0 1 0 2 1
2 ( ) ( , , )
( , , , )
k k
k k
i q q q q
A
q q q q
ω
ρ ρ ρ ρ α ω
ω
ω ω
ρ ρ ρ ρ
 





k k   (3.30) 
( ) ( )
( )( )
1/ 2
(1) (2) (1) (2)0
1 2 0 2 1 0 0
0 (1) (2) (1) (2)
2 0 1 0 2 1
2 ( , , )
( , , , )
k k
k k
i q q q q
B
q q q q
ω
ρ ρ ρ ρ α ω
ω
ω ω
ρ ρ ρ ρ
 










( , , )
c c
ω ω
α ω ρ ρ
         
= − ⋅ − − ⋅      
         
0 0 0k k k k k k     (3.32) 
Equations (3.28) and (3.29) coincide with the formulae of scattering amplitudes 
for a stationary surface as those derived by Voronovich[50], except that the above are 
more general versions allowing for arbitrary surface movement. When the incident wave 
originates from medium (2), the acoustic fields have the following forms: 
In medium (1), 
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Note that the above equations can be obtained from Eqs. (2.18) and (2.20) by 
exchanging 1 ↔ 2 for media and by changing the sign of vertical coordinate, z. This 
means that 22S  and 12S  can be simply evaluated from Eqs. (3.20), (3.21), (3.28), and 
(3.29) to obtain: 
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0 0 0 0 0( , , , ) ( ) ( ) ( ) ( , , , )S R Sω ω δ δ ω ω ω ω= − − − = −0 0 0k k k k k k k    (3.35) 
12 21
0 0 0 0 0( , , , ) ( ) ( ) ( ) ( , , , )S D Sω ω δ δ ω ω ω ω= − − =0 0 0k k k k k k k    (3.36) 
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k k   (3.37) 
where 0 01 2( , , ) ( , , )α ω α ω↔ = −0 0k k k k  was used. 
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1 0 0 01 2
( , , , ) ( , , , ) ( )( , )S B hω ω ω ω ω ω
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Second order approximation, 1 22
N N
S , can be obtained by collecting the terms of 
2( )O h  in Eqs. (3.9) and (3.10).  
pressure continuity: 
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normal velocity continuity: 
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Multiplying 3exp[ ( )] /(2 )i tω π′ ′− ⋅ −k r  in Eqs. (3.22) and (3.23), integrating with 
respect to r and t, and using Eqs. (3.20) and (3.21) for 110S  and 
21
0S  yields 
( ) ( )0
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r k r  (3.41) 
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           (3.42) 
where ∇  in the first and third integral in Eq. (3.42) can be replaced by ( )i ′ − 0k k  using 
Eq. (3.27) with 
( )
e
i ′− − ⋅= 0 0
k k r
a k . Similarly ∇  in the second and fourth integral can be 
replaced by ( )i ′ −k k  with ( )e i ′− − ⋅= k k ra k .  Then Eq. (3.42) has the form: 
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(2) 1/ 2 (2) 21
2 2 0( ) ( , , , )k kq q Sρ ω ω
−
′ ′ ′ ′+ 0k k        (3.43) 
The terms including 2 ( , )h tr  can be rewritten in terms of the spectrum of surface 
height, ( , )h ωk , using 
( )( , ) ( , ) ei th t h d dω
ω
ω ω⋅ −= ∫∫ ∫
k r
k
r k k        (3.44) 
Hence 
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0(2 ) ( , )h hπ ω ω′ ′= ∗ − −0k k         (3.45) 
where h h∗  denotes a convolution integral defined in the wave number / frequency 
domain.   
1 1
1 1 1 1 1 1( , ) ( , ) ( , )h h h h d d
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ω ω ω ω ω∗ ≡ − −∫∫ ∫
k
k k k k k      (3.46) 
Eq. (3.41) can be written as (using Eqs. (3.45), (3.19), and (3.26))  
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           (3.47) 
Similarly, Eq. (3.43) can be written as (using (3.45) and (3.26))  
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Eqs. (3.47) and (3.48) can be rearranged in the following forms using Eqs. (3.28) 
and (3.29). 
(1) 1/ 2 11 (2) 1/ 2 21
1 2 0 2 2 0( / ) ( , , , ) ( / ) ( , , , )k kq S q Sρ ω ω ρ ω ω′ ′′ ′ ′ ′−0 0k k k k
2 0 0( , , , , ) ( , ) ( , )A h h d d
ω
ω ω ω ω ω ω ω ω′ ′ ′= − − − −∫ ∫∫ 0 0
k
k k k k k k k    (3.49) 
(1) 1/ 2 11 (2) 1/ 2 21
1 2 0 2 2 0( / ) ( , , , ) ( / ) ( , , , )k kq S q Sρ ω ω ρ ω ω′ ′′ ′ ′ ′+0 0k k k k
2 0 0( , , , , ) ( , ) ( , )B h h d d
ω
ω ω ω ω ω ω ω′ ′ ′= − − − −∫ ∫∫ 0 0
k




(1) 1/ 2 (1) (2) 1/ 2 (2)0
1 0 0 2 0 0
(1) 1/ 2 (2) 1/ 2
1 0 2 0
( , , , , )
1 ( ) ( ) ( )( )
2
( ) ( , , , ) ( ) ( , , , )k k
A
R q q D q q






ρ ω ω ρ ω ω
ω
′
 = + − ′






k k k k
    (3.51) 






(1) 1/ 2 (1)
0 1 0
2
(2) 1/ 2 (2)
0 2 0
2
(1) 1/ 2 (1)
1 0
2
(2) 1/ 2 (2)
2 0
( , , , , )
1
1 ( ) ( / ) ( )
2
1
( )( / ) ( )
2
( ) ( ) ( , , , )






i q q A









 ′= − − − − ⋅
  
 ′+ − − ⋅
  
′+ − − ⋅







k k k k
k k k k
k k k k k
k k k k k
     (3.52) 
The second equality in Eq. (3.51) is obtained by replacing ( )R 0k  and ( )D 0k  with 
those in Eqs. (3.20) and (3.21). 
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The second equality in Eq. (3.52) is obtained by using ( )R 0k  and ( )D 0k  in Eqs. 
(3.20) and (3.21) together with ( ) 2 2 1/ 2[( / ) ]mk mq c kω= − , 
( ) 2 2 1/ 2
0 0 0[( / ) ]
m
mq c kω= −  (m 
=1,2) in Eqs. (2.18) and (2.20). Solving for 112S  and 
21
2S  in Eqs. (3.49) and (3.50) and 
changing ′ →k k  and ω ω′ →  yields:  
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Substituting R, D, A, and B from Eqs. (3.20), (3.21), (3.30), and (3.31), 
respectively, into A2 and B2 in Eqs. (3.51) and (3.52) and changing arguments of A2 and 
B2 yields: 
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Substituting Eqs. (3.57) and (3.58) into Eqs. (3.55) and (3.56) yields the final 
form of F and G. 
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where α  is defined in Eq. (3.32). 
In the case where the incident waves originate from medium (2), 222S  and 
12
2S  (the 
reflected and the transmitted scattering amplitude, respectively) can be obtained by 
exchanging 1 ↔ 2 with an opposite sign of h as follows. 
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3.2 Reciprocity theorem 
Scattering amplitudes for reflected/transmitted waves are known to observe the 
reciprocity theorem with respect to wave number vector k for a fixed frequency 0ω , 
which has the following form. [50] 
1 2 2 1
0 0( , ; ) ( , ; )
N N N N
S Sω ω= − −0 0k k k k  1 2{ , } {1,2}N N =    (3.64) 









Figure 5   The schematics of reciprocity theorem 
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Reciprocity for zeroth-order scattering amplitude is confirmed trivially by Eqs. 
(3.20), (3.21), (3.35) and (3.36). Reciprocity for first-order scattering amplitude follows 
from Eqs. (3.28), (3.29) and (3.38). 
For 1 2 1N N= = , 
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     (3.65) 
For 1 2N = , 2 1N = , 
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where  0 01 2( , , , ) ( , , , )B Bω ω ω ω↔− − = −0 0k k k k  is used.     (3.67) 
Reciprocity for 2
nd
 order of SA has the following forms from Eq. (3.64).  
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( ′′ ′−k = k  yields) 
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h
2
 term in Eq. (3.72) is the same as that in Eq.(3.71) with respect to wave number vector 
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 where α in Eq. (3.32) is used. The above equation verifies Eq. (3.73), which confirms the 
reciprocity, 11 112 0 2 0( , ; ) ( , ; )S Sω ω= − −0 0k k k k , in Eq. (3.68). The reciprocity of 
22
2S  for 
1 2 2N N= =  in Eq. (3.69) follows immediately from Eq. (3.68). 
22 11 11 22
1 2 1 22 0 2 0 2 0 2 0
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To show the reciprocity in Eq. (3.70) for 1 2N =  and 2 1N = , one can use Eq. 
(3.61) and change integral variables in the same way as in Eq. (3.72) to have the form.  
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Then the reciprocity in Eq. (3.70) can be confirmed by showing the following 
equality.  
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where α in Eq. (3.32) is used. The above equation verifies Eq. (3.77), which confirms the 
reciprocity, 21 122 0 2 0( , ; ) ( , ; )S Sω ω= − −0 0k k k k , in Eq. (3.70). 
3.3 Evaluation of scattering amplitudes with jump conditions 
Matching conditions used in the previous section are not valid across unsteady 
flame front because unsteady gas expansion across unsteady flame front causes jump 
conditions in acoustic pressure and velocity. These jump conditions have been derived by 
many researchers using conservation relations and reported to be associated with mean 
flame speed Mach number for unburned gas, 
S
M (= (1) 1/LS c ), and perturbations in mass 
burning rate and pressure. [18,20,26] The jump condition in acoustic pressure across the 
flame front can be derived by linearizing normal momentum conservation.  
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which leads to the form by expanding variables 




(1) (1) 2 (2) (2) 2
0 1 0 1
2
2
0 1 2 2
2,0 2,1 1,0 1,1
2
2 1 1 2 1 1 2
0 1 2,0 2,1 2,0 1,0 1,1 1,0
2 2 1 1
0 0 1 2,0 1,0
( ) ( )
1 1
( )
( ) ( )
( ) (1 ( )) (1 ( ))
2 ( ) ( )
p p O p p O
m m O
O O
m m O O O
m m m O
ε ε ε ε
ε ε
ρ ερ ε ρ ερ ε
ε ε ρ ερ ρ ε ρ ερ ρ ε
ε ε ρ ρ
− − − −
− −
+ + − + +
 
= + + −  + + + + 
 = + + − + − − + 
= + + − + 2 2 21,1 1,0 2,1 2,0( ) ( )Oε ρ ρ ρ ρ ε
− − − + 
 (3.80) 
where superscripts (1) and (2) denote media (1) and (2) and subscripts 0 and 1 denote 
mean value and perturbation value of first order, respectively, for all variables except for 
ρ and c. (Note that j and n in ,n jρ  and nc  denote values of  j
th
 order in medium (n).)  It 
follows by taking ( )O ε  in Eq. (3.80) and using ( ) 2,0 0 /
n




n np cρ =  (n 
={1,2}) with (1) (2)0 0 0p p p= =  and 0 1,0 1 0 1 0/( ) /( )SM m c m c pρ γ= =  that 
(1) (2) 2 2 2 1 1
1 1 0 1,1 1,0 2,1 2,0 0 1 2,0 1,0
2 (1) 2 2 4 (2) 2 2 4 1 2 2
0 1 1 0 1 1 2 0 2 0 1 0 2 1
2 (1) (2) 2 1
1 1 0
0
( ) 2 ( )
[ ( ) ( ) ] 2 ( ) ( )
( ) 2 ( 1)
S S
p p m m m
m p c p c p c p c m m p c c
m
M p p p M
m
ρ ρ ρ ρ ρ ρ
γ γ γ
γ
− − − −
− − − − −
− = − + −
= − + −
= − Λ + Λ −
 
which is rearranged to yield 
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     (3.81) 




O M  smaller than linearized mass burning rate perturbation, 1 0/m m , and, therefore, 
the pressure jump condition can simply reduce to the continuity condition, (1) (2)1 1p p= , up 
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to first order approximation as in Eq. (3.1). The velocity jump condition at the flame front 
can be obtained from linearized energy equation. For instance, the energy equation was 
linearized by Lieuwen. (Eq. (10) in reference [26])    
(2) (1) (1)(1) (2)
1, 1, ,1 21 1
(1)
1 1 0 0 ,0
( 1)




v v Sp p
M O M
c c p p S
γ
γ
 + Λ −
− = − Λ + Λ − +  
 
    (3.82) 
where 1,nv  denotes acoustic velocity component that is normal to wrinkled flame surface. 
The left hand side results from difference in flame speed across a flame, (2) (1),1 ,1 1( ) /L LS S c− . 
Note that Lieuwen[26] used vertical component of velocity, 1, zv , in the left hand side, 
which is replaced by 1,nv  in Eq. (3.82). Such replacement depends upon whether a flow 
field and flame kinematics are coupled or not, as demonstrated below. By definition,  
Flame front speed = (1) (2)( ) ( )
L L
S S⋅ − = ⋅ −
v v v v
v n v n     (3.83) 
where the velocity terms are expanded by incident acoustic pressure amplitude, 
ε 2I 1 1( )P cρ≡ , see Eq. (6.6). 
2
0 1 ( )Oε ε= + +
v v v
v v v ,  2,0 ,1 ( )L L LS S S Oε ε= + +     (3.84) 
where terms of O(ε) and higher can further be expanded in terms of flame front height h 
as flow field is scattered by a wrinkling flame, see Eq. (6.7). 
2 3
1 10 11 12 ( )h h O h= + + +
v v v v
v v v v ,   2 3,1 ,10 ,11 ,12 ( )L L L LS S hS h S O h= + + +   (3.85) 











h h h O h h
h h O h
−  
= + ∇ − ∇ = − ∇ + − ∇ 
 







   (3.86)  
Eqs. (3.84) - (3.86) are substituted into Eq. (3.83) to yield 
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2 3 (2)
0 10 11 12
22 3 (1) 2 3
0 10 11 12
2 3 (2)
,0 ,10 ,11 ,12
2 3 (1) 2
,0 ,10 ,11 ,12
{[ ( ( ))]
[ ( ( ))] ( )} ( / 2 ( ))
[ ( ( ))]
[ ( ( ))] ( )
L L L L
L L L L
h h O h
h h O h O h h O h
S S hS h S O h





+ + + +
− + + + + + ⋅ − ∇ − ∇ +
= + + + +
− + + + + +
v v v v
v v v v v v
z z
v v v v
v v v v e e
 (3.87) 
In the case where flow field and flame kinematics are coupled and relative 
magnitude of ε and h is such that O(ε) = O(h), then collecting terms of O(ε) (or O(h)) in 
Eq. (3.87) yields the form 
(2) (1) (2) (1) (2) (1)
10 10 0 0 ,10 ,10( ) ( ) ( )L Lh S Sε ε− ⋅ − − ⋅ ∇ = −
v v v v v
zv v e v v      (3.88) 
where the second term on the left hand side vanishes identically by using continuity of 
tangential momentum 
(2) (1)( ) 0G− × ∇ =
vv v
v v  with G h∇ = − ∇
v v
ze  
terms of O(1) of which has the form 
(2) (1)
0 0( ) 0− × =
v v v
zv v e   
which implies that (2) (1)0 0( ) //−
v v v
zv v e  or 
(2) (1)
0 0( ) h− ⊥ ∇
v v
v v  that leads to the form 
(2) (1)
0 0( ) 0h∇ ⋅ − =
v v
v v          (3.89) 
which leads Eq. (3.88) to the form which is equivalent to the result of Lieuwen[26]. 
(2) (1) (2) (1)
10 10 ,10 ,10( ) L LS S− ⋅ = −
v v v
zv v e         (3.90) 
 On the other hand, if a flame surface is prescribed and uncoupled with flow field 
as is assumed in this analysis, then h is not affected by ε even when ε is brought to zero, 
i.e.; turbulent flame wrinkling still exists even without an acoustic flow excitation. This 
leads to the following form simply by substituting Eq. (3.84) to Eq. (3.83) and collecting 
terms of O(ε). 
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 (2) (1) (2) (1)1 1 ,1 ,1( ) L LS S− ⋅ = −
v v v
v v n         (3.91) 
which justifies the usage of velocity component normal to flame surface, 1,nv , instead of 
using vertical component of velocity in Eq. (3.82). Eq. (3.91) implies that acoustic 
velocity jump arises from difference in flame speed fluctuation. Perturbation in mass 
burning rate, (1)1 Lm Sρ= , can be obtained by expanding 
2
0 1 ( )m m m Oε ε= + + , 
2
1 1,0 1,1 ( )Oρ ρ ερ ε= + + , 
(1) (1) (1) 2






















= −       (3.92) 
where (1) 21 1,1 1 0 1,0/ /p c pρ γ ρ= =  is used. Then Eq. (3.82) can be rewritten in terms of 
normalized mass burning rate perturbation, 1 0/m m , in Eq. (3.92) and 
(1) (2)
1 1 1p p p= =  on 
the first order of 
S
M  from Eq. (3.81). 
(2) (1)
1, 1, 21 1
1 1 0 0
( 1) ( )
n n
S S
v v m p
M O M
c c m p
 
− = Λ − − + 
 
      (3.93) 
Taking inverse Fourier transform of the above equation yields 
(2) (1)
1, 1, 21 1
1 1 0 0
( ) ( ) ( ) ( )
( 1) ( )
n n
S S
v t v t m t p t
M O M
c c m p
 
− = Λ − − + 
 
    (3.94)
1 0( ) /m t m  can be calculated by linearizing the expression for the burning 
rate, ( )M τ ( ( ) /
r
m t M≡ ), reported by Peters and Ludford [ 52 ](Eq. (22) in their 
publication). 
( ){ }2 2 ( 1) /ln ( ) 1 ln ( )( ) ln ( ) 1 ( ) 2d M db M M
d d
γ γτ γ ττ τ α τ
τ γ τ
− −− + − = −
P
P   (3.95) 
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where 11b Le−= − , ( ) ( ) /
r
p t pτ =P , 1( )
r
t tτ θ −= , Le = Lewis number, θ = dimensionless 
activation energy, 
r
p  = reference pressure, 2/r r r pr rt c Mρ λ=  = reference time of flame’s 
diffusion, 
r
M = reference mass flux per unit area. (Note that the above 1( )
r
t tτ θ −=  is 
different from /
r c
t tτ =  that will be introduced in Eq. (4.73).) 
Expand M and P  in Eq. (3.95) in the power series of 1θ −  yields: 
1 2
11 ( )M M Oθ θ
− −= + + ,  1 211 ( )Oθ θ
− −= + +P P ,    (3.96) 
( )1 2 1 21 1ln ln 1 ( ) ( )M M O M Oθ θ θ θ− − − −= + + = +  using 2 3 4ln(1 ) / 2 / 3 ( )x x x x O x+ = − + + , 
2 1 2
11 2 ( )M M Oθ θ
− −= + + , ( 1) / 1 21
( 1)




− − −−= + +P P  
Substituting Eq. (3.96) into Eq. (3.95) and collecting 1( )O θ −  yields a linearized 
form of mass burning rate. 
1 1
1 1
( ) ( )1 1






τ γ γ τ
− −
− + = −
P
P      (3.97) 
The case of Le = 1 will be examined where b vanishes. Then 1 0( ) /m t m  (= 1( )M τ  
with 0rM m= ) has the form in terms of linearized acoustic pressure, 1( )p t  (= 0 1( )p τP  

















       (3.98) 
which is then substituted into Eq. (3.94) to yield the acoustic velocity jump across a 
flame front of the order of ( )
S
O M  where (1) (2)1 1 1( ) ( ) ( )p t p t p t= =  is valid. 
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(2) (1)
1, 1, 21 1
1 1 0 0
( ) ( ) ( ) ( )
( 1) ( )
n n
S S
v t v t m t p t
M O M
c c m p
 
− = Λ − − + 
 
( ) (1) (2)(2) (1) (2) 1
1, 1, 1
0
1 ( 1) ( 1) ( )










 Λ −  − − ∂
− = − +   ∂  
  (3.99) 
where the ratio of magnitude of pressure term, 1p , to that of time derivative of pressure 
term, 1 /p t∂ ∂ , in the right hand side can be evaluated using 2α = , 1.4γ = , 10θ = [52], 
2
/ / 0.001/ 0.4 0.0025 ( )
r T L L
t D S d S s= ≈ ≈ = .  (Note that 2 2: / /r r r pr r T Lt c M D Sρ λ= =  
using /( )
T r r pr
D cλ ρ=  and 
r r L
M Sρ= .) 










− ≈       (3.100) 
which ensures the dominance of 1 /p t∂ ∂  term for 100f ≥  Hz. Eq. (3.99) can be 
expressed as velocity potential by means of Eqs. (2.2) and (2.3). 
 
(2) (1) (2) 2 (2)
2
( , )
( , ) ( , ) ( , ) ( , )
0c c c c
X Y
z h t
t t t t
n n t t
ψ ψ ψ ψ
β β
=
 ∂ ∂ ∂ ∂
− + + = 
∂ ∂ ∂ ∂ 
v v v v
r
R R R R































which are rewritten in another form using 22 0 2/ /p cρ γ= , 
1/ 2
2 1/c c = Λ , and mean flame 
speed Mach number 
S










Λ −  
= − − 
Λ  











  (3.102) 
Eq. (3.5) leads the above equation to the form 








2 ( , )
1 ( , )
















+ ∇ − ∇ ⋅∇ 
∂ 
 ∂ ∂ ∂ 
= + ∇ − ∇ ⋅∇ − −   







   (3.103) 
which, using Eqs. (2.18) and (2.20), can be written as 
( ) ( ) ( ) (1) 00
1/ 2 1/ 22 ( ( , ) )(1) (1)
1 0 01 ( , ) e
i q h t t
h q q h t
ωρ
− − ⋅ + −+ ∇ − ∇ ⋅ 00
k r r
r k     (3.104) 
( ) ( ) ( )
(1)1/ 2 1/ 22 ( ( , ) )11 (1) (1)
0 11 ( , , , ) ( , ) e
ki q h t t
k kh S q q h t d d
ω
ω
ω ω ρ ω
− − ⋅ − −− + ∇ + ∇ ⋅∫ ∫∫ 0
k r r
k
k k r k k
( ) ( ) ( )
( 2)
1/ 21/ 2 221 (2) (2) 2
0 2
( ( , ) )
( , , , ) 1 ( , )
e k
k k X Y
i q h t t
S q h q h t i
d d
ω ω





+ ∇ − ∇ ⋅ + −  = ∫ ∫∫
0
k k r r
k k r k
k  





+ ∇ , exp( ( , ))iqh tr , and 
the scattering amplitudes as in Eq. (3.8), that 
( ) ( ) 0
1/ 22 ( )4 (1) (1) (1) (1) 2 3
1 0 0 0 0
1 1
1 ( ) ( , ) 1 ( , ) ( ( , )) ( ) e
2 2
i t
h O h q q h t iq h t q h t O h
ωρ
− ⋅ −   − ∇ + − ∇ ⋅ + − +  




r k r r
 
( )( ) ( )
1/ 22 4 11 11 11 3 (1) (1)
0 1 2 1
(1) (1) 2 3 ( )
1
1 ( ) ( ) ( , )
2
1





h O h S S S O h q q h t








− − ∇ + + + + + ∇ ⋅ 
 
 







( )( ) ( )
1/ 2 221 21 21 3 (2) 4 (2)
0 1 2 2
(2) (2) 2 3 ( )
1
( ) 1 ( ) ( , ) ( )
2
1





S S S O h q h O h q h t








= + + + − ∇ + − ∇ ⋅ +  
  
 







           (3.105) 
Collecting the terms of 0( )O h  in Eq. (3.105) leads to the solution of zeroth order 
of scattering amplitude. 
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0( )(1) 1/ 2 11 (1) 1/ 2 ( )
0 1 0 0 1( / ) e ( , , , )( / ) e
i t i t
kq S q d d
ω ω
ω
ρ ω ω ρ ω⋅ − ⋅ −− ∫ ∫∫0 0
















β ω β ω
ω ω ω
ρ
⋅ −   −= +  




k k k    (3.106) 
Algebraic form of scattering amplitude is obtained by multiplying 
3exp[ ( )] /(2 )i tω π′ ′− ⋅ −k r  in Eq. (3.106) and integrating with respect to r and t as in 
Eq.(3.16).  
(1) 1/ 2 11 (1) 1/ 2
0 1 0 0 0 1( / ) ( ) ( ) ( , , , )( / )kq S qρ δ δ ω ω ω ω ρ′′ ′ ′ ′− − −0 0k k k k
( ) ( )
1/ 2
21 (2) (2) 2
0 0 2( , , , ) k k X YS q q iω ω ρ β ω β ω
−
′ ′′ ′ ′ ′= + −0k k     (3.107) 
The above expression for velocity jump condition and Eq. (3.17) for pressure 
continuity yield the explicit solution for the zeroth order scattering amplitudes. 
11
0 0 0( , , , ) ( , ) ( ) ( )JS Rω ω ω δ δ ω ω= − −0 0k k k k k      (3.108) 
















ρ ρ β ω
ω




k  ;  2( )
X Y
iβ ω β ω β ω= −  
21
0 0 0( , , , ) ( , ) ( ) ( )JS Dω ω ω δ δ ω ω= − −0 0k k k k k      (3.109) 























Reflection / transmission coefficients in above equations represent specular 
reflection / transmission from flat mean flame surface and reduce to R and D in Eqs. 
(3.20) and (3.21), respectively, by setting 0β =  which corresponds to the continuity 
condition of acoustic velocity. Note that this reflection / transmission coefficient is 
actually not a function of frequency when ( )
X
β ω β ω≈  for low frequency regime, 
/X Yω β β<< ; e.g.,     





(1) (2) (1) (2)
2 1 2 2 1 1 2
(1) (2) (1) (2)
2 1 2 2 1 1 2
cos cos
( , ) ( )
cos cos
k k X X
J
k k X X
q q c c c
R fun
q q c c c
ρ ρ β ω ρ φ ρ φ β
ω ω
ρ ρ β ω ρ φ ρ φ β
− + − +
= = ≠
+ + − +
k  (3.110) 
For higher frequency, however, dependence of these coefficients upon frequency 
becomes significant as 2
Y
β ω  term becomes more dominant than 
X
β ω . Collecting the 
terms of 1( )O h  in Eq. (3.105) leads to the solution of first order of scattering amplitude. 
( ) ( ) 0
1/ 2 2
( )(1) (1)
1 0 0 ( , ) ( , ) e
i t
q i q h t h t
ωρ










⋅ − − + ∇ ⋅ −
  ∫ ∫∫
k r
k
r k r k   (3.111) 
( ) ( ){ }
( )





( , ) ( , )
e
k X Y k k X Y
i t
k

















An algebraic form of the scattering amplitude is obtained by multiplying 
3exp[ ( )] /(2 )i tω π′ ′− ⋅ −k r  in Eq. (3.111) and integrating with respect to r and t, using 110S , 
21
0S  from Eqs. (3.108) and (3.109). 
( ) ( )
2
(1) 1/ 2 (1)
0 1 0 0 01 ( , ) ( ) ( ) ( , )Ji R q q hω ρ ω ω
−  ′ ′ ′+ − − ⋅ − −
  0 0 0 0
k k k k k k
(1) 1/ 2 (1) 11
1 1 0( ) ( , , , )k kq q Sρ ω ω
−
′ ′ ′ ′− =0k k
( )(2) 1/ 2 (2) (2)0 2 0 0 0 0 0( , )( ) ( ) ( ) ( , )JiD q q q hω ρ β ω ω ω−  ′ ′ ′+ − − ⋅ − − 0 0 0 0k k k k k k
( )(2) 1/ 2 (2) 212 1 0( ) ( ) ( , , , )k kq q Sρ β ω ω ω−′ ′ ′ ′ ′+ + 0k k       (3.112) 
 Pressure continuity has a similar form to Eq. (3.24) by replacing 0( , )R ω0k  and 
0( , )D ω0k  with 0( , )JR ω0k  and 0( , )JD ω0k , respectively. 




(1) 1/ 2 110
1 0 0 0 1 1 0
1
1 ( , ) ( , ) ( ) ( , , , )J k
q





′ ′ ′ ′ ′ − − − + 
   
0 0 0k k k k k
1/ 2
(2)
(2) 1/ 2 210
2 0 0 0 2 1 0
2
( , ) ( , ) ( ) ( , , , )J k
q





′ ′ ′ ′ ′ = − − + 
   
0 0 0k k k k k    (3.113) 
 Solving for 111S  and 
21
1S  in Eqs. (3.112) and (3.113) yields 
11
1 0 0 0( , , , ) ( , , , ) ( , )JS A hω ω ω ω ω ω= − −0 0 0k k k k k k      (3.114) 
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1 0 1 0
1
2
(2) 1/ 2 (2)0
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 + + 
     + − ⋅  
    
   
− − ⋅ +  
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(2) (1)0
0 2 0 0 1 0
1
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D q R q
ω ρ
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(1) 1/ 2 0
1 0 1 0
1
2
(2) 1/ 2 (2)0






( , , , )
( )
1 ( , ) ( )
( , )( ) ( )




























 + + 
     + − ⋅  
    
   
− − ⋅ +  









k ( ){ }1/ 2(2)0 2 0( , )JD qω ρ − 0k
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The forms of 0( , )JR ω0k  and 0( , )JD ω0k  in Eqs. (3.108) and (3.109) are used to 
yield the final forms of 
J
A  and 
J
B . 
( ) ( )
( ){ }
(1) (1) 1/ 2
0
0 (1) (2) (1) (2)
2 0 1 0 0 2 1
(2) (2)0
1 2 1 0 1 0 2 0
2 ( )
( , , , )
( ) ( )







q q q q
q q
ω ω
ρ ρ β ω ρ ρ β ω
ω
ρ β ω ρ ρ ρ β ω ρ α ω
ω
= ×
   + + + +   
 






  (3.116) 
( ) ( )
{ }
(1) (2) 1/ 2
1 2 0
0 (1) (2) (1) (2)
2 0 1 0 0 2 1
(1) (2)0
2 1 0 1 0 0
2 ( )
( , , , )
( ) ( )











ρ ρ β ω ρ ρ β ω
ω
ρ ρ ρ β ω α ω
ω
= ×
   + + + +   
 






  (3.117) 
2 2
(2)0 0
0 2 1 0 0
1 2
( , , ) ( )J q
c c
ω ω
α ω ρ ρ β ω
         
= − ⋅ − − ⋅ +      
         
0 0 0k k k k k k   (3.118) 
Note that 
J
A  and 
J
B  reduce to A and B in Eqs. (3.30) and (3.31), respectively, by 
setting 0β = .  Second order approximation of scattering amplitude, 1 22
N N
S , can be 
obtained by collecting the terms of 2( )O h  in Eq. (3.105). 
( ) 0
2 2 ( )(1) 1/ 2 (1) 2
0 1 0
1 1
( / ) ( , ) ( , ) e
2 2 2
i ti
q q h t h t h
ωρ ⋅ −
 






2 2(1) 1/ 2 11 (1) 2
1 0
11 (1) 11 ( )
1 2(1)
1 1
( / ) ( , ) ( , )
2 2 2
( , )






q S q h t h t h
h t







− − − ∇ ⋅ − ∇ 
 
 ∇ ⋅










2 2(2) 1/ 2 21 (2) 2
2 0 (2)
21 (2) 21 ( )
1 2(2) (2)
1 ( ) 1
( / ) 1 ( , ) ( , )
2 2 2
( , ) ( )







q S q h t h t h
q
h t







β ω ω⋅ −
    
= − + − ∇ ⋅ − ∇   
    
   ∇ ⋅
+ + − + +    
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1S , and 
21
1S  from 
Eqs. (3.108), (3.109), (3.114), (3.115), respectively, leads to 
( ) ( ) 0
(1) 1/ 2
2 2 ( )(1) 20 1
0 0
( / )





R q h t i h t h





k r r k
(1) 1/ 2 (1)




( / ) ( , , , ) ( , ) ( , )










ρ ω ω ω ω
ω ω ω⋅ −
  ∇ ⋅
− − − − +  
  
+ 










2 2 ( )(2) 20 2 0
0 0(2)
0
( / ) ( )





D q h t i h t h
q
ωρ β ωω ⋅ −
  
= − + + ∇ ⋅ + ∇  




k r r k




( / ) ( , , , ) ( , ) ( ) ( , )
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ρ ω ω ω ω β ω
β ω
ω ω ω⋅ −
  ∇ ⋅
+ − − + −  
  
 
+ +  
  





k k k k r
k k k
 
The next step is to multiply Eq. (3.120) by 3exp[ ( )] /(2 )i tω π′ ′− ⋅ −k r  and 




i ′− − ⋅= 0 0
k k r
a k  from Eq. (3.27) and, similarly, ( , )h t∇ r  in ( , )h t∇ ⋅r k  can be 
replaced by ( ) ( , )i h t′ −k k r  using ( )e i ′− − ⋅= k k ra k . Expressing the terms including 
2
h∇  in 
terms of 2h  requires a different approach, using the following procedure: 
0
1 1 2 2
1 1 2 2
0
2 [( ) ( ) ]
3
( ) ( )
1 1 1 1 1 2 2 2 2 23
[( ) ( ) ]
1 2 1 1 2 2
1
( , ) e
(2 )
1
( , ) e ( , ) e
(2 )
e
( , ) ( , ) (
i t
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ω ω ω ω
π
ω ω δ
′ ′− − ⋅ − −
⋅ − ⋅ −
′ ′− − ⋅ − −
∇
   
= ⋅   
   













k k k k k k
r
k k k k
1 1 2 2
1 1
1 2 1 2 0 2 2 1 1
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0 1 0 1( , yields)ω ω ω= + = +k k k  
0( ) ( ) ( , ) ( , )h h d d
ω
ω ω ω ω ω′ ′ ′= − − ⋅ − − − − −∫∫ ∫ 0 0
k
k k k k k k k k k    (3.121) 
The first equality was obtained writing the gradient of h in Eq. (3.44) as 
( )( , ) ( , ) ei th t i h d dω
ω
ω ω⋅ −∇ = ∫∫ ∫
k r
k
r k k k . Then it follows from Eqs. (3.45) and (3.121) that 
Eq. (3.120) can be written as: 
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where 






( , , , , )
( / )











 ′ ′− − − − ⋅ − − ⋅ −
  
0
0 0 0 0
k k k







( / ) ( )









′ ′+ + − − ⋅ − − ⋅ −  
   
0 0 0 0k k k k k k k k
( )
2
(1) 1/ 2 (1)
1 0( ) ( ) ( , , , )k k Ji q q Aρ ω ω
−  ′+ − − ⋅
   0
k k k k k
( )(2) 1/ 2 (2) (2)2 0( ) ( ) ( ) ( , , , )k k k Ji q q q Bρ β ω ω ω−  ′− + − − ⋅  0k k k k k  




(1) (2) 0 0
1 0 0 0 0
2 1
(1) (2)
2 0 1 0 0






ρ β ω β ω
ρ ρ β ω
       ′+ − + ⋅ − + ⋅ −    
       =
+ +










′ + − ⋅ 
   
0k k k k
2
(2) 1/ 2 (2)
2 0
2
( ) ( ) ( , , , )k k Ji q q B
c
ω
ρ β ω ω ω−
  
′ − − ⋅ + 
   
0k k k k     (3.123)
where the solutions of ( , )
J
R ωk  and ( , )
J
D ωk  in Eqs. (3.108) and (3.109) were used. 
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Note that, by setting 0β =  (no jump condition), the terms including ( ) ( )′ − ⋅ − 0k k k k  in 
the first equality in Eq. (3.123), which result from 
2
h∇ , vanish and 2
J
B  reduces to 2B  
obtained from continuity condition in Eq. (3.52).   Pressure continuity condition from Eq. 
(3.49) also yields an algebraic equation of 112S  and 
21
2S  by replacing 2A  with 2
J
A .  
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   (3.125) 
Note that 2
J
A  above reduces to 2A  obtained from continuity condition in Eq. 
(3.51).   Solving for 112S  and 
21
2S  in Eqs. (3.122) and (3.124) and changing ′ →k k  and 
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   (3.128) 
2
J
A  and 2
J
B  in Eqs. (3.125) and (3.123), whose arguments are exchanged by 
′ ↔k k  and ω ω′ ↔ , are substituted into Eqs. (3.127) and (3.128) to yield JF  and JG  in 
terms of first order scattering amplitudes JA  and JB .  
( )
(1) (2) 1/ 2
1 2 0
0 (1) (2)
2 0 1 0 0
( / )









ρ ρ β ω
′ ′ = ×
+ +
0k k k
( ) ( ) [ ]
2 2
(2) (2)0 0 0
0 0 0
1 2
( ) ( ) ( ) ( ) ( )kq q
c c
ω ω ω
β ω β ω β ω
ω
       
′ ′ ′ − + − + + ⋅ − + ⋅ −      
        




( ) ( ) ( )







1/ 2 1/ 2




( ) ( , , , )











q q q q
cq
ρ ρω ω
β ω ω ω
ω ρ ρ
ω ω






      ′ ′ 
′ ′ ′ + + + − ⋅     
        
   ′ ′ 
′ ′ + + − − ⋅ +  
     
0k k k k
k k 0( , , , )JB ω ω′ ′0k k
           (3.129) 
( )
( ) [ ]
(1) (1) 1/ 2
0
0 (1) (2)
2 0 1 0 0
2 2
(1) (2)0 0 0
2 1 0 0 1 0
1 2
( / )
( , , , , , )
( )










ρ ρ β ω
ω ω ω
ρ ρ β ω ρ β ω
ω
−
′ ′ = ×
+ +
       
′ ′ ′ − + + − ⋅ − + ⋅ −      




k k k k k k
 
  54 
( ) ( )
2
1/ 2 1/ 2
(1) (1) (1) (1)
0
1
1/ 2 1/ 2 2
(1) (2) (1) (2) (2)2 2
0
1 1 2
( , , , )
( ) ( , , ,
k k k k J
k k k k k J
i q q q q A
c












   ′ ′ 
′ ′ ′ + − + − ⋅  
     
       ′ ′ 
′ ′ ′ ′ − + − ⋅ +      
         
0
0
k k k k
k k k k )
   
         (3.130) 
The scattering amplitude up to 2
nd
 order of flame front height can now be written 
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 (3.132) 
The velocity potential in medium (1) and (2) from Eqs. (2.18) and (2.20) can be 
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F , and 
J
G  are found in Eqs. (3.108), (3.109), 
(3.116), (3.117), (3.129), and (3.130). Dimensionless form of acoustic pressure and 
velocity fields then follows from substituting the above forms of velocity potential into 
Eq. (2.3). 
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where ( ) ( )0
m m
q± = ±0 0
v v
zK k e ,  
( ) ( )m m
kq± = ±
v v
zK k e   ( {1, 2}m = ),  
2
I 1 1( )P cε ρ≡  
3.4 Bragg scattering and Doppler shifted frequency effects 
The characteristics, e.g., directivity and frequency, of scattered acoustic fields due 
to a moving rough surface can be demonstrated in the context of Bragg scattering and 
Doppler frequency shift. A two-dimensional problem will be illustrated where an incident 
plane wave of 0( ,0)k=0k  and frequency 0ω  from medium (1) impinges upon a 
sinusoidal surface propagating in x-direction whose roughness is expressed as: 
( , ) ( , ) cos( )Sh t h x t a k x t= = − Ωr          (3.139) 
where 2 /Sk Lπ=  is surface wave number and L is a period of surface irregularities. The 
spectral form of roughness is  
( , ) [ ( ) ( ) ( ) ( )] ( )
2
x S x S y
a
h k k k k kω δ δ ω δ δ ω δ= − − Ω + + + Ωk   (3.140) 
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2
x x S x x S y y
a
h k k k k k k k kω ω δ δ ω ω δ δ ω ω δ′ ′ ′ ′ ′ ′ ′− − = − − − − Ω + − + − + Ω −k k
where ( , )x yk k  and ( , )x yk k′ ′  are x- and y-component of the wave number k and ′k , 
respectively.   The next step is to calculate the reflection and transmission coefficients for 
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both media, i.e., JR , JD , JA , JB , JF , and JG  from Eqs. (3.108), (3.109), (3.116), 
(3.117), (3.129), and (3.130) to evaluate reflected and transmitted scattered pressure 
fields. The jump condition ( 0β ≠ ) is still utilized to describe unsteady gas expansion 
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where q’s are assumed to be real values and 
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   (3.147) 
where 2 1/T TΛ ≡  is temperature ratio between medium (1) and (2) and 
1
2 1ρ ρ
−= Λ  and 
2 1c c = Λ  are used assuming that specific heat and gas constant are invariant. φ is a 
polar angle of incident and scattering waves measured from +z-axis.  Eqs. (3.141) and 
(3.142) implies that scattered waves propagate not only in specular direction, 0φ , but also 
in off-specular directions, 1φ±  and 2φ±  (up to 2
nd
 order), which have the form, see also 
Figure 6. 
















  (n = {0, 1, 2})      (3.148) 
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Figure 6  Notation of propagation angles of incident and scattering fields 
These scattered waves propagate in discrete directions, depending upon the period, 
2 / SL kπ= , and frequency, Ω, of surface roughness. Note in Eqs. (3.148)and (3.149) that 
scattering occurs only in a specular direction if 0 0Sk kωΩ = , i.e., 1 2 0φ φ φ± ±= =  if the 
surface’s propagation speed, SkΩ , is coincident with the phase speed, 0 0kω , of 
incident waves along mean surface.  It is known in general that such discrete scattering 
directions are 0k k np= ±  (n = 0, 1, …), which results from taking into account higher 
order terms of h in evaluating scattering amplitudes.[50] The frequency is also shifted 
from the incident frequency by the frequency of the moving surface. This is called 
“Doppler frequency shift”.  Figure 7 illustrates Bragg scattering and Doppler frequency 
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Figure 7   Wave scattering from a sinusoidally moving surface 
For instance, Wunenburger et al. [53] demonstrated that scattering waves by a 
harmonically vibrating flat scatterer have a frequency spectrum with peaks at 
0 nω ω= ± Ω  (n = 0, 1, …), which is due to phase modulation when the measurement 
time interval is much larger than time interval of scatterer oscillation, see Figure 8. They 
called this “quasi-static Doppler effect”. Since our example above deals with scattering 
Medium (1) 
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fields by a sinusoidal surface in a sinusoidal motion (in a vertical direction), it exhibits 
both “Bragg scattering” and “Doppler shift”, and the resultant scattering amplitude is 
expected to have the form: 
0 0( , , , ) ( ) ( )n
n
S A np nω ω δ δ ω ω
∞
=−∞
= − + − + Ω∑0 0k k k k     (3.150) 
 
Figure 8  Dependence of power spectra of the wave scattered by the vibrating plate 
upon frequency (courtesy of Wunenburger et al )  
 
 “Quasi-static Doppler effect” can be compared to “static Doppler effect” which is 
observed when the measurement time interval is much shorter than time interval of 
scatterer oscillation. Static Doppler effect is characterized by the frequency shift f∆ of 
scattered field which is 2Mf for M <<1 (M = V/c : V is scatterer velocity, see also Figure 
9) and, therefore, the frequency spectrum of scattered field conforms to probability 
density function (PDF) of the scatterer velocity. Figure 9 illustrates how much frequency 
shift occurs when a sound source and a receiver are moving or stationary. (a) is the case 
of a moving source with a stationary receiver. A wavelength is reduced to λ′  by the 
distance 1l  that the source travels during time period T. This enables one to calculate the 
shifted frequency, f ′  by  






l c v T Mλ λ
′ = = = =
′ − − −
     (3.151) 
(b) is the case of a stationary source with a moving receiver where time period 
recognized by the receiver is shortened to T ′  because the receiver sweeps one 
wavelength faster than a case when a receiver is stationary. 







′⇒ = = = +
′
   (3.152) 
(c) is the case of stationary source and receiver with a moving scatterer. It 
constists of two parts. Part (1) corresponds to a situation of “source  scatterer”. Note 
that a scatterer acts as a moving receiver and, therefore, (b) applies to get scatterer 
frequency, scf , as  
(1 )sc Sf M n f= − ⋅
r r
        (3.153) 
Part (2) corresponds to a situation of “scatterer  receiver” where a scatterer acts 









M n M n
− ⋅
= =
− ⋅ − ⋅
r r
r rr r       (3.154) 
If the angle by which a signal is projected and received is normal to scatterer 









 and the frequency shift is of the 






f f f f Mf
M
∆ = − = ≈
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      (3.155)






















(c) Stationary source and receiver with a moving scatterer 
Figure 9   Illustration of static Doppler shift effect 
Receiver  
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 CHAPTER 4      STOCHASTIC ANALYSIS OF SCATTERED FIELDS 
This section deals with evaluation of acoustic energy flux before and after 
scattering to see how the acoustic energy is balanced or amplified / damped through the 
scattering process when the incident waves are scattered by randomly moving turbulent 
flames. Statistical analysis will be incorporated to describe the random motion of 
turbulent flame and resultant scattered acoustic fields. Statistics of spatial homogeneity 
and temporal stationarity will be assumed in the following analysis.  
4.1 Formulation of averaged acoustic energy flux 
Recalling time-averaged intensity first, the mean acoustic energy flux is defined 
as being averaged over some time, T, which is either an acoustic time period or 
















I v V        (4.1) 
which is valid for a single frequency wave, i.e., ( ) Re( )i tp t Pe ω−=  and ( ) Re( )i tt e ω−=
rv
v V . 
The wave fields of interest in this paper, however, are those of multi-frequencies which 
are produced by scattering from randomly moving turbulent flames due to Doppler 
frequency shift. Note that the scattered waves are of multi-frequencies even if an incident 
wave is of single frequency. The following analysis introduces an approach of evaluating 
a time-averaged intensity of varying frequency wave fields in the broader sense that it 
also applies to the case of a single-frequency wave as in Eq. (4.1) and of discrete multi-
frequency waves as will be shown in Eq. (4.6).  
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∫      (4.4) 
Note that (4.3) reduces to *Re( ) / 2P
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V  for a single-frequency wave, i.e., 
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where 
0ωω
δ  is Kronecker’s delta function and 
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are used. For waves of discrete multi-frequencies, i.e., ( ) ( )m m
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   (4.6) 
which coincides with the expression from Pierce ([54], p. 56). Parseval theorem can be 
obtained in a similar manner to (4.3):  
( ) ( )
( ) ( )
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( ) ( ) ( ) . .
4
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Similarly, space-averaged intensity can be utilized in order to obtain a time and 
space-averaged intensity for multi-frequency and multi-directional waves of the form  










R k k       (4.8) 







r rv k r
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v R V k k  
which yields 
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    (4.9) 
A time and space-averaged intensity can then be evaluated by adding spatial 
integration to Eq. (4.3). 
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ω ω ω ω ω
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   
∫ ∫∫ ∫ ∫∫
r r
k k k
k V k V k k k   (4.10) 
Note that space average is taken over horizontal coordinates r on a mean flame 
surface. Ensemble average for the above equation can be taken to describe the statistical 
characteristics of acoustic fields. 
( , , ) ( , , )1
Re




d d d d
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  (4.11) 
4.2 Evaluation of acoustic energy flux of scattered fields 
To account for the statistical characteristics of scattered acoustic fields, analysis 
of the scattering amplitude should be examined first. Taking ensemble average of 
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 (4.12) 
where ensemble average of h vanishes using Eq. (3.26). 
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k k r
r
k k r r    (4.13) 
Ensemble average of 2h term is correlation function of ( , )h ωk  in wave number 
and frequency domain which is related to the power spectral density as follows. ([50], p. 
80) 
1 1 2 2 1 1 1 2 1 2( , ) ( , ) ( , ) ( ) ( )h h Wω ω ω δ δ ω ω= + +k k k k k      (4.14) 
1 1( , )W ωk  is the power spectral density of flame front height, which is defined as 
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Eq. (4.14) can be verified by expressing the correlation function ( , )W η
(
ξ  in terms 
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where 1 2= −r rξ  and 1 2t tη = −  are difference in space and time, respectively, between 
two points. Note that the correlation function is only a function of ξ and η in case of 
spatially homogeneous and temporally stationary statistics. The correlation function 
( , )W η
(
ξ  can also be expressed as the following by its definition. 
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where 1 2 2 1 2 2( ) ( )tω ω+ ⋅ − +k k r  in the exponential term in the last equation should vanish 
in order for ( , )W η
(
ξ  to be a function of ξ and η only. This leads to the fact that 
1 1 2 2( , ) ( , )h hω ωk k  is required to vanish unless 1 2 0+ =k k  and 1 2 0ω ω+ = , which 
yields Eq. (4.14). From Eq. (4.14) 
0 0( , ) ( , ) ( , ) ( ) ( )h h Wω ω ω ω ω ω δ δ ω ω′ ′ ′ ′ ′ ′− − − − = − − − −0 0k k k k k k k k  (4.18) 
Substituting Eqs. (4.13) and (4.18) into Eq. (4.12) yields the form 
11




( , ) ( , ) ( , ) ( , , , , , ) ( , )
2
J J J J
V R D F W d d
ω
ω ω ω ω ω ω ω ω ω
′ ′
′ ′ ′ ′ ′ ′≡ + − −∫ ∫∫ 0
k
k k k k k k k k k  
which implies that mean (ensemble-averaged) scattering amplitude consists only of the 
waves that propagate in a specular direction and that 1
st
 order term has no contribution to 
mean scattering amplitude while zeroth and 2
nd
 order terms do have a contribution. 
( , )JV ωk  in the above equation is referred to as the mean reflection coefficient. In case 
of pressure release condition ( 2 1/ 0ρ ρ → ) at a flame surface without velocity jump, β = 
0, the mean reflection coefficient reduces to the form 
(1) (1) 1/ 2 (1)0
0 0( , ) ( , ) 1 2( ) ( , )J k kV V q q q W d dβ
ω
ω




′ ′ ′ ′≡ = − + − −∫ ∫∫
k
k k k k k  (4.20) 
where Eqs. (3.108), (3.109), (3.116), (3.117), and (3.129) are used to yield as 2 1/ 0ρ ρ →  
0( , ) 1JR βω = = −k ,   0( , ) 0JD βω = =k ,   
(1) (1) 1/ 20





′ ′ = −
′0
k k , (4.21) 
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0 0( , , , ) 0JB βω ω =′ ′ =0k k ,     
(1) (1) 1/ 2 (1)0
0 00
( , ) ( , , , , , ) 4 ( )
J J k k
D F q q q
β
ω
ω ω ω ω
ω
′=
′ ′ =0k k k k  
 Eq. (4.20) reduces further to the form using ( , ) ( ) ( )W Wω δ ω≡k k . 
(1) (1)
0 0( , ) 1 2 ( )kV q q W dω ′
′
′ ′= − + −∫∫0 0
k
k k k k       (4.22) 
which is equivalent to the expression from Voronovich ([50], p.80). (Note that 
0 0 0( , ) ( ) ( ) ( , ) ( ) ( )V Vω δ δ ω ω ω δ δ ω ω− − = − −0 0 0k k k k k k .) 
The above analysis enables one to evaluate ensemble average of acoustic fields. 
Note that the energy flux of incident wave field must be evaluated first as a reference 
value, using Eqs. (3.135), (3.136), (4.8), and (4.10). 
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where (1)0q  is a real value for an incident plane wave. The acoustic energy flux incident 
upon unit area of mean flame surface (z = 0) with its normal vector 
r
n  equal to 
v











I n         (4.23) 
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The reflected /transmitted scattered fields have stochastic properties whose 
ensemble averaged energy flux can be calculated using Eq. (4.11). Comparing Eq. (4.8) 
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The first and the second terms of ensemble averaged quantities in the integral on 
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 (4.26) 
; ( ) ( )m m
k
q ′±′ ′= ±
v v
zK k e  
The scattering amplitude is decomposed of mean and fluctuating terms. 
0
11 11 11
0 0 ( , , , )( , , , ) ( , , , )S S S ω ωω ω ω ω= + ∆ 00 0 k kk k k k      (4.27) 
which can be rewritten using Eqs. (3.131) and (4.19): 
0
11 11 11
( , , , ) 0 0
2
0 0
( , , , ) ( , , , )
( , , , ) ( , ) ( )
J
S S S
A h O h
ω ω ω ω ω ω
ω ω ω ω
∆ = −
= − − +
0 0 0
0 0
k k k k k k
k k k k
     (4.28) 
Eqs. (4.19), (4.27), and (4.28) then leads the second moments of scattering 
amplitude in Eqs. (4.25) and (4.26) to the forms 
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where Eq. (4.14) is used together with 
* ( ) 3( , ) ( , ) /(2 ) ( , )i t
t
h h t e dtd h
ωω π ω⋅ −= = − −∫∫ ∫
k r
r
k r r k      (4.31) 
Substituting Eqs. (4.25) and (4.29) into Eq. (4.11) yields the form for the first 
term on the R.H.S. of (4.11). 
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where the use is made that 
0 0( )
0ω ωδ − =  and 0( 2 ) 0ω ω ωδ − =  if 0 0ω ≠ .  Similarly, the second 
term on the R.H.S. of (4.11) is of the form using  (4.26) and (4.30). 
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zK k e        (4.33) 
Note that, for complex number iz ae θ= , 
2 22
1/ 2 / 2 | |iz a e a a zθ= = = = .  
Substituting Eqs. (4.32) and (4.33) into Eq. (4.11) yields the acoustic energy flux 
reflected from unit area of mean flame surface (z = 0) whose normal vector 
r
n  is equal to 
v
ze .  
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           (4.34) 
where (1)0q  is a positive real value. Last equality results from the fact that ( )(1)*Re 0kq =  if 
1/ | |cω ≤ k  since 
(1) (1)
k kq i q=  for 1/ | |cω ≤ k . Note also that W is real because, by taking 
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where 2 2 1 1 1 1 2 2( , ) ( , ) ( , ) ( , ) ( , ) ( , )W h t h t h t h t Wη η− − = = =
( (
r r r rξ ξ  is used. 
The first term in Eq. (4.34) represents coherent energy flux of the waves reflected 
from the mean flame surface reflection of scattering waves, which are in phase and 
simply add to give total amplitude. On the other hand, the second term is related to 
incoherent energy flux. This results from fluctuation in scattering waves which have 
random phase difference and can add destructively to give a smaller amplitude than the 
ones which are coherent. 
Transmitted acoustic energy flux can be evaluated in a similar way to the 
preceding analysis of reflection energy flux. Comparing Eq. (4.8) with transmitted 
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The first and the second terms on the R.H.S. of (4.11) are of the form 
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zK k e  
Taking ensemble average of Eq. (3.132) yields the form 
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which leads to fluctuation in scattering amplitude in the form  
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     (4.39) 
which yields the second moment of scattering amplitude 
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 (4.41) 
It is found by substituting Eqs. (4.36) and (4.40) into Eq. (4.11) that the first term 
on the R.H.S. of Eq. (4.11) vanishes as does Eq. (4.32). The second term on the R.H.S. of 
Eq. (4.11) yields the form using Eqs. (4.37) and (4.41) 
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( 2) ( 2) *
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with (2) (2)0+ 0q= +0
v v
zK k e         (4.42) 
where the first and the second term of the last equation corresponds to coherent and 
incoherent part of transmission energy, respectively. Note that 
( 2)
02 Im( ) 1
q z
e
− =  for a real 
value of (2)0q  when an incident angle is below critical angle (See Figure 10), which 

















0Re( ) 0q >  
(2)
0Re( ) 0q =  
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On the other hand, when the incident angle is above the critical angle and (2)0q  has 
a pure imaginary value, coherent transmission energy can not penetrate into medium (2) 
and only propagates horizontally along the mean flame surface since 
( ) ( )(2) (2)0 0Re Re q+ = + =0 0
v v
zK k e k . Substituting Eq. (4.42) into Eq. (4.11) yields the 
acoustic energy flux transmitted from unit area of mean flame surface (z = 0) whose 
normal vector 
r
n  is equal to 
v
ze .  
2
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              (4.43) 
where (1)0q  is a positive real value.  
The reflected / transmitted energy flux normalized by incident energy flux can be 
obtained by dividing Eqs. (4.34) and (4.43) by Eq. (4.23), respectively, where terms of 
3( )O h  and higher are neglected. 
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where the mean reflection / transmission coefficients, V and T, were re-expressed using 
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where  
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The first three terms, which include R, D, and H, on the right-hand side of Eq. 
(4.46) represent coherent energy flux of scattering acoustic fields. The last two terms, 
which include A and B, represent incoherent energy flux of reflection and transmission 
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scattering fields, respectively. The terms including R and D arise from zeroth order 
scattering amplitude which represent reflection and transmission, respectively, from the 
mean flame surface. The term including H is responsible for reduction of the coherent 
field, which describes coherent energy transfer to incoherent field due to the wrinkled 
flame surface, as will be shown in the accompanying analysis.  
4.3 Acoustic energy balance 
Since acoustic energy amplification / damping is caused either by the acoustic 
velocity jump due to unsteady heat release or by unsteady motion of flame, neglecting 
these effects must lead to acoustic energy balance. Acoustic energy balance states that 
total energy flux of scattering (reflection and transmission) fields is equal to original 
energy flux from incident wave fields. Alternatively, it can be stated that Eq. (4.46) yields 
unity in case that 0β =  to second order in h.  To prove this, the following analysis will 
show that coherent energy reduction (H term) has the same magnitude as, but an opposite 
sign to, incoherent energy production (sum of A and B terms). Note that H, R, D, A, B, F, 
G below denote the values corresponding to no jump condition, i.e., 0β = . Constant 
frequency assumption will be invoked in the middle of analysis as needed. (2)0q  is 
assumed to be a real value since an imaginary value of (2)0q  allows some transmission 
energy terms to vanish, which should be proved more easily. 
0 0 0 0 0
2*
0 0 0 0 0 0 0
( , , , , , ) ( , , , , , )
( , ) ( , ) ( , , , , , ) ( , ) ( , , , , , )
JH H
R D F D G
βω ω ω ω ω ω
ω ω ω ω ω ω ω ω ω
=≡
= +
0 0 0 0
0 0 0 0 0 0 0
k k k k k k
k k k k k k k k k
 (4.48) 
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(Note that (1)0q  and 
(2)
0q  are real values, which leads to) 
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where A and B are of the form setting β = 0 in Eq. (4.47) 
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           (4.51) 
In case of constant frequency, 0ω ω= , which occurs when the flame surface 
moves so slowly that the Doppler frequency shift effect is negligible, Eq. (4.51) further 
reduces to the following form. Note that ( )
1/ 2
( ) 2 2
0( / )
m
k mq c kω= −  ( m = {1, 2}) for 
0ω ω= .  
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k  is used.  Eq. (4.52) leads finally to 
the form 
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           (4.53) 
which is a non-positive value since (1) (2) (1) (2)2 1Re /( )k k k kq q q qρ ρ +   and 
(1) (2)
2 1Re 1/( )k kq qρ ρ +   are non-negative for kq a=  or ai  ( 0a ≥ ). This implies that 
coherent energy is damped, not amplified, by a wrinkled surface if neither velocity jump 
effect nor surface motion is considered. Now the incoherent energy flux is evaluated 
using velocity matching condition ( 0β = ) using Eqs. (4.46) and (4.50) to check the 
energy balance between coherent and incoherent fields. 
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           (4.54) 
where use is made of 
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Note that, in case of constant frequency ( 0ω ω= ), Eq. (4.54) is equivalent to Eq. 
(4.53) except for the opposite sign, which implies that sum of Eqs. (4.53) and (4.54) 
vanishes and leads Eq. (4.46) to the form 
2 2 3 3
0 0( , ) ( , ) ( ) 1 ( )R TE E R D O h O hω ω+ = + + = +0 0k k     (4.55) 
This proves that energy is conserved if the flame’s unsteady effects, i.e., unsteady heat 
release and unsteady motion, are not considered. Energy balance can also be expressed as 
sum of coherent and incoherent fluxes using V and T in Eqs. (4.44) and (4.45) and 





0 0 0 0
| | | |
3




V q q T d d
O h
ω ω




∫∫ ∫∫0 0 0 0
k k





0 0( , ) ( , , , ) ( )R A Wσ ω ω≡ −0 0 0k k k k k k ,  
2
0 0( , ) ( , , , ) ( )T B Wσ ω ω≡ −0 0 0k k k k k k  
where the first two terms, V and T, represent coherent energy flux of reflected and 
transmitted wave fields, respectively, and the last two terms, i.e., scattering cross sections 
σR and σT , represent incoherent (diffuse) energy flux for reflected and transmitted wave 
fields, respectively. In case of pressure release condition across a flame, Eq. (4.56) is 
reduced further to the following form by taking 2 1/ 0ρ ρ →  and using Eq. (4.21). 
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+ − +∫∫0 0
k
k k k k =     (4.57)
where 0( , ) 0T ω →0k  as 2 1/ 0ρ ρ →  because 0 0( , , , , , )G ω ω ω′ ′ < ∞0 0k k k  and 
0( , ) 0D ω →0k  in Eqs. (4.38) and (4.47). Eq. (4.57) is equivalent to the expression in 
Voronovich. ([50], p. 81).  
4.4 Budget of net energy fluxes 
Note that energy balance in Eq. (4.56) does not hold if either velocity jump due to 
unsteady mass burning rate across flame surface or unsteady flame motion is considered.  
In another words, the acoustic energy amplification / damping can be attributed to two 
factors: the acoustic velocity jump due to unsteady heat release and unsteady motion of 
flame front. (As for unsteady motion effect, see also Ch. 14 in Crighton et al.[48] who 
describe how a source in unsteady motion changes the amplitude of sound field compared 
to the case of a stationary source.)  Net energy flux can also be separated into coherent 
and incoherent fields for reflected and transmitted waves. Total acoustic energy in Eq. 
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k k k k k k    (4.58) 
where the scattering cross sections are 
2
, 0 0 0
0
( , , , ) : ( , , , ) ( , )R J JA W
ω
σ ω ω ω ω ω ω
ω
= − −0 0 0k k k k k k
2
, 0 0 0
0
( , , , ) : ( , , , ) ( , )T J JB W
ω
σ ω ω ω ω ω ω
ω
= − −0 0 0k k k k k k  
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Note that Eq. (4.56) is a special case of Eq. (4.58) with no jump (β = 0) and 
constant frequency ( 0ω ω= ; 0 0( , ) ( ) ( )W Wω ω δ ω ω− − = − −0 0k k k k ). Then total net 
energy flux as a result of scattering from a turbulent flame is evaluated by subtracting 
incident energy flux in Eq. (4.55) from total resultant energy flux in Eq. (4.58) to have 
the form 
, , , ,1total R co T co R inc T incE E E E E E∆ = − = ∆ + ∆ + ∆ + ∆       (4.59) 
where 
2 2
, 0 0( , ) ( , )R co JE V Rω ω∆ = −0 0k k  









σ ω ω ω
<
∆ = ∫ ∫∫ 0
k









σ ω ω ω
<
∆ = ∫ ∫∫ 0
k
k k k  
The first term, ,R coE∆ , is net coherent energy flux of reflected waves. ,T coE∆  is net 
coherent energy flux of transmitted waves, which vanishes when the incident angle is 
beyond critical angle because no energy is transmitted( (2)0Re( ) 0q = ).  ,R incE∆  and ,T incE∆  
are net incoherent energy flux of reflected and transmitted waves, respectively, which 
results from surface wrinkling and unsteady heat release. Combining reflection and 
transmission energy yields net energy flux of coherent /incoherent fields. 
( )2 2(2) (2), , 0 0 0 0( , ) Re / ( , ) 1co R co T co J JE E E V q q Tω ω∆ = ∆ + ∆ = + −0 0k k   (4.60) 
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1 2
, , , 0 , 0
| | | |
| | | |
( , , , ) ( , , , )inc R inc T inc R J T J
c c
E E E d d d d
ω ωω ω
σ ω ω ω σ ω ω ω
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∆ = ∆ + ∆ = +∫ ∫∫ ∫ ∫∫0 0
k k
k k k k k k  
Net coherent energy flux, coE∆ , is attributed to two factors: One is due to acoustic 
velocity jump due to unsteady heat release, ( )J coE∆ . The other is due to flame’s 
wrinkling, ( )coEω∆ , which accounts for both temporal (unsteady motion) and spatial 
wrinkling of flame fronts. This is of the form 
( ) ( )co J co coE E Eω∆ = ∆ + ∆         (4.61)  
where 
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ω ω ω ω ω ω
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k k k k k k
 
where H is defined in Eq. (4.48). Note that ( )coEω∆ < 0 for constant frequency, 0ω ω= , 
as shown in Eq. (4.53), which implies that coherent energy only flows into the incoherent 
field due to spatial flame wrinkling. Net incoherent energy flux is also attributed to 
velocity jump and surface wrinkling effects. 
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k k
k k k k k k  
Note that ( )incEω∆ > 0 for constant frequency, 0ω ω= , as shown in Eq.(4.54), 
which implies that incoherent energy is only produced due to spatial flame wrinkling. 
4.5 Calculation of net energy flux using Gaussian distribution 
Evaluation of net energy flux requires integrations of the terms FJ, GJ, AJ, and BJ, 
over k,ω-space as shown in Eqs. (4.44), (4.45), and (4.59). These integrations are 
described next.  
4.5.1 Net coherent energy flux 
FJ in Eq. (4.47) can be rewritten in terms of k and k0 by substituting AJ and BJ into 
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Flame surface height statistics are assumed to exhibit Gaussian characteristics:  
2 2 2 2 2 2 2 2
1 2 1 2| | / ( ) / | | / /2 2
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l t t t l t
W h t h t h t e e
ηη σ
− − − − − −≡ = =
( r r
r r r ξξ   (4.64) 
where lc and tc are correlation length and time of flame position, respectively. Then, the 
power spectrum of flame height is obtained from Eq. (4.15). 
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 = − + k
    (4.65) 
where use is made of 
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∫ ∫  (using residue theorem)  (4.66)  
Eq. (4.65) implies that a Gaussian correlation function yields a Gaussian power 
spectrum. Note that if a surface is stationary, the correlation time goes to infinty 
( ct → ∞ ). The power spectrum of a stationary surface is then approximated by delta 




− →  as ct → ∞ .[47, p. 580]  
( , ) ( ) ( )W Wω δ ω≡k k  with 
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 = − k k    (4.67) 
 FJW in Eq. (4.44) is integrated over kx, ky, and ω, which is a triple integration. 
Utilizing a polar coordinate, however, reduces the order of integration.  
x yk k= +
r r
x yk e e , cosxk k θ= , sinyk k θ=  
0 0x yk k= +0
r r
x yk e e , 0 0 0cosxk k θ= ,  0 0 0sinyk k θ=  
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   (4.68) 
The following integral formulas will also be used.  
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   (4.69) 
where J( ) is a Bessel function and I( ) is a modified Bessel function. See p. 360 and 9.6.3 
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Eq. (4.72) can be rearranged in terms of dimensionless parameters of rms height 
of flame front, 0: Kσ σ=%  ( 0 0 1/K cω= ), correlation length of flame front, 0:c cl K l=
% , 
incident wave frequency, 0 0: ctω ω=%  (equivalently, 0 0 0: /(2 ) /c cf t f fω π= =
% ), the ratio of 
flame’s diffusion time to correlation time of flame front, : /r ct tτ = , and polar angle of 
incidence, (1)0 0 0 0: / sink k K φ= =
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  (4.73) 
where 
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    (from Eq. (3.102))  (4.74) 
Note that the right hand side of Eq. (4.73) contains (2)0q%  in the denominator, which 
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which is further integrated over ω to yield (using 12 1/ρ ρ
−= Λ  and 1/ 22 1/c c = Λ ): 
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Integrating Eq. (4.77) together with Eq. (4.68) yields 
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q’s and β are from Eq. (4.76). 
4.5.2 Net incoherent energy flux 
Incoherent energy flux of a reflected field can be obtained in a similar manner to 
the previous section. Eqs. (3.118) and (4.47) lead to  
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Note that (1)
k
q  is a real value if 1/ cω<k . Scattering cross section can be integrated over 
k using Eq. (4.80) to yield 
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which is further integrated over ω and nondimensionalized to yield: 
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For a stationary surface, 
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which leads to the transmitted incoherent energy flux: 
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 CHAPTER 5    RESULTS OF CALCULATIONS OF NET ENERGY FLUXES  
5.1 Estimation of Numerical Error and Ranges of Parameters 
Integrals were numerically evaluated using Mathematica (version 5.2) to calculate 
energy fluxes. The accuracy of numerical integration was tested by evaluating a double 
integration over k and ω in Eq. (4.75) and the integration over k and ω was performed by 
‘NIntegrate’ and ‘CauchyPrincipleValue’ in Mathematica. Figure 11 plots real and 
imaginary parts of numerical integration as a function of ‘digits of precision’ in 
Mathematica. This figure shows that digits of precision of greater than 4 yields an error 
of less than 410−  for normalized value. The analysis that follows hereafter, therefore, uses 
5 for digits of precision. 
 
Figure 11   Precision test for numerical integrations using Mathematica ( 0.1σ =% , 
0.1cl =
% , 0 10f =
% , (1)0 30φ =
o , τ = 0.025) 
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Figure 12 shows the effect of integration range of ω upon the accuracy of 
numerical integration, where ω∆ (= 0ω ω−% ) ≥  35 yields the accuracy of O(
410− ).  Note 
that the integration value depends mainly on 2exp[ ( ) / 4]ω− ∆  for large ω∆ , which 
diminishes exponentially, as in Eq. (4.75). The analysis that follows hereafter 
approximates the integration over ω by applying a range of ω from 0 35ω −%  to 0 35ω +%  
using ω∆ =35.  Accordingly, the integral range over k is approximated by 0 35/ ck l≤ ≤
%  
since ckl
%  corresponds to ω∆  as in 2 20exp{ [( ) ( ) ]/ 4}ckl ω ω− + −
% % . 
 
Figure 12   Dependence of accuracy of numerical integral upon integration range    
Net energy fluxes will be simulated in the next section using dimensionless 
parameters whose ranges are based on Eqs. (3.13) and (3.14). Rms height, correlation 
length, and incidence angle have ranges such that 
 σ ≤%  0.3,   cl ≥
%  1.5,  00 40φ° ≤ ≤ °     (5.1) 
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Note that cl ≥
%  1.5 results from 2 tancl σ φ>> ≈
% % 0.356 for σ% = 0.3, φ = 40 o. 
0f
% (= 0 / cf f ) and τ (= /r ct t ) range from 0.1 to 10 to examine relative importance between 
0f  and cf  and beween rt  and ct , respectively. The variables related to β (jump factor; 
See Eq. (4.74)) have the values: 2α = , 1.4γ = , 10θ = , 6Λ = , 0.001SM = . 
5.2 Incidence angle dependence 
Figure 13(a) shows a typical dependence of the reflected /transmitted energy flux 
upon incidence angle. The reflected energy flux is about 18 % of the total energy flux for 
normal incidence, and decreases slowly with increasing incidence angle (deviating more 
from a normal incidence) until it reaches the Brewster angle at about 22 
o
, where no 
reflection occurs. Reflected energy flux increases dramatically beyond the Brewster angle 
until it reaches the critical angle at about 24 
o
, beyond which all the energy is reflected. 
(The critical angle is: )(sin)/(sin 2/1121
1 −−− Λ== cccrφ = 24.1
o
 for Λ = 6.) This is typical 
wave reflection/ transmission behavior when incident waves originate from an unburned 
gas medium having a lower sound speed than that of hot burned gas medium. Figure 
13(a) also shows the net energy flux due to the acoustic velocity jump condition. This 
effect is not significant enough to distinguish this result from the no jump condition, 
which is due to the fact that the velocity jump effect is proportional to 0f
% τ., whose value 
is quite small, 0f
% τ = 0.01. An enlarged view, shown in Figure 13(b), shows that the net 
energy flux due to the jump effect has a peak of about 2% at the critical angle. Such net 
energy flux at the critical angle goes to the reflection field, not to the transmission field 
because no energy is transmitted beyond the critical angle when a flame surface is flat.    
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Quantitative analysis of, for instance, the reflected energy flux in Figure 13(a) is 
as follows: 
2 2
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( ) ( , ) ( , )R co J JE V Rσ σ
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% % %      (See Eq. (4.76)) (5.3) 
Setting β = 0 yields reflection /transmission energy flux with no jump effect. 
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which has 2 2(1 ) /(1 )− Λ + Λ  = 0.177 for case of normal angle of incidence with Λ = 6. 
The Brewster angle, Bφ , is defined as the angle where no reflection occurs with all the 
waves being transmitted. Thus, Bφ  makes the numerator in Eq. (5.4) vanish. 
1 1 2 1/ 2 2 2 1 2cos ( sin ) 0 (1 sin ) sinB B B Bφ φ φ φ















 for Λ = 6    (5.5) 
which is equivalent to that in Modest ([57], p.58) with 1/ 22 1 1 2/ /n n c c
−= = Λ  (n is an 
index of refraction.). 
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(a)   
 
(b)  
Figure 13  Dependence of acoustic energy flux upon incidence angle for a flat 
surface (σ = 0) (a) with and w/o jump effect, (b) Net energy flux due to jump effect 
( cl
%  = 2, 0f
% = τ = 0.1)  
 
However, once the flame surface is wrinkled, incoherent energy is generated, 
which results from either, or both the jump effect and coherent energy damping. Such 
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wrinkling condition affects total energy flux, as shown in Figure 14(a), which exhibits 
noticeable net energy flux compared to jump condition in Figure 13. It is clearly shown in 
Figure 14(b) that, in case of small values of 0f
%  and τ, the total net energy flux depends 
primarily upon the surface wrinkling effect. (‘J’ and ‘W’ denote net energy flux due to 
jump and wrinkling effect, respectively.) This arises from that fact that a smaller 0f
%  
implies a larger fc (:=1/ tc ), i.e., higher frequency of surface oscillation which leads to 
larger wrinkling effect. (Note that 0 0 0 /c cf f t f f= =
% ; See also comments on Figure 19.) 
This figure shows that the total energy is damped (negative) except for near-critical 
incidence angle where energy flux is amplified (positive). Note that the wrinkling effect 
in Figure 14(b) is due to temporal wrinkling. Spatial wrinkling does not contribute to 
total net energy flux. It is worth recalling that surface wrinkling consists of two factors; 
temporal and spatial wrinkling. Temporal wrinkling is associated with unsteady motion 
of flame surface that amplifies /damps total energy flux as in Figure 14(b). On the other 
hand, spatial wrinkling is associated with energy transfer from coherent to incoherent 
flux due to spatial variation of a stationary wrinkled surface. Thus, spatial wrinkling does 
not alter total energy flux because it only redistributes energy flux between coherent and 
incoherent fields, as shown Figure 15, where coherent flux damping (negative value) is 
symmetric with incoherent flux production (positive value) leading to conservation of 
total energy flux (zero value). 





Figure 14  Dependence of acoustic energy flux upon incidence angle for a wrinkling 
surface (a) with and w/o jump and wrinkling effects, (b) net energy flux (σ% = 0.3, cl
%  
= 2, 0f
% = τ = 0.1) 
 
Note that a no jump condition is applied in Figure 15, to illustrate total energy 
conservation. 
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Figure 15  Dependence of coherent /incoherent energy fluxes upon incidence angle 
for a stationary wrinkling surface with no jump condition (σ% = 0.3, cl
% = 2, 0β =% ) 
 
Figure 16 shows the total net energy flux and respective contribution of coherent 
and incoherent flux to the total flux for various τ. Figure 16(a) shows that the total net 
energy is amplified only near the critical angle and more damping occurs when the 
incidence angle deviates from the critical angle. It also shows that coherent energy is 
damped (negative) and incoherent energy is amplified (positive) for the entire range of 
incidence angle. Note that coherent and incoherent fluxes are no longer symmetric, see 
Figure 15 for comparison, since jump and temporal wrinkling effects are incorporated.  
The pattern of coherent flux is similar to that of total flux. Near the critical angle, 
coherent damping is minimized. As the incidence angle deviates from the critical angle, 
the coherent damping increases until reaching a maximum of about 23% at 34
o
. 
Incoherent flux production is almost invariant, at 2.5%, for subcritical angle, but displays 
a dramatic increase to 10% when crossing the critical angle and decreases slowly with 
further increasing incidence angle. The effect of τ (= /r ct t ) in Figure 16(a) shows that, for 
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0f
%  = 0.1, larger values of τ causes an increase of net coherent flux, leading to an increase 
of total net energy flux, for supercritical angles. However, τ  does not affect net energy 
flux for subcritical angles. Figure 16(b) shows coherent flux for reflection and 
transmission fields. Note that coherent energy is not always damped, as reflected 
coherent energy is amplified near the critical angle. Transmitted coherent energy, 
however, is always damped for subcritical angles, with no net flux for supercritical angle. 
The effect of τ upon net coherent flux is only significant for the reflected part at 
supercritical angles. Figure 16(c) shows incoherent flux for reflection and transmission 
fields.  Incoherent flux is higher for the reflected field than for the transmitted field, 
particularly for supercritical angles. Net incoherent fluxes increase abruptly near the 
critical angle. Note that some part of the incoherent flux is still transmitted even for 
supercritical angles in (c), as opposed to zero-coherent transmission flux for supercritical 
angles, as in (b). This is due to the fact that surface wrinkling, which produces incoherent 
energy, sometimes makes locally subcritical incidence angle even though the incidence 
angle from the mean surface is beyond the critical angle.  
Figure 17 shows how the net energy flux varies with flame’s rms height. For a flat 
surface with no roughness (σ% = 0), total net energy flux is still generated by the jump 
effect due to unsteady heat release, as shown in (a). Such net energy flux is purely 
coherent as a flat surface produces no net incoherent flux, as in (c). 
 




Figure 16  Dependence of net coherent /incoherent energy flux upon incidence angle 
for various τ ( 0f
% = 0.1, σ% = 0.3, cl
% = 2) 




Figure 17   Dependence of net energy flux upon flame’s rms height, 0Kσ σ=% , as a 
function of incidence angle ( 0 0.1f τ= =
% , cl
% = 2) 
  117 
Figure 17(b) shows that increasing rms height results in larger coherent flux 
damping. Damping is minimized near the critical angle. Figure 17(c) shows that 
increasing rms height results in more production of incoherent flux with a significant rate 
of production near the critical angle. Note that both coherent and incoherent fluxes vary 
with 2σ% . The overall trend shows that larger portion of coherent flux is transferred to 
incoherent flux with increasing roughness of the flame surface. Note in (a) that the total 
net energy flux has a peak near the critical angle because coherent flux only has a slight 
damping while incoherent flux is amplified significantly near the critical angle.    
 
Figure 18  The effects of jump and wrinkling upon net energy flux as a function of 
incident angle for various τ. ( 0f
% = 0.1, σ% = 0.3, cl
% = 2) 
 
Figure 18 shows the effects of jump (unsteady heat release) and wrinkling 
(unsteady motion) upon total net energy flux for various τ.   For small values of τ (= 0.1, 
1), total net energy flux is primarily due to wrinkling effects while the jump effect has a 
negligible contribution. For a large value of τ (=10), however, the jump effect becomes 
more significant. This is because a smaller τ (:= /r ct t ; the ratio of reference chemical time 
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to correlation time) can be regarded as smaller chemical time, which implies less 
interaction of flames with acoustic fields, leading to smaller unsteady heat release. 
Actually Eq. (5.3) states that β, which controls the jump effect, varies linearly with 
0fτ
% (= 0 /(2 )τω π% ) and, therefore, a smaller τ yields a smaller β. Note in Figure 18 that the 
jump effect causes energy amplification while wrinkling effect causes energy damping 
except for near-critical angle. Figure 19 shows how 0f
% (= 0 cf t ) affects the total energy 
flux and respective contribution of coherent and incoherent flux as a function of 
incidence angle. Figure 19(a) shows reflected /transmitted energy fluxes with and without 
unsteady (jump and wrinkling) effects for various 0f
% .  For the smallest value of 0f
% (= 
0.1), reflected /transmitted energy fluxes are damped compared to the case without jump 
and wrinkling (solid line). Supercritical transmission is an exception, as it is amplified 
due to production of incoherent flux and zero-coherent flux as explained for Figure 16(c). 
For 0f
% =1, energy fluxes do not change significantly from no jump and wrinkling case. 
For the largest value of 0f
% (= 10), reflected /transmitted energy fluxes deviate 
significantly from no jump and wrinkling case for subcritical angle only. The total net 
energy flux, however, is not significant, as shown in Figure 19(b), because reflected 
/transmitted energy fluxes cancel. Figure 19(b) shows that, for 0f
% = 0.1, the total net 
energy flux is amplified only near the critical angle and its damping increases as the 
incidence angle deviates further from the critical angle. For 0f
% = 1, both coherent flux 
damping and incoherent flux production become smaller and more symmetric, making 
the resultant total net energy flux negligibly small, except for near-critical angles. The 
case of a larger value of 0f
% (= 10) is similar to the case of 0f
% = 1, except that both 
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coherent and incoherent fluxes have little dependence upon incidence angle. Figure 19(c) 
shows, however, that the respective contribution from reflection and transmission for 0f
% = 
1 has quite a different trend from the case of 0f
% = 10, whose reflected coherent flux is 
significantly amplified almost as much as the transmitted coherent flux is damped, for 
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(c) 
(d) 
Figure 19   Dependence of net coherent /incoherent energy flux upon incidence angle 
for various 0f
%  (τ =1, σ% = 0.3, cl
% = 2) 
 
Figure 19(d) shows incoherent flux for reflection and transmission fields.  
Incoherent flux increases more for the reflection field than for the transmission field, and 
more for a smaller value of 0f
% (= 0.1) than for larger values of 0f
% (= 1, 10), except for 
reflection field with subcritical angles. More production of incoherent flux at a smaller 
value of 0f
%  may be attributed to relatively larger values of the flame’s characteristic 
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frequency, fc (:=1/ tc ) , compared to the incident wave frequency, f0  (note that 
0 0 0 /c cf f t f f= =
% ). This leads to larger flame surface oscillations, which enhance 
unsteady wrinkling and incoherent flux. Moreover, smaller values of 0f
%  yield a smaller 
value of 0( )β ω
% %  for a given τ, see Eq. (5.3), which results in smaller velocity jump. This 
dominance of the wrinkling effect to the jump effect at a smaller value of 0f
%  is more 
clearly illustrated in Figure 20(a), which shows that energy is significantly damped by the 
wrinkling effect for 0f
% = 0.1, while larger values 0f
%  have just slight effects on the net 
energy flux. Coherent and incoherent fluxes, as shown in Figure 20(b) and (c), 
respectively, are also attributed much more to the wrinkling than the jump effect, 
especially for smaller value of 0f
% . For a larger value of 0f
% (= 10), however, the jump 
effect becomes comparable to the wrinkling effect. 
Figure 21 shows how the net energy flux varies with flame’s rms height. This plot 
uses different values of 0f
%  and τ from Figure 17. What is to be noted in comparison with 
Figure 17 is that the rms height has little effect upon the total net energy flux, as shown in 
Figure 21(a). This is due to a large value of 0f
% (= 10) which makes the jump effect 
comparable to the wrinkling effect. Recall from the comment about Figure 20 that jump 
and wrinkling effects are comparable for larger 0f
%  values. 




Figure 20   The effects of jump and wrinkling upon net energy flux as a function of 
incident angle for various 0f
%  (τ = 1, σ% = 0.3, cl
% = 2) 




Figure 21 Dependence of net energy flux upon flame’s rms height as a function of 
incidence angle ( 0f
% =10, τ = 1, cl
% = 2) 
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One should exercise caution in interpreting Figure 21(a), as the jump effect 
appears to be much more significant than the wrinkling effect, because of little variation 
of the total net energy with rms height. Figure 21(b) and (c), however, show that the 
effect of rms height upon coherent /incoherent fluxes is never less comparable than jump 
effect. Both coherent and incoherent fluxes depend largely upon rms height. Note that 
both fluxes vary with 2σ% , as in Figure 17. However, the coherent flux is damped almost 
as much as the incoherent flux is amplified, which results in little variation in total net 
flux. 
5.3 Dependence on two parameters 
Figure 22 shows the variation of net energy flux with 0f
%  and τ for subcritical 
incidence angle. Total energy flux, as shown in (a), is damped by 10 % for 0f
% = 0.1. Such 
damping results from coherent flux damping by 12 % and incoherent flux production by 
2 %, as shown in (b) and (c). These net coherent /incoherent fluxes are due mostly to the 
wrinkling effect, not much to the jump effect, as shown in (d) and (e) for 0f
% = 0.1. This 
follows from the same reasoning as made for Figure 20; i.e., a smaller value of 0f
%  not 
only yields higher oscillation of a flame surface ( 0cf f> ) which enhances unsteady 
wrinkling effect, but it also yields a smaller value of β, leading to smaller jump effect. 
Note also in (a) that, for a smaller 0f
%  value, e.g., 0.1, the τ effect upon net energy flux is 
negligible because of a smaller 0f τ
%  (τ only appears in β in form of 0f τ
% .)  For 0f
%  of O(1), 
the total net energy flux is very small, shown in (a), because coherent damping is almost 
as large as incoherent production, shown in (b) and (c). Incoherent energy production 
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increases slightly with 0f
%  for 0f
% ~ O(1), as shown in (c), and increases more rapidly and 
saturates for larger values of 0f
%  and τ. It may be noteworthy to compare this calculated 
incoherent energy with experimental data reported by Lieuwen et al.[65], as shown in 
Figure 23 and Figure 24. They performed measurements of acoustic wave scattering from 
a rim-stabilized turbulent premixed flame. Figure 23 shows the PSD of the sidebands of 
the scattered acoustic fields, where the sidebands broaden with driving (incident) 
frequency, fdrive. The generation of sidebands is attributable to Doppler frequency shift 
due to random oscillation of turbulent flame surface, which is characterized by broadband 
spectrum. Figure 24 shows the dependence of incoherent scattered power upon incident 
frequency. The incoherent scattered power was determined by calculating the area under 
the PSD in the relevant spectral region from Figure 23. The incoherent scattered power 
increases and saturates with driving frequency, which displays a similar pattern to the 
incoherent energy in Figure 22(c), even though this experimental data was measured at 
rather higher frequency range which is beyond the applicable regime of the present 
analysis. Note in (d) and (e) that jump effects on coherent and incoherent fluxes become 
significant for 0f
% > 1, even though they almost cancel for 0f
% < 4. For a larger value of 
0f
% > 4, however, the net coherent flux due to the jump effect, as in (d), starts to increase 
significantly, which results in amplification in total net energy flux for larger value of τ 
(> 4), as in (a). Local minimization of net coherent flux along a curve of 0f τ
% ~ 40, as in 
(b), is attributed mainly to the jump effect, as in (d).    
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(a) Total net energy flux 
 
  127 
 
(b) Coherent energy flux 
 
 
(c) Incoherent energy flux 
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(d) Coherent energy flux (jump + wrinkling) 
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(e) Incoherent energy flux (jump + wrinkling) 
Figure 22  Dependence of net energy flux upon 0f
%  and τ. (σ% =0.3, cl
% =1.5, 0φ =10 deg) 
 


























Figure 23  Characteristics of high (solid line) and low (symbol) frequency spectral 
sidebands at driving frequencies of fdrive = 5, 7.5, 10, 12.5, and 15 kHz and φ = 0.79.  
(courtesy of Lieuwen et al.[65]) 
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Figure 24 Dependence of power, normalized by value at fdrive = 15 kHz, in incoherent 
spectral sidebands upon driving frequency (φ  = 0.93) (courtesy of Lieuwen et 
al.[65]) 
 
Figure 25 plots the variation of net energy flux with 0f
%  and τ for a supercritical 
incidence angle, 30 deg. Total net energy flux, as shown in (a), has a similar trend to the 
subcritical case in Figure 22(a), with maximum damping of 12 % at 
0f
% = 0.1 and 
maximum amplification of 10 % at 0f
% = τ = 10. Coherent flux also has similar trends to 
the subcritical case, as in Figure 22(b), except for a larger coherent damping of 21 %, 
which is almost twice as large as the subcritical case at 0f
% = 0.1.  This coherent damping 
is attributed primarily to wrinkling effects, as shown in (d) and (e). The incoherent flux, 
however, exhibits quite a different trend from the subcritical case in Figure 22(c), in that 
remarkable production of incoherent flux occurs at 0f
% = 0.1 and 0f τ
% ~20. Such net 
incoherent flux at 0f
% = 0.1 is due primarily to the wrinkling effect. This wrinkling effect 
greatly diminishes with increasing 0f
% , as shown in (e), because a smaller fc  and larger 
0f
%  implies slower movement of flame front and, subsequently, diminishes the flame’s 
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unsteady wrinkling effect.  Large incoherent production along 0f τ
% ~20 is, however, due 






(a) Total net energy flux 
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(b) Coherent energy flux 
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(c) Incoherent energy flux 
 
 
(d) Coherent energy flux (jump + wrinkling) 
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(e) Incoherent energy flux (jump + wrinkling) 
Figure 25  Dependence of net energy flux upon 0f
% (= 0 /(2 )ctω π ) and τ. (σ% = 0.3, 
cl
% =1.5, 0φ =30 deg) 
 
Figure 26 plots the variation of net energy flux with 0f
%  and τ for near-critical 
incidence angle (24
o
). Total energy flux, as shown in (a), is amplified for the entire range 
of 0f
%  (= 0 /(2 )ctω π ) and τ. Note that (a) exhibits somewhat different trends from 
sub/supercritical cases in that noticeable total energy amplification is observed even at 
smaller values of 0f
% . This amplification results from production of incoherent flux, as 
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shown in (c), as coherent flux is damped slightly, as shown in (b). Such incoherent flux 
production is attributed primarily to wrinkling effects, not much to jump effects. The 
jump effect is less than 1 %, while the wrinkling effect is 7 %, see (e). Coherent energy is 
only slightly damped or amplified for 0f τ ≤
%  4, as shown in (b), but it has a significant 
damping at 0f τ
% ~ 40 due to the jump effect, as shown in (d), and recovers toward 
amplification for 0f τ
% > 40. 
 
 
(a) Total net energy flux 
  136 
 
 
(b) Coherent energy flux 
 
  137 
 
(c) Incoherent energy flux  
 
 
(d) Coherent energy flux (jump + wrinkling) 
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(e) Incoherent energy flux (jump + wrinkling) 
Figure 26   Dependence of net energy flux upon 0f
%  and τ  near the critical angle (σ% = 
0.3, cl
% =1.5, 0φ =24 deg) 
 
Figure 27 shows the dependence of net energy flux upon cl
%  and 0φ  for 0f
% = τ = 
0.1. Total energy flux, as shown in (a), is damped except for near-critical angle as 
explained for Figure 16. Figure 27(a) also shows that total net energy flux has little 
dependence upon cl
% , as opposed to large dependencies upon the incidence angle. 
Coherent flux, as shown in (b), has a similar trend to the total energy flux, except that 
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coherent energy is damped for the entire range of cl
%  and incidence angle, and most 
coherent damping occurs at supercritical angles, about 35
o
. Incoherent flux, as shown in 
(c), is always produced for the entire range of cl
%  and incidence angle. The amount of 
incoherent production is nearly constant for sub- and supercritical angles, respectively, 
with a sudden jump across critical angle. Accordingly, more incoherent flux is produced 
for supercritical angles than for subcritical angles. 
 
 
(a) Total net energy flux 
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(b) Coherent energy flux 
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(c) Incoherent energy flux 
Figure 27  Dependence of net energy flux upon cl
%  and 0φ  (σ% = 0.3, 0f
% = τ = 0.1) 
Figure 28 shows the dependence of net energy flux upon cl
%  and 0φ  for 0f
% =10 and 
τ = 0.1. Total energy flux, as shown in (a), is amplified in an entire range, which signifies 
the effect of 0f
%  in comparison with the case of 0f
% = 0.1 in Figure 27, where total energy 
flux is damped over most of the range. Total net energy flux has little dependence upon 
cl
%  and has maximum amplification by 2 % near critical angle. Coherent flux, as shown in 
(b), is damped for the entire range. Incoherent flux, as shown in (c), is produced almost as 
much as coherent flux is damped, which leads to only small amount of total net energy 
flux of about 2 %.  
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(a) Total energy flux 
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(b) Coherent energy flux 
 
 
(c) Incoherent energy flux 
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(d) Incoherent energy flux (jump + wrinkling) 
Figure 28   Dependence of net energy flux upon cl
%  and 0φ  (σ% = 0.3, 0f
% =10, τ = 0.1) 
Note also in Figure 28(c) that incoherent flux increases more with increasing cl
% , 
i.e., for a smoother surface. This appears to contradict the fact that a smoother surface 
produces less incoherent flux. (the jump effect has a very small contribution to the 
incoherent flux, as seen in (d), and is neglected here.)  However, rms height σ%  is still 
non-zero as 0.3, which implies that the surface is still in random motion and, hence, 
produces incoherent flux. A surface of the same rms height but of less wrinkle (larger 
correlation length) causes more correlated oscillation of wrinkled surface, which may 
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lead to more production of incoherent flux. Another way to explain this may be that 
smaller cl
%  leads to more wrinkled surface which causes a more diffuse incoherent field. 
Such broader distributions of the incoherent field may induce more evanescent waves 
which make no contribution to net energy flux, as shown in Figure 29.  The curves drawn 
are in the form of 2exp[ ( ) / 4]c cl kl−
% %  that appears in the expression of incoherent flux, e.g., 
in Eq. (4.82). The curve of cl
% = 4 has a larger area, compared to the curve of cl
% = 1, within 
the range of real kq . (Note that this is only for demonstration of a simplified case, which 
may not be directly applied to Eq. (4.82) because of other factors like C’s and I’s in the 
integral.)  
 
Figure 29  Illustration of the effect of cl
%  upon power spectral density 
Then, with increasing cl
%  in Figure 28(d), does net incoherent flux increase 
indefinitely, or saturate to a certain limit, or vanish? The answer may be sought 
analytically in a simple case of a stationary wrinkled surface with normal incidence, 
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0 0k =
% . Substituting 0β =%  and 0 0k =
%  in Eq. (4.82) yields net incoherent reflection flux 
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where terms including cl
%  are 2cl
%  and 2exp[ ( ) / 4]ckl−
% , whose product vanishes for a given 
k as cl → ∞
% . But the above equation is not such a case since k is an integral variable. 
Introducing a variable 2)
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Λ − + Λ −
  
For instance, ,( )R inc spatialEω∆ = 0.0636 for Λ = 6 and σ% = 0.3. Figure 30 shows a numerical 
result of net incoherent reflection flux due to spatial wrinkling from Eq. (4.82). The point 
‘X’ denotes a limit value obtained from Eq. (5.7). Therefore net incoherent flux saturates 
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to a non-zero limit value with increasing cl
%  for a given σ% . In reality, however, there may 
be a certain dependence of σ%  upon cl
%  that alters the pattern of net incoherent flux. 
 
Figure 30  Variation of net incoherent reflection flux due to spatial wrinkling with cl
%  
( 0φ = 0
o
, σ% = 0.3, 0β =% ) 
 
Figure 31 shows the dependence of net energy flux upon cl
%  and 0φ  for 0f
% = 0.1, τ 
= 10. This figure is very similar to Figure 27 with 0f
% = τ = 0.1, which implies that the 
effect of τ is negligible for small 0f
% .  
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(a) Total energy flux 
 
 
(b) Coherent energy flux 
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(c) Incoherent energy flux 
Figure 31  Dependence of net energy flux upon cl
%  and 0φ  (σ% = 0.3, 0f
% = 0.1, τ = 10) 
Figure 32 shows the dependence of the net energy flux upon cl
%  and 0φ  for 0f
% = τ 
= 10. This figure displays a different trend from previous cases, i.e., Figure 27, Figure 28, 
and Figure 31, in that the net energy flux has little dependence upon incidence angle, 0φ , 
and has significant dependence upon cl
% . Figure 32(a) shows that total net energy flux is 
amplified in the entire range, as is the case for 0f
% = 10, τ = 0.1 in Figure 28. Total net 
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energy flux has maximum amplification of more than 10 % for smallest cl
% (= 1.5) and 
decreases dramatically with increasing cl
%  to vanish for cl
%  > 3. Coherent flux, as shown in 
(b), is damped for nearly the entire range except for smallest value of cl
% (= 1.5) with little 
dependence upon 0φ . Coherent damping is enhanced with increasing cl
% , as is the case for 
0f
% =10 and τ = 0.1 in Figure 28. Incoherent flux, as shown in (c), is amplified for an 
entire range. Incoherent amplification is enhanced with increasing cl
%  as much as coherent 
damping, which cancel to yield negligibly small amount of total net energy flux for cl
% > 3.  
 
 
(a) Total energy flux 
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(b) Coherent energy flux 
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(c) Incoherent energy flux 
Figure 32  Dependence of net energy flux upon cl
%  and 0φ  (σ% = 0.3, 0f
% =τ = 10) 
Figure 33 illustrates correlation between net coherent and incoherent fluxes for 
various 0f
%  and τ. For subcritical angle (0, 10, 20o) in (a), net coherent flux increases, i.e., 
coherent damping reduces, while net incoherent flux is nearly constant with increasing 
angle. However, for supercritical angle, net incoherent flux makes a jump from 2 % to 9 




), see also Figure 27. 
Figure 33(c) shows a similar pattern to (a). The cases of 0f
% = 10, as shown in (b) and (d) 
exhibit good correlation. (b), especially, shows a linear correlation with a slope of –1, 
which implies coherent damping goes directly to incoherent flux while total energy flux 
varies little, see also Figure 28 where net total energy flux is less than 1% except for 
near-critical angle. (d) shows almost linear correlation. Note that the lower right part of 
the curves has a slope of about –0.5 (> –1), which implies that total energy flux is 
damped with increasing cl
%  because the rate of coherent damping is greater than that of 
incoherent amplification.       
  153 
         (a) 0f
% =τ = 0.1  
(b) 0f
% = 10, τ = 0.1 
(c) 0f
% = 0.1, τ = 10 
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(d) 0f
% =τ = 0.1 
Figure 33  Correlation between coherent and incoherent flux for various 0f
%  and τ 
(σ% = 0.3). Each curve for a given 0φ  is drawn for various cl
%  from 1.5 to 8 ; arrows 
indicate points of cl
% = 8 
 
Figure 34 shows outlined diagrams that illustrate amplification/ damping of the 
total energy. The size of (+) or (-) sign denotes the degree of amplification or damping. 
As shown in (a) and (b), the total energy is amplified when 0f
% ≥ 1. It is, however, 
amplified or damped when 0f
% <1, depending on whether the incidence angle is near the 
critical angle or not. Figure 34(c) shows that, for 0f
% <1, the energy damping increases as 
the incidence angle deviates from the critical angle. only when 0f
% <1. As shown in (d), 
however, the cl






















 (b) Near-critical angle 
 





























(d) 0 1f >>
%  
Figure 34 Outlined diagrams of the dependence of the total net energy upon key 
parameters 
 












(τ <<1) (τ >>1) 
  157 
 CHAPTER 6   FLAME’S KINEMATICS COUPLING WITH ACOUSTIC FIELDS 
 
The instantaneous flame front position is described by the equation:  
( , ) ( , ) 0G t z h t= − =
v
R r      (6.1) 
The dynamics of the flame front is described by the G-equation, which represents 
a governing equation of a flame front position coupled with flow velocity and local flame 
speed. 
( , ) ( , )
0L




= + ⋅∇ − ∇ =
∂
v v
v v vR R
V     (6.2) 
Substituting Eq. (6.1) and G h∇ = − ∇
v v








h w S h
t
∂
− − ⋅∇ + − + ∇ =
∂
r
V      (6.3) 
where HV  is a horizontal component of 
v
V , i.e., H u v= +
v v
x yV e e . Normalizing the 







h w S h
t
∂
− − ⋅∇ + − + ∇ =
∂
%%
% %% % %%% % %%
%
r
V      (6.4) 
where 0 1( , ) ( , ) /h h cω= ×
% %r r , 0t tω=% , H H 1( , , ) ( , , ) /L Lw S w S c=
%% %V V , ( )1 0/c ω∇ = ∇%  (6.5) 
The variables in Eq. (6.4), e.g., horizontal velocity H
%V , can be decomposed into 
mean velocity, H,0
%V , and perturbation velocity, H′
%V .  Note that these perturbation terms 
are caused by acoustic disturbance and, therefore, can be expanded in terms of the 
dimensionless incident pressure amplitude, ε ( 2I 1 1( )P cρ≡ ), which is assumed to be 
small quantity. Therefore horizontal and vertical velocities have the form: 
2 3
,0 ,0 ,1 ,2 ,3H H H H H H Hε ε ε′= + = + + + +% % % % % % % LV V V V V V V     (6.6) 
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2 3
0 1 2 3w w w w wε ε ε= + + + +% % % % % L  
The velocity fields are also affected by the wrinkled flame surface when being 
reflected and transmitted through the flame surface, which implies that the coefficients of 
ε terms in Eq. (6.6), i.e., ,1H%V , ,2H%V , …, 1w% , 2w% , …, can subsequently be expanded in 
terms of flame front displacement h% . For instance, the linearized velocity terms, ,1H
%V  and 
1w% , were shown in section 2.3 to be expressed in terms of h
%  by means of scattering 
amplitudes being expanded in terms of power of h% .  Such analysis that utilizes two 
perturbation variables or more is also found in Culick [58].  
2
,1 ,10 ,11 ,12H H H H
h
h h= + + +
%
% %% % % % LV V V V       (6.7) 
2
,2 ,20 ,21 ,22H H H H
h
h h= + + +
%
% %% % % % LV V V V  
M  
2
1 10 11 12h
w w hw h w= + + +%
% %% % % % L  
2
2 20 21 22h
w w hw h w= + + +%
% %% % % % L  
M  
Note that the resultant velocity fields are a function of both acoustic disturbance ε 
and flame front displacement h%  through Eqs. (6.6) and (6.7), which can then be 
substituted into Eq. (6.4) to yield differential equation of h%  as a function of ε. It is then 
followed from a perturbation method that the solution of h%  can be expressed as the 
power series of ε. 
2 3
0 1 2 3h h h h h hε ε ε′= + = + + +
% % % % % % L      (6.8) 
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where mean planar flame position is set to zero, i.e., 0 0h =
% . Substituting Eqs. (6.6) - 
(6.8) into Eq. (6.4) yields the following form in terms of small perturbation ε : 
2 3
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 (6.9) 
where flame speed, LS
% , and mean flow velocities, ,0H
%V  and 0w% , are assumed to be 
constant. Collecting terms of like order of ε yields: 
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where the terms in the bracket, [.], should vanish because the above equation holds for 
any small values of ε.  The analysis in this study will deal only with the term of ( )O ε  
since the second term of 2( )O ε  includes a nonlinear acoustic velocity term, 20w% , which is 
beyond the scope of the present study. The term of ( )O ε  describes the first order 
approximation of the flame front response to velocity fields and reduces to the following 
















     (6.11) 
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where 10w%  can be evaluated by expanding the vertical component of a linearized velocity, 
1 h
w %% , in Eq. (6.7) in terms of h
%  and taking terms of 0( 1)O h =% . For instance, if an incident 
plane wave comes from upstream, or medium (1), the vertical component of a linearized 
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Substituting Eq. (6.13) into Eq. (6.11) and integrating with respect to time yields 
an explicit solution for the first order approximation of the flame front response to 
acoustic velocity fields. 
( ) 0(1)1 0 0 1( , ) (cos ) Re 1 ( , ) e (1 e ) ( ,0)
i i t
Jh t R h
ωε φ ω ⋅ − = − − + 
0
0





















x yk e e       
where (1)0φ  is a polar angle of an incident wave which is measured from − z-axis in 
medium (1) and (1)0θ  is an azimuth angle measured from +x-axis. Based on Eq. (6.14), 
Figure 35 depicts the time evolution of a flame front which is initially in an undisturbed 
condition. This figure shows that disturbed flame front propagates in the direction of the 
horizontal component of the incident wave vector, i.e., // cos( 60 ) sin( 60 )− + −0
o ov v
x yk e e  
1 2 3 2= −
v v
x ye e . Note that the flame front disturbance is maximized at 0 tω π=  but 
vanishes at 0 2tω π=  returning to an initial state. These processes are repeated with a 
period of 0 2Tω π= .  
The envelope of the flame front can be obtained by the fact that the time rate of 
change of flame front height vanishes when the flame front reaches its envelope at Et t= :  
( ) 0( )(1)1 0 0 0
( , )
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( ) 0( )01 ( , ) e E
i t
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k  is real. 
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(a) 0 0tω =       (b) 0 0.5tω π=  
 














(e) 0 2tω π=  
Figure 35   Time evolution of the first-order approximation of flame front response 
to acoustic fields  (ε = 0.05, RJ = -0.2, f0 =100 Hz, 
(1)
0φ = 20 
o




Therefore the envelope is of the form:  
( ){ }(1)1 0 0 0 1( , ) (cos ) Re 1 ( , ) e 1 ( , ) ( ,0)iE J Jh t R R hε φ ω ω⋅ = − ± − + 00 0% %k rr k k r   (6.16) 
The flame envelope is of a sinusoidal form as shown in Figure 36. The reflection 
coefficient has the following form from Eq. (3.144). 
(1) 1/ 2 (2)
0 0 0
0 (1) 1/ 2 (2)
0 0 0
cos cos ( 1) (1 4 )
( , )










− Λ + Λ − +
=
+ Λ − Λ − +
0k     
where 2 1/T TΛ = . 
Figure 37 shows the dependence of flame shape upon the incident angle. The 
scale (or wavelength) of the flame shape increases as the impinging angle of an incident 
wave becomes more normal to the mean flame surface. This is due to increase in phase 
speed (or trace velocity) along the flame surface with decreasing (more vertical) incident 
angle. 




Figure 36   The envelope of transiently moving flame fronts (ε = 0.05, RJ = -0.2, f0 









Figure 37   The dependence of flame shape upon the incident angle at ωt = π 
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 CHAPTER 7   LAMINAR PREMIXED FLAME RESPONSE TO EQUIVALENCE 
RATIO OSCILLATIONS 
 
The effects of equivalence ratio oscillations upon laminar premixed flames are 
analyzed and discussed in this chapter. The analysis deals with the characteristics of the 
equivalence ratio-heat release transfer function and the role of the processes affecting the 
dynamics of the interaction. 
7.1 Model for flame displacement perturbation 
The analysis used here to model the flame’s response is similar to that previously 
presented by Markstein [19], Fleifil et al. [4], Ducruix et al. [59], Baillot et al. [60], 
Dowling and Hubbard [6], Lee and Lieuwen [45], and others.   
The combustor geometry is illustrated in Figure 38.   
 
Figure 38  Schematic of investigated combustor geometry 
The principle assumptions of the analysis are: 1) The flame is a thin sheet 
separating the cold reactants and hot products, 2) the flame is axi-symmetric, 3) the flame 
base remains anchored at its attachment point (i.e., its position does not fluctuate), 4) 
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Fuel injector 
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 R 
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flame displacement is described as a single valued function with respect to radial 
coordinate, 5) Mach number of the mean flow is very small (M << 1), 6) Flame speed 
dependence upon flame strain rate is neglected.  As shown in Appendix D, Assumption 
(6) is satisfied at all points along the flame at frequencies where Ma
Su
δω
 << O(1), where 
δ and Ma denote the flame thickness and Markstein number.  This inequality is quite 
conservative, however, as the effects of flame strain upon the overall heat release can be 
anticipated to be significant only at much higher frequencies where strain effects 
dominate equivalence ratio variation effects over an appreciable portion of the flame 
surface.  
Following assumptions (1), (2), and (4), the instantaneous flame position is 
defined by the equation: (Note that notations used here are different from Eq. (6.1) in 
order to describe different geometry, i.e., horizontally aligned axisymmetric combustor.) 
 0),(),,( =−= trxtrxG ξ       (7.1) 


































     (7.2) 
 The linear dynamics of the flame can be analyzed by decomposing the variables 
into their mean and fluctuating parts and retaining only the linear terms in fluctuations.  
Assuming harmonic oscillations (using the )exp( tiω−  convention) for the fluctuating 
term yields: 
1/ 2 1/ 2
2 2
( )
( ) ( ) ( ) ( ) 1 1
u u
u
d d v d d d r
i r u r v r S r S
dr dr S dr dr dr
ξ ξ ξ ξ ξ
ωξ
−        ′   ′ ′ ′ ′− = − − + − + +                
  (7.3)  
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Define the velocity fluctuation normal to the mean flame front, ( )
n









































   (7.4)  
The variables are normalized (denoted by ‘^’) as 
0
ˆˆ ˆ ˆˆ( , , , , ) ( , , , , ) /
n u u n u u
u S u v S u S u v S u′ ′ ′ ′= , FL/),()
ˆ
,ˆ( ξξξξ ′=′ , and ˆ /r r R=  where 
FL max( ( ))rξ≡ = mean flame length and 0u = mean flow speed at some reference point 
(e.g., at r = 0). 
The normalized flame front equations are: 
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where |f|m = max(|f(r)|) and ,0uS = reference mean flame speed.  Following assumption 
(3), the solution of Eq. (7.6) is given by: 
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∫ ∫    (7.9) 
Following assumption (6), the flame speed perturbation is given by: 
  
ˆ







′ ′=        (7.10)   
7.2 Flame transfer function calculation 
We next consider the total heat release response of the flame.  Following Fleifil et 





Q t S h dAρ= ∆∫        (7.11) 
where Af denotes the instantaneous flame surface.  Following assumption (5), the density 
of the reactive mixture is constant; i.e., the equivalence ratio perturbation occurs at 
constant density. Fluctuations in heat release can be decomposed into the separate 
contributions of heat of reaction, flame speed, and flame area fluctuations, i.e., 
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      (7.14) 
In Eq. (7.13), the common factor 02 Fu RLπρ  between Q′  and Q  was canceled for 
conciseness.  The three terms in the right-hand side of Eq. (7.14) describe the heat release 
response to coupled perturbations in flow velocity, equivalence ratio, and flame 
displacement, respectively. The flame displacement perturbation is a function of flow 
velocity and equivalence ratio as shown in Eqs. (7.9) and (7.10).  Note that Eq. (7.9) 
shows that a perturbation in velocity or flame speed exerts an identical effect upon the 
flame’s displacement.  As shown in Eq. (7.13), however, the overall effects of these 
perturbations upon the heat release are different, as the flame speed perturbation has an 
effect both on the flame front area and the local consumption rate, while the velocity 
perturbation primarily affects the former.   
7.3 Sensitivity of flame transfer function to mean flame position  
Having developed an analytical expression for the flame transfer function, this 
section derives upper bounds on the sensitivity of this function to small uncertainties in 
flame position.  This issue is important for assessing the confidence that can be placed in 
an analytical prediction; i.e., if the sensitivity is high, inherent uncertainties in flame 
shape will render quantitative calculation difficult.   




( ( ), )Q g r St drξ′ = ∫        (7.15)   
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Assume some uncertainty in the flame position, )ˆ(rYε , in the radial direction 
from its estimated position, 
ˆξ .  This uncertainty is related to the uncertainty in the axial 
direction, 
ˆξ∆ , as: 
1ˆ ˆˆ ˆ ˆ( ) ( ) ( )ˆ ˆ ˆ( ) ( ) 1 ( ) ( )
ˆ ˆ ˆ
d r dY r d r
Y r Y r
dr dr dr
ξ ξ
ξ ε ε ε
−
 
∆ ≈ − × + ≈ − × 
 
    ( 1ε << )  (7.16) 
where )ˆ(rY  is an arbitrary real function which is bounded by a maximum variation Yn.  





<< . Two maximum variation functions, given by Y1 
and Y2, are considered, see Figure 39: 
Figure 39  Functions defining uncertainties in estimated flame position 
11)ˆ( YrY ≡≤  ,    2ˆ1)ˆ( YrrY ≡−≤     (7.17), (7.18) 
where Y2 is a slightly less general case than Y1 because it assumes that the flame base 
always remains fixed and the uncertainty in flame position grows linearly with radial 
distance from the anchoring point. 
Define a magnitude-sensitivity function, Sm, as the normalized uncertainty in 



















       (7.19) 
The uncertainty in unsteady heat release rate resulting from uncertainty in the 
estimated flame position is: 
ˆ ˆ ˆ




( ( ) ( )) ( ( ))g r r g r drξ ξ ξ= + ∆ −∫   (7.20) 
 Assuming that ε << 1, expanding the equation in the integral by a Taylor series, 












≈ ∆ ×∫        (7.21) 
An upper bound on the sensitivity, )(1 n
up
YS , can be determined from the 




























≤ ∫     for  n = 1,2  (7.22) 
where Eqs. (7.16), (7.19), and (7.21) are used.  )(1 n
up
YS  can be evaluated for a given 
estimated flame shape and Strouhal number.  Note from Eq. (7.22) that the sensitivity is 
identically unity ( 1=mS ) if 2)ˆ( YrY ±= , which refers to the case when the mean flame 





( ) ( )m
r




′ ′∫ ∫ =1  for 2)ˆ( YrY ±=    )1ˆ0( ≤≤ r   (7.23) 
where we use 2( 0) (1) 0g r Y= = =  and Eq. (7.15).   
Note in Eq. (7.22) that the upper bound on the sensitivity, )(1 n
up
YS , places no 
restrictions on the curvature of the variation )ˆ(rYε ; i.e., the function can have arbitrary 
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large variations in flame curvature.  As shown later, this leads to large uncertainties at 
high Strouhal numbers.  As such, an additional sensitivity function can be defined that 
bounds 22 ˆ/ rdYd ; i.e., MrdYd ≤22 ˆ/ .  For small slope of uncertainties, this is 
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  )1ˆ0( ≤≤ r    (7.24) 
where the use is made of ( 0) (1) 0g r Y= = = , 1ˆ/)1(ˆ/)1( 2 =≤ rddYrddY , and Eq. (7.15).  



















mS≈ (radian)    for mSε <<1 (7.25) 
which indicates that Sphase = mS . 
7.4 Results and discussion 
The prior section presented general results for the flame response, heat release, 
and sensitivity to equivalence ratio perturbations.  This section presents explicit results 
for a conical flame front. It is assumed that uS  and u  are spatially uniform and that v  is 
negligible.  In order to compare the transfer function characteristics of flames disturbed 
by velocity and equivalence ratio perturbations, the velocity term in Eq. (7.9) will be 
retained.  The conical mean flame position is given by:  






ξ = = −   ( ˆ0 1r≤ ≤ ),             (7.26) 






































= − = −   (7.27) 
where Eqs. (7.5), (7.7), and (7.8) are used. Note that the Strouhal number in Eq. (7.27) is 
identical to the “reduced frequency”, ω*, defined by Ducruix et al. [59].  Substituting 
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bb     (7.29)
where 
b
φ′ denotes the value of the perturbation at the base of the flame. 
It is assumed that the velocity perturbation consists of a uniform and an axially 
convected component. Both types of perturbations are retained to facilitate comparisons 
of their transfer functions with the equivalence ratio-heat release transfer function. The 
uniform and convected disturbances represent the disturbance of a flame by a long 
wavelength acoustic perturbation and a vortical disturbance, respectively, as in Fleifil et 
al. [4] and Ducruix et al.’s [59] analyses in the former case and Schuller et al.’s [61, 62] 
in the latter.   






























ξ   (7.30) 
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with { }[ ])ˆ1(exp1)(, rSti
St
i
StG uniu −−= , 



































where uninu ,ˆ′  and cvnu ,ˆ′  denote uniform and convected velocity perturbations, respectively.  
Substituting Eq. (7.30) into Eq. (7.14) yields the following expression for the flame 
transfer functions, Fu, Fu,cv, and Fφ, that describe its response to uniform/convected 
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The above equations state that Fu,cv and Fφ are functions of the Strouhal number 
and β.  Note that Fu,cv is identical to Eq. (7.26) in Schuller et al. [62] (FCCO in their 
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notation).  In contrast, Fu is only a function of the Strouhal number, due to the 
assumption of spatially uniform acoustic velocity perturbations.  Figure 40 summarizes 
the manner through which Eq. (7.31) or (7.33) relates velocity or equivalence ratio 
perturbations to heat release perturbations. Velocity perturbations disturb the flame’s 
position, thereby directly affecting its surface area, see Figure 40(a). Velocity 
perturbations may also cause flame speed perturbations by generating flame strain 
fluctuations, but this effect is not significant at low frequencies, see discussion below 
assumption (6).  In contrast, equivalence ratio perturbations exert three comparable 














Figure 40  Dominant processes generating heat release oscillations caused by (a) 
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In Eq. (7.33), the first term, FH, is due to perturbations in heat of reaction.  The 
second term, FS, is due to perturbations in flame speed. Note that perturbations in flame 
speed are further divided into two factors; one directly generates heat release fluctuations 
because of the flame speed sensitivity to equivalence ratio, FS,dir, and the other by the 
subsequent fluctuation in flame surface area, FA.  In order to obtain explicit results, we 
assume below a quasi-steady relationship between equivalence ratio and flame speed (or 
heat of reaction); i.e., that )/(/)/( φφdSSd uu  and )/(/)/( φφdhhd RR ∆∆  are 
independent of frequency.  Incorporating additional dynamics into these relationships can 
be added in a straightforward manner, however. In cases where disturbances are not 
harmonic, the relationship between unsteady heat release rate and the velocity or 
equivalence ratio perturbations has a complex dynamic. A derivation of the time domain 
equations relating Q′  to u′  or φ ′  is presented in Appendix C.  For St << 1 (i.e., a 
convectively compact flame), the 
u
Q′  relationship can be put in terms of a simple n-τ  
model: 
ˆ ˆ( ) ( ) / ( )
u u u n u













τ =  . 
The dynamics of Qφ′  cannot be generally described by an n-τ model, however, 
even in the St << 1 limit. This is due to the negative phase dependence of Fφ upon St 
when St << 1, which arises from the –90 degree phase FS term, see Figure 41(b); i.e., the 
flame can not respond to φ ′  before being disturbed by it.  The low St dynamics of Qφ′  are 
given by (See the second part of Appendix C): 
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( )ˆ ( ) ( ) b
H b H S
d t


































Therefore, the time domain transfer function in the St << 1 case is: 









+−′+−′=    (7.36) 
 Equation (7.34) indicates that the time-response of the heat release rate to 
perturbations in acoustic velocity, ( )
u
Q t′ , is delayed by a retarded time, τu.  For a long 
flame (β ≈ 1), τu represents the time taken by the mean flow to convect a distance of 1/3 
of the flame length, which can be regarded as the effective position of concentrated heat 
release; i.e., 3/Feff LL ≈ . However, the heat release response to equivalence ratio 
perturbations, ( )Q tφ′ , in Eq. (7.35) is delayed or advanced depending on the combined 
effect of the delayed time and temporal rate of change of the equivalence ratio 
perturbations.  A number of studies have attempted to account for distributed flame 
effects by replacing the flame with a concentrated source at some “average” axial 
location between the base and the tip of the flame; e.g., see Ref. [15]. This analysis 
suggests that this approximate treatment may be quite wrong at low Strouhal numbers; in 
fact, it suggests that such a fictitious concentrated source may actually be located 
upstream of the flame. 
In order to quantify the dependence of heat of reaction and flame speed upon 
equivalence ratio, the following correlation is used for methane [63]: 
2)()( DCBu eAS
−−= φφφ   (m/s)       (7.37) 
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=∆ Rh    (J/kg)     (7.38) 
(a) 
(b) 
Figure 41  Dependence of the flame transfer functions upon Strouhal number for 
LF/R = 1 ( 2β = ) and 1=φ  
 
Figure 41 plots the dependence of the flame transfer function upon Strouhal 
number. Figure 41(a) shows the amplitude of the velocity, Fu, and the equivalence ratio, 
Fφ, transfer functions.  Fφ is further decomposed into the effects of heat of reaction, FH, 
and flame speed, FS, respectively. Fu and FH have similar characteristics, except that FH 
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is elongated in the St-direction by a 2β  factor.  They become identical for long flames 
(LF/R >> 1) where β ≈ 1. FH decreases monotonically from its maximum response at St = 
0. In contrast, the heat release response to flame speed perturbation, FS, vanishes at St = 
0.  This is due to the exact cancellation of the direct flame speed and flame area 
perturbation terms which have equal magnitudes, but opposite phases at St = 0 (See 
Figure 42); i.e., the flame area and flame speed fluctuate with exactly the opposite phase 
(–180
o
).  This zero response at St = 0 can be understood from quasi-steady arguments: 
note that the flame speed and area perturbation terms account for the flame’s response to 
a mixture with constant heat of reaction.  For example, two sub-stoichiometric flames 
with the same fuel flow, but differing amounts of air, release the same amount of heat, 
although the flames have different areas.  In the same way, slow time scale perturbations 
may affect the flame’s local consumption rate, but the resultant heat release perturbation 
must be exactly balanced by the resultant variations in flame area.   
The flame speed transfer function, FS, increases with Strouhal number from zero 
because the phase difference between the terms FS,dir and FA decreases with Strouhal 
number until these two terms equate at St ~ 10, see Figure 42(b). As such, these two 
terms add constructively to enhance the combined flame speed term, FS.  Note that this 
increasing FS occurs even as both terms FS,dir and FA decrease in magnitude with Strouhal 
number, as shown in Figure 42(a). FS reaches a global maximum at St ~ 5 where the two 
terms FS,dir and FA add in the most constructive manner. As the Strouhal number 
increases further, FS decreases in an oscillatory pattern due to the alternating phase 
difference between FS,dir and FA and their decreasing magnitudes.  The magnitude of the 
total heat release response, Fφ, in Figure 41(a) also increases until St ~ 5 and decreases in 
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an oscillatory manner with further increasing St due to the alternating magnitudes of FH 
and FS.   
(a) 
(b) 
Figure 42  Dependence of the transfer functions due to direct flame speed, FS,dir, and 
flame area fluctuation, FA, upon Strouhal number for LF/R = 1 ( 2β = ) and 1=φ  
 
Figure 41(b) plots the dependence of the phase of the transfer functions upon 
Strouhal number. As in the magnitude results, Fu and FH have a similar Strouhal number 
dependence, except for the stretching of FH in the St-direction by the β
 2
 factor. The heat 
of reaction term, FH, starts with zero-phase at St = 0 and increases monotonically to and 
  181 
oscillates around 90
o
.  On the other hand, the flame speed term starts with –90
o
 phase.  
This is the average of the direct flame speed term, FS,dir, and the flame area perturbation 




, respectively.  The phase of Fφ  lies between 
FH and FS. Note that the phase of Fφ initially decreases slightly toward FS as discussed 
earlier.  As discussed in the context of Eqs. (34)-(36), this negative slope of the phase of 
Fφ at low Strouhal number implies that the flame’s response to equivalence ratio 
perturbation cannot be described by a pure n-τ model, in contrast to the velocity transfer 
function.   
Figure 43 plots the effects of the ratio of flame length to base radius, LF/R, upon 
the flame transfer function.  Plots are shown for LF/R values of 0.3, 1, 3, and 20, 
corresponding to β values of ~3.5, 1.4, 1.1, 1.0, respectively.  Figure 43(a) shows that the 
transfer function is independent of this ratio for St << 1.  This occurs because the flame’s 
spatial distribution is unimportant when the flame is convectively compact. As the 
Strouhal number increases, the flame transfer function increases until it reaches its 
maximum of about 3 to 4 at St ~ 5. Note that this maximum value is higher for a shorter 
flame (smaller LF/R). This results from the definition of Strouhal number and the fact 
that, for a shorter flame, the flame is more likely to be convectively-compact at lower St 
values and, therefore, the local heat release is more likely to be simply added along the 
flame to generate a higher value of maximum transfer function.  Long flames (LF/R ≥  3 
in this case) exhibit a highly oscillating pattern in amplitude of transfer function that 
vanishes for higher Strouhal number.  The phase dependence in Figure 43(b) also exhibits 
a more oscillatory pattern for longer flames. The phases of all the flames, however, 
approach and oscillate around 90
o
 for high Strouhal numbers. 
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Figure 44 plots these transfer functions in the complex domain, where the 







Figure 43  Dependence of the flame transfer function, Fφ, upon Strouhal number for 
several values of LF/R with 6.0=φ  
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Figure 44  Polar plot of the flame transfer functions for LF/R = 1, 1=φ ; arrows 
point in direction of increasing Strouhal number 
 
Figure 45 plots the dependence of Fu,cv upon St for several LF/R values.  The 
magnitude and phase of Fu,cv and Fu are nearly identical for low LF/R values.  Note that 
Fu,cv becomes identical to Fu in Eq. (7.31) for a very short flame (β >>1).  With 
increasing LF/R values the phase characteristics of Fu,cv diverges.  Figure 46 plots the 
effect of the mean equivalence ratio upon the flame transfer function, using the 
correlations in Eqs. (7.37) and (7.38). Figure 46(a) shows that mixture stoichiometry 
exhibits little effect upon the flame transfer function, Fφ, for St << 1.  This is because the 
flame speed transfer function, FS, makes little contribution to Fφ for St << 1; note that 
heat of reaction is much less sensitive to mixture ratio than the flame speed.  For St ~ 
O(1), the flame response increases with decreasing mean equivalence ratio.  This is due 
to the increased sensitivity of the flame speed to equivalence ratio for leaner mixtures.  
Note that the point of maximum flame response, St ~ 5, remains essentially independent 
of the mean equivalence ratio.  
 








Figure 45 Dependence of the flame transfer functions, Fu,cv (-) and Fu (o), upon 
Strouhal number for several values of LF/R with 1=φ  
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(a) 
(b) 
Figure 46 Dependence of the flame transfer function, Fφ, upon mean equivalence 
ratio, φ , for LF/R = 1 
 
Figure 46(b) shows the phase dependence upon the mean equivalence ratio. It 
shows that the primary equivalence ratio effect exists in the St < 5 region, where the 
initial rate of phase dip increases with reduced equivalence ratio.  The deviation, 
however, vanishes when the phase reaches its maximum of 90
 o
.  These results modify the 
conclusions of a related analysis of Lieuwen and Zinn [13], who predicted that the flame 
response to equivalence ratio oscillations has much larger values for leaner flames 
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compared to near stoichiometric flames. The present calculations suggest that this result 
is only correct when St > 1. Consider next the sensitivities of the transfer functions to 
small uncertainties in mean flame position.  The function dg/dr is obtained from Eq. 
(7.14) for a conical mean flame front: 
( ) { }




1 / exp (1 ) /
1 exp (1 )
dg
C i St r i St r
dr
C i St r i St r
β β= − −
+ − −
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 Substituting Eq. (7.39) into Eq. (7.22) and integrating leads to )( 21 YS
up , which is 
associated with the restrictions on the magnitude of mean flame variations.  The 
sensitivity, upS2 , associated with the restrictions on the degree of wrinkling of mean flame 
variations, was estimated by numerical integration of Eq. (7.24).  These results are shown 
in Figure 47 to Figure 50. Figure 47 shows that the sensitivity upS1  of equivalence ratio 
transfer function, Fφ, associated with Y1 is almost twice as high as that with Y2. This result 
arises from the fact that Y1 allows a larger variation in flame position than Y2 for a given ε.  
Note that, for St << 1, the upper bound of sensitivity for Y2 is unity. The sensitivity 
upS1  
increases rapidly with increasing Strouhal number. 
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Figure 47 Dependence of the upper bound of sensitivities of the flame transfer 
function, Fφ, upon Strouhal number for LF / R = 1,  1=φ  
 
  Figure 47 also shows the dependence of the sensitivity upS2  upon Strouhal 
number.  upS2  increases with increasing M since higher M allows smaller scale wrinkles in 
the variations in mean flame position, leading to higher sensitivity.  upS1  is lower than 
upS2  for lower St where the restrictions on the magnitude of mean flame variations, i.e., 
2YY ≤ , is more dominant in reducing the sensitivity than the restrictions on the degree 
of wrinkling (note that upS2  does not restrict the magnitude of mean flame variations.)  
However, upS1  is higher than 
upS2  for higher St where the restrictions on the degree of 
wrinkling are more consequential than the magnitude of mean flame variations.  
Although not shown, similar results are obtained for the sensitivity of the velocity 
transfer function, Fu,cv.   
Figure 48(a) plots the effects of mean flame shape upon the sensitivity )( 21 YS
up  of 
Fφ .  While all sensitivities increase with Strouhal number, the longer flames have higher 
sensitivities and more oscillatory characteristics.   
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(a) 
(b) 
Figure 48 Dependence of the upper bound of sensitivities of the flame transfer 
function, Fφ, upon Strouhal number for several values of LF/R with 1=φ     
 
This result can be understood from Figure 43(a), which shows that the amplitude 
of the transfer function is smaller and has a more oscillatory pattern for the longer flames 
(the sensitivity maxima correspond to the local transfer function minima).  Figure 48(b) 
plots the effects of mean flame shape upon the sensitivity upS2  of Fφ .  For St > 5, 
upS2  
increases with the longer flames, but is not as much affected by mean flame shape as 
)( 21 YS
up  from Figure 48(a).  Figure 49 plots the dependence of these sensitivities at 
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several mean equivalence ratios.  Although the sensitivities are higher at lower mean 
equivalence ratios, their quantitative values are quite comparable over the range 0.6 < 
φ < 0.9.   
 
Figure 49 Dependence of the upper bound of sensitivities of the flame transfer 




Figure 50 Uncertainties in the flame transfer function, Fφ, due to the sensitivity, 
min(
up




SYS , for ε = 0.03, 1=φ , and LF/R = 1 
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The impact of these sensitivities upon the transfer function is illustrated in Figure 
50, which bounds the uncertainties in flame transfer functions due to a 3% variation in 
mean flame position and M = 10.  The dashed bounds plot the uncertainties due to the 
minimum of the sensitivities obtained by bounding the flame position and curvature.  The 
figure indicates that flame transfer functions can be calculated with reasonable levels of 
uncertainty over the entire Strouhal number range, assuming low levels of uncertainty in 
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 CHAPTER 8  CONCLUSIONS AND RECOMMENDATIONS 
8.1 Conclusions of present work 
Acoustic wave-flame interactions were analyzed in the long wavelength regime 
using the small perturbation method (SPM) to second order. This allowed for an explicit 
evaluation of the reflected /transmitted scattering fields as a result of the wave interaction 
with a randomly moving turbulent flame. Coherent and incoherent acoustic energy 
amplification /damping were formulated and simulated using stochastic analysis of the 
net acoustic energy flux. Net acoustic energy flux is caused by two factors: (1) the 
acoustic velocity jump due to the flame’s unsteady burning rate. (2) the flame’s unsteady 
motion. Acoustic energy is conserved in the case of neither jump nor unsteady motion. 
The reciprocity theorem also holds for a locally reacting, stationary wrinkling surface. 
There are five (5) dimensionless parameters that govern the net energy flux: rms height of 
flame front, 0Kσ σ=% , correlation length, 0c cl K l=
% , incident wave frequency, 0 0 / cf f f=
% , 
the ratio of flame’s diffusion time to correlation time, /
r c
t tτ = , and incidence angle, 0φ . 
Numerical simulations for Gaussian flame statistics showed that:  
1. The major factors that determine amplification /damping of total net energy flux, 
∆E, are 0f
%  and incidence angle; Amplification occurs when 0f
% ≥ 1 or 0 criticalφ φ≈ , 
see Figure 34. 
2. τ  has a significant effect on ∆E only for a large value (>>1) of 0f
% .  
3. 
c
l%  has a significant effect on ∆E only for large values (>>1) of τ and 0f
% . 
4. Smaller 0f
%  makes the wrinkling effect larger and the jump effect smaller. 
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5. Coherent (incoherent) net energy flux damps (amplifies) with the squre of rms 
height, 2σ% . 
The flame transfer function due to perturbations in equivalence ratio was derived 
and investigated for an axi-symmetric flame.  The heat of reaction contribution to this 
transfer function dominates at low Strouhal numbers because of the cancellation between 
the two flame speed contributions (i.e., oscillations in local consumption rate and flame 
surface area).  However, the heat of reaction and the flame speed effects play equal roles 
at Strouhal numbers of order unity.  The heat release response increases with decrease in 
mean equivalence ratio and has a maximum value at St ~ 5.  The transfer function has an 
oscillatory pattern for higher Strouhal numbers because a flame becomes more 
“distributed” along the flame with locally varying phases, leading to successive 
reinforcement and cancellation of local heat release rate.  Two types of upper bound of 
sensitivities are defined.  The sensitivity upS1 , associated with bounds on the magnitude of 
mean flame variations, increases substantially with Strouhal number.  The sensitivity 
upS2 , associated with bounds on the radius of flame wrinkling, increases much more 
slowly than upS1  and gives lower value of sensitivity for higher Strouhal number.   
8.2 Recommendations for future studies  
Suggestion for experimental analysis of acoustic wave-flame interaction: 
This section provides suggested experiments to compare with the results of the 
present analysis. Generation of a turbulent flame with a mean flat surface is one of the 
key factors that the analysis is based on. Two configurations are suggested here; One is 
from Lawn et al. [64], as in Figure 51(a). The other uses a slot burner, as in (b). Lawn et 
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al. utilized the settling chamber with wall-jet injection annulus and a quarts diffuser, as 
illustrated in (a). Turbulent flame is generated by a perforated plate (wire-mesh) and 
stabilized in the diffuser. The ‘flattish’ flame, i.e., an approximately flat flame, can be 
generated by controlling the moments of wall-jet injection. The ‘flattish’ flame base was 
shown to extend over about two-thirds of the diameter of the diffuser. However, this 
configuration seems to be limited to normal acoustic excitation. Figure 51(b) illustrates 
another configuration, which is being used by our colleagues. This allows oblique angles 
of incidence. Once laser sheet images of flame fronts are gathered, then rms height, s, 
correlation length and time, lc and tc, can be obtained by evaluating a correlation function 
of flame height, 
2 2 2 2| | / /2
1 1 2 2( , ) ( , )
c cl th t h t e
ησ − −=r r ξ , as in Eq. (4.64). Power spectral 
density (PSD) is then obtained by taking Fourier transform of measured signals, as shown 
in Figure 52 for instance. A peak at 7.5 kHz corresponds to coherent part while 
broadband signals correspond to incoherent part. Note that aoucstic energy flux, or 
intensity, of scattered fields can be obtained by calculating the area under a curve of PSD 
since 





PSD df F Corr e d
ω τω ω
π
− ⋅ ==∫ ∫  
( ) ( )( 0)
/(2 )
2 2






= = =        
where F(corr) denotes Fourier transform of correlation function. Discrepancy between 
analytical results and experimental data may result from several causes including finite 
dimensionality, multiple scattering, second-order approximation, temperature /density 
gradient, inclusion of evanescent waves. 
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As shown in Figure 51(b), microphone 1 gathers mixed signals, i.e., reflected 
signal, denoted by (R), and a signal directly from the source, denoted by (I’). There may 
be some difficulty to separate the reflected signal from mixed one. However, if there is 
any way to keep trace of incident signal only, then it is possible to separate it by 
subtracting incident signal from mixed one, as in Figure 53. 



























Figure 52  Detail of measured power spectrum of acoustic data, fdrive =7.5 kHz. 
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APPENDIX A   RECIPROCITY THEOREM 
The reciprocity theorem basically refers to situations for which the interchange 
between source and receiver does not alter the ratio of receiver’s signal strength to source 
strength. For instance, pressure amplitude 
a
p  at 2
v
x  caused by a point source at 1
v
x  with 
strength amplitude 
a
Q  is related to pressure amplitude 
b
p  at 1
v
x  caused by a point source 
at 2
v
x  with strength amplitude 
b
Q  by 2 1 1 2( ) ( ) ( ) ( )a a b bp Q p Q=
v v v v
x x x x . ([54], p.198) 
In the present study, source is regarded as an incident plane wave and receiver as 
an individual scattering plane wave. In what follows, reciprocity relation with respect to 
wave number vector for a single frequency will be drived in the case where there is a 
jump condition in acoustic velocity to show  
1 2 2 1( , ) ( , )N N N NS S− = −2 1 1 2k k k k  1 2{( , )} {(1,1), (1,2), (2, 2)}N N =   (A.1) 
The derivation starts with a reduced wave equation, or Helmholtz equation, which 
describes acoustic fields with constant frequency, 0ω ω= , in medium (1) and (2). 
2 (1)
1( ) 0K ψ∆ + =  with  1 0 1/K cω=       (A.2) 
2 (2)
2( ) 0K ψ∆ + =  with  2 0 2/K cω=       (A.3) 
together with two boundary conditions from Eqs. (3.1) and (3.101) with / t∂ ∂  being 
replaced by 0iω− .  
(1) (2)
1 2
( ) ( )
( ) ( )
z h z h









( ) ( )
( ) ( )
( ) ( )













R ; 20 0 0( ) X Yiβ ω β ω β ω= −   (A.5) 
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The following relation, which will be used to derive the final forms of reciprocity, 
is based on Voronovich’s approach ([50], p. 97). Note, however, that the expression 
derived below extends to the situations where acoustic velocity jump condition across 
flame front is applied. Two sets of solutions (1) (2)1 1( , )ψ ψ , 
(1) (2)
2 2( , )ψ ψ  satisfying Eqs. (A.2) 
and (A.3) fulfill the following identity in the first equality. 
1 2
(1) (1) (1) (1) (2) (2) (2) (2)
1 2 1 1 2 2 2 1 1 2
( ) ( )
0 ( ) ( )
z z h h z z
d dρ ψ ψ ψ ψ ρ ψ ψ ψ ψ
< < < <
= ∆ − ∆ + ∆ − ∆∫ ∫
r r
R R    
1 2
(1) (1) (1) (1) (2) (2) (2) (2)
1 2 1 1 2 2 2 1 1 2
( ) ( )
( ) ( )
z z h h z z
d dρ ψ ψ ψ ψ ρ ψ ψ ψ ψ
< < < <
= ∇ ⋅ ∇ − ∇ + ∇ ⋅ ∇ − ∇∫ ∫
r r
R R  
1
2
(1) (1) (1) (1)
(1) (1) (1) (1)1 2 1 2
1 2 1 1 2 1
( )
(2) (2) (2) (2)
(2) (2) (2) (2)1 2 1 2
2 2 1 2 2 1
( )
z z z h
z z z h
d d
z z n n
d d
z z n n
ψ ψ ψ ψ
ρ ψ ψ ρ ψ ψ
ψ ψ ψ ψ
ρ ψ ψ ρ ψ ψ
= =
= =
   ∂ ∂ ∂ ∂
= − − + − Σ   
∂ ∂ ∂ ∂   
   ∂ ∂ ∂ ∂
+ − − − Σ   








where the last equality results from applying the Divergence theorem, which takes the 
following form by applying boundary conditions of Eqs. (A.4) and (A.5) to the second 
term 
1 2
(1) (1) (2) (2)
(1) (1) (2) (2)1 2 1 2
1 2 1 2 2 1
(2) (2)
(2) (2) (2) (2)1 2





( ) ( )
z z z z
z h
d d




ψ ψ ψ ψ
ρ ψ ψ ρ ψ ψ
ψ ψ





   ∂ ∂ ∂ ∂
= − − + −   
∂ ∂ ∂ ∂   
    ∂ ∂
+ − − − Σ    



















(1) (1) (2) (2)
(1) (1) (2) (2)1 2 1 2
1 2 1 2 2 1
z z z z
d d
z z z z
ψ ψ ψ ψ
ρ ψ ψ ρ ψ ψ
= =
   ∂ ∂ ∂ ∂
= − − + −   
∂ ∂ ∂ ∂   
∫∫ ∫∫r r   (A.6) 
which is identical to the expression in p. 97 in ref.[50]. 
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1 2
(1) (1) (2) (2)
(1) (1) (2) (2)1 2 1 2
1 2 1 2 2 1
min ( ) max ( )z z h z z h
d d
z z z z
ψ ψ ψ ψ
ρ ψ ψ ρ ψ ψ
= < = >
   ∂ ∂ ∂ ∂
− = −   
∂ ∂ ∂ ∂   
∫∫ ∫∫
r r
r r  (A.7) 
Note that Eq. (A.7) does not contain a jump boundary condition. The solution set 
(1) (2)( , )ψ ψ satisfying Eqs. (A.2) and (A.3), respectively, has a similar form to velocity 
potentials in (18) and (20) by setting 0 0( , , , ) ( , ) ( )S Sω ω δ ω ω= −0 0k k k k  and suppressing 
1A  and 
0e
i tω−
 terms. Two sets of solutions (1) (2)1 1( , )ψ ψ , 
(1) (2)
2 2( , )ψ ψ  can be considered 
depending on the propagating direction of an incident wave as follows.  
Case (1):   An incident wave propagates in the direction of (1)1( , )q1k  in medium (1) 
(1)(1)
1
( )( )(1) (1) 1/ 2 11 (1) 1/ 2
1 1 1 1( ) e ( , )( ) e
ki q zi q z
k
q S q dψ ρ ρ ⋅ −⋅ +− −= + ∫∫1 1
k rk r
k
k k k    (A.8) 
( 2)( )(2) 21 (2) 1/ 2
1 2( , )( ) e
ki q z
k
S q dψ ρ ⋅ +−= ∫∫ 1
k r
k
k k k       (A.9) 
Case (2): An incident wave propagates in the direction of (1)2( , )q2k  in medium (1) 
(1)(1)
2
( )( )(1) (1) 1/ 2 11 (1) 1/ 2
2 1 2 1( ) e ( , )( ) e
ki q zi q z
k
q S q dψ ρ ρ ⋅ −⋅ +− −= + ∫∫2 2
k rk r
k
k k k    (A.10) 
( 2)( )(2) 21 (2) 1/ 2
2 2( , )( ) e
ki q z
k
S q dψ ρ ⋅ +−= ∫∫ 2
k r
k
k k k       (A.11) 
where (1) 2 2 1/ 21 0 1 1[( / ) ]q c kω= − ,    
(1) 2 2 1/ 2
2 0 1 2[( / ) ]q c kω= −  
(1) 2 2 1/ 2
0 1[( / ) ]kq c kω= − ,    
(2) 2 2 1/ 2
0 2[( / ) ]kq c kω= − , k = k . 
Substituting Eqs. (A.8) and (A.10) into Eq. (A.7) yields the form 
1
st














r      






( )( )(1) 1/ 2 11 (1) 1/ 2
1 2 1
( )( )(1) (1) 1/ 2 (1) 11 (1) 1/ 2
1 1 1 1
( ) e ( , )( ) e
( ) e ( ) ( , )( ) e
k
k
i q zi q z
k
z z
i q zi q z
k k
q S q d
i q q q S q d d
ρ ρ
ρ ρ
⋅ −⋅ +− −
=
⋅ −⋅ +− −
 



























( / ) e ( )
(2 ) ( / ) ( , ) ( , )
( , ) ( , ) e k






















k k k k
k k k k k
     (A.12) 
2
nd
 term of L.H.S. =
















1 2k kr r










( / ) e ( )
(2 ) ( / ) ( , ) ( , )
( , ) ( , ) e k






















k k k k










( / ) e ( )
(2 ) ( / ) ( , ) ( , )
( , ) ( , ) e k














 = + − − −
 
 








k k k k
k k k k k
 by ′ = −k k   (A.13)  
Hence, L.H.S. of Eq. (A.7) = 1ρ × [Eq. (A.12) – Eq. (A.13)] 
(1) (1)
11 2( )(1) (1) 1/ 2 (1) (1) 1/ 2
1 2 2 12
11 11
( / ) ( / ) e ( )
(2 )
2 ( , ) 2 ( , )
i q q z





+  − +  =
 − − + − 
1 2
2 1 1 2
k k
k k k k
2 11 112(2 ) ( , ) ( , )i S Sπ  = − − + − 2 1 1 2k k k k       (A.14) 
R.H.S. of Eq. (A.7) has the form using Eqs. (A.9) and (A.11). 
















r   





2 22 21 21 21 21
222 21 21 21 21
(2 ) ( , ) ( , ) e ( , ) ( , ) e




iq z iq z
iq ziq z
i S S d S S d






= − − − 
 
 





1 2 2 1
1 2 2 1
k k
k
k k k k k k k k k k
k k k k k k k k k k (A.15) 
Equating Eq. (A.14) to Eq. (A.15) leads to reciprocity 11 11( , ) ( , )S S− = −2 1 1 2k k k k  
in case of 1 2( , ) (1,1)N N =  in Eq. (A.1). The reciprocity with 1 2( , ) (1, 2)N N =  can be 
derived by changing the incident wave direction in Case (2), i.e., replacing the incident 
wave direction (1)2( , )q2k  from medium (1) by 
(2)
2( , )q−2k  from medium (2) in Eqs. (A.10) 
and (A.11) to yield the form 
(1)( )(1) 12 (1) 1/ 2
2 1( , )( ) e
ki q z
k
S q dψ ρ ⋅ −−= ∫∫ 2
k r
k
k k k       (A.16) 
( 2)( 2)
2
( )( )(2) (2) 1/ 2 22 (2) 1/ 2
2 2 2 2( ) e ( , )( ) e
ki q zi q z
k
q S q dψ ρ ρ ⋅ +⋅ −− −= + ∫∫2 2
k rk r
k
k k k    (A.17) 
where    (2) 2 2 1/ 22 0 2 2[( / ) ]q c kω= −  
Using Eqs. (A.8), (A.9), (A.16), and (A.17) leads to 
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(1)
122 12 12 11(2 ) ( , ) ( , ) ( , ) e k
iq z
i S S S dπ −
 
= − − − 
 
∫∫1 2 2 1
k
k k k k k k k
(1)
122 12 12 11
2 12
(2 ) ( , ) ( , ) ( , ) e
8 ( , )




− − − − − − 
 
= −
∫∫1 2 2 1
1 2
k
k k k k k k k
k k
    (A.18) 
It follows from comparison between Eqs. (A.8) and (A.17) and between Eqs. 
(A.9) and (A.16) that (2)1ψ  and 
(2)
2ψ  becomes 
(1)
2ψ  and 
(1)
1ψ , respectively, by 










=  with z z′ = −     (A.19) 










 ∂ ∂∂  
= − = −  ′∂ ∂ ∂   
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= − = −  ′∂ ∂ ∂   
 
from which it is found that 







































= − + 
∂ ∂ 
  ∂ ∂
= −  










8 ( , )iSπ
↔
= − 1 2k k   (from Eq. (A.18)) 
2 218 ( , )iSπ= − 2 1k k          (A.20) 
where 2z  can be chosen as 2 min ( )z h> − r . Equating Eq. (A.18) to Eq. (A.20) leads to 
reciprocity 12 21( , ) ( , )S S− = −1 2 2 1k k k k  in case of 1 2( , ) (1, 2)N N = . 
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22 22( , ) ( , )S S− = −1 2 2 1k k k k  in case of 1 2( , ) (2,2)N N =  can be proved in a similar 
manner by changing the incident wave direction (2)2( , )q−2k  in Eqs. (A.16) and (A.17) to 
(2)
1( , )q−1k  for 
(1) (2)
1 1( , )ψ ψ , and using the same 
(1) (2)
2 2( , )ψ ψ  as Eqs. (A.16) and (A.17). 
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APPENDIX B  ACOUSTIC VELOCITY JUMP INCORPORATING FLAME 
AREA FLUCTUATION 
This section incorporates unsteady heat release due to flame area fluctuation 
effect, into the acoustic velocity jump condition. This makes it possible to describe the 
effect of area variation of a wrinkled flame surface upon the net acoustic energy flux. 
The velocity jump condition at the flame front can be obtained from the energy 
equation. The energy equation has the following form [34, 66] neglecting heat diffusion 







+ ⋅ ∇ = − ∇ ⋅ + −
∂
v v
v v       (B.1)   
where q is heat release rate per unit volume due to chemical reaction. The above equation 
can be linearized as 
1
0 1 0 1 1 1 0 0 1 1( 1) ( ) ( 1)
p
p p q p p q
t
γ γ γ γ
∂
= − ⋅∇ − ∇ ⋅ + − = −∇ ⋅ + + −
∂
v v v v
v v v v   (B.2) 
where mean quantities, 0p  and 0
v
v , are uniform. Integrating over a control volume taken 
around a curved flame surface, as shown in Figure 54, gives the form after applying 





Figure 54   Control volume around a flame surface 
1
1 0 0 1 1( ) ( 1)
f fV A
p




= − + ⋅ + −
∂∫∫∫ ∫∫
v v v











h = 0 
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where 
01








Q q dV m A m A h m A h
m A
− 















= + , ( )
1/ 2
1 2
0/ | cos | 1 | ( , ) |f fA A h tφ
−= = + ∇ r  
Note that mixture ratio (equivalence ratio) is assumed to be constant and so is heat 
of reaction. Eq. (B.3) then has the form after divided by fA . 
(1) (2)1
1 0 0 1 1 0 0 1
2 1/ 2
0 1 0
[( ) ( ) ]




d p p p p
t




= + − + ⋅
∂
 + − − + ∇ + ∆ 
v v v v v
v v v v n
r
     (B.4) 
where the left hand side is of the order of a flame thickness, d, and will be neglected. 
Total enthalpy conservation reads 
(1) (2)
0 0 0 0[ / 2] [ / 2]p f p fC T h C T h+ ∆ + ⋅ = + ∆ + ⋅
v v v v
v v v v   
which yields   
 
(1) (2) (2) (1) (2) 2 (1) 2
,0 ,0
(1) 2 (1) 2
,0
( ) [( ) ( ) ]/ 2
( 1) ( 1)( ) / 2
R f f p L L
p L
h h h C T T S S
C T S
∆ = ∆ − ∆ = − + −
= Λ − + Λ −
    (B.5) 
where (2) (1) (2) (1) (1),0 0 0 ,0 ,0( / )L L LS S Sρ ρ= = Λ  are used.  
For a case of vertical mean flow field, i.e., 0 0 zv=
v v
v e , 
 ( ) ( )
1/ 2 1/ 2
( ) ( ) 2 ( ) 2
0 0 ,01 | ( , ) | 1 | ( , ) |
m m m
f Lv h t S h t
− −
⋅ = + ∇ = + ∇
v v
v n r r       m = {1,2}    
from which Eq. (B.4) has the form using Eq. (B.5) and pressure continuity of the first 
order of SM , i.e., 
(1) (2)
1 1 1p p p= = . 
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  
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M S S h t O h O M
 −
= Λ − + ∇ + + 
 
r   (B.6) 











= + ,     (1) (1)1 0 1 0/ /( )p pρ ρ γ=   are used. Eq. (B.6) 
has a 
2
h∇  term, which implies that flame area fluctuation has a second-order 
contribution to the acoustic velocity jump, compared to Eq. (3.82).  
 
  206 
APPENDIX C  TIME DOMAIN ANALYSIS OF THE FLAME TRANSFER 
FUNCTION 
Time domain analysis of Fu for a conical flame 














     (C.1) 









 ( θβ cos/1= ).  Note that cτ  equals the time 
taken by the mean flow to convect a disturbance along the flame front, FLβ , at the speed 
of the tangential mean flow component, θcosuut = , as depicted in Figure 55.  Taking 





































Figure 55 Convective time, τc (= βLF / ut), along the flame front 
Note that cτ  is minimized when the flame is long; i.e., ,0min( ) / ( / )c u FR S L uτ = =  
as 1β → .  Equation (C.2) indicates that a second-order temporal derivative of heat 
  LF 
 θ 
Mean flame front  βLF 
 u 
 ut  R 
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release response to acoustic velocity is associated with the difference between the exact 
value of the velocity derivative and a first order approximation of this derivative over a 
time interval τc. For low frequency disturbances (St << 1), the acoustic period Ta is much 
greater than the convective time cτ  because St = ω cτ  ~ cτ /Ta <<1, which makes it 
reasonable to assume a slow change in acoustic velocity perturbation over the time cτ .  











       (C.3) 
Time domain analysis of Fφ for a conical flame 
A similar approach to the previous section is utilized to obtain the time domain 
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1 // βττ cFc uL == , 12 ccc τττ −= ,      φφφ /)()(
ˆ tt bb ′=′    
Equation (C.4) quantifies the time-response of the heat release rate to 
perturbations in equivalence ratio of arbitrary time dependence.  The first term on the 
right-hand side of Eq. (C.4) represents the contribution from perturbations in heat of 
reaction, which exhibits the same form as the contribution from acoustic velocity in Eq. 
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(C.2) except for a different convective time 1cτ , which equals the time taken by the mean 
flow to convect a disturbance of the flame length, FL , at the axial flow velocity, u .  The 
heat of reaction term mentioned above can be reduced, for low St(<<1), to the first term 
on the right-hand side of Eq. (7.35) with a retarded time uLFcH 3/3/1 == ττ .  The 
second term on the right-hand side of Eq. (C.4) represents the contribution from 
perturbations in flame speed, which depends upon both cτ
 
and 1cτ .  In the low Strouhal 


















≈′      (C.5)
 
which is identical to the second term on the right hand side of Eq. (7.35). 
APPENDIX D   FLAME SPEED DEPENDENCE UPON FLAME STRAIN RATE 
The flame speed depends upon both the local equivalence ratio and local stretch 
rate:  
( )Muu LSS κφφκ −= 1)(),(
(





is the local flame speed, )(φuS
 
is the unstretched flame speed, κ is the 
local flame front curvature, and ML  is the Markstein length. 
Decomposing the flame speed into mean and fluctuating terms in Eq. (D.1) yields: 
 )()1)((),( φκκφφκ uMMuu SLLSS ′−−′=′
(
      
      (D.2) 
The linearized expression for flame front curvature perturbation for a conical 
mean flame ( 0=κ ) is expressed as: 
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   (D.4) 
The conditions of interest are ones under which the strain contribution is 

















	       (D.5) 
Combining Eqs. (D.3)-(D.5) yields (note also that ,0u uS S=  and the exponential 
term in the brace in Eq. (D.4) is bounded by 14 +β ):  




ββ           (D.6)          
where δ/MLMa ≡  is Markstein number.  However, the relative area of the flame front 
whose curvature is comparable to the maximum curvature is a small portion of the entire 
flame front; i.e., less than 20 % of the flame front has its curvature of more than 95% of 
the maximum curvature.  Moreover, alternating signs of flame curvature along the flame 
front significantly attenuate the overall strain effects.  These arguments lead to the 
conclusion that the overall flame strain effects may be reasonably neglected up to much 
higher frequencies than those predicted by Eq. (D.6). 
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