How to implement an impeccable space system-of-systems (SoS) internetworking architecture has been a significant issue in system engineering for years. Reliable data transmission is considered one of the most important technologies of space SoS internetworking systems. Due to the high bit error rate (BER), long time delay and asymmetrical channel in the space communication environment, the congestion control mechanism of classic transport control protocols (TCP) shows unsatisfying performances. With the help of existing TCP modifications, this paper contributes an aggressive congestion control mechanism.
of both versions were deficient and unsatisfying in the space communication environment, where it is the high BER instead of network congestion that leads to the packet loss. Many other modified transport control protocols were also proposed for space systems. In some works, the existing modified protocols were summarized into three categories. The first category allowed the modification only at the end terminals, like TCPW [14] . In the second category, both transport control mechanism and intermediate nodes were improved. In this case, the TCP connection was usually divided into some sub-connections with the methods of TCP-splitting and TCP-spoofing. In the third category, the protocols could achieve the reliable data transmission function in the convergence layer of delay-tolerant network (DTN) [15] model.
In the following, this paper surveys and introduces the existing modified transport control protocols and correspondingly lists their limitations [16] .
In Table I , we summarize the advantages and disadvantages of classical transport protocols [17] [18] [19] . Among these multifarious modified protocols, some were in the testing phase emulating the real scenarios, while others were merely in the numerical analysis phases. Moreover, it is worth mentioning that DTN-based space technologies have attracted more researchers' attention in recent years. In [20] [21] [22] , the authors proposed some data transmission protocols based on DTN, especially for deep-space communications. Moreover, the DTN-based data transmission protocols obtained a superior performances against TCP-based data transmission protocols under the long-delay and asymmetrical channel. Because TCP-based transmission protocols rely on the timely feedback of acknowledgments(ACKs), while the long-delay feedback and constrained uplink capacity result in a large number of ACKs to be lost.
However, the operation of DTN-based data transmission protocols depend heavily on the bundle protocol to form a store-and-forward overlay network, which needs a cross-layer design and complex configuration in the terminals even the routers. Furthermore, the connectionless property of DTN-based protocols brings great challenges in the security issues of information transmission. Consequently, there is not a comprehensive or efficient version towards space network transport control protocols, let alone a spaceground integrated protocol stack. Therefore, we need urgently a simple, compatible and reliable congestion control mechanism. Furthermore, from the related work, we can summarize that the modifications should observe the following rules: a) The redundancy of a data segment should be compressed as much as possible. b) The congestion control mechanism and error control mechanism can adapt to the long-delay, high BER, asymmetry and intermittent interruption channel environment. c) Take full advantage of the gateways or routers to forward data, if necessary. To the greatest extent, we should keep the original routing protocol unchangeable or less changeable. Therefore, to address the aforementioned issues, we propose an aggressive congestion control mech- while a large end-to-end delay and frequent connection interruptions are tolerant in the DTN protocols.
To the best of our knowledge, the congestion control mechanism can well accommodate to the space communication environment under the hypothesis mentioned above. Besides, the proposed mechanism has the characteristics of simplicity, low cost, strong operability and easy implementation. Moreover, it obviously improves the link utilization and has a commendable performance in robustness and compatibility. The reason of calling it "aggressive" is that the congestion control mechanism recovers the size of sending window rapidly, maintains the congestion control window at a high level and has a remarkable performance in the high BER environment.
The rest of this paper is organized as follows. We first propose and describe an innovative congestion control mechanism for space systems in Section II. In Section III, we demonstrate the simulation results and some performance analysis. Finally, conclusions are drawn in Section IV.
II. CONGESTION CONTROL MECHANISM FOR SPACE SYSTEMS
In view of the existing modification methods which either lacked the compatibility with the ground Internet or excessively reduced the sending window, we propose a new "aggressive" modification mechanism with the following motivations. First, we should take full advantage of the characteristic of large bandwidth-delay produce (BDP) in the space communication environment. A feasible method tries to increase the sending window and to change the classical TCP slow start phase. Second, cutting the congestion threshold down cursorily squanders the channel resources. We should make use of the historical information to estimate the network traffic condition and smoothly reduce the congestion threshold. Third, the proposed modification can well manage the abrupt link interruption due to the high speed movement of aircrafts.
Fast start: Given the receivers feeding back one acknowledgement (ACK) for each successfully received data segment, according to the principles of TCP slow start procedure, it needs t ss to reach the stable transmission rate B. t ss can be calculated by
where RTT is the round trip time of each segment, which is about 50ms, 250ms and 550msin the scenario of LEO, MEO and GEO, respectively. l equals 1KB in this paper, which represents the average bit length of data segments. If stable transmission rate B is 10Mbps, according to equation (1), in the GEO scenario, t ss is up to 5.73s; if the stable transmission rate B can reach 100Mbps, under this assumption, the value of t ss is 7.91s in the same scenario. Obviously, it takes too long to meet the need of general communication missions. A simple substitution of slow start named fast start is proposed in this paper. In the fast start stage, when senders deliver a data segment, they transmit an empty segment simultaneously. The empty segment containing a compressed TCP header motivates the receivers to feed back ACKs, which largely accelerates the size of congestion window (cwnd). The size of senders' cwnd grows as the speed of 3 n rather than 2 n . This speed-up mechanism is transparent to routers and receivers. In this respect, there is no need to modify other nodes in the network, which simplifies the modification operation and maintains a good compatibility. Therefore, fast start is compatible with the real ground Internet and space network protocol stacks. should collect and analyze some parameters in the network. Let σ represent the variable of throughput, which can be calculated as follows:
where base RT T is the reference standard of RTT and variable Expected = cwnd/base RT T . It is notable that parameter Actual should be calculated accurately, because it directly reflects the present state of the network. However, the network states possess continuity and they can not change tempestuously.
In consequence, the space system can be considered having memory characteristic. In order to obtain the accurate value of Actual, senders need to record the historical observation value RT T i and recording time T i , where i shows the different measure moments. Then Actual can be determined by the following expressions:
where attenuation index τ = T n − T i , i = 1, 2, ...n, T n represents the present moment, and T 1 is the moment when the terminals establish the connection. A i is the normalization coefficient.
Furthermore, we set a threshold of σ with variable β. As mentioned above, σ approximately reflects the variation per base RT T of the cwnd against expected value. During a full base RT T , the losing of three data packets is indeed a small probability event under the condition of normal connection without network congestion. In this article, let congestion threshold β be a constant valued 3 in this paper. When σ ≤ β,
we regard the packet loss as a result of random bit error. Thus, the sender retransmits the lost packet immediately. Meanwhile, the congestion threshold (ssthresh) maintains unchangeable and congestion window increases by three data segments due to the three duplicate ACKs received successfully, i.e.,
On the other hand, if σ > β, we regard the packet loss as a result of network congestion. At this time, the sender retransmits the lost packet, while the ssthresh and cwnd are calculated as the following equations:
where the threshold control coefficient depends on the degree of network traffic congestion. In this way, ssthress can be reset to a reasonable value. When the retransmission timer times out, similar to the TCP-Reno mechanism, senders halve the ssthresh and set cwnd to 1.
Congestion windows maintaining:
The high speed movement of satellites leads to a high probability of link interruption. An abrupt increasing of RTT causes a leap of σ. To make matters worse, the cwnd will shrink persistently until the date transmission link rebinds. Under this circumstance, we propose a congestion window maintaining mechanism. First, we should estimate the distance of the whole TCP connection. In [24] , the instantaneous geocentric angle θ of two satellites is written as follows:
where (ϕ a , ψ a ) and (ϕ b , ψ b ) are the sub-satellite point longitude-latitude coordinates of satellite a and b.
Then the distance of communication link d can be calculated via:
where r is the earth radius, and h a and h b are the satellite orbital altitudes. Therefore, the total link distance D is the sum of each point to point distance d ij . Then the estimated RT T est = 2D/c. The highspeed movement of two satellites leads to a corresponding change in the instantaneous geocentric angle θ. According to the distribution and the altitude of stationary orbit satellites, let us assume 0 ≤ θ ≤ This process of data transmission is noted in the right corner of the figure. The data through a wire link, routers, wireless link and relay satellite is received by clients from servers. All the simulations are under the circumstances with milliseconds end-to-end delay and comprehensive packet loss rate under 5%.
In order to verify the performance of the modified protocol sufficiently, we simulate in different situations with three business models. First, we simulate three 10MB FTP persistent downloading scenarios with different packet loss rates, 0.5%, 1% and 5%, respectively. The three kinds of packet loss rates reflect different round trip distance and various spatial environments in the real world. However, for obtaining an obvious result, the three packet loss rates are much higher than those in the ground Internet network. Bytes data to the receivers, and then hang off. We record and compare the average hold-on time of each call and the new call blocking rate. In the third situation, we consider the variable bit rate (VBR) video businesses which are not independent from each other. In other words, the variable bit rate (VBR) video businesses have the characteristic of long-range dependence. This self-similar property can be described by the Pareto distribution as in (8), where k = 1 and α = 1.5.
During the simulation time, senders transmit large amounts of long-range dependence VBR video. And the average throughput is recorded.
From the subgraphs (a)∼(d) of Fig. 2 , we can see that the new congestion control mechanism has a better performance than others in the environment of high BER. It has a good robustness in severe circumstances. The higher the packet loss rate is, the more advantages the new mechanism has. From the average-processing throughput curves and real time cwnd curves in the two situations with 0.5%
and 1% packet loss rate, we can conclude that the receiver with the new mechanism first completes the 10MB FTP downloading mission, and maintains a higher throughput over classical Tahoe, Reno, Vegas and TCPW from the beginning to the end. The simulation results evidently reflect the superiority of the new congestion control mechanism.
Subgraphs (e)∼(g) of Fig. 2 show the link utilization rate of each mechanism with three packet loss rates. They show that the performance of link utilization is enormously promoted with the new aggressive congestion control mechanism in high BER environment. What is more, the new congestion control mechanism achieves the best relative performance in the scenario with 1% packet loss rate against others.
From the Table II , we conclude that the new congestion control mechanism can well handle the stochastic business. With the help of the new congestion control mechanism, the hold-on time is shortened evidently. In other words, it has the least time of data transmitting and the minimum probability of new call blocking against the other TCP protocols. Moreover, the simulation results of the third scenario is shown in the subgraph (h) of Fig. 2 . Obviously, the modification mechanism possesses the best performance in the average throughput against others in the VBR business model.
IV. CONCLUSION
This paper presented a novel congestion control mechanism for space systems. The proposed mechanism which makes the size of cwnd maintain a large value fully adapts to the space information environment of intermittent interruption and high BER. Because of the new congestion control mechanism being able to detect the real reason of packet loss, it can well regulate the network traffic and recover the throughput rapidly. Furthermore, the simulation results showed that the aggressive mechanism had a better performance over Reno, Tahoe, Vegas and TCPW in space communication environment. Moreover, the higher the BER is, the more obvious advantages of the new mechanism over traditional TCPs are.
Compared with other well-performed modification versions, the novel modified mechanism is easier to be implemented and configured. We only need to amend the transport control protocol on the transmission side, and it is transparent to all intermediate routers and receivers.
