To efficiently cancel the self-interference (SI) caused by the simultaneous transmission and reception in in-band full-duplex (IBFD) underwater acoustic (UWA) communication system, we propose a novel channel estimation approach to estimate the sparse SI channel, the proposed channel estimation algorithm has a better estimation performance than the traditional channel estimator. In the IBFD radio communication system, the SI and intended channels are estimated through using training symbols in different time slots, and therefore, the effect of intended signal can be avoided in SI channel estimation. Because of the time variable and longtime delay in the UWA channel, we cannot estimate the SI and intended channel in different time slots. The intended signal is treated as additive noise when estimating SI channel in the IBFD-UWA communication system, and thus, the SI channel estimation is affected by non-Gaussian noise and the traditional algorithms designed for Gaussian noise typically perform poor. In view of this situation, we propose a maximum likelihood (ML) with sparse constraint to estimate the sparse SI channel. The ML with sparse constraint is derived via combining a sparse constraint into conventional ML cost function and using stochastic gradient algorithm to get the iterative formula, thereby resulting in a better performance. Extensive simulations and experimental results show that the proposed algorithm has faster convergence and better cancelation performance compared with traditional ML and least square. We also present the convergence and steady-state mean-squared error analysis of the proposed algorithm.
I. INTRODUCTION
Underwater acoustic (UWA) communication networks have emerged as one of the exciting research area with developments in monitoring marine environment and exploration of ocean resources. Many companies and research institutions have been actively engaged in the UWA communication development. However the current UWA communication networks still have many problems, especially with low data rates and spectrum efficiency. It is significant to improve the data rates and spectrum efficiency of UWA communication networks with only tens of kilohertz bandwidth [1] - [3] . For increasing communication throughput, a full-duplex (FD), multiuser, parameter reconfigurable UWA communication modem is presented in [4] . The modem implement the FD communication through a frequency division scheme. In [5] , a new FD and distance aware channel access protocol for ad-hoc underwater acoustic communication networks is proposed. Above FD-UWA communication system through frequency division does not increases the spectral efficiency, however in-band full-duplex (IBFD) UWA communication does via transmission/reception in the same channel. In [6] , it is presented that acoustic-specific cancellation scheme to deal with the strong multipath self-interference in IBFD UWA systems. A novel digital SI cancelation scheme combining time-reversal and soft-decision feedback turbo equalization for IBFD-UWA communication system is proposed in [7] .
But these SI cancelation schemes do not focus on SI channel estimation which is the main factor of SI cancelation.
IBFD communications, by allowing simultaneous transmission and reception at the same frequency channel, is emerging as a novel technique to improve the spectral efficiency and data rate. The large SI created by simultaneous transmission and reception is needed to be canceled. Some of recent innovative works in IBFD radio communication show that the SI can be attenuated sufficiently by using analog and digital SI cancelation. The analog SI cancelation is completed before low-noise-amplifier (LNA) to avoid dynamic range saturation. The digital SI cancelation is done after analogto-digital (ADC) to attenuate the residual SI. The SI cancelation is usually limited by the non-idealities in analog and digital circuit, such as dynamic range of ADC, phase noise of the transmitter and receiver oscillators, IQ imbalance, noise figure in receiver and nonlinear distortion caused by power amplifier (PA). In [8] , it is analyzed that oscillator phase noise effects on the SI cancellation capability of fullduplex direct-conversion radio transceivers. In [9] , detailed SI signal modeling is carried out, the analysis shows that the most important imperfections of circuit is IQ imbalance, and proposed a widely linear digital SI cancelation scheme. The effect of LNA noise figure, phase noise, mixer noise and quantization noise of ADC in SI cancelation is studied in [10] , the results show that when phase noise dominates mixer and quantization noise, full-duplex systems can use either active analog cancellation or baseband digital cancellation to achieve near-identical rate gain regions. In [11] , the effect of quantization noise in SI cancelation is analyzed, a closed-form expressions for the signal to interference and noise ratio (SINR) when including the effects of the residual SI due to imperfect cancellation and the quantization noise is presented. The existence of several non-idealities in the transmit chain, including power amplifier (PA) nonlinearity, is acknowledged in [12] . However, UWA communication system is different from radio communication system, the carrier frequency of UWA communication is only tens kilohertz, it does not need to utilize oscillator to upconversion and downconversion. So we do not study the phase noise and IQ mismatch in this research. The nonlinear distortion caused by PA can be canceled in analog SI cancelation stage [13] . The Peak-to-Average Power ratio (PAPR) reduction and power back off can also avoid PA causing nonlinear distortion. So in this paper, we only focus on the SI channel estimation and only considering the effect of quantization noise.
In practice, it is not possible to absolutely cancel SI due to the SI channel estimation error. Therefore, SI channel estimation appears to be a critical factor in IBFD communication system. In [14] , a 2-stage iterative echo canceller based LS criteria is presented. And an experiment-based characterization of passive suppression and active SI cancellation mechanisms is proposed in [15] , the SI channel estimation algorithm used in [15] is LS. These two schemes treat the intended signal as additive noise, which means background noise is non-Gaussian when estimating the SI channel, so the performance of traditional LS channel estimation and SI cancelation is reduced. To solve this problem, Masmoudi and Le-Ngoc [16] propose a maximum likelihood (ML) approach to jointly estimate the SI and intended channels by exploiting its own known transmitted symbols and both the known pilot and unknown data symbols from the other intended transceiver. In [17] , a subspace-and-ML-based algorithm is proposed to jointly estimate the coefficients of both the residual SI and intended channels is proposed. But these two ML-based algorithms need more than 70 OFDM symbols to estimate SI channel, they cannot be used in IBFD-UWA communication system, because the UWA channel is rapidly time-varying. The Non-parametric-Maximum-likelihood (NPML) adaptive algorithm gives better channel estimates in the presence of non-Gaussian noise [18] , the NPML channel estimation has lower mean squared error (MSE) than LS based channel estimator in non-Gaussian situation. In NPML, firstly the error signal which is non-Gaussian is estimated, then the probability density function (PDF) of this error signal is estimated with the help of kernel density estimators, finally the stochastic gradient of cost function is applied iteratively to complete maximum likelihood estimation. For sparse UWA channel, the NPML channel estimation requires a large number of iterations for convergence, and hence increases computational cost. A new NPML base on natural gradient (NG-NPML) is proposed in [19] . A generalized pth order warping transformation on channel coefficients space is used in NG-NPML, so NG-NPML have faster convergence than traditional NPML. But, the NG-NPML in [19] do not improve the steady-state performance.
To improve the performance of existing ML based channel estimation algorithms, in this paper, we propose a new SI channel estimation algorithm which has faster convergence rate and better steady-state performance. The basic idea is to introduce a penalty that favors sparsity in the cost function. In [20] , a new approach which applies l 1 relaxation, common in compressive sensing, to improve the performance of LMStype adaptive methods is proposed. The new LMS adaptive filter is better in both convergence rate and steady-state behavior. In [21] , a RLS algorithm with convex regularization is introduced, the normal equations corresponding to the sparse constraint cost function are derived, and a recursive algorithm for the update of the tap estimates is established. However, the sparse constraint is used in LMS and RLS, which have poor performance in non-Gaussian noise. Therefore, we add sparse constraint to cost function of ML, and use stochastic gradient of cost function iteratively to complete maximum likelihood estimation. The new SI channel estimation algorithm have better performance than traditional ML in convergence rate and steady-state.
The rest of the paper is organized as follows: In Section II, we discuss the model of the IBFD-UWA communication system in detail. In Section III, we present a novel ML based algorithm which adds the sparse constraint into cost function. Section IV provides the stability condition of the proposed VOLUME 6, 2018 algorithm with respect to mean weight error and analysis the steady-state MSE. The simulation and experimental results are presented in Section V. We finally summarize the paper in Section VI.
II. SYSTEM MODEL
The IBFD-UWA communication node can double the spectral efficiency by simultaneously transmitting and receiving signal in the same frequency band. So, in addition to the intended signal, each nodes receive their own SI which is required to be canceled before demodulating the intended signal. A simplified block diagram of IBFD-UWA communication system is given in Figure 1 . The analog SI cancelation is done before LNA and ADC to avoid the saturation of system. The reference signal in analog SI cancelation is taken from the output of PA and attenuated to a proper level. Therefore, the nonlinear distortion caused by PA can be canceled in analog SI cancelation stage. The digital SI cancelation is done after ADC to reduce the residual SI. In the following, we assume that the analog SI cancelation has been done and we only study the digital SI cancelation in IBFD-UWA communication system. Because the carrier frequency of UWA communication is only tens of kilohertz, the up-conversion and downconversion are done in digital field, there are not phase noise and IQ mismatch problem which is caused by oscillator in IBFD-UWA communication system. In this paper, we only consider the effect of quantization noise. The receiver can automatically control the gain of LNA to keep total ADC input at constant level, higher SI power means more and more of the ADC dynamic range is reserved by the SI signal and reduced effective resolution for the desired signal. This indicates that the signal to quantization noise ratio maybe lower, and quantization noise will affect the intended signal demodulation. Let the b ADC is the number of bits at the ADC, and the minimum and maximum input amplitudes of the ADC are −V max and V max , respectively. The quantization noise power σ 2 qua is given by
As Orthogonal Frequency Division Multiplexing (OFDM) is widely applied in UWA communication system due to its favorable performance [22] , [23] , we choose it as the modulation of IBFD-UWA communication system. But the OFDM waveform has large peak-to-average power ratio (PAPR). In practical, with the peak power limited by the hardware, a signal with large PAPR leads to small average power output, reducing the transmission range. The PAPR of OFDM must be reduced, in this paper, we simply clip the signal before amplification. The OFDM signal after clipping can be expressed as
where the A is amplitude of OFDM signal after clipping, the P in is the power of the original OFDM signal, and ther is clipping ratio. The PDF of an OFDM signal after clipping is shown in Figure 2 , it is observed that the OFDM signal after clipping is non-Gaussian and the original OFDM is Gaussian. The IBFD radio communication system have tacitly assumed that the transmission and reception are synchronized which means the SI and intended signal reach the reception chain at the same time. The SI and intended channel can be commodiously estimated in different time-slots. Using this scheme can avoid the effect of intended signal on SI channel estimation. The signal model of the IBFD radio communication is shown in 3(a). But, in UWA communication system, From Figure 3 , we can observe that it is very hard to estimate the SI and intended channel at different time-slots in IBFD-UWA communication system, so the intended signal is treated as additive noise when estimating the SI channel. Because the intended signal is OFDM after clipping, the background noise is non-Gaussian when estimating the SI channel in IBFD-UWA communication system. The algorithm designed for Gaussian noise such as LS typically perform poor in presence of non-Gaussian noise. In the following, we proposed a ML based algorithm to improve channel estimation over a block in non-Gaussian noise environments.
We let x SI (n), x s (n), n a (n) and
] as SI signal, intended signal, additive noise which includes environmental noise, quantization noise and SI channel impulse response vector. The received signal of IBFD-UWA communication system can be expressed as
III. THE PROPOSED NPML WITH SPARSE CONSTRAINT ALGORITHM
To cancel the SI in (3), we need to estimate the SI channel h SI from received signal r(n). Because the SI signal x SI is known, the simplest way to estimate SI channel is resorting to a channel estimator utilizing the known x SI signal to estimate SI channel. However, in this way, the intended signal which is non-Gaussian is treated as additive noise, the traditional channel estimator such as LS gives poor performance. As we know, the NPML algorithm which is one kind of ML algorithm has good performance in the presence of non-Gaussian noise. Thus we propose a NPML with sparse constraint algorithm to estimate the sparse UWA SI channel. The simple model of NPML based algorithm is shown in Fig.4 . Theĥ represent the estimated value of UWA SI channel at k iteration and residual error, respectively. We assume the length of communication signal is N . The cost function of traditional NPML is defined as
where the γ (·) represents the log likelihood function and f (·) is the PDF of the independently identically distributed observation noise. In SI channel estimation, the observation noise include the intended signal and additive noise. We modify the NPML cost function by the addition of sparse constraint function. This sparse constraint can reflect the prior knowledge of the sparsity of the UWA SI channel. Comparing with the conventional NPML algorithm which does not use this prior knowledge, the proposed algorithm has better estimation performance. The new cost function is
where (·) is a general sparse constraint function such as l 0 and l 1 norm. The l 0 norm is known to be a nonconvex function, so in this paper, we choose the l 1 norm as sparse constraint function. The parameter ρ ≥ 0 is the positive regularization parameter which governs the compromise between the effect of the regularizing sparse constraint function term and the likelihood function term. We notice that it is subtracting the sparse constraint function in (5), which is different from the cost function in [20] and [21] that is plus sparse constraint function. Because in NPML based algorithm, we need to maximize the likelihood function and minimize the sparse constraint function to get the optimalĥ SI .
The first step of proposed algorithm is estimating the PDF of the residual error. In this paper, we use the kernel density estimator to estimate the PDF of the residual error [18] . The kernel density estimator assumes that the probability density is a smoothed version of the empirical samples. The PDF of residual error is given bŷ
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where the K (•) is assumed to be Gaussian kernel and defined as
The σ in above equation is kernel width. The optimal SI channel estimation is the solution to
If the background noise is Gaussian, the above solution is equal to the LS estimator. However in IBFD-UWA communication system, the background noise is non-Gaussian as the intended signal is non-Gaussian. To find the solution, an iterative stochastic gradient ascent based algorithm is used. The update equation iŝ
where the µ is the step size and ρ u = ρµ. The gradient of the log-likelihood can be formulated as
where the
The The gradient of the ĥ k SI 1 is given by [20] ∂ ĥ k
The sgn(•) is a component-wise sign function defined as
We define the ε ni,k = e(n) − e(i) and χ ni = x(n) − x(i). After substituting (10) and (11) into (9), the channel update equation is given bŷ
Comparing the (13) with conventional NPML iterative equation, we can find that the sparse constraint generates an additional term −ρ u sgn(ĥ k SI ) in (13) . This additional term attracts the tap coefficients of UWA SI channel to zero. Because the most tap coefficients of UWA SI channel is zero, the additional zero attract term can improve the estimation performance.
Choosing the appropriate value of σ depends on the type of PDF which is estimated. However, there is not a priori knowledge about the PDF of the intended signal, thus a dynamic estimation for kernel width σ is given σ = 0.9min(standarddeviation, (Q 3 −Q 1 )/1.34)N −0.2 (14) where the Q 1 and Q 3 are defined as 25th percentile and 75th percentile, respectively. The NPML with sparse constraint is initialized by LS estimator and iterated by (13) until the channel estimation converges. The algorithm is depicted in Table 1 . 
IV. THE CONVERGENCE AND STEADY-STATE ANALYSIS OF PROPOSED ALGORITHM
In this section, we analyze the convergence and steady-state of the proposed NPML with sparse constraint. In convergence analysis, we first get the error transfer formula like convergence analysis in LMS, and then provide the convergence condition of proposed algorithm. In steady-state analysis, we approximate the exponential term in K (ε ni ) using its Taylor series expansion for mathematical tractability, and derive the expression for the steady-state mean squared error (MSE).
A. CONVERGENCE ANALYSIS
We define the weight error vectorh
Let the correlation matrix of vector χ ni as R χ = E[χ ni χ T ni ], the error transfer formula is expressed as
The proof of the above equation (16) 
where the λ max is he maximal eigenvalue of R χ . So the proposed algorithm produces stable performance of mean weight error if the step-size µ satisfies the below criterion
B. STEADY-STATE ANALYSIS
In this subsection, we derive the expression of the steadystate MSE and prove that the proposed NPML with sparse constraint have lower MSE floor compared with traditional NPML. For the convenience of description, we define
The steady-state MSE is given by
where
is the minimum MSE and ξ χ ,k is given by
where the A and C is defined as
The proof of the above equations (20)(21) is given in Appendix B. In [19] , the steady-state MSE of traditional NPML is given by
The relationship betweenĥ
Since the UWA SI channel is sparse, the most coefficient of h SI is zeros. So from (25), we can derive that
Because The K (V ) and ψ(V ) is exponential function, we can also derived that
From (21), (25) and (26), we can derive that ξ χ ,k < ξ NPML χ ,k . Therefore the proposed NPML with sparse constraint has lower MSE floor compared with traditional NPML. From (21) , (25), we can also derive that the sparsity of UWA SI channel h SI influences the steady-state MSE of proposed NPML with sparse constraint. The UWA SI channel h SI is more sparse which means the SI channel impulse response vector h SI have less nonzero value, the proposed NPML with sparse constraint has better performance of steady-state MSE.
V. SIMULATION AND EXPERIMENTAL RESULTS
In this section, we provide some simulation and experimental results to illustrate the performance of the proposed NPML with sparse constraint algorithm in terms of estimation error and SI cancelation capability in different scenarios. In subsection A, the numerical simulation results are shown, and the experimental results are shown in subsection B.
A. SIMULATION RESULTS
In this subsection, we compare the performance of conventional channel estimation algorithms such as LS, NPML and the proposed NPML with sparse constraint in terms of convergence rate, steady-state estimation error and SI cancelation capability in different situation. The UWA SI channel is represented as sparse channel of length L=61 with 5 active (nonzero) tap coefficient at sampling rate of 48 kHz, the intended channel used in the simulation is generated by BELLHOP, the measured sound speed profile of Songhua Lake, China in September is used in the simulation. The UWA SI channel and intended channel are shown in Figure 5 . The parameters describing the utilized OFDM waveform are presented in Table 2 . The equispaced pilot in the OFDM symbol is used to estimate the intended channel, furthermore the estimation algorithm is LS and linear interpolation. The signal-to-noise ratio (SNR) is the average intended-signal-to-thermal-noise power ratio. We assume the analog SI cancelation have been down, and ISR is the SI power to intended signal power ratio at the input of digital SI cancelation. We first compare the convergence rate of the conventional NPML channel estimation algorithm with the proposed NPML with sparse constraint channel estimation algorithm. The step-size µ in these two channel estimation algorithm is taken to be 7.5 × 10 −6 , and the regularization parameter ρ u in NPML with sparse constraint is 1.2 × 10 −4 . In simulation, the SNR=15dB and ISR=20dB. The Figure 6 shows the variation of the MSE versus iteration number. From simulation results, we can observe that the proposed NPML with sparse constraint has faster convergence rate and better steady-state MSE than conventional NPML. And these two channel estimation algorithm have better performance than LS channel estimation algorithm. Because the intended signal which is non-Gaussian is background noise when estimate UWA SI channel. Figure 7 shows the amount of digital SI cancelation versus iteration number. And the amount of digital SI cancelation is defined as the SI power divided by remaining SI power after digital cancelation. Both the proposed NPML with sparse constraint and conventional NPML are compared with LS. Clearly, the proposed algorithm has the best performance in terms of convergence rate and steady-state performance. Compared with Figure 6 , we can draw a conclusion that the SI cancelation performance is directly related to the accuracy of the estimated SI channel.
The MSE performance of proposed NPML with sparse constraint versus different ISR is shown in Figure 8 . In sim- ulation, the SNR is taken to be 15 dB. The proposed NPML with sparse constraint has best MSE performance compared with conventional NPML and LS channel estimation algorithm. In Figure 8 we can also observe that there is significant gain by using the conventional NPML algorithm instead of LS as apparent from comparing LS and NPML.
The Figure 9 display the bit error rate (BER) versus different ISR. The quantizing noise is taken into account in Figure 9(b) , and Figure 9 (a) does not consider the effect of the quantizing noise. From simulation results, we can observe that the proposed NPML with sparse constraint has best BER performance in different ISR, and conventional NPML is better than LS. Comparing the Figure 9 (a) and Figure 9 (b), we can derive that when ISR is bigger than 50dB, the quantizing noise is the main influences on the demodulation of intended signal, not the residual SI signal.
To complete our study, the performance curves are drawn for the BER of intended signal in Figure 10 . The ISR is taken to be 20dB in Figure 10 . The simulation results show that when the SNR is low, the LS, NPML and NPML with sparse constraint have a same BER performance, the causes of this phenomenon are large noise affect the SI channel estimation and the demodulation of intended signal. At high SNR, the proposed NPML and conventional NPML have a significantly lower BER compared with LS algorithm.
B. EXPERIMENTAL RESULTS
In this subsection, we confirm the performance of the proposed algorithm through pool experiment. The experiment was done in an experimental pool with 45m*6m*5m. The bottom of the pool is composed of sand, and around the pool is a wedge absorber with a high absorption coefficient in the experimental bandwidth. The signal type is the same as the signal type in the simulation. The SNR in experiments is 25 dB. We set up two IBFD-UWA communication system A and B. Distance between A and B is 7.2m. There are two transducers in system A, where a1 with depth of 3m and a2 with depth of 1.5m. The functions of a1 and a2 are transmitting and receiving signals respectively. To simplify system B, there is only one transducers to transmit the intended signal in system B. We use dual channel function / arbitrary waveform Agilent generator 33522A to produce the SI signal and intended signal. Different ISR is obtained by changing the emission power of SI and intended signal in system A and B .The schematic diagram of the pool experiment is presented in Figure 11 .
The Figure 11 shows the BER performance versus ISR in pool experiment. The results of perfect cancelation is got from conventional Half-duplex UWA communication.
From experimental results, we can observe that the proposed algorithm have best BER performance, and the NPML have better performance than LS. When ISR is bigger than 50 dB, the BER performance of all the three algorithms is degraded. This phenomenon is the same with simulation result. We also observe that the BER performance in experiment decline compared with simulation results. We consider the reason VOLUME 6, 2018 FIGURE 12. BER performance versus ISR in pool experiment.
is that the simulation intended channel is different with experimental intended channel. Because when SI is canceled perfectly, the BER performance is also decline. Both the simulation and experimental results validate better performance of proposed NPML with sparse constraint algorithm over the conventional algorithms, and the proposed algorithm can be applied to IBFD-UWA communication system.
VI. CONCLUSION
In this paper, we first proved that, in IBFD-UWA communication system, the background noise is non-Gaussion when estimating the SI channel, because the intended signal which is OFDM after reducing PAPR is treated as additive noise. As we all know, the ML channel estimation algorithm has better performance than LS. We proposed a NPML with sparse constraint algorithm to estimate the SI channel. The proposed algorithm adds sparse constraint to cost function to improve the estimation performance. The simulation and experimental results showed that the proposed algorithm has faster convergence rate than NPML, higher accuracy of SI channel estimation and better SI cancelation performance compared with conventional NPML and LS. We also presented the convergence and steady-state MSE analysis of the proposed algorithm. The analysis results showed that the proposed algorithm have lower steady-state MSE than conventional NPML.
APPENDIX A DERIVATION OF (16)
According to the (15), the weight error at (k+1)th iteration is given as
Without loss of generality, there is
So the (27) can be rewritten as
We assume the V = x s (n) + n a (n) − x s (i) − n a (i). The ε k can be rewritten as
We add equation (30) into (29), and get
Without loss of generality,h k SI is independent with χ and K (ε k ), and we assume that χ is asymptotically uncorrelated with K (ε k ) [24] , [25] . The χ is also independent with V and E[χ] = 0. By using above assumption, the (31) can be rewritten as
APPENDIX B DERIVATION OF (20)(21)
By using (30), we define ξ k as
Because E[V ] = 0 and V is independent with χ Th k SI , so the cross term E[V χ Th k SI ] is zero. The (34) can be rewritten as
To evaluate the steady-state MSE, we need to firstly calculate the ξ χ ,k . For the convenience of description, we define
We use energy conservation to evaluate the [24] , [25] . By using (27), we can get the following equation about relationship of energy conservation
In steady-state, we can assume that
Therefore, in steady-state the (36) becomes
For evaluating the steady-state ξ χ ,k , we do Taylor series expansion of the function ψ(•) and K (•). The Tylor series expansion of ψ(ε k ) and K (ε k ) around V yields
where o(ζ k ) is the third and higher-order terms. We assume E[o(ζ k )] is very small and can be ignored. The χ 2 is assumed to be uncorrelated with ψ 2 (ε k ) [24] , [25] .We can derive that
and
We take (40)-(44) into (38), and derived that
Because ρ u and µ is very small, so we can derive that
We assume the ξ 2 χ ,k is very small and can be ignored at steady-state. After some simple manipulation, we can derive the following equation from (45) and (46)
Because the µ and ρ u is very small, we can derive that
We take (51) into (47), the ξ χ ,k is given by 
