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A NEW CONSTRUCTION OF THE SEMI-INFINITE BGG RESOLUTION
S. M. ARKHIPOV
1. Introduction
In their beautiful work [BGG] I. N. Bernshtein, I. M. Gelfand and S. I. Gelfand introduced so called Bernshtein-
Gelfand-Gelfand resolutions of finite dimensional simple modules over semisimple Lie algebras consisting of
Verma modules. Some years after that similar resolutions of integrable simple modules over general symmetriz-
able Kac-Moody algebras were constructed in [RW]. In both cases the resolutions, though obtained by purely
algebraic methods, encoded geometric structure of the Flag manifolds of the corresponding Lie groups (the
decomposition into the union of the Schubert cells).
In [FF] B. L. Feigin and E. Frenkel introduced some analogues of BGG resolutions of integrable simple modules
over affine Kac-Moody algebras that consisted of Wakimoto modules. Mathematical folklore says that Wakimoto
modules and Feigin-Frenkel resolutions represent some conjectural geometry of semi-infinite flag manifolds (see
[FF]). This geometry should include in particular a semi-infinite analogue of the Schubert decomposition and a
semi-infinite localization of a certain category of modules over the affine Lie algebra.
1.1. The present paper is devoted to an attempt of better understanding of the Feigin-Frenkel construction
avoiding bosonization techniques and physical vocabulary used in [FF]. We construct a sequence of analogues
of the affine BGG resolutions enumerated by elements of the affine Weyl group. Each of these complexes is
quasiisomorphic to the integrable simple module over the affine Lie algebra. Moreover the complexes form an
inductive system enumerated by the dominant chamber elements of the corresponding weight lattice and the
limit of the system happens to be the semi-infinite BGG resolution of Feigin and Frenkel.
I hope that the techniques of the present paper will allow to construct semi-infinite BGG resolutions for general
symmetrizable Kac-Moody algebras. It it possible also to perform an analogue of our construction for affine
quantum groups for general q. This will be explained elsewhere.
1.2. Let us describe the structure of the paper. In the second section we develop the techniques of semiregular
modules over Lie algebras. Namely let g be a graded Lie algebra with a negatively graded finite dimensional
subalgebra n. The g-module Sn := Ind
g
nCoind
n
C
C is called the semiregular module over g. In the second and
the third sections we present two different and independent proofs of the fact that the endomorphism algebra of
Sn contains the universal enveloping algebra of g. Thus Sn becomes a g-bimodule. This allows us to construct
a kernel functor ∗ ⊗U(g) Sn : g -mod −→ g -mod.
In the fourth section we recall several facts from combinatorics of the affine root systems including definitions
of the semi-infinite Bruhat order and the semi-infinite length function.
In the fifth section we apply the techniques from the second and the third sections in the case of affine Lie
algebras. The twisting functors ∗ ⊗U(g) Snw for some finite dimensional nilpotent subalgebras nw enumerated
by elements of the affine Weyl group are the affine analogues of the twisting functors defined in [FF] in the case
of finite dimensional semisimple Lie algebras. We call the images of Verma modules under these functors the
twisted Verma modules. Taking the images of the affine BGG resolutions under the twisting functors we obtain
a family of complexes enumerated by elements of the affine Weyl group. We call these complexes the twisted
BGG resolutions.
In the sixth section we show that twisted BGG resolutions form an inductive system and when the lengths of
elements of the Weyl group tend to infinity, the corresponding twisted BGG resolutions “tend to the semi-infinite
BGG resolution of Feigin and Frenkel”.
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2. Endomorphism algebra of the semiregular module
2.1. Calculations in Clifford algebra. Let n =
⊕
m∈Z<0
nm be a finite dimensional graded vector space, dim n =
n. Then there is a canonical bilinear form on the vector space n⊕ n∗:
〈(n1, f1), (n2, f2)〉 = f2(n1) + f1(n2), n1, n2 ∈ n, f1, f2 ∈ n
∗.
2.1.1. Recall that the Clifford algebra Cℓ(n⊕ n∗) is a C-algrbra with the space of generators equal to n ⊕ n∗
and the following relations:
ω1ω2 + ω2ω1 = 〈ω1, ω2〉, ω1, ω2 ∈ n⊕ n
∗.
Remark: The subalgebra in Cℓ(n ⊕ n∗) generated by the space n (resp. the space n∗) is isomorphic to the
exterior algebra Λ(n) (resp. the exterior algebra Λ(n∗)).
2.1.2. Lemma: Cℓ(n⊕ n∗) ∼= Λ(n)⊗ Λ(n∗) as a vector space.
In particular dim Cℓ(n⊕n∗) = 22(dimn). From now on the set {1, . . . , n} is denoted by n. Choose a homogeneous
base {ei|i ∈ n} of the vector space n and its dual base {e
∗
i |i ∈ n} ⊂ n
∗. Fix a subset I ⊂ {1, . . . , dim n} and
denote its complementary set by I. Denote the element of the Clifford algebra
∏
i∈I
ei (resp. the element
∏
i∈I
e∗i )
by eI (resp. by e
∗
I). The order of factors in the monomials is the one in the set n.
2.1.3. Consider the left Cℓ(n⊕ n∗)-modules
Λ(n) := Ind
Cℓ(n⊕n∗)
Λ(n∗) C and Λ(n
∗) := Ind
Cℓ(n⊕n∗)
Λ(n) C.
Here C denotes the trivial module. Then the images of the elements {eI |I ⊂ n} (resp. of the elements
{e∗I |I ⊂ n}) form a base in the space Λ(n) (resp. Λ(n
∗)). We are going to calculate the action of the Clifford
algebra in these bases explicitly. Denote the matrix element eI 7→ eJ (resp. e∗I 7→ e
∗
J) by a
J
I (resp. by b
J
I ).
Consider the elements in the Clifford algebra of the form eJe
∗
neI , I, J ⊂ n.
2.1.4. Lemma:
(i) The element eJe
∗
neI acts as a
J
I
: Λ(n) −→ Λ(n);
(ii) The element eJe
∗
neI acts as b
J
I : Λ(n
∗) −→ Λ(n∗).
2.1.5. Corollary: In particular Cℓ(n⊕ n∗) is isomorphic to the (2n × 2n) matrix algebra.
2.2. The antiautomorphism of the tensor algebra T (n⊕ n∗)
σ : a1 ⊗ . . .⊗ ak 7→ ak ⊗ . . .⊗ a1, a1, . . . , ak ∈ n⊕ n
∗.
preserves the relation defining the Clifford algebra, hence the restriction of σ,
σ : Cℓ(n⊕ n∗) −→ Cℓ(n⊕ n∗)opp,
is correctly defined. The antiautomorphism σ preserves the subalgebras Λ(n) and Λ(n∗). For any ω ∈ Λk(n) or
ω ∈ Λk(n∗) we have σ(ω) = (−1)[
k
2 ]ω, where [·] denotes the integral part of the number.
2.2.1. Remark: There is a natural isomorphism of algebras
β : EndC(Λ(n))−˜→EndC(Λ(n
∗))opp, aJI 7→ b
I
J , I, J ⊂ n.
Denote the isomorphism Cℓ(n⊕n∗)−˜→EndC(Λ(n)) by α, the isomorphism EndC(Λ(n∗))−˜→Cℓ(n⊕n∗) is denoted
by γ.
2.2.2. Lemma: γ ◦ β ◦ α = σ.
Proof. Follows immediately from 2.1.4.
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2.3. Endomorphism algebra of the semiregular module. Suppose we have a graded Lie algebra g =⊕
m∈Z
gm and a negatively graded finite dimensional Lie subalgebra n ⊂ g, dim n = n. Note that n is automatically
nilpotent. Suppose also that n acts locally ad-nilpotently on g (and thus on U(g) as well). Fix a graded vector
subspace b ⊂ g such that g = b ⊕ n as a vector space. Denote the g-module Ind
U(g)
U(n)C by U(b). Choose a
homogeneous base {ei}i∈n of n. Thus the bracket in n is defined by the structure constants: [ei, ej ] =
∑n
k=1 c
k
ijek.
2.3.1. The category of graded left g-modules M =
⊕
m∈Z
Mm with morphisms being g-module homomorphisms
that preserve gradings is denoted by g -mod. The corresponding category of n-modules is denoted by n-mod.
Let 〈·〉 denote the grading shift functor:
〈·〉 : g -mod −→ g -mod, M ∈ g -mod, then M〈k〉m :=Mk+m.
Denote the space
⊕
k∈Z
Homg -mod(M1,M2〈k〉) by HomU(g)(M1,M2). A similar notation is used in the category
of n-modules.
2.3.2. The grading on n induces a natural grading on its universal enveloping algebra U(n). Consider a left
coregular n-module U(n)∗ ∈ n -mod:
U(n)∗ :=
⊕
m∈N
HomC(U(n)−m,C).
The left action of n is defined as follows:
f : U(n) −→ C, g ∈ n, then (n · f)(u) := f(un), u ∈ U(n).
Definition: The left g-module Sn := Ind
U(g)
U(n) U(n)
∗ is called the left semiregular representation of g with respect
to the subalgebra n.
Our main task in this section is to find the endomorphism algebra EndU(g)(Sn). Let us calculate it first as a
vector space.
2.3.3. Lemma: Ext>0g -mod(Sn, Sn) = 0, EndU(g)(Sn)
∼= HomC(U(n)∗, U(b)).
Proof. By Schapiro lemma Ext•U(g)(Sn, Sn) = Ext
•
U(n)(U(n)
∗, Sn). But the U(n)-module Sn is cofree with the
space of cogenerators equal to U(b). Again use Schapiro lemma.
2.3.4. Remark: Thus we see that up to a completion the space EndU(g)(Sn) is equal to U(n)⊗ U(b) ∼= U(g).
The considerations below remain true also for subalgebras n ⊂ g such that the adjoint action of n on g is not
locally nilpotent. In this case the algebra that is being calculated equals to the endomorphism algebra of some
completion of Sn.
2.4. Consider the U(g)-free resolution P •(Sn) of Sn as follows:
P−k(Sn) := U(g)⊗ Λ
k(n)⊗ U(n)∗, d : P−k(Sn) −→ P
−k+1(Sn),
u ∈ U(g), f ∈ U(n)∗, n1, . . . , nk ∈ n, d(u ⊗ n1 ∧ . . . ∧ nk ⊗ f) :=
k∑
j=1
(−1)j(unj ⊗ n1 ∧ . . . ∧ nj−1 ∧ nj+1 ∧ . . . ∧ nk ⊗ f + u⊗ n1 ∧ . . . ∧ nj−1 ∧ nj+1 ∧ . . . ∧ nk ⊗ (nj · f))
+
∑
i<j
(−1)i+ju⊗ [ni, nj ] ∧ n1 ∧ . . . ∧ ni−1 ∧ ni+1 ∧ . . . ∧ nj−1 ∧ nj+1 ∧ . . . ∧ nk ⊗ f.
2.4.1. Consider a graded subalgebra A• ⊂ EndU(g)(P
•(Sn)):
A• := U(g)⊗ EndC(Λ(n)⊗ U(n)
∗)−˜→U(g)⊗ Cℓ(n⊕ n∗)⊗ EndC(U(n)
∗).
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2.4.2. Lemma: A• is a DG-subalgebra in EndU(g)(P
•(Sn)).
Denote the elements of the chosen base of n (resp. of n∗) considered as elements of Cℓ(n⊕ n∗) by {ei}i∈n, (resp.
by {e∗i }i∈n). Consider the element in A
• as follows:
DA• :=
k∑
j=1
(ei ⊗ e
∗
i ⊗ 1 + 1⊗ e
∗
i ⊗ lei) +
∑
i<j,k
cki,je
∗
i e
∗
jek,
where lei(f) denotes the element (ei · f) ∈ U(n)
∗.
2.4.3. Lemma: The differential in the DG-algebra A• is given by the supercommutator with the element DA• :
for every a ∈ A• we have d(a) = {DA• , a}.
2.4.4. Lemma: H 6=0(A•) = 0.
2.5. We construct another DG-algebra of the same size. Consider the left regular U(g)-module U(g) and its
U(g)-free resolution Q•(U(g)):
Q−k(U(g)) := U(g)⊗ U(n)⊗ Λk(n), d : Q−k(U(g)) −→ Q−k+1(U(g)),
u ∈ U(g),m ∈ U(n), n1, . . . , nk ∈ n, d(u ⊗m⊗ n1 ∧ . . . ∧ nk) :=
k∑
j=1
(−1)j(unj ⊗m⊗ n1 ∧ . . . ∧ nj−1 ∧ nj+1 ∧ . . . ∧ nk + u⊗mnj ⊗ n1 ∧ . . . ∧ nj−1 ∧ nj+1 ∧ . . . ∧ nk)
+
∑
i<j
(−1)i+ju⊗m⊗ [ni, nj ] ∧ n1 ∧ . . . ∧ ni−1 ∧ ni+1 ∧ . . . ∧ nj−1 ∧ nj+1 ∧ . . . ∧ nk
(this seems to be unnessesary since U(g) is free over itself).
2.5.1. Consider a graded subalgebra B• ⊂ EndU(g)(Q
•(U(g))):
B• := U(g)⊗ EndC(Λ(n)⊗ U(n))−˜→U(g)⊗ Cℓ(n⊕ n
∗)⊗ EndC(U(n)).
and an element DB• in B
• as follows:
DB• :=
k∑
j=1
(ei ⊗ e
∗
i ⊗ 1 + 1⊗ e
∗
i ⊗ rei ) +
∑
i<j,k
cki,je
∗
i e
∗
jek,
where rei(m) denotes the element (m · ei) ∈ U(n).
2.5.2. Lemma: The differential in the DG-algebra B• is given by the supercommutator with the element DB• :
for every b ∈ B• we have d(b) = {DB• , b}.
2.5.3. Lemma: H 6=0(B•) = 0.
We construct an inclusion ι of the algebra U(g) into B0 such that ι : U(g) →֒ B• is a quasiisomorphism of
DG-algebras.
2.5.4. Lemma: For any right n-module X consider the right n-module X1 := X⊗U(n) with n-action provided
by the Hopf algebra structure on U(n) and the right n-module X2 := X ⊗U(n) with n-action trivial on the first
factor. Then X1−˜→X2.
Proof. Consider the comultiplication map in the algebra U(n):
∆ : U(n) −→ U(n)⊗ U(n), ∆(u) =
∑
i
∆
(1)
i (u)⊗∆
(2)
i (u) + 1⊗ u, u ∈ U(n).
We introduce a map φ : X2 −→ X1 as follows:
φ : x⊗ u 7→ x⊗ u+
∑
i
(x ·∆
(1)
i (u))⊗∆
(2)
i (u), x ∈ X, u ∈ U(n).
Here · denotes the right n-action on X . Evidently φ is an isomorphism of vector spaces. One checks directly
that φ commutes with the defined n-actions on X1 and X2.
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Let ˜U(g)⊗ U(n) be the U(g)-U(n) bimodule with left U(g)-action via the first factor and right U(n)-action via
the second one. Consider also the U(g)-U(n) bimodule U(g)⊗ U(n) with left U(g)-action via the first factor
and right U(n)-action using the comultiplication on U(n).
2.5.5. Corollary: φ : ˜U(g)⊗ U(n)−˜→U(g)⊗ U(n).
Remark: Note that Q•(U(g)) is the standard complex for the computation of the Lie algebra homology of n
with coefficients in the right module U(g)⊗ U(n).
Note also that the right U(g)-action on ˜U(g)⊗ U(n) commutes with both the left U(g)-module and the right
U(n)-module structures. Thus we obtain the following statement.
2.5.6. Lemma: The map g 7→ φ ◦ (rg ⊗ 1 ⊗ 1) ◦ φ−1, where rg denotes the right multiplication by g, defines
a DG-algebra homomorphism U(g) −→ EndU(g)(U(g)⊗ U(n)⊗ Λ
•(n)) = B• that becomes an isomorphism on
cohomologies.
Proof. Follows immediately from the previous Remark.
2.5.7. Remark: Clearly the map from the previous Lemma is a composition
U(g)
ι
−→ B• −→ EndU(g)(Q
•(U(g))).
Our main result in this section is the following statement. Consider the following isomorphisms of graded
algebras (not nessesarily preserving differentials):
θ : B•opp = (U(g)⊗ Cℓ(n⊕ n∗)⊗ EndC(U(n)))
opp −˜→U(g)⊗ Cℓ(n⊕ n∗)⊗ (EndC(U(n)))
opp
θ = σg ⊗ σn, σg(g) = −g, g ∈ g, σ(ei) = ei, σ(e
∗
i ) = e
∗
i i ∈ n
η : U(g)⊗ Cℓ(n⊕ n∗)⊗ (EndC(U(n)))
opp −˜→U(g)⊗ Cℓ(n⊕ n∗)⊗ EndC(U(n)
∗) = A•.
2.5.8. Theorem: The map η ◦ θ : B•opp −→ A• is homomorphism of DG-algebras.
Remark: In particular there is a canonical inclusion of algebras U(g) −→ EndU(g)(Sn) that is an isomorphism
up to a certain completion of ImU(g).
2.6. Proof of the Theorem 2.5.8. We begin the proof with presenting several Lemmas.
2.6.1. Remark: Let n be an arbitrary Lie algebra with a base {ei}i∈n and structure constants c
k
i,j , i, j, k ∈ n.
Then for a fixed k ∈ n we have
∑
i,j∈n c
k
i,j = 0.
Let D
(1)
A• and D
(1)
B• be the summands of DA• and DB• respectively that belong to U(g)⊗ Cℓ(n⊕ n
∗) as follows:
D
(1)
A• :=
k∑
j=1
ei ⊗ e
∗
i ⊗ 1 +
∑
i<j,k
cki,je
∗
i e
∗
jek,
and D
(1)
B• ∈ B
• given by the same formula.
2.6.2. Lemma:
σ(D
(1)
B•) = −
k∑
j=1
ei ⊗ e
∗
i ⊗ 1−
∑
i<j,k
cki,je
∗
i e
∗
jek,
in particular d(1) : U(g)⊗ Cℓ(n⊕ n∗) −→ U(g)⊗ Cℓ(n⊕ n∗), d(1)(·) := {D
(1)
B• , ·}, commutes with σ.
Proof. The only thing to be checked is that
σn
∑
i<j,k
cki,je
∗
i e
∗
jek
 = −∑
i<j,k
cki,je
∗
i e
∗
jek.
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The calculation looks as follows:
σn
∑
i<j,k
cki,je
∗
i e
∗
jek
 = ∑
i<j,k
cki,jeke
∗
je
∗
i = −
∑
i<j,k
cki,je
∗
jeke
∗
i +
∑
i<j
cji,je
∗
i =
−
∑
i<j,k
cki,je
∗
i e
∗
jek +
∑
i<j
cji,je
∗
i −
∑
i<j
cii,je
∗
j =
−
∑
i<j,k
cki,je
∗
i e
∗
jek +
∑
i<j
cji,je
∗
i +
∑
i>j
cji,je
∗
i .
The statement follows from Remark 2.6.1.
Let D
(2)
A• := DA• −D
(1)
A• and D
(2)
B• := DB• −D
(1)
B• . It remains to prove that η ◦ θ(D
(2)
B•) = −D
(2)
A• .
For a left n-module X consider the Cℓ(n⊕n∗)⊗EndC(X)-modules Λ(n)⊗X and Λ(n∗)⊗X . The corresponding
identifications
Cℓ(n⊕ n∗)⊗ EndC(X) ∼= EndC(Λ(n)⊗X) and Cℓ(n⊕ n
∗)⊗ EndC(X) ∼= EndC(Λ(n
∗)⊗X)
are denoted by ϕ and ψ. Consider the map d : Λ(n)⊗X −→ Λ(n)⊗X,
a1 ∧ . . . ∧ ak ⊗ x 7→
k∑
j=1
(−1)ja1 ∧ . . . ∧ aj−1 ∧ aj+1 ∧ . . . ∧ ak ⊗ aj · x,
(resp. the map d
∗
: Λ(n∗)⊗X −→ Λ(n∗)⊗X, a∗1 ∧ . . . ∧ a
∗
k ⊗ x 7→
∑
s∈n e
∗
s ∧ a
∗
1 ∧ . . . ∧ a
∗
k ⊗ es · x).
2.6.3. Lemma: ϕ−1(d) = ψ−1(d
∗
).
Proof. Follows from 2.1.4
Now by 2.2.2 the map η ◦ θ can be viewed as follows:
B•opp =
(
U(g)⊗ EndC(Λ(n)⊗ U(n))
)opp
−˜→U(g)⊗
(
EndC(Λ(n)⊗ U(n))
)opp
−˜→U(g)⊗ EndC(Λ(n
∗)⊗ U(n)∗)−˜→U(g)⊗ EndC(Λ(n)⊗ U(n)
∗) = A•.
Here the map U(g)⊗EndC(Λ(n∗)⊗U(n)∗)−˜→U(g)⊗EndC(Λ(n)⊗U(n)∗) is given by ϕ ◦ ψ−1 for X = U(n)∗.
Note that the map d in the previous Lemma is given by the supercommutator with D
(2)
A• , and the map d
∗
is
given by the supercommutator with the image of D
(2)
B• . So the theorem is proved.
Remark: In fact we did not use the Lie algebra structure on g in the proof of Theorem 2.5.8. So the statement
of the Theorem holds in the following situation. Let C be a graded associative algebra containing a finite
dimensional negatively graded nilpotent Lie subalgebra n that acts locally ad-nilpotently on C. Suppose that
C contains U(n) as a graded subalgebra and is free both as a left and a right U(n)-module. Suppose also
there exists an antipode map α : C −→ Copp that preserves n ⊂ C. Consider the left semiregular C-module
Sn := C ⊗U(n) U(n)
∗. Then there exists an inclusion of associative algebras
C −→ EndC(Sn).
3. Endomorphisms of the semiregular module (continued)
In this section we present another proof of Theorem 2.5.8. Like in the previous section let g =
⊕
m∈Z
gm be a graded
Lie algebra with a finite dimensional negatively graded Lie subalgebra n ⊂ g that acts locally ad-nilpotently
both on g and on U(g).
3.1. Suppose n is abelian, and dim n = n. Choose a homogenious base {ei|i ∈ n} in n. Let {xi|i ∈ n} be
the dual base in n∗. Then U(n) = C[ei|i ∈ n] and U(n)∗ = C[xi, i ∈ n]. The Lie algebra n acts on U(n)∗ by
derivations: ei acts as ∂/∂xi.
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3.1.1. Consider the left g ⊕ n-module U(g) ⊗ U(n)∗ ∼= U(g) ⊗ C[xi|i ∈ n]. For every u ∈ U(g) consider an
endomorphism σ(u) of U(g)⊗ U(n)∗ as follows:
σ(u)(v ⊗ p) := v exp
(
n∑
i=1
adei ⊗xi
)
(u)p, v ∈ U(g), p ∈ C[xi|i ∈ n].
3.1.2. Lemma: For every u ∈ U(g) the endomorphism σ(u) commutes both with the diagonal action of U(n)
and with the left regular action of U(g) on U(g)⊗ U(n)∗.
Proof. A direct calculation.
Corollary: σ defines an inclusion of algebras U(g) →֒ Endg(Sn).
3.2. Let g and n be like in the beginning of this section. Then there exists a filtration F on n:
n = F 0n ⊃ F 1n ⊃ . . . ⊃ F topn = 0
such that each F in is an ideal in F i−1n and there exist abelian subalgebras ni ⊂ F in such that each F in =
ni ⊕ F i+1n as a vector space.
3.2.1. Theorem: There exists an inclusion of algebras U(g) →֒ Endg(Sn) such that the image of U(g) is a
dense subalgebra in Endg(Sn).
3.2.2. Remark: The rest of this subsection is devoted to the proof of Theorem 3.2.1.
Suppose g ⊃ n = n+ ⊕ n− as a graded vector space, where n− is an ideal in n and n+ is a subalgebra in n.
Consider the left n-modules
Snn− := U(n)⊗U(n−) U(n
−)∗ and Snn+ := U(n)⊗U(n+) U(n
+)∗.
Then the g-modules Sn− and U(g) ⊗U(n) S
n
n−
(resp. the g-modules Sn+ and U(g) ⊗U(n) S
n
n+
) are naturally
isomorphic.
The induction functor Indnn− : n
− -mod −→ n -mod takes U(n−)∗ to Sn
n−
and provides an inclusion of algebras
U(n) ⊂ Endn(S
n
n−
):
n · a⊗ f := a⊗ n · f, where n ∈ n−, f ∈ U(n−)∗, a ∈ U(n), n · f(n′) := f(n′n), n′ ∈ n−.
3.2.3. Consider the following action of n+ on U(n)⊗ U(n−)∗:
n+ · a⊗ f := an+⊗ f + a⊗ [n+, f ], where n+ ∈ n+, f ∈ U(n−)∗, a ∈ U(n), [n+, f ](u) := f([u, n+]), u ∈ U(n−).
3.2.4. Lemma: The defined action of n+ on U(n) ⊗ U(n−)∗ commutes with the left regular action of U(n).
Moreover it is well defined on Sn
n−
. Along with the action of n− on Sn
n−
it defines the inclusion of algebras
U(n) ⊂ Endn(Snn−).
Proof. The first statement is obvious. Let a ∈ U(n), f ∈ U(n−)∗, n+ ∈ n+, n− ∈ n−. Note that [n−, n+] ∈ n−.
Thus we have
n+ · an− ⊗ f = an−n+ ⊗ f + an −⊗[n+, f ] = an−n+ ⊗ f + a⊗ n−[n+, f ]
= an+n− ⊗ f + a⊗ [n−, n+]f − a⊗ [n−, n+]f + a⊗ [n+, n−f ] = n+ · a⊗ n−f.
To prove the third statement note that
n+ · n− · a⊗ f = an+ ⊗ n−f + a⊗ [n+, n−f ]
= an+ ⊗ n−f + a⊗ n−[n+, f ] + a⊗ [n+, n−]f = n− · n+ · a⊗ f + [n+, n−] · f.
The following statement is crusial in the proof of the Theorem.
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3.2.5. Lemma: Thre exists an isomorphism of left n-modules U(n)∗ ∼= Snn− ⊗U(n+) U(n
+)∗
Proof. Let f+ ∈ U(n+)∗, f− ∈ U(n−)∗. Denote the element (1⊗ f−)⊗ f+ ∈ Sn
n−
⊗U(n+) U(n
+)∗ by f− ⊗ f+.
Then such elements form a base of the vector space Sn
n−
⊗U(n+) U(n
+)∗ ∼= U(n−)∗ ⊗ U(n+)∗. We calculate the
action of n on Sn
n−
⊗U(n+) U(n
+)∗ in this base. For n− ∈ n− we have
n−(f− ⊗ f+) = (n−f−)⊗ f+.
For n+ ∈ n+ we have
n+(f− ⊗ f+) = (n+ ⊗ f−)⊗ f+ = (n+ · (1⊗ f−))⊗ f+ − [n+, f−]⊗ f+ = f− ⊗ n+f+ − [n+, f−]⊗ f+.
Now recall that n− is an ideal in n and the actions of the subalgebras n− and n+ on U(n)∗ ∼= U(n−)∗ ⊗U(n+)∗
are given by these very formulas.
We return to the situation of (3.2.1). Note that each module Snk is in fact a g-bimodule by Lemma 3.1.2.
3.2.6. Lemma: The left g-modules Sn and Sn0 ⊗U(g) . . .⊗U(g) Sntop−1 are naturally isomorphic to each other.
Proof.We prove by induction by top−k that the g-modules SFkn and SFk+1n⊗U(g)Snk are naturally isomorphic
to each other. Note that each time the induction hypothesis provides the g-bimodule structure on SFk+1n:
U(g) →֒ Endg(SF top−1n)
·⊗U(g)Sntop−2−→ . . .
·⊗U(g)Snk+1−→ Endg(SFk+1n).
Thus by the previous Lemma
SFk+1n ⊗U(g) Snk ∼= U(g)⊗U(Fkn) S
Fkn
Fk+1n ⊗U(nk) U(n
k)∗ ∼= U(g)⊗U(Fkn) U(F
kn)∗ = SFkn.
The Lemma is proved.
The statement of the Theorem follows immediately from the previous Lemma.
4. Affine root systems and affine Weyl groups
4.1. General setting. In this section we recall some basic facts about affine Weyl groups. In our notations
we follow mostly [L1], 1.1 – 1.5. A detailed exposition of the subject can be found in [K], Chapter 6.
4.1.1. Let (aij)i,j∈{0}∪r be an irreducible (untwisted) affine Cartan matrix. There are uniquely defined strictly
positive integers di, ri, r
′
i, i ∈ {0} ∪ r such that
(i) diaij = djaji for all i, j and di = 1 for some i,
(ii)
∑
i riaij = 0 for all j and r0 = 1,
(iii)
∑
j r
′
jaij = 0 for all i and r
′
0 = 1.
4.1.2. In particular (aij)i,j∈r is a Cartan matrix of the finite type.
Let D = maxi di, we have D ∈ {1, 2, 3} and for each i, di is equal either to 1 or D. We define dˆi by didˆi = D
for all i ∈ {0} ∪ r.
4.1.3. Let V be a R-vector space with basis {hi|i ∈ {0}∪r} and let V ′ be the dual vector space. We denote by
〈·, ·〉; V ×V ′ −→ R the canonical bilinear pairing. Let {ωi|i ∈ {0}∪r} be the basis of V ′ dual to {hi|i ∈ {0}∪r}.
Define {αj |j ∈ {0} ∪ r} by 〈hi, αj〉 = aij . Consider a vector c :=
∑
i rihi ∈ V . Then we have 〈c, αj〉 = 0 for all
j ∈ {0} ∪ r and
∑
i r
′
iαi = 0.
4.1.4. For i ∈ {0} ∪ r we define reflections
si : V −→ V, si(y) := y − 〈y, αi〉hi, and si : V
′ −→ V ′, si(x) := x− 〈hi, x〉αi.
The subgroup W ⊂ GL(V ) generated by the reflections si, i ∈ {0} ∪ r, is called the affine Weyl group. We
identify W with the subgroup in GL(V ′) generated by si, i ∈ {0}∪ r. The subgroup W ⊂W generated by the
reflections si, i ∈ r, is called the (finite) Weyl group corresponding to the Cartan matrix (aij)i,j∈r.
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4.1.5. The set R (resp. R) of vectors of V of the form w(hi) for some i ∈ {0} ∪ r and w ∈ W (resp. of the
form w(hi) for some i ∈ r and w ∈ W ) is called the affine root system (resp. the finite root system). Let R′
(resp. R
′
) be the set of vectors of V ′ of the form ω(hi) for some i ∈ {0} ∪ r (resp. for some i ∈ r) and some
ω ∈W ). The assignment hi 7→ αi extends uniquely to a map
h 7→ h′, R −→ R′, such that ω(h)′ = ω(h′), ω ∈W, h ∈ V.
The map restricts to bijection of R to R
′
.
There is a unique function h 7→ dh on R such that it is W -invariant and dhi = di for all i ∈ {0} ∪ r. We define
dˆh by dhdˆh = D for all h ∈ R.
4.1.6. Remark:
(i) R = {α+ dˆαmc|α ∈ R,m ∈ Z};
(ii) R′ = R
′
;
(iii) (α + dˆαmc)
′ = α′ for all α ∈ R, m ∈ Z.
For h ∈ R we denote by sh the element of W given by the reflection in V (resp. in V ′)
sh(y) = y − 〈y, h
′〉h (resp. sh(x) = x− 〈h, x〉h
′).
For any α ∈ R and m ∈ Z we set sα,m = sh ∈ W , where h = α+ dˆαmc.
Consider the weight lattice P ⊂ V ′ generated by the set {ωi|i ∈ {0} ∪ r}. Let Q′ ⊂ V ′ be a free abelian group
generated by the set {αi|i ∈ r} and let Q′′ ⊂ Q′ be a free abelian group generated by the set {dˆiαi|i ∈ r}. For
z ∈ Q′′ consider a transvection θz : V
′ −→ V ′ given by θz(x) = x+ 〈c, x〉z.
4.1.7. Lemma: For α ∈ R and m ∈ Z we have sα,0 ◦ sα,m = θdˆαmα′ .
In particular θz ∈ W for any z ∈ Q′′. Consider the map of the sets θ : Q′′ −→W, z 7→ θz, and denote its image
by T ⊂W .
4.1.8. Lemma:
(i) The map θ is an injective homomorphism of groups;
(ii) T is a normal subgroup in W ;
(iii) W is a semidirect product of T and W .
Let V + (resp. V −)be the set of all vectors in V such that all their coefficients with respect to the basis
{hi|i ∈ {0} ∪ r} are nonnegative (resp. nonpositive). Set R+ = R ∩ V +, R− = R V −, R ∩ V +. We have
R+ = {α+ dˆαmc|α ∈ R,m > 0} ⊔R
+
.
The height of a positive root α =
∑
i∈{0}∪r
biαi is defined as follows: htα =
∑
i∈{0}∪r
bi.
4.1.9. As usual define the weight ρ ∈ V ′ by ρ(hi) = 1 for all i ∈ {0} ∪ r. Consider the dot action of W on V
′:
w · λ = w(λ + ρ)− ρ, w ∈W, λ ∈ V ′.
Then the dot action of the Weyl group preserves the sets Pk := {λ ∈ P |〈c, λ〉 = k}.
From now on we denote the set of dominant weights at the level k by P+k :
P+k := {λ ∈ Pk|〈hi, λ〉 ≥ 0, i ∈ {0} ∪ r}.
4.2. Semi-infinite Bruhat order on the Weyl group. Recall that the length of an element of the affine
Weyl group w is defined as follows:
ℓt(w) := ♯{α ∈ R+|w−1(α) ∈ R−}.
Remark: The length of w ∈W is equal also to the minimal possible length of expression of w via the generators
si, i ∈ {0} ∪ r (the length of a reduced expression).
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4.2.1. For w ∈ W consider a finite set Rw := {α ∈ R−|w(α) ∈ R+}. Let w1 and w2 be elements of the Weyl
group such that ℓt(w1) + ℓt(w2) = ℓt(w2w1). Then Rw2w1 = Rw2 ⊔Rw1 . Thus Rw2 ∩−w1(Rw1) = ∅, where the
set −S ⊂ R consists of elements opposite to the ones of S ⊂ R.
Recall that we have
∑
α∈Rw
α = ρ− w−1(ρ).
4.2.2. We say that w′ follows w in the Weyl group if there exist a reduced expression of w′ and p ∈ {1, . . . , ℓtw′}
such that
w′ = si1 . . . siℓtw′ , w = si1 . . . sip−1sip+1 . . . siℓtw′
and ℓtw = ℓtw′ − 1.
Recall that the usual Bruhat order on the Weyl group is the partial order on W generated by the relation “w′
follows w in W”. It is denoted by ≥.
4.2.3. Lemma: The relation
{there exists λ0 ∈ Q
′′+ such that for any λ ∈ Q′′+ we have θλθλ0w
′ ≥ θλθλ0w}
is a partial order on W .
4.2.4. Definition: We call this partial order the semi-infinite Bruhat order on W and denote it by ≥
∞
2 .
4.2.5. Remark: The semi-infinite Bruhat order defined above in fact coincides with the partial order on the
affine Weyl group defined in [L2], Section 3, in terms of combinatorics of alcoves in h
∗
. However we will not
need the comparison statement. Further details on the partial order can be found in [L2].
4.2.6. Denote the set {α ∈ R+|α = β + dˆβmc, β ∈ R
+
,m ≥ 0} (resp. the set {α ∈ R+|α = β + dˆβmc, β ∈
R
−
,m > 0}) by R
∞
2 + (resp. by R
∞
2 −). Following [FF] we introduce the semi-infinite length function on the
affine Weyl group as follows:
ℓt
∞
2 (w) := ♯{α ∈ R
∞
2 +|w(α) ∈ R−} − ♯{α ∈ R
∞
2 −|w(α) ∈ R−}.
Next we consider the twisted length function on the affine Weyl group. For u,w ∈W set
ℓtw(u) := ℓt(w−1u)− ℓt(w−1).
In particular for µ ∈ −Q′′+ and ν ∈ Q′′+ we have ℓtθµ(θν) = ℓt(θν).
4.2.7. Lemma: For every w1, w2 ∈W there exists µ0 ∈ −Q′′+ such that for every µ ∈ −Q′′+ we have
ℓt(θ−µθ−µ0w1)− ℓt(θ−µθ−µ0w2) = ℓt
∞
2 (w1)− ℓt
∞
2 (w2).
In particular for every µ ∈ −Q′′+ we have ℓtθµθµ0 (w) = ℓt
∞
2 (w).
5. Twisted Verma modules over affine Lie algebras and twisting functors
5.1. Affine Lie algebras. Fix a Cartan matrix (aij)i,j∈r like in 4.1.2 and consider the corresponding semisimple
Lie algebra g. In particular R is the root system of g. Thus g = g+ ⊕ h ⊕ g−, where h denotes the Cartan
subelgebra in g, and
g+ =
⊕
α∈R
+
gα, g
− =
⊕
α∈R
−
gα.
5.1.1. Recall that the affine Lie algebra g for the semisimple Lie algebra g is defined as a central extension of
a loop algebra Lg := g⊗C [t, t−1]. Namely, g := Lg⊕CK, and the bracket in g is defined as follows:
[g1 ⊗ t
n, g2 ⊗ t
m] = [g1, g2]⊗ t
n+m + δn+m,0nB(g1, g2)K,
where g1, g2 ∈ g, n,m ∈ Z, and B(·, ·) denotes the Killing form of g.
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5.1.2. It is well known that the affine Lie algebra g is a Kac-Moody Lie algebra with the Cartan matrix
(aij)i,j∈{0}∪r and the root system R. Thus g = n
+ ⊕ h⊕ n−, where h := h⊕CK = V ⊗R C and
n+ =
⊕
α∈R+
gα = g
+ ⊕ g⊗ tC[t], n− =
⊕
α∈R−
gα = g
− ⊕ g⊗ t−1C[t−1].
5.1.3. Recall the definition of the Chevalley generators for g. Set eαi := ei, e−αi := fi, i = 1, . . . , r, where
ei, fi are the Chevalley generators for g, [ei, fi] = hi. Let αtop be the highest root of the root system R. Choose
a vector htop in [gαtop , g−αtop ] ⊂ h such that αtop(htop) = 2. Fix etop ∈ gαtop and ftop ∈ g−αtop such that
[etop, ftop] = htop. Then set
eα0 := ftop ⊗ t, e−α0 := etop ⊗ t
−1.
5.1.4. We introduce a grading on g putting deg ei = 1, deg fi = −1 and deg hi = 0 for all i ∈ {0} ∪ r.
5.2. Categories of g-modules. Consider the categoryM of h∗×Z-graded g-modulesM =
⊕
λ∈h∗,t∈Z
Mλ,t such
that
(i) for every i ∈ {0} ∪ r the Chevalley generators ei : Mλ,t −→Mλ+αi,t+1, fi : Mλ,t −→Mλ−αi,t−1;
(ii) every h ∈ h acts on Mλ,t by scalar λ(h) = 〈h, λ〉.
Morphisms in M are morphisms of g-modules that preserve h∗ × Z-gradings.
Fix a nonnegative integer k ∈ Z≥0. Denote by Uk(g) the quotient algebra of the universal enveloping algebra
of g by the relation K − k = 0. Consider a full subcategory Mk in M of modules M such that K acts by the
scalar k on M . Denote by suppM the set {λ ∈ h∗|Mλ,t 6= 0 for some t ∈ Z}. Then for every M ∈ Mk the set
suppM is contained in the set h∗k := {λ ∈ h
∗|〈c, λ〉 = k}. The set h∗k is preserved both by the linear action of
the affine Weyl group on h∗ and by the dot action.
5.2.1. Let D be the contragradient duality functor:
D : M−→M, D(M) :=
⊕
λ∈h∗,t∈Z
M∗−λ,−t, M ∈M.
The left action of g on D(M) is provided by the composition of the usual right action of g on the dual module
with the antipode and the Chevalley involution of g. In particular D preserves Mk.
5.2.2. We define the character of a g-module M ∈M such that dimMλ,t <∞ for all λ ∈ h∗, t ∈ Z by
chM :=
∑
λ∈h∗,t∈Z
dimMλ,te
λqt.
Here q is a formal variable and eλ is a formal expression.
5.2.3. As usual let O denote the category of h∗-graded g-modules M =
⊕
λ∈h∗
Mλ such that
(i) for every i ∈ {0} ∪ r the Chevalley generators ei : Mλ −→Mλ+αi,, fi : Mλ −→Mλ−αi,;
(ii) every h ∈ h acts on Mλ by scalar λ(h) = 〈h, λ〉;
(iii) dimMλ <∞ for all λ ∈ h∗;
(iv) there exist λ1, . . . , λn ∈ h∗ such that
Mµ 6= 0 only when µ ∈ λ1 +R
− ∪ . . . ∪ λn +R
−.
5.2.4. We recall the definition of the Casimir endomorphism ΓM : M −→ M for M ∈ O. Choose a homoge-
nious base {eα|α ∈ R} ∪ {e0,i|i ∈ {0} ∪ r} in g and let {e
α|α ∈ R} ∪ {ei0|i ∈ {0} ∪ r} be the dual base with
respect to the Killing form on g. For M ∈ O we define the Casimir operator by
ΓM |Mν = (ν + ρ, ν + ρ) IdMν +2
∑
α∈R+
eαeα
where eαeα ∈ U(g). It is known that ΓM commutes with the action of g. For M ∈ O and κ ∈ C set
Mκ := {m ∈M | there exists n ∈ N such that (ΓM − κ)
nm = 0}
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5.2.5. Lemma: Mκ is a submodule in M and M =
⊕
κ∈C
Mκ.
5.3. Affine BGG resolution. Let b+ (resp. b−) be the positive (resp. negative) Borel subalgebra in g,
b+ := h ⊕
⊕
α∈R+
gα (resp. b
− := h ⊕
⊕
α∈R−
gα). Then n
+ is an ideal in b+ and b+/n+ = h. For the one
dimensional h-module C(λ) the Verma module Uk(g)⊗U(b+) C(λ) is denoted by M(λ). Evidently M(λ) is free
as a U(n−)-module and belongs to O and toMk if we put the Z-grading of the highest weight vector vλ ∈M(λ)
equal to zero.
Recall the construction of the BGG resolution in the case of affine Lie algebras (see e. g [RW]). For a fixed
positive integral level k choose a dominant weight λ ∈ P+k . Consider the unique simple quotient module ofM(λ)
denoted by L(λ). Then there exists a left resolution of L(λ) that consists of direct sums of Verma modules.
Namely recall first the construction of the standard resolution of the trivial g-module C relative to b+.
5.3.1. Standard resolutions. Consider the standard complex U(g) ⊗ Λ•(g) ⊗C for the computation of the Lie
algebra homology of g with coefficients in U(g). Clearly
H 6=0(U(g)⊗ Λ•(g)⊗C) = 0, H0(U(g)⊗ Λ•(g)⊗C) = C
and U(g) ⊗ Λ•(g) ∼= U(g) ⊗ Λ•(b) ⊗ Λ•(g/b) as a vector space. We introduce a filtration of the complex as
follows:
Fm(U(g)⊗ Λn(g)) :=
⊕
p+q=n
q≤m
U(g)⊗ Λp(b)⊗ Λq(g/b).
Clearly the differential in the complex preserves the filtration. Consider the corresponding spectral sequence.
We have
Ep,q1 = H−p(b, U(g)⊗ Λ
−q(g/b)) = δp,0U(g)⊗U(b) Λ
−q(g/b).
Thus the spectral sequence converges in E2. On the other hand E
p,q
∞ = δp,0δq,0C and we obtain the required
standard resolution of the trivial g-module C with relative to b:
D• := U(g)⊗U(b+) Λ
•(g/b+), d : D−k −→ D−k+1,
d(u⊗ a1 ∧ . . . ∧ ak) =
k∑
i=1
(−1)iuai ⊗ a1 ∧ . . . ∧ ai−1 ∧ ai+1 ∧ . . . ∧ ak
+
∑
i<j
(−1)i+ju⊗ [ai, aj ] ∧ a1 ∧ . . . ∧ ai−1 ∧ ai+1 ∧ . . . ∧ aj−1 ∧ ai+1 ∧ . . . ∧ ak,
where a denotes the image of a in g/b+.
5.3.2. Remark: Suppose we have two subalgebras b1 ⊂ b2 ⊂ g. Then the identity map U(g) ⊗ Λ•(g) −→
U(g) ⊗ Λ•(g) is a morphism of filtered complexes: Fmb1 (U(g) ⊗ Λ
•(g)) ⊂ Fmb2 (U(g) ⊗ Λ
•(g)). Thus we have a
canonical morphism of the standard resolutions D•b1 −→ D
•
b2
.
5.3.3. Consider the standard resolution of the simple module L(λ) relative to b+: D•(L(λ)) := D•⊗L(λ) with
the structure of g-module using comultiplication on U(g). Then D•(L(λ)) =
⊕
κ∈C
(D•(L(λ)))κ.
Taking the direct summand with κ = (λ+ ρ, λ+ ρ) we obtain a resolution of L(λ) filtered by Verma modules.
The folowing statement says that the filtration splits.
5.3.4. Theorem: (see [RW] 9.7) There exists a resolution B•(λ) = (D•(L(λ)))(λ+ρ,λ+ρ) of L(λ) in O and in
Mk of the form
. . . −→
⊕
w∈W,
ℓt(w)=m
M(w · λ)〈− ht(λ−w · λ)〉 −→ . . . −→
⊕
w∈W,
ℓt(w)=1
M(w · λ)〈− ht(λ−w · λ)〉 −→M(λ) −→ L(λ) −→ 0.
Here as usual 〈·〉 denotes the shift of the Z-grading in M.
5.4. Twisting functors. Recall that the affine Weyl group has a geometric description in terms of affine Lie
groups. Let LˆG be the central extension of the loop group of g. Let T ⊂ LˆG be the Cartan subgroup. Denote
by N(T ) its normalizer in LˆG.
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5.4.1. Lemma: The affine Weyl group W is isomorphic to N(T )/T .
For every w ∈ W fix its representative w˙ ∈ N(T ). The normalizer of T acts on g by adjunction and this action
commutes with the bracket in g and shifts the weight decomposition. In particular we have maps
w˙ : g −→ g, gα −→ gw(α).
5.4.2. We introduce the functors of the twist of the h∗-grading. We define Tw : Mk −→Mk as follows. For
M ∈Mk set
Tw(M) =
⊕
λ∈h∗,t∈Z
Tw(M)λ,t, Tw(M)λ,t :=Mw(λ),t+ht(w(λ)−λ), eα ∈ gα, mλ ∈ Tw(M)λ,t then
eα ·mλ := w˙(eα)(mλ) ∈Mw(λ+α),t+ht(w(λ+α)−λ) =Mλ+α,t+ht(w(λ+α)−λ−α)+htα = Tw(M)λ+α,t+htα.
Evidently Tw is an equivalence of categories and the opposite functor is Tw−1.
5.4.3. Fix w ∈ W . Let nw be a finite dimensional nilpotent subalgebra in g:
nw := n
− ∩ w˙−1(n+) =
⊕
α∈Rw
gα.
Consider the semiregular g-module with respect to nw at the level k:
Snw = Ind
Uk(g)
U(nw)
Coind
U(nw)
C
C.
Then by 3.2.1 there exists an inclusion of algebras σw : Uk(g) →֒ Endg(Snw ).
Like in the third section, for α ∈ Rw consider the g-module Snα := Uk(g) ⊗U(nα) U(nα)
∗. By 3.2.1 there also
exists an inclusion of algebras σα : Uk(g) →֒ Endg(Snα) (see 3.1.1). As before identify U(nα)
∗ with C[xα] so
that eα ∈ nα acts by ∂/∂xα.
5.4.4. Lemma: For every h ∈ h we have σα(h) = h− α(h)eα ⊗ xα.
Proof. Follows immediately from 3.1.2.
5.4.5. Consider a functor
Sw : Mk −→ Uk(g) -mod, Sw(M) := Snw ⊗Uk(g) M.
We will show that in fact Sw can be dafined as a functor from Mk to Mk.
Remark: Note that Sw(M) ∼= U(nw)∗ ⊗U(nw) M as a vector space (and even as a U(nw)-module).
Let f ∈ U(nw)∗−λ = (U(nw)λ)
∗ and m ∈ Mµ,t. Then set the h∗ × Z-grading of f ⊗ m ∈ Sw(M) equal to
(µ−λ+ ρ−w−1(ρ), t+ht(ρ−w−1(ρ))). The grading is well defined with respect to the action of g. It remains
to check that Sw(M) is h-semisimple. But this follows from 5.4.4 and 3.2.6. We have proved the following
statement.
5.4.6. Lemma: Sw defines a functor Mk −→Mk.
5.4.7. Definition: For w ∈W the functor of twist by w
Φw := Tw ◦ Sw, Φw : Mk −→Mk.
Let us describe the image of a Verma module under Φw.
5.4.8. Lemma: chΦw(M(λ)) = chM(w · λ)〈− ht(λ− w · λ)〉.
Proof. Follows immediately from the definition of the h∗ × Z-grading on Tw ◦ Sw(M(λ)).
In particular the highest weight vector 1⊗ vλ ∈ Φw(M(λ)) has the weight w · λ.
5.4.9. Definition: We call the g-module Mw(w · λ) := Φw(M(λ))〈ht(λ−w · λ)〉 the twisted Verma module of
the weight w · λ.
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5.4.10. Remark: Consider the nilpotent subalgebras w˙(nw) = w˙(n
−)∩n+ ⊂ w˙(n−) ⊂ g. Then when restricted
to w˙(n−) the twisted Verma module Mw(w · λ) is isomorphic to the w˙(n−)-module S
w˙(n−)
w˙(nw)
.
5.5. Twisted BGG resolutions. Fix w ∈ W . Consider the complex in Mk of the form Φw(B•(λ)). Using
the fact that B•(λ) is a U(nw)-free resolution of L(λ) we see that up to a Z-grading shift
H−•(Φw(B
•(λ))) = Tornw• (U(nw)
∗, L(λ)).
as vector spaces.
5.5.1. Proposition: H 6=−l(w)(Φw(B
•(λ))) = 0, H−l(w)(Φw(B
•(λ))) = L(λ) as a g-module.
5.6. Proof of the Proposition 5.5.1. We present first several Lemmas. Let n be a negatively graded finite
dimensional Lie algebra.
5.6.1. Lemma: Torn6=dimn(U(n)
∗,C) = 0, Torndim n(U(n)
∗,C) = C.
Proof. Consider the standard complex for the computation of n-homology K•(U(n)∗) := U(n)∗ ⊗ Λ•(n) ⊗C.
Then the PBW filtration on U(n) induces filtrations both on U(n)∗ and on Λ(n) (such that for any base vector
ei of n ⊂ Λ(n) we have ei ∈ F 1Λ(n) and for any dual base vector e∗i ∈ U(n)
∗ we have e∗i ∈ F
−1U(n)∗). The
differential in K•(U(n)∗) preserves the filtration. The complex grF K•(U(n)∗) is isomorphic to the coKoszul
complex S(n)∗ ⊗ Λ•(n) of the algebra Λ(n). Thus
H 6=− dim n(grF K•(U(n)∗)) = 0, H− dimn(grF K•(U(n)∗)) = C.
Now the grading on n induces a grading on K•(U(n)∗). The spectral sequence of the filtration F is finite in
each grading component of the complex K•(U(n)∗). Thus it converges.
5.6.2. Corollary: Let M be a finite dimensional graded n-module. Then
Torn6=dimn(U(n)
∗,M) = 0, Torndimn(U(n)
∗,M) =M
as a graded vector space.
5.6.3. Lemma: Let M be a graded n-module with a filtration
F 0M ⊂ . . . ⊂ FmM ⊂ . . . ⊂M, dimFmM <∞ for every m ∈ Z>0.
Then Torn6=dimn(U(n)
∗,M) = 0, Torndimn(U(n)
∗,M) =M.
Proof. Recall that the functor lim
−→
is exact. The standard complex for the computation of n-homology
U(n)∗ ⊗ Λ(n)⊗M = lim
−→m
U(n)∗ ⊗ Λ(n)⊗ FmM.
Thus we have
H•(U(n)∗ ⊗ Λ(n)⊗M) = lim
−→m
H•(U(n)∗ ⊗ Λ(n)⊗ FmM) = δ•,− dimn lim
−→m
FmM = δ•,− dimnM.
Now recall that L(λ) is an integrable g-module, in particular it is a union of finite dimensional nw-modules.
Using the previous Lemma we see that the statement of the Proposition is proved on the level of h∗×Z-graded
vector spaces. But an integrable g-module is completely determined by its character.
5.6.4. Corollary: There exists a complex B•w(λ) in Mk of the form
. . . −→
⊕
v∈W,
ℓt(v)=m
Mw(wv · λ)〈− ht(λ− wv · λ)〉 −→ . . .
−→
⊕
v∈W,
ℓt(v)=1
Mw(wv · λ)〈− ht(λ− wv · λ)〉 −→Mw(w · λ)〈− ht(λ− w · λ)〉 −→ 0
such that H 6=−ℓt(w)(B•w(λ)) = 0, H
−ℓt(w)(B•w(λ)) = L(λ). Here as usual 〈·〉 denotes the shift of the Z-grading.
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5.6.5. Recall that in 4.2.6 we have defined the twisted length function on the affine Weyl group with the twist
w ∈W by
ℓtw(u) = ℓt(w−1u)− ℓt(w−1).
5.6.6. Corollary: The complex Bw(λ)[−ℓt(w)] can be rewritten as follows:
. . . −→
⊕
v∈W,
ℓtw(v)=m
Mw(v · λ)〈− ht(λ− v · λ)〉 −→ . . . −→
⊕
v∈W,
ℓtw(v)=0
Mw(v · λ)〈− ht(λ− v · λ)〉 −→ . . .
−→
⊕
v∈W,
ℓtw(v)=−ℓt(w)+1
Mw(v · λ)〈− ht(λ− v · λ)〉 −→Mw(w · λ)〈− ht(λ− w · λ)〉 −→ 0.
5.6.7. Definition: We call the complex B•w(λ) the twisted BGG resolution of the module L(λ) with the twist
w.
6. Limit procedure and semi-infinite BGG resolution
6.1. Recollections of semi-infinite Lie algebra cohomology. Here we present a list of the definitions and
facts about semi-infinite cohomology of Lie algebras to be used later.
6.1.1. Critical cocycle. Let V =
⊕
n∈Z
Vn be a graded vector space such that dimVn < ∞ for n > 0. Denote
the space
⊕
n≤0
Vn (resp. the space
⊕
n>0
Vn) by V
− (resp. by V +). Consider the Lie algebra gl(V ) of linear
transformations of V satisfying the condition:
a ∈ gl(V ), a = (aij),=⇒ ∃m ∈ N : aij = 0 for |i − j| > m.
gl(V ) has a well known central extension given by the 2-cocycle ω0:
ω0(a1, a2) = tr(πV + ◦ [a1, a2]− [πV + ◦ a1, πV + ◦ a2]).
Here πV + denotes the projection V −→ V+ with the kernel V−. Note that the trace is well defined on maps
V+ −→ V+ nontrivial on a finite number of the grading components.
6.1.2. Let a be a graded Lie algebra such that all am are finite dimensional. Then a = a
+ ⊕ a− as a vector
space, where
a+ :=
⊕
m>0
am, a
− :=
⊕
m≤0
am.
For any graded a-module V we have a morphism of Lie algebras a −→ gl(V ). The inverse image of the 2-cocycle
ω0 is denoted by ω
V
0 . In particular the adjoint representation of a provides the 2-cocycle ω
a
0 called the critical
cocycle of a.
6.1.3. Feigin standard complex. Choose a homogenious base {ei|i ∈ Z} in a and let {cki,j}i,j,k∈Z denote the
structure constants of a in this base. For a graded a-module M =
⊕
m≤m0
Mm consider a graded vector space
C
∞
2 +•(M) := Λ•(a+∗)⊗ Λ•(a−)⊗M, deg e∗n = 1, deg em = −1, em ∈ a
−, e∗n ∈ a
+.
Then the element D :=
∑
i∈Z
e∗i ⊗ ei +
∑
i<j,k
cki,j : e
∗
i e
∗
jek : can be considered as an endomorphism of C
∞
2 +•(M).
Here as usual : : denotes the normal ordering. It is known that the cohomology class of the critical 2-cocycle
ωa0 of the Lie algebra a is the only obstruction for D
2 = 0. We suppose below that the cohomology class of ωa0
equals to zero and D2 = 0. Then C
∞
2 +•(M) becomes a complex of vector spaces with the differential D called
the Feigin standard complex.
6.1.4. Remark: Assume that a has a decreasing filtration by subalgebras
a = F 0a ⊃ . . . ⊃ Fma ⊃ . . . , [Fma, Fna] ⊂ Fm+na
and all the inclusions Fm+1a ⊂ Fma are strict. In this case the 2-cocycle ω0 itself equals to zero.
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6.1.5. Definition: The cohomologies of the complex C
∞
2 +•(M) are called semi-infinite cohomology spaces of
the Lie algebra a with coefficients in the module M :
H
∞
2 +•(M) := H•(C
∞
2 +•(M)).
6.1.6. Let a =
⊕
m∈Z
am be a graded Lie algebra containing two graded Lie subalgebras b1 and b2 such that
a>0 = b1>0 and a≤0 = b2≤0. We suppose that the condition 6.1.4 is satisfied and the obstruction 2-cocycle is
zero for all three Lie algebras.
6.1.7. Lemma: For a graded a-module M =
⊕
m<m0
Mm there exist natural morphisms
H
∞
2 +•(a,M) −→ H
∞
2 +•(b2,M) and H
∞
2 +•(b1,M) −→ H
∞
2 +•(a,M).
Proof. There exist natural morphisms of the graded vector spaces
C
∞
2 +•(a,M) −→ C
∞
2 +•(b2,M) and C
∞
2 +•(b1,M) −→ C
∞
2 +•(a,M).
One has to check that the maps commute with the differentials and provide morphisms of the standard complexes
for the computation of Lie algebra semi-infinite cohomology.
6.1.8. Remark: The statement of the previous Lemma follows easily (and perhaps more naturally) from the
general homological algebra (see [V] 3.9, [Ar1] Appendix B). Namely semi-infinite cohomology of a Lie algebra
a satisfying 6.1.4 can be viewed as an exotic derived functor of a functor M 7→ Homa(C, Saa≤0 ⊗U(a) M). Now
in the Lemma we have
Saa≤0 = Ind
a
b2
Sb2b2≤0 , and S
a
a≤0
= Coindab1 S
b1
b1≤0
Thus there exist natural morphisms
Homa(C, S
a
a≤0
⊗U(a) M) −→ Homb2(C, S
a
a≤0
⊗U(a) M)−˜→Homb2(C, S
b2
b2≤0
⊗U(b2) M),
Homb1(C, S
b1
b1≤0
⊗U(b1) M)−˜→Homa(C, S
a
a≤0
⊗U(b1) M) −→ Homa(C, S
a
a≤0
⊗U(a) M)
that provide the required morphisms of the derived functors.
6.1.9. Semi-infinite standard resolutions. Let a =
⊕
m∈Z
am be a graded Lie algebra with a graded subalgebra
b such that b>0 is of finite codimension in g>0 and the 2-cocycle ω
b
0 = 0. Here we construct a semi-infinite
analogue of the standard resolution 5.3.1. Recall the following statement crucial for Lie algebra semi-infinite
cohomology.
6.1.10. Proposition: (see [V] 3.2.1, [Ar2] Corollary 4.4.2) Let a˜ = a⊕CK be the central extension of a with
the help of the cocycle ωa0 . Let U˜(a) := U(a˜)/{K − 1}. Then there exists an inclusion of associative algebras
U˜(a) →֒ Enda(Saa>0).
We suppose below that the inclusion b ⊂ a can be extended to b ⊂ U˜(a).
For a graded vector space V =
⊕
m∈Z
Vm consider the semi-infinite exterior powers
Λ
∞
2 +•(V ) := Λ(V ∗>0)⊗ Λ(V≤0).
Lemma: (see e. g. [V] Proposition 2.3) Let V be a graded representation of a graded Lie algebra a. Then
Λ
∞
2 +•(V ) is a module over the central extension of a with the help of ωV0 .
In particular the semi-infinite exterior powers of the b-module a/b are b-modules as well.
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6.1.11. Consider the Feigin standard complex C
∞
2 +•(Saa>0) = S
a
a>0
⊗ Λ
∞
2 +•(a) ⊗ C for the computation of
the semi-infinite Lie algebra cohomology of a with coefficients in the semiregular a-module (using the second
a-module structure on Saa>0 from Proposition 6.1.10). Clearly we have
H
∞
2 +•(Saa>0) = δ•,0C
and C
∞
2 +•(Saa>0)
∼= Saa>0 ⊗ Λ
∞
2 +•(b)⊗ Λ
∞
2 +•(a/b) as a vector space. We introduce a filtration of the complex
as follows:
Fm(C
∞
2 +•(Saa>0)) :=
⊕
p+q=n
q≥m
Saa>0 ⊗ Λ
∞
2 +p(b)⊗ Λ
∞
2 +q(a/b).
Clearly the differential in the complex preserves the filtration. Consider the corresponding spectral sequence.
We have
Ep,q1 = H
∞
2 +p(b, Saa>0 ⊗ Λ
∞
2 +q(a/b)) = δ0,pH
∞
2 +0(b, Saa>0 ⊗ Λ
∞
2 +q(a/b)).
Thus the spectral sequence converges in E2. On the other hand E
p,q
∞ = δp,0δq,0C and we obtain the following
statement.
6.1.12. Lemma: There exists a complex of a-modules
St
∞
2 +•
b := H
∞
2 +0(b, Saa>0 ⊗ Λ
∞
2 +•(a/b))
such that H 6=0(St
∞
2 +•
b ) = 0, H
0(St
∞
2 +•
b ) = C.
We call the obtained complex the semi-infinite standard resolution of the trivial a-module relative to the sub-
algebra b.
6.1.13. For a g-module M consider the complex of g-modules St
∞
2 +•
b ⊗M (where the g-module structure uses
the comultiplication on U(g)). Evidently it is quasiisomorphic toM . We call the obtained complex the standard
resolution of M and denote it by St
∞
2 +•
b (M).
Let b1, b2 and b be subalgebras in a such that
b ⊂ b1, b ⊂ b2, b>0 = b1>0, b≤0 = b2≤0 and ω
b1
0 = ω
b2
0 = ω
b
0 = 0.
6.1.14. Lemma: There exist natural quasiisomorphisms
St
∞
2 +•
b2
(M) −→ St
∞
2 +•
b (M) −→ St
∞
2 +•
b1
(M).
Proof. Recall that semi-infinite standard resolutions were constructed using levels E1 of certain spectral se-
quences (see 6.1.11). Since b ⊂ b1 and b>0 = b1>0 we have
Fmb (C
∞
2 +•(Saa>0)) =
⊕
p+q=n
q≥m
Saa>0 ⊗ Λ
∞
2 +p(b)⊗ Λ
∞
2 +q(a/b)
=
⊕
p+q=n
q≥m
Saa>0 ⊗
⊕
m+n=p
Λ−m(b≤0)⊗ Λ
n(b∗>0)⊗
⊕
s+t=q
Λ−s((a/b)≤0)⊗ Λ
t((a/b)∗>0)
⊂
⊕
p+q=n
q≥m
Saa>0 ⊗
⊕
m+n=p
Λ−m(b1≤0)⊗ Λ
n(b∗1>0)⊗
⊕
s+t=q
Λ−s((a/b1)≤0)⊗ Λ
t((a/b1)
∗
>0)
= Fmb1 (C
∞
2 +•(Saa>0)).
Since b ⊂ b2 and b≤0 = b2≤0 we have
Fmb2 (C
∞
2 +•(Saa>0)) =
⊕
p+q=n
q≥m
Saa>0 ⊗ Λ
∞
2 +p(b2)⊗ Λ
∞
2 +q(a/b2)
=
⊕
p+q=n
q≥m
Saa>0 ⊗
⊕
m+n=p
Λ−m(b2≤0)⊗ Λ
n(b∗2>0)⊗
⊕
s+t=q
Λ−s((a/b2)≤0)⊗ Λ
t((a/b2)
∗
>0)
⊂
⊕
p+q=n
q≥m
Saa>0 ⊗
⊕
m+n=p
Λ−m(b≤0)⊗ Λ
n(b∗>0)⊗
⊕
s+t=q
Λ−s((a/b)≤0)⊗ Λ
t((a/b)∗>0)
= Fmb (C
∞
2 +•(Saa>0)).
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Thus we obtain the required morphisms of the spectral sequences that correspond to the morphisms of the
filtered complexes.
6.2. Twisted Verma modules and Wakimoto modules. Consider the Lie algebra w˙(b+) with the Z-
grading induced by the one on g (see 5.1.4). Here we give a description of twisted Verma modules in terms of
semi-infinite cohomology of w˙(b+).
Consider the semiregular Uk(g)-module with respect to n
+. The following statement is proved in [Ar2], 4.5.9.
It is in fact a particular case of Proposition 6.1.10.
6.2.1. Proposition: EndUk(g)(Sn+) ⊃ U−2h∨−k(g), where h
∨ denotes the dual Coxeter number of g.
Consider Sg
n+
as a w˙(b+)-module using this second g-module structure.
6.2.2. Lemma:
H
∞
2 +m(w˙(b+), Sg
n+
⊗C(λ)) = 0 when m 6= 0, H
∞
2 +0(w˙(b+), Sg
n+
⊗C(λ)) = S
w˙(n−)
w˙(nw)
⊗C(λ)
as a h∗ × Z-graded vector space.
Thus we have a Uk(g)-module M˜w(λ) := H
∞
2 +0(w˙(b+), Sg
n+
⊗ C(λ)) that has the size of the twisted Verma
module.
6.2.3. Remark: By definition of the g-module structure on Sg
n+
the module M˜w(λ) is cofree over U(w˙(nw)).
6.2.4. Consider also the Lie algebra b
∞
2 := h ⊗ C[t] ⊕ g− ⊗ C[t, t−1] and a h∗ × Z-graded Uk(g)-module
W (λ) := H
∞
2 +0(b
∞
2 , Sg
n+
⊗C(λ)).
Definition: The g-module W (λ) is called the Wakimoto module at the level k of the weight λ.
We show that the modules M˜w(λ) are indeed isomorphic to twisted Verma modules with the twist w and
construct morphisms between them so that W (λ) becomes their inductive limit as ℓt(w) tends to infinity.
6.3. Equivalence of definitions of twisted Verma modules. Recall that a twisted Verma module with
the highest weight λ is defined as Φw(M(w
−1 · λ))〈ht(w−1 · λ− λ)〉.
6.3.1. Lemma: M˜w(λ) ∼=Mw(λ).
Proof. Up to a Z-grading shift we have
Φw(M(w
−1 · λ)) = Tw ◦ Sw(H
0(b+, Sg
n+
⊗C(w−1 · λ)))
= H0(w˙(b+), Tw((Coind
g
w˙−1(n−)∩n−⊕h Ind
w˙−1(n−)∩n−⊕h
C
C)⊗C(w−1 · λ)))
= H0(w˙(b+), Sg
w˙(b+)∩n− ⊗Uk(g) (S
g
n+
⊗C(λ))) = H0(w˙(b+), S
w˙(b+)
w˙(b+)∩n− ⊗U(w˙(b+)) (S
g
n+
⊗C(λ))).
Now recall the abstract homological definition of Lie algebra semi-infinite cohomology from Remark 6.1.8. The
w˙(b+)-module Sg
n+
⊗C(λ) is semijective (see [V] 3.1, [Ar1] Appendix B for the definition of semijectiveness).
Thus we need no resolution to find the 2-sided derived functor:
H0(w˙(b+), S
w˙(b+)
w˙(b+)∩n− ⊗U(w˙(b+)) (S
g
n+
⊗C(λ))) = H
∞
2 +0(w˙(b+), Sg
n+
⊗C(λ)).
6.3.2. Proposition:
St
∞
2 +•
w(b+)(L(λ))
∼= Φw(D
•(L(λ))[−ℓt(w)]
where [·] denotes the shift of the homological grading.
Proof. The statement follows immediately from Lemmas 6.3.3 and 6.3.4.
6.3.3. Lemma: St
∞
2 +•
b+
∼= D•.
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6.3.4. Lemma: Φw(St
∞
2 +•
b+
) ∼= St
∞
2 +•
w˙(b+)[ℓt(w)].
Proof. The proof is parallel to the one of Lemma 6.3.1.
The next statement shows that the twisted BGG resolutions are obtained from the semi-infinite standard
resolutions relative to w˙(b+) in the same way as the ordinary BGG resolution was obtained from the ordinary
standard resolution relative to b+ (see 5.3.1).
6.3.5. Lemma: For every m ∈ Z the g-module St
∞
2 +•
w˙(b+)(L(λ)) is finitely filtered by twisted Verma modules
with the twist w.
6.3.6. Corollary: B•w(λ)
∼=
(
St
∞
2 +•
w˙(b+)(L(λ))
)
(λ+ρ,λ+ρ)
[ℓt(w)].
6.4. From twisted Verma modules to Wakimoto modules. Fix w1, w2 ∈ W such that ℓt(w2w1) =
ℓt(w1) + ℓt(w2). Consider the following Lie subalgebras in g:
bw2w1,w1 := w˙1(b
+) ∩ w˙2w˙1(b
+), bw1w2w1,w1 :=
⊕
α∈R
w1
w2w1,w1
gα, b
w2w1
w2w1,w1
:=
⊕
α∈R
w2w1
w2w1,w1
gα,
where Rw1w2w1,w1 := {α ∈ w1(R
+)|w2(α) 6∈ w1(R+)}, Rw2w1w2w1,w1 := {α ∈ w2w1(R
+)|w−11 (α) 6∈ w1(R
+)}.
Then bw2w1,w1 ⊕ b
w1
w2w1,w1
= w˙1(b), bw2w1,w1 ⊕ b
w2w1
w2w1,w1
= w˙2w˙1(b). By the choice of w1 and w2 we have
bw1w2w1,w1 ⊂ n
+ and bw2w1w2w1,w1 ⊂ n
−. In particular using 6.1.7 one can define morphisms of g-modules
H
∞
2 +•(w˙1(b
+), Sg
n+
⊗C(λ)) −→ H
∞
2 +•(bw2w1,w1 , S
g
n+
⊗C(λ)) −→ H
∞
2 +•(w˙2w˙1(b
+), Sg
n+
⊗C(λ)),
i. e. Mw1(λ) −→Mw2w1(λ). Denote these morphisms by ϕ
λ
w2w1,w1
.
For w ∈W such that w˙(b+)≤0 ∩ b
∞
2 = w˙(b+)≤0 and w˙(b
+) ∩ b
∞
2
>0 = b
∞
2 consider maps
H
∞
2 +•(w˙(b+), Sg
n+
⊗C(λ)) −→ H
∞
2 +•(w˙(b+) ∩ b
∞
2 , Sg
n+
⊗C(λ)) −→ H
∞
2 +•(b
∞
2 , Sg
n+
⊗C(λ)),
i. e. Mw(λ) −→W (λ). Denote these morphisms by ϕ
λ
∞
2 ,w
.
6.4.1. Lemma:
(i) For w1, w2, w3 ∈ W such that ℓt(w3w2w1) = ℓt(w1) + ℓt(w2) + ℓt(w3) we have
ϕλw3w2w1,w2w1 ◦ ϕ
λ
w2w1,w1
= ϕλw3w2w1,w1 .
(ii) For w1, w2 ∈W such that ℓt(w2w1) = ℓt(w1) + ℓt(w2) we have ϕλ∞
2 ,w2w1
◦ ϕλw2w1,w1 = ϕ
λ
∞
2 ,w1
.
Fix w1, w2 . . . ∈ W such that for each m we have ℓt(wm . . . w1) = ℓt(w1) + . . . + ℓt(wm). Thus for each λ we
obtain an inductive system consisting of twisted Verma modules with twists w1, w2w1, · · · ∈W and the lengths
of wm . . . w1 tending to infinity. Suppose the chosen sequence of elements of the Weyl group belongs to the
image of −Q′′+ in T . Then we obtain the following statement.
6.4.2. Lemma: W (λ) = lim
−→
Mwm...w1(λ).
Proof. The maps ϕλwm...w1,wm−k...w1 are well defined as maps
C
∞
2 +•(w˙m−k . . . w˙1(b
+), Sg
n+
⊗C(λ)) −→ C
∞
2 +•(w˙m . . . w˙1(b
+), Sg
n+
⊗C(λ)).
On the other hand we have
C
∞
2 +•(b
∞
2 , Sg
n+
⊗C(λ)) = lim
−→
C
∞
2 +•(w˙m . . . w˙1(b
+), Sg
n+
⊗C(λ)).
But the direct image functor is exact.
We are almost done. It remains to prove that roughly speaking the marphisms ϕλw2w1,w1 indeed form an
inductive system of complexes (twisted BGG resolutions). The combinalorial proof of this statement requires
the following fact:
dimHomg(M(λ),Mw(µ)) ≤ 1.
Unfortunately I do not know any proof of the fact, and our considerations become more cumbersome.
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6.5. The limit procedure. Fix the sequence w1, . . . , wm, . . . ∈ W satisfying the conditions from the pre-
vious paragraph. Consider the standard resolutions St
∞
2 +•
w˙m...w˙1(b+)
(L(λ)) (see 6.1.13). Then for every m and
k the algebras w˙m+k . . . w˙1(b
+), w˙m . . . w˙1(b
+) and w˙m+k . . . w˙1(b
+) ∩ w˙m . . . w˙1(b+) satisfy the conditions of
Lemma 6.1.14, and we obtain canonical morphisms of complexes
ψλwm+k...w1,wm...w1 : St
∞
2 +•
w˙m...w˙1(b+)
(M) −→ St
∞
2 +•
w˙m+k...w˙1(b+)∩w˙m...w˙1(b+)
(M) −→ St
∞
2 +•
w˙m+k...w˙1(b+)
(M).
Thus we obtain an inductive system complexes, and all morphisms of complexes in it are quasiisomorphisms
by 6.1.14.
6.5.1. Theorem: There exists a complex in Mk quasiisomorphic to L(λ) of the form
. . . −→
⊕
w∈W,
ℓt
∞
2 (w)=m
W (w · λ)〈− ht(λ− w · λ)〉 −→ . . . −→
⊕
w∈W,
ℓt
∞
2 (w)=0
W (w · λ)〈− ht(λ− w · λ)〉 −→
⊕
w∈W,
ℓt
∞
2 (w)=−1
W (w · λ)〈− ht(λ− w · λ)〉 −→ . . .
⊕
w∈W,
ℓt
∞
2 (w)=−m
W (w · λ)〈− ht(λ− w · λ)〉 −→ . . .
Proof.We know already from Corollary 6.3.6 that when restricted to the Γ-homogenious direct summands with
eigenvalue of Γ equal to (λ + ρ, λ+ ρ) the morphisms
ψλwm+k...w1,wm...w1 : St
∞
2 +•
w˙m...w˙1(b+)
(L(λ)) −→ St
∞
2 +•
w˙m+k...w˙1(b+)
(L(λ))
form an inductive system of morphisms between twisted BGG resolutions
ψλwm+k...w1,wm...w1 : B
•
wm...w1
(λ) −→ B•wm+k...w1(λ)[−ℓt(wm+1)− . . .− ℓt(wm+k)].
Now we choose a sequence of elements of the affine Weyl group satisfying the conditions from 6.4.1 and belonging
to the image of −Q′′+ in T ⊂W . Thus by Lemma 4.2.7 for any w ∈ W there exists m0 ∈ N such that for any
m ≥ m0
Mwm...w1(w · λ)〈− ht(λ− w · λ)〉 →֒ B
ℓt
∞
2 (w)
wm...w1
(λ)[−ℓt(wm)− . . .− ℓt(w1)].
It remains to check that for every w ∈W and m sufficiently large we have
ψλwm+k...w1,wm...w1 |Mwm...w1(w·λ) = ϕ
w·λ
wm+k...w1,wm...w1
.
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