Proposed is GLLL2, a hybrid architecture of a global and a local learning module, which learns default and exceptional knowledge respectively from noisy examples. The global learning module, which is a feedforward neural network, captures global trends gradually, while the local learning module stores local exceptions quickly. The latter module distinguishes noise from exceptions, and learns only exceptions, which ability makes GLLL2 noise-tolerant. The results of experiments show the process in which training examples are formed into default and exceptional knowledge, and demonstrate that the predictive accuracy, the space efciency, and the training eciency of GLLL2 is higher than those of each individual module.
Introduction
In cognitive science, whether learners induce rules or remember exemplars has been at issue recently. In particular, learning processes of quasi-regular tasks that involve both regularities and exceptions has attracted considerable attention.
We developed GLLL1, a hybrid architecture of a global and a local learning module. We made experiments on it, conrmed its high accuracy and eciency (Oka & Yoshida 1992) , and found (Oka & Yoshida 1993) : 1) regular and irregular examples are distinguished and learned separately by the two learning modules; 2) learning progresses in three stages, and overgeneralization occurs in the second stage; 3) outputs for highly unusual inputs are produced as if they are members of regular examples. These ndings t qualitatively human learning data reported by Marcus et al. (Marcus et al. 1990 ) and Pinker (Pinker 1991) .
Although GLLL1 performs well if it is given noisefree examples, its performance degrades rapidly with increasing noise rate in training examples. This is because instance-based learning algorithms, one of which the local learning module uses, are sensitive to noise in nature, and the inuence of noise is emphasized when the local learning module is made to learn irregular examples selectively. In this paper, we therefore propose GLLL2, a noise-tolerant extension of GLLL1. We begin by describing the structure and the algorithm of GLLL2 in the second section. Then, experimental results in the third section demonstrate the process in which training examples are formed into default and exceptional knowledge, and high accuracy and eciency of GLLL2. The fourth section contains comparisons with related work, and the nal section is conclusion.
GLLL2: A Noise-Tolerant Hybrid Model GLLL2 learns to guess an appropriate output for an input, given training examples. The architecture consists of two learning modules: a global learning module (G-module) and a noise-tolerant local learning module (NTL-module), two example selection modules which cause the two learning modules to be trained over different portions of the examples, and an output selection module for producing the nal output (Figure 1 ).
We use a back-propagation network (Rumelhart, Hinton & Williams 1986) as the G-module, and a noisetolerant extension of RCE network (Reilly, Cooper & Elbaum 1982) as the NTL-module. The backpropagation network and the RCE network have complementary strengths. The former captures global trends of a functional form gradually, while the latter is good at lling in local exceptions quickly.
The RCE network is a type of instance-based classiers, and stores selectively training examples with their hyperspherical inuence regions. Given a new input, an output is produced according to stored examples whose inuence regions include the input. If the output is wrong, the new input is stored and/or the inuence regions are narrowed.
In order to make the overall system noise-tolerant, the NTL-module must be able to distinguish noise from exceptions. In order to realize this, the learning algorithm of the RCE network is extended in four respects: 1. It maintains the numbers of the correct and the incorrect uses of each saved example. It also maintains the distribution of correctly and incorrectly classied inputs in the inuence region of each saved example. 2. The inuence region of a saved example should not be narrowed when incorrect uses for the example is likely to be caused solely by noise (case I), but should be narrowed when the stored example itself is likely to be produced by noise, or when the inuence region is likely to contain dierent class regions (case II). The NTL-module distinguishes the two cases on the following criterion: if the rate of the correct uses of a saved example is lower than a predetermined threshold , or the distribution of incorrectly classied inputs in the inuence region of the example is not uniform, the inuence region of the example is narrowed; otherwise the inuence region is not narrowed. If the noise rate R, the rate of incorrectly labeled training examples, is known beforehand, the threshold can be set at a slightly smaller value than R, in which case we need not consider the distribution in order to distinguish the two cases. However, the noise rate is usually unknown in realistic problems, and hence should be set at a suciently small value in order to avoid unnecessarily narrowing inuence regions, while overly small makes true class boundaries vague if we do not consider the distribution condition, that is, the addition of the distribution condition to the criterion enables the NTL-module to distinguish exceptions from noise. To sum up, the NTL-module distinguishes exceptions from noise based on the distribution of incorrectly classied inputs in the inuence region of each stored example. 3. Given a new input, among statistically reliable saved examples, one that has the lowest potential decides the output of the NTL-module. When there is no statistically reliable stored example that has nonzero potential, the output is dened as indenite. The two example selection modules cause the two learning modules to be trained over dierent portions of the examples as follows: example selection module 1 receives output errors from the NTL-module and the G-module, and makes the G-module selectively learn examples for which the outputs of the NTL-module are not correct or examples for which the output errors of the G-modules are small; conversely, example selection module 2 receives output errors from the Gmodule, and makes the NTL-module forget or not store examples for which the output errors of the G-module become small enough.
The NTL-module stores training examples with their hyperspherical inuence regions, and thereby it not only learns input-output relations of the training examples, but also learns whether it can reliably estimate output to a given input, that is, if the given input comes within at least one inuence region of the stored examples, it produces denite and reliable output, otherwise its output is indenite.
This characteristic feature of the NTL-module makes the output selection algorithm very simple, that is, given a new input, if the output of the NTL-module is denite, the output selection module selects the output of the NTL-module as the nal output, otherwise it selects the output of the G-module. To sum up, the NTL-module also serves as a learner for the output selection, which double function enables incremental and ecient learning.
Experimental Results

Experiment 1: Formation of Default and Exceptional Knowledge
In this section, we demonstrate the learning process in GLLL2. In order to visualize the learning process, we use a two dimensional region identication task. As shown in the following gures, a waved dotted line from the lower left corner to the upper right corner divides a square region into two regions B (black) and W (white), and there is an exceptional circular region W in the upper left part. The task is to predict the label of the region from the x and y coordinates in the plane. Randomly generated training examples were given incrementally. There is no repetitive presentation. The noise rate was set to 5%, that is, the outputs of randomly selected 5 percent examples were reversed.
The NTL-module roughly covers the whole input space in the rst stage (Figure 2) , because the learning speed of the NTL-module is much faster than that of the G-module.
G-module NTL-module
The The G-module has a tendency to capture global trends of a functional form gradually. It becomes, as a result, being able to produce correct outputs to regular examples in later stages (Figure 3) . On the other hand, the NTL-module is made to forget the examples which are learned by the G-module. Consequently, with the progress of learning in the G-module, the NTL-module becomes in charge mainly of irregular examples (Figure 3) . If the NTL-module's output is denite, it becomes the nal output, otherwise the G-module's output becomes the nal output, that is, the G-module works as default (Figure 3 ).
The nal output -I Figure 3 : The output maps of the G-module, the NTLmodule, and the total system after the presentation of 3000 examples in the same task. The G-module learns to produce correct outputs to regular examples gradually. With the progress of learning in the G-module, the NTL-module is made to be in charge mainly of irregular examples. If the NTL-module's output is definite, it becomes the nal output, otherwise the Gmodule's output becomes the nal output. The sharing of the examples between the two learning modules is successful in spite of the existence of noise.
Experiment 2: Accuracy and Eciency
In this section, we compare the accuracy and the eciency of GLLL2 with those of each individual module.
Here we use another two dimensional region identication task which has regions of dierent shape, and has nonuniform example distribution. As shown in Figure 4 , a diagonal line divides a square region into two triangular regions B (black) and W (white), and there are four exceptional square regions which are marked with B or W. In the four square regions drawn with thick lines, examples were generated four times as frequent as in the other regions. The noise rate was set to 5% again. GLLL2, the individual NTL-module, and the individual G-module in the second task. The horizontal axis indicates the size of the models, that is, the number of the stored examples for the NTL-module, the number of the hidden units for the G-module, and the total of the both numbers for GLLL2. The vertical axis indicates the output accuracy for unknown test inputs. The results of two trials per size setting are plotted for each model. Randomly generated 6000 examples constitute a training example set. The accuracies of GLLL2 and of the individual NTL-module were computed after a single presentation of the training example set, while accuracy of the individual G-module was tested after 100 presentations because the learning speed of the Gmodule is much slower than that of the NTL-module or GLLL2. The accuracy also depends on the setting of adjustable parameters the models have. A nearly best setting for each condition was selected by trial and error. The result of this experiment demonstrates clearly that the predictive accuracy, the space eciency, and the training eciency of GLLL2 is higher than those of each individual module.
Related Work
Learning Regular and Irregular Examples with Single-Architecture Models Rumelhart et al. (Rumelhart & McClelland, 1986) , and Plunkett et al. (Plunkett & Marchman 1989) insisted that the processing of regular and exceptional items can coexist within a single back-propagation network. Kruschke (Kruschke 1991) proposed a model of human category learning based on exemplar-based representation. Plaut et al. (Plaut & McClelland 1993) showed that an attractor network can be trained to perform quasi-regular tasks.
Although their models succeeded in learning regular and irregular examples, the result of experiment 2 in The predictive accuracy, the space eciency, and the training eciency of GLLL2 is higher than those of each individual module. The accuracies of GLLL2 and of the individual NTL-module were computed after a single presentation of a training example set, while the accuracy of the individual G-module was tested after 100 presentations because the learning speed of the G-module is much slower than that of the NTL-module or GLLL2.
the previous section indicates that single-architecture models tend to be poor in accuracy and eciency.
Modularized Models
Pinker (Pinker 1991) insisted that the dissociations between regular and irregular inection are evidence for the existence of separate neural subsystems for regular and exceptional items respectively. McClelland et al. (McClelland, McNaughton & O'Reilly 1994 ) also suggest that the neocortex may be optimized for the gradual discovery of the shared structure of events and experiences, and that the hippocampal system is there to provide a mechanism for rapid acquisition of new information without interference with previously discovered regularities.
Golding et al. (Golding & Rosenbloom 1991) combined a case-based reasoning system that memorizes exceptions, and a rule-based system that works as defaults. Rules are given beforehand in their system, while rules are implicitly learned in our system. Wolpert (Wolpert 1992 ) and Zhang et al. (Zhang, Mesirov & Waltz 1992) proposed learning systems composed of separate expert modules and a combiner. First, each expert module independently learns, then the combiner learns to produce the nal output from the outputs of the expert modules. Because of this two-stage learning procedure, their systems may have higher accuracy than GLLL2. However, their learning algorithms are not incremental, while our algorithm is incremental and much more ecient. Lee et al. (Lee & Wang 1993 ) also proposed a neural network classier by combining hyperplane with exemplar approach that are not incremental either.
Jacobs et al. (Jacobs & Jordan 1993) proposed a learning system composed of a share network, many expert networks, and a gating network. The modular architecture with a share network is a system that dedicates the share network to learning the common features of a set of tasks and dedicates other expert networks to learning the features that are unique to each task. Kruschke et al. (Kruschke & Erickson 1994 ) also proposed a combination of a global and a local learning module using the competitive gating mechanisms. They need to specify the number of expert networks or the number of exemplar nodes beforehand in their systems, while we need not do so in GLLL2.
French (French 1995) proposed an interactive tandem-network architecture, consists of two continually interacting networks, one { the LTM network { dynamically storing prototypes of the patterns learned, the other { the STM network { being responsible for short-term learning of new patterns. We believe that our architecture is more appropriate for learning exceptions than his architecture, because his architecture does not use a network of local representation.
Noise-Tolerant Instance-Based Learning
Since instance-based learning algorithms are highly sensitive to noisy training examples, several noisetolerant extensions have been proposed.
Aha and Kibler's extension (Aha & Kibler 1989) requires evidence that saved examples be signicantly good classiers before it allows them to be used for subsequent classication tasks, and it discards those saved examples that appear to be noisy (i.e., those examples whose classication performance is poor after several classication attempts). However, their noisetolerating extension has several limitations: 1) it has no means of distinguishing exceptions from noise, 2) it has a side eect of making true boundaries vague, and 3) the criterion they use to drop noisy examples is based on class frequency, which seems to be not appropriate, adequate examples are once saved.
Okamoto's noise-tolerant extension (Okamoto 1990 ) decides whether to shrink the inuence region of a saved example or not in accordance with the classication record for the example, discards those saved examples whose inuence region becomes small, and among saved examples, one that has the smallest value of d ie 0r e decides the output, where d ie is the distance between the point of an input i and the site of a stored example e, and r e is the radius of the inuence region of the stored example. His extension also has several limitations: 1) it has no means of distinguishing exceptions from noise, 2) it has a side eect of making true boundaries vague, 3) the criterion he uses to drop examples is not appropriate, if the distribution of examples is not uniform, and 4) the criterion for deciding outputs is not appropriate because examples with small inuence regions are too lightly treated.
Cost et al.'s algorithm (Cost & Salzberg 1993) attaches weights to saved exemplars according to their performance history: reliable exemplars are given smaller weights, making them appear closer to a new example. This method is eective in dealing with exceptional instances to a certain extent, whereas it is not appropriate for ignoring noisy instances.
Scoeld et al.'s extension (Scoeld et al. 1988 ) employs square-well potential whose depth is proportional to the frequency of correct uses of a exemplar. This method aims at learning the probability distributions of non-separable point sets, and hence it is not suitable for dealing with noise and exceptions.
In comparison with these extensions, our extension has a characteristic feature that distinguishes exceptions from noise based on the distribution of incorrectly classied inputs in the inuence region of each stored example.
Conclusion
We proposed GLLL2, a noise-tolerant hybrid architecture of a global and a local learning module, which learns default and exceptional knowledge respectively from examples. We explained the process in which training examples are formed into default and exceptional knowledge. The results of experiments demonstrated that the predictive accuracy, the space eciency, and the training eciency of GLLL2 is higher than those of each individual module.
Currently we are making experiments on the eect of the second and the third respects of the noise-tolerant extension of the NTL-module, which respects were described in the second section. Preliminary results show that in most cases, each of the second and the third respects of the extension is eective for improving the predictive accuracy, and that there are some cases in which the employment of the both respects has an additive eect.
We are going to apply GLLL2 to real world applications such as CAD systems, and we have a further plan to combine GLLL2 with a rule-based reasoning system (Oka 1991) .
