We use a new eigenvalue concentration bound for the fluctuation of the sample mean of the random extternal potential in the multi-particle Anderson model and prove the spectral exponential and the strong dynamical localization. The results just need some weaker condition on the distribution function of the sample including a large class of probability distribution such as log-Hölder continuous or Lipshitz continuous. The method also apply to i.i.d. random Gaussian potential with independent fluctuations.
Introduction and the results
In this paper we consider the multi-particle discrete Anderson model with Gaussian random external potentials and using a result on concentration of eigenvalues [4] , we prove the spectral exponential and the strong dynamical localization at low energy.
The novelty of the paper is that the results are applicable to the Gaussian sample mean with independent fluctuations as in the paper [5] where localization has been obtained in the high disorder limit. This paper under the low energy regime complements that work.
In some numerous previous works in this direction [1] [2] [3] [6] [7] [8] [9] , the authors do not treat the case of the sample mean with fluctuations such as the Gaussian random potentials.
In our earlier works [11] [12] [13] [14] , we just consider the classical standard Anderson model with either i.i.d. or correlated random external potential without the consideration of the Gaussian sample mean which remains a more complicated situation in the mathematics of disordered quantum systems.
For the validity of the new eigenvalue concentration bound, we need a very general hypothesis on the conditional probability of the fluctuation of the sample mean. This last assumption is much weaker than Hölder or even log-Hölder continuity and cover a larger class of discrete random Anderson models than in the papers [15] [16] [17] [18] .
The proof of our localization results use a different form of the multi-scale analysis following the scheme developed in the paper [5] and extend it to the low energy regime. In the case of random i.i.d. random potential in the Anderson model with 0 mean and unit variance, the sample mean is Gaussian random variable with a bounded probability density.
Let us now discuss on the structure of the paper. Our main results are Theorem 1.1 the exponential spectral localization and Theorem 1.2 the strong dynamical localization at low energy. The next Section, Section 2 is devoted to the multi-scale analysis scheme. In Section 3 we present the multi-particle multi-scale induction step while in Sections 4 we prove the localization results.
1.1. The model. We fix the number of particles N ≥ 2. We are concern with multi-particle random Schrödinger operators of the following form:
acting in ℓ 2 ((Z d ) N ). Sometimes, we will use the identification (Z d ) N ∼ = Z N d . Above, ∆ is the Laplacian on Z N d , U represents the inter-particle interaction which acts as multiplication operator in ℓ 2 (Z N d ). Additional information on U is given in the assumptions. V is multi-particle random external potential also acting as multiplication operator on ℓ 2 (Z N d ). For x = (x 1 , . . . , x N ) ∈ (R d ) N , V(x) = V (x 1 ) + · · · + V (x N ) and {V (x, ω), x ∈ Z d } is a random stochastic process relative to some probability space (Ω, B, P).
Observe that the non-interacting Hamiltonian H (N ) 0 (ω) can be written as a tensor product:
where,
We will also consider random Hamiltoninans H (n) (ω), n = 1, . . . , N defined similarly. Denote by |·| the max-norm in R nd Denote by D the principal diagonal on
Using the symmetry of the random potential V(
1.2. Some basic geometry and the assumptions. The multi-particle multiscale analysis required the consideration of lattice cubes: for u ∈ Z nd with coordinates {u 1 , . . . , u n } ⊂ Z d and given L ∈ (0, ∞) set,
L (u) we denote the n-particle cube, i.e., C (n)
We define the boundary of the domain C (n)
and its external boundary by
The potential of inter-particle interaction
is bounded and of the form
where the points {x i , i = 1 . . . , n} represent the coordinates of x ∈ (Z d ) n and Φ : N → R + is a compactly supported non-negative function:
r 0 refers as the "range" of the interaction U.
We will make use of the following notations. Given a parallelepiped Q ⊂ Z d , we denote by ξ Q (ω) the sample mean of the random field V over Q.
and consider the fluctuations of the random potential V relative to the sample mean
and denote by F V,Q the sigma algebra generated by
The random potential is assumed to satisfy the following condition:
(CMν) Conditional probability distribution. For any R ≥ 0 there exists a function ν R : R + → R + which equals zero at 0 and such that ∀Q ⊂ Z d with diam(Q) ≤ R, we have that:
This condition is useless if ν R (s) → 0 too slowly as s → 0. For that reason we make use of the following condition
with A ∈ (0, ∞) and sufficiently large positive B such that with P-probability 1:
0 , E * ] is exponentially decaying fast at infinity: There exists a non-random constant m and a positive random constant C i (ω) such that 
The multi-particle multi-scale analysis scheme
We define the restriction of the Hamiltonian H (n) to C (n) (u) by H (n) (u) ) and its resolvent by 
is some fixed number. In this paper, α = 3/2. 
Now we are ready to present our key bound on the multi-particle multi-scale analysis. The bound is obtain by an induction procedure in both the traditional length scale and alsoon the numder of particle for a fixed number of particle N and fixed parameter m in the decay of the Green functions. We summarize it the following:
(DS.k, n, N ). For any pair of 2nL k -distant pairs of n-particle cubes C (n) [4] ] Assume that the random potential satisfies assumption (CMν), then for any pair of n-particle operators n = 1, . . . , N H [14] ] Let 1 ≤ n ≤ N . Under assumptions (I) and (CMν), we have with probability one:
be a random single-particle lattice Schrödinger operator in ℓ 2 (Z d ). Assume that the random variables V (x, ω) are i.i.d. and non-negative. Then, for any positive C there exist arbitrary large L 0 (C) and positive constants C 1 , c such that for any cube C
Proof. It follows from equation (11.23) from the proof of Theorem 11.4 in [17] . The absolute continuity of the distribution of the random variables is not required for this result, so it applies to our model. Lemma [14] ] Let H (n) (ω) = −∆ + V (x 1 , ω) + · · · + V (x n , ω) + U(x) be an n-particle random Schrödinger operator in ℓ 2 (Z nd ) where U and V satisfy (I) and (CMν) respectively. Then, for any positive C there exist arbitrary large L 0 (C) and positive constants C 1 , c such thatfor any cube C (n) Proof
1 This includes the cases of single-particle and multi-particle operators, that differ only by their potentials. 2 
. This proves the claim since the probability of two cubes to be singular at the same energy is bounded by the probability of either one of them to be singular.
In the rest of the paper, the parameters m and E * are as in Theorem 2.3.
Multi-particle multi-scale induction
We begin by presenting the key well-known facts concerning the induction step of the multi-scale analysis namely the geometric resolvent identity and inequality. The bounds rely to the property of non-singularity between a given cube and its sub-cubes. Let be given a cube C (n)
Now, we can deduce the Geometric resolvent inequality
We also have the Geometric resolvent inequality for the eigenfunctions. Consider an eigenfunction Ψ i of the operator H we have that
yielding the geometric resolvent inequality for eigenfunctions (3.7)
The proof of these bounds on the geometric resolvent estimates can be found in the book by Kirsch [17] .
Radial descent bounds.
Here we present a radial descent bound which encapsulates previous method of the multi-particle multi-scale analysis such as method developed for example in the papers [8, 9] .
The new method originally extended in the work [4, 5] do not need a difficult property of separable pairs of cubes and use a much weaker assumptions on the conditional distribution of the sample mean. The radial descent bound uses a subharmonicity property. For that reason, we introduce 
Assume that the cℓ-neighborhood of the set S can be covered by a collection A of annuli
Proof. We will just consider non-negative function f instead we can use |f |. Let a function f : C 
Next W (S ′′ ) ≤ W A , since the annuli, A i ∈ A by assumption, covers the cℓneighborhood of the set S. Thus,
which ends the proof of Lemma 3.1.
We use Lemma 3.1 to prove the following result. 
Localization bounds for decomposable systems PI cubes.
At the beginning of the multi-scale analysis we need the systems of the particles to be decomposable into two non-interacting subsystems. Such systems of cubes will be refer as PI cubes.
Definition 3.2.
(i) Let n ′ ∈ {1, . . . , N − 1}, ≥ 0 and u ′ = (u 1 , . . . , u n ′ ) ∈ Z n ′ d . Given a positive m the n ′ -particle cube C (n ′ )
is called m-partially tunnelling (m-PT) if for some permutation τ ∈ S N acting on u = (u 1 , . . . , u n ) and some n ′ , n ′′ ≥ 1, it admits a representation [14] ] Let E ∈ I and consider an n-particle cube C (n)
, with n ′ , n ′′ ≥ 1 and a sample of potential V (·, ω) such that (DS.k,n',N) holds true for 1 ≤ n ′ ≤ n − 1 and [5, 14] ]
Introduce the following variable, depending on the sample V (·, ω) 
The proof uses the fact that distant projections of FI cubes lead to independent samples of the potential V . We see that with high probability M P I + M F I ≤ 4
Theorem 3.1. Suppose that the bound (DS.k,n,N) holds true for some k ≥ 0. Then the bound (DS.k+1,n,N) also holds true for all 2N L k+1 -distant pairs of FI cubes.
L k+1 (y). Both of them are (E, m)-singular for some E ∈ I only if at least one of the following events occurs:
(1) for some E ∈ I, both C (n)
L k+1 (y), I) ≥ 2 By Theorem 2.1 the probability of the envents (1) can be bounded by 1 4 L −2p k+1 . Further, it follows from Lemma 3.6 and lemma 3.5 that the probability of the event (2) as well as the event (3) is bounded by
Thus the cubes C Proof. We can assume that the cube C L k+1 (y) is partially tunnelling The probabilities of the events (1) and (2) can be estimated exactly as in the proof of Lemma 3.6 so that their sum is bounded by 1 2 L −2p k+1 . By inductive assumption (DS.k',n,N), k ′ ≥ 0 on systems with n ≤ N particles, the event (3) has probability bounded by 1 4 L −2p k+1 . Finally the Lemma follows by combining the above estimates.
3.5.
Conclusion. Finally, we have proved that for any n = 1, . . . , N the multi-scale analysis estimates (DS.k,n,N) holds ture for all k ≥ 0.
Proofs of the multi-particle localization results
The derivation of the spectral exponential localization given the results of the multi-scale analysis has been obtained originally in the paper [9, 15] for the singleparticle models and in [7, 8] in the multi-scale Anderson model. In this paper we prove using the bounds on the resonances for large multi-particle systems the localization for distant pairs of cubes without the condition of separability. This property is encountered by a new multi-scale analysis scheme using distant pairs of cubes.
4.1.
Proof of the exponential localization. It is plain that for almost every generalized eigenfunction Ψ of the operator H (n) (ω) is polynomially bounded
So it suffices to show that every polynomially bounded solution of the equation H (N ) Ψ = EΨ with E ∈ I is exponentially decaying fast at infinity. For any nonzero eigenfunction Ψ there exists a point uZ N d with Ψ(u) = 0. Let k 0 ≥ 0 be an integer such that the cube C 
L k−1 (0). Thus the non-singularity property implies that for all points x ∈ C (N )
leading to Ψ(u) = 0 in contradiction with the choice of the point u. Now set α ′ = 9/8 ≤ α for all k ≥ k 1 we consider the events:
) and p ≥ 3N dα ≥ N dαα ′ . It follows from the Borel-Cantelli Lemma that P{Ω} = 1 and for every ω ∈Ω there exists k 2 ≥ k 1 such that no cubes C (N ) Lj+1 (0) with j ≥ k 2 contains a pair of (E, m)-S cubes of radius L j at distance ≤ 2N L j . Next, we are able to introduce annuli
Assume that x ∈ A j for some j, so that the cubes C (N ) L k+1 (0) and C (N ) 
which ends the proof of Theorem 1.1.
4.2.
Proof of the dynamical localization. We are now ready to prove the dynamical localization with method developed for example in the particle localization theory with the multi-scale analysis, see for example [4, 17, 18] . Before we need one more assumption on the random Hamiltonian, 
and consider the annuli 
Since Φ n ∈ ℓ 2 (Z N d ), such centers exists and since Φ n = 1, the number of centers of localization x n,a for a given n must be finite. 
Assume the contrary. Then the GRI for eigenfunction combine with the non-singularity condition implies that, for L k large enough,
which contradicts the definition of a center of localization.
Denote by x n,1 , the center of localization closed to the origin. This center might be not unique and it does not matter. Fix k 0 as in Lemma 4.2 and define
Lemma 4.3. There exists j 0 = j 0 (m, α, d) large enough such that for j ≥ j 0 , j ≥ k and x n,1 ∈ C (N )
Proof. Using the annuli M k , we can write we will show that each term in the left hand side is bigger than 1/2/ Indeed, by Lemma 4.3
(0) Φ n , Φ n ) − 
