Abstract
Introduction

22
Recent advancements in genome editing with CRISPR (clustered regularly interspaced short palin- simultaneously with the entire intervening sequence deleted during NHEJ. In addition, once the 50 nucleotide sequence for a target is modified, Cas9 is no longer able to cut the target. Thus sites 51 are not independent, the mutation process is irreversible, and cuts can introduce long insertion 52 and/or deletions. In contrast, the classical phylogenetic assumptions are that individual nucleotide 53 positions are independent and that the mutation process is reversible and only introduces point 
58
In this paper, we introduce GAPML (GESTALT analysis using penalized Maximum Likelihood), a 59 statistical model for GESTALT and tree-estimation method (including topology and branch lengths) 60 by an iterative procedure based on maximum likelihood estimation. We model barcode mutations • (target-rate) the cut rates only depend on which targets are active (i.e. able to be cut) 67 • (indel-probability) the conditional probability that an indel is introduced only depends on which 68 targets were cut.
69
From these assumptions, we show that the Markov process is "lumpable" and the aggregated setting where the tree topology is unknown. 76 We validate our method on simulated and empirical data. In simulations, our method is 77 more accurate than current tree-estimation methods. In addition, we reconstruct cell lineage 78 trees of transgenic zebrafish from McKenna et al. [2016] and show that our trees better reflect 79 the known biology of zebrafish development. Based on these results, we conclude that with 80 appropriate statistical techniques it is possible to reconstruct an accurate cell lineage tree with 81 current GESTALT technology, which addresses some concerns raised in Salvador-Martínez et al.
82
[2018]. Our simulation engine and estimation method are available on Github (https://github.com/ 83 matsengrp/gestaltamania).
84
Results
85
Brief description of our probabilistic GESTALT evolution model 86 We model the GESTALT barcode (see . An unmodified array of CRISPR/Cas9 target sites (i.e., a GESTALT barcode) is engineered into an organism's genome. CRISPR/Cas9 enzyme complex with corresponding guide sequences are directed to make double-stranded breaks in the barcode. These breaks are repaired in an error-prone fashion resulting in insertions and deletions at target sites. These insertions and deletions will accumulate in a lineage specific fashion, passed from mother to daughter cell, and further insertions and deletions can add additional information. These integrated barcodes can then be recovered by DNA sequencing at the timepoint of interest.
sequences depends on the entire sequence and each target is associated with a separate cut rate.
92
If multiple copies of the barcode are used, we assume the barcodes are on separate chromosomes 93 or are sufficiently far apart that they act in an independent and identically distributed (iid) manner. 94 We use this Markov model for GESTALT barcodes evolving along a cell lineage tree where the To estimate this subtree, our method needs to calculate the likelihood of possible trees and 100 model parameters, which requires an enumeration of the possible barcodes at each internal node.
101
However a full enumeration is infeasible. For example, a double cut (transition (2) described above) 102 could remove one or more targets, which could have themselves been modified in an infinite 103 number of possible ways before the double cut erased this history. 104 We have carefully chosen our assumptions to make this likelihood tractable yet maintain 105 biological realism. Briefly, under the target-rate and indel-probability assumptions, we can group 106 states together if they share the same set of unmodified targets to calculate the likelihood more 107 efficiently, a property known more formally known as "lumpability" (Figure 2 ). Since the number 108 of targets in a barcode is typically small (e.g. 10 targets per barcode in McKenna et al. [2016] , 109 Schmidt et al. [2017] ), calculating the likelihood becomes computationally feasible. In addition, the 110 outermost-cut assumption allows us to exclude many groups from the likelihood computation so 111 that the number of enumerated groups at most internal nodes is typically linear in the number of 112 unique indels.
113
A maximum-likelihood tree estimation procedure 114 We follow current best practice for maximum-likelihood phylogenetics by optimizing the tree and 115 mutation parameters of our model using a hill-climbing iterative search over tree space. First, we 116 initialize the tree topology by selecting a random parsimony-optimal tree from C-S parsimony. At 117 each subtree prune and regraft (SPR) iteration, we select a random subtree and regraft where the 118 penalized log likelihood is highest (Figure 3c ). The method stops when the tree no longer changes.
119
At each iteration, we only consider SPR moves that preserve the parsimony score as we have 120 found that the parsimony-optimal trees tend to have the highest likelihoods ( Figure 18 ). The entire 121 algorithm is presented in Algorithm 1. We discuss some important details of our method below.
122
We maximize a penalized log likelihood as opposed to the unpenalized version since the latter 123 tends to give unstable and inaccurate estimates when the dataset is generated by a small number 124 of barcodes. In particular, the length of the leaf branches and the variance of the target rates An example of lumping together barcodes that share the same target activity. The two outer boxes correspond to two of the lumped states. The left box is the grouped state for possible ancestral barcode states where the second target is no longer active, while the right box represents when the second, fourth, and fifth targets are no longer active. The arrows represent possible transitions and the color represents the transition rates. Notice that each barcode in the left box has the same set of outgoing arrows. To show that the states are lumpable, we show that the total transition rate out of a barcode in the left box to the right box is the same for all barcodes in the left box. differences in branch lengths and target cut rates. Penalization introduces a slight complication 127 since certain candidate SPR moves have naturally larger penalties. In order to make the penalty 128 comparable between candidate SPR moves, we randomly select a leaf in the subtree and apply the 129 candidate SPR moves only to that single leaf. When scoring the SPR moves, the penalty is calculated 130 for the shared subtree, i.e. the tree where we ignore the random leaf. Finally, we regraft the entire 131 subtree where the penalized log likelihood is highest.
132
Our method is able to estimate the tree at a finer resolution than existing methods (Figure 3a) . 133 The most commonly used method, C-S parsimony, produces estimates at the coarsest resolution: 
Simulation engine and results
144
We built a simulation engine of the GESTALT mutation process during embryonic development.
145
Since cell divisions during embryonic development begin in a fast metasynchronous fashion and 146 gradually become more asynchronous [Moody, 1998 ], the simulation engine generates a cell lineage 147 tree by performing a sequence of synchronous cell divisions followed by a birth-death process 148 where the birth rate decays with time. We mutate the barcode along this cell lineage tree according 149 to our model of the GESTALT mutation process. The simulation engine can generate data that 150 closely resembles the data collected from zebrafish embryos in McKenna et al. [2016] (Figure 4a ). 151 We can input different barcode designs into the simulation engine to understand how they affect 152 our ability to reconstruct the cell lineage tree. 153 We used our simulation engine to assess the validity and accuracy of the estimated model 154 parameters and tree. Because our method infers branch lengths, we evaluate the accuracy using node height correlation (see Figure 15) . We compare our method to a simpler model-free approach: 157 estimating the tree topology using C-S parsimony [ (a) We show the subtree of a full cell lineage tree (top) at different resolutions. The highest resolution preserves the bifurcating tree structure (left). The lowest resolution preserves very coarse order information by collapsing a subtree into a multifurcating node (right). In between these two resolutions, we can project the tree onto the space of caterpillar trees and preserve the ordering information between nodes (middle).
… (b)
We resolve each multifurcation in the tree into a caterpillar tree, which places all the children nodes along a central path. This central path, called a caterpillar spine, is indicated by the bold lines in the trees on the right. There are many possible orderings in a caterpillar tree. Here we show two such orderings. Our method chooses the ordering that maximizes the penalized log likelihood.
SPR1 score = -100.1 SPR2 score = -98.9
SPR3 score = -101.2
Original tree New tree (c) To tune the tree topology, we select a random subtree (left) and score possible SPR moves that preserve the parsimony score by selecting a random subleaf and calculating the maximized penalized log likelihood of the resulting tree (middle). We then update the tree by applying the SPR move with the highest score (right). 
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Penalty on branch lengths and mutation parameters end for Update the tree by performing the SPR move on the subtree that maximizes the score end for package ape) to estimate branch lengths [Sanderson, 2002] . We will refer to these two approaches (endodermal), the heart and blood (mesodermal), and the gills (neural crest, with contributions 184 from other germ layers). The heart was further divided into four samples-a piece of heart tissue, (a) A comparison of summary statistics on the simulated data (each thin line is a replicate; color used only to aid in distinguishing between replicates) vs. 250 randomly selected alleles from the first dome fish (bolded line). We generated data from our simulation engine and randomly sampled leaves to obtain around 250 unique alleles. The distribution of inactive targets and allele abundances (the number of times an allele is observed) are similar.
(b) Results for data simulated from a barcode with six targets and randomly sampled to obtain roughly 100 unique alleles. The performance of GAPML improves with the number of barcodes. GAPML performs significantly better than the other methods in terms of BHV (top) and the internal node height correlation metrics (middle). The methods are hard to distinguish with respect to the Robinson-Foulds (RF) metric (bottom). 
Method
204
GAPML estimates similar mutation parameters across fish replicates.
205
For each time point, the fish replicates were traced using the same GESTALT barcode and processed 206 using the same experimental protocol (Table 6a) . We compared the estimated target rates from our (a) Estimated correlations between the number of descendant cell types/germ layers vs. the time of internal nodes in the tree. Since some tree topologies naturally have higher correlations, we also show the correlation when cell types are shuffled and branch lengths are randomly assigned. The p-value for each tree is calculated with respect to their respective randomly shuffled trees.
(b) Box plots of the internal node times in the estimated tree for the first adult fish using GAPML, where nodes are grouped by the number of descendant cell types (left column) and the number of descendant germ layers (right column). The distance matrix also shows that the GFP+ cardiomyocytes tend to be farthest away from show, will only improve as experimental approaches becomes more sophisticated.
269
The full cell lineage tree estimated using GAPML for the first adult zebrafish provides significantly Analysis of GESTALT barcode mutation parameters 288 Finally, our model's estimated target cut rate parameters (Table 1) provide an interesting resource 289 when considering redesigns of the GESTALT barcode. Here we focus on the GESTALT barcode in the 290 adult fish. The estimated target cut rates were very similar across the two fish replicates. 291 We estimated very different cut rates across the ten targets. Target 1 and 9 had the highest cut 292 rates; target 3 had the lowest cut rate. The ratio between the highest and lowest cut rates is at least 293 10 in both fish, i.e. a deletion at target 1 is at least 10 times more likely to occur than at target 3. In 294 terms of the tree estimation, the targets with high cut rates mainly help capture early cell divisions 295 whereas targets with low cut rates tend to capture late cell divisions. Having a broad spectrum of 296 target cut rates is useful for capturing cell divisions throughout the tree, though the specific details 297 depends on the true tree. Our simulation engine may be useful for understanding how variation in 298 the target rates affects estimation accuracy under various conditions.
299
The double cut rate is similar across the fish. The rate is quite high: For the first adult fish, the 300 double cut rate of 0.076 means that the probability of introducing a single-target indel as opposed 301 to an inter-target indel in an unmodified barcode is 59%. To counter this, we can decrease the 302 number of long inter-target deletions (and the number of masked events) by placing high cut-rate 303 targets closer together in the barcode. One potentially helpful barcode design is to place the highest 304 cut-rate targets in the center and the lowest cut-rate targets on the outside. Alternatively, designers 305 could arrange the targets from highest to lowest cut rate. Table 1 shows that the current barcode 306 design is counter to our suggestion, as the two targets with the highest cut rates in the two adult 307 fish are targets 1 and 9. 308 The characterization of target efficiencies in a compact multi-target barcode is challenging 
GESTALT framework and definitions
378
In this section, we present mathematical definitions for the many components in GESTALT, though Table 2 briefly   385 summarizes the definitions used in the paper.
386
The unmodified barcode is a nucleotide sequence where disjoint subsequences are des- 
We now introduce the rules governing how alleles change through the introduction of indel Assumption 2 (target-rates) The hazard of introducing any indel tract from a target tract only depends on which targets are active (indel-probability) Conditional probability that an indel is introduced only depends on the target tract that was introduced Definition 2 + Lemma 3 (Lumpability) For each branch, the transitions between meta-states, which aggregate possible barcode states by target status, follow a Markov process.
Theorem 1
The likelihood can be computed with respect to the meta-states using Felsenstein's pruning algorithm.
Lemma 2
We can efficiently construct the states to sum over for approximating the likelihood. If 
454
This assumption limits the possible mutation histories of the alleles. Note that Assumption 1 still allows indel tracts to deactivate targets immediately neighboring the cut site. That is, an indel tract
can either have a short deletion to the left so that target 0 − 1 is unaffected or a long deletion to the left such that target 0 − 1 is deactivated, i.e. has a short left deletion if 0 ∈ pos( 0 )
has a long left deletion if 0 ∈ pos( 0 − 1)
We can have similar short and long deletions to the right.
455
For the second assumption, let us introduce the concept of a target tract, which is a set of indel tracts that cut the same target(s) and deactivate the same target(s). A target tract, denoted
], is the set of all indel tracts that cut targets 0 and 1 and delete nucleotides such that targets 
Note that we always have that
. Each indel tract belongs to a single target tract; we 456 denote its associated target tract by TT( ).
457
This second assumption decomposes the mutation process into a two-step process where 458 targets are cut and then indels are introduced; and combines the target-rate and indel-probability 459 assumptions. In particular, the assumption states that the instantaneous rate of introducing an 460 indel tract can be factorized into the rate of introducing any indel tract from a target tract, which 461 depends on the target status of the current allele, and the conditional probability of introducing an 462 indel tract which only depends on the target tract.
463
Assumption 2 (rate-rate, indel-probability). Let be any allele, be any indel tract that can be introduced into , and be the target tract TT( ). The instantaneous rate of introducing indel tract in allele ( ) = can be factorized into two terms: first, a function ℎ that only depends on , TargStat( ),
and time , then second, the conditional probability of introducing given :
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Thus the instantaneous rate of introducing only depends the allele through its target status. 465 Using this assumption, we will show that the mutation process is equivalent to a continuous time 466 Markov chain where we lump together possible allele states that share the same target status.
467
Likelihood approximation: summing over likely ancestral states 468 The likelihood of a given tree and mutation parameters is the sum of the probability of the data 469 over all possible mutation histories. There are many possible ancestral states since inter-target 470 deletions can mask previously-introduced indel tracts. In this section, we present an approximation 471 of the likelihood that only sums over the likely ancestral states and ignores those with very small 472 probabilities. We also provide a simple algorithm that efficiently specifies the set of these likely 473 states, which is useful when we actually implement the (approximate) likelihood calculation. 474 We first address the problem that inter-target indel tracts have too many possible histories 
483
Note that this approximation strictly lower bounds the full likelihood since we sum over a subset of 484 the possible histories.
485
Based on Approximation 1, we define a partial ordering between alleles. Given two alleles , ′ ∈ Ω, we use ′ ⪰ to indicate that can transition to the allele ′ without merging indel tracts, i.e. there is a sequence of indel tracts { } =1 such that
where no indel tracts merge.
486
Now we present an algorithm to concisely express the set of alleles that are summed over at each internal node under Approximation 1. For the tree and observed alleles Leaves( ) , define the set of likely ancestral states at each internal node as AncState ; , Leaves( ) = ∈ Ω ∶ ⪯ ∀ ∈ Leaves( ) .
We define AncState(⋅) over leaf nodes in the same way as (7), but we interpret this set as the (b) Bottom: An example of an allele with two indel tracts 1 and 2 where 1 must have been introduced before 2 , because 1 cuts target 2 while 2 deactivates target 2 through 4. Top: A two-leaf tree where one leaf is the example allele and the other leaf is an allele with only 2 . Since 1 must be introduced before 2 , the only possible ancestral state of the parent is an unmodified allele. On the other hand, if 2 did not overlap with pos(2), we can simply take the intersection of the two alleles to get a possible ancestral state. • singleton-wildcard SGWC[ 0 , 1 , , 0 , 1 ]: the union of the singleton set {IT[ 0 , 1 , , 0 , 1 ]} and its inner wildcard, if it exists:
The singleton of singleton-wildcard (9) refers to {IT[ 0 , 1 , , 0 , 1 ]} and the inner wildcard of a Given a set of indel tracts , let the alleles generated by , denoted Alleles( ), be the set of alleles that can be created using subsets of , i.e. Alleles( ) is
We are interested in wildcards and singleton-wildcards because for any leaf node with indel tracts are the non-empty intersections of
For efficiency reasons, we are not satisfied with computing supersets of AncState(⋅); rather, we would like to concisely express the set of alleles that is exactly equal to AncState(⋅). The only case in which the algorithm computes a strict superset of AncState( ) is when the alelles observed at the leaves of imply that the observed indel tracts must be introduced in a particular order. For example, if an allele has indel tracts 1 and 2 , we know that 1 must be introduced before 2 if 1 cuts target and 2 deactivates target (Figure 12b ). Due to this ordering, we may find that the same indel tract observed in two alleles must have been introduced independently (also known as homoplasy in the phylogenetics literature). To indicate such orderings, we use the notation ∈ ⇒ ′ ∈ to denote that "if indel tract is in allele , then indel tract ′ must also be in ." The set of alleles respecting this ordering constraint is denoted
Per this definition, Order( ⇒ ′ ) contains all alleles that do not include .
509
The following lemma builds on Lemma 1 and computes the sets exactly equal to AncState(⋅ 
Now that we've shown that AncState( ) can be written in terms of disjoint wildcards and singleton-515 wildcards, we introduce one more notation that will be useful later. Define SG( ) to be the singletons 516 from the singleton-wildcards in AncState( ). 
534
There is relatively little work on applying these ideas of lumpability in phylogenetics. (The one application in Davydov et al. [2017] calculates the likelihood of a codon model approximately by assuming states are lumpable, even though this is not necessarily true in their model; here we will show that the states are indeed lumpable.) Here we extend lumpability to the phylogenetics setting where we have different partitions of the state space at each tree node. In particular, for some indexing set , define a partition { ( ; ) ∶ ∈ } of Ω at every node . Lumpability is only useful for efficient phylogenetic likelihood computation if these partitions are compatible with Felsenstein's pruning algorithm [Felsenstein, 1981] . For any ∈ and node , let ( ) be the component of the likelihood for the subtree below for states in partition :
By Felsenstein's algorithm, we have
For lumpability to be useful, we must be able to show that there exists an easy-to-compute weight function ( , , ′ , ) such that
and that for each tree node , (⋅) is indeed lumpable over the partition (⋅; ). Obviously if the 535 partitions are the same across all tree nodes, then we can just set all weights to one. However we 536 will need to construct a different partition for each tree node for the GESTALT likelihood.
537
We propose partitioning Ω at tree node based on whether or not the allele is a likely ancestral Proof. The instantaneous transition rates for an allele ∈ ( ; ) to the set ( ′ ; ) is
If is an indel tract that can be introduced to the allele ∈ ( ; ) and Apply( , ) has target status 550 ′ , then we can introduce the same indel tract to any other allele ′ ∈ ( ; ) and Apply( ′ , ) will also 551 have the target status ′ . Therefore we have proven that (19) must hold for all , ′ ∈ ( ; ).
552
To calculate the hazard rate between these lumped states, we rewrite the summation by grouping indel tracts with the same target tract:
One of the following two cases must be true: Apply( , ′ ) ∈ ( ′ , ) for all ∈ ( , ). In this case, and ′ must be from a wildcard or 562 the inner wildcard of a singleton-wildcard ( and ′ cannot both be from a singleton of a 563 singleton-wildcard since ≠ ′ ). Therefore every indel tract in satisfies Apply( , ) ∈ ( ′ , ) 564 for all ∈ ( , ).
565
Therefore (20) simplifies to
Note that to construct the entire instantaneous transition rate matrix of the aggregated process, 566 we can easily calculate the total transition rate away from a target status and then calculate the 567 transition rate to sink state ( ; ) using the fact that each row sums to zero. The transition rate 568 away from ( ; ) is zero.
569
We are finally ready to combine lumpability with Felsenstein's pruning algorithm. The following 570 theorem provides a recursive algorithm for calculating (6), using results from above.
571
Theorem 1. Suppose the above model assumptions hold. Consider any tree node , target status , and nonempty allele group ( ; ). Denote
If is an internal node, then
where Pr ( ) ∈ ( ′ ; )| (0) ∈ ( ; ) is calculated using the instantaneous transition rates given in
572
Lemma 3.
573
Proof. For any internal node, we know that
(We do not need to sum over the partition ( ; ) since it contributes zero probability.) By irreversibility of the mutation process, ( ; ) ⊆ ( ; ) if is a child of . By (19) in Lemma 3, to choose between all the possible trees (recall that they are parsimony-equivalent).
593
We need an efficient method to select the best ordering in each caterpillar tree since the 
601
To construct a mathematical expression for (23) that is independent of the ordering along 602 caterpillar trees, we first re-parameterize the branch lengths for children of multifurcating nodes.
603
For each child of a multifurcating node, let indicate the distance between the child node and 604 the multifurcating node and ∈ (0, 1) indicate the proportion of distance that is located on the 605 caterpillar spine (Figure 13 ). We can capture all possible orderings in a caterpillar tree by varying 606 the values of these two sets of parameters across the children of a multifurcating node.
607
Next we extend the likelihood calculation in Theorem 1 where the multifurcations are resolved as caterpillar trees and we want to calculate the approximate likelihood (23). We do this by recursing on the analogous quantitỹ ( ) = Pr ( ), alleles are constant on all spines| (0) = .
To calculate (24), we use the recursive relation that̃ ( ) is equal to
where spine = max{ ∶ ∈ children( )}. Using the same machinery in Lemma 3 and Theorem 1, 608 we can then calculate (25) efficiently by grouping ancestral allele states into lumped states. . Parameterization of branch lengths in a caterpillar tree within the context of the entire tree . The rest of the tree is greyed out to draw focus to the caterpillar tree. The bolded path is the caterpillar spine. Each child node of the caterpillar tree is associated with parameters and . is the length of the path from the start of the caterpillar spine to .
is the proportion of this path is along the caterpillar spine. The length of the caterpillar spine, spine , is the maximum value of over all children nodes .
Penalization
610
Our algorithm fits the tree and mutation parameters by maximizing the penalized log likelihood.
611
Penalization improves accuracy when the number of observations is small relative to the number 612 of parameters; GESTALT exhibits this problem because the number of parameters is large and the 613 number of independent barcodes is small (McKenna et al. [2016] only has one barcode).
614
We propose a tree-based penalty that discourages large differences in the branch lengths and the target rates . For multifurcating nodes, the branch lengths include the length of the spine as well as the lengths of branches off of the spine, i.e. (1 − ′ ). Let be the number of branch lengths in . The penalty is then
where 1 , 2 > 0 are penalty parameters.
615
Our penalty on the branch length was also considered in the penalized likelihood framework 616 in Kim and Sanderson [2008] . However the focus of Kim and Sanderson [2008] was to encourage 617 development of methods that were more flexible and had fewer assumptions, rather than to 618 improve estimation in high-dimensional settings. In particular, their work focused on the standard 619 phylogenetic setting in which there are multiple independent sites. However, in the GESTALT setting, 620 the current available datasets were generated using a single barcode and we cannot tune the context of a fixed topology. In our setting the true tree is unknown and we must consider various 624 tree topologies. 625 We found that a major hurdle in applying this penalized likelihood framework is that some 626 topologies will naturally have larger penalties. Therefore we cannot simply choose the tree with 627 the highest penalized log likelihood. Our solution is to perform a hill-climbing iterative search and 628 score topology updates based on the penalized log likelihood where the penalty is restricted to the 629 shared subtree. We found that our method tends to choose topology updates that improve the 630 tree estimate (see Figure 17b ). We can perform cross-validation when there are multiple barcodes. First we partition the barcodes into training and valdation sets and , respectively. Next we fit tree and mutation parameterŝ and̂ , respectively, for each using only the training data. We choose the with the highest validation log likelihood For our simulation studies with two and four barcodes, we used half of the barcodes for the 642 validation set and half for training.
643
Unfortunately cross-validation cannot be utilized when there is a single barcode since we 644 cannot split the dataset by barcodes. Instead we propose a variant of cross-validation described 645 in Algorithm 2. The main differences are that we partition the leaves instead of the barcodes into 646 training and validation sets and , respectively; and we select the best penalty parameter that 647 maximizes the conditional probability of the observed alleles at given the observed alleles at .
648
To partition the leaves, we randomly select a subset of leaf children of each multifurcating node 649 to put in the validation set . We partition leaves in this manner, rather than simply dividing the 650 leaves in half, because we must be able to evaluate (or closely approximate) (27) at the end of 651 Algorithm 2 using the fitted branch length and mutation parameters. That is, we must be able procedure is illustrated in Figure 14 . Note that we do not tune the branch lengths of these validation 657 leaves since it amounts to peeking at the validation data. In our simulations, we found that when 658 tuning the branch lengths to maximize the unpenalized (or penalized) log likelihood, we nearly 659 almost always choose the smallest penalty parameter since it prioritizes maximizing the likelihood 660 and, therefore, (27).
661
To assess each candidate penalty parameter , we compare the conditional probability of the observed alleles at given the observed alleles at . Our motivation is similar to that in crossvalidation: If the alleles are observed from the tree with branch and mutation parameters * and * , we know that
by Jensen's inequality. (Note that this conditional probability is high only for if we have good 662 estimates of both the mutation parameters and branch lengths of leaves . It is not sufficient to 663 only have an accurate estimate of the mutation parameters.) Recall cross-validation is motivated by 664 a similar inequality but uses Pr( ; , ) rather than a conditional probability.
665
From a theoretical standpoint, using (26) to select penalty parameters makes the most sense if 666 we have an unbiased estimate of the expected conditional probability. Unfortunately, in our setting, 667 the conditional probability in (27) 
end for
Return the penalty parameter that maximizes the conditional probability:
1. Partition leaves 2. Fit tree over remaining leaves 3. Regraft held-out leaves Figure 14 . Cross-validation to tune penalty parameters with only one barcode. We split leaves into training and validation sets and , respectively as follows (left): For each multifurcating node, randomly select a subset of its children that are leaves to put in the "validation" set, denoted by the gray boxes. Fit branch lengths and mutation parameters on the subtree over the remaining leaves (middle). Regraft the leaves in the "validation" set back onto the fitted tree (right). Here we discuss the specific implementation we use to model the GESTALT data. We suppose the 677 mutation process is homogeneous and does not depend on . Therefore we will drop the time ] is introduced, we further decompose the rate into a rate ℎ 0 that represents the rate at which the targets 0 and 1 are cut and various scaling factors that control how often deletions are short or long (recall the definition in (3) and (4)):
where 0 and 1 parameterize how often long deletions occur to the left and right, respectively.
682
We specify ℎ 0 using the assumption that the cutting time for target follows an exponential distribution with rate of > 0. For focal target cuts where 0 = 1 , we define
For double cuts at targets 0 and 1 , we suppose the cut time follows an exponential distribution We assume that the deletion lengths follow a zero-inflated, truncated negative binomial distribution; and the insertion lengths follow a zero-inflated negative binomial distribution. Let NB( , ) denote the negative binomial distribution, which is the distribution for the number of successes until failures are observed and is the probability of success. The zero-inflation factor for deletion lengths for focal indel tracts is ,0 and inter-target indel tracts is ,1 , where left and right are indicated by = 0 and = 1, respectively. The zero-inflation factor for insertion lengths is 2,0 = 2,1 . Then for = 0, 1, 2, we define 
Implementation
712
The code is implemented in Python using Tensorflow. We maximize the penalized log likelihood so that the average number of unique observed alleles was around 100 leaves. We refer to this 734 simulation setup as Simulation A. We ran 20 replicates of Simulation A.
735
The results in Figure 4c are from a larger simulation, which we will refer to as Figure 16 . We compare the number of unique alleles obtained GESTALT using a single barcode with many targets versus splitting the targets over multiple independent barcodes. The alleles are simulated on a full binary tree with 1024 leaves. Each line corresponds to a simulation where we iteratively add six targets, either by extending the single barcode or adding another barcode with six targets. A positive difference that the multiple-barcode design has more unique alleles, and vice versa.
(a) Example of how the BHV distance changes as the branch lengths and mutation parameters are updated using gradient descent to maximize the penalized likelihood.
(b) Example of how the BHV distance changes at each SPR iteration, where we select the SPR with the highest likelihood with penalizaton over only the shared tree. (Figure 17a ). In addition, we see that the BHV distance of the tree estimate decreases as 768 Algorithm 1 iteratively performs SPR moves to update the tree topology. Figure 18 . We compare the maximized penalized log likelihood of maximally parsimonious trees to less parsimonious trees. Each simulation replicate, represented by each line, shows four candidate tree topologies, starting from the most parsimonious one ( = 0) to increasingly less parsimonious ones (large differences in parsimony score). The y-value is the maximized penalized log likelihood of the candidate tree topology minus that of the maximally parsimonious tree.
each of tree rearrangement, we fit a model by maximizing the penalized log likelihood. The penalty 775 parameter is the same across all rearrangements. As seen in Figure 18 , the most parsimonious 776 trees have the highest penalized log likelihoods. Since our method aims to select a tree topology 777 that maximizes the penalized log likelihood, it would not benefit from considering SPR moves that 778 make the tree less parsimonious; instead, considering these additional moves would make the 779 method much slower.
780
Zebrafish data analysis 781 For the zebrafish analyses, we estimated the tree over at most 400 randomly selected alleles 782 (without replacement). 50% of the fish in this dataset had fewer than 400 alleles and the median 783 number of unique alleles over the zebrafish datasets was 443. 25% of the fish in this dataset had 784 more than 1000 alleles. We limit the number of alleles analyzed due to runtime restrictions.
785
To test if the fitted trees are recovering similar developmental relationships across fish rather 786 than random noise, we ran a permutation test comparing the correlation between tissue distances 787 from the estimated trees to that from randomly-estimated trees over randomly-shuffled data.
788
More specifically, for a given tree topology, we randomly permute the observed alleles at the were performed using 2000 replicates. 795 We also tested if the Pearson correlation between the number of tissue types/cell types and the 796 internal node times is different from that of random trees. The random trees were generated using 797 the same procedure as above. 798 We conclude by noting that the random trees are generated using the estimated tree topology 
