The success of existing deep-learning based multi-view stereo (MVS) approaches greatly depends on the availability of large-scale supervision in the form of dense depth maps. Such supervision, while not always possible, tends to hinder the generalization ability of the learned models in never-seen-before scenarios. In this paper, we propose the first unsupervised learning based MVS network, which learns the multi-view depth maps from the input multi-view images and does not need ground-truth 3D training data. Our network is symmetric in predicting depth maps for all views simultaneously, where we enforce cross-view consistency of multi-view depth maps during both training and testing stages. Thus, the learned multi-view depth maps naturally comply with the underlying 3D scene geometry. Besides, our network also learns the multi-view occlusion maps, which further improves the robustness of our network in handling real-world occlusions. Experimental results on multiple benchmarking datasets demonstrate the effectiveness of our network and the excellent generalization ability.
Introduction
Multi-view stereo (MVS) targets at reconstructing the observed 3D scene structure from its multi-view images, whereas both the intrinsic calibration and extrinsic calibration between cameras are available. Traditional geometrybased approaches exploit multi-view photometric consistency and various kinds of regularizations/priors [6] . Recently, the success of deep convolutional neural networks (CNNs) in monocular depth estimation [18, 9, 19] and binocular depth estimation [33, 34] has been extended to MVS. Existing deep CNNs based MVS approaches [30, 31, 11, 24] tend to represent MVS as an end-to-end regression problem. By exploiting large-scale ground truth 3D training data, these methods outperform traditional geometrybased approaches and dominate the leading boards on different benchmarking datasets [30, 31] . However, the success of these supervised MVS approaches strongly depends on the availability of large-scale ground-truth 3D training data, which not only not always available but also may further hinder their generalization ability in never-seen-before open-world scenarios [34] . Thus it is highly desired to develop unsupervised learning based MVS approaches.
In this paper, we propose the first unsupervised deep MVS network as shown in Fig. 1 , which could be learned in an end-to-end manner and without using ground-truth depth maps as the supervision signals. We demonstrate that the multi-view image warping errors (photometric consistency across different views) themselves are sufficient to drive a deep network to converge to the correct state that leads to superior MVS performance. Our network structure differs from existing MVS and simple extension of unsupervised binocular stereo matching in the following aspects: a) Our network is symmetric to all the views, i.e., it treats each view equivalently and predicts the depth map for each view simultaneously. Existing supervised learning based MVS methods [30, 31, 11, 27] apply an "asymmetric" design and infer depth map for the reference image only. Thus, multiple depth maps estimated from different viewpoints do not comply with the same 3D geometry and 3D point clouds processing is required to derive a consistent 3D geometry. We would like to argue that this kind of "centralized" and "asymmetric" design has not fully exploited the multi-view relation encoded in the multi-view images. b) We propose a new cross-view consistency in depth maps building upon our multi-view symmetry network design.
The underlying principle is that as the multi-view images observe the 3D scene structure from different viewpoints, the estimated depth maps from MVS network should be consistent in 3D geometry. As our experiments demonstrate, this consistency plays a key role in strengthening the image warping error and guiding the network to coverage to meaningful states. c) We integrate multi-view occlusion reasoning into our network, which enables us to detect occluded regions by using the cross-view consistency in depth maps. Under our framework, multi-view depth maps prediction and occlusion reasoning are alternatively updated. Figure 1 . Our unsupervised deep multi-view stereo network architecture. Our network consists of five modules, namely, feature extraction, guidance and differentiable homography, cost volume regularization, spn, and cross-view consistency loss evaluation. Note that, under our symmetric design, our network outputs consistent depth map for each image.
Our main contributions are summarized as follow:
1) We present the first deep unsupervised MVS approach, which naturally fills the gap between traditional geometry-based approaches and deep supervised MVS methods. Our proposed unsupervised method avoids the necessity of large-scale 3D training data. 2) We introduce the cross-view consistency in depth maps and propose a loss function to measure the consistency. We demonstrate that this kind of consistency could be utilized to guide the training of a deep neural network. 3) Expensive experiments conducted on the SUN3D, RGB-D, DTU and Scenes11 benchmarking datasets demonstrate the effectiveness and the excellent generalization ability of our method.
Related Work
MVS has been an active research topic in geometric vision. Existing methods can be roughly classified into two categories: 1) Geometry-based MVS and 2) Supervised learning based MVS. We will also discuss related work in unsupervised monocular and binocular depth estimation. Geometry-based Multi-view Stereo: Traditional MVS methods focus on designing neighbor selection and photometric error measures for efficient and accurate reconstruction [5, 8, 4] . Furukawa et al.
[3] adopted geometric structures to reconstruct textured regions and applied Markov random fields to recover per-view depth maps. Langguth et al. [17] used the shading-aware mechanism to improve the robustness of view selection. Wu et al. [28] utilized the lighting and shadows information to enhance the perfor-mance of the ill-posed region. Michael et al. [10] chose images to match (both at a per-view and per-pixel level) for addressing the dramatic changes in lighting, scale, clutter, and other effects. Schonberger et al. [22] proposed the COLMAP framework, which applied photometric and geometric priors to optimize the view selection and used geometric consistency to refine the depth map. Supervised Deep Multi-view Stereo: Different from the above geometry-based methods, learning-based approaches adopt convolution operation which has powerful feature learning capability for better pair-wise patch matching [32, 12, 14] . Ji et al. [12] pre-warped the multi-view images to 3D space, then used CNNs to regularize the cost volume. Huang et al. [11] proposed DeepMVS, which aggregates information through a set of unordered images. Abhishek et al. [14] directly leveraged camera parameters as the projection operation to form the cost volume, and achieved an end-to-end network. Yao et al.
[30] adopted a variancebased cost metric to aggregate the cost volume, then applied 3D convolutions to regularize and regress the depth map. Im et al.
[24] applied a plane sweeping approach to build a cost volume from deep features, then regularized the cost volume via a context-aware aggregation to improve depth regression. Very recently, Yao et al.
[31] introduced a scalable MVS framework based on the recurrent neural network to reduce the memory-consuming. Unsupervised Geometric Learning: Unsupervised learning has been developed in monocular depth estimation and binocular stereo matching by exploiting the photometric consistency and regularization. Xie et al. [29] proposed Deep3D to automatically convert 2D videos and images to stereoscopic 3D format. Zhou et al. [35] proposed an unsupervised monocular depth prediction method by minimizing the image reconstruction error. Mahjourian et al.
[21] explicitly considered the inferred 3D geometry of the whole scene, where consistency of the estimated 3D point clouds and ego-motion across consecutive frames are enforced. Zhong et al. [33, 34] used the image warping error as the loss function to derive the learning process for estimating the disparity map.
Our Network
In this section, we present our unsupervised learning based multi-view stereo network, MVS 2 , which could be learned without the need of ground truth 3D data. We represent MVS as the task of predicting a depth map for each view simultaneously such that the estimated multiple depth maps comply with the underlying 3D geometry. Our network structure follows the MVSNet model proposed in [30] but with significant modifications to achieve unsupervised MVS with multi-view symmetry, i.e., MVS 2 .
Multi-view Symmetric Network Design
Under the MVS configuration, each image observes the underlying 3D scene structure from different viewpoints. Therefore, the estimated depth maps from MVS network should be consistent in 3D geometry and each depth map estimation is not independent. However, existing deep MVS networks [30, 11, 31] generally apply an "asymmetric" design and infer depth map for each image (termed as "reference image") individually. Thus, multiple depth maps estimated from different viewpoints do not necessarily comply with the same underlying 3D geometry.
In this paper, we propose a de-centralized and multiview symmetric network structure for MVS as illustrated in Fig. 1 . Our network is symmetric to all the views, i.e., it treats each view equivalently and predicts the depth map for each view simultaneously. Our unsupervised deep MVS network consists of five modules, namely, multi-scale feature extraction, cost volume construction, cost volume regularization, depth map refinement through spatial propagation network, and unsupervised loss evaluation. We briefly describe each module with focus on how to achieve multiview symmetry and how to enforce multi-view consistency.
Cost Volume Reconstruction
Under our multi-view symmetry configuration, we need to estimate a depth map for each input view. Following the MVSNet network, a cost volume has to be constructed for each input view. Denote the feature map extracted by feature extraction module for each view as F i ∈ R H×W ×F , where H, W, F denote the image height, image width and feature dimension correspondingly. We adopt the classical plane sweeping based stereo pipeline and use differentiable homography matrix to warp the current image into each of the remaining images as shown in Fig. 2 . Figure 2 . Cost Volume Construction. The per-image cost volume is constructed by calculating the variance of the warped feature maps and the reference feature maps.
In this way, we obtain N − 1 warped feature volumes for each depth value d. We add the current feature volume into the group of warping feature volumes. Denote D as the depth sample number, then we obtain D groups of multiple feature volumes {V ij } j=1,··· ,N . Finally, the multiple feature volumes are aggregated to one cost volume C i ∈R D×H×W ×F by using the variance operation [30] , which has been shown to be better than other operations such as mean or sum operation.
Cost Volume Regularization
The raw cost volume C i aggregated by the variance-based cost metric could be noise-contaminated, so we utilize 3D CNN to regularize each raw cost volume to generate a probability volume. After that, we apply the ArgMin operation to regress the depth map for the current view. The cost volume regularization process is illustrated in Fig. 3 . Figure 3 . The cost volume regularization module. It takes a cost volume as input, and is followed by a series of 3D CNNs.
As shown in Fig. 3 , we apply multi-scale 3D CNN to regularize the cost volume. The multi-scale 3D CNN consists of four-scale, where each convolutional operation is followed by a BN layer and a ReLU layer. On this base, we pass the feature maps between the same scale to form a residual architecture for avoiding losing the critical information. The output of our regularization module is a 1channel volume V with dimension D × 1/4H × 1/4W . Finally, we adopt the regression way to obtain an initial depth map D init . We first use the softmax function along the depth dimension to convert volume V to a probability map P. Then, we apply the ArgMin operation to regress the depth map. The whole process is expressed as:
where d min , d max denote the min and max depth value.
Depth Map Refinement
Even though the initial depth map is already a qualified output, the reconstruction boundaries of the object may suer from over-smoothing due to up-sampling. To tackle this problem and improve the performance, we apply the spatial propagation network (SPN) [20] to refine the initial depth map. In this step, we obtain the guidance from the feature extraction module, and it could produce the affinity matrix which is spatially dependent on the input image. Then, we adopt the affinity matrix to guide the refinement process. Figure 4 . The cross-view depth consistency check process. First, we warp the refined depth map D 1 to other view. Then, we re-warp the warping depth D 1→2 map to current view. Final, we compare the refined depth map D 1 and warping depth map D 2→1 to obtain the mask.
Multi-view Occlusion reasoning
Occlusion is inevitable to MVS, thus we have to decide the occlusion mask to avoid the occluded points from participating in the loss evaluation. Different from the occlusion mask detection based on forward-backward consistency check [23] [36], we exploit pixel-wise cross-view depth consistency to obtain the occlusion mask. Specifically, given a pair of estimated depth maps D i and D j , we can synthesize two versions of D i by using the depth maps and the warping relations W i→j and W j→i . The first order synthesized depth map D i→j is generated by D i and W i→j . The second synthesized depth map D j→i is generated by D i→j and W j→i . The cross-view depth consistency check is illustrated in Fig. 4 . Given perfect depth maps D i and D j , D i and D j→i should be the same up to occlusion. Therefore, we mark points which satisfy the constraint |D i -D j→i | > τ as invalid, where we set the threshold τ = 5. For the sake of robustness, we use the cross-view depth consistency rather than the brightness consistency. In Fig. 5 , we present a visualization of the evolution of the occlusion mask, its corresponding source images and synthesized image. It can be observed that with the increase of iterations the occlusion mask becomes more and more accurate. 
Loss Functions for Unsupervised MVS
In this paper, we target to develop an unsupervised learning framework to estimate a fine and smooth depth map for each input image. For optimizing the quality of depth map, we adopt two aspects of loss functions: view synthesis loss which includes unary term loss and smoothness loss, and cross-view consistency loss. Given multi-view images (I 1 ,I 2 ,...,I n ), we first obtain the corresponding estimated depth maps during the training process. With the estimated depth map D i of the i th view and the given camera pose between i th and j th view (I i and I j ), we can produce the synthesized view I j→i of i th using the pixel of j th view and the mapping relations W j→i between them. Similarly, we can also obtain the synthesized image I i→j and the mapping relations W i→j . According to the bilateral mapping relations, we can produce the secondary synthesized image I j→i using I i→j and similarly the I i→j using I j→i with the bilinear sampler methods.
Our overall loss function can be formulated as follows:
where v denotes the total amount of selected views. Apart from this, L i,j synthesis and L consistency stand for the synthesized image loss between I i and I j and the cross-view consistency loss.
View Synthesis Loss
The view synthesis loss L i,j synthesis between I i and I j is defined as:
where L i,j u denotes the unary term loss and L i,j s denotes the depth field smoothness regularization loss. Unary term loss. During the reconstruction process, we would like to minimize the discrepancy between the source image and the reconstructed image. Our loss consists of not only the L 1 distance between images and their gradients, but also the structure similarity SSIM. In order to further improve the robustness in brightness, we also exploit the Census transformation to measure the difference. Thus, our unary term loss is defined as follow:
where M is the unoccluded mask for obtaining the valid points. S(·) denotes the structure similarity SSIM. ϕ(s) = √ s 2 + 0.001 2 can elevate the robustness of our loss. ∇(·) denotes the gradient operator and C· denotes the Censum transformation of image. In this paper, we set λ 1 = 0.5, λ 2 = 0.8, λ 3 = 0.5, λ 4 = 0.2.
Smoothness regularization term loss. To encourage the smoothness in the predicted depth map, the depth smoothness term is defined as:
where α 1 = 0.5, α 2 = 0.5. N denotes the total number of the pixels.
Cross-view Consistency Loss
Besides the above brightness constancy loss, we also apply a new cross-view consistency loss by considering the consistency between the images and depth maps for these views. We introduce the following two losses: cross-view consistency loss L c and multi-view brightness consistency loss L b ,
).
The cross-view consistency loss consists of image consistency loss L m based on images and depth consistency loss L d based on depth maps. It can be formulated as:
where λ 5 = 0.3, λ 6 = 0.3. Given two images I i and I j , we can produce a synthesized image I j→i by using I j , D j and the relative pose between them. Naturally, we can also produce the secondary synthesized image I i→j using I j→i , D i and their relative pose. Suppose that the predicted depth maps are accurate, then the discrepancy between I i→j and I j should be very small and vice versa. In order to alleviate the robustness of the consistency loss, we also introduce another term to access the difference between I i→j and I j . The cross-view image consistency loss L m is defined as:
For the sake of robustness, we exploit the constraint between the predicted depth map D i and the synthesized depth map D j→i . Therefore, the cross-view depth consistency loss L d is defined as:
Besides the above consistency loss, we also present the multi-view brightness consistency loss to enhance the relationship of other views relative to the reference view. Our multi-view brightness consistency loss is formulated as:
which evaluates the brightness constancy across views i, j, k, i.e., multi-view consistency.
Experimental Results
To evaluate the performance of our proposed network MVS 2 , we conducted experiments on widely used multiview stereo datasets, e.g. DTU [1], SUN3D, RGBD, MVS and Scenes11 1 . To align with other related works, we only trained our network on the training set of the DTU dataset, and directly tested on other datasets.
Implementation Details
Dataset: The DTU dataset[1] is a large-scale multi-view stereo dataset, which consists of 128 scenes and each scene contains 49 images with 7 different lighting conditions. For a fair comparison, we follow the experimental setting in [30] . We generate the ground truth depth maps from the point cloud with the screened Poisson surface reconstruction method [15] . We choose scenes: 1, 4, 9, 10, 11, 12, 13, 15, 23, 24, 29, 32, 33, 34, 48, 49, 62, 75, 77, 110, 114, 118 as the testing set and the other scenes as training set. The RGBD, SUN3D, MVS and Scenes11 datasets contain more than 30000 different scenes in total, which are very different from the DTU dataset. We use these datasets to validate the powerful generalization ability of our network. Training Details: Our MVS 2 network is implemented in Tensorflow with an NVIDIA v100 GPU. We train our model on the DTU's training set, but test it on the DTU's test set and other datasets directly. The image resolution for the DTU dataset is 640 × 512. The resolution of the predicted depth map is one-quarter of the original input due to downsampling. The depth ranges are uniformly sampled from 425mm to 935mm with a resolution of 2.6mm and the depth sample number is D = 192. For other datasets, in order to align the depth range, we set the depth start from 0.5mm with the depth sample resolution of 0.25, and the number of depth sample is D = 128.
For the hyper-parameters, we set ω w = 0.8, ω s = 0.1 throughout the experiments. The batch size is set to 1 due to memory limit. The models are trained with RMSP optimizer for 10 epochs, with the learning rate of 2e-4 for the first 2 epochs and decreased by 0.9 for every two epochs. Error Metrics: We use the standard metrics used in a public benchmark suite for performance evaluation. These quantitative measures include absolute relative error (Abs Rel), absolute difference error (Abs diff), square relative error (Sq Rel), root mean square error and its log scale (RMSE and RMSE log) and inlier ratio (δ < 1.25 i , i = 1, 2, 3).
Comparison with SOTA Methods
To verify the performance of our MVS 2 , we tested it on the widely used DTU dataset. First, we conducted extensive quantitative comparisons with the state-of-the-art (SOTA) methods published recently. Performance comparison with other SOTA MVS methods is reported in Tab. 1. From Tab. 1, we can conclude that MVS 2 achieves higher completeness than other SOTA MVS methods while achieving comparable performance under other metrics. We applied a depth map fusion step to integrate the depth maps from different views to a unified point cloud representation. We chose the gipuma [7] to fuse our depth maps. The qualitative comparisons in 3D reconstruction are shown in Fig. 6 , where MVS 2 achieves 3D reconstruction comparable with state-of-the-art supervised MVS method [30].
Ablation Studies
To analyze the contribution of different modules of our network model, we conduct three ablation studies on the DTU validation set with W × H × D = 640 × 512 × 192. Quantitative results are reported in Tab. 2. SPN Refinement. Under our network model, we introduce the spatial propagation network (SPN) [20] to refine the initial depth map. To analyze the contribution of this module, we conduct experimental comparison with and without this module and the results are reported in Tab. 2. It can be observed that when the SPN module is removed, the performance consistently drops. For example the Abs Diff increases from 11.3912 to 13.0339, and the Abs Rel increases from 0.0147 to 0.0175, which clearly demonstrates the effectiveness of the SPN refinement module. Cost Volume. In building the cost volume, we exploit both the feature for the current view and the variance-based feature [30] . To validate the effectiveness of our cost volume construction, we compare with a baseline implementation by using the variance-based feature only, which is used in [30] . As illustrated in Tab. 2, when the feature for the current view is excluded from the cost volume, the performance consistently drops. For example the Abs Rel jumps from 0.0147 to 0.0204 and the Abs Diff increases from 11.3912 to 15.1751. The experimental results prove the effectiveness of our proposed cost volume reconstruction method in exploiting the feature of the current view. Consistency Loss. In this paper, we have proposed a con- sistency loss to further constrain the multiple estimated depth maps, which is also a key contribution. To analyze the contribution of this consistency loss, we conducted experiments with and without this loss term and the results are reported in Tab. 2. When the cross-view consistency loss is removed from our unsupervised loss, the performance deteriorates sharply. For example the Abs Rel shoots up from 0.0147 to 0.0355 while the Abs Diff increases from 11.3912 to 24,9464 and the Sq Rel jumps from 1.5478 to 5.2399. The experimental results clearly demonstrate the significance of our proposed consistency loss.
Besides the above ablation studies in analyzing the contribution of our novel consistency loss term, as our consistency term actually consists of two terms (multi-view brightness consistency and cross-view consistency in depth maps), we also conducted two additional experiments to analyze the effectiveness of each term and the corresponding results are reported in Tab. 3. From Tab. 3, we could draw the following conclusions that: 1) Both the multi-view brightness consistency term (BC) and the cross-view consistency term (CC) are critical for achieving improved performance; 2) The cross-view consistency term (CC) plays a more important role than the multi-view brightness consistency term (BC) in depth map estimation.
Generalization Ability
As agreed in monocular depth estimation and binocular stereo matching, the supervised depth estimation methods strongly depend on the availability of large scale ground truth 3D data and the generalization ability could be hindered when evaluated on never-seen-before open-world scenarios. Here, we would like to verify the generalization ability of our unsupervised MVS network model. We conducted experiments on SUN3D, RGBD, MVS and Scenes11 datasets using our pre-trained model without any fine tuning. In Table 4 , we compare the performance of our MVS 2 with state-of-the-art traditional MVS methods and supervised MVS methods. We can conclude from Table 4 that: 1) Our MVS 2 outperforms state-of-the-art traditional geometry-based multi-view method COLMAP [22] with a wide margin, which shows the benefits in exploiting the large scale datasets; 2) Compared with supervised MVS methods trained on each dataset individually, our MVS 2 , even only trained on the DUT training dataset, outperforms current state-of-the-art supervised MVS method DeepMVS on part of the error metrics. Qualitative comparison between our MVS 2 and competing MVS methods (COLMAP, DeMoN, DeepMVS) on the RGBD dataset is demonstrated in Fig. 8 , where our method consistently achieves compared performance with SOTA supervised methods.
We also conducted experiments on the Tanks and Temples datasets without any fine tuning to validate the generalization ability of our network model. We choose N = 3, W = 1920, H = 1024 and D = 192 for our experiments. Qualitative point cloud results are presented in Fig. 7 , where our MVS 2 could reconstruct very detailed 3D structures.
Conclusions
In this paper, we have proposed the first unsupervised learning based MVS network, which learns the depth map for each view simultaneously without the need of ground truth 3D data. With our proposed multi-view symmetry network design, we can enforce the cross-view consistency of depth maps during training and testing. Our learned multiview depth maps comply with the underlying 3D geometry. Our network learns multi-view occlusion maps in an alternative way. Experimental results on multiple benchmarking datasets demonstrate the effectiveness and excellent generalization ability of our network. In the future, we plan to extend the depth consistency beyond pairwise relation, such as consistency inside a clique. Extension to dynamic scenes [13] could be another interesting future direction. 
