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Abstract
On-line Web-based education learning systems generate a large amount of students' log
data and proﬁles that could be useful for educators and students. Hence, data mining
techniques that enable the extraction of hidden and potentially useful information
in educational databases have been employed to explore educational data. A new
promising area of research called educational data mining (EDM) has emerged.
Reﬂect is a Web-based learning system that supports learning by reﬂection. Re-
ﬂection is a process in which individuals explore their experiences in order to gain
new understanding and appreciation, and research suggests that reﬂection improves
learning. The Reﬂect system has been used at the University of Sydney's School of
Information Technology for several years as a source of learning and practice in addi-
tion to the classroom teaching. Using the data from a system that promotes reﬂection
for learning (such as the Reﬂect system), this thesis focuses on the investigation of
how reﬂection helps students in their learning. The main objective is to study stu-
dents' learning behaviour associated with positive and negative outcomes (in exams)
by utilising data mining techniques to search for previously unknown, potentially useful
hidden information in the database.
The approach in this study was, ﬁrst, to explore the data by means of statisti-
cal analyses. Then, popular data mining algorithms such as the K-means and J48
algorithms were utilised to cluster and classify students according to their learning be-
haviours in using Reﬂect. The Apriori algorithm was also employed to ﬁnd associations
among the data attributes that lead to success. We were able to group and classify
students according to their activities in the Reﬂect system, and we identiﬁed some
activities associated with student performance and learning outcomes (high, moderate
or low exam marks). We concluded that the approach resulted in the identiﬁcation of
some learning behaviours that have important impacts on student performance.
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Chapter 1
Introduction
1.1 Background
Learning by reﬂection is considered to be important since learning eﬀectiveness can
increase when learners adapt to their learning experiences by reﬂecting on their learning
processes and the state of their knowledge [14, 77, 78]. In this thesis, we deﬁne
reﬂection as the process in which individuals engage to explore their experiences in
order to lead to a new understanding and appreciation [14]. There are many diﬀerent
ways that people learn by reﬂection; one of these ways is self-assessment. Boud [13]
deﬁned self-assessment as the involvement of students in identifying standards and/or
criteria to apply to their work, and making judgment about the extent to which they
have met these criteria and standards. Self-assessment is important because it can
help students to develop the ability to identify their strengths and weaknesses and
focus their study eﬀorts on the particular area they believe needs improvement.
The present study focuses on how the data gathered from an online system that
supports learner reﬂection, namely, the Reﬂect system at the University of Sydney,
can be explored using educational data mining (EDM) methods. EDM is deﬁned as
an emerging discipline, concerned with developing methods for exploring the unique
types of data that come from educational settings, and using those methods to better
understand students, and the settings which they learn in 1. The study aims to provide
new insights into students' learning behaviours and information that can be useful for
teachers and their students. This information is important because unlike teaching in
1http://www.educationaldatamining.org
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classroom environments, where educators are able to give and receive direct feedback
from students regarding their performance and learning experience, it is diﬃcult for
educators to gain this type of information from an online teaching environment. It
is even more diﬃcult for educators to continuously evaluate the students' progress
and performance. Hence, the application of EDM methods to educational data as
demonstrated in this study also represents an attempt to address these issues. The
information and knowledge resulting from this study can be useful for teachers to
better understand their students' learning behaviours and to inform students if their
current behaviour is associated with negative or positive outcomes. The information
can also be beneﬁcial if presented to students as it enables them to consider how
eﬀective their learning habits are against their current performance.
1.2 Motivation and Study Objectives
The objective of EDM research is to provide a deeper understanding of the key factors
that impact on learning. One way to achieve this is by investigating students' learning
behaviours; in particular, how students perform self-assessment and reﬂect on their
learning behaviours in ways that aﬀect the learning outcomes. There is considerable
research on students' learning behaviours but there has been little research on the use
of EDM techniques to investigate the relationships between reﬂection and learning
outcomes. This concern has motivated the undertaking of the present research. In
particular, the present research focuses on the identiﬁcation of students' behaviours
related to the use of the Reﬂect system for reﬂective learning that resulted in positive
learning outcomes for the students. At the same time, the research investigates how
students' performances can be evaluated based on these criteria so that educators can
identify students at risk of poor learning outcomes.
This thesis focuses on the use of EDM methods to extract information about how
reﬂection helps students in learning by studying data from the Reﬂect system. In
particular, the main objective is to evaluate the eﬀectiveness of EDM methods for:
(1) gaining knowledge about students' learning behaviours; (2) identifying which be-
havioural patterns lead to positive or negative outcomes; and (3) extracting knowledge
about the impacts of reﬂection on learning.
In order to achieve these objectives, popular data mining techniques are utilised
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including clustering, classiﬁcation, and association rules mining. The importance of
this study is indicated by the conclusion made in a large number of previous studies
that reﬂection improves learning.
1.3 Research Question
Based on the study objectives that highlight the importance of reﬂection for learning,
the primary research question is deﬁned as follows:
Can mining educational data help to better understand the impact of reﬂection on
learning?
Addressing this research question requires theoretical and analytical studies of the
applications of EDM methods on the Reﬂect data. The analysis requires the examina-
tion of the behaviour of students when learning, in particular when learning by using
a system that supports learner reﬂection (i.e., the Reﬂect system) and its impact on
their performance.
The primary research question forms the framework for this study. However, this
main research question can be restructured to be more speciﬁc and focused. Therefore,
the research question is translated into more speciﬁc subsidiary research question as
follows:
Do students learn better by using the Reﬂect system?
In order to address this subsidiary research question, a number of hypotheses are
developed as discussed in Chapter 4. The main reason for translating the subsidiary
research question into the hypotheses is because a hypothesis can be directly tested;
hence, its results can be measured and proved or unproved. The main hypotheses (H1
- H3) are related directly to the use of the Reﬂect system as a means of reﬂection and
are tested by using the dataset from the Reﬂect system, while another two hypotheses
(H4 and H5) are developed and tested by using the student assessment data from the
relevant course coordinator. In order to test these hypotheses, a series of experiments
was conducted. The results of the experiments provide answers to the primary research
question and its subsidiary research question.
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1.4 Research Contributions
Within the scope of the research goals, the contributions of this thesis are as follows:
• The study provides insights and valuable information about how EDM methods
can be used to extract information from the data gathered from a system that
supports learner reﬂection.
• The study includes a detailed analysis of the results that lead to the identiﬁcation
of students' learning behaviours related to the use of the Reﬂect system (three
discrete groups of users are identiﬁed).
• The study identiﬁes the students' learning behaviours in the Reﬂect data that
lead to positive and negative outcomes.
• The study provides analysis about the correlation between the diverse self-
assessments tasks (reﬂective learning) performed in the Reﬂect and the students'
performance.
• The results of the study provide some pedagogical knowledge that can be useful
for teachers regarding the learning behaviours associated with positive and neg-
ative outcomes; this knowledge can be used by teachers and students to improve
study performance.
1.5 Thesis Outline
This thesis is organised in six chapters.
Chapter 1 introduced the key concepts of learning by reﬂection, the motivation
behind this study and the research objectives. The research question was deﬁned and
an overview of the research contributions was presented.
Chapter 2 presents the review of the literature in the area of educational data min-
ing. It discusses the issues related to the use of EDM methods to explore educational
data.
Chapter 3 discusses the issues related to learning by reﬂection. It presents an
overview of the Reﬂect system including how it supports learner reﬂection and its
procedures of self-assessment.
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Chapter 4 describes the research approach and methodology, including the research
question and hypotheses, the subject and the data used in the study, the process of
data mining and the application of EDM methods to the data.
Chapter 5 presents the results of the empirical studies set up in Chapter 4, fol-
lowed by a discussion about the results. Useful information about students' learning
behaviours in using the Reﬂect system is presented.
Chapter 6 provides the conclusion of the thesis. The limitations of this study are
discussed, and potential areas for future work are recommended.
Chapter 2
Educational Data Mining
Research
This chapter provides an overview of educational data mining through a review of
prominent work in the EDM research community that is related to and provides a
guideline for the work in this thesis. This chapter highlights the positive aspects of
the previously published work and identiﬁes potential problems that can be addressed
in the present research and in future work. This chapter also describes the purpose of
EDM research, the types of data used in EDM research (including typical educational
systems that generate this data) and the extraction of pedagogical aspects (EDM
for studying learning behaviour). The chapter is concluded by a review of the most
popular EDM methods and techniques currently in use.
2.1 Introduction
The emergence of computing technology provides educational institutions with new
alternatives for the delivery of learning materials to students, reducing the reliance on
face-to-face teaching in classrooms. There is a current trend towards the management
of teaching and learning activities through the use of online web-based learning systems
that are delivered through the Internet [75].
One advantage of online web-based learning systems is their ability to record data
about most of the activities done by the students in the system; hence providing
detailed learning proﬁles [69] that can be mined. Many institutions that utilise these
6
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systems are able to automatically collect large volumes of students' interaction data.
Within the last two decades, researchers have realised that this data can be useful to
both educators and students. Thus, data mining techniques that enable the extraction
of hidden and potentially useful information in the data have been used on educational
data. Popular data mining techniques such as clustering, classiﬁcation, association
rules mining and sequential pattern mining have been applied to the educational data
with promising results.
The term of data mining is deﬁned as a step in the overall process of knowledge dis-
covery in databases that consists of pre-processing, data mining, and post-processing
[89]. Data mining also encompasses the Knowledge Discovery in Database (KDD)
technique which is deﬁned as extracting or mining knowledge from large amounts of
data [32]. The use of data mining techniques to analyse educational data is a growing
area of research as it supports the analysis of learners' behaviours using data acquired
from online web-based learning environments [16, 25, 31, 44, 45, 62, 73, 79]. This
emerging research area is known as Educational Data Mining (EDM) [33, 52, 69, 75].
As a new research area, the main focus of EDM is exploring the unique types of data
that come from educational systems and tools. This is done by developing methods
to support students and the educational settings they use1.
The abundance of data but lack of powerful data analysis tools has been described
as a data rich but information poor situation. As a result, important decisions are
often made based not on the rich information retrieved from a database but on intu-
ition of a decision maker. This is because the decision maker does not have or is not
capable of extracting rich information or knowledge from the data[33]. Currently, EDM
research integrates the interdisciplinary research ﬁelds of Statistics and Visualisation,
Psychological Education, Knowledge Discovery and Database, Machine Learning, In-
formation Science, and Artiﬁcial Intelligent [38, 69, 75]. The main reason behind the
rapid development of EDM research in recent years is due to the availability of enorm-
ous amounts of educational data, mostly generated by web-based educational systems,
and the urgency for converting such data into useful information and knowledge for
decision making [33].
EDM researchers consider this phenomenon as an opportunity to explore data
mining models that can predict the future behaviours of learners. This information
1http://www.educationaldatamining.org
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can be used to enhance the decision-making process.
2.2 Purpose of EDM Research
Researchers have recently begun to explore the possibilities of applying data mining
techniques to educational data. This research has mostly been intended to help edu-
cators and tutors to better understand their students' learning behaviour by allowing
them to assess the students' performance and track their learning progress [26].
Another goal of EDM research has been to provide insight into the parts of a course
structure that need to be revised in order to improve learning. Research of this type is
primarily intended to help educators [16, 51, 52, 54, 65, 75]. Other EDM research has
been oriented towards the provision of beneﬁts for both teachers and their students
[38, 36, 70, 69].
The following sections present a review of the research in EDM that serves all of
the above purposes.
2.3 Overview of EDM Research
Research in EDM can be categorised according to the types of educational data used
for mining and the data mining techniques used to mine the information within these
data. This section discusses the types of data that can be used in EDM research
and followed by an overview of EDM methods used to mine information from various
web-based educational systems.
2.3.1 Types of Data Usedin EDM Research
The data gathered from online web-based educational learning systems and tools comes
in diﬀerent formats that are speciﬁc to that particular tool. It is certainly possible that
the data generated from an educational system is also stored into a database. But the
types of data it stored depend on the setting on the database itself because modern
databases are capable of storing multiple formats including .dat, .mdl, .text, or log ﬁle
itself. For example, an educational system may generate data in one of the following
forms: a text format, web server log ﬁle, or LMS log ﬁles [11]. Each of these data
formats used in EDM research is brieﬂy discussed as follow.
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Text Data
This type of data is characterised by its rich and high-level information.This data is
diﬃcult to use for data mining as it requires a considerable amount of time to hand
code [11]. Several researchers [21, 43, 49] have employed data mining on this type of
data in both LMS and Computer Supported Collaborative Learning (CSCL).
Web Server Log Files
Web server log ﬁles contain vast collections of data that are produced when users'
access speciﬁc web pages [33]. The characteristic of this low-level data that is collected
in the server logs is a high level of noise. This noise makes the date diﬃcult to organise
and often require intensive coding before the data can be used for mining [11].Various
data mining techniques have been employed on this type of data in order to extract
useful information from it [39, 41, 57, 90, 91].
LMS Log Files
Learning Management System (LMS) log ﬁles require the least amount of hand coding
as they keep track of users' login and sessions and also store high level data such as
students' grades and messages they have posted in the system [48]. Data from LMS
log ﬁles has been used by many researchers for data mining [28, 63, 75, 74, 87].
Data from User Models
A user model (UM) or learner model represents the characteristics of a user in the
system so the system is able to distinguish each user in the system. To build a UM,
a system requires data about the user. This data can be obtained when the user logs
into the system or when directly requested of the user. There are diﬀerent types of
user data commonly used to build a UM, including the users' characteristics (such as
gender, age, marital status and location), users' preferences and interests, the users'
knowledge and skills, and the users' behavioural patterns [40].
The present research employs data mining techniques on the data collected by the
Reﬂect system. The Reﬂect system uses a user model to capture information about
the user. All of the infomation about a user is recorded into his or her user model,
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thus enabling the system to monitor the state of the knowledge of the users and their
learning progress [36].
This leads to the proposal of the following questions Can the Reﬂect data be
mined? and, if so, How diﬃcult is it to do? Previous work has reported that mining
the data generated by an online educational system such as LMS or ITS (Intelligent
Tutoring System) is challenging [63] and requiring diﬀerent data mining tools and tech-
niques depending on the types and granularity of the data. This is made more diﬃcult
as the Reﬂect system was not designed to accomodate the data mining applications.
2.3.2 Applications of EDM Methods
Nowadays, enormous amounts of educational data are generated from online web-based
educational and e-learning systems. These systems are either used as a supplement
to normal classroom teaching methods or as a sole teaching and learning medium
for courses such as in distance learning programs. Most EDM researchers have used
this data by applying EDM methods to the data generated by an online web-based
educational system.
A number of current EDM methods were reviewed by Baker and Yacef [6] in the
ﬁrst issue of Journal of Educational Data Mining (JEDM) 20092. They identiﬁed the
two most predominant categories of EDM methods as follows: a category of methods
based on viewpoint of Romero and Ventura [69] which consist of:
• Statistics and visualisation
• Web mining, that can be further categorised into:
 Clustering, classiﬁcation, and outlier detection
 Association rule mining and sequential pattern mining and
 Text mining
According to Baker and Yacef [6] the web mining methods listed by Romero and
Ventura are quite prominent in contemporary EDM research.
The second predominant category of EDM methods was proposed by Baker [3] as
follows:
2http://www.educationaldatamining.org/JEDM
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• Prediction
 Classiﬁcation
 Regression
 Density estimation
• Clustering
• Relationship mining
 Association rule mining
 Correlation mining
 Sequential pattern mining
 Causal data mining
• Distillation of data for human judgement
• Discovery with models
Prediction, clustering and relationship mining are quite popular among EDM research-
ers while the fourth and the ﬁfth categories according to Baker and Yacef [6] are
justiﬁed by having a prominent place in published EDM research. Examples of re-
search into distillation of data for human judgement are [37] and [85]. Examples of
discovery with models are [9], [19] and [34].
The EDM methods listed in the ﬁrst two categories discussed above have been
the most prominent EDM methods used by researchers within the last decade. For
example, these EDM methods have been widely applied to educational data gathered
from learning management systems, intelligent tutoring system, and online collabor-
ation tools. To understand about how these methods have been utilised in EDM
research, the key application of the most popular EDM methods is discussed in the
following sections.
EDM Methods Applied to LMS Data
A Learning Management System (LMS) is a web-based learning system that oﬀers
great ﬂexibility in terms of time and space for information exchange in learning and
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teaching. There are many types of LMS currently used at educational institutions. One
of the most popular and widely accepted LMS is Moodle (Modular Object Oriented
Developmental Learning Environment). Moodle has been used by many organisations
to produce web-based courses and web sites [58]. Moodle also helps to facilitate
information sharing and communication between members of a course and its teachers.
The main beneﬁt of the Moodle system is that it allows teachers to perform many tasks
such as preparing lecture materials and tutorial questions, preparing for assignments,
quizzes and exams, and also can be used to set up online collaboration media such as
chat rooms, discussion forums and online feedback [58].
Moodle can generate a vast amount of data related to the various activities done
by users such as accessing lecture materials or assignments, taking a test, reading
questions, browsing the web, writing solutions and many other tasks including com-
municating with teachers or other users through a chat room. This kind of information
is considered very valuable in the study of how students behave when interacting with
the system and to discover the possible relationships between the various tasks carried
out in Moodle and the students' ﬁnal mark. The right data mining algorithms may be
used to discover these relationships as suggested by Mostow [60].
A number of researchers in the EDM ﬁeld have utilised the data generated from
the Moodle system [7, 68, 75]. Romero et al in [68] and [75] have applied various
data mining techniques to mine the data generated by the Moodle system. In [75],
data was collected from 438 students across seven courses that used Moodle as an
alternative learning source to face-to-face teaching at the University of Cordoba, Spain.
These students were chosen because they were among the most active students using
Moodle; for example, they used the system to do assignments and quizzes and to
communicate in chat rooms and forums. The activity data and the students' exam
marks were summarised in a table. This table also summarised the total time each
student had spent on each task. To increase interpretation and comprehensibility, a
discretisation table was also created. The discretisation table was used to represent the
numerical data into separate categories that were easier to understand. For example,
the numerical marks and attributes were classiﬁed into four intervals, namely, FAIL
if the value is < 5, PASS if the value is >5 and <7, GOOD if the value is >7 and
<9, and EXCELLENT if the value is >9. All the other attributes were transformed
to three equal-width intervals labelled as LOW, MEDIUM and HIGH. The ﬁnal data
pre-processing step was to convert the data into a suitable format to be used with
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data mining tools. Since this research used Weka, the data was transformed into the
attribute relation ﬁle format (ARFF). This is an ASCII text ﬁle suitable to be used in
Weka [89].
Next, the K-means algorithm was used to cluster students from a particular course
into diﬀerent groups depending on their activities in Moodle and their ﬁnal marks. The
course that was chosen to be data mined was 218 (Technical Oﬃce). The K-means
algorithm was performed with the value of k (number of clusters) equal to 3. As a
result, students were grouped into three clusters in which each group had a diﬀerent
characteristic as summarised in Figure 2.1. The clusters of students were named very
active students (Cluster 1), active students (cluster 2) and non-active students
(cluster 0).
Figure 2.1: K-means algorithm executed in Weka (from [75])
The very active students were characterised by very active involvement with the
Moodle system such as a high number of quizzes done and passed (7.1 and 6.4), a low
number of failed quizzes (0.7), and a high total number of time spent on assignments,
quizzes and forums. Non-active students behaved in the opposite way to the very
active students, such as no assignments done (0), very low number of messages read
(0.045), very few quizzes done and passed, a high number of failed quizzes (1.54, 1.16
and 0.37 respectively) and low total time spent on assignments, quizzes and forums.
The active students' behaviours were in between those two groups.
The researchers argued that this information can be used by teachers or instructors
of the course to form study groups for collaborative activities with the students from
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diﬀerent behavioural groups or to group new students into the clusters depending on
their characteristics [69].
The literature has also reported that classiﬁcation and association rules mining
have been applied to analyse the student data generated by the Moodle system. The
classiﬁcation algorithm (the C4.5 algorithm) [67] was used for classifying students into
several groups with equal ﬁnal marks depending on their Moodle activities while an
Apriori algorithm was implemented to search for association rules over the discretised
summarisation table for the course 110 (Projects). As a result, a decision tree was
generated (Figure 2.2) with a summary of the number of nodes and the number of
leaves on the tree, and the number and the percentage of correctly and incorrectly
classiﬁed instances. The decision tree revealed the rules that classiﬁed students into
three categories, namely, FAIL, EXCELLENT and MEDIUM (FAIL, PASS or GOOD).
Students were labelled FAIL if they had a low number of passed quizzes, while students
who had a high number of passed quizzes were directly labelled EXCELLENT. The rest
of the students who earned a medium number of passed quizzes were classiﬁed as FAIL,
PASS or GOOD depending on other values such as total time spent on assignments,
numbers of quizzes, number of quizzes failed, number of assignments, and number of
courses .
Researchers concluded that by using the information discovered by these rules,
educators can make decisions about Moodle course activities and use the rules for
classifying new students.
Meanwhile, the Apriori algorithm that was ﬁrst introduced by Agrawal et al. [1, 82]
was used to generate association rules mining. The algorithm that is build-in and
freely available in Weka was executed with a minimum support of 0.3 and a minimum
conﬁdence of 0.9 as parameters. As a result, a number of interesting rules were
discovered as shown in Figure 2.3. However, several similar rules were also discovered
(the rules with the same element in antecedent and consequent but interchanged).
Some interesting facts are that some rules revealed relevant information for educational
purpose but others formed unexpected relationships. The authors argued that this
information can be very useful for educators in making correct decisions about the
current students' activities and for monitoring students with learning problems.
Although the Reﬂect system is not a learning management system and does not
provide the functionalities for information sharing and communication that an LMS
such as Moodle does, it does collect data about the users' interactions that is partially
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Figure 2.2: C.45 algorithm executed in Keel (from [75])
similar to the data collected by the Moodle system. For example, it collects data
about students' proﬁles and students' task submissions. In addition, some degree of
similarity is found in the approach adopted in the present study and the LMS data pre
-processing techniques.
EDM Methods Applied to ITS Data
Nowadays, Intelligent Tutoring Systems (ITSs) are widely employed by many educa-
tional institutions such as universities, colleges and schools. This popularity is due
to the facts that an ITS can record almost every single click of a user's interaction
with the system. The data commonly recorded by an ITS is in the form of log ﬁles.
This is because the log ﬁle is easy to record and oﬀers ﬂexibilities in terms of the type
of information it can capture . A number of EDM researchers have utilised the data
generated from an ITS to conduct their experiments. For example, Feng et al [26] used
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Figure 2.3: Apriori algorithm executed in Weka (from [75])
data generated from an ITS system called ASSISTments to evaluate and predict stu-
dents' Math proﬁciency compared to a state standardised test. Matthews and Mitrovic
[47] also used data generated by an SQL tutor to determine the relationships between
the number of constraints seen in an ITS and the number of constraints learnt. Other
ITSs that generated educational data and have been used in EDM include: Geometry
cognitive tutor ShihKS08 [81], Project LISTEN's reading tutor [59]and [61] and Logic
ITA [51] and [52].
However, not all the data gathered from an ITS is mineable. Some data is unable
to be mined because the ITS was not designed for data mining purposes in the ﬁrst
place. ITS log ﬁles can be successive in the number of instants (users) and sessions.
They can also be very rich in the level of detail . The attributes that make an ITS
mineable are multiple grain size, reifying tasks, and timeable [59]. Multiple grain size
data supports multiple types of analyses. For example, the duration and frequency of
student sessions are among the attributes required to measure the usage of an ITS while
the data at individual read word is useful for much ﬁner-grained analyses. Reifying the
task means that the data produced by an ITS must be machine-understandable that
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is the data is able to be processed and computed by machines. Timeable means that
the data is observable over an interval of time. This is because not all activities are
observable in terms of time; for example, a student's reading comprehension process
is mental and therefore it is diﬃcult to be observed accurately in terms of the time
spent.
The Reﬂect system oﬀers tutoring functionalities that are similar to an ITS. It
teaches students programming and provides a number of solutions which students can
use to compare their own work. From the Reﬂect system, a student might learn the
requirements for being a good programmer, such as what are the better indentation
styles, how to write better comments and other similar concepts. However, the more
important aspect of ITS research is that it provides insights into how educational data
gathered from an ITS is mined.
EDM Methods Applied to Online Web-Based Collaboration Data
The increased use of online collaboration tools and Computer Supported Collaborative
Learning (CSCL) within educational institutions has resulted in the availability of a
large amount of educational data. Researchers see this as an opportunity to mine
the data in search for useful information and knowledge. For example, Perera et
al. [65] applied various data mining algorithms such as the K-means, EM clustering
and sequential pattern mining algorithm to the data collected by Trac, an online
collaboration tool used for a senior software development project course, to distinguish
strong students from the weak ones and to search for patterns of leaderships and
collaborative work among the team members.
The K-means clustering with the number of clusters set at 3 (k=3) was applied to
the students' data both as a group and as individuals. From clustering the groups of
students, it was revealed that many attributes had a high correlation. As a result, the
manual composite attributes were created. One preferred attribute was chosen over
another; for example, how Trac was used and when it was used were favoured over the
total activity. The end result, after the new attribute selection, is presented in Table
2.1.
The results suggest that Group 1 behaved very diﬀerently to Groups 2, 3, 4 and 6,
consisting of students who frequently used Trac. It indicated that high level activities
in Trac such as ticketing and SVN activities, and high events per wiki pages set these
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Table 2.1: Group clustering results (from [65])
Clustered groups Distinguishing characteristics
Groups 2, 3, 4 & 6 Moderate events per ticket, Infrequent Trac activity
(tickets and SVN), Moderate % of ticket update events,
Moderate number of lines added/deleted per Wiki edit
Groups 5 & 7 Moderately frequent Trac activity (tickets and SVN), High
edits per Wiki page, Low number of lines added/deleted
per Wiki edit, Low number of events per ticket, Low % of
ticket update events
Group 1 Very frequent Trac activity (tickets and SVN), High events
per Wiki page and per ticket, High Wiki page usage span,
High % of ticket update events, High % of ticket accepting
events
students apart from the students in the other groups.
In the next analyses, the researchers performed clustering analyses on the students
individually. By clustering students individually, more interesting facts were discovered
from the data as shown in Table 2.2 and 2.3.
As shown in Table 2.2, the researchers were able to label individual students ac-
cording to their activities in the Trac system. For example, a very active student was
labelled as a 'Manager' while a less active student was labelled as 'Majority'. In Table
2.3, the researchers demonstrated that some groups could be diﬀerentiated from oth-
ers by the absence of a manager, explaining the leadership problems these group had
encountered.
The research also tried to explore more information from the Trac data regarding
the timing of an action (event) in relation to other actions (events). The researchers
believed that certain sequences of events characterised the better groups from the
weaker ones. This information was obtained through the application of sequence
pattern mining algorithms to the data from Trac.
According to the authors, some new ﬁndings were discovered through the applica-
tions of sequential pattern mining. For example, it was revealed that among the top
groups, tickets were used more frequently than the Wiki; while in the weakest group
it was the opposite. This might have suggested that the use of the ticketing system
referred to the actual work being done as it was more task-oriented than the Wiki.
The authors argued that the result was consistent when compared to the behaviour of
the strong group leaders who used more tickets than the leaders of the weaker groups.
2.3. OVERVIEW OF EDM RESEARCH 19
Table 2.2: Group clustering with modiﬁed attribute (from [65])
Clustered size Distinguishing characteristics Cluster label
8 students High ticketing activity,
Involved in many tickets,
High Wiki activity, Involved
in many Wiki pages,
Moderate SVN activity
`Managers'
9 students Moderately high ticketing
activity, Ticketing occurring
on many diﬀerent days,
Moderate Wiki activity, Very
high SVN activity
`Trac-Oriented Developers'
11 students Low ticketing activity, Low
Wiki activity, Low SVN
activity
`Loafers'
15 students Moderately low ticketing
activity, Moderately low Wiki
activity, Many Wiki events on
days which Wiki events
occurred, Many SVN events
on days which SVN events
occurred
`Majority'
The authors also suggested that the top group leaders were less involved in technical
work and delegated the tasks properly to other group members, while the leaders of
the weaker groups tended to either be involved in a lot of technical work or they used
the Wiki more than the tickets.
This work by Perera et al. is directly related to the present thesis in two ways.
Firstly, as in this thesis, their subject is the behaviour of the learners (students) in an
online web-based learning environment. Secondly, the EDM methods and approach
used in the present study have some degree of similarity with the work by Perera et al.;
for example, the K-means and decision tree algorithm are also used here to separate a
strong group of students from the weak ones.
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Table 2.3: Students distribution from each cluster (from [65])
Clustered size Managers Trac-Oriented Developers Loafers Majority
Group 1 *1 3 1 1
Group 2 *1 0 1 3
Group 3 0 1 2 **3
Group 4 *1 3 2 0
Group 5 3 *1 0 3
Group 6 *1 1 3 1
Group 7 *1 0 2 4
2.4 Students' Learning Behaviour
The identiﬁcation of students learning behaviours, in particular those behaviours that
distinguish or characterise students, is important and can reveal important information
about the students. This information can be used for monitoring the students' learning
progress [79, 34], predicting the learning outcomes and students performances [42, 26]
and identifying successful learners [50, 47] and students at risk [8, 20]. Therefore, many
EDM studies have focused on this area. One important aspect of students' learning
behaviours that recently began to attract more attention is self-regulated learning
(SRL). Some recent studies have focused on this area of students' learning behaviours
[12, 76, 42, 50]. A number of studies have related SLR to self-assessment [50, 76].
Self-assessment is an importance learning behaviour that can be used to improve
students' understanding of concepts and results in the increased chance to achieve
a better learning outcome. In the current research, the concept of self-assessment
is seen as how students interact and participate in an LMS or ITS. The amount of
interaction performed by the students in an educational system (for example viewing
concepts, reading and replying to the forum, posting messages, or interacting with
other students) is calculated in order to determine the level of self-assessment the
students had performed.
The present study views the concept of self-assessment diﬀerently from the existing
research. In this study, self-assessment is viewed as a direct action by students to self-
assess their understanding of a learning task directly in the educational system. The
students can rate their understanding of a programming concept based on certain
criteria set up by the course coordinator such as Very Well, Well Ok or Not at
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all. Hence, the students' self-assessment participation that is used to measure how
much self-assessment has been performed by the students (the total self-assessment)
is calculated from the number of times the students have rated themselves in the
learning educational system. This self-assessment procedure is possible because the
present study uses the data from the Reﬂect educational system that supports learner
reﬂection. In this regard, the concept of self-assessment in the present study is diﬀerent
to the concept of self-assessment of the extant research in EDM. A more detailed
discussion about the self-assessment procedures in the Reﬂect system is presented in
Chapter 3.
2.4.1 Factors that May Interfere with Learning Progress
A number of studies have indicated that several factors may interfere with learning
progress. These factors include but are not limited to: (1) previous background know-
ledge of the topic, (2) lack of motivation and engagement in the learning processes,
and (3) possible misuse of the system.
Background Knowledge
A number of studies reported that there is a signiﬁcant advantage for students who
have prior knowledge in a programming language to be successful in their ﬁrst year
programming courses [29] [15]. One of those studies [15] indicated a positive relation-
ship between prior knowledge in Mathematics or Science to the success in computer
programming studies. The researchers believed that there is a degree of similarity
between the concepts for learning Mathematics and learning a programming language.
As a result, a student who had learnt those concepts previously might ﬁnd them easier
to comprehend and make a better progress in learning other concepts. In contrast, a
student who had not learnt the concepts beforehand will require more time to grasp
similar concepts.
Lack of Motivation and Engagement
Motivation is the most important component in learning (Bandura, 1986 as in [18]).
There is a large body of literature devoted to this topic. In general, motivation is related
to the questions about why students engaged, performed and completed certain tasks.
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Other researchers [56] have reviewed the six motivational constructs in a traditional
face to face classroom. These constructs have not been investigated in an online
environment. These six motivational constructs are (a) self-eﬃcacy, (b) locus of
control, (c) attributions, (d) goal orientation, (e) intrinsic versus extrinsic motivation,
and (f) self-regulation. Researchers have concluded that motivation is considered the
most important factor in learning because: it increases individual's energy and activity
levels [46], it can direct an individual toward certain goals and achievements [23], it
promotes the initiation of certain activities and persistence in those activities [83], and
it aﬀects the learning strategies and cognitive processes that individuals employ [24].
Misuse of the System
The progress of learning may also be aﬀected when students misuse the system. The
phrase of misuse the system or gaming the system is associated with the behaviour
aimed at obtaining correct answers by systematically misusing the software's help and
feedback without having to know why the answer was correct [5].
Baker et al. in [5] and [4] indicated that students who frequently misused the
system learnt only two thirds as much as other students who did not engage in such
behaviour. In their research, Baker at al. also discovered that students who gamed the
system had low knowledge in the pre-test and had low overall academic achievement.
2.4.2 Methods to Study Students Learning Behaviour
Common methods to study students' learning behaviour include case studies, surveys
and interviews.
Case Study
A case study is an examination of a speciﬁc behaviour such as an events, activities,
institutions or group of person [55]. Research using case studies allows the researcher
to study and evaluate the behaviour and phenomena in its natural environment. A case
study can employ multiple sources of evidence gained from various sources including
a person, groups or institutions.
Case studies have been used in EDM research to study students' learning behaviour.
For example, Pechenizkiy [63] used data mining techniques to study eﬀectiveness
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of immediate tailored and elaborated feedback (EF) for students taking an online
exam. In that study, the researcher used a small number of participants (73 students).
The results suggested that it was diﬃcult for researchers to obtain meaningful results
with a set of traditional data mining techniques including clustering, classiﬁcation and
association rules mining even with a small amount of data.
Survey and Interview
The survey approach is a type of research that collects data which aims to capture
snapshots of practices and situations at a particular point in time [27]. The advantage
of this type of research is its ability to utilise and observe a large number of variables
in the target population [27]. Some researchers have utilised this technique to study
learning behaviour. For example, Sheard et al conducted a survey to study the impact
of web-based learning environments on learning experiences and learning behaviour
[80].
2.5 Extracting Pedagogical Information from EDM
Research
One purpose of EDM research is to discover pedagogical aspects of educational data
to help educators in decision making [57, 69, 86]. Previous work by Merceron and
Yacef [51, 52] utilised various tools and data mining techniques including K-means
clustering, hierarchical clustering and association rules mining with a modiﬁed version
of the Apriori algorithm. The objective of their work was to search for interesting
pedagogical information in data generated by Logic-ITA, an ITS used to help students
practise logic formal proofs and to inform the teacher of the class progress. This tool
was used to collect the interaction data of around 860 students' for a period of four
years.
First, association rules mining was used to identify mistakes that often occurred
together when students were trying to solve problems. The researchers built a mod-
iﬁed version of the Apriori algorithms available in TADA-Ed, a platform that allows
visualisation and mining of the educational data [10, 53], in order to ﬁnd the rela-
tionships in the data. From the students' interactions data in 2004, the researchers
discovered that the ﬁrst rules indicated if students made the mistake of Rule can be
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applied but deduction incorrect while solving an exercise. The authors claimed that
this ﬁnding was quite similar across the other years (2001 to 2003) and suggested that
the information can be used by teachers to review the course materials and ensure
certain subtleties in the concepts are explained to students.
Furthermore, the researchers applied two distinct clustering algorithms namely K-
means and Hierarchical clustering to identify students with diﬃculties from the inter-
action data in Logic-ITA. The K-means algorithm was implemented in TADA-Ed while
the Hierarchical clustering for data mining was implemented in the SPSS Clementine
system. The clustering analyses generated three clusters of students with diﬃculties:
cluster 0 consisted of students who made many mistakes per exercise and did not
ﬁnish the exercise, cluster 1 contained students who made only a few mistakes and
the students who made medium number of mistakes were grouped into cluster 4.
Finally, the researchers used a decision tree algorithm to predict students' exam
marks using the dataset from the previous year as a training dataset. The attributes
that were chosen were the number of mistakes, number of exercises, diﬃculty of the
exercise, number of concepts, and ﬁnal marks. A decision tree was built from these
attributes. The tree was then used to predict the students' exam marks according to
its attributes. The model was then used in the following year to predict the grades
obtained by new students in that year. The authors claimed that they had successfully
extracted useful pedagogical information that can be used for decision-making by
educators. For example, a student needs to do at least two exercises to encourage
them to do more and be able to complete the exercises. By successfully completing
the two exercise barrier, they were assumed to have grasped important concepts of
the topic and were likely to be able to answer the questions related to those concepts
in the ﬁnal exam. The pedagogical knowledge extracted from that study can be used
by teachers to help students improve their performance. The approach taken in that
study can be adapted or used as a guideline for the present study.
2.6 Data Mining Techniques Commonly Used in
EDM
The most commonly used data mining techniques in EDM are clustering, classiﬁcation
and association rule mining. By employing these data mining techniques in the area
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of educational data, it is expected that some useful information and knowledge can
be extracted from the data. Data mining techniques used for mining educational data
can discover information that can be used in formative evaluation, that is, to assist
educators to establish a pedagogical basis for making a decision when designing or
modifying a course or teaching methodology [69]. Data mining techniques may also
be used to predict or trace a student's performance from the data gathered from either
a traditional classroom or a web-based educational system. This section presents a
general overview of the data mining techniques commonly used in EDM research. The
data mining algorithms used in EDM experiments are brieﬂy introduced, namely, the
K-means algorithm for clustering, the J48 algorithm for classiﬁcation, and the Apriori
algorithm for association rules mining experiments. A more detailed discussion of the
algorithms and how they are implemented in the experiments is presented in Chapter
4 regarding the research approach.
2.6.1 Clustering
Clustering, also known as an unsupervised classiﬁcation, is a process of grouping ob-
jects into classes of similar objects so that the objects within a cluster have high
similarity but are very dissimilar to the objects in other clusters [22]. In EDM, clus-
tering has been used in a number of ways, including: grouping students involved in
an online collaboration tool called Trac, in order to identify leadership patterns among
students working as a team and to classify students' behaviour associated with positive
and negative outcomes [65]; grouping students according to the mistakes they made
[53]; discovering and grouping students with diﬃculties [52]; clustering students ac-
cording to their response correctness [63]; ﬁnding groups of students who have similar
learning characteristics; and encouraging group-based collaborative learning to provide
incremental learner diagnosis [84].
The present study uses a standard implementation of the K-means algorithm avail-
able in the Weka data mining package called SimpleKMeans [30]. The algorithm is
chosen for two reasons: it is a well-known and reliable clustering algorithm that is
easy to use, and it is freely available in the Weka data mining package. The K-means
clustering algorithm works based on a partitioning algorithm that organises the objects
of a dataset into a number of speciﬁc groups or clusters. It uses a centroid-based
technique to create clusters of the objects. The centroid is a central point that can be
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deﬁned in various ways such as by the mean or by the medoid. The diﬀerence between
two clusters is measured by the distance (Euclidean distance) of its centre points.
The objective in using clustering in the present study is to be able to identify the
group of students who used the Reﬂect system the most. In this regard, the ﬁnal
objective is to investigate whether there are any relationships between the number of
activities performed in Reﬂect and the students' ﬁnal exam marks. The experiments
use the numeric dataset related to student activities in Reﬂect. The dataset is pre-
processed and a summary table consisting of four data attributes related to students'
activities in Reﬂect is created. The chosen attributes contain information about how
students used the Reﬂect system for enhancing their learning experiences; for example,
how many times students submitted the tasks or examined the learning objectives set
by the tutor in the system, how many times students performed self-assessments, and
how many times students submitted correct evidence (called the results from local
test evidence). Section 4.4.2 presents the research methodology and discusses the
data used for the experiments and the clustering experiments in more detail. The
results of the clustering experiments are presented in Section 5.1.2.
2.6.2 Classiﬁcation
Along with clustering, classiﬁcation is one of the most frequently studied problems in
the area of data mining and machine learning [17, 74]. It involves predicting the value
of a (categorical) attribute (the class) by using a model or a classiﬁer. A model can be
built by using a training dataset and veriﬁed by using a test dataset. Within the model,
there is a class attribute that will be used to label a newly encountered, still unlabelled
pattern (class). A classiﬁcation technique works in a two-step process, namely, the
learning step and the classiﬁcation itself. In the learning step, a classiﬁcation model is
constructed by using a training dataset, while in the classiﬁcation step, the model is
used to predict the class label for a given dataset [32].
Classiﬁcation techniques have been widely used in EDM, including: classifying
students into diﬀerent groups with equal ﬁnal marks depending on their activities
carried out in a learning system [75]. In this case the classiﬁcation task is to classify
or group students into three classes (of exam mark) that are high, moderate, and
low; discovering that students who read elaborated feedback for a particular question
increased their chances of correctly answering related questions and thus increased
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their chance of success in the whole test [63]; and predicting students' exam marks by
using a decision tree [52].
The present research uses the decision tree, which is a popular classiﬁcation tech-
nique. A decision tree induction algorithm consists of a greedy algorithm based on the
divide and conquer philosophy that constructs a decision tree in a top-down recursive
approach. Some of the qualities that create particular decision tree algorithms, such
as the widely-used C4.5 algorithm, include the superior stability between precision,
speed and interpretability of results. The C4.5 algorithm was invented by J. Ross
Quinlan, who had previously invented the ID3 algorithm, the C4.5 predecessor, during
the late 1970s and early 1980s. Since the invention of the C4.5 algorithm, it has been
considered as a benchmark for many newer classiﬁcation algorithms [32].
The present study uses the J48 decision tree algorithm that is an Open Source Java
implementation of the C4.5 algorithm available in the Weka data mining package. The
objective in using the algorithm is to build a model that can be used to predict the exam
marks of new students. To build the model, a summary table generated from both
the Reﬂect system and the student assessment dataset is used. A further discussion
of the J48 implementation and the dataset is presented in Section 4.4.2.
2.6.3 Association Rules Mining
The purpose of association rule mining applied to educational data is to reveal rela-
tionships among the attributes in the data. These relationships among attributes and
values are often represented by if-then relationships. An association rule mining al-
gorithm is usually intended to ﬁnd a combination of items that typically occur together
in the data and/or a sequence of items that occur frequently in the database.
Although the application of association rules in e-learning posses a number of draw-
backs [28] and measuring its interestingness is diﬃcult and challenging [54, 87], there
is a relatively large amount of research in EDM that employs association rules to tackle
a number of tasks including: ﬁnding interesting association rules so that teachers may
improve the performance of a Web-based Educational Adaptive Hypermedia System
[72]; helping to measure the interestingness of association rules by using the cosine
and added value measures [54]; discovering prediction rules in the AHA! course [71];
ﬁnding students' mistakes that often occur together [51, 53, 52]; and searching for
important aspects of students' behaviour when working in a group [65].
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In order to ﬁnd any interesting relationships in the dataset used in the present
study, a standard Apriori algorithm available in the Weka data mining package is
implemented. Apriori is an algorithm that in a ﬁrst step builds frequent item-sets
and extract association rules from these frequent item-sets. The algorithm was ﬁrst
introduced by Agrawal and Srikant in 1994 [1] and since then has become a benchmark
for association rule mining research. One of the advantages of the association rules
mining technique is that it can predict any attribute, not just the class attribute. It
also has the capability to predict the combination of attributes [89].
The Apriori algorithm can generate a lot of rules in the form of IF-THEN relation-
ships. However, not all the rules generated by the algorithm are useful or interesting .
Therefore, there are certain requirements that can be used to measure which rules are
interesting. The commonly used tools to extract the rules are support and conﬁdence.
The support (coverage) is the number of instances that the algorithm predicted cor-
rectly, while the conﬁdence (accuracy) is the number of instances that the algorithm
predicted correctly as the proportion of the whole instances of the predicted attribute
[89]. In this study, these two measurements of the rules interestingness are used to
select the rules that were considered interesting. The main objective is to ﬁnd any
interesting relationships in the dataset that may be useful for teachers and students.
A more detailed discussion of the dataset and how the Apriori algorithm was used is
presented in Section 4.4.2.
2.7 Research Gaps
After reviewing a number of studies related to the use of data mining techniques to
explore educational data, we were able to identify some gaps that can be explored and
some diﬀerences that can be compared to our research. This section discusses the
diﬀerences and gaps between the extant literature and the present study.
2.7.1 Self-Assessment Concept
Based on the review of the literature presented in Chapter 2, it seen that most EDM
research that discussed students' self-assessment deﬁned self-assessment from the
number of student activities in either a learning management system (LMS), intelli-
gent tutorial system (ITS) or online collaborative tool; for example, how many times
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students have done quizzes and assignments, sent messages to the forums, and used
chat facilities. Self-assessment is rarely deﬁned in the literature as a direct act by
students in evaluating themselves, for example by rating themselves as Well, OK
or NOT OK in an LMS, ITS or collaborative tool.
In the Reﬂect system, the students are able to assess themselves by rating their
understanding of a concept as Very Well, Well, OK or Not at all (more detailed
information about this self-assessment is provided in Section 3.3). Each time students
rate themselves in the Reﬂect system, a self-assessment task is recorded in the system.
The total self-assessment is the sum of the students' self-assessment tasks performed
in the Reﬂect system.
In regard to this process, we argue that the self-assessment concept in the Re-
ﬂect system is diﬀerent from the self-assessment concept adopted in the current EDM
research (as discussed in Section 2.4). The self-assessment performed in Reﬂect is
direct, which means the students rate themselves directly in the system, while the
current research concept of self-assessment is indirect. In most research, the self-
assessments were calculated and interpreted by researchers from the number of activ-
ities done in an educational system such as Moodle.
In this research, direct self-assessment data is used along with other student activity
data gathered from the Reﬂect system. Therefore it is more closely aligned with
students' perception rather than with system-inferred assessment of student learning.
2.7.2 System and Data
The majority of the current research in EDM utilised data from an LMS such as Moo-
dle [42, 74, 87], an ITS such as SQL-Tutor [47] and ASSISTments [88] or an online
collaboration tool such as Trac [64, 65]. These systems can record the activities per-
formed by students through the system such as submitting quizzes and assignments,
viewing tasks, joining discussions and posting messages into forums, but are not specif-
ically designed for students to perform self-assessment tasks in which they can rate
their understanding of a subject. As a result, past data mining experiments have been
performed utilising the students' activity data and not the students' self-assessment
data.
The Reﬂect system is diﬀerent from the majority of learning management or in-
telligent tutoring systems. The Reﬂect system is diﬀerent because it was designed
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to promote learner reﬂection and student self-assessment through a scrutable learner
model. For example, in the Reﬂect system, students are able to compare their self-
assessment in example solutions with the tutors' assessment. They can also view their
progress on a graph that shows how close they are getting to the tutors' assessment.
The students are also able to submit their solutions to the task that would be recorded
as evidence. These facilities are usually not found in the majority of learning manage-
ment or intelligent tutoring systems. In this regard, the present research uses complete
data attributes that utilise not only the students' activity data but also the real stu-
dents' self-assessment data. Indeed, although LMS can be setup so that students
self-evaluate their skills, this functionality is embedded at the core of the Reﬂect sys-
tem: it enables students to perform their self-assessment directly through the system,
linking these to the tasks and learning objectives.
2.7.3 Methodology
Our research approach presented in Chapter 4 follows some of the methods proposed
in the literature. For example, the present research follows a pre-processing process
introduced in [75] to convert the class label into nominal attributes that can be used for
the decision tree classiﬁcation with the J48 algorithm. However, we then performed the
attribute selection process using the Gain Ratio attribute evaluator function from the
Weka data mining package. The attribute selection process is intended to select the
most useful attributes used in the classiﬁcation analyses. The classiﬁcation analyses
are then executed in Weka instead of Keel as in the previous research. The ﬁnal
step conducted in the experiments is to measure the accuracy of the model. The
accuracy measurement for each experiment is presented in this thesis. This step was
not presented in [75]; hence, there is no information about the accuracy of the model
reported in that paper. As a result, the model can not be validated.
2.8 Conclusion
This chapter reviewed the relevant existing work in the educational data mining area.
It reviewed some prominent related work in EDM research area. The literature review
provided guidelines for the work carried out in this thesis. It identiﬁed the positive
aspects of the previously published works that can be followed and potential problems
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that may be addressed in this thesis. For example, the steps in data pre-processing and
discretisation are adapted from the previous work by Romero et al. [75]]. The chapter
concluded with a discussion of the research gaps that are explored in the present study.
Chapter 3
Learning by Reﬂection in the
Reﬂect system
Since the data used in the experiments comes from the Reﬂect system, we brieﬂy
present an overview of the system and its features. In this chapter, we also describe
the process that students follow to do self-assessment in the Reﬂect system. The goal
of the discussion in this chapter is to demonstrate and verify that the Reﬂect system
supports students to learn by reﬂecting on their learning habits and experiences.
3.1 Introduction
As discussed in chapter 1, self-assessment helps learners to recognise their strengths
and weaknesses, hence enabling them to focus on the areas that need improvement.
This statement has been support by a large number of studies (i.e. [14, 77, 78]).
Furthermore, Kay et al. [36] suggested that there are two key elements of student
self-assessment: (1) identiﬁcation of criteria and standards to be applied to their own
work, and (2) evaluation of their work compared to the criteria and standards that
have been identiﬁed in point 1. In the Reﬂect system, the two key elements of self-
assessment are performed by the students through the following tasks:
1) Students read a task and assess the example solutions made available in the
system.
2) Students provide their own solution to solve the problem
3) Student self-assess those solutions compared to the criteria the teachers have
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deﬁned for the task.
These three tasks are discussed further in Section 3.3. By performing these pro-
cedures, the students practise self-assessing themselves and their state of knowledge
regarding a particular task. Thus, they have carried out learning by reﬂecting on their
learning experiences.
3.2 Overview of the Reﬂect System
The Reﬂect system is a web-based educational teaching system used for learning,
practising and testing programming knowledge. The system is not intended to be the
sole means for learning a topic, but serves as a learning medium in addition to face-
to-face teaching. The Reﬂect system is unique because it aims to promote learner
reﬂection and student self-assessment through a scrutable learner model. This model
shows the learners their progress [36]. The Reﬂect system oﬀers extra attributes that
are not commonly found in other learning management systems or intelligent tutoring
systems, such as the student assessment of example solutions and comparison with
the tutor's assessment. Reﬂect also allows students to view their progress on a graph,
showing how close they are getting to the tutor's assessment. The section What
makes this site so special? in Figure 3.1 presents the list of features that the Reﬂect
system can oﬀer.
3.3 Procedures of Self Assessment in Reﬂect
Students are instructed to use the Reﬂect system as an alternative resource for learning
and practising their C programming skills. They are encouraged to work independently
in a laboratory classroom or somewhere else with their personal laptops. They are given
the freedom to practise solving the problems in the Reﬂect system at their own pace.
There is no time limit for each task; however, students are encouraged to practise the
tasks in the Reﬂect system according to the designated topic materials for each week.
In Reﬂect, students are expected to complete three stages of self-assessment. Each
of these stages is described in the following subsections.
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Figure 3.1: Features in the Reﬂect system
3.3.1 First Stage
After logging in, students are presented with a list of tasks that is mapped to one or
more learning objectives (Figure 3.2). There are 24 tasks in the list for the students to
practise. Students must select a task; after this they have to rate their understanding
of the learning objectives related to the task. When reading the task and providing
their sample solutions, the most important thing that students need to do is to evaluate
the learning objectives of each task. Each criterion provided in the task corresponds
to one of the learning objectives of the task. For each task, the learning objectives are
designed to improve the students' understanding of the task.
The class teacher deﬁnes the mapping between the criteria and learning objectives
that are related to the task.
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Figure 3.2: List of tasks presentation in the Reﬂect system
For example, in Figure 3.3, Task 12 (named Week 04:[HW] Sample Quiz) has
four related learning objectives (Figure 3.4), namely: (1) Similar concept in both C
and Java - Control Flow, (2) Coding Style - Good Use of Indentation, (3) Coding Style
- Useful Identiﬁer Names, (4) Coding Style - Comment. Students rate themselves for
each learning objective associated with the task according to their belief of how well
they understand each concept. They rate their knowledge on a four point scales: Very
well, Well, OK, and Not at all. The students who were conﬁdent that they understood
well the learning objectives might choose Very well or Well options. On the other hand,
students might choose the OK or Not at all options if they are not very conﬁdent that
they understand the learning objective very well.
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Figure 3.3: Student self-assess page in the Reﬂect system
Figure 3.4: Student self-assess page in the Reﬂect system
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The students' ratings (assessments) of learning objectives are recorded in the Re-
ﬂect system as the self-assessment evidence for each student. The total self-assessment
is the aggregation of the self-assessment tasks that consists of the total number stu-
dents' assessments (rating) of their learning objectives (Very well, Well, Ok and Not
at all) for each task in the Reﬂect system. For example in Figure 3.4, there are four
learning objectives of task 12 (Figure 3.3) that needed to be rated by students. The
rating is to indicate how well the students understand the learning objectives 1 to
4. For instance if the student feel that he is not very knowledgeable on the learning
objective 1, he can rate this learning objective as OK. But if he can write very
good comments for the code then he can rate Very well on his understanding of this
learning objective (learning objective 4).
If he rates only two learning objectives, it means that his total number of learning
objectives (n_lo) for this task is 2. This means that he has done a partial task because
he is not completed all four learning objectives. This partial task is also taken into
consideration when calculating the number of task done (n_task). The total number
of learning objectives for every student is calculated the based on the aggregation of
all of learning objectives done by the student in every task. While the total number
of tasks is calculated based on the number of task attempted either it is completed
or partially completed. The attributes used for the experiments and their ranges are
presented in 4.11.
3.3.2 Second Stage
Once the students have ﬁnished the above steps, they can submit their solution to
the task. After they have submitted their solution they can self assess it against a set
of marking criteria for the task as deﬁned by the teacher. An example of a marking
scheme page is shown in Figure 3.5. The students self assess their answers against each
marking criteria by choosing one of the following options: true, false or no opinion.
Their self assessment is saved in the system and can be revisited at any time in the
future.
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Figure 3.5: Self-assess marking scheme page
3.3.3 Third Stage
In the next stage, the students view example solutions as shown in Figure 3.7 and assess
them according to a certain marking scheme. The example solutions have been pre-
assessed by the teacher using the same marking criteria. The students' assessments are
then compared to the teacher's assessment. Any discrepancies between the students'
and teacher's assessment can be viewed by the students as shown in Figure 3.6.
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Figure 3.6: Discrepancy page in the Reﬂect system
3.4 Types of Evidence Recorded in Reﬂect
The evidence tags record information about the proof, that is, the solutions submitted
by students during the self-assessment sessions in the Reﬂect system. There are two
types of evidence that the system records based on the source of the gathered evidence:
1) evidence that was generated from a Results from Local Test (RFLT evidence) also
called student submission evidence, and 2). Example evidence that was generated by
the system when a student self-assessing an example solution. The example solution
page is shown in Figure 3.7.
3.4.1 Student Submission (RFLT evidence)
A student submission evidence is a proof based on submission code submitted by a
student and the code must pass the test set-up by the tutors in the system. The
student submission evidence has only one value, namely, 1. This is because the
evidence is only recorded if the code submitted by a student passed the test. Thus,
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the evidence value of 1 indicates that student's submission code passed the test against
a set of criteria set by the teacher in the system. No evidence value is recorded in the
database if the code submitted did not pass the test.
Figure 3.7: Example solution page in the Reﬂect System
3.4.2 Example Solution Evidence
An Example's evidence is a proof that is produced when a student self assesses the an
example solution provided by the system. Example evidence is represented by an integer
or a fraction and has a value from 0.0 to 1.0. Evidence values are calculated based
on the discrepancy between the student's assessment and the tutor's assessment for a
particular example as explained in Section 3.3. An evidence value of 1.0 indicates that
the student's assessment for a particular example is the same as the tutor's assessment;
thus, there is no discrepancy between the student's answers and the tutor's answers.
On the other hand, an evidence value of 0.0 indicates that the student's answers are
diﬀerent to the tutor's answers thus the discrepancy score is the maximum. An example
evidence value could also be a fraction such as 0.5. In this case, the 0.5 evidence
value indicates that the student's assessment was similar to the tutor's assessment
(this only occurs when the task has more than two options to select from). The
smaller discrepancy value indicates that a student had a better understanding of the
programming knowledge in that particular example of the problem. The students can
view the discrepancy for each example solution that they assess in the Reﬂect system.
This discrepancy page is shown in Figure 3.6
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3.5 Conclusion
Chapter 3 shows how the Reﬂect system supports learning by reﬂection. This chapter
demonstrates that users (in this case students) of the Reﬂect system can perform self-
assessment by following the procedures as described in Section 3.3. These procedures
include the rating of their understanding of each learning objective related to the
task, providing answers to the tasks, self-assessing their answers and sample solutions
against the criteria deﬁned by the teacher and comparing the discrepancies between
their answers and the teacher's assessment. As discussed in this chapter,the Reﬂect
system provides users with a self-assess mechanism to helps them in learning.
Chapter 4
Research Approach and
Methodology
This chapter describes the research approach and methodology of the present study.
We begin by presenting an important discussion on the research questions, explaining
how the study objectives presented in Chapter 1 were converted into a more focused
research question and subsidiary research question. It is then shown how the subsidiary
research question was translated into a number of hypotheses to be proved or unproved.
This is followed by a discussion on the subjects and the types of data used in this study.
Next, we present a discussion on how the data were prepared for mining. At the end of
the chapter, a discussion on the EDM methods and algorithms used in the experiments
is presented.
4.1 Research Questions and Hypotheses
As set out in Chapter 1, the main objectives of this study are to explore how data
from an online learning system that supports learner reﬂection can be examined using
EDM methods and to evaluate the eﬀectiveness of these methods in: (1) extracting
knowledge about the impacts of reﬂection on learning, (2) gaining knowledge about
students' learning behaviour, and (3) identifying which behavioural patterns lead to
positive or negative outcomes.
Based on these study objectives, the research question and subsidiary research
question have been deﬁned and presented in Section 1.3. We deﬁned the primary
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research question as follows:
Can mining educational data help to better understand the impact of reﬂection on
learning?
The primary research question was translated into a more speciﬁc subsidiary re-
search question as follows:
Do students learn better by using the Reﬂect system?
In order to address the research question and subsidiary research question, we have
conducted a study on students' learning behaviours when learning with a system that
support learner reﬂection (i.e., Reﬂect). The present study employed EDM methods
to examine the impact of those behaviours on the students' performance.
In addition, a number of hypotheses have been developed to address the research
question and subsidiary research question. The main reason for translating the sub-
sidiary research question into hypotheses is because a hypothesis can be directly tested;
hence, its results can be measured and proved or unproved.
There have been ﬁve hypotheses developed. Hypothesis 1 to 3 (H1 to H3) were
evaluated by using the Reﬂect dataset to examine the impact of the students' learning
behaviours toward the students' exam performance. The main hypotheses (H1 to H3)
are related directly to the use of Reﬂect system as a mean of reﬂection. The other two
hypotheses (H4 and H5) were developed and tested by using the student assessment
data from the course coordinator. The hypotheses that were developed to address the
research question and subsidiary research question are discussed in this section.
First Hypothesis
Our ﬁrst hypothesis is that the students who were able to submit RFLT evidence above
the class average in the Reﬂect's student submission category (introduced in Section
3.4) were likely to be more successful and would perform better in the ﬁnal exam.
There are two submission categories in the Reﬂect system. In one category, students
view example solutions and self-assess their answer against certain criteria set up by
the teacher. Every time students self-assess an example solution, the Reﬂect system
stores the assessment as evidence for self-assessment in this category. This is called
the example solution evidence. The other category is a student submission category,
also known as the RFLT evidence, in which students are required to write and submit
their own solutions to solve a task category. Evidence is recorded every time a student
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submits a correct solution for the task. It is important to note that, in this case,
the Reﬂect system records only the passed submission of RFLT evidence. In other
words, an incorrect code submission would not be recorded by the Reﬂect system. In
this regard, we hypothesised that the students who were able to submit the correct
solutions (in the student submission category) at a rate above the class average were
likely to be good students and hence would perform well in the ﬁnal exam. Then, our
ﬁrst hypothesis was formed as:
Hypothesis 1: Students who submitted RFLT evidence above the class average in
the Reﬂect system are more likely to perform well in the exam.
Second Hypothesis
Our second hypothesis related to the amount of time students spent on practising and
solving tasks in the Reﬂect system. Students were expected to allocate a considerable
amount of time learning and practising their programming skills in Reﬂect. By doing
this, they would understand more of the core concepts of the programming they were
learning. We believed that the more tasks students solve in Reﬂect, the more they
learnt about the topic and this would be indicated by good performance in the exam.
Therefore, our second hypothesis was formed as:
Hypothesis 2: The total number of self-assessments performed in the Reﬂect sys-
tem correlates positively to exam performance.
Third Hypothesis
The third hypothesis was designed to identify and compare the relationships between
the students who were motivated in practising the example solutions in Reﬂect and
those who were not, and the beneﬁts of those practices toward their knowledge gains
when they had to submit their own solutions as student submission evidence. We
assumed that students should practise example solutions as much as possible; hence,
it would help them to solve more challenging questions in the student submission
category. In this case, the challenges arose when the students were required to write,
evaluate and test the code by themselves. Therefore, the third hypothesis was formed
as:
Hypothesis 3: Fewer submissions of the example solutions and RFLT evidence in
the Reﬂect system would lead to poor exam performance
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In addition, this thesis also applies the data mining techniques to the students'
assessment data. These are the data related to the students' performance in their
lecture quizzes, homework/lab exercises and practical exams. The data were obtained
from the course coordinator who taught the subject. In this regard, the purpose is to
investigate the impacts of these academic practices on students' exam marks. This
additional focus of the research may or may not directly contribute to the understanding
of the impact of reﬂection on learning but it is important to learn about students'
performance in general. For example, by knowing early at the beginning of the semester
that some students have not made good progress in learning the topics being taught,
the teacher could oﬀer an extra tutorial or take other remedial actions. With regard
to this additional research, the following two hypotheses were developed:
Fourth Hypothesis
Hypothesis 4: Students who attend and achieve good marks on all quizzes have a
better chance at performing well in ﬁnal exam.
This hypothesis was formulated to investigate the correlation between the quiz
results and exam performance. We were interested to know if quiz performance and
attendance had signiﬁcant eﬀects on student readiness for the ﬁnal exam.
Fifth Hypothesis
Hypothesis 5: Students who miss weekly homework/lab exercises are at an increased
of risk of performing poorly in the ﬁnal exam.
Lab practices are the most important learning component in most programming
courses. It is even more important for students to attend a lab session if it is designated
for a practical exam as were for the tree lab sessions in the Software Construction I
course. For these speciﬁc weeks, students could experience the real exam situation in
which they could practise solving questions similar to those that would be presented in
their exam, under the supervision of a teacher. Hence, we hypothesised that missing
even some of the weekly lab sessions would be a real disadvantage for the students.
Examining these hypotheses will provide answers to the subsidiary research question
and in turn they together will provide an answer to the primary research question. Next,
before we discuss the present study's methodology, we describe the subjects and source
of data used in the study.
46 CHAPTER 4. RESEARCH APPROACH AND METHODOLOGY
4.2 Subjects and the Data
4.2.1 Subjects and Course Context
The subjects used in this research were students enrolled in the course entitled Soft-
ware Construction I (SOFT2130/2830) at the School of Information Technology, the
University of Sydney, in the second semester of 2007. In this course, students learn
how to program in the C programming language. In 2007, 175 students were enrolled
in the course, with 14 categorised as advanced students. In regard to the course
assessment policy, all students except the advanced students had three assessment
components: 1) weekly homework/labs, 2) weekly tutorial quizzes, and 3) a ﬁnal
exam. For advanced students, there was an extra assessment component consisting of
an assignment. Among the 175 students, 156 (89.1%) of them completed the course at
the end of the semester. Of the 156 students who completed the course, 109 (69.9%)
students passed and 47 (30.1%) failed the course. The ﬁnal grade distribution of the
course is shown in Table 4.1.
Table 4.1: Distribution of student ﬁnal grade
Grade Label Percentages (%) Distribution
High Distinction HD 6.4 7 out of 109
Distinction plus D 24.8 27 out of 109
Credit plus CR 56.0 61 out of 109
Passes P 12.8 14 out of 109
Fail F 30.1 47 out of 156
4.2.2 Data Source
The datasets used in this research came from two sources: 1) data about students'
activities gathered from the Reﬂect system (as explained further below); and 2) data
about students' assessment obtained from the course coordinator who taught the
course. In conducting the experiments, both datasets were used. The following sub-
sections discuss each dataset.
Students' Activity Dataset
Data about the students' activities were gathered from the Reﬂect system, which is
an Intelligent Tutoring System that promotes learning by reﬂection. An intelligent
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tutoring system (ITS) is a computer system that aims to provide immediate and cus-
tomized instruction or feedback to learners, usually without intervention from a human
teacher [66]. Based on this deﬁnition the Reﬂect system can be categorized into an
Intelligent Tutoring System (ITS) since it has capability to immediately give feedback
to users regarding their understanding of programming concepts. Reﬂect also capable
to evaluate programming codes submitted by students by comparing them with the
pre-programmed codes from tutors. The Reﬂect system is provided by the university
for the students to use as an alternative source of learning and practice in the Software
Construction course. The data were gathered from the Reﬂect database in the XML
format. An example of this data is illustrated in Figure 4.1.
Figure 4.1: A screen shot of Reﬂect data in XML format
The student activity data are organised in a hierarchical structure wherein each
task consists of a task name and a number of learning objectives. The number of
learning objectives for each task varies between one and ﬁve. A learning objective can
appear in one or more tasks.
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In general, the XML data can be viewed as two parts: 1) one section contains
information related to a task, 2) one section is organised according to the student ID
(not shown in Figure 4.1). The following is an example of the ﬁrst section of the data.
As seen in the above list, task 11 is enclosed by two <task> tags. The task_id at-
tribute identiﬁes the task number. For example, in Figure 4.1 the task_id="SOFT2130
/Task11" is followed by ﬁve learning objectives that belong to that task. In addition
to the task number, the task name consists of the allocated week for the task, the type
of assessment ([HW] means homework/lab) and the task name itself; for example, 2nd
(#2) is the name of the task asking for the printing of every second element. The
learning objectives are presented in the learning objective tags:
The second part of the XML data is structured according to the student ID. The
data for each student, identiﬁed by student id, are followed by two other import-
ant tags, namely, the self-assessment and evidence tags. The self-assessment tags
record the self-assessment values (Very well, Well, OK and Not at all) for
each learning objective related to the task. Each self-assessment value is recorded
as self-assessment evidence in the students' learning model each time students rate
(self-assess) themselves as described in Section 3.3.1. This self-assessment evidence
is diﬀerent to the results from local tests (RFLT) that was discussed in Section 3.3.
The student self-assessment data are presented in the following format:
Meanwhile, the XML data related to the evidence were recorded in Reﬂect system
as follows:
• Evidence generated from Results From Local Tests (RFLT evidence)
• Evidence generated from self-assess an example solution
Furthermore, the students' activity data consist of a number of attributes as sum-
marised in Table 4.2.
Students' Assessment Dataset
The students' assessment data were spread over several worksheets in Microsoft Excel.
These include lecture quiz marks, homework and lab marks (including practical marks
on weeks 4, 8 and 12), quiz marks, and the ﬁnal exam marks of students enrolled in
the Software Construction course for the year 2007. The data were obtained from the
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lecturer who organised and taught the course. Table 4.3 summarises the attributes of
the students' assessment data.
Table 4.2: List of attributes in Reﬂect dataset
Attribute Description Data Type
Example0
evidence recorded from students self-assess
example solution 0
Numeric
Example1
evidence recorded from students self-assess
example solution 1
Numeric
Example2
evidence recorded from students self-assess
example solution 2
Numeric
Example3
evidence recorded from students self-assess
example solution 3
Numeric
RFLT evd evidence generated from student submission Numeric
n_task number of tasks done in Reﬂect Numeric
n_lo number of learning objective done in Reﬂect Numeric
Tot_selfAssess total self assessment done in Reﬂect Numeric
Table 4.3: List of attributes in students' assessment dataset
Attribute name Description Data type
L2_mem_diagram Week 2 lecture quiz mark Numeric
L5_pointers Week 5 lecture quiz mark Numeric
L8_scope Week 8 lecture quiz mark Numeric
Tot_Lec_qz Total lecture quiz marks (%) Percentage
Lec_qz_attd Total lecture quiz attendances (%) Percentage
HWLwk4 Homework/Lab (prac exam) week 4 Numeric
HWLwk8 Homework/Lab (prac exam) week 8 Numeric
HWLwk12 Homework/Lab (prac exam) week 12 Numeric
Tot_HWL Total homework/lab marks (%) Percentage
HWL_attd Total homework/lab attendances (%) Percentage
Tot_qz Total quiz marks (%) Percentage
qz_attd Total quiz attendances (%) Percentage
exam Final exam mark Numeric
4.3 Preparing Data for Mining
The general process of data mining involves: gathering the data; pre-processing the
data; applying data mining algorithms; and interpreting the results. Similar data mining
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steps were also applied to this thesis. However, as the Reﬂect data were not designed
for data mining analyses, it was necessary to perform more manual data pre-processing
and choose the data attributes carefully.
This section focuses on the data mining process as part of the overall research
approach. It presents the methodology for mining the Reﬂect and student assessment
data. The overall process of data mining is shown in the diagram in Figure 4.2. Each
box in the diagram is discussed in the following subsections starting with the pre-
processing stage. The discussion in this section is, however, limited to discussing the
methodology, that is, how the experiments were conducted.
4.3.1 Data Pre-Processing
In a large database, it is commonplace to have data that are incomplete, inconsis-
tent, noisy and contain errors [32]. The data pre-processing task consists of cleaning
incomplete and inconsistent data, removing noises and errors, and integrating and
transforming the data into an appropriate format for mining. The following section
discusses the pre-processing techniques used in the present study.
Cleaning the Data
After the data were extracted from the Reﬂect database in XML format, the next
stage was to clean them of inconsistencies, errors and noises before they were ready
to be mined. We carried out the process of data cleansing manually by searching
for incomplete data, noises and errors and removing them from the data. The errors
in the data came from the data records of unintended or non-enrolled users. These
users included a system administrator, a number of postgraduate students who used
the system for testing, and other students who had not enrolled in the course but
used the Reﬂect system for learning and practising to solve C programming programs.
The errors also came from a user who had two user name log-ins. This could have
happened when the student changed their user name log-in at some point during the
semester. Noise in the data may have come from an outlier; for example, we found
that there was a student who rated himself as OK 367 times for a learning objective.
This rate was considered excessive and unrealistic because most of the students from
the same class rated themselves as OK only 41 times on average.
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Figure 4.2: Diagram of the process of data mining
The unrealistic ﬁgure caused an imbalance in the data distribution and we indicated
it as an outlier. In this particular case, our approach was to replace the outlier value
with the class average value of 41. A summary of the types of errors found in the
Reﬂect database is shown in Table 4.4.
Integrating and Transforming the Data
Data integration is a process of integrating or merging the data from multiple tables
or databases into a coherent data format [32]. Data mining processes often involve
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Table 4.4: Source of errors in the Reﬂect data
Sources of errors Explanation
Record of DB admin DB admin did not enrolled for the course
Double user names Resulted in data redundancy
Postgraduate students The course is for undergraduate
Other students Undergraduate students who did not
enrolled but using the Reﬂect system
Noises Unrealistic data points way above or under
class average
retrieving and analysing multiple data attributes that are spread across several tables or
databases. As mentioned in Section 4.2.2, our data sources came from two sources: the
students' activity data gathered from the Reﬂect database and students' assessment
spreadsheet obtained from the course coordinator. Therefore, these data need to be
summarised into a summarisation table consists of all necessary attributes for data
mining experiments. For this purpose, a summarisation table was as shown in Table
4.5.
Data transformation is a process involving a number of techniques including smooth-
ing to remove noise from the data; aggregation which is a summary operation applied
to the dataset; generalisation in which the lower level data are replaced by higher-level
concepts; and normalisation where the attributes data are scaled thus they fall within
a small range (i.e., 0.0 to 1.0). [32].
In this research, the smoothing technique to remove noise in the Reﬂect dataset
was employed as explained in the Section 4.3.1. The aggregation technique was used
for example to summarise the weekly homework/lab marks and quiz marks into total
homework/lab (Tot_HWL) marks and Total quiz (Tot_qz) marks. The normalisation
technique was used to normalised the attributes in the clustering analysis.
The data also needed to be transformed into an appropriate format for mining.
The common formats used for mining data with the Weka data mining system are
the attribute-relation ﬁle format (ARFF) and comma-separated value (CSV) format.
Therefore, the dataset was transformed into either ARFF or CSV format to be suitable
for use in Weka. The ARFF and CSV format are easy to use and acceptable in the
Weka system. Moreover, to increase the interpretation and comprehensibility of the
data, it is sometimes necessary to perform data discretisation; that is, to transform
the numerical value of a data attribute into a nominal or ordinal one [69].
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Table 4.5: List of all attributes in the summary dataset
Attribute Name Description
L2_mem_diagram Week 2 lecture quiz mark
L5_pointers Week 5 lecture quiz mark
L8_scope Week 8 lecture quiz mark
Tot_Lec_qz Total lecture quiz marks (%)
Lec_qz_attd Total lecture quiz attendances (%)
HWLwk4 Homework/Lab (prac exam) week 4
HWLwk8 Homework/Lab (prac exam) week 8
HWLwk12 Homework/Lab (prac exam) week 12
Tot_HWL Total homework/lab marks (%)
HWL_attd Total homework/lab attendances (%)
Tot_qz Total quiz marks (%)
qz_attd Total quiz attendances (%)
Example0 Evidence recorded from students self-assess
example solution 0
Example1 Evidence recorded from students self-assess
example solution 1
Example2 Evidence recorded from students self-assess
example solution 2
Example3 Evidence recorded from students self-assess
example solution 3
RFLT_evd Evidence generated from student submission
Tot_selfAssess Number of self assessments done in Reﬂect
n_task Number of tasks done in the Reﬂect
n_lo Number of learning objectives done in the
Reﬂect
exam Final exam mark
4.3.2 Constructing the Datasets for Experiments
Choosing Correct Data Attributes
Attribute selection plays an important role in data mining analysis. Choosing incorrect
data attributes can mislead the interpretation of the results, resulting in invalid results
or results that are diﬃcult to be validated. The following guidelines were followed in
choosing the data attributes for our data mining analyses.
• Data attributes were chosen according the experiments conducted; that is, each
experiment could use diﬀerent data attributes. The experiments conducted were
based on the research questions or the hypotheses that followed.
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• For the purpose of classiﬁcation analysis with J48, we used the attribute se-
lection tools available in the Weka data mining package called the Gain Ratio
Attribute Evaluation. Initially, we also used Info Gain Attribute Evaluation but
after comparing preliminary results, there were not much diﬀerent between the
two; hence, we decided to used only the Gain Ratio Attribute Evaluation.
Constructing the Datasets
From the list of data attributes in Table 4.5, three types of datasets were constructed
for testing the hypotheses: 1) a numerical dataset, 2) a numerical dataset with cate-
gorical class attributes, and 3) a nominal dataset. The datasets were used according to
the type of algorithms executed. For example, the K-means algorithm accepts numer-
ical as well as nominal attributes, the J48 algorithm takes numerical data but requires
a nominal or ordinal class label, and the Apriori algorithm requires all attributes to
be in nominal form. The following subsection presents overview of these datasets. In
order to maintain anonymity of the subjects, pseudonyms are used to replace student's
user name.
Numerical dataset
In a numerical dataset, all data attributes are in a numeric form and can contain
any numeric attributes including percentages. This dataset is used for statistical and
clustering analyses with K-means. Table 4.6 shows an example of data in this format.
Table 4.6: An example of data attributes in numerical form
UserID Tot_HWL Tot_qz n_task n_lo exam
student01 1.00 1.00 22 24 93
student02 0.98 1.00 24 24 92
student03 1.00 1.00 22 24 92
student04 1.00 1.00 23 24 90
student05 0.75 0.70 16 14 65
student06 0.98 0.98 24 24 78
student07 0.35 0.50 6 7 48
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Numerical dataset with Nominal Class
The J48 algorithm used in the experiments requires that the class attribute, in this
case the exam marks, must be in a categorical or nominal form. Therefore, a dataset
of numerical attributes with nominal class label was created. In this dataset, the exam
marks were manually grouped into the following categories: Low if the exam mark
is <50; Moderate if the exam mark >=50 and <75; and High if the exam mark
>75. The lower bound 50 was chosen to follow one of the course requirements that
requires students to achieve at least 50 in the ﬁnal exam in order to pass the course.
With this regard, the exam mark 50 is the minimum requirement to pass the Software
Construction I course. The upper bound 75 was chosen to represent the top students
who achieve Distinction or High Distinction for the ﬁnal grade. The moderate range
between 50 and 75 was a representation of the majority students in the class that ﬁlled
the gap between the lower bound and the upper one.
Although there are algorithms that accept all numerical attributes such as regres-
sion tree, REPTree and linear regression, we argue that the categorisation of class
labels can enhance the interpretation and comprehensibility of the results [75]. This is
particularly more useful if the results related to the pedagogical information and will be
presented to the educators who may not have data mining background. Therefore, the
numerical dataset with a categorical class was used for classiﬁcation analyses. Table
4.7 shows an example of this dataset. The last data attribute in the table is a class
attribute that was converted into three categorical exam marks labelled as High,
Moderate, and Low.
Table 4.7: An example of a numerical dataset with a categorical attribute
UserID Tot_HWL Tot_qz n_task n_lo exam_cate
student01 1.00 1.00 22 24 High
student02 0.98 1.00 24 24 High
student03 1.00 1.00 22 24 High
student04 1.00 1.00 23 24 High
student05 0.75 0.70 16 14 Moderate
student06 0.98 0.98 24 24 High
student07 0.35 0.50 6 7 Low
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Nominal Dataset
A nominal dataset was used for association rule mining analysis utilising Apriori algo-
rithm. This dataset is also known as a discretised dataset wherein all the numerical
data attributes were transformed into categorical values. Data discretisation can en-
hance the interpretation and comprehensibility of the dataset [75]. Table 4.8 shows
an example of dataset in nominal form.
Table 4.8: An example of data attributes in categorical form
UserID lab_
percent
quiz_percent num_task num_lo exam_cate
student01 High High High High High
student02 High High High High High
student03 High High High High High
student04 High High High High High
student05 High Medium Medium Medium Moderate
student06 High High High High High
student07 Low Medium Low Low Low
4.4 Application of EDM Methods
This section describes the approaches that were followed to answer the research ques-
tion and its subsidiary research question as discussed in the previous section. We
describe the data exploration by means of statistical methods, followed by a discussion
on the data mining techniques and algorithms used in the study. The results of the
data mining experiments are presented and discussed in a separate chapter (Chapter
5).
4.4.1 Exploring Data by Statistical Analysis
Statistical analysis often provides a starting point for data exploration. In this study, a
number of correlation and regression analyses were conducted to learn about relation-
ships and to measure whether one data attribute is signiﬁcantly correlated to others.
The analysis was also intended to investigate whether the movement of a dependent
variable was caused by one or more independent variables. For example, our main
objective was to utilise statistical analysis to ﬁnd the correlations between:
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• the number of Rﬂt evidence submitted in the Reﬂect system and the ﬁnal exam
mark.
• the number of total self assessments performed in the Reﬂect system and the
ﬁnal exam mark.
Furthermore, statistical analyses were performed to analyses the relationships between
the lecture quiz and homework/lab marks and the ﬁnal exam mark. The analyses that
are related to this were:
• the lecture quiz marks and the ﬁnal exam mark.
• the homework/lab marks and and the ﬁnal exam mark.
Besides those objectives, statistical analysis can also be used to determine the variable
that best distinguishes one group from another.
4.4.2 Educational Data Mining Methods
Simple statistical analyses are usually quite limited in terms of the results provided.
For example, in this study, simple analysis may not be able to distinguish between
groups of weak students and strong ones. To gain more useful insights into the data,
we therefore utilised more advanced data analyses, namely, data mining techniques.
In this study, we utilised the three most well-known data mining algorithms and
techniques, namely, the K-means algorithm for clustering the groups of students, the
C4.5 and J48 (decision tree) algorithm for classiﬁcation, and the Apriori algorithm for
association rule mining. While statistical analyses were conducted to ﬁnd true rela-
tionships among the attributes, the educational data mining methods applied to the
Reﬂect data were more important in order to answer the research question and the
related hypotheses. This is because the EDM methods, such as clustering, classiﬁca-
tion and association rule mining, can oﬀer more meaningful results, way beyond the
statistical analyses.
Clustering Students
Our clustering experiments utilised a standard K-means clustering algorithm to cluster
groups of students based on their similar behaviour in using the Reﬂect system. The
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K-means clustering algorithm is considered as one of the most reliable and widely used
clustering algorithm in the data mining research community [75]. Our objective is to
distinguish the stronger group of students from the weaker group; that is, to identify
the aspects in regard to learning characteristics when using the Reﬂect system that
separate these groups of students. In other words, we wanted to study the learning
characteristics that led to an increase in student performance.
A number of clustering experiments were conducted by using the numerical dataset
summarised from the student activities performed in the Reﬂect system. A summary
table with four attributes related to students' activities in the Reﬂect system was built.
These attributes were chosen as they represented the activities by students in Reﬂect.
The attributes (as shown in Table 4.9]) are the RFLT evidence introduced in Section
3.4.1, the number of tasks and the number of learning objectives done in Reﬂect,
and the total number of self-assessments each student performed in Reﬂect. The last
mentioned attribute is an aggregate of the total number of self-assessments conducted
by the students for the example tasks 0 to 3 (i.e., example0, example1, example2 and
example3 tasks) that were submitted in the Reﬂect system.
One of the issues we found when using the K-means algorithm is how to set the
number of clusters (k). In this case, we had to run a number of experiments and
select the number of k clusters manually. We chose a range of clusters from 3 (k=3)
to 5 (k=5). From several repeated experiments, we found that the result of the K-
means clustering with k=3 was more interesting than the others. The clusters resulting
from the K-means clustering with k=3 showed a higher similarity between the objects
within the clusters if we compared to the clusters resulting from the K-means clustering
with k=4 or k=5. The similarities between objects were measured by using Euclidean
distance option available in Weka data mining tool.
At this stage, our experiments showed that the main discriminant attribute that
separated the clusters was the student submission (RFLT) evidence. In this regard, this
attribute can be used as an indicator of how well a student performed in Reﬂect. As
explained in Chapter 3 the student submission (RFLT) evidence can only be recorded
in the system if it passed the set of criteria set up by the tutor. This means that
the more student submission evidence recorded in the Reﬂect system, the better the
student performance in Reﬂect. This ﬁnding is coherent with the ﬁnding in a previous
study [35] that suggested the Reﬂect system provides motivated students with help and
the ability to understand the programming code closest to the teachers' viewpoints.
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Consequently, we assumed that this help would encourage students to use Reﬂect
more often. Hence, as a result, students' skill and knowledge increased signiﬁcantly.
However, this fact was not similar for all students. Some weak students may have
found the tasks in the Reﬂect system diﬃcult and hard to solve. The results of the
K-means clustering and a discussion of the ﬁndings are presented in Section 5.1.2.
Table 4.9: Set of attributes used in the K-means clustering
Attribute Name Description
RFLT_evd Evidence generated from student submission
Tot_selfAssess The number of self assessments done in Reﬂect
n_task The number of tasks done
n_lo The number of learning objectives done
Classiﬁcation
We utilised a simple yet powerful J48 algorithm for the classiﬁcation analyses provided
by Weka data mining package. This algorithm is also known as the decision tree
algorithm. The J48 algorithm generates decision trees that can be used to extract
classiﬁcation rules. In this study, the objective was to classify students according to
their exam marks. The classiﬁer or called model resulted from the experiments can
be used to predict the ﬁnal exam mark of new students.
Since J48 algorithm requires that the class attribute, in this case the exam marks,
must be in categorical or nominal form, a categorical attribute of exam marks named
exam_cate was created as discussed in Section 4.3.2. The exam_cate comprises of
three classes: high, moderate, and low. This categorisation is diﬀerent to the cat-
egorisation of the ﬁnal grade students received at the end of semester. The student's
ﬁnal grade was calculated to include the ﬁnal exam marks and other assessment com-
ponents including assignments, quizzes, homework and lab, and practical exam. The
assessment components and the percentages that will contribute to the students' ﬁnal
grade are arranged by the course coordinator and agreed by the students at the be-
ginning of the semester. The ﬁnal student's grade is not the main focus of our study,
hence it is not discussed in this thesis.
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Classiﬁcation with the Students' Activity data
In the ﬁrst round, the experiments were conducted using dataset gathered from the
Reﬂect system (students' activity data). The dataset consist of nine data attributes
as described in Table 4.2. Initially, we selected all attributes in the Reﬂect dataset
into the Weka pre-processing tool. In most classiﬁcation analyses, however, not all
attributes are equally useful for predicting the target. Therefore, there is a need to
evaluate the usefulness of each attribute used in experiments. For this purpose, we
employed an automatic attribute selection called the Gain Ratio Attribute Evaluation
(GainRatioAttributeEval) available in Weka. The Gain Ratio attribute evaluator works
with a search mechanism called Ranker to rank the attribute according to its usefulness.
In this case, the ranker searches for and list the attributes according to the best splitting
criteria. The best splitting criteria is a method that determines the attribute to ﬁrst
split the tree and ranks them in order as illustrated in Figure 4.3.
Figure 4.3: Ranking of the Reﬂect data attributes in the Gain Ratio
The Gain Ratio attribute evaluator rated Rﬂt_evd, Tot_selfAssess, n_task and
n_lo attributes as the top four attributes in the list, while Example2, Example1,
Example3 and Example0 was rated as four attributes with the lowest ranking in the
list. This suggests that the variable Rﬂt_evd would be the ﬁrst splitting attribute when
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a decision tree was created, followed by Tot_seﬂAssess, n_task and n_lo attribute
respectively. This also indicates that the Rﬂt _evd and Tot_selfAssess attributes were
good discriminants for the decision tree.
At this stage, the dataset were ready for mining. The experiments were conducted
by choosing the default 10-folds cross-validation test option. The 10-folds cross-
validation test option works by splitting the training data into 10 approximately equal
size of subsets named folds. Out of ten folds, nine were used for the training and the
one remaining was used for testing. A new model was built from the training data
and it was evaluated using the left-out fold (testing data). When the process was
completed for the ﬁrst test fold, a new fold was selected for testing and the remaining
folds were used for training. The process was repeated until all folds had been used for
testing. The system was set-up to verify that each instance in the full dataset was used
only once for testing and it was used when it was not used for the training. In Weka,
the class proportion is preserved when the data is divided into folds. This means each
fold contains approximately the same number of instances for high, moderate and low
for the attribute exam_cate. Therefore, the cross-validation method in Weka is called
a stratiﬁed cross-validation. The stratiﬁed cross-validation delivers slightly improved
performance estimates over un-stratiﬁed cross-validation [89].
In decision tree analysis, there are many ways to measure accuracy of a classiﬁer
(model). One common way is by examining how many instances were correctly clas-
siﬁed into classes. In the Weka J48 analysis tool, the correctly classiﬁed instances are
shown in percentage form. The accuracy of the models can be compared with the
baseline accuracy. The baseline accuracy could be the prediction of the majority class
from the dataset. The ﬁnding and discussion of the classiﬁcation results by using the
Reﬂect dataset will be discussed in Section 5.1.
Classiﬁcation with Students' Assessment Data
In the second round, the experiments were conducted using students' assessment data
obtained from the course coordinator who taught the course. The dataset, initially
consist of 13 data attributes as described in Table 4.3. However, some data attributes
were redundant, hence they could not be included. For example, the total lecture
quizzes (Tot_Lec_qz) mark were not included because it was represented by indi-
vidual lecture quiz marks (L2_mem_diagram, L5_pointer and L8_scope). Similarly,
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Tot_HWL attribute were preferred over HWLwk4, HWLwk8, HWLwk12 because it
aggregated not only homework/lab marks in week 4, 8 and 12 but also all weekly
homework/lab marks.
After the data attributes were selected, the Gain Ratio Attribute Evaluation (Gain-
RatioAttributeEval) as introduced in the previous section were employed to examine
the usefulness of each data attribute. The ranking of the attributes based on the Gain
Ratio attribute evaluator is shown in Figure 4.4.
Figure 4.4: Ranking of the students' assessment data attribute in the Gain Ratio
From the Gain Ratio ranking, we learnt that the Tot_qz and Tot_HWL attributes
were the two most useful attributes for building a decision tree. It also revealed
that those two attributes were good discriminants for the decision tree. Once the
data attributes were selected, the J48 decision tree algorithm was executed using the
10-folds cross-validation method. The results of the experiment are discussed and
presented in Section 5.2
Classiﬁcation with Combined Dataset
In addition to the experiments using the Reﬂect dataset and students' assessment
data, we also conducted classiﬁcation experiments using the combination of Reﬂect
data and students' assessment data as in Table 4.5. First, the usefulness of each
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data attribute in building a tree was examined by using Weka's Gain Ratio attribute
evaluator along with the Ranker mechanism explained in the previous section. The
best splitting criteria for each attribute were ranked accordingly as shown in Figure
4.5.
Figure 4.5: Ranking of the combined data attributes in the Gain Ratio
Figure 4.5 shows that the Tot_qz attribute was ranked ﬁrst with a splitting coeﬃ-
cient value 0.344. This is followed by the Tot_HWL attribute with splitting coeﬃcient
value 0.314. This indicates that these two variables were the main discriminators in
forming branches of the tree. Meanwhile, four attributes namely Example2, Example3,
Example0, and Example1 were ranked last in the list with the splitting coeﬃcient val-
ues 0. This indicates that these four attributes were not important in building the
decision tree. For this reason, when we run the experiments, they were omitted from
the list of attributes. As a result, only 17 attributes were selected for the classiﬁca-
tion experiments. These attributes are listed in Table 4.10. After the attributes were
selected, the classiﬁcation experiments were executed with this dataset. The Weka's
64 CHAPTER 4. RESEARCH APPROACH AND METHODOLOGY
J48 algorithm was executed with 10-folds cross-validation option selected. The result
and discussion of the experiments will be presented in Section 5.3.
Table 4.10: List of all attributes used for building a model
Attribute Name Description
L2_mem_diagram Week 2 lecture quiz mark
L5_pointers Week 5 lecture quiz mark
L8_scope Week 8 lecture quiz mark
Tot_Lec_qz Total lecture quiz marks (%)
Lec_qz_attd Total lecture quiz attendances (%)
HWLwk4 Homework/Lab (prac exam) week 4
HWLwk8 Homework/Lab (prac exam) week 8
HWLwk12 Homework/Lab (prac exam) week 12
Tot_HWL Total homework/lab marks (%)
HWL_attd Total homework/lab attendances (%)
Tot_qz Total quiz marks (%)
qz_attd Total quiz attendances (%)
RFLT_evd Evidence generated from student submission
Tot_selfAssess Number of self assessments done in Reﬂect
n_task Number of tasks done in the Reﬂect
n_lo Number of learning objectives done in the
Reﬂect
exam_cate The categorical ﬁnal exam mark
Association Rules Mining
The goal of an association rule mining algorithm is typically to identify association
of items that occur together or sequences of items that occur frequently [32]. These
associations and values are often represented by IF-THEN relationships.
In the present study, we applied the Apriori algorithm to discover which data at-
tributes are related to each other. The objective was to ﬁnd the relationships between
the attributes that can be associated with positive or negative learning behaviour. The
Apriori algorithm requires all data attributes to be nominal. Therefore, the numerical
Reﬂect data attributes (described in Table 4.9) were converted into categorical form
and renamed. The process is also called the discretisation process. These discretised
attributes, as well as the categorical exam attributes, were used in the association rules
analysis. Except for the exam_cate (exam) attribute that was manually categorised
as explained in Section 4.3.2, all the other data attributes were discretised using the
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equal-width method. Using this method, the data was divided into a ﬁxed number
of intervals of equal (almost equal) length. As a result, all the data attributes were
categorised into three intervals, namely, high, medium and low. The Reﬂect categor-
ical data that were converted and their intervals are shown in 4.11. In addition to
the attributes in this table in which they were converted from the Reﬂect dataset, we
also converted some data attributes into categorical data from students' assessment
dataset as shown in Table 4.12. These data would be used for the association rules
analysis with combined dataset. The result of the experiments are discussed in Chapter
5.
Attribute Categorical
Attribute
Interval Range
Rﬂt_evd Rﬂt_cate high >=66;
medium >=33 and
<66; low <33
min =1
max =99
Tot_selfAssess tSelfAssess high >=150;
medium >=75
and<150;
low <75
min =29
max =224
n_task num_task high >=18;
medium >=8 and
<18; low <8
min =1
max =24
n_lo num_lo high >=18;
medium >=8 and
<18; low <8
min =3
max =24
exam exam_cate high >=75;
medium >=50 and
<75; low <50
min =10
max =93
Table 4.11: Discretised the Reﬂect data attributes
Attribute Categorical
Attribute
Interval Range (%)
Tot_qz total_qz high >=33;
medium >=33 and
<66; low <33
min =11
max =100
Tot_HWL total_HWLab high >=33;
medium >=33 and
<66; low <33
min =16
max =100
Table 4.12: Discretised the students' assessment data attributes
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4.5 Conclusion
This chapter presented the core work of this study. It provided an overview of the
approach and methodology by which the present study was conducted. We began by
restating the research question and the subsidiary research question to be addressed in
this study. The research question and the subsidiary research question were translated
into six hypotheses that formed the thesis direction. Next, we introduced the subjects
and data, followed by a discussion of how the data were pre-processed. Furthermore,
we described the datasets and the application of EDM methods to carry out the
experiments. As explained, before conducting a series of experiments using the Reﬂect
dataset, we took several steps to process the student data. First, we needed to ﬁlter
only the information about the student activities that interested us, such as the number
of tasks, the number of learning objectives, the amount of evidence submitted in the
Reﬂect system and the exam marks. Next, we needed to create a summary table that
integrated the information at the student level. In addition, we needed to discretise all
the numerical values in order to increase interpretation and comprehensibility. Finally,
we described how the EDM methods including the K-means, J48 decision tree and
Apriori algorithms were applied to the present study. It is expected that by deploying
these data mining algorithms, we would be able to prove or disprove the hypotheses
that would ultimately lead to the answers to the research questions as discussed next
in Chapter 5.
Chapter 5
Results and Discussion
This chapter presents the results and discusses the ﬁndings of the present study. The
results presented in this chapter were obtained from the exploration of the students'
activity data (the Reﬂect data) and students' assessment data using the EDM methods
discussed in the previous chapter. The presentation of the results and discussions in
this chapter is arranged to address the hypotheses and how they were proved. There
are two main parts of discussions in this chapter. The ﬁrst part presents the results
obtained from the exploration of the Reﬂect data followed by the discussion of the
results. The second part discusses the results of the exploration of the students'
assessment data and it is followed by the discussion of the results.
5.1 Exploration of the Reﬂect Dataset
5.1.1 Statistical Analysis
We performed a series of analyses by using both statistical methods and data mining
techniques. First, we explored the dataset by using the statistical tool analysis from
SPSS software1. SPSS is a well-known software package that oﬀers a large number
of methods and tools for statistical analyses. We utilised this software for the analysis
of the normal distribution of the data and the correlation (the Pearson correlation)
between the attributes in the dataset.
The Pearson correlation analysis, however, requires the data attribute to satisfy
the normality and linearity assumptions. The normality assumption is examined by
1http://www.spss.com
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projecting the variables into a histogram and observing whether the histogram formed
a bell curve graph. The linearity assumption of two related variables is veriﬁed by
checking a scatter plot generated from those two variables. Furthermore, a scatter
plot is used to investigate whether the variables have homoscedasticity. This can be
known by reviewing whether the dots are evenly distributed in the graph. We examined
the variables and found that they satisﬁed the normality and linearity assumptions, as
discussed in the following section.
First Hypothesis
The primary focus of the current project is to examine how students have used Reﬂect
to enhance their knowledge in order to better prepare for the exam. Therefore, most
of the statistical and data mining analyses in the thesis are centred around the exam
marks. It is important to do exploratory analysis of the data in order to gain initial
insights and knowledge about the data. Figure 5.1 shows a histogram of a normal
distribution curve related to the exam mark. As we can see from the graph, most of
the students' exam marks were within the mean range (53.15). The distribution of
the mean of the students' exam marks formed a bell-shaped curve that is known as
the normal distribution or Gaussian function. By observing the graph, we can also
understand that only a small number of students were able to achieve an exam mark
equal or higher than 80. However, since the exam mark is not the only component to
determine the students' ﬁnal grade, students who have average exam marks can still
achieve a good ﬁnal grade at the end of semester provided that they perform better
in other assessment components.
The normality assumption was also observed for the RFLT evidence (Rﬂt_evd)
variable that was introduced in Chapter 3. Figure 5.2 shows that the Rﬂt_evd attribute
value is normally distributed and satisﬁed the normality assumption.
After all the required variables were checked to satisfy the normality assumption,
the next step was to investigate whether there were relationships between those vari-
ables and whether the relationships were linear. The most common way to do this is
by plotting the variables into a scatter plot graph.
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Figure 5.1: Normal distribution graph of exam
Figure 5.2: Normal distribution graph of Rﬂt_evd
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For example, to observe if there was a linear relationship between the Rﬂt_evd and
the exam mark, a scatter plot of those two variables was created (Figure 5.3). The
graph revealed that there was a strong positive relationship between the Rﬂt_evd and
the exam mark. From the cumulative Rﬂt_evd graph as shown in Figure 5.4, it is also
revealed that around 80 percent of the students submitted 50 or less RFLT evidence
to the system. The average (mean) of the RFLT evidence submitted by the students
was 33, while the minimum and the maximum number of RFLT evidence submission
were 1 and 99, respectively.
Figure 5.3: Scatter plot of Rﬂt_evd
Furthermore, to determine the strength of the relationships between the Rﬂt_evd
and the exam mark, a correlation analysis of the two variables was conducted. This
analysis was performed by using the Pearson correlation coeﬃcient analysis tool avail-
able in SPSS.
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Figure 5.4: Cumulative percentages of Rﬂt_evd
The result shows that the relationships between the two attributes were strongly
positive as shown by the Pearson correlation result in Table 5.1. The Pearson correla-
tion coeﬃcient relationship between the Rﬂt_evd and the exam marks was reasonably
high (r=0.618; p<0.01). In a general interpretation, this means that the more RFLT
evidence submitted by a student, the more likely the student will achieve a better exam
mark.
Table 5.1: Correlation between the Rﬂt_evd and the exam
Rﬂt_evd exam
Pearson Correlation 1 .608**
Rﬂt_ evd Sig. (2-tailed) .000
N 156 156
** Correlation is signiﬁcant at the 0.01 level (2-tailed).
The results can be used as evidence that submitting more RFLT evidence in Reﬂect
increases the chance of performing well in the exam. One possible reason for this
relation may be because submitting a correct code for a task requires students to
understand the task and the learning objectives associated with that task. This is
understandable if we remember that the Reﬂect system would only record the RFLT
evidence if the programming code submitted by the students passed certain criteria
set up by the teacher or the tutor.
The results of the statistical analysis by graphs and the Pearson correlation analysis
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suggested a strong positive correlation between the RFLT evidence submission in the
Reﬂect system and the exam mark. The ﬁgures indicate very encouraging support for
the ﬁrst hypothesis, namely, that Students who submitted RFLT evidence above the
class average in the Reﬂect system are more likely to perform well in the exam.
Second Hypothesis
The second hypothesis we examined is The total number of the self-assessments
performed in the Reﬂect system correlates positively to the exam performance.
In this observation, we were interested to learn whether there was any relationship
between the variable of total self-assessment (Tot_selfAssess) and exam (the exam
mark). First, the Tot_selfAssess variable was checked regarding whether it satisﬁed
the normality assumption. This was done by plotting the variable into a normal distri-
bution graph. The result shows that the Tot_selfAssess variable satisﬁed the normality
assumption. The ﬁt-line of the normally distributed value is clearly seen from the graph
(Figure 5.5).
Second, a scatter plot was used to survey a distribution of the Tot_selfAssess
variable. Figure 5.6 shows that the instances (represented by blue dots) of the
Tot_selfAssess variable were evenly distributed and centred around a linear ﬁt-line.
This means that the variable Tot_selfAssess satisfed the assumption of homogeneity.
Figure 5.6 also shows that there is linear correlation between the Tot_selfAssess and
exam. This means that the increase in the number of self-assessments submitted to
the Reﬂect system would have an impact on the exam mark, that is the exam mark
would be increased.
Finally, the correlation between Tot_selfAssess variable and the exam mark was
examined by using the Pearson correlation coeﬃcient as shown in Table 5.2. The
result of the Pearson correlation analysis suggested that there was a positive correlation
between the Total number of self assessments performed in the Reﬂect system and the
exam mark as shown by the correlation coeﬃcient between the two variables (r=0.316;
p<0.01).
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Figure 5.5: Normal distribution graph of Tot_selfAssess
Figure 5.6: Scatter plot of Tot_SelfAssess and the exam
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Table 5.2: Correlation between total self-assessment and exam mark
exam Tot_selfAssess
Pearson Correlation 1 .316**
exam Sig. (2-tailed) .000
N 156 156
** Correlation is signiﬁcant at the 0.01 level (2-tailed).
The scatter plot of the total self-assessment submissions (Tot_selfAssess) and the
exam (exam mark) also revealed that the highest exam mark was reached when the
number of submissions for self-assessment was around 100. Beyond that point, the
exam marks decreased. This means that the number of self-assessments submitted
in Reﬂect did not always correlate positively to an increase of the exam mark. It
seems that there is a critical point (in this case 100 submissions) for the exam mark
to increase in relation to the number of self-assessments submitted in Reﬂect. After
this point, the exam mark variable will not increase further regardless of how many
more self-assessments are submitted. A possible reason for this is that the students
who made an excessive number of submissions (more than 100) may not have been
thinking about the problem carefully and may have been guessing the answers, while
students who made fewer submissions could be either advanced students who were
able to solve problems quickly or poor students who gave up quickly. This observation
is in line with the result of a study by Allevato et al. [2]. That study was about a
group of students who used a learning system intensively. It found that the students
who made more submissions to the system compared to those who made less did not
necessarily achieve a higher score in the ﬁnal exam. Their study may provide insights
to explain how the students can submit a lot of work in Reﬂect yet perform poorly in
the exam.
The results of the statistical analysis by graphs and the Pearson correlation analysis
suggested a positive correlation between the total self-assessment submission in the
Reﬂect system and the exam mark. The results suggest an encouraging support for the
second hypothesis, namely, that The total number of the self-assessments performed
in the Reﬂect system correlates positively to the exam performance.
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5.1.2 Clustering Analysis
Third Hypothesis
The third hypothesis was developed to examine whether there were any relationships
between the independent practice of the example solutions and the submission of
the RFLT evidence and the exam mark. The students were encouraged to practise
their programming skills regularly in the Reﬂect system: for example by accessing
the example solutions and submitting their own code for evaluation. It was expected
that the students should be practising as much as possible in the Reﬂect system. By
practising the exercises in the Reﬂect system, students would develop the knowledge
and skills necessary to perform more complex tasks in the student submission category
(RFLT evidence). We hypothesised that if students tried fewer example solutions,
it would aﬀect their knowledge and skills gains, and thus they would not be able to
submit suﬃcient number of RFLT evidence submissions to the system. As a result,
the students would be less prepared for the exam. Therefore, the third hypothesis was
formed as: Fewer submission of example solutions and RFLT evidence in the Reﬂect
system would lead to poor exam performance ,
For this hypothesis, we selected ﬁve numerical attributes related to students' sub-
mission of example solutions and students' submission of RFLT evidence. The attrib-
utes selected were Example0, Example1, Example2, Example3 and Rﬂt_evd. Once the
attributes were selected, the Weka SimpleKMeans application was executed and the
default Euclidean distance option was chosen. The experiments were run a number of
times by varying the number of clusters (k) from 2 to 4. The results were compared
and we found that the best result was obtained when the (k=3) setting was chosen
for the number of clusters.
At this stage, we also wanted to compare the result of the clustering in which
the data attributes were normalised with the result of clustering without attribute
normalisation. Therefore, in the ﬁrst run the attributes were not normalised, while in
the second run, the attributes were normalised. In the end, it was found that the results
were not much diﬀerent in terms of the distribution of contents and members for each
cluster. For example, we found that the number of instances for each cluster where
the attributes were normalised were similar to the results of the clusters where the
attributes were not normalised. The small size of the data may be responsible for these
results. In other words, the larger dataset may produce less similarity in the results.
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One of the outputs of the clustering experiments with the normalised attributes is
shown in Figure 5.7. The ﬁgure shows three clusters that grouped students according
to the example solutions and RFLT evidence they submitted. The main distinctive
feature from the ﬁgure is that the RFLT evidence correlated positively to the example
solutions 0 to 2. If the example solutions on average were high, the RFLT evidence
was also high as in cluster 1.
Figure 5.7: Clustering analysis related to students' submissions .
On the other hand, when the example solutions were relatively small, the RFLT
evidence was also small as in cluster 2. For this reason, it is logical to associate the
example solution with the RFLT evidence, that is they were related to each other and
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they association had an impact on the exam performance. From the clustering results
shown in Figure 5.7, the students can be grouped into 3 categories as summarised in
Table 5.5 .
Beside the clustering analysis, the analysis of variance (ANOVA) is also conducted
to investigate whether there are statistically signiﬁcant diﬀerent of the means of the
exam mark among the clusters. The null hypothesis of this test stated that there
are no real diﬀerent in the means of the exam mark between the clusters. But we
would like to proof that there are signiﬁcant diﬀerent in the exam means among the
clusters. First, the summary of cluster variance is shown in Table 5.3. Then the
result of ANOVA test is presented in Table 5.4. The result of ANOVA test suggested
that there are signiﬁcant diﬀerent among the means of exam mark within the three
clusters. This can be assessed by comparing the reported p-value from the ANOVA
test with the chosen alpha level (.05). Here, the conclusion can be withdrawn that
the reported p-value from the test (.000) is much smaller than the chosen alpha level
(.05). Therefore, we can reject the null hypothesis in favour of the the hypothesis
that there are statistically signiﬁcant diﬀerent in the means of exam mark among the
clusters. This result suggested that in general there are positive correlations between
submitting the example solutions and the exam mark.
Table 5.3: Summary of cluster variance
Groups Count Sum Average Variance
Cluster0 38 1888 49.684 215.844
Cluster1 47 3079 65.511 189.777
Cluster2 71 3325 46.831 220.057
Table 5.4: The ANOVA test
Source of Variation SS df MS F P-value F crit
Between Groups 10472.38 2 5236.19 24.942 .000 3.0552
Within Groups 32119.93 153 209.93
Total 42592.31 155
Useful Information related to Learning Behaviour
The clustering analysis result suggested that the students who performed fewer ex-
ample solutions in the Reﬂect system were also submitted fewer RLFT evidence (the
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members of cluster 2 that constituted 46% of the population). These behaviours can
be identiﬁed as disengagement in learning.
Table 5.5: Groups of students distinguished by example solutions
Cluster size
and (per-
centages)
Example
Solutions
Rﬂt
Evidence
Group
Label
47 students
(30%)
Average
high
number of
submissions
High
number of
submissions
Regular
user
71 students
(46%)
Average
medium
number of
submissions
Medium
number of
submissions
Moderate
user
38 students
(24%)
Average
low number
of
submissions
Low
number of
submissions
Casual user
On the other hand, the more regular Reﬂect users who perform on average high
number of example solution submissions were also submitted high number of RFLT
evidence (the members of cluster 1 that constituted 30% of the population). These
behaviours can be identiﬁed as positive engagement in learning that can promote the
reﬂection for learning.
Table 5.5, shows that the majority of the students were moderate Reﬂect users
(comprised of 46% (71 students) of the total students). This means that most of the
students in the class performed on average a medium number of submissions in both
example solutions and RFLT evidence.
From a pedagogical perspective, it can be suggested that more attention should
be paid to the group of casual user as they made on average low submission in both
example solutions and RFLT evidence as this could be identify as a group of students
who less engage in learning. . The low submissions in both categories suggest that the
students might not learn suﬃcient programming skills and knowledge from the course.
This could lead to poor performance in the exam.
The result of this clustering analysis supports the third hypothesis that The fewer
submission of example solutions and RFLT evidence in the Reﬂect system would lead
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to poor exam performance
5.1.3 Classiﬁcation Analysis
Beside the statistical and clustering analyses, this research also used classiﬁcation
analysis to classify the students. The objective was to build a model (or classiﬁer)
that can classify students according to their exam performance. The model can be
used to classify new students and predict their exam performance.
The dataset contained eight data attributes. We utilised Gain Ratio attributes
evaluation along with a search mechanism called Ranker to evaluate and the attributes
that would be used to ﬁrst split the decision tree. This process and chosen attributes
was previously discussed in Section 4.4.2. According to the Gain Ratio list Rﬂt_evd
and Tot_selfAssess were the top two most important attributes for building a decision
tree.
For this experiment, the J48 decision tree algorithm was used to perform clustering
analysis as explained in Section 4.4.2. Since the J48 algorithm requires that the class
attribute must be nominal, a numerical dataset with a nominal class was used. The
nominal class attribute is the exam marks that have been grouped into three ordinal
categories, namely, high (if the mark >75), moderate (if the mark was between >=50
and <75), and low (if the mark <55). The reason for this categorisation and the
chosen interval was discussed in Section 4.4.2.
After the attributes were selected, a series of classiﬁcation experiments were con-
ducted using Weka's J48 algorithm. The 10-folds cross-validation method was chosen
to separate the data used for training sets and test sets as explained in Section 4.4.2.
The Weka's J48 classiﬁer enable users to set-up the minimum number of instances
(minNumObj) per leaf to be considered as the splitting attribute. We found that the
percentage of correctly classiﬁed instances (accuracy) of a model increased when the
minNumObj threshold were increased. However, the increases were not continue after
the minNumObj reached 12. At this point, the best model was obtained as shown in
Figure 5.8.
From the classiﬁcation experiment as shown in Figure 5.8, the accuracy of the
model was 61.53%. From the result, the accuracy of the model was promising if
it compared to the baseline accuracy. There are many baseline accuracy measures
that can be used for a comparison, but the one that is simple and easy to use is the
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prediction of the majority class. The prediction of the majority class for the dataset
is 44.8%. This is the prediction of 70 students to be in the moderate class out of
156 instances. The dataset contains some missing values that were intentionally left
as it is; for example in Example0, Example1, Example2 and Example3 data attributes.
The accuracy of the model can be increased by performing pre-processing again to
remove the missing values in the dataset. However, in some educational data mining
research and in the present study, this is not done in order to learn potentially important
information that may exist in the missing data.
Figure 5.8: The J48 tree analysis
The J48 decision tree algorithm was able to predict all the class attributes except
for the High class that was not shown in the tree. In this case, the J48 algorithm
may consider that the High class is not an important determinant for the decision tree
thus the High class prediction is not shown in the tree. Since not all the rules extracted
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from a decision tree are interesting, we could assume that the particular rules related
to the High class attribute are not particularly interesting in this case. Hence, we more
determine to extract the rules more interesting from the two other classes (Moderate
and Low class).
Beside the statistical ﬁgures, the Weka's J48 can also visualise the result of a
decision tree as a tree model as shown in Figure 5.9. This visualised tree helps to
understand the classiﬁcation results. From this tree model, we can see that the size
of the tree is seven and the leaves is four.
Figure 5.9: Visualisation of the tree model
The tree in Figure 5.9 can be easily converted to rules that are made up of the
antecedent and the consequent. The antecedent of the rules consists of conditions that
must be satisﬁed by the node on the path from the root to the leaf. The consequent
of the rules consists of the class assigned by the leaf. One rule is derived from one
leaf. For each rule, the antecedent and consequent form an IF-THEN association.
However, not all the rules were found to be interesting. Therefore, not all the rules
from the decision tree can be used. Some of the interesting rules extracted from the
decision tree in Figure 5.9 are summarised as follows:
Rule 1: IF (Rﬂt_evd <= 31) AND (Tot_selfAssess <= 97) AND (n_lo <= 12) THEN
exam = Low
Rule 2: IF (Rﬂt_evd <= 31) AND (Tot_selfAssess <= 97) AND (n_lo > 12) THEN
exam = Moderate
Rule 4: IF (Rﬂt_evd > 31) THEN exam = Moderate
There is one rule that was uninteresting and confusing:
Rule 3: IF (Rﬂt_evd <= 31) AND (Tot_selfAssess > 97) THEN exam = Low
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Useful Information related to Learning Behaviour
The interesting rules generated by the decision tree contain valuable information for
the teacher or course coordinator. For example, from the rules, it was found that
the RFLT evidence submitted and the total self-assessments performed in the Reﬂect
system played an important role in the students' success in the exam. It was found
that the students who submitted their RFLT evidence at least 32 times were more
likely to achieve a moderate or higher mark in the exam (rule 4). This behaviour
can be identiﬁed as a positive learning behaviour that promote reﬂective learning. The
other students who made fewer RFLT submissions (below 32) were likely to obtain
a low or moderate exam mark depending on the other submissions such as total
self-assessments and the number of learning objectives performed in the Reﬂect system
(rules 1 and 2). These behaviours can be identiﬁed as negative learning behaviours
that can aﬀect learning.
This is some pedagogical information that can be extracted from the decision
tree algorithm and can be very useful for the teacher and course coordinator. By
understanding this information early in the semester, the course coordinator can take
precautionary measures for the group of students who fell in this category. For example,
providing extra tutorials for them or encouraging them to use the Reﬂect system more
could promote more learning by reﬂection.
The result of classiﬁcation analysis presented in this section suggested that a
strong positive correlation between the RFLT evidence (Rﬂt_evd) and the total self-
assessement (Tot_selfAssess) submissions in the Reﬂect system and the exam mark.
The ﬁgures indicate very encouraging support for the ﬁrst hypothesis and the second
hypothesis that have been discussed in detail in Chapter 4 and at the beginning of
this Section.
5.1.4 Association Rules Analysis
The Apriori algorithm was used to ﬁnd rules that associate students's learning beha-
viours in using the Reﬂect system. Since the algorithm takes only nominal or ordinal
attributes, the discretisation method had to be employed to convert the numerical
Reﬂect dataset into nominal values. At ﬁrst, we used the discretise function from
Weka to categorise the numeric value of the dataset but we found that the method
did not satisfy our need to divide each numeric attribute into three intervals of equal
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length (high, medium, and low). Therefore, the equal-width method was used to divide
the data into intervals with equal or almost equal lengths (high, medium and low).
The detailed information about the Reﬂect data attributes that were transformed into
categorical form was discussed in Section 4.4.2. In this experiment, four categorical
attributes from Table 4.11, namely Rﬂt_cate, tSelfAssess, num_task, and num_lo
form Table and the exam_cate were used.
After the nominal dataset were ready, the Apriori algorithm was executed using
this dataset. In the ﬁrst run, the default values of 0.1 (10%) for minimum support
and 0.9 (90%) for conﬁdence were chosen. As a result, ten rules were found as shown
in Figure 5.10. In the second run, the minimum support was increased to 0.2 (20%)
and the conﬁdence was increased to 0.9 (90%). As consequence, the number of rules
decreased to only four rules as shown in Figure 5.11.
Some studies reported in the literature have suggested that some strong rules
could be misleading and aﬀect the interpretation [32]. In certain cases, the support
and conﬁdence alone are insuﬃcient to determine the interestingness of rules.
Figure 5.10: Association rules with minimum support 0.1 and min conﬁdence 0.9
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Figure 5.11: Association rules with minimum support 0.2 and minimum conﬁdent 0.9
Therefore, another measurement of interestingness such as a correlation analysis
called lift should be used to accompany the support and conﬁdence. Lift is a correlation
measurement between two or more item-sets (attributes); for example, item-sets A and
B in which the occurrence of item-set A is independent of the occurrence of item-set
B. Lift is measured by dividing the conﬁdence by the support of that relationship.
If the lift value is less than 1, then the occurrence of A is negatively related to the
occurrence of B. If the lift value is greater than 1, then the item-sets A and B are
positively correlated and if the lift value is equal to 1, then the item-sets A and B are
independent, meaning there are no relationships between these two item-sets.
In the ﬁnal run of association rule analysis, the lift correlation measurement was set
to a minimum value of 1.1 in Weka and the rules that resulted from this experiment
are shown in Figure 5.12.
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Figure 5.12: Association rules with lift correlation analysis
Figure 5.12 shows that the minimum support for the rules that was used by the
algorithm is 0.25 (25%) and the minimum lift is 1.1. This means that all the rules
resulted from this experiment were positively correlated as events (lift is greater than
1). Ten rules were found in this experiment but not all of them were interesting.
As discussed in the previous section, besides the support and conﬁdence, the lift
measurement was also used to determine which rules were the most interesting. The
result reveals that the most interesting rules were rule number 1 and rule number 9
(the conﬁdence values were 0.98 and 0.84, respectively, and the lift values were 2 and
1.39, respectively).
Useful Information related to Learning Behaviour
The ﬁrst rule suggests that the number of tasks (num_task) performed by the students
in the Reﬂect system was positively correlated to the amount of RFLT evidence (Rﬂt-
cate) submitted by the students to the the Reﬂect system. If the students did not
practise the suﬃcient tasks in the Reﬂect system, it was more likely that they would
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not be able to ﬁnd solutions of the programming tasks set-up by the teacher. As
consequence, they would not be able to submit a correct solution that would be
recorded as RFLT evidence in the Reﬂect system.
The ninth rule suggests that the number of learning objectives (num_lo) was
correlated positively with the number of total self-assessments (tSelfAssess) performed
by the students in the Reﬂect system. This suggests that students should look at and
understand the learning objectives of a task before they can assess themselves. As
discussed in Section 3.3, self-assessment requires students to understand the concepts
in the learning objectives and self-assess their understanding of that concept in the
Reﬂect system.
The ﬁfth rule is also interesting because it revealed a direct correlation between
submitting RFLT evidence and the exam mark. It suggested that students who were
not able to submit suﬃcient RFLT evidence were more likely to achieve a fail or low
exam mark. This rule is related directly and strongly supports the ﬁrst hypothesis
that was discussed in the beginning of this section. The rule number one and the
rule number nine also support the ﬁrst hypothesis and the second hypothesis that
emphasised the impact of RFLT evidence and total self-assessment on the exam mark.
5.2 Exploration of Student Assessment Dataset
EDM methods was also used to investigate the impact of lecture quizzes and lab
sessions on student performance as reﬂected in the ﬁnal exam mark. This analysis
used the students' assessment dataset from the course coordinator as described in
Section 4.2.2. This additional study was conducted in order to ﬁnd the relationships
between the class activities given by the lecturer and student performance. It sought
the answers to the following two questions:
1. What is the impact of total quiz marks to exam performance?
The fourth hypothesis introduced at the beginning of Chapter 4 was developed to
answer this question. Therefore, the fourth hypothesis was formed as: Students who
attend and achieve good marks on all quizzes have a better chance at performing well
in ﬁnal exam
This hypothesis was developed to investigate the relationships between the stu-
dents' quiz marks and their exam marks. We hypothesised that there was a strong
5.2. EXPLORATION OF STUDENT ASSESSMENT DATASET 87
positive correlation between students who did not miss a class and worked hard to
achieve good marks on all quizzes and performing well in the ﬁnal exam.
2. What is the impact of weekly homework/lab sessions on exam performance?
The ﬁfth hypothesis was developed to answer this question. Therefore, the ﬁfth
hypothesis was formed as: Students who miss weekly homework/lab exercises are at
an increased of risk of performing poorly in the ﬁnal exam .
The hypothesis was developed to evaluate the relationships between students' fail-
ure to attend the weekly homework/practical lab sessions (that were aggregated into
the total homework/lab marks) and their performance in the ﬁnal exam.
5.2.1 Statistical Analysis
A descriptive analysis was run to gain a perspective about the data attributes that
would be used for data mining experiments. Selected data attributes that were as-
sociated with student assessments and attendances were chosen. These included the
students' marks and attendances for quizzes and lecture quizzes, homework/lab ses-
sions and ﬁnal exam marks. Some redundant data were not included in the list, for
example, the total lecture quizzes (Tot_Lec_qz) and HWLwk4, HWLwk8, HWLwk12
as explained in Section 4.4.2 . A complete statistical descriptive analysis is shown in
Table 5.6. The classiﬁcation analysis were performed using selected attributes from
this dataset except for the exam mark attribute that was categorised into tree intervals
of high, moderate and low.
Table 5.6: Descriptive statistics of the attributes
Attribute N Minimum Maximum Mean Std. Dev
L2_mem_diagram 95 1 5 3.61 1.07
L5_pointer 109 0 5 3.35 1.26
L8_scope 77 1 7 3.77 1.34
Lec_qz_attd 156 0% 100% 60.04% 35.40%
Tot_HWL 156 16% 100% 70.67% 21.49%
HWL_attd 156 20% 100% 84.29% 20.07%
Tot_qz 156 11% 100% 68.4% 23.4%
qz_attd 156 20% 100% 84.3% 19.3%
exam 156 10 93 53.15 16.58
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5.2.2 Classiﬁcation Analysis
The Weka's J48 algorithm was also used for classiﬁcation analysis of students' assess-
ment data. The superiority of the J48 algorithm was discussed in Section 2.6.2 and
how this algorithm was applied to the data was explained in Section 4.4.2 in relation
to the research approach. This section discusses the results of the application of the
decision tree algorithm to the students' assessment data.
For this analysis, a numerical dataset with a categorical class label was used for this
classiﬁcation analyses. The class label was the exam mark which was categorised into
ordinal values as explained in Section 4.3.2. The description of list of attributes for the
students' assessments data was presented in Table 4.3. For the experiments, nine data
attributes including exam were selected. We used Gain Ratio attributes evaluation
along with a search mechanism called Ranker to select the most useful attribute. In
Section 4.4.2 we have discussed the process and chosen attributes using Gain Ratio
attributes evaluator. According to the Gain Ratio list total quiz marks (Tot_qz) and
total homework/lab marks (Tot_HWL) were the top two most important attributes
for building a decision tree.
Next, the classiﬁcation experiments were executed a number of times. The ﬁrst
experiment obtained 69.2% of the accuracy. This meant that out of 156 instances,
only 108 instances were correctly classiﬁed into the classes. The other 48 instances
were incorrectly labelled into the other classes.
In second experiment, the minimum number of instances per leaf (minNumObj)
was increased from 2 to 4 but the percentage of accuracy was steady. The experiment
was repeated with the number of instances per leaf was increased from 4 to 8. As a
result, we found that the best accuracy for the model is 72.43% with the minNumObj
set to 6 as shown in Figure 5.13.
From the experiment result shown in Figure 5.13, we learn that the correctly
classiﬁed instances (accuracy) of the model is 72.43%. The accuracy of the model
was high if it compared to the baseline accuracy. The simple baseline accuracy is
the prediction of the majority class in which the accuracy is 44.8%. This means that
the model built by the algorithm is a good classiﬁer that can be used to predict new
students' exam marks.
From the decision tree, a number of interesting rules were extracted as follows:
Rule 1: IF (Tot_qz <= 0.74) THEN exam = Low
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Rule 2: IF (Tot_qz > 0.74) AND (Tot_qz <= 0.96) THEN exam = Moderate
Rule 3: IF (Tot_qz > 0.96) AND (Tot_HWL <= 0.94) THEN exam = Moderate
Rule 4: IF (Tot_qz > 0.96) AND (Tot_HWL > 0.94) THEN exam = High
Useful Information related to Learning Behaviour
The results suggested that the total quiz mark (Tot_qz) was the main discriminator of
the ﬁnal marks, followed by the the total homework/labs marks. The rules generated by
the J48 algorithm revealed the characteristics of each group of students. For example,
a student should achieve at least 74% of the total quiz marks to reduce the risk of
failure in the ﬁnal exam (rule 1). Meanwhile, a student who achieved 96% of the total
quiz marks and at least 94% of the total homework/labs marks was directly classiﬁed
as High for the exam (rule 4), meaning he/she will be among the students who
are likely to achieve a good mark in their ﬁnal exam. The other groups of students
were classiﬁed Moderate based on the total marks of the quizzes (Tot_qz) and the
homework/lab sessions (Tot_HWL) (rule 2 and 3).
Some pedagogical information can be retrieved from the results, for example the
critical separation points were set for each class; namely, 74% or 96% of total quizzes
and 80% of the total homework/labs (Tot_HWL). These separation points were set
automatically by the J48 classiﬁer.
This information would be very useful for a course coordinator; for example, the
classiﬁer can be used to predict the ﬁnal exam marks of new students based on their
quiz marks or to encourage students to be more engage in the types of activities similar
to lab exercises.
The result of this classiﬁcation analysis using the students' assessment data sug-
gested a strong positive correlation between the total quiz marks and the total home-
work/labs marks and the exam mark. This result supports the fourth and the ﬁfth
hypothesis.
90 CHAPTER 5. RESULTS AND DISCUSSION
Figure 5.13: Decision tree built from the students' assessment data
5.3 Exploration of Combined Dataset
5.3.1 Classiﬁcation Analysis
After the experiments with the students' activity data (the Reﬂect dataset) and the
students' self-assessmeent data, we also conducted classiﬁcation experiments with
the combined dataset from the students' activity data and the student's assessment
data. The objective is to examine the main attributes in this dataset that contribute
to the students' exam performance. Initially, the dataset contained 21 attributes.
However, not all the attributes were equally important or useful in predicting the
target. Therefore, the Gain Ratio attribute evaluation along with a search mechanism
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called Ranker was deployed to rank each attribute according to its usefulness in building
a model. The list of ranked attributes is shown in Figure 4.5. According to the list of
ranked attributes, Tot_qz, Tot_HWL, Rﬂt_evd and Tot_selfAssess were the top four
most important attributes for building a decision tree. Example0, Example1, Example2
and Example3 were located at the bottom of the list, with each of them having a zero
value for the coeﬃcient ranking. Based on this, these four attributes were removed
from the dataset. At this stage, the dataset contained 17 attributes that could be
used for classiﬁcation analysis. Once the dataset was ready, a number of classiﬁcation
analyses were performed in Weka for which the 10-fold cross-validation method was
chosen as explained in Section 4.4.2.
The experiments began by executing the J48 algorithm with the dataset containing
17 attributes. The result was a decision tree with 14 leaves and a tree size of 22. This
tree shows correctly classiﬁed instances of 69.87%. This percentage of correctly clas-
siﬁed instances (accuracy) was quite promising if it compared to the baseline accuracy
which is the prediction of the majority class. The prediction of the majority class for
the dataset was 44.8% of the 156 instances.
To increase the classiﬁer accuracy usually measured by the percentage of correctly
classiﬁed instances, a series of experiments was conducted by reducing the number of
attributes one by one starting from the attribute in the last rank of the Gain Ratio
list and followed by the second last, the third last and so on. From the experiments,
it was found that the accuracies were approximately equal (around 70%) from the
number of selected attributes (17 to 13). The best accuracy for the model was found
when the number of attributes was 12 (72.44%). The best result of the decision tree
analysis is shown in Figure 5.14 and its accuracy is shown in Figure 5.15. If the number
of attributes was reduced further, the trend of accuracy declined signiﬁcantly up to
around 64% (where the number of attributes was 8).
Table 5.7 shows various accuracy measurements obtained when the number of
attributes were reduced form 17 to 7 and Figure 5.16 shows the trend of the J48
accuracy per number of attributes.
From the experiments, a number of rules were extracted, even though not all the
rules were found to be interesting. Some of the interesting rules are summarised as
follows:
Rule 1: IF (Tot_qz <= 0.74) AND (L8_scope = 2) THEN exam = Low
Rule 2: IF (Tot_qz <= 0.74) AND (L8_scope = 4) AND (n_lo <= 13) THEN exam
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= Moderate
Rule 3: IF (Tot_qz <= 0.74) AND (L8_scope = 3) AND (Tot_HWL <= 0.49) THEN
exam = Low
Rule 4: IF (Tot_qz <= 0.74) AND (L8_scope = 3) AND (Tot_HWL > 0.49) THEN
exam = Moderate
Rule 5: IF (Tot_qz > 0.74) AND (Tot_HWL <= 0.96) THEN exam = Moderate
Rule 6: IF (Tot_qz > 0.96) THEN exam = High
Useful Information related to Learning Behaviour
The decision tree revealed some important information that were translated into rules.
The result suggests that the total quizzes marks (Tot_qz) and week 8 lecture quiz
mark about scope (L8_scope) played an important role in the students' success in the
exam. It was found that the students who achieved less that 74% in the total of all
quizzes would only be able to achieve moderate or low exam mark depended on
the other assessment components such as lecture quiz in week 8 (L8_scope) and total
home work/lab mark (Tot_HWL) (rule 1 to 4). On the other hand, if the students
were able to achieve more than 74% of the total lecture quizzes then they would be
able to obtain at least moderate exam mark (rule 5 and 6). This behaviour can be
identiﬁed as a positive learning behaviour.
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Figure 5.14: The screen shoot of the best classiﬁcation model
In pedagogical perspective, these rules contain valuable information that can be
useful for the teacher or the course coordinator. Based on this information, the teacher
could make a revision to the course plan, for example because it usefulness, the pro-
portion of the lecture quizzes could be increased during the semester.
The results of the classiﬁcation analysis on the combined dataset suggested a strong
positive correlation between between the total quiz marks and the total homework/labs
marks and the exam mark. The ﬁgures indicate very encouraging support for the fourth
hypothesis about the correlation between quiz marks and exam and the six hypotheses
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Figure 5.15: The best accuracy for the J48 decision tree model
about the correlation between total homework/labs marks and exam.
Table 5.7: A comparison of various accuracy measurements
No of
Attribute
TP rate Precision Recall Accuracy Variable
Removed
17 0.699 0.7 0.699 69.87 Example
0-3
16 0.699 0.7 0.699 69.87 HWLwk8
15 0.705 0.706 0.705 70.51 L5_
pointers
14 0.699 0.697 0.699 69.87 HWLwk12
13 0.699 0.699 0.699 69.87 HWL_attd
12 0.724 0.723 0.724 72.44 qz_attd
11 0.686 0.681 0.686 68.59 L8_scope
10 0.705 0.701 0.705 70.51 Lec_qz_
attd
9 0.673 0.674 0.673 67.31 HWLwk4
8 0.635 0.638 0.635 63.46 L2_mem_
diagram
7 0.66 0.665 0.66 66.03 Tot_lec_qz
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Figure 5.16: The trend of J48 accuracy per number of attributes selected
5.3.2 Association Rules Analysis
In this experiment, we utilised a combined categorical dataset discussed in Section
4.3.2 for the association rules mining analysis. Seven attributes were selected from
Table 4.11 and Table 4.12 for the experiment. These attributes were the number of
tasks (num_task) and the number of learning objectives (num_lo) performed in the
Reﬂect system, the homework/lab mark (Total_HWLab), the quiz mark (Total_qz),
the RFLT evidence (Rﬂt_cate), the total self-assessment (tSeﬂAssess) and the exam
mark (exam_cate).
As discussed in Section 5.1.4, lift is a correlation measurement between two or
more item-sets (attributes) and is measured by dividing the conﬁdence by the support
of that relationship. The lift coeﬃcient less than 1 indicates that the occurrences of
two item-sets are negatively correlated. If lift coeﬃcient is greater than 1, then the
occurrences of two item-sets are positively correlated and if the lift coeﬃcient is equal
to 1, then the occurrence of two item-sets are independent, meaning there are no
relationships between these two item-sets. After the data attributes were selected, the
Weka's Apriori algorithm with minimum conﬁdent 0.9 and lift correlation coeﬃcient
1.1 was executed and the resulted output is shown in Figure 5.17.
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Useful Information related to Learning Behaviour
A classiﬁcation analysis using the Apriori algorithm was applied to the combined dataset
in order to identify any associations of attributes that occurred together in the data.
These associations and values are often represented by IF-THEN relationships. Our
purpose was to look for attributes that, if they occurred together, would lead to a
better exam mark. The algorithm was executed with a minimum conﬁdence 0.9 and
lift coeﬃcient 1.1.
In regard to the results, although not all the rules discovered were interesting,
some of them were quite promising. For example, rule number 2 stated that if a stu-
dent studied large number of learning objective (n_lo) and obtained high total quiz
(total_qz) mark, it would lead to a high total homework/lab mark (with 0.98 con-
ﬁdence and 1.94 lift). Furthermore, rule number 3 associated the number of learning
objectives done in Reﬂect (num_lo) with total homework/labs marks (total_HWLab),
leading to a high total_quiz mark (total_qz) (with 0.83 conﬁdence and 1.82 lift).
Figure 5.17: Association rules using combined dataset
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Besides a number of interesting rules, the Apriori algorithm also discovered some
less convincing rules. For example, rule number 1 and number 10 were redundant
(with conﬁdence < 0.80).
These rules can be used by teachers to focus on the areas that lead to an improve-
ment in the students' performance. The ﬁndings can also be shared with students in
order to make them aware about what to expect and what learning aspects to focus
on.
The results of the association mining analysis suggested that there is a strong posit-
ive correlation between the number of learning objective (num_lo) learnt in the Reﬂect
system and the total_quiz mark (total_qz) or homework/labs (total_HWlab) marks.
In the previous analyses, it has been shown that the total_quiz mark (total_qz) or
homework/labs (total_HWlab) marks correlated positively to the exam mark. There-
fore, achieving good total quiz mark (total_qz) or homework/labs (total_HWlab)
marks or both would increase the chances to achieve a good exam mark. The ﬁgures
indicate very encouraging support for the fourth hypothesis and the ﬁfth hypothesis
as that were discussed at the beginning of this section.
5.4 Conclusion
As reported in this chapter, we carried out a number of experiments to test the hy-
potheses. The statistical analyses were able to show correlations among the data
attributes but could not distinguish the group of weak students from the group of
strong ones. Therefore, various EDM methods namely clustering with K-means, clas-
siﬁcation with J48 and association rules mining with Apriori algorithm were applied
to the Reﬂect dataset. As a result, the importance of self-assessment and the reﬂec-
tion in learning were revealed. The results suggested that there was a strong positive
correlation between the number of self-assessment performed in the Reﬂect system
and the exam marks as well as the total self-assessment performed in the system and
the exam. These results were able to support the hypotheses related to the students'
activity in the Reﬂect system.
The EDM methods such as classiﬁcation and association rules were also em-
ployed to the students' assessment components. The results indicated that the total
quiz marks and the homework/labs marks were correlated positively to the exam
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marks.These results provided additional support to the hypotheses proposed in the
present study.
In this chapter, the deployment of the data mining techniques in order to explore the
data was described and the ﬁndings were explained in order to extract meaningful and
useful information and knowledge from the data. This meaningful information could
be extracted from the data after a series of statistical and data mining experiments
was performed. We argue that the ﬁndings from the experiments were able to prove
the hypotheses and provided answers to the research questions.
Chapter 6
Conclusion and Future Work
6.1 Conclusions
The foremost objective of this thesis was to study how EDM methods can be applied
to the dataset that come from a system that promotes learning by reﬂection. A large
number of previous studies have suggested that reﬂection improves learning. The
main purpose was to seek potentially interesting information and patterns inside the
data. While a lot of EDM research studied about student's learning behaviours, the
research that investigate the students' behaviours related to reﬂective learning remains
unexplored.
In this study, our main objective is to evaluate the eﬀectiveness of EDM meth-
ods for: (1) gaining knowledge about students' learning behaviours; (2) identifying
which behavioural patterns lead to positive or negative outcomes; and (3) extracting
knowledge about the impacts of reﬂection on learning.
Based on these study objectives, the research question and subsidiary research
question have been deﬁned in Chapter 1. In order to address the research question
and subsidiary research question, we have conducted a study on students' learning
behaviours when learning with a system that supports learner reﬂection (i.e., Reﬂect).
The present study employed EDM methods to examine the impact of those behaviours
on the students' performance.
In addition, ﬁve hypotheses were formulated to address the research question and
subsidiary research question as follow:
Hypothesis 1: Students who submitted RFLT evidence above the class average in
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the Reﬂect system are more likely to perform well in the exam.
Hypothesis 2: The total number of self-assessments performed in the Reﬂect sys-
tem correlates positively to exam performance.
Hypothesis 3: Fewer submissions of the example solutions and RFLT evidence in
the Reﬂect system would lead to poor exam performance.
Hypothesis 4: Students who attend and achieve good marks on all quizzes have a
better chance at performing well in ﬁnal exam.
Hypothesis 5: Students who miss weekly homework/lab exercises are at an in-
creased of risk of performing poorly in the ﬁnal exam.
The main hypotheses (H1 to H3) are related directly to the use of Reﬂect system
as a mean of reﬂection and were evaluated using the Reﬂect dataset. The other two
hypotheses (H4 and H5) were developed and tested by using the students' assessment
data from the course coordinator.
The present study employed three most popular educational data mining methods
along with statistical analyses to prove the hypotheses and to address the research
question and subsidiary research question as discussed in Chapter 5. The EDM meth-
ods and statistical analyses that were used to prove the hypotheses are:
• Statistical analyses utilising scatter plot and the Pearson correlation analysis
were used to prove H1 and H2.
• Clustering utilising K-means algorithm was used to prove H3.
• Classiﬁcation utilising J48 algorithm was used to prove H1, H2, H4 and H5.
• Association rules mining utilising Apriori algorithm was used to prove H1, H2,
H4 and H5.
Beside the data gathered from the Reﬂect system (students' activity data), this study
also used the students' assessment data obtained from the course coordinator and
the combination of students' activity and students' assessment data. Based on the
application of EDM methods to these three datasets, we have been able to achieved
the following learning objective:
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Gaining knowledge about students' learning behaviours
Identiﬁcation of students' learning behaviour in particular those that can distinguish
students, can provide important information and insights towards the students' per-
formance. In this study, we have identiﬁed three groups of students distinguished
by their participations in the self-assessment activities in the Reﬂect system. These
activities were designed to promote self-learning by reﬂecting on their understanding
of programming concepts and learning objectives set-up by the teacher in the Reﬂect
system. The activities were exercising the tasks and learning objectives, writing and
submitting programming codes and self-assessing the example solutions in the system.
From results of the present study, we were able to identify three groups of stu-
dents who self-assess themselves in the Reﬂect system: the regular users who used
the Reﬂect system for self-assessment frequently, the moderate users who performed
self-assessment irregularly in the Reﬂect system, and the casual users who occasionally
used the Reﬂect system for reﬂective learning. By applying diverse EDM methods to
the Reﬂect data as discussed throughout the thesis, we were able to distinguished each
group learning behaviours. The regular Reﬂect users were characterised by very active
participation in exercising the self-assessment tasks and leaning objectives (Tot_self-
assessment), viewing and exercising the example solutions (example solution evidence),
and submitting their own programming codes (RFLT evidence) to the Reﬂect system.
The moderate Reﬂect users were characterised by the moderate participations in self-
assessment activities in the Reﬂect system. For example, they submitted on average
medium number of tasks and learning objectives, and medium RFLT evidence submis-
sion. Meanwhile, the casual user characterised by fewer submissions in all submission
categories).
Identifying which behavioural patterns lead to positive or negative outcomes
Using three diﬀerent datasets, we were able to identify learning behaviour that lead to
positive or negative outcomes (in the exam). From the exploration of students' activity
(Reﬂect) dataset, we identiﬁed two learning objectives that lead to a positive outcome.
First: the students' determination to submit their own correct solutions above the class
average for the programming tasks that were recorded as RFLT evidence in the Reﬂect
system (Section 3.4.1) and second: the self-regulated learning to exercise the learning
objectives of a task (recorded as Tot_self-assessment evidence in the Reﬂect system)
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as discussed in Section 3.3.1. These were revealed by the results of experiments related
to hypothesis 1 to 3 (H1 - H3) that showed a strong positive correlation between these
learning behaviours to the exam performance.
In addition, the result of experiments related to H3 also revealed that less active
group of students gave little commitment to exercising the self-assessment tasks and
tended to submit fewer solutions of example solutions to the Reﬂect system. These
behaviours could be associated with the learning behaviours that lead to negative
outcomes.
From the exploration of students' assessment dataset and combined dataset, we
identiﬁed the students' consistency in attending and solving the quiz problems (Tot_qz)
as the learning behaviour that lead to a positive outcome (in the exam). This was re-
vealed by the results EDM research to prove H4. In addition, the result of experiment
related to H5 revealed that the lack of commitment to practice the weekly home-
work/labs exercises (Tot_HWL) could be identiﬁed as leaning behaviour that lead to
a positive learning outcome.
Extracting knowledge about the impacts of reﬂection on learning
In this thesis, the reﬂection is deﬁned as the process in which individuals engage to
explore their experiences in order to lead to a new understanding and appreciation
One way to perform reﬂection for learning is by doing a self-assessment in which a
person reﬂecting on his/her ability or understanding of learning concepts and making
judgment whether he/she have met certain criteria or standards.
The present study used the educational data gathered from an online system that
supports learner reﬂection (i.e., the Reﬂect system) to gain new insights and knowledge
into students' learning behaviours particularly that related to self-assessment. As a
result, the information related to students' learning behaviour have been gathered
during the study. This information was presented in Chapter 5 in the designated
section called Useful Information related to Learning Behaviour. In this section, we
would like to summarise this information as follows:
- Students with a strong commitment to success tried to work hard and self-
regulated themselves to perform diverse self-assessment tasks in the Reﬂect system.
These self-assessment tasks including self-assessing the tasks and learning objectives
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and comparing them against the criteria set-up by the teacher, submitting program-
ming codes and example solutions to the Reﬂect system in order to compare it with
the example solutions from the tutor. These reﬂective learning behaviours have posi-
tive impact toward the students performance (in the exam). The students' ﬁnal exam
marks indicated this impact. The the results of this study have shown a strong pos-
itive correlation between performing self-assessment tasks in the Reﬂect system and
the exam mark.
- Self-assessment for learning is important because it can help students to develop
the ability to identify their strengths and weaknesses and focus their study eﬀorts on
the particular area they believe needs improvement.
- Self-assessment is essential to students as it enables them to consider how eﬀec-
tive their learning habits are against their current performance.
The information and knowledge resulting from this study can also be useful for
teachers to better understand their students' learning behaviours and to inform stu-
dents if their current behaviour is associated with negative or positive outcomes. The
teacher, for example, may use the models that resulted from the classiﬁcation anal-
yses to classify new students and predict their ﬁnal exam marks before the end of
the semester. In addition, the resulting clustering information may be used to help
students to form group collaborative work with only one student from each cluster.
The information can also be used to identify students at risk; hence, interventions can
be initiated to help them.
As the ﬁnal conclusion, this study has able to achieve the research objectives and
provide answers to the research question and subsidiary research question that have
been formulated to provide direction for the study. As the objective of EDM research is
to provide a deeper understanding of the key factors that impacting on learning. This
study have achieved this by investigating students' learning behaviour, in particular
how students perform self-assessment and reﬂect on their learning behaviour in ways
that aﬀect the learning outcomes.
6.2 Study Limitations and Future Work
A number of issues emerged during the present study either related to the data or
the interpretation of the results. First, the present study only used the Reﬂect data
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gathered in one semester; hence, the analyses were limited. The results would be more
interesting if the data mining was conducted for data that had been collected for many
years. Second, the data was not designed in the ﬁrst place to be suitable for mining.
As a result, the data was complex, contained a lot of noise, and was heterogeneous.
On one hand, the data was unique because it was designed to tailor diﬀerent users'
preferences and knowledge background. On the other hand, the uniqueness of the
data made it diﬃcult to mine. Third, most of the educators involved in designing
a Web-based educational system and evaluating students' learning activities in the
system do not have sound knowledge of using data mining techniques. Therefore, a
majority of teachers and tutors may not be familiar with EDM and may ﬁnd it diﬃcult
to set up the system to generate the data that is ready for mining.
The main purpose of the application of data mining in education is to ﬁnd patterns
and gain insights about students' performance that may be used by educators to
help students in learning. Hence, this objective is subjective and diﬃcult to measure
compared to the application of data mining to other areas such as e-commerce where
the objective can easily be measured, for example, by the increased amount of money
received by a company or the increased number of customers.
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