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Abstract
We consider the asymmetric simple exclusion process with a driven tagged particle on Z
which has a negative drift, and show that the tagged particle can have a positive speed when
it jumps more slowly than the other particles. Coupling arguments are used.
1 Introduction
The simple exclusion process (SEP) on the lattice Zd with a driven tagged particle can be formally
described as: a collection of red particles and a tagged green particle perform continuous random
walks on the latticeZd with the exclusion rule. There is atmost one particle at each site. Red particles
have independent exponential clocks with rates λ=∑z p(z). When a clock rings, the particle at site
x jumps to a vacant site x+z with probability p(·)
λ
; the jump is suppressed if the site x+z is occupied.
The green tagged particle follows similar rules, but it has different jump rates q(·). We would like to
study the long-time behavior of the displacement Xt of the tagged particle.
The bahavior of the tagged particle is mostly studied when p(·) = q(·). It is well known that the
environment process ξt viewed from the tagged particle is a Markov process. The Bernouli measures
µρ with parameters ρ (0≤ ρ ≤ 1) are known to be invariant and ergodic for the environment process.
As a consequence, the speed of the tagged particle can be computed explicitly as (1−ρ)∑z z · q(z).
For details, see Chapter III.4 [Li]. The fluctuation of Xt has also been investigated in this case when
p(·) = q(·). Particularly, when d = 1, p(·) is nearest-neighbor symmetric, Arratia [Ar] showed the
displacement of the tagged particle follows a central limit theorem with an unusual scale t1/4 start-
ing from a Bernoulli initial measure µρ . Kipnis and Varadhan [KV] showed a central limit theorem
for the displacement Xt in the other general cases when d is arbitrary, and p(·) = q(·), symmetric.
The method they used is to study the additive functionals of reversible Markov processes, and this
method has also been extended to asymmetricmodels: themean-zero asymmetric case by Varadhan
[Va], and the non-mean-zero asymmetric case in dimension d ≥ 3 by Sethuraman, Varadhan and Yau
[SVY]. For the case where asymmetric, non-mean-zero p(·)= q(·) and d ≤ 2, the only case studied is
the nearest-neighbor case in dimension d = 1 by Kipnis [Ki].
The case where d = 1, p(·)= q(·) are nearest-neighbor is special. Particles are trapped and orders
are preserved. The gaps between the particle follow a zero-range process. The displacement Xt can
be considered jointly with the current across the bond 0 and 1. On the other hand, for symmetric
jump rates p(·), the stirring process can be used to construct the SSEP.With these considerations, one
can study the density fields and apply some hydrodynamic limit results. In the symmetric case, other
than the result by Arratia [Ar], Jara and Landim in [JL] showed a central limit theorem for the tagged
particle starting from a non-equilibriummeasure; Sethuraman and Varadhan in [SV] showed a large
deviation principle for the current and displacement Xt for a more general class of initial measures.
In the asymmetric case, Ferrari and Fontes [FF], and Goncalves [Go] reproved the result by Kipnis
[Ki] by either showing a more detailed decomposition of Xt or using results on density fields.
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However, when jump rates p(·),q(·) are different, the behavior of the displacement Xt is less un-
derstood. When dimension d = 1, p(·) is symmetric and p(·),q(·) are nearest-neighbor, Landim, Olla
and Volchan [LOV] studied the zero-range process and applied hydrodynamic limit results to prove
that the displacement Xt grows as
p
t and there is an Einstein relation for Xt . In [LOV], they conjec-
tured that Xt grows linearly in t when themean
∑
z z ·q(z) is positive and p(·) is non-nearest neighbor
in d = 1 or general in d ≥ 2. This conjecture is verified when d ≥ 3 and p(·) is symmetric and remains
open for most of the other cases. By applying transient estimates from [SVY], Loulakis [Lo] charac-
terized some invariant measure for the environment process and showed the displacement Xt grows
linear in t with a corresponding Einstein relation. However, the speed of the tagged particle is still
unknown because the lack of uniqueness of invariant measure for the environment process. In gen-
eral, it is hard to compute the invariant measure for the environment process due to the break of
symmetry, and it is also hard to determine the speed of a tagged particle and its sign.
In this paper, we will consider the case where d = 1 and p(·) is non-nearest neighbor and asym-
metric with positive mean
∑
z ·p(z)> 0. We would show the displacement of Xt can have a speed by
characterizing some nontrivial invariant measure for the environment process in dimension d = 1.
We would when q(·) is small, the speed of the tagged particle can be positive even when q(·) has a
negative mean. Somemild assumptions would also be made in the next section.
2 Notation, Assumptions and Results
A configuration ξ(·) onZ\{0} indicateswhich sites are occupied relative to the tagged particle: ξ(x)= 1
if site x is occupied, and ξ(x)= 0 otherwise. The collection of all configurations X= {0,1}Z\{0} forms a
natural state space for the stochastic process ξt .
Local functions on Z\ {0} are functions defined on X and each function only depends on finitely
many ξ(x). We will use C to denote the space of local functions on Z\ {0} andM1 to denote the space
of probability measures on X. Examples of local functions are ξx and ξA:
ξx (ξ)=ξ(x) (2.1)
ξA(ξ)=
∏
x∈A
ξ(x), A is a finite set of Z (2.2)
The process ξt starting from any initial configuration in X is a well-defined Markov process. It is
described by its generator L= Lex +Lsh on local functions, and the action of L on any local function
f is given by:
Lf (ξ)=(Lex +Lsh) f (ξ)
=
∑
x,y 6=0
p(y −x)ξx
(
1−ξy
)(
f (ξx,y )− f (ξ))
+
∑
z
q(z)(1−ξz )
(
f (θzξ)− f (ξ)
)
(2.3)
where ξx,y represents the configuration after exchanging particles at site x and y of ξ,
ξx,y (z)=


ξ(z) if z 6= x, y
ξ(y) if z = x
ξ(x) if z = y
(2.4)
and θzξ represents the configuration shifted by −z unit due to the jump of the tagged particle to an
empty site at z,
(θzξ)(x)=
{
ξ(x+ z) if x 6= −z
ξ(z) if x =−z
. (2.5)
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Denote the probability measure on the space of cádlág paths on X starting from a deterministic
configuration ξ0 = η by Pη,q , and let Pν0,q =
∫
P
η,q dν0(η) when the initial configuration ξ0 is dis-
tributed according to some measure µ on X. We also denote the expectation with respect to Pν0,q by
E
ν0,q . A special initial measure is the step measure µ1,0, which concentrates on the configuration ξ,
with ξ(x)= 1, for x < 0, and ξ(x)= 0, for x > 0.
To illustrate the result, we consider the case where red particles have positive drift, while the
tagged particle has (small) nearest-neighbor jump rates q(·). Particularly, we would assume p(·) sat-
isfies:
A1 (Positive) p(2)= p(−2)> 0, and p(1)> p(−1).
A2 (Attractive) p(−1)≥ p(−2), p(k)= 0 for all |k | > 2.
Our main result is on the signs of the drift and the speed of the tagged particle.
Theorem 2.1 Consider the asymmetric exclusion process (ASEP) with a tagged particle. Let the jump
rates for the red particles satisfy A1 and A2. Then, there exist nearest-neighbor jump rates q(·) for
the tagged particle and an ergodic invariant measure νe for the environment process viewed from the
tagged particle. Under Pνe ,q , we have
a. the tagged particle has a negative drift: q(−1)> q(1),
b. the tagged particle has a positive speed under Pνe ,q .
Remark 1
1. Assume the drifts w1 =
∑
z z ·p(z)> 0, w2 =
∑
z z ·q(z) 6= 0, and the tagged particle has a speedm,
we can consider four cases on signs of w2,m: a) w2,m > 0, b) w2,m < 0, c) w2 > 0>m, d)w2 < 0<m.
Case c) is unlikely to hold in general, while the first two cases are possible. When p,q are the
same, we have case a). When q(z)> 0 only if z < 0, we have m ≤ 0 since the tagged particle only
jumps towards one side. To ensurem > 0we only need to show the tagged particle is not blocked
most of time. Case d ) is possible by Theorem 2.1. Indeed, the proof of Theorem 2.1 also works for
case b).
2. We can havemore general q(·) other than nearest-neighbor. The main requirement is that q(·) is
small relative to the mean of p(·),∑z ·p(z).
We shall briefly discuss the approach to this result. It consists of three parts.
We first obtain a candidate ν¯ for the invariant measure in Theorem 2.1 and some estimates of the
speedm. LetNt be the number of red particles which initially start from the left of the tagged particle
and move to the right by time t. By martingale arguments and an algebraic identity, we can get a
lower bound for themean of the displacement of the tagged particle when jump rates q(1),q(−1) are
close and when a positive lower bound for Eν0,q [Nt ]/t exists. This is done in section 3. On the other
hand, we can obtain the speed of the tagged particle with the same lower bound if there is an ergodic
invariant measure. This is done in section 7.
To prove a positive lower bound for Eν0,q [Nt ], we use two steps. The first step is to obtain an
estimate for Eν0,q [Nt ]−Eν0,0 [Nt ], which allows us to consider the case where the tagged particle does
not move. This requires a coupling result. The estimate is shown in section 4 and the existence of
coupling is shown in Appendix A.
The second step is to prove a positive lower bound for Eν0,0 [Nt ]/t for some initial measure ν0.
When the tagged particle does not move, the environment process evolves as the ASEP with a block-
age at site 0. We prove by contradiction and consider the case where ν0 is the stepmeasure µ1,0. The
idea is to consider the limiting measure of an invariant measure under translation τx ν¯ in the Cesàro
sense, and compare this process with another process called ASEP on a half line with creation and
destruction. The analysis of the latter process requires a second coupling argument. The second step
is done in section 5 and 6.
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Remark 2
1. The couplings in section 4 are different from the couplings in section 6 as they have different state
spaces, and different partial orders.
2. If p(2) > p(−1)+2p(−2), we can obtain a positive lower bound for Eν0,0 [Nt ]/t with couplings
in section A. However, the proof does not work with assumption A2, so we will use arguments in
section 5 and 6 to deal withmore general jump rates p(·).
3. The step initialmeasureµ1,0 gives us themaximal value for limsupt→∞E
ν0,0 [Nt ]/t . By Theorem
2.2 from [Ba] and the couplings in section 4, we can get positive lower bounds for Eν0,0 [Nt ]/t for
more general initial measures ν0.
3 InvariantMeasure and theLowerBound for theDisplacement of aTagged
Particle
We first start with a tightness result on M1 with weak topology. Since X = {0,1}Z
d \{0} is equipped
with the product topology, it is compact. By Prokhorov’s Theorem,M1 is precompact with the weak
topology.
Recall the (random) empirical measure µt for process ξt and its mean νt are given by: µt :=∫t
0 δξs ds, and 〈νt , f 〉 := 1t Eν0[
∫t
0 f (ξs)ds],∀ f ∈ C. We can then have v¯ as the weak limit of a subse-
quence of the means of empirical measures νTn . It is an invariant measure by Theorem B7 [Li].
Let Ft := σ(ξs : s ≤ t ) and let Nt be the net number of the red particles moving from the left
of the tagged particle to the right up to time t (or the integrated current via bond (-1,1)). Since the
tagged particle has nearest-neighbor jumps, the jumps of tagged particle do not affect Nt and Nt is
the difference of two numbers:
Nt :=Rt −Lt =
∑
s≤t
χ{ξs=ξ−1,1s− ,ξs(1)=1,ξs(−1)=0}−
∑
s≤t
χ{ξs=ξ−1,1s− ,ξs(1)=0,ξs(−1)=1} (3.1)
Under Pξ,q , Rt has (varying) jump rates λ1(ξt ) = p(2)(1− ξt (1))ξt (−1), and Lt has jump rates
λ2(ξt ) = p(−2)(1− ξt (−1))ξt (1). An application of Ito’s Formula, and uniform integrability, we can
obtain the following result:
Lemma 3.1 Let jump rates p(·) satisfy assumption A1. For a sequence of Tn ↑ ∞, ν¯ = limn→∞νTn is
invariant. It has an estimate:
p(2)〈ν¯,ξ−1(1−ξ1)〉−p(−2)〈ν¯,ξ1(1−ξ−1)〉 = lim
n→∞E
ν0,q
[
NTn
Tn
]
. (3.2)
Furthermore, if there is a C0 > 0, such that
liminf
t→∞ E
ν0,q
[
Nt
t
]
≥C0, (3.3)
we also have
〈ν¯,ξ(−1)−ξ(1)〉 ≥ C0
p(2)
> 0. (3.4)
PROOF: By Ito’s formula for jump processes, we write Pξ,q–martingales Mt = Rt −
∫t
0 λ1(s)ds and
M˜t = Lt −
∫t
0 λ2(s)ds. Taking expectation with respect to ν0, we obtain
〈νTn ,p(2)ξ(−1)(1−ξ(1))−p(−2)ξ(1)(1−ξ(−1))〉 =
1
Tn
E
ν0,q [NTn ]
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Passing through the weak limit, we get the Equation (3.2). As Lt ,Rt are both dominated by a Pois-
son Process with rate 1, {Mt/t , t > 1} is uniformly integrable. Using p(2) = p(−2), we get (3.4) from
(3.2),(3.3). ä
With a similar argument, we can get the mean of displacement for the tagged particle up to time
t with a similar lower bound.
Lemma 3.2 Let jump rates p(·) satisfy assumption A1 and A2, and q(·) are nearest-neighbor (that is,
q(x)= 0, |x| > 1). Let Dt be the displacement of the tagged particle up to time t , which is a difference of
right displacement and left displacement Dt = rt − lt . There is a sequence of Tn ↑∞, ν¯= limn→∞νTn is
invariant, and Dt has an estimate:
q(1)〈ν¯,1−ξ1〉−q(−1)〈ν¯,1−ξ−1〉 = liminf
t→∞ E
ν0,q
[
Dt
t
]
. (3.5)
Furthermore, if there is a C0 > 0with (3.3),
liminf
t→∞ E
ν0,q
[
Dt
t
]
≥ q(1)
p(2)
C0− (q(−1)−q(1)). (3.6)
PROOF: It is almost the same as that of lemma 3.1. We notice that rt − q(−1)
∫t
0 (1− ξs(−1))ds and
lt −q(1)
∫t
0 (1−ξs (1))ds are Pη,q- martingales, and that the left hand side of (3.2) can be written as
q(1)〈ν¯,ξ(−1)−ξ(1)〉− (q(−1)−q(1))〈ν¯,1−ξ(−1)〉 .
ä
From the estimate (3.6) in Lemma 3.2, we can get a positive mean for the displacement when
the tagged particle has almost symmetric jump rates, that is, q(1)− q(−1) is small, and when C0 is
positive. For the next three sections, we will show how to get a positive C0 with (3.3) in Lemma 3.1
and 3.2.
4 An Error Estimate and Couplings of Particles onZ
The main result of this section is Theorem 4.2, which gives an estimate of Eν0,q [Nt ]−Eν0,0 [Nt ]. The
proof relies on couplings of two auxiliary processes. We will introduce some notions, and show the
proof at the end of this section.
We can view the environment process ξt of the asymmetric simple exclusion with a tagged parti-
cle in anotherway. We can label all red particles according to the initial configuration in an ascending
order, and track their relative positions with respect to the tagged particle.
Starting from an initial configuration ξ with infinitely many particles on both sides of zero, we
label particles with their initial positions as ~X0 = (Xi )i∈Z ∈ZZ = X˜. Particularly, ~X0 satisfies
· · · < X−2 < X−1 < X0 < X1 < X2 < . . . (4.1)
and
ξ(x)= 1⇔ Xi = x, for some i .
When there are finitely many particles to the right or the left of zero, it is also convenient for us to
add particles at +∞ and −∞, and therefore, we would enlarge the state space to Xˆ= (Z⋃{−∞,∞})Z.
For example, for the step measure µ1,0, we can label particles as:
· · · < X−2 =−3< X−1 =−2< X0 =−1< X1 =∞≤ X2 =∞≤ . . .
The auxiliary process ~Xt is also a Markov process with a generator L˜ starting from any initial
configuration ~X0 ∈ Xˆ satisfying condition (4.1). There are also two types of jumps for the auxiliary
process, compared to jumps (2.4) and (2.5). The first occurs when the i-th particle jumps to a target
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~X
TaggedX−3 X−2 X−1 X0
T−3,2~X
TaggedX−3 X−2 X−1 X0
Figure 1: Red Particle X−3 Jumps 2 Units
~X
TaggedX−3 X−2 X−1 X0
Θ−2~X
TaggedX−3 X−2 X−1 X0
Figure 2: Tagged Particle Jumps -2 Units
site Xi + z; the second occurs when the tagged particle jumps to target site z is empty. Let Ti ,z~X and
Θz
~X represent the configurations after these two jumps respectively. We can see two types of jumps
in Figure 1 and Figure 2.
Denote the index of the right most particle to the left of site Xi + z by Ii ,z(~X ). We have, whenever
positive jumps are possible, z > 0,
Ii ,z(~X )=max{k : Xk < Xi + z} (4.2)
(Ti ,z~X ) j =


X j if j < i or j > Ii ,z(~X )
X j+1 if i ≤ j < Ii ,z(~X )
Xi + z if j = Ii ,z(~X )
, (4.3)
(Θz~X ) j =X j − z (4.4)
and the conditions for two types of jumps are Ai ,z = {Xi + z ∉ ~X ∪ {0}}, and Bz = {z ∉ ~X }, respectively.
Here we also think ~X as a subset of Z (instead of Z∪ {−∞,∞}).
Remark 3 For negative jumps z < 0, we can think of the dynamic by reversing the lattice Z. That is,
with a change of variable, ~Y = {Yi }i∈Z =R(~X ), we have
(R(~X ))i =Yi =−X−i (4.5)
(Ti ,−z~X )=R(T−i ,z(R(~X )) (4.6)
For z = 0, we take Ti ,0 as the identity map.
Therefore, we can write down the generator L˜ for the auxiliary process ~Xt by its action on local
functions F :ZZ 7→R (F (~X ) also depends on a finite set {Xi }) as:
L˜F (~X )=(L˜ex + L˜sh)F (~X )
=
∑
i ,z
p(Xi ,Xi + z)1Ai ,z (~X )
[
F (Ti ,z~X )−F (~X )
]
+
∑
y
q(y)1By (
~X )
[
F (Θy~X )−F (~X )
]
. (4.7)
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The transition rates p(x, y)= p(y −x) if x, y 6= 0,±∞, and p(x, y)= 0 else.
For couplings, we would also consider two other versions of auxiliary processes, when shifts of
labels are involved. Let Sz~X represents the configuration after shifting labels by z,
(Sz~X ) j = X j+z (4.8)
~X
TaggedX−3 X−2 X−1 X0
Θ−2~X
TaggedX−3 X−2 X−1 X0
S−2 ◦Θ−2~X
TaggedX−1 X0 X1 X2
Figure 3: Tagged Particle Jumps -2 Units with Labels Shifted
In addition to shifting configurations when a tagged particle jumps, we can also shift labels after
shifting the configurations. See Figure 3. We obtain the first version by adding a shift of labels by z
after the tagged particle has a right jump with z units, that is,
L˜RF (~X )=(L˜ex + L˜sh,q− + L˜sh,q+R )F (~X )
=
∑
i ,z
p(Xi ,Xi + z)1Ai ,z (~X )
[
F (Ti ,z~X )−F (~X )
]
+
∑
y<0
q(y)1By (
~X )
[
F (Θy~X )−F (~X )
]
+
∑
y>0
q(y)1By (
~X )
[
F (Sy ◦Θy~X )−F (~X )
]
(4.9)
Similarly, we can have the second version by shifting labels after the tagged particle takes a left
jump.
L˜LF (~X )=(L˜ex + L˜sh,q−L + L˜sh,q+ )F (~X )
=
∑
i ,z
p(Xi ,Xi + z)1Ai ,z (~X )
[
F (Ti ,z~X )−F (~X )
]
+
∑
y<0
q(y)1By (
~X )
[
F (Sy ◦Θy~X )−F (~X )
]
+
∑
y>0
q(y)1By (
~X )
[
F (Θy~X )−F (~X )
]
(4.10)
We will use ~Xt = (~X0,G ,p,q) to denote the auxiliary process with ~X0 as the initial configuration,
and generator G . Particularly, G is one of the forms (4.7),(4.9), and (4.10) with p,q as parameters.
And we use P(
~X0,G ,p,q) or P
~X t to denote the corresponding probability measure on the space of cádlág
paths on Xˆ. ~X0 can also be random.
There is a natural partial order on the set Xˆ:
~X ≥ ~Y ⇔ Xi ≥Yi , for all i . (4.11)
With this partial order,we candefine that twoauxiliary processes ~Xt = (~X0,G ,p,q) and ~Yt = (~Y0,G ′,p ′,q ′)
are coupled by stochastic ordering.
Definition 4.1 Two auxiliary proccesses ~Xt and ~Yt are coupled, denoted as ~Xt º ~Yt , if there exists a
joint process ~Zt = (~Wt ,~Vt ), with a joint generatorΩ on space of local functions F : X˜×X˜ 7→R, such that
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1. ~Wt ≥ ~Vt ,P~Zt −a.s.
2. ~Zt hasmarginals as ~Xt and ~Yt . That is, for any local functions F1(~X ,~Y )=H1(~X ), and F2(~X ,~Y )=
H2(~Y ), we have,
ΩF1(~X ,~Y )=GH1(~X )
ΩF2(~X ,~Y )=G ′H2(~Y )
~W0
d= ~X0, ~V0 d= ~Y0
Our main step towards Theorem 4.2 is the existence of couplings of auxiliary processes. The
construction of the couplings is done in Appendix A.
Theorem 4.1 Let p(·) satisfy assumption A2 and two initial configurations satisfy ~X0 ≥ ~Y0. For any
q(·), we can couple below two pairs of auxiliary processes:
(~X0, L˜R ,p,q)º (~Y0, L˜,p,0) (4.12)
(~X0, L˜,p,0)º (~Y0, L˜L ,p,q) (4.13)
PROOF: See Theorem A.1 in Appendix A. ä
Above two couplings provide a lower bound and an upper bound of Eν0,q [Nt ]−Eν0,0 [Nt ] respec-
tively, and we can estimate the error by the number of jumps of the tagged particle.
Theorem 4.2 Let p(·) satisfies assumption A2, and the tagged particle takes nearest-neighbor jumps,
with rates q(−1),q(1). For any (deterministic) initial configuration ξ, and any t ≥ 0,∣∣∣Eξ,q [Nt ]−Eξ,0 [Nt ]∣∣∣≤ t · (q(1)+q(−1)) (4.14)
PROOF: For any non-zero configuration ξ in X, we can label the particles as ~X0 = {Xi }i∈Z,
· · · ≤ X−2 ≤ X−1 ≤ X0 < 0< X1 ≤ X2 ≤ . . .
and equality occurs if both sides are∞ or −∞. By Theorem 4.1, from the same initial configuration,
we have two couplings,
~Xt = (~X0, L˜R ,p,q)º (~X0, L˜,p,0)= ~Yt
~Yt = (~X0, L˜,p,0)º (~X0, L˜L ,p,q)= ~Zt . (4.15)
Consider a function F : Xˆ →Z, F (~X )=max{i : Xi ≤−1}. It is decreasing in ~X , that is, if ~X ≥ ~Y
F (~X )≤ F (~Y ) (4.16)
Therefore, we get, under some joint distributions,
F (~X0)−F (~Xt )≥ F (~Y0)−F (~Yt ),a.s.
F (~Y0)−F (~Yt )≥ F (~Z0)−F (~Zt ),a.s.
On the other hand, when q(·) is nearest-neighbor, jumps of tagged particle do not move parti-
cles between positive and negative axes, unless followed by shifts of labels. See Figure 4. We get an
identity for the process ~Xt ,
F (~X0)−F (~Xt )=N~X (t )+R~X (t ).
The left side represents the number of labeled particles starting from negative axis and ending at
positive axis at time t. We can decompose the number by looking at three sources: jumps of red
8
~X
TaggedX−3 X−2 X−1 X0
Θ1
~X
TaggedX−2 X−1 X0 X1
S1 ◦Θ1~X
TaggedX−3 X−2 X−1 X0
Figure 4: Tagged Particle Jumps 1 Unit with Labels Shifted
particles, right jumpsof the taggedparticle and left jumpsof the taggedparticle. There are two similar
identities for processes ~Yt ,~Zt
F (~Y0)−F (~Yt )=N~Y (t )
F (~Z0)−F (~Zt )=N~Z (t )−L~Z (t )
Combining above five expressions, noticing that N~X (t ), R~X (t ), L~X (t ) are the same as Nt ,rt ,and lt
in equation (3.1), Lemma 3.1, and taking expectations under some joint distributions, we get
E
ν0,q [Nt ]−Eν0,0 [Nt ]≥−Eν0,q [rt ] (4.17)
E
ν0,q [Nt ]−Eν0,0 [Nt ]≤ Eν0,q [lt ] , (4.18)
which are sufficient for (4.14). ä
Remark 4 We can obtain further resultswith similar proofs of Theorem4.2. Wemention themwithout
detailed proofs.
1. There is a similar estimate when q(·) is not nearest-neighbor. We only need to add some terms
which are multiples of Eν0,q [rt ] and E
ν0,q [lt ] to the right hand sides of (4.18) and (4.17). We can
find aCR ′ depending on the range R
′ of q(·) such that,
∣∣Eν0,q [Nt ]−Eν0,0 [Nt ]∣∣≤CR ′ ·Eν0,q [Dt ]
2. From the coupling, we can use Kingman’s Subadditive Ergodic Theorem to show the convergence
of Nt/t when the initialmeasure is the stepmeasure µ1,0, and the tagged particle does not move,
q = 0:
lim
t→∞Nt/t = limt→∞
1
t
E
µ1,0,0 [Nt ] , P
µ1,0,0−a.s.
3. From the coupling and the second result, we can use some martingale arguments to get a lower
bound similar to (3.6) for the displacement of a tagged particle, when the initial meausre is the
stepmeasure µ1,0, and q(·) is nearest-neighbor,
liminf
t→∞
Dt
t
≥ q(1)
p(2)
(C1−q(−1))− (q(−1)−q(1)), Pµ1,0,q −a.s.
where C1 is from the second result,
C1 = lim
t→∞
1
t
E
µ1,0,0 [Nt ] .
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5 Non-zero Current in ASEP with a Blockage at a Site
Let p(x, y) be jump rates for a continuous randomwalk on Zwith the followings:
1. p(·, ·) is translational invariant: p(x, y)= p(y −x).
2. p(x,x+k)= p(k)≥ p(−k)= p(x+k ,x) for all k , and a strict inequality holds for some k.
3. p(·, ·) has a finite jump range R > 1: p(k)= 0, |k | >R . Assume further p(R)> 0.
We will consider a process, the ASEP on lattice Z with a blockage at the origin, and quantities
currentsCi , j across bond (i , j ).
The ASEP on lattice Zwith a blockage at the origin has a generator L defined as
Lf (η)=
∑
x,y 6=0
p(x, y)ηx
(
1−ηy
)(
f (ηx,y )− f (η)) . (5.1)
Assume the initial configuration is the step measure µ1,0 for the rest of this section. The currentCi , j
across bond (i , j ) is defined as:
Ci , j (η)=
∑
x≤i , j≤y,
x,y 6=0
p(x, y)ηx(1−ηy )−p(y,x)ηy (1−ηx ). (5.2)
Theorem 5.2 is the main result for the next two sections. Before its proof, we shall see some
lemmas on invariant measures with respect to L, and currentsCi , j . The first lemma says themean of
currentCx,x+1 is constant in x with respect to an invariant measure.
Lemma 5.1 For an invariant measure ν¯ with respect to the generator L defined in (5.1) , we have, for
any x 6= −1,0,
〈ν¯,Cx,x+1〉 = 〈ν¯,C−1,1〉 (5.3)
PROOF: The change of density at site x is due to the difference between currents across bonds (x−1,x)
and (x,x+1). Computing Lηx for x 6= −1,0,1, we get
Lηx =Cx−1,x −Cx,x+1,
Lη−1 =C−2,−1−C−1,1,
Lη1 =C−1,1−C1,2.
We show the first one, and the rest two are similar:
Lηx =
∑
i , j 6=0
p(i , j )ηi
(
1−η j
)(
η
i , j
x −ηx
)
=
∑
i 6=0,x
p(i ,x)ηi
(
1−ηx
)
−
∑
j 6=0,x
p(x, j )ηx
(
1−η j
)
=
∑
i 6=0,x
{
p(i ,x)ηi
(
1−ηx
)−p(x, i )ηx (1−ηi )}
On the other hand,
Cx−1,x −Cx,x+1 =

 ∑
i≤x−1,x≤ j ,
i , j 6=0
−
∑
i≤x,x+1≤ j ,
i , j 6=0

p(i , j )ηi (1−η j )−p( j , i )η j (1−ηi )
=

 ∑
i≤x−1,x= j ,
i , j 6=0
−
∑
i=x,x+1≤ j ,
i , j 6=0

p(i , j )ηi (1−η j )−p( j , i )η j (1−ηi )
=

 ∑
i≤x−1,
i 6=0
+
∑
x+1≤i ,
i 6=0

p(i , j )ηi (1−η j )−p( j , i )η j (1−ηi )= Lηx .
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The third line is because interchanging i and j results in a change of sign.
Taking expectation with respect to ν¯, we get (5.3). ä
Consider translation operators τi on the state space X
′ = {0,1}Z , for i , j ∈Z,
(τiη)( j )= η( j + i ).
We also define translations on local functions f and onmeasures ν by
τi f (η)= f (τiη), (5.4)
〈τiν, f 〉 =〈ν,τi f 〉 (5.5)
Particularly, we see τiη j = ηi+ j ,〈τiν,η j 〉 = 〈ν,ηi+ j 〉 .
The second lemma says that any weak limit ν∗ of the Cesàro means of ν¯ under translation is a
mixture of Bernoulli measures µρ, 0≤ ρ ≤ 1.
Lemma 5.2 ν¯ is an invariant meausre with respect to L. For any weak limit ν∗ of the Cesàro means of
ν¯ under translation:
ν∗ = lim
k→∞
ν∗nk = limk→∞
1
nk
nk∑
i=1
τi ν¯, (5.6)
it is translational invariant, and invariant with respect to the generator L0 for ASEP. That is, for any
local function f ,
〈ν∗,τx f 〉 =〈ν∗, f 〉, (5.7)
〈ν∗,L0 f 〉 =0. (5.8)
where L0 is translational invariant, and it acts on f by
L0 f (η)=
∑
x,y∈Z
p(y −x)ηx
(
1−ηy
)(
f (ηx,y )− f (η)) (5.9)
Particularly, there is a measure wρ on [0,1], such that
ν∗ =
∫
µρdwρ (5.10)
PROOF: By Theorem 2.6.2 [KL], we only need to show (5.7), (5.8) to get (5.10). The proofs for both are
similar:
For any local function f ,
〈ν∗nk ,τ1 f 〉 =
1
nk
nk∑
i=1
〈τi ν¯,τ1 f 〉
= 1
nk
nk∑
i=1
〈τi+1ν¯, f 〉
=〈ν∗nk , f 〉+O f
(
1
nk
)
Also, as ν¯ is invariant with respect to L and L0τi = τiL0 ,we can compare (2.3) with (5.9) and get,
〈ν∗nk ,L0 f 〉 =
1
nk
nk∑
i=1
〈τi ν¯,L0 f 〉
= 1
nk
nk∑
i=1
〈ν¯,L0(τi f )〉
= 1
nk
nk∑
i=1
〈ν¯,L(τi f )〉+
1
nk
nk∑
i=1
〈ν¯, (L0−L)(τi f )〉
=O f
(
1
nk
)
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Taking limits as nk →∞, we get (5.7) and (5.10). ä
The third lemma says if an invariant measure ν¯ has a current with mean 0 and some weak limit
ν∗ of its Cesàro means under translation is a Bernoulli measure µ0 with density 0, the densities of
positive sites are identically 0 for v¯ .
Lemma 5.3 Let v¯ be an invariant measure with respect to the generator L, and ν∗ be a weak limit
of defined in (5.6). If 〈ν¯,C−1,1〉 = 0 and 〈ν∗,ηx〉 = 0 for some x (which implies for all x since ν∗ is
tranlational invariant), we have 〈ν¯,ηx〉 = 0 for all x > 0.
PROOF: We will divide the proof into 3 steps.
S1. Define a quantityG I :
With identities p(x, y)= p(y,x)+p(x, y)−p(y,x) and ηx (1−ηy )−ηy (1−ηx )= ηx−ηy , from (5.2),
we get
〈ν¯,Ci ,i+1〉 =〈ν¯,
∑
x≤i ,i+1≤y
p(y −x)(ηx −ηy )〉
+〈ν¯,
∑
x≤i ,i+1≤y
(p(x− y)−p(y −x))ηx (1−ηy )〉
Therefore, by Lemma 5.1, we have, for large i ≥R , 〈ν¯,Ci ,i+1〉 = 0, and∑
x≤i ,i+1≤y
p(y −x)〈ν¯,ηy −ηx〉
=
∑
x≤i ,i+1≤y
(p(x− y)−p(y −x))〈ν¯,ηx (1−ηy )〉 (5.11)
We shall denote the left hand side and right hand side as LHi and RHi respectively. We can
further write
LHi =Gi+1−Gi (5.12)
whereGi is defined for i ≥R as
Gi :=
∑
j :| j |≤R−1
R∑
k=|j |+1
p(k)〈ν¯,ηi+ j 〉
=Avi (5.13)
and A is a row vector with 2R −1 positive entries
(∑R
k=|j |+1p(k)
)
j
, and vi is a column vector
with nonnegative bounded entries
(〈ν¯,ηi+ j 〉) j .
S2. Convergence of (Gi )i≥R :
By (5.11), RHi ≥ 0. Summing i from I to N , we get,
GN+1−G I =
N∑
i=I
RHi (5.14)
which is increasing in N , and bounded. Therefore, it has a limit as N goes to infinity, which
also implies the convergence of (GN ).
Gi ↑ c , as i ↑∞. (5.15)
S3. From 〈ν∗,ηx〉 = 0 to 〈ν¯,ηx〉 = 0:
By the definition (5.6) of ν∗, (5.13), (5.15), and the fact that A has positive entries, we get c = 0.
Therefore, for I ≥R ,
G I = Av I = 0.
This implies entries in v I are 0. Particularly, 〈ν¯,ηi+ j 〉 = 0, for all i + j ≥R − (R −1)= 1.
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The coming theorem would be proved in the next section. It says, if the initial configuration has
no particles after some point x > 0, ν∗ is dominated by µ 1
2
.
Theorem 5.1 Consider the ASEP on latticeZwith a blockage at the origin and p(·) has a positivemean∑
z ·p(z)> 0. Let ν¯ be a weak limit of the mean of empirical measures ν¯Tn , and ν∗ be a weak limit of
defined in (5.6). Then for any finite set A ⊂Z
〈ν∗,
∏
x∈A
ηx〉 ≤ 2−|A|. (5.16)
PROOF: See the proof of Corollary 6.1. ä
Theorem 5.2 is the main result of these two sections. It says the current across sites -1 and 1 is
strictly positive for the ASEP on Z when the initial measure is the step measure µ1,0. We will prove it
by contradiction.
Theorem 5.2 Suppose p(·, ·) satisfies assumptions at the beginning of this section. For the ASEP on
latticeZwith a blockage at the origin, there is a lower boundC1 > 0 for the current across sites -1, 1,
liminf
t→∞
1
t
E
µ1,0,0 [Nt ]= liminf
t→∞
〈νt ,C−1,1〉 =C1 > 0. (5.17)
PROOF: Since the initial configuration is concentrated on η0 with η0(x)= 1,x < 0 and η0(x)= 0,x > 0.
Let Nt be the number of particles jumping across bond (-1,1). Then Nt ≥ 0, and Nt −
∫t
0 C−1,1(ηs)ds
is a martingale. Therefore, 1t E
ν0,0 [Nt ]≥ 0 for any t > 0, and liminft→∞〈νt ,C−1,1〉 ≥ 0.
SupposeC1 = 0, by tightness, there is an invariant measure ν¯with a zero current 〈ν¯,C−1,1〉 = 0. By
Lemma 5.1, 〈ν¯,Cx,x+1〉 = 0, for x ≥R . We have
〈ν∗nk ,CR ,R+1〉 =
1
nk
nk∑
i=1
〈τi ν¯,CR ,R+1〉
= 1
nk
nk∑
i=1
〈ν¯,CR+i ,R+i+1〉 = 0.
Then, for any weak limit ν∗ = limk→∞ν∗nk = limk→∞ 1nk
∑nk
i=1τi ν¯,
〈ν∗,CR ,R+1〉 = 0. (5.18)
On the other hand, by Lemma 5.2, ν∗ is a mixture of Bernoulli measures ν∗ = ∫µρdwρ. A direct
computation shows 〈µρ,CR ,R+1〉 =ρ(1−ρ)
∑
i≤R , j≥R+1p(i , j )−p( j , i ), which is strictly positive unless
ρ = 0 or 1. As a consequence,
ν∗ =w1µ1+w0µ0, (5.19)
with w1+w0 = 1.
By Theorem 5.1, we have w1 ≤ 2−|A|, for any finite set A ⊂ Z. This implies w1 = 0 and w0 = 1.
Then, by Lemma 5.3, we have, for x > 0,
〈ν∗,ηx〉 = 0, and 〈ν¯,ηx〉 = 0. (5.20)
By the particle-hole duality, we can view holes as particles and repeat the above arguments. We get a
result like (5.20): for x < 0.
〈ν¯,ηx〉 = 1. (5.21)
Clearly, (5.20) and (5.21) imply the current 〈ν¯,C−1,1〉 is positive, which is a contradiction. ä
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6 ASEP on Half Line with Creation andDestruction
To show Theorem 5.1, we will consider an auxiliary process: the ASEP on the half line with creation
and destruction. This model has a long history and was studied by Liggett in [Li75] and [Li77]. In this
section, we will use some results from [Li75] and [Li77] to show the estimate (5.16) in Theorem 5.1.
We first describe the ASEP on the half line with only creation formally as follows. Particles are
performing asymmetric simple exclusions on half line [1,∞) with jump rates p(x, y)= p(y − x). If a
positive site y > 0 is vacant, a particle is created at y with rates ∑x≤0 p(y − x). Also, no particles are
allowed to jump out of the positive half line. Clearly, if we consider the ASEP on Zwith an immediate
creation of particles on (−∞,0] when sites are vacant, we get exacly the same dynamic on positive
sites.
The first lemma connects the ASEP with a blockage at a site with the ASEP on the half line with
creation. Let P be the probability of the ASEPwith a blockage at site 0, andQ be the probability of the
ASEP on the half line with creation. Also, denote the configurations at time t as ηt and ζt respectively.
Lemma 6.1 Suppose ASEP with a blockage at a site starts from the initial measure µ1,0 and the ASEP
on the half linewith creation starts from the Bernoullimeasureµ0 on positive axis. Then, for any finite
subset A ⊂Z+, and any t ≥ 0,
P(ηt (x+R)= 1, for all x ∈ A)≤Q(ζt (x)= 1, for all x ∈ A). (6.1)
PROOF: Let R be the range of jump rates p(·) at the beginning of section 5. We can view holes and
particles in the ASEP with blockage as three classes of particles, and we use 1,2, and 3 to denote each
class:
a. Particles are always labeled as first class particles.
b. A hole becomes a second class particle whenever it visits or starts from a site on (−∞,R].
c. A hole which never visits sites on (−∞,R] is labeled as a third class particle.
It is easy to see, particles with smaller number has priority to jump over particles with larger number.
Denote the process with three classes of particles by P˜ , and denote the configuration at time t by ξt .
See Figure 5 for an example. In this example, ξ0 is the initial configuration, ξt1 is the configuration
after a (first class) particle jumps from−1 to 1 and a (second class) particle jumps from 2 to 3, and ξt2
is a configuration at a general time t2.
ξ0
Blockage 3 3 3 32 2
R = 2
1 1
ξt1
Blockage 3 3 311 2 2 2
ξt2
Blockage 31 1 11 12 2
Figure 5: The ASEP with Blockage and 3 Classes of Particles
Identifying the first class particles in P˜ as standard particles in P, we have
P˜(ξt (x)= 1,for all x ∈ A+R)= P(ηt (x)= 1,for all x ∈ A+R) (6.2)
On the other hand, the dynamic of the third class particles are the same as the dynamic of holes in
the Q-process. By the inclusion-exclusion principle, we have for any subset B ⊂ A,
P˜ (ξt (x) 6= 3,for all x ∈B +R)=Q(ζt (x) 6= 0,for all x ∈ B ) (6.3)
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As a consequence of (6.2) and (6.3),
P(ηt (x+R)= 1,for all x ∈ A+R)≤P˜(ξt (x+R)= 1 or 2, for all x ∈ A)
=Q(ζt (x)= 1,for all x ∈ A).
ä
By the above lemma, we can study the asymptotic behavior of the ASEP on half line with only
creation. The main theorem of this section is Theorem 6.1. The proof of Theorem 6.1 can be derived
from results in [Li77], with stochastic orderings (couplings). We start with some notions and results
from [Li77] and [Li75].
Consider a subset Dm,n = {m,m+1, . . . ,n}⊂Z, the configuration space on Dm,n Xm,n = {0,1}Dm,n ,
and a probability measure vm,n on Xm,n . We can extend vm,n to a measure on X−∞,∞ = {0,1}Z by
taking product measure. Let λ,ρ ∈ [0,1], we can have
vˆm,n;λ,ρ =µλ⊗vm,n⊗µρ, (6.4)
vˆm,∞;λ,ρ =µλ⊗vm,∞ (6.5)
where µλ is a Bernoulli measure with density λ on X−∞,m−1 = {0,1}{i :i<m} and µρ is a Bernoulli mea-
sure with density ρ on Xn+1,∞ = {0,1}{i :i>n}
We also define partial orders on the space of configurations X−∞,∞
η≥ ξ⇔ η(x)≥ ξ(x) for all x ∈Z (6.6)
and then we can define partial orders on the space of probability measures via stochastic ordering.
For any monotone local function f (with respect to (6.6)),
ν≥µ⇔〈ν, f 〉 ≥ 〈µ, f 〉 (6.7)
We will consider the ASEP with creation and destruction on both a finite system and an infinite
system. The former is a process on Xm,n , with a generatorΩ
λ,ρ
m,n . Ω
λ,ρ
m,n acts on a local function f by
Ω
λ,ρ
m,n f (η)=
∑
x<m,y∈Dm,n
(
p(x, y)λ(1−ηy )+p(y,x)(1−λ)ηy
)(
f (ηy )− f (η))
+
∑
x∈Dm,n ,y>n
(
p(x, y)ηx(1−ρ)+p(y,x)ρ(1−ηx )
)(
f (ηx )− f (η))
+
∑
x,y∈Dm,n
p(x, y)ηx(1−ηy )
(
f (ηx,y )− f (η)) , (6.8)
where
ηx (z)=
{
1−η(x) ,z = x
η(x) , else .
And the later is a process onXm,∞, with a generatorΩλm,∞ acts on a local function f by
Ω
λ
m,∞ f (η)=
∑
x<m,y≥m
(
p(x, y)λ(1−ηy )+p(y,x)(1−λ)ηy
)(
f (ηy )− f (η)
)
+
∑
x,y≥m
p(x, y)ηx(1−ηy )
(
f (ηx,y )− f (η)
)
. (6.9)
Denote the semigroup generated byΩ
λ,ρ
m,n andΩ
λ
m,∞ as S
λ,ρ
m,n(t ) and S
λ,ρ
m,∞(t ). Andwe extend these
semigroups S˜
λ,ρ
m,n(t ), and S˜
λ
m,∞(t ) by using product measures (6.4),
vm,n;λ,ρS˜
λ,ρ
m,n(t )=µλ⊗
(
vm,nS
λ,ρ
m,n(t )
)
⊗µρ , (6.10)
vm,∞;λS˜λm,∞(t )=µλ⊗
(
vm,∞Sλm,∞(t )
)
(6.11)
Below are results from [Li75] and [Li77].
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Lemma 6.2 Assum 1≥λ≥ ρ ≥ 0, andm ≤n ≤∞. Let νm,n =µρ which is a Bernoullimeasure onXm,n
with density ρ. Then we have,
1. In the sense of (6.7), the probabilitymeasure vm,n;λ,ρS˜
λ,ρ
m,n(t ) is increasing in parametersm,n, t ,λ
and ρ.
2. Let ν¯m,n;λ,ρ = limt↑∞ vm,n;λ,ρS˜λ,ρm,n(t ). ν¯m,n;λ,ρ converges to the unique limit ν¯m;λ,ρ as n goes to
∞. And ν¯m;λ,ρ = limt↑∞ vm,∞;λ,ρS˜λm,∞(t ).
3. For n−m > 2R, the current in Dm,n has two lower bounds:
〈ν¯m,n;λ,ρ,Cx,x+1〉 ≥w ·max{λ(1−λ),ρ(1−ρ)} (6.12)
where w =∑|k |≤R kp(k).
PROOF: The first part is proved in Theorem 2.4 and 2.13 in [Li75]. The second part is a consequence
of the first part and Trotter-Kurts Convergence Theorem, see Proposition 2.2 in [Li75]. The third part
is by the proof of Propositin 2.6 in [Li77]. It is a consequence of the monotonicity of v¯m,n,λ,ρ inm,n
and a direct computation of currents at two boundariesCm−1,m andCn,n+1. ä
The main theorem of this section says the ASEP on half line with creation has a limiting mea-
sure. When translated along the positive direction, the limiting measure converges to the Bernoulli
measure µ 1
2
in the Cesàro sense.
Theorem 6.1 Assume the ASEP on half line with creation has the initial configurationwith only holes
in positive sites. Let mt be measures on {0,1}
Z+ with 〈mt ,
∏
x∈A ηx〉 =Q(ζt (x)= 1, for all x ∈ A) for any
finite subset A ⊂Z+. Then we have the followings,
lim
t→∞mt = m¯ exists (6.13)
lim
N→∞
1
N
N∑
i=1
〈m¯,
∏
x∈A+i
ηx〉 = 2−|A|. (6.14)
PROOF: Assumeλ≥ ρ, fromLemma6.2, ν¯m;λ,ρ = limn→∞ ν¯m,n;λ,ρ is the limitingmeasure of vm,∞;λ,ρ S˜λm,∞(t )
as t goes to∞. It is also increasing in m,λ,ρ. Therefore, we can define a unique limiting measure
m(λ,ρ), which is also increasing in λ and ρ.
m(λ,ρ)= lim
m→∞ ν¯−m;λ (6.15)
It is also the same as the limit of the Cesàro means of v¯m;λ,ρ under translation:
τi ν¯m;λ,ρ = lim
n→∞ ν¯m,n;λ,ρ = limn→∞ ν¯m−i ,n−i ;λ,ρ = ν¯m−i ;λ,ρ(λ,ρ)
m(λ,ρ)= lim
N→∞
1
N
Nk∑
i=1
τi ν¯m;λ,ρ = lim
N→∞
τN ν¯m;λ,ρ
On the other hand, the limit m(λ,ρ) is a mixture of Bernoulli measures, by similar arguments in
Lemma 5.2. So we get an upper bound 1/4w for the current,
〈ν¯0;λ,ρ,CR ,R+1〉 = 〈m(λ,ρ),CR ,R+1〉 ≤ 1/4w. (6.16)
where w = ∑k kp(k), and equality holds if and only if m(λ,ρ) = µ 1
2
. From the lower bound (6.12)
in Lemma 6.2, 〈m(12 ,0),CR ,R+1〉 ≥ 14w , 〈m(0, 12 ),CR ,R+1〉 ≥ 14w . Therefore, m(12 ,0) and m(0, 12 ) are
Bernoulli measures with density 12 ,
m(
1
2
,0)=m(0, 1
2
)=µ 1
2
.
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Together with monotonicity in λ,ρ , we get for λ≥ 1
2
≥ρ,
µ 1
2
=m(1
2
,0)≤m(λ,ρ)≤m(1, 1
2
)=µ 1
2
. (6.17)
We can conclude theproof by lettingλ= 1,ρ = 0, and identifyingmt as the restriction of v0,∞;1,0S˜10,∞(t )
on X0,∞. Taking weak limits, we will also get (6.14)
lim
N→∞
1
N
N∑
i=1
〈m¯,
∏
x∈A+i
ηx〉 = 〈m(1,0),
∏
x∈A
ηx〉 = 2−|A|.
ä
We prove Theorem 5.1 as a corollary of Theorem 6.1.
Corollary 6.1 (Theorem 5.1) Let ν¯ be a weak limit of the mean of empirical measures ν¯Tn , and ν
∗ be a
weak limit of the Cesàro means of ν¯ under translation (5.6). Then for any finite set A ⊂Z,
〈ν∗,
∏
x∈A
ηx〉 ≤ 2−|A|. (6.18)
PROOF: Consider some weak limit ν¯ of the means of the empirical measure for the P-process
defined by (5.6). By (6.1) and (6.13), we have, for any A ⊂Z+
〈ν¯,
∏
x∈A
ηx+R〉 ≤ 〈m¯,
∏
x∈A
ηx〉
Therefore, for i > 0,
〈τi ν¯,
∏
x∈A
ηx+R〉 = 〈ν¯,
∏
x∈A
ηx+R+i 〉 ≤ 〈m¯,
∏
x∈A
ηx+i 〉
Therefore, by (6.14) and (5.6),
〈ν∗,
∏
x∈A
ηx+R〉 ≤ lim
Nk→∞
1
Nk
Nk∑
i=1
〈m¯,
∏
x∈A
ηx+i 〉 = 2−|A|.
We extend the inequality to any subset A of Z since v∗ is translational invariant by Lemma 5.2. ä
7 Proof of Theorem 2.1
PROOF(Theorem 2.1):
Step1. Existence of q(·) and ergodic measure νe for the environment process ξt :
By Theorem 5.2, we can define C1 := liminft→∞ 1t Eµ1,0,0 [Nt ]> 0. Then by Theorem 4.2, for any
nearest-neighbor q(·), we haveC0 =C1− (q(1)+q(−1)), such that
liminf
t→∞
1
t
E
µ1,0,q [Nt ]≥C0.
As a consequence, by Lemma 3.2, there is an invariant measure ν¯ for the environment process
ξt , such that
liminf
t→∞ E
µ1,0,q
[
Dt
t
]
= 〈ν¯, f 〉 ≥ q(1)
p(2)
C0− (q(−1)−q(1)),
num
den
where f (ξ)= q(−1)(1−ξ1)−q(1)(1−ξ−1). We can choose q(−1)> q(1), to obtain a strict positive
lower bound.
On the other hand, the invariantmeasure for the environment process ξt forms a closed convex
compact set by tightness. There is an extremal point νe which also satisfies above inequality
〈νe ,q(−1)(1−ξ1)−q(1)(1−ξ−1)〉 ≥
q(1)
p(2)
C0− (q(−1)−q(1))> 0 (7.1)
Particularly, νe is ergodic with respect to the environment process.
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Step2. The speed of the tagged particle is positive:
We can use Ito’s formula to write the displacement of the tagged particle as
Dt =
∫t
0
f (ξs )ds+Mt ,
where Mt is a martingale with quadratic variance of order t . As νe is invariant and ergodic for
the environment process ξt , we apply Ergodic Theorem, and get
lim
t→∞
Dt
t
= 〈νe , f 〉 > 0, Pνe ,q −a.s (7.2)
ä
APPENDIX
A Existence of Couplings
The generators for the coupled process in Theorem 4.1 are long and consists of several parts. We shall
first prove three lemmas. Particularly, Lemma A.3 is the main step towards the construction of the
coupling.
Firstly, we observe that these are jump processes. Because the generators are additive for the
same type ofG = L˜, L˜L, or L˜R , we can combine two pairs of coupled processes to obtain a new pair.
Lemma A.1 Suppose we have two joint generatorsΩ1, Ω2, for two pairs of auxiliary processes. If they
satisfy Definition 4.1, with any (deterministic) ~W0 ≥ ~X0,
~Wt º ~Xt ,~Yt º ~Zt ,
where
~Wt = (~W0,G ,p1,q1),~Xt = (~X0,G ′,p2,q2)
and
~Yt = (~W0,G ,p ′1,q ′1),~Zt = (~X0,G ′,p ′2,q ′2).
Then, the combined auxiliary processes are also coupled via the joint generatorΩ=Ω1+Ω2 that is:
~Ut º ~Vt ,
where
~Ut = (~W0,p1+p ′1,q1+q ′1),~Zt = (~X0,p2+p ′2,q2+q ′2).
And we can use either p(·) or p(·, ·) in this context.
PROOF: By assumption, the condition for the marginals is immediate from the forms of the genera-
tors (4.7) (4.9) and (4.10). We need to check the first condition.
By arguments in the proof of Theorem 2.5.2 [KL], to show ~Wt ≥ ~Xt , we only need to show the
closed set F0 = {(~X ,~Y ) : ~X ≥ ~Y } is an absorbing set:
Ω1F0 ≥ 0. (A.1)
This is also true because
Ω11F0 ≥ 0, andΩ21F0 ≥ 0.
and (A.1) follows by addition. ä
Secondly, we observe four monotone functions in configuration space by comparing the config-
urations before and after the tagged particle jumps. See Figure 2,3 for examples. That is,
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Lemma A.2 Let z>0. If a jump of the tagged particles by z or −z is possible, we have
Θ−z~X ≥ ~X , Sz ◦Θz~X ≥ ~X (A.2)
Θz
~X ≤ ~X , S−z ◦Θ−z~X ≤ ~X (A.3)
As a consequence, there are two generatorsΩ0,R andΩ0,L , such that for any ~X0 ≥ ~Y0, we can couple
~Xt = (~X0, L˜R ,0,q)º ~Yt = (~Y0, L˜R ,0,0) viaΩ0,R , and couple ~Wt = (~X0, L˜,0,0)º ~Zt = (~Y0, L˜R ,0,q) viaΩ0,L.
PROOF: We will prove equation (A.2) and ~Xt = (~X0, L˜R ,0,q) º ~Yt = (~Y0, L˜R ,0,0). The others are the
same.
By (4.4) and (4.8),
(Θ−z~X )i = Xi + z ≥ Xi
(Sz ◦Θz~X )i = Xi+z − z ≥ Xi (A.4)
Then it is easy to see the generatorΩ0,R would be enough, since under this generator, ~X is increasing
while ~Y is constant.
ΩRF (~X ,~Y )=L˜RF (·,~Y )
[
~X
]
=
∑
y<0
q(y)1By (
~X )
[
F (Θy~X ,~Y )−F (~X ,~Y )
]
+
∑
y>0
q(y)1By (
~X )
[
F (Sy ◦Θy~X ,~Y )−F (~X ,~Y )
]
(A.5)
ä
Thirdly, we can see given ~X ≥ ~Y , whenever the i-th particle in ~Y jump by z > 0, we can move the
i-th particle in ~X by z ′ ≥ 0, such that after relabeling, we still have the same ordering ~X ′ = Ti ,z ′~X ≥
~Y ′ = Ti ,z~Y .
Lemma A.3 Assume ~X ≥ ~Y , R ≥ z > 0, and ~X ∈ Ai ,z , then there is a z ′ ≥ 0 depending on ~X ,~Y ,i ,and z,
such that Xi + z ′ ≤min{Yi + z,Xi } and
~X ′ = Ti ,z ′~X ≥ Ti ,z~Y = ~Y ′ (A.6)
PROOF: We first describe how to find z ′, and then prove by induction.
Step 1 Starting from labeling holes in ~Y between Yi and Yi +R as:
Yi < Yi + zt < Yi + zt−1 < ·· · < Yi + z1 ≤ Yi +R (A.7)
We can define z ′
j
, j = 1,2, . . . , t inductively by,
z ′1 =
{
max{z ′ > 0 : Xi + z ′ ≤Yi + z1,~X ∈ Ai ,z} , if exists
0 ,else
(A.8)
z ′j+1 =
{
max{z ′
j
> z ′ > 0 : Xi + z ′ ≤ Yi + z1,~X ∈ Ai ,z} , if exists
0 ,else
(A.9)
That is, if z ′ > 0, Xi + z ′j is the right-most hole in ~X which is to the left of the (j-1)-th hole in ~X
and the j-th hole in ~Y . See Figure 6 for an example. In this example, i = 0,R = 8,z ′3 = 1,z ′4 = 0.
Step 2 We then show the base case for t = 1 works.
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~Y
Y0 Y1 Y2 Y3 Y4 z1z2z3z4
~X
X0 X1 X2 X3 z ′1z
′
2z
′
3
Figure 6: Target Sites z ′ for X0
(a) Xi > Yi + z1 and z ′1 = 0: A direct computation from equations (4.2), (4.3), we have, let
I1 = Ii ,z1(~Y ),
Y ′j = Y j ≤ X j = X ′j , j < i or j > I1,
Y ′j ≤YI1 = Yi + z1 < Xi ≤ X j , i ≤ j ≤ I1.
(b) Xi ≤ Yi + z1 and z ′1 ≥ 0: Let I1 = Ii ,z1(~Y ), I2 = Ii ,z ′1(~X ), and r =max{s ≥ I2 : Xs ≤ Ys + z1}.
Clearly, I2 ≤ r ≤ I1 since the number of particles in ~Y between site Yi and site Yi + z1 is
greater than the number of particles in ~X between site Yi and site Xi + z ′1.
Then we see, if I2 < r , we have Xr = Yi + z1 =Y ′I1 , and
Y ′j = Y j ≤ X j = X ′j , j < i or j > I1,
Y ′j = Y j+1 ≤ X j+1 = X ′j , i ≤ j ≤ I2−1,
Y ′j ≤Y ′I1 − (I1− j )= Xr − (r − j )= X j = X
′
j , I2 ≤ j ≤ r,
Y ′j ≤ YI1 = Yi + z1 < Xr ≤ X ′j , r < j ≤ I1.
On the other hand, if I2 = r , we have X ′r = Yi + z1 = Xi + z ′1, and I1 = I2. Therefore,
Y ′j = Y j ≤ X j = X ′j , j < i or j > I1,
Y ′j =Y j+1 ≤ X j+1 = X ′j , i ≤ j ≤ I1−1,
Y ′I1 = X
′
I1
, j = I1 = I2
Onemay work with an example, see Figure 7. In this case, R = 8, i = 0, I1 = 5, I2 = 2,r = 4.
~Y
Y0 Y1 Y2 Y3 Y4 Y5 Y6z1z2
~X
X0 X1 X2 X3 X4z ′1z
′
2
T0,z1
~Y
Y0 Y1 Y2 Y3 Y4 Y5 Y6
T0,z ′1
~X
X0 X1 X2 X3 X4
Figure 7: Configurations before and after Jumps z1,z
′
1
Step 3 For the inductive step, we assume if t ≤ k , we have Ti ,z ′
j
~X ≥ Ti ,z j ~Y for j = 1,2, . . . , t , we want to
show for the inequality j = k +1:
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Let I ′1 = Ii ,zk+1(~Y ), and I ′2 = Ii ,zk+1(~X ). Clearly, I ′2 ≤ I ′1, and it suffices to show
Y ′j =
(
Ti ,zk+1
~Y )
)
j ≤
(
Ti ,z ′
k+1
~X )
)
j
= X ′j (A.10)
for I ′2 ≤ j ≤ I ′1. For other j , we follow similar inequalities as the first two in Step 2 (b) and get
Y ′
j
≤ X ′
j
.
The idea is to add a particle to an empty site s, and relabel all the particles to the left of the site.
See Figure 8 for an example.
~X
X0 X1 X2 X3 X4s
K (~X , s)
X−1 X0 X1 X3 X4X2 = s
Figure 8: Adding a Particle to a Vacant Site
Letm =max{k : Xk ≤ s}, and s 6∈ ~X ,
(K (~X , s)) j =


X j , if j >m,
s, if j =m,
X j+1, if j <m
(A.11)
if s ∈ ~X , we use convention K (~X , s)= ~X .
(a) if z ′1 > 0, then by Step 2, equation (A.11), we see,
K (Ti ,z ′1
~X ,Xi )≥K (Ti ,z ′1~Y ,Yi )
Then Yi + zk+1 is the k-th hole in the new configuration K (Ti ,z ′1~Y ,Yi ) between site Yi and
site Yi +R . It is similar for ~X . By the inductive hypothesis, we have
Ti ,z ′
k+1
K (Ti ,z ′1
~X ,Xi )≥Ti ,zk+1K (Ti ,z1~Y ,Yi ). (A.12)
Let I1 = Ii ,z1~Y , I2 = Ii ,z ′1~X . Clearly, I1 ≥ I2, I1 ≥ I
′
1, and I2 ≥ I ′2. Consider the j-th par-
ticle in the following configurations Ti ,z ′
k+1
K (Ti ,z ′1
~X ,Xi ), Ti ,z ′
k+1
~X ,Ti ,zk+1K (Ti ,z1
~Y ,Yi ), and
Ti ,zk+1
~Y . For I ′1 ≤ j ≤ I ′2, we have,
Y ′j =(Ti ,zk+1K (Ti ,z1~Y ,Yi )) j , if I ′2 ≤ j ≤ I ′1
X ′j =(Ti ,z ′k+1K (Ti ,z ′1~X ,Xi )) j , if I
′
2 ≤ j < I2
X ′j >(Ti ,z ′k+1K (Ti ,z ′1~X ,Xi )) j , if I2 ≤ j ≤max{I
′
1, I2}.
Together with (A.12), we get (A.10). See Figure 9 for an example. R = 8.
(b) if z ′1 = 0, it is easy to see Ti ,z1~Y ≥ Ti ,zk+1~Y , and by Step 2, we have ~X ′ = ~X ≥ Ti ,z1~Y ≥
Ti ,zk+1
~Y .
ä
Let C be the class of jump rates p(·, ·) with the following properties:
A*1 (Positive) p(x, y)≥ 0, if y > x; otherwise, p(x, y)= 0.
A*2 (Finite Range) If there is an R > 0, such that p(x, y)= 0, for all x− y ≤R .
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~Y
Y0 Y1 Y2 Y3 Y4 Y5z1z2z3
~X
X0 X1 X2 X3 X4z ′1z
′
2
T0,z2
~Y
Y0 Y1 Y2 Y3 Y4 Y5
T0,z ′2
~X
X0 X1 X2 X3 X4
T0,z2K (T0,z1
~Y ,Y0)
Y−1 = s Y0 Y1 Y2 Y3 Y4 Y5 Y6
T0,z ′2K (T0,z
′
1
~X ,X0)
X−1 = s X0 X1 X2 X3 X4 X5
Figure 9: Configurations before and after Jumps z2,z
′
2
A*3 (Attractive) for x, y 6= 0, p(x, y) is increasing in x, and decreasing in y .
Notice that jump rates p(·, ·) from the class C correspond to jumps along the positive direction. To
get jumps towards both direction, we can combine two jump rates pc (x, y)= p+(x, y)+p−(y,x) where
both p+,p− are from the class C .
The following theorem says we can couple two ASEPs ~Xt = (~X0, L˜,p,0) º ~Yt = (~Y0, L˜,p,0) when
they have the same jump rates p from the class C or the same combined jump rates pc .
Theorem A.1 Suppose jump rates p+(·, ·), p−(·, ·) are from the class C .
1. There is a joint generator Ω+, such that for any ~X0 ≥ ~Y0, we can couple the pair of auxiliary
processes ~Xt = (~X0, L˜,p+,0)º ~Yt = (~Y0, L˜,p+,0) viaΩ+.
2. For combined jump rates pc (x, y)= p+(x, y)+p−(y,x), there is a joint generatorΩ, such that for
any ~X0 ≥ ~Y0, we can couple the pair of auxiliary processes ~Xt = (~X0, L˜,pc ,0) º ~Yt = (~Y0, L˜,pc ,0)
viaΩ.
3. (Theorem 4.1) Let q(·) : Z \ {0}→ R≥0, and pc(x, y) = p+(x, y)+ p−(y,x). There are generators
ΩR , and ΩL , such that such that for any ~X0 ≥ ~Y0, we can couple ~Xt = (~X0, L˜R ,pc ,q) º ~Yt =
(~Y0, L˜R ,pc ,0) viaΩR , and ~Wt = (~X0, L˜,pc ,0)º ~Zt = (~Y0, L˜R ,pc ,q) viaΩL .
PROOF:
1. By Lemma A.2, for any ~X ≥ ~Y and z ≤R , we can find a z ′ =C (~X ,~Y , i ,R ,z)≥ 0, such that
Ti ,z ′~X ≥ Ti ,z~Y .
Therefore, we can assign the jump rates for the i-th particles by following functions:
pi ,s,z (~X ,~Y ) :=
{
1Ai ,z (
~Y ) ·p(Yi ,Yi + z) , if s = z ′ =C (~X ,~Y , i ,R ,z),
0 , else .
(A.13)
pi ,s,0(~X ,~Y ) := 1Ai ,s (~X )
(
p(Xi ,Xi + s)−
∑
0<z≤R
pi ,s,z(~X ,~Y )
)
(A.14)
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Then the generatorΩ+ on set ~X ≥ ~Y is given by:
Ω+F (~X ,~Y )=
∑
i ,0<z≤R ,0≤s≤R
pi ,s,z(~X ,~Y )
[
F (Ti ,s~X ,Ti ,z~Y )−F (~X ,~Y )
]
(A.15)
+
∑
i ,0<s≤R
pi ,s,0(~X ,~Y )
[
F (Ti ,s~X ,~Y )−F (~X ,~Y )
]
(A.16)
The first line corresponds to the case in Lemma A.2 when both i-th particles in ~X and ~Y jump,
while the second line corresponds to the case where only the i-th particle in ~X jumps. The rest
is to checkΩ+ satisfies Definition 4.1. This is standard:
The initial configuration can always be chosen with ~W ≥ ~V almost surely and ~W d= ~X0, ~V d= ~Y0.
(See Theorem B9[Li])
To show ~Wt ≥ ~Vt almost surely, we follow the arguments in the proof of Theorem 2.5.2 [KL].
We want to show the closed set F0 = {(~X ,~Y ) : ~X ≥ ~Y } is an absorbing set, which is true since
Ti ,s~X ≥Ti ,z~Y if s = z ′ and Ti ,s~X ≥ ~X if s > 0.
To show the marginal conditions, we notice that if pi ,s,z(~X ,~Y ) > 0 and s = 0, this is the case
where a particle in ~Y jumps, but particles in ~X stay, since Ti ,0~X = ~X . To check the rest cases,
we use Lemma A.2 and equations (A.13), (A.14).
2. The second part is an application of Lemma A.1, the change of variable argument in Remark 3
and the first part.
Let ~X−,t = (R(~X0), L˜, p˜−,0), clearly R(~X−,t )= (~X0, L˜,p−,0). As R(·) is a map reversing ordering,
~X ≥ ~Y ⇔ R(~X )≤R(~Y )
By Theorem A.1, there is a generator we can couple ~X−,t = (R(~X0), L˜, p˜−,0) ¹ (R(~Y0), L˜, p˜−,0) =
~Y−,t for any ~X0 ≥ ~Y0 via a generator. Therefore, there is a generator Ω−, such that for any ~X0 ≥
~Y0, we can couple R(~X−,t ) = (~X0, L˜,p−,0) ¹ R(~Y−,t ) = (~Y0, L˜,p−,0). Then by Lemma A.1, we get
the joint generatorΩ=Ω++Ω−.
3. This is a consequence of the second part, Lemma A.1 and Lemma A.2. TakeΩR =Ω0,R+Ω, and
ΩL =Ω0,L +Ω.
ä
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