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Abstract
We introduce the notion of finite right (respectively left) numerical index on
a C∗–bimodule AXB with a bi-Hilbertian structure. This notion is based on
a Pimsner–Popa-type inequality. The right (respectively left) index element of
X can be constructed in the centre of the enveloping von Neumann algebra of
A (respectively B). X is called of finite right index if the right index element
lies in the multiplier algebra of A. In this case we can perform the Jones basic
construction. Furthermore the C∗–algebra of bimodule mappings with a right
adjoint is a continuous field of C∗–algebras over a compact Hausdorff space,
whose fiber dimensions are bounded above by the index. We show that if A is
unital, the right index element belongs to A if and only if X is finitely generated
as a right module. A finite index bimodule is a bi-Hilbertian C∗–bimodule which
is at the same time of finite right and left index.
We study the relationship between the notion of finite index and the notion of
conjugation in a tensor 2-C∗–category, in the sense of Longo and Roberts. We
show that bi-Hilbertian, finite index C∗–bimodules, when regarded as objects of
the tensor 2-C∗–category of right Hilbertian C∗–bimodules, are precisely those
objects with a conjugate in that category.
1Partially supported by Grants-in-Aid for Scientific Research 12640210 and 14340050
from the Ministry of Education, Culture, Sports, Science and Technology of Japan.
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Introduction
The theory of conjugation in abstract tensor C∗–categories appeared in the
algebraic formulation of Quantum Field Theory [H].
In this connection, Doplicher and Roberts showed in [DR1], [DR2] that any
symmetric tensor C∗–category with conjugation can be embedded into a cate-
gory of finite dimensional Hilbert spaces, and therefore the category is isomor-
phic to the representation category of a compact group.
However, some tensor C∗–categories with a unitary braiding, arising from
low dimensional QFT, can not be embedded into categories of Hilbert spaces
[LR].
R. Longo and J.E. Roberts recently studied in [LR] conjugation in general
tensor C∗–categories, and they showed that this notion is closely related to the
Jones index theory for subfactors [J].
A different, but related, approach to conjugation (or duality) in a tensor
C∗–category has been recently studied by Yamagami in [Y].
An interesting open problem is to decide which tensor C∗–categories with
conjugation can be embedded into categories of Hilbert C∗–bimodules. A re-
lated, easier, problem is to ask which sort of bimodules should appear.
In this paper we investigate the latter problem. We introduce Jones index
theory for general Hilbert bimodules over pairs of C∗–algebras, and we show
that bimodules of finite index are precisely those endowed with a conjugate
object in the same category.
Therefore if a tensor C∗–category with conjugation can be embedded into a
category of right Hilbert C∗–bimodules, these should be of finite Jones index.
In [KW1] the first and third–named authors studied Hilbert C∗–bimodules
with finite Jones index in the case where the C∗–algebras are unital and the
bimodules are finitely generated as right as well as left modules. It turns out
that a bimodule of finite index over unital C∗–algebras, in the sense introduced
in this paper (Def. 2.23), is automatically finitely generated as a bimodule, and
therefore it is of the kind described in [KW1] (Cor. 2.25).
If A and B are C∗–algebras, an object of our category is a right Hilbert
B–module X with an action of A on the left given by a nondegenerate ∗–
homomorphism of A into the C∗–algebra of B–module maps of X into itself
with adjoint. We will refer to such a bimodule as a right Hilbert A–B C∗–
bimodule. The space of intertwiners from AXB to AYB is the set of adjointable
bimodule maps.
Strictly speaking, the notion of tensor C∗–category is not correct for the
category of right Hilbert C∗–bimodules. In fact, the set of objects is not a unital
semigroup. We rather need the framework of tensor 2-C∗–categories, where a
theory of conjugation can be developed without any substantial difficulty, as
sketched in the appendix of [LR].
On the other hand, the notion of Jones index leads us to introduce bi-
Hilbertian structures on C∗–bimodules. AXB is called bi-Hilbertian if it is
at the same time a right and a left Hilbert C∗-bimodule in such a way that the
two Banach space norms arising from the two inner products are equivalent.
Examples are Rieffel’s imprimitivity bimodules [R1].
A bi-Hilbertian C∗–bimodule will be called of finite right (or left) numerical
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index if a suitable Pimsner–Popa-type inequality relating the two Banach space
norms holds (see Definitions 2.8 and 2.9). A bimodule of finite numerical index
is a bimodule which is at the same time of finite right and left numerical index.
If X is of finite right (or left) numerical index, we construct the right (or
left) index element of X as a positive central element of A′′ (or B′′).
While the tensor product of two imprimitivity bimodules is still an imprimi-
tivity bimodule, a tensor product of bi-Hilbertian bimodules can not be made,
in general, into a bi-Hilbertian bimodule in the natural way. However, if AXB
has finite right numerical index and BYC has finite left numerical index then
the algebraic tensor product bimodule X ⊙B Y can be completed into a bi-
Hilbertian bimodule in the natural way (Prop. 2.13). One can not assume less:
the left and right seminorms on X ⊙B ℓ2(B)K⊗B are equivalent if and only if
X is of finite right numerical index.
Typical examples of bimodules of finite right numerical index arise, of course,
from conditional expectations between C∗–algebras satisfying a Pimsner–Popa
inequality. The work of Frank and Kirchberg [FK] shows that under this only
assumption the index element of the conditional expectation lies in the envelop-
ing von Neumann algebra of the bigger algebra. This reflects the fact that the
Jones basic construction is not always possible in the C∗–algebraic setting.
We introduce in our theory an extra requirement: the right index element
of AXB should lie in the multiplier algebra of A, and therefore in its centre.
When this assumption is satisfied, we say that X is of finite right index.
We prove that this property is in fact equivalent to other properties which
would seem stronger a priori, such as, e.g., the fact that the left action of A on
X has range into the compacts K(XB) (Theorem 2.22).
Finite bases are a useful tool in Jones index theory, as they lead to a simple
formula for the index element. One of the problems in Jones index theory for
C∗–algebras is to be able to establish existence of finite bases. In this direction,
Izumi proved in [I] that a Pimsner–Popa conditional expectation from a simple,
unital C∗–algebra admits a finite quasi–basis in the sense of [W].
We obtain, as a consequence of Theorem 2.22, the following more general
result: if X is a bi-Hilbertian A-B bimodule of finite right numerical index and
if A is unital, the right index element of X belongs A if and only if X is finitely
generated as a right B-module.
More generally, we show that bimodules with finite right index over σ–unital
C∗–algebras admit countable, unconditionally convergent, bases (see Prop. 1.6
and Cor. 2.24). Thus the the right index element of X is the strict limit of the
sum of left inner products with themeselves of elements of any countable right
basis.
In the general case we shall deal with generalized bases in the sense of Def.
1.8, which always exist, as shown in Prop. 1.9.
Now the assumption that the right index element be a multiplier of A guar-
anties the existence of the Jones basic construction (see Theorem 2.30), which
takes the form of a positive, A–bilinear, strictly continuous map F : K(XB)→ A
satisfying a Pimsner–Popa inequality. Since left A-action lies in K(XB), F
extends uniquely to a A-bilinear map Fˆ : L(XB) → M(A) between the corre-
sponding multiplier algebras. The right index element of X coincides with Fˆ (I)
and it can be reached by the strict limit of the image under F of an approximate
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unit of K(XB).
We illustrate our approach to index theory with a typical example of an inclu-
sion of commutative unital C∗–algebras satisfying a Pimsner–Popa inequality,
for which a finite quasi–basis in the sense of [W] does not exist. This class
of examples arises from branched coverings, or orbifolds. It was first pointed
out in [W], 2.8 and later analyzed by Frank and Kirchberg in [FK]. We show
that this inclusion is in fact determined by a canonical nonunital subinclusion
of finite right index in our sense (cf. Example 2.35).
Let us go back to our aim of comparing Jones index theory for Hilbert bi-
modules with conjugation theory. One of the main result of this paper is that
these two approaches are equivalent (cf. Theorems 4.4 and 4.14). We show that
a bi-Hilbertian C∗–bimodule has finite Jones index in our sense if and only if
it has a conjugate object in the 2-C∗–category of right Hilbert C∗–bimodules
with nondegenerate left actions. A choice of the operators R and R satisfy-
ing the conjugate equations leads to a specification of a left A-valued inner
product on X making it into a finite index bi-Hilbertian bimodule. Conversely,
a finite index bi-Hilbertian structure on X yields a solution of the conjugate
equations. The square of the Longo-Roberts dimension relative to a solution
(R, R) coincides with the corresponding numerical index of the bimodule.
Imprimitivity bimodules are finite index bimodules, with left and right index
elements equal to the identities. They can be characterized, among general
right Hilbert C∗–bimodules as those objects with trivial minimal dimension
(Cor. 4.16).
We show two applications of our characterization theorem. The first one is
that if AXB is of finite index, the set of Hilbert module mappings (i.e. those with
an adjoint) on XB commuting with the left action coincides, as an algebra, with
the set of Hilbert module mappings on AX commuting with the right action
(Cor. 4.6). Moreover, each one of these C∗–algebras is a continuous bundle
of finite dimensional C∗–algebras over a compact space, in the sense of [KW]
(Theorem 3.3).
As a second application, we show that the tensor product of two bi-Hilbertian
bimodules of finite (resp. numerical) index is still of finite (resp. numerical)
index (Theorem 5.2).
An index theory for Hilbert bimodules turns out to be more general than
for conditional expectations in the case where the algebras are not σ-unital. In
fact, it is known that if E : B → A is a conditional expectation satisfying a
Pimsner-Popa inequality, an approximate unit of A must be an approximate
unit of B as well. Therefore if A is σ-unital, B must be σ-unital as well. In
particular, a unital C∗–algebra and a non-σ-unital one can not be linked by a
Pimsner-Popa conditional expectation. However, a II1 factor can be strongly
Morita equivalent to a non-σ-unital C∗–algebra (see [BGR]).
In Section 6 we will discuss further examples of bimodules of finite index
arising from locally finite directed graphs and topological correspondences.
As Franks pointed out to the third–named author, our notion of basis is not
standard terminology in the theory of Banach spaces. Frames are replacement
for bases in Hilbert spaces and naturally arise in wavelet theory. Franks and
Larson have recently studied the concept of module frames for Hilbert C∗–
modules in [FL1] and [FL2]. Module (quasi-)bases or frames are useful in Jones
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index theory [BDH], [FK], [W]. Our concept of basis corresponds to their the
notion of standard normalized tight frame. Since we will not consider orthogonal
module bases in full generality, we will just use the term basis , for simplicity.
This paper is an extended version of an appendix contained in the draft of
[KPW1].
1. Countable bases and generalized bases
Let A be a C∗-algebra and X = XA a right Hilbert C
∗–module over A. We
denote by L(XA) the C∗–algebra of A–module maps on X with an adjoint.
A finite subset {ui}i ofX is called a finite basis if x =
∑
i ui(ui|x)A for x ∈ X .
Our aim in this section is to generalize this notion to comprehend countable
bases or, more generally, generalized bases in a sense that will be explained
(see Definitions 1.1 and 1.8). These are infinite bases, and they will be a good
substitute of finite bases in the case where the finite generation property does
not hold. Indeed, we will show, generalizing slightly Dixmier’s proof of existence
of approximate units in a C∗–algebra [Di], that a right Hilbert module X always
admits a generalized basis, and, in the case where X is countably generated, it
actually admits a countable basis.
We denote by θrx,y the rank one operator on X defined by θ
r
x,y(z) = x(y|z)A.
The linear span of rank one operators is denoted by FR(XA) and called the
ideal of finite rank operators. Its norm closure, K(XA), is the C∗–algebra of
compact operators , which is a closed ideal in L(XA).
For a left Hilbert A–module X , we define the rank one operators by θlx,y(z) =
A(z|y)x, and the spaces of finite rank operators FR(AX), compact operators
K(AX) and adjointable left A–module maps L(AX) are defined similarly.
The right Hilbert moduleXA has a finite basis if and only if L(XA) = K(XA).
If in addition A is unital, L(XA) = K(XA) if and only if XA is finite projective
as a right module.
We will often make use of the following formula, derived for example in
Lemma 2.1 of [KPW1]. If XA is a right Hilbert A–module, for any x1, . . . , xn,
y1, . . . , yn ∈ XA,
‖
n∑
i=1
θrxi,yi‖ = ‖((xi|xj)A)
1/2
ij ((yi|yj)A)1/2ij ‖,
where the norm at the right hand side is evaluated in the matrix C∗–algebra
Mn(A).
1.1 Definition Let X be a right Hilbert A–module. We say that a subset
{ui}i∈Λ ⊂ X is an (unconditionally convergent right) basis for X if for any
x ∈ X and for any ε > 0 there exists a finite subset F (ε, x) of Λ such that for
every finite subset F ′ with F ′ ⊃ F (ε, x), ‖x−∑i∈F ′ ui(ui|x)A‖ < ε.
In other words the net F ∈ {finite subsets of Λ} → ∑i∈F ui(ui|x)A should
converge x, for all x ∈ X .
One can easily show that if {ui}Λ is an unconditionally convergent right basis
then
‖ui‖ ≤ 1, i ∈ Λ
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and
‖
∑
i∈F
ui(ui|x)A‖ ≤ ‖x‖
for any finite subset F of Λ. In fact, for x ∈ X ,
0 ≤ (x|
∑
i∈F
ui(ui|x)A)A ≤ (x|
∑
i∈F∪F (ε,x)
ui(ui|x)A)A
≤ (x|x)A + ε‖x‖,
therefore
0 ≤ (x|
∑
i∈F
ui(ui|x)A)A ≤ (x|x)A,
and this shows that 0 ≤∑i∈F θrui,ui ≤ 1, which implies
(x|(
∑
i∈F
θrui,ui)
2(x))A ≤ (x|x)A.
Hence we have ‖∑i∈F ui(ui|x)A‖ ≤ ‖x‖. Moreover
‖ui‖ = ‖θrui,ui‖1/2 ≤ 1.
For any unconditionally convergent right basis {ui}i∈Λ ⊂ X , the net F →∑
i∈F θ
r
ui,ui is an approximate unit for K(XA). In fact, for any x, y ∈ X ,
‖(
∑
i∈F
θrui,ui)θ
r
x,y − θrx,y‖ = ‖θr∑
i∈F ui(ui|x)A−x,y
‖ ≤ ‖
∑
i∈F
ui(ui|x)A − x‖‖y‖ → 0.
This shows the claim as ‖∑i∈F θrui,ui‖ ≤ 1. For any fixed n ∈ N, the n ×
n operator matrix ((ui|uj)A)i,j is a positive contraction as ‖((ui|uj)A)i,j‖ =
‖∑ni=1 θrui,ui‖.
In this paper an unconditionally convergent right (or left) basis will be simply
called a right (or left) basis.
A sequence {ui}i∈N ⊂ X is called a weak basis for X if for any x ∈ X we
have x = limn→∞
∑n
i=1 ui(ui|x)A. One can similarly show that ‖ui‖ ≤ 1 and
‖∑ni=1 ui(ui|x)A‖ ≤ ‖x‖ for all n ∈ N. A countable subset {ui}i∈Λ ⊂ X will
also be called a weak basis if it is a weak basis with respect to some bijective
correspondence identifying Λ with N.
One can easily show, using Kasparov’s stabilization trick, that any countably
generated Hilbert C∗–module X over a σ–unital C∗–algebra A admits a weak
basis. We shall show that that X actually admits an unconditionally convergent
countable basis.
1.2 Lemma Let X be a right Hilbert C∗–module over A, and {ui}i∈Λ a subset
of X . If there exists a subset X0 in X such that X0A is total in X and such
that for every x ∈ X0,
∑
i∈Λ ui(ui|x)A = x then {ui}i∈Λ is a right basis for X .
Similarly, if Λ = N and if
∑∞
i=1 ui(ui|x)A = x for x ∈ X0, then {ui}i∈N is a
weak basis.
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Proof By right linearity of the inner product, x =
∑
i∈Λ ui(ui|x)A for all x in
the linear span of X0A, which is dense in X . Let F be a finite subset of Λ. We
then have
(x|
∑
i∈F
θui,ui(x))A ≤ (x|x)A
for x in the linear span of X0A, therefore this inequality holds for all x ∈ X .
This shows that ‖∑i∈F θui,ui‖ ≤ 1. A 3ε argument will conclude the proof.
Remark Any countable unconditionally convergent basis is a weak basis. We
shall show that the converse is true under suitable conditions.
1.3 Definition We say that a weak basis {ui}i∈Λ for X satisfies the finite
intersection property if for every i there exists a finite subset Gi ⊂ Λ such that
for any j ∈ Gci we have (ui|uj)A = 0.
1.4 Lemma Let {ui}i∈Λ ⊂ X be a countable weak basis for X . Suppose that
either
(1) {ui}i∈Λ satisfies the finite intersection property, or
(2) the set {θui,ui , i ∈ Λ} is commutative.
Then {ui}i∈Λ is an unconditionally convergent basis.
Proof (1) Suppose that {ui}i satisfies the finite intersection property. Then for
every i there exists a finite subset Gi ⊂ Λ such that ui =
∑
j∈Gi
uj(uj|ui)A,
therefore ui =
∑
j∈Λ uj(uj|ui)A. We can now appeal to Lemma 1.2 with X0 =
{ui, i ∈ Λ}.
(2) Suppose now that the rank one operators θui,ui , i ∈ Λ commute pairwise.
Let us fix an identification of Λ with N. For any x ∈ X and for any ε > 0 there
exists N such that for any n ≥ N ,
‖x−
n∑
k=1
uk(uk|x)A‖ < ε.
Setting F0 = {1, 2, · · · , N}, for any finite subset F of Λ with F ⊃ F0, we have
0 ≤ I −
∑
k∈F
θuk,uk ≤ I −
∑
k∈F0
θuk,uk .
Since {θuk,uk} commute each other, we have
(I −
∑
k∈F
θuk,uk)
2 ≤ (I −
∑
k∈F0
θuk,uk)
2.
Thus we have (x|(I −∑k∈F θuk,uk)2x)A ≤ (x|(I −∑k∈F0 θuk,uk)2x)A. This
implies that
‖x−
∑
k∈F
uk(uk|x)A‖ ≤ ‖x−
∑
k∈F0
uk(uk|x)A‖ < ε.
Our next aim is to show that countable unconditionally convergent bases exist
under some countability generation property.
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1.5 Lemma Let A be a σ–unital C∗–algebra. Then there exists a sequence
{uj}j of positive elements of A such that for every n ∈ N, vn :=
∑n
j=1(uj)
2 is
a contraction, the sequence {vn}n is a countable approximate unit of A, and
umun = 0 for any pair of positive integers m and n with |m− n| ≥ 2.
Proof Since A is σ–unital, there exists a strictly positive contraction h in A.
For each positive integer n we define a positive continuous function fn(x) ∈
C0([0, 1]) as follows: For n ≥ 2, let
fn(x) =


0 0 ≤ x < 12n ,
2nx− 1 12n ≤ x < 12n−1 ,
−2n−1x+ 2 12n−1 ≤ x < 12n−2 ,
0 12n−2 ≤ x ≤ 1.
We set f1(x) = 0 if 0 ≤ x ≤ 12 and f1(x) = 2x − 1 if 12 ≤ x ≤ 1. Then we
have fnfm = 0 if |n −m| ≥ 2, fn(0) = 0 and
∑∞
n=1 fn(x) = 1 for x ∈ (0, 1] .
Define un = fn(h)
1/2, so that vn =
∑n
i=1 fj(h). Then unum = 0 if |n−m| ≥ 2.
Moreover {vn}n is a countable approximate unit of A since the norm closure of
Ah and hA is equal to A (see, e.g., Prop. 12.3.1 in [B]).
We are now ready to prove the existence of unconditionally convergent bases.
1.6 Proposition Let X be a countably generated right Hilbert C∗–module
over a σ–unital C∗–algebra A. Then X has an unconditionally convergent right
basis indexed by N = {1, 2, . . .}.
Proof As a first step, we consider the case where X = A with the inner product
(x|y)A = x∗y for x, y ∈ A. We choose a sequence {un}n of A as in Lemma 1.5.
Then
∑
n un(un|x)A =
∑
n(un)
2x = limn vnx = x. Thus {un}n∈N is a weak
basis with the finite intersection property. Hence {un}n∈N is an unconditionally
convergent right basis for X = A, by Lemma 1.4.
Next we consider the case where X = ℓ2(A) := ℓ2(N)⊗C A. Let {en}n∈N be
the canonical orthonormal basis for ℓ2(N) and let ϕ : N2 → N be a bijection.
Put g(i,j) = ei ⊗ uj ∈ ℓ2(N) ⊗ A. Define wn = gϕ−1(n) ∈ X . Let X0 =
{(x1, x2, · · · ) ∈ X ; xi = 0 except for finitely many i}. Then X0 is dense in
X , and for any x ∈ X0 we have ‖x −
∑n
k=1 wk(wk|x)A‖ → 0 as n → ∞. By
Lemma 1.2, this holds for every x ∈ X = ℓ2(A). Thus {wn}n∈N is a weak basis
with finite intersection property and therefore a basis by Lemma 1.4.
In the general case X ≃ pℓ2(A) for some projection p in L(ℓ2(A)) by Kas-
parov’s stabilization theorem (see, e.g., [B]). We set si = pwi ∈ X . For
x ∈ X ⊆ ℓ2(A), we have
x = lim
F⊂Λ:finite
∑
i∈F
wi(wi|x)A,
thus
x = px = lim
F⊂Λ:finite
∑
i∈F
pwi(wi|px)A = lim
F⊂Λ:finite
∑
i∈F
si(si|x)A
Therefore {si}i∈N is an unconditionally convergent right basis for X .
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We do not know whether the tensor product of two bases is still a basis. But
for some bases this is true, as the following proposition shows.
1.7 Proposition Let A and B be σ–unital C∗–algebras. Let X and Y be
countably generated right Hilbert C∗–modules over A and B respectively. Let
φ : A → L(YB) be a ∗–homomorphism. Then there exist bases {si}i for X
and {tj}j for Y such that {si ⊗ tj}i,j is a basis for the right Hilbert B–module
X ⊗A Y .
Proof We first suppose that X = ℓ2(A). Then, as in the proof of Prop. 1.6,
we have a basis {wi}i∈Λ1 for ℓ2(A) with the finite intersection property, where
Λ1 = N. We similarly have a basis {tj}j∈Λ2 for Y .
Set Z0 = {z ∈ X ⊗A Y ; z =
∑m
i=1 wiai ⊗ yi, ai ∈ A, yi ∈ Y,m = 1, 2, ...}.
Then Z0 is dense in X ⊗A Y . Using the finite intersection property one can
show that for any z =
∑m
i=1 wiai ⊗ yi ∈ Z0 and any ε > 0 there exists a finite
subset F0 of Λ1×Λ2 such that for every finite subset F containing F0, we have
‖z −
∑
(k,j)∈F
wk ⊗ tj(wk ⊗ tj|z)B‖ < ε.
In fact, for any i = 1, ...,m there exists a finite subset Gi ⊂ Λ1 such that for
any j ∈ Gci we have (wi|wj)A = 0. Put H1 = ∪mi=1Gi . Let n be the cardinality
of H1. For k ∈ Gi there exists a finite set Li,k ⊂ Λ2 such that for any finite
subset L of Λ2 with Li,k ⊂ L we have
‖(wk|wi)Aaiyi −
∑
j∈L
tj(tj |(wk|wi)Aaiyi)B‖ < ε/n.
Put H2 = ∪mi=1 ∪k∈Gi Li,k. Then it suffices to choose F0 = H1×H2 By Lemma
1.2 {wj ⊗ tk}(j,k)∈Λ1×Λ2 is basis for X ⊗A Y . In the general case there exists a
projection p ∈ L(ℓ2(A)A) such that X ≃ pℓ2(A). Define si = pwi ∈ X . Then
{si ⊗ tj}i,j is a basis for X ⊗A Y ≃ pℓ2(A) ⊗A Y .
In the case where the right Hilbert A–module X is not countably generated,
unconditionally convergent countable bases will be replaced in the sequel by
generalized bases, in the following sense.
1.8 Definition Consider a set Λ and, for each finite subset µ ⊂ Λ, let uµ be
a finite subset of X with |uµ| = |µ|. Let us endow the set of finite subsets of
Λ with the partial order defined by inclusion. The net µ→ uµ will be called a
generalized (right) basis of X if
(1) for all x ∈ X , ∑y∈uµ(x|y)A(y|x)A ≤∑y∈uν (x|y)A(y|x)A, if µ ⊂ ν,
(2) x = limµ
∑
y∈uµ
y(y|x)A.
Let Λ be a set, and µ ⊂ Λ → uµ ⊂ X a net with |uµ| = |µ|. One can easily
see that µ → uµ is a generalized basis if and only if µ → Tµ :=
∑
y∈uµ
θry,y is
an increasing approximate unit of K(XA) with norm ≤ 1.
1.9 Proposition Any right (or left) Hilbert C∗–moduleX admits a generalized
right (or left) basis
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Proof This is essentially the proof of existence of an approximate unit of a
C∗–algebra with entries in a dense ideal (cf. Prop. 1.7.2 in [Di]). Let Λ
be X , and, for each finite subset µ = {x1, . . . , xn} of Λ let uµ = {(1/n +∑n
1 θxj,xj )
−1/2xi, i = 1, . . . , n}. Then the proof of the cited result shows that
the net Tµ :=
∑
y∈uµ
θy,y = (
∑n
1 θxj ,xj)(1/n+
∑n
1 θxj ,xj )
−1 is increasing, with
norm ≤ 1 and satisfies ∑n1 (Tµ − I)θxi,xi(Tµ − I) ≤ 14n . So for i = 1, . . . , n,
‖(Tµ − I)xi‖2 ≤ ‖
n∑
1
(Tµ − I)θxi,xi(Tµ − I)‖ ≤
1
4n
.
2. Bimodules of finite index
In this section we study the notion of C∗–bimodules of finite right index.
We start with a weak notion of finite index, based only on a Pimsner-Popa-
type inequality, and we construct the right index element of AXB as a positive
central element in the enveloping von Neumann algebra A′′. Later on we shall
concentrate on those bimodules for which the index element lies in the multiplier
algebra of A, and we perform, in this case, the analogue of the Jones basic
construction with nice properties. We also prove that in the case where A is
unital, the index element belongs to A if and only if X is finitely generated as
a right B–module. This result will be stated in a more general form, which
includes the non unital case.
2.1 Bimodules of finite right numerical index
2.1 Definition Let A and B be C∗–algebras and X = AXB a bimodule over
the complex algebras A and B. We say that X is a right Hilbert A–B bimodule
if
(1) X , as a right B-module, is endowed with a B-valued inner product
making it into a right Hilbert B–module,
(2) for all a ∈ A, the map φ(a) : x ∈ X 7→ ax ∈ X is adjointable, with
adjoint φ(a)∗ = φ(a∗).
Therefore φ : a ∈ A → φ(a) ∈ L(XB) is a ∗–homomorphism from A to the
algebra L(XB) of right adjointable maps on XB. The map φ will be referred
to as the left action of A on X .
We introduce the notion of left Hilbert A–B bimodule in a similar manner.
Thus, if X is a left Hilbert A–B bimodule, the map ψ : B → L(AX), ψ(b) : x ∈
X 7→ xb ∈ X , for all b ∈ B, and referred to as the right action of B on X , is
a ∗–antihomomorphism from B to the algebra L(AX) of left adjointable maps
on AX .
Notice that left and right actions on a right (or left) Hilbert bimodule are
not assumed to be faithful. In the following proposition we give a sufficient
condition. Recall that a closed ideal J in a C∗–algebra B is called essential if
each nonzero closed ideal of B has a nonzero intersection with J (see 3.12.7 in
[P]).
2.2 Proposition Let X be a right pre-Hilbert B–module (resp. left pre-Hilbert
A–module). If the closed linear span in B (resp. A) of inner products (x|y)B
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(resp. A(x|y)) x, y ∈ X) is an essential ideal of B (resp. A), the equation
Xb = 0 for some b ∈ B (resp. aX = 0 for some a ∈ A) implies b = 0 (resp.
a = 0).
Proof Let J denote the closed linear span in B of right inner products. If b ∈ B
satisfies yb = 0 for all y ∈ X then (x|yb)B = (x|y)Bb = 0 for all x, y ∈ X , hence
jb = 0 for all j ∈ J . By Prop. 3.12.8 in [P] the natural injection of J into its
multiplier algebra M(J) extends to an injection B →M(J). Thus reading the
above equation in M(J), we get jb = 0 for all j ∈ M(J) and this implies that
b = 0 since M(J) is unital.
2.3 Definition A A–B bimodule AXB will be called bi-Hilbertian if it is en-
dowed with a right as well as a left Hilbert A–B C∗–bimodule structure in such
a way that the two Banach space norms arising from the two inner products
are equivalent. In other words, X is a left Hilbert module over A and a right
Hilbert module over B such that the left A–action φ and the right B–action ψ
are ∗–preserving maps into the algebras of right adjointable and left adjointable
operators, respectively. Furthermore there should exist two constants λ, λ′ > 0
such that, for x ∈ X ,
λ′‖(x|x)B‖ ≤ ‖A(x|x)‖ ≤ λ‖(x|x)B‖.
The inequality at the left hand side always extends to finite sums, in the
sense of the following proposition.
2.4 Proposition Let AXB be a bi-Hilbertian C
∗–bimodule, and let λ′ > 0
satisfy λ′‖(x|x)B‖ ≤ ‖A(x|x)‖, x ∈ X . Then for all n ∈ N and for all
x1, . . . , xn ∈ X we have
λ′‖
n∑
1
θrxi,xi‖ ≤ ‖
n∑
1
A(xi|xi)‖.
Proof Let T ∈ Mn(B) be the positive matrix whose (i, j)-th entry is (xi|xj)B.
Notice that
‖
n∑
1
θrxi,xi‖ = ‖T ‖ = sup ‖
n∑
i,j=1
bi
∗(xi|xj)Bbj‖
where the supremum is taken over all the n-tuples (b1, . . . , bn) with elements in
B such that ‖∑j bj∗bj‖ = 1. Now the norm at the right hand side coincides
with the norm of (y|y)B, where y =
∑
j xjbj, therefore
λ′‖(y|y)B‖ ≤ ‖A(y|y)‖ = ‖
∑
i,j
A(xibibj
∗|xj)‖ ≤ ‖
∑
i
A(xi|xi)‖,
and the proof is now complete.
On the contrary, there may exist no λ > 0 for which ‖∑ni=1 A(xi|xi)‖ ≤
λ‖∑ni=1 θrxi,xi‖ for all n ∈ N and all x1, . . . , xn ∈ X , as the following elementary
example shows.
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2.5 Example Let A = B = C and let H = ℓ2(N) be an infinite dimensional
Hilbert space, regarded as a bi-Hilbertian C–C bimodule in the natural way.
Let e1, e2, .... be a countable orthonormal subset of H . Then for all n ∈ N,
‖∑ni=1 θrei,ei‖ = 1, while ‖∑ni=1 C(ei|ei)‖ = n.
In fact, the existence of such a constant λ will lead us to the notion of finite
right numerical index of X . We anticipate a lemma.
2.6 Lemma Let AXB be a right Hilbert C
∗–bimodule, and let x, y ∈ X →
A(x|y) be an A–valued, biadditive, left A–linear, right A–antilinear form on X
such that A(x|y)∗ = A(y|x) and A(x|x) ≥ 0 for all x, y ∈ X . If this form is
continuous, in the sense that there is λ > 0 such that ‖A(x|x)‖ ≤ λ‖(x|x)B‖
for x ∈ X , and if the right B–action is adjointable with respect to this form
(i.e.A(xb|y) = A(x|yb∗), x, y ∈ X , b ∈ B), there exists a unique additive map F :
FR(XB)→ A such that F (θrx,y) = A(x|y). F satisfies the following properties:
(1) (positivity) F (T ∗T ) ≥ 0, for T ∈ FR(XB),
(2) (reality) F (T ∗) = F (T )∗, for T ∈ FR(XB),
(3) (A-bilinearity) F (φ(a)T ) = aF (T ), F (Tφ(a)) = F (T )a for a ∈ A, T ∈
FR(XB),
(4) (Pimsner-Popa inequality) if X is bi-Hilbertian and if λ′ > 0 satisfies
λ′‖(x|x)B‖ ≤ ‖A(x|x)‖ for all x ∈ X then ‖F (T )‖ ≥ λ′‖T ‖ for any
T ∈ FR(X) that can be written as a finite sum of operators of the form
θrx,x.
Proof Uniqueness is obvious. Let µ ⊂ Λ → uµ be a generalized right basis of
the right Hilbert module XB, which exists by Proposition 1.9. Consider the
linear map Fµ : T ∈ L(XB)→
∑
y∈uµ A
(Ty|y) ∈ A. Note that
Fµ(θ
r
x,z) =
∑
y∈uµ
A(x(z|y)B|y) = A(x|
∑
y∈uµ
y(y|z)B).
Since limµ
∑
y∈uµ
y(y|z)B = z in the norm ‖(·|·)B‖1/2, and since ‖A(x|x)‖ ≤
λ‖(x|x)B‖, we also have that limµ
∑
y∈uµ
y(y|z)B = z in the seminorm defined
by the left inner product. Thus limµ Fµ(θ
r
x,z) = A(x|z). Let us define F as the
pointwise norm limit of the net µ→ Fµ on FR(XB). Obviously this limit does
not depend on the generalized right basis. (1) follows from the fact that any
element of the form T ∗T , with T ∈ FR(X), can be written as a finite sum of
elements of the form θrx,x. Properties (2) and (3) are easy to check. (4) follows
from Prop. 2.4.
The map F will be referred to as the additive extension of the form A(·|·) to
the finite rank operators on XB.
Notice that a bimodule satisfying the properties of the previous lemma is al-
most bi-Hilbertian. The only missing properties are the fact that the seminorm
coming from the left-linear A–valued form is in fact a norm, and completeness
of X with respect to this norm.
2.7 Proposition Let X be a right Hilbert A–B C∗–bimodule and let x, y →
A(x|y) be an A–valued form on X satisfying the same properties as in the
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previous lemma (with right seminorm not necessarily a Banach space norm).
Then following properties are equivalent.
(1) There exists λ > 0 such that for all n ∈ N and for all x1, . . . , xn ∈ X ,
‖
n∑
1
A(xi|xi)‖ ≤ λ‖
n∑
1
θrxi,xi‖,
(2) there exists λ > 0 such that for all n ∈ N and for all x1, . . . , xn,
y1, . . . , yn ∈ X ,
‖
n∑
1
A(xi|yi)‖ ≤ λ‖
n∑
1
θrxi,yi‖,
(3) F (T ) ≥ 0 for any T ∈ FR(XB)∩K(XB)+ and supµ ‖F (
∑
y∈uµ
θry,y)‖ is
finite for some generalized right basis µ→ uµ of XB.
If one of these conditions is satisfied, the smallest constants for which (1) and
(2) hold, coincide and equal, in turn, supµ ‖F (
∑
y∈uµ
θry,y)‖. In particular, the
latter does not depend on the generalized right basis.
Proof (1)⇒ (2) Let µ ⊂ Λ → uµ be a generalized basis of the right Hilbert
module XB. Consider the linear map Fµ : T ∈ L(XB)→
∑
y∈uµ A
(Ty|y) ∈ A,
already considered in the proof of Lemma 2.6. We claim that ‖Fµ‖ ≤ λ for any
µ. We show the claim. For any T ∈ L(XB),
‖Fµ(T )‖ = ‖
∑
y∈uµ
A(Ty|y)‖ ≤ ‖
∑
y∈uµ
A(Ty|Ty)‖1/2‖
∑
y∈uµ
A(y|y)‖1/2
by the Cauchy–Schwarz inequality of the left inner product (see, e.g., [B] Prop.
13.1.3). Now by our assumption the last term is bounded above by
λ‖
∑
y∈uµ
θrTy,Ty‖1/2‖
∑
y∈uµ
θry,y‖1/2 =
λ‖T
∑
y∈uµ
θry,yT
∗‖1/2‖
∑
y∈uµ
θry,y‖1/2 ≤ λ‖T ‖.
We have already seen that limµ Fµ(θ
r
x,z) = A(x|z). Since, for any x1, . . . , xn,
z1, . . . , zn ∈ X , ‖Fµ(
∑n
1 θ
r
xi,zi)‖ ≤ λ‖
∑n
1 θ
r
xi,zi‖, the proof is completed taking
the norm limit at the left hand side.
(2)⇒(3) We know that the linear extension F of the left inner product to the
finite rank operators on XB is positive on FR(X) (Lemma 2.6). We first show
that F is still positive on FR(X) ∩ K(XB)+. By (2) F is norm continuous,
therefore, if T ∈ FR(X) ∩ K(XB)+ and if µ → uµ ⊂ X is a generalized basis
of X , the net T 1/2
∑
y∈uµ
θry,yT
1/2 converges to T in norm, therefore F (T ) =
limµ
∑
y∈uµ
F (θr
T 1/2y,T 1/2y
) ∈ A+. Furthermore for all µ, ‖F (∑y∈uµ θry,y)‖ ≤
λ‖∑y∈uµ θry,y‖ ≤ λ.
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(3)⇒(1) Let x1, . . . , xn be elements of X , and set T =
∑n
1 θ
r
xi,xi . Let
µ → uµ be a generalized right basis of X . Since
∑
y′∈uµ
θry′,y′ is an approx-
imate unit of K(XB) and since the left inner product is continuous with re-
spect to the right one, for all µ, the net µ′ → ∑y∈uµ,y′∈uµ′ A(θry′,y′Ty|y) con-
verges to
∑
y∈uµ A
(Ty|y) in norm. On the other hand this net coincides with
F ((
∑
y′∈uµ′
θry′,y′)T (
∑
y∈uµ
θry,y)). The form S, T ∈ FR(XB)→ F (ST ∗) is left
A-linear, right A-antilinear, symmetric and positive and therefore it satisfies
the Cauchy-Schwarz inequality ‖F (ST ∗)‖2 ≤ ‖F (SS∗)‖‖F (TT ∗)‖. It follows
that
‖F ((
∑
y′∈uµ′
θry′,y′)T (
∑
y∈uµ
θry,y))‖2 ≤
‖F ((
∑
y′∈uµ′
θry′,y′)TT
∗(
∑
y′∈uµ′
θry′,y′))‖‖F ((
∑
y∈uµ
θry,y)
2)‖.
Now
(
∑
y′∈uµ′
θry′,y′)TT
∗(
∑
y′∈uµ′
θry′,y′) ≤ ‖T ‖2(
∑
y′∈u′µ
θry′,y′)
and (
∑
y∈uµ
θry,y)
2 ≤ (∑y∈uµ θry,y), so, applying F , we deduce that the above
term is bounded above by ‖T ‖2λ02 where λ0 = supµ ‖F (
∑
y∈uµ
θry,y)‖. Passing
first to the limit over µ′ and then over µ we deduce that (1) holds with λ = λ0.
It is now clear from the proof that if one of these three equivalent conditions
holds, the best constants satisfying (1) and (2) coincide, an coincide in turn
with supµ ‖F (
∑
y∈uµ
θry,y)‖.
2.8 Definition A C∗–bimodule satisfying one of the equivalent properties de-
scribed in the previous proposition will be called of finite right numerical index.
The corresponding smallest positive constant will be called the right numerical
index of X , and denoted r − I[X ].
Let X be an A–B bimodule. The contragradient bimodule of X is the B–A
bimodule X = {x;x ∈ X} with complex conjugate vector space structure and
bimodule structure given by
b · x = xb∗, x · a = a∗x, b ∈ B, a ∈ A.
If X is a right (left) Hilbert A–B C∗–bimodule, X becomes a left (right) Hilbert
B–A C∗–bimodule with inner product given by:
B(x|y) = (x|y)B
((x|y)A = A(x|y).)
Therefore if AXB is bi-Hilbertian, BXA is bi-Hilbertian as well.
2.9 DefinitionWe will say that AXB is of finite left numerical index if the con-
tragradient bimodule BXA is of finite right numerical index. Its left numerical
index is defined by ℓ− I[X ] := r − I[X].
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A bi-Hilbertian bimodule of finite left and right numerical indices will be
simply called of finite numerical index. Its numerical index is defined by I[X ] :=
(r − I[X ])(ℓ− I[X ]).
2.10 Corollary Let AXB be a bi-Hilbertian C
∗–bimodule, and, for n ∈ N, let
us consider Yn := ⊕n1X as a Mn(A)-B bimodule in the natural way. Endow
Yn with the following forms: Mn(A)(x|y) = (A(xi|yj)), (x|y)B =
∑n
1 (xi|yi)B,
where x = (x1, . . . , xn), y = (y1, . . . , yn).
(1) If for some λ > 0, ‖A(x|x)‖ ≤ λ‖(x|x)B‖ then also ‖Mn(A)(x|x)‖ ≤
λ‖(x|x)B‖.
(2) If X is of finite right numerical index, Yn becomes a C
∗–bimodule of
finite right numerical index and r − I[Yn] = r − I[X ] for all n ∈ N.
(3) If X is of finite numerical index, Yn is bi-Hilbertian and of finite left nu-
merical index (and hence of finite numerical index, by (1)): ‖(x|x)B‖ ≤
ℓ− I[X ]‖Mn(A)(x|x)‖ and ℓ− I[X ] = ℓ− I[Yn], for all n ∈ N.
Remark Notice that the constants comparing the two norms on Yn do not
depend on n.
Proof (1) It is easy to check that Yn is a right Hilbert C
∗–bimodule. Now
‖Mn(A)(x|x)‖ = ‖
∑n
1 θ
l
xi,xi‖ and ‖(x|x)B‖ = ‖
∑n
1 (xi|xi)B‖. Therefore if for
some λ > 0, ‖A(x|x)‖ ≤ λ‖(x|x)B‖ then also ‖Mn(A)(x|x)‖ ≤ λ‖(x|x)B‖ by
Prop. 2.4 applied to the contragradient bimodule. The remaining properties of
the left Mn(A)–valued form are easily checked.
(2) There is a natural identification of FR(Yn) with Mn(C)⊗FR(X) taking
θrx,y to the matrix (θ
r
xi,yj). Under this identification, the map Fn : FR(Yn) →
Mn(A) obtained extending additively the left form of Yn identifies with idMn ⊗
F , where F is the additive extension of the left form ofX . Notice that FR(Yn)∩
K(Yn)+ identifies with (Mn⊗FR(X))∩(Mn⊗K(X))+, so if T = (Ti,j) ∈ (Mn⊗
FR(X)) ∩ (Mn ⊗ K(X))+,
∑
i,j ai
∗F (Ti,j)aj = F (
∑
i,j φ(ai)
∗Ti,jφ(aj)) ∈ A+
for all a1, . . . , an ∈ A. Hence Fn takes positive values on FR(Yn) ∩ K(Yn)+.
If now µ → uµ be a generalized basis of X , µ′ = µ ⊕ · · · ⊕ µ → u′µ′ =
{(y, 0, . . . , 0), . . . (0, . . . , y), y ∈ uµ} is a generalized basis of Yn with correspond-
ing approximate unit of K(Yn) given by the diagonal matrix of
∑
y∈uµ
θry,y.
Therefore the norm of the evaluation of Fn over this diagonal matrix coincides
with ‖∑y∈uµ A(y|y)‖, and this concludes the proof of (2).
(3) Since ‖Mn(A)(x|x)‖ = ‖
∑n
1 θ
l
xi,xi‖ and ‖(x|x)B‖ = ‖
∑n
1 (xi|xi)B‖, if X
is of finite left numerical index, ‖(x|x)B‖ ≤ (ℓ − I[X ])‖Mn(A)(x|x)‖, therefore,
taking into account (1), Yn is bi-Hilbertian. The compacts on Yn with respect
to the left inner product identify with K(AX) via θlx,y →
∑n
1 θ
l
xh,yh
. This shows
that
(ℓ− I[X ])‖
m∑
j=1
θlxj ,xj‖ = (ℓ − I[X ])‖
∑
j,k
θl
xj
k
,xj
k
‖ ≥
‖
∑
j,k
(xjk|xjk)B‖ = ‖
∑
j
(xj |xj)B‖
so Yn has finite left numerical index and ℓ− I[Yn] = ℓ− I[X ].
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The following result is the first step towards the Jones basic construction.
2.11 Corollary If X is a bi-Hilbertian A-B C∗–bimodule of finite right numeri-
cal index, the additive extension F of the left inner product to FR(XB) extends
uniquely to a norm continuous map F : K(XB)→ A. One has: ‖F‖ = r−I[X ].
This extension, still denoted by F , is positive, A-bilinear (in the sense that
F (φ(a)T ) = aF (T ) and F (Tφ(a)) = F (T )a for a ∈ A, T ∈ K(XB)) and has
range contained in the closed ideal of left inner products. Moreover one has
φ(F (T )) ≥ λ′T for all T ∈ K(XB)+, where λ′ is the best constant for which
λ′‖(x|x)B‖ ≤ ‖A(x|x)‖.
Proof The only assertion that is not obvious yet is the inequality φ(F (T )) ≥ λ′T
for T ∈ K(XB)+. Now part (4) in Prop. 2.6 implies that ‖F (T )‖ ≥ λ′‖T ‖ for
T ∈ K(XB)+. Left A–action is faithful on the norm closed ideal J generated by
left inner products: φ(j) = 0 for some j ∈ J + implies 0 = A(x|jy) = A(x|y)j
for x, y ∈ X and therefore j = 0. Since F (T ) ∈ J for all T ∈ K(XB), φ is
isometric on J , therefore for all T ∈ K(XB)+, ‖φ(F (T ))‖ = ‖F (T )‖ ≥ λ′‖T ‖.
Arguing as in [FK], with the map φ ◦ F in place of a conditional expectation,
we deduce the desired inequality.
Pimsner–Popa conditional expectations provide typical examples of bimod-
ules of finite right numerical index.
2.12 Proposition Let A ⊂ B be an inclusion of C∗–algebras and let E :
B → A be a conditional expectation with fixed point set A. Assume that
‖E(b)‖ ≥ λ‖b‖, for all positive elements b ∈ B and for some λ > 0.
(1) Consider BXA = B as a B–A bimodule in the natural way, and with
inner products (x|y)A = E(x∗y), B(x|y) = xy∗. Since ‖(x|x)A‖ ≤
‖B(x|x)‖ ≤ λ−1‖(x|x)A‖, X is bi-Hilbertian. By [FK], there is a con-
stant λ′ > 0 such that E − λ′ is completely positive. Let us choose the
best such λ′. Then X has finite right numerical index and r − I[X ] =
λ′
−1
.
(2) Consider now AYB = B as aA–B bimodule with inner products (x|y)B =
x∗y and A(x|y) = E(xy∗). Then the B–A antilinear map X → Y in-
duced by the ∗–involution of B identifies Y with the contragradient X
of X . Therefore X is of finite left numerical index and ℓ − Ind[X ] = 1.
Proof (1) For all n ∈ N, and all x1, . . . , xn ∈ X ,
λ′
−1‖
n∑
1
θrxi,xi‖ = λ′
−1‖(E(xi∗xj))i,j‖Mn(A) ≥
‖(xi∗xj)i,j‖Mn(B) = ‖
n∑
1
B(xi|xi)‖,
i.e. X is of finite right numerical index in our sense and r − I[X ] ≤ λ′−1. On
the other hand, let µ → uµ be a generalized basis of XA, and set, for every µ
and every x ∈ X , xµ :=
∑
y∈uµ
yE(y∗x). Then
xµ
∗xµ ≤ ‖
∑
y∈uµ
yy∗‖
∑
y∈uµ
E(x∗y)E(yx∗) =
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E(x∗xµ)‖
∑
y∈uµ
yy∗‖ ≤ sup
µ
‖
∑
y∈uµ
yy∗‖E(x∗xµ).
Taking the limit over µ, we are led to the inequality r − I[X ] ≥ λ−1. Consider
now the inclusion Mn ⊗ A ⊂ Mn ⊗ B and the conditional expectation En :=
id ⊗ E, which satisfies En(b) ≥ λ′b, B ∈ Mn(B)+. Cor. 2.10 shows that ⊕n1B
is a Mn(B)-A bimodule with the same right index as B, hence, combining with
the above argument, we deduce that r − I[X ] ≥ λ′−1.
The proof of part (2) is easy, therefore we omit it.
Remark If BXA and AXB arise from a Pimsner–Popa conditional expectation
E, as the previous proposition, the corresponding map FY constructed in Cor.
2.11 reduces to E itself. More interestingly, FX : K(XA)→ B is related to the
construction of the dual conditional expectation. However, if the index of E, as
an element of Z(B′′) (cf Def. 2.17), does not belong to the multiplier algebra
of B, FX is not a multiple of a conditional expectation.
2.2 Tensoring bi-Hilbertian C∗–bimodules
In this subsection we analyze the behaviour of bi-Hilbertian bimodules under
taking their tensor products. We show that the algebraic tensor productX⊙BY
of bi-Hilbertian C∗–bimodules can be made into a bi-Hilbertian bimodule in a
natural way ifX is of finite right numerical index and Y is of finite left numerical
index, and that this is also a necessary condition in general.
The problem of studying conditions under which X ⊗B Y is of finite index
will be considered in section 5 (cf. Theorem 5.2).
Let AXB and BYC be bi-Hilbertian C
∗–bimodules. Then the algebraic tensor
product X ⊙B Y is an A-C bimodule in a natural way, also endowed with a
right and a left pre-bi-Hilbertian structure:
(x1 ⊗ y1|x2 ⊗ y2)C = (y1|(x1|x2)By2)C ,
A(x1 ⊗ y1|x2 ⊗ y2) = A(x1B(y1|y2)|x2).
Therefore X⊙BY can be made into a right Hilbert C–module X⊗rBY complet-
ing with respect to the first inner product and also into a left Hilbert A–module
X ⊗ℓB Y completing with respect to the second inner product (always after di-
viding out by vectors of seminorm zero).
Under which conditions these two seminorms are equivalent on the algebraic
tensor product X ⊙B Y ?
Choosing for Y the strong Morita equivalence Bℓ
2(B)K⊗B with inner prod-
ucts B(b|b′) =
∑
j bjb
′
j
∗
, (b|b′)K⊗B =
∑
δi,j ⊗ bi∗b′j , X ⊗rB ℓ2(B) identi-
fies with ℓ2(X) with inner products A(x|x′) =
∑
j A(xj |x′j), (x|x′)K⊗B =∑
δi,j ⊗ (xi|x′j)B. Therefore the left and right seminorms on X ⊙B ℓ2(B)
are equivalent if and only if X is of finite right numerical index. Similarly, the
left and right seminorms on ℓ2(B)⊙B Y , with ℓ2(B) the inverse strong Morita
equivalence, are equivalent if and only if Y is of finite left numerical index. We
show that these necessary conditions on X and Y are also sufficient.
2.13 Proposition Let AXB and BYC be bi-Hilbertian C
∗–bimodules. Assume
that X is of finite right numerical index and that Y is of finite left numerical
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index. Let FX : K(XB) → A, FY : K(Y B) → C be the corresponding maps
constructed in Cor. 2.11. Then
(1) the two seminorms arising from the left and right inner products on
X ⊙B Y as above are equivalent. Therefore X ⊗rB Y = X ⊗ℓB Y (=:
X ⊗B Y ) and it is a bi-Hilbertian A-C bimodule.
(2) Consider K(Y B, XB) as a A–C bimodule with left and right inner prod-
ucts A(T |S) = FX(TS∗) and (T |S)C = FY (T ∗S). Then K(Y B, XB)
is complete in any of the induced norms, and becomes in this way a
bi-Hilbertian C∗–bimodule.
(3) The map x ⊗ y ∈ X ⊗ Y → θrx,y ∈ K(Y B, XB) extends to a bijective
A-C bimodule map U : AXB ⊗B BYA → K(Y B , XB) preserving the left
and right inner products.
Proof Consider X and Y as right Hilbert B–modules, and define the map U :
X ⊙B Y → FR(Y ,X) associating θrx,y to the simple tensor x ⊗ y. U is a well
defined A-C-bimodule map. For any x1, x2 ∈ X, y1, y2 ∈ Y , we have
(x1 ⊗ y1|x2 ⊗ y2)C = (y1|(x1|x2)By2)C = C(y1|y2(x2|x1)B)
and
(θrx1,y1 |θrx2,y2)C = FY (θrx1,y1 ∗θrx2,y2) = FY (θry1(x1|x2)B ,y2)
= C(y1(x1|x2)B |y2) = C(y1|y2(x2|x1)B).
Similarly we have
A(x1 ⊗ y1|x2 ⊗ y2) = A(θrx1,y1 |θrx2,y2).
Since, when X and Y are bi-Hilbertian, FX and FY are faithful maps (see Cor.
2.11), the two seminorms have the same vectors of length zero (therefore U is an
injective map). Furthermore the two norms ‖FY (T ∗T )‖1/2 and ‖FX(TT ∗)‖1/2
on K(Y B, XB) are both equivalent to the operator norm, still by Cor. 2.11, and
therefore they are equivalent. We have thus shown that X⊗rBY and X⊗ℓBY are
isomorphic as Banach spaces. It is now straightforward to check that right and
left actions are adjointable, and therefore X⊗B Y is bi-Hilbertian. Since U is a
bijective map which preserves both inner products, it extends to a bijective A-C
bimodule map U : X ⊗B Y → K(Y B, XB) still preserving the inner products,
and the proof is now complete.
2.3 Nondegeneracy of the left action
The following nondegeneracy property will be relevant for our purposes.
2.14 Definition The left action φ of a C∗–algebra A on a right Hilbert C∗–
module XB will be called nondegenerate if AX is total in X .
We recall the following characterization of nondegeneracy, due essentially to
Vallin [V], see also Prop. 2.5 in [L].
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2.15 Proposition Let A and B be C∗–algebras and X a right Hilbert B–
module. For a ∗–homomorphism φ : A → L(XB) the following conditions are
equivalent.
(1) φ is nondegenerate,
(2) φ is the restriction to A of a unital ∗–homomorphism φˆ : M(A) →
L(XB), strictly continuous on the unit ball,
(3) for some approximate unit (uα)α of A, (φ(uα))α converges strictly to
the identity map on X .
Note that if φ is nondegenerate, (3) must hold for all approximate units of A.
We show that the left action of a bi-Hilbertian C∗–bimodule is automatically
nondegenerate.
2.16 Proposition Let AXB be a bi-Hilbertian A–B C
∗–bimodule. Then the
left (right) action of A (B) on the underlying right Hilbert C∗–module X is
nondegenerate.
Proof If {uα} is an approximate unit of the closed ideal of A generated by the
left inner products, uαx converges to x for all x ∈ X , in the norm arising from
the left inner product. Therefore AX is total in X with respect to the norm
defined by the left inner product. Since the two norms on X defined by the
right and left inner product are equivalent, we also have that AX is total with
respect to the norm arising from the right inner product.
2.4 The index element and the Jones basic construction
If X is bi-Hilbertian and of finite right numerical index, one can extend the
maps φ : A → L(XB), F : K(XB) → A uniquely to normal positive maps
φ′′ : A′′ → K(XB)′′, F ′′ : K(XB)′′ → A′′ between the corresponding enveloping
von Neumann algebras. Since φ is nondegenerate, and the inclusionM(A) ⊂ A′′
is unital, φ′′ is unital homomorphism. The same does not hold for F ′′: F ′′(I)
is, in general, neither the identity, nor invertible.
2.17 Definition If AXB is of finite right numerical index, the right index
element of AXB, denoted, r − Ind[X ] is the element F ′′(I) of A′′.
If in particular BXA is the bimodule arising from a conditional expectation
E : B → A as in Prop. 2.12, the corresponding right index element will
be denoted by Ind[E]. (We will give in Cor. 4.9 an alternative definition of
Ind[E].)
If AXB is of finite left numerical index, the left index element of X is, of
course, ℓ− Ind[X ] := r − Ind[X ].
Notice that the numerical indices and the index elements are related by
‖r − Ind[X ]‖ = r − I[X ],
‖ℓ− Ind[X ]‖ = ℓ− I[X ].
If one of r− Ind[X ] and ℓ− Ind[X ] is a scalar, or if A = B, the index element
of X is Ind[X ] := (r − Ind[X ])(ℓ− Ind[X ]).
Our next aim is to define an index element Ind[X ] in the general case. We
notice that for c ∈ Z(B), the map ψ(c) : x ∈ X → xc ∈ X has the map
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x ∈ X → xc∗ ∈ X as an adjoint with respect to the right inner product of
X . Furthermore ψ(c) commutes obviously with all the alements of L(XB),
therefore ψ(Z(B)) ⊂ Z(L(XB)). On the other hand it is not difficult to see
that ψ(Z(B)) = Z(L(XB)). We need to consider an extension of this right
action of Z(B) on X to the centre of B′′. Therefore we anticipate the following
lemma.
2.18 Lemma Let X be a right Hilbert B–module, and let ψ : Z(B) →
Z(L(XB)) denote the right action of Z(B) on X . Then there is a canonical ex-
tension of ψ to a unital surjective ∗–homomorphism ψ0 : Z(B
′′)→ Z(K(XB)′′)
with ker ψ0 = (1−q)Z(B′′), where q the central projection of B′′ corresponding
to the weak closure in B′′ of the ideal generated by right inner products.
Proof Let π denote a Hilbert space representation of B on Hπ. Consider the
Stinespring induced representation π˜ of K(XB) on the Hilbert space Kπ :=
XB ⊗B Hπ, defined by T → T ⊗ 1Hpi . Since B and K(XB) are strongly Morita
equivalent, it is well known that the map π → π˜ is a bijective correspondence
between representations of B and representations of K(XB). Therefore the rep-
resentation ρ = ⊕ππ˜′′ : K(XB)′′ → L(⊕πKπ) is faithful and normal. It follows
that ρ(K(XB)′′) = ρ(K(XB))′′. On the other hand Z(B′′) acts on each Kπ,
and therefore on their direct sum, by ψ′0 : c ∈ Z(B′′)→ 1X ⊗ π′′(c) ∈ L(Kπ).
Clearly, ψ′0(c) ∈ ρ(K(XB))′. If A is a bounded operator on ⊕πKπ commuting
elementwise with π˜(K(XB)) then A(x(y|z)B⊗ξ) = θrx,y⊗1⊕piHpiA(z ⊗ ξ) for all
x, y, z ∈ X , ξ ∈ Hπ, π ∈ Rep(B). Choosing an approximate unit of the closed
ideal of right inner products of B constituted by finite sums of elements of the
form (y|y)B, we see that A is of the form 1X ⊗ a, with a ∈ L(⊕πHπ). Ap-
proximating now π′′(c) strongly with a norm bounded net in π(B), shows that
T and ψ′0(c) commute. Therefore ψ
′
0(Z(B
′′)) ⊂ Z(ρ(K(XB)′′)). Notice that,
ψ′0(c) = 0 if and only if each π
′′(c) annihilates the subspace qHπ, or, equiva-
lently π′′(cq) = 0 for all π, i.e. cq = 0. On the other hand if A ∈ Z(ρ(K(XB)′′))
and we write A = 1X ⊗ a, a one moment thought shows that a ∈ Z(B′′). The
∗–homomorphism ψ0 := ρ
−1ψ′0 is then the desired extension of ψ.
2.19 Proposition Let X be of finite right numerical index. Then for any
generalized right basis µ → uµ of X , the net µ →
∑
y∈uµ A
(y|y) is increasing
and it converges strongly in A′′ to r−Ind[X ]. This limit is therefore independent
on the choice of the basis, and belongs to the centre of A′′. If in addition X
is bi-Hilbertian one has λr − Ind[X ] ≥ p where p is the support projection of
r−Ind[X ] in A′′, and λ is the best constant for which λ‖A(x|x)‖ ≥ ‖(x|x)B‖, x ∈
X. Furthermore, if I denotes the weak closure in A′′ of the span of left inner
products A(x|y), x, y ∈ X , one has
(1) ker φ′′ = (I − p)A′′,
(2) I = pA′′,
(3) the range of F ′′ : K(X)′′ → A′′ is pA′′,
(4) if z′ denotes the inverse of r − Ind[X ] in pA′′, and E′′ := z′F ′′ :
K(XB)′′ → pA′′. Then φ′′ ◦ E′′ : K(XB)′′ → φ′′(A′′) is a conditional
expectation with range φ′′(A′′) satisfying
λφ′′(r − Ind[X ]E′′(T )) ≥ T, T ∈ K(XB)′′+.
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Proof The strong limit z defined as in the statement is independent of the
generalized basis since it coincides with F ′′(I). Since F ′′ is still A-bilinear,
F (φ(a)) = F ′′(I)a = aF ′′(I) for all a ∈ A, which shows that F ′′(I) lies in the
centre of A′′. Let us assume X bi-Hilbertian, and let λ be as in the statement.
The estimate
‖T ‖ ≤ λ‖F ′′(T )‖ ≤ r − I[X ]‖T ‖, T ∈ K(X)′′+,
still holds, therefore if T = φ′′(a), with a ∈ A′′+,
‖φ′′(a)‖ ≤ λ‖za‖ ≤ r − I[X ]‖φ′′(a)‖.
If we consider the restriction φ0 of φ
′′ to the centre of A′′, we deduce that
ker φ0 coincides with the weakly closed ideal generated by I − p. Therefore for
a positive central element a of A′′, ‖φ0(a)‖ = ‖pa‖ ≤ λ‖za‖. Let us identify the
centre of A′′ with some L∞(Ω, ν). We claim that for every ǫ > 0, the function
z − (λ−1 − ǫ)p can not take negative values on a measurable subset of pΩ with
positive measure. Indeed, if Y ⊂ Ω where such a set, we would have, for some
ǫ < λ−1,
λ−1 − ǫ = (λ−1 − ǫ)‖ξY ‖ ≥ ‖zξY ‖ ≥
λ−1‖pξY ‖ = λ−1,
where ξY is the characteristic function of Y . Therefore z ≥ λ−1p. Now if
a ∈ A′′, φ′′(a) = 0 if and only if φ′′(aa∗) = 0 and this holds if and only
if paa∗ = 0, i.e. pa = 0, so ker φ′′ = (I − p)A′′, and (1) is proved. Let
I be the waekly closed ideal of A′′ defined as in the statement. Since the
range of F ′′ is contained in I and since F ′′(φ′′(I)) = z, p must belong to I,
and therefore pA′′ ⊂ I. Conversely, there exists an increasing, norm bounded
net α → ∑w∈α A(w|w), indexed by the set of finite subsets of X , which is a
bounded approximate unit of the norm closed ideal generated by the left inner
products. Its weak limit, say q, is the unit of I. By Proposition 2.4 the net
α → ∑w∈α θrw,w is norm bounded. We have ∑w∈α φ(a)θrw,wφ(a)∗ ≤ λ0φ(aa∗)
for some λ0 > 0 and for all a ∈ A. Applying F we obtain∑
w∈α
aA(w|w)a∗ ≤ λ0aza∗ .
Thus λ0
−1aqa∗ ≤ aza∗. It follows that λ−10 q ≤ z, hence q ≤ p. Therefore
I ⊂ pA′′, and the proof of (2) is complete. (3) We are left to show that pA′′
is contained in the range of F ′′. Let z′ be the inverse of r − Ind[X ] in pA′′.
For a ∈ A′′, F ′′(φ′′(z′a)) = r − Ind[X ]z′a = pa. (4) It is now clear that
φ′′E′′ is a conditional expectation with range φ′′(pA′′) = φ′′(A). (5) Since
λ‖F ′′(T )‖ ≥ ‖T ‖ for T positive is K(XB)′′ and since φ′′ is isometric on I,
and therefore on the range of F ′′, we see that λ‖φ′′(r − Ind[X ]E′′(T ))‖ =
λ‖φ′′F ′′(T )‖ = λ‖F ′′(T )‖ ≥ ‖T ‖. Therefore λφ′′(r − Ind[X ]E′′(T )) ≥ T (cf.
[FK]).
2.20 Corollary Let AXB be a bi-Hilbertian C
∗–bimodule of finite right nu-
merical index. Then the following properties are equivalent.
(1) r − Ind[X ] is invertible,
(2) φ′′ is faithful,
(3) the linear span of the left inner products is weakly dense in A′′.
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Remark Notice that if BXA is the bimodule arising from a Pimsner–Popa con-
ditional expectation, as in Prop. 2.12, r − Ind[X ] = Ind[E] must be invertible
since the left inner product is full.
2.21 Definition Notice that φ′′(r− Ind[X ]) is invertible in Z(φ(A)′∩K(XB)′′)
and ψ0(ℓ − Ind[X ]) is invertible in Z(K(XB)′′). Therefore we define the index
element of X as an element of K(XB)′′, in fact central in φ(A)′ ∩ K(XB)′′, by
Ind[X ] := ψ0(ℓ− Ind[X ])φ′′(r − Ind[X ]).
2.5 On the condition r − Ind[X ] ∈M(A) and existence of finite bases
Under which conditions the index element lies in M(A)? We first discuss this
question in the case where A is commutative, and derive a general criterion
afterwards.
Let A = C0(Ω) be a commutative C
∗–algebra, and let AXB be a bi-Hilbertian
C∗–bimodule with finite right numerical index. We have seen in Prop. 2.12 that
such bimodules arise, e.g., from conditional expectations E : A→ B satisfying
a Pimsner-Popa inequality. The right index element, r − Ind[X ], lies in the
commutative von Neumann algebra A′′. However, being the strong limit in
the universal representation of A of a net of continuous, vanishing at infinity,
functions over Ω, r − Ind[X ] is the class function of a bounded, positive, lower
semicontinuous function on Ω. By Dini’s theorem, r − Ind[X ] is continuos
(or, in other words, lies in the multiplier algebra M(A)) if and only if the
approximating net is uniformly convergent on compact subsets of Ω, that is, if
and only if this net is strictly convergent in M(A).
The key idea, in the case where A is not commutative, is to replace the spec-
trum of A with the quasi-state space Q of A. By Kadison’s function representa-
tion theorem (see, e.g., [P]), the real Banach space Asa identifies isometrically
with the real Banach space of continuous, vanishing at 0, affine functions on
Q. Now an analysis similar to the commutative situation leads to the following
characterization of the property r − Ind[X ] ∈M(A).
2.22 Theorem Let AXB be a bi-Hilbertian C
∗–bimodule of finite right nu-
merical index. Then the following properties are equivalent:
(1) r − Ind[X ] ∈M(A) (and hence it is a central element of M(A)),
(2) there is a generalized right basis µ → uµ ⊂ X of X such that the net
µ→∑y∈uµ A(y|y) is strictly convergent in A,
(3) for any generalized right basis µ→ uµ ⊂ X ofX the net µ→
∑
y∈uµ A
(y|y)
is strictly convergent in A,
(4) the range φ(A) of the left action is included in K(XB).
If one of these conditions is satisfied, r − Ind[X ] = limµ
∑
y∈uµ A
(y|y) in the
strict topology of A.
Proof (3)⇒(2) is obvious. (4)⇒(3) Let µ → uµ be a generalized basis of X .
Then
∑
y∈uµ A
(y|y) converges strictly if and only if for all a ∈ A,
∑
y∈uµ
aA(y|y) =
∑
y∈uµ
A(φ(a)y|y) = F (φ(a)
∑
y∈uµ
θy,y)
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converges in norm. Therefore if (4) holds, convergence of the above net follows
from norm continuity of F and the fact that
∑
y∈uµ
θry,y is an approximate unit
of K(XB). (2)⇒(4) By Cor. 2.11, for any T ∈ K(XB)+, λ‖T ‖ ≤ ‖F (T )‖,
where λ is the best positive constant for which λ‖(x|x)B‖ ≤ ‖A(x|x)‖. If now
(2) holds for some generalized basis µ → uµ ⊂ X , φ(a)∗
∑
y∈uµ A
(y|y)φ(a) =
F (φ(a)∗(
∑
y∈uµ
θry,y)φ(a)) is an increasing, norm converging net, and therefore
the net φ(a)∗(
∑
y∈uµ
θry,y)φ(a) is increasing and norm converging in K(XB). It
follows that φ(a∗a) ∈ K(XB) for all a ∈ A. (2)⇒ (1) is obvious, since r−Ind[X ]
is the strict limit of a strictly convergent net. (1)⇒ (3) By Kadison’s function
representation (see, e.g., [P] the selfadjoint part of A′′ identifies isometrically,
as a real Banach space, with the real Banach space B0(Q) of affine, bounded
functions on the quasi-state space Q of A vanishing in 0. Under this identifi-
cation, the selfadjoint elements of A correspond to the continuous functions. If
r − Ind(A) ∈ M(A), for all a ∈ A, a∗((r − Ind[X ])−∑y∈uµ A(y|y))a ∈ A. On
the other hand the net (r − Ind[X ]) −∑y∈uµ A(y|y) decreases weakly to 0 in
A′′, therefore for any φ ∈ Q,
φ(a∗((r − Ind[X ])−
∑
y∈uµ
A(y|y))a)
decreases to 0. By Dini’s theorem, this net converges uniformly to 0 on Q, and
therefore ‖(r−Ind[X ]−∑y∈uµ A(y|y))1/2a‖2 → 0, which implies ‖(r−Ind[X ]−∑
y∈uµ A
(y|y))a‖2 → 0 as the net ∑y∈uµ A(y|y) is norm bounded.
Assume now that one of these equivalent properties holds, and let z :=
limµ
∑
y∈uµ A
(y|y) ∈ M(A) for some generalized right basis µ → uµ of X .
Since, for all a ∈ A, za = F (φ(a)), z is independent of the choice of the basis.
2.23 Definition A bi-Hilbertian A–B C∗–bimodule X will be called of finite
right index if
(1) X is of finite right numerical index,
(2) r − Ind[X ] ∈M(A) (and hence r − Ind[X ] ∈ Z(M(A))).
Remark Notice that property (2) above can be replaced by any of the equivalent
conditions in Theorem 2.22.
Similarly, X is of finite left index if the contragradient bimodule BXA is of
finite right index.
AXB will be called of finite index if it is of finite right as well as left indices.
We study the special case where the C∗–algebras are σ–unital or unital.
2.24 Corollary Let AXB be a bi-Hilbertian C
∗–bimodule of finite right index.
(1) If A is σ–unital, X is countably generated as a right Hilbert module,
(2) if A and B are σ–unital, XB admits an unconditionally convergent
countable right basis {ui}i∈N, therefore
r − Ind[X ] =
∑
i∈N
A(ui|ui)
in the strict topology of A and F (T ) =
∑
i∈N A(Tui|ui), T ∈ K(XB) in
norm.
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Proof (1) Let (ui)i∈N be a countable approximate unit of A. By nondegeneracy
of the left action, and the fact that the left action has range in K(XB), φ(ui) ∈
K(XB) is a countable approximate unit for K(XB), so K(XB) is σ–unital and
this shows that X is countably generated as a right Hilbert B–module (see,
e.g., [B]). (2) If in addition B is σ-unital, XB admits a countable right basis by
Lemma 1.6, therefore the formulas for r − Ind [X ] and for F follow.
2.25 Corollary Let AXB be a bi-Hilbertian bimodule of finite right numerical
index, and let A be a unital C∗–algebra. The following are equivalent:
(1) X admits a finite right basis,
(2) r − Ind[X ] ∈ A.
Proof (1)⇒ (2) follows from the definition of r − Ind[X ]. Conversely, assume
that (2) holds. By nondegenereracy of the left action, φ(I) must be the identity
map on X . Since, by Theorem 2.22, the range of φ is included in the compacts,
I ∈ K(XB), so XB admits a finite basis.
2.26 Corollary Let AXB be a bi-Hilbertian C
∗–bimodule with finite right
numerical index. If A is simple then r − Ind[X ] is a scalar, and therefore X is
of finite right index.
Proof Since A is a simple C∗–algebra, the only positive elements of Z(A′′)
arising as strong limits of increasing nets in A must be scalar (see, e.g., Lemma
3.1 in [I]), so r − Ind[X ] is a scalar, and therefore it belongs to M(A).
The following result has been obtained by Izumi [I] in the case where B is a
simple C∗–algebra.
2.27 Corollary Let A ⊂ B be an inclusion of unital C∗–algebras, and let
E : B → A be a conditional expectation satisfying a Pimsner-Popa inequality.
Then E admits a finite quasi–basis in the sense of [W] if and only if Ind[E] ∈ B.
2.6 The Jones basic construction
2.28 Proposition Let AXB be a bi-Hilbertian C
∗–bimodule of finite right
index. Then
(1) the map F : K(XB)→ A extends uniquely to a strictly continuous map
Fˆ : L(XB) → M(A). One has Fˆ (I) = r − Ind[X ], ‖Fˆ‖ = r − I[X ]. Fˆ
is still positive, M(A)–bilinear and satisfies
λ′T ≤ φˆFˆ (T ), T ∈ L(XB)+,
where λ′ is the best constant for which λ′‖(x|x)B‖ ≤ ‖A(x|x)‖, x ∈ X ,
(2) the support projection p of r − Ind[X ] in A′′ lies in fact the centre of
M(A) and satisfies r − Ind[X ] ≥ λ′p,
(3) ker φ = (I − p)A, ker φˆ = (I − p)M(A),
(4) the norm closed subspace of A generated by the left inner products
coincides with pA,
(5) the range of F : K(XB)→ A is pA.
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Proof (1) Let us restrict the map F ′′ : K(XB)′′ → A′′ to a positive map Fˆ :
L(XB)→ A′′. If T ∈ L(XB), and a ∈ A, both φ(a)T and Tφ(a) lie in K(XB),
hence aFˆ (T ) = F (φ(a)T ) ∈ A, Fˆ (T )a = F (Tφ(a)) ∈ A. Therefore Fˆ (T ) ∈
M(A). Fˆ is clearly a strictly continuous extension of F , and it is uniquely
determined by this property. In particular, Fˆ (I) = r− Ind [X ]. The remaining
properties follow from the corresponding properties of F ′′. (2) Let us restrict
Fˆ to the image under φˆ of the centre of M(A). One has Fˆ (φˆ(a)) = r− Ind[X ]a
for all a ∈ Z(M(A)). By the inequality in (1),
ker φˆ ↾Z(M(A))= {a ∈ Z(M(A)) : a(r − Ind[X ]) = 0}.
In particular, regarding Z(M(A)) as the algebra of continuous function over its
spectrum, for all a ∈ Z(M(A)), the norm of φˆ(a) coincides with the norm of
the restriction of a on the support K of r − Ind[X ]. If ξ is an element of the
spectrum of Z(M(A)) such that (r − Ind[X ])(ξ) 6= 0, and ǫ > 0, we can find
an open set U containing ξ such that (r − Ind[X ])(ξ′) < (r − Ind[X ])(ξ) + ǫ
for all ξ′ ∈ U . Let a be a continuous function on the spectrum of Z(M(A))
with support in U , such that 0 ≤ a ≤ 1 and taking value 1 on a compact set
containing ξ. We then have
(r − Ind[X ])(ξ) + ǫ > ‖r − Ind[X ]a‖ ≥ λ′‖φˆ(a)‖ = λ′‖a ↾K ‖ = λ′,
so
r − Ind[X ](ξ) ≥ λ′.
Therefore the support of r − Ind[X ] is an open and closed subset of the spec-
trum of Z(M(A)), which implies that its characteristic function p belongs to
Z(M(A)), and r − Ind[X ] ≥ λ′p. (3) ker φ = ker φ′′ ∩ A = (I − p)A′′ ∩ A =
(I − p)A by Prop. 2.19. Smilarly, ker φˆ = (I − p)M(A). (4) Let J be the
norm closed subspace generated by the left inner products, with weak closure
I in A′′. We have J ⊂ I ∩ A = pA′′ ∩ A = pA. Let z′ be the inverse of
p(r − Ind[X ]) in pZ(M(A)) regarded as an element of Z(M(A)). Then for all
a ∈ A, pa = r − Ind[X ]z′a = F (φ(z′a)) ∈ J since the range of F is contained
in J . Thus pA = J . The last property is now clear.
2.29 Corollary If X is a bi-Hilbertian A-B C∗–bimodule of finite right index,
the following properties are equivalent.
(1) The left inner product is full,
(2) r − Ind [X ] is invertible,
(3) φ is faithful.
We next construct the analogue of the Jones basic construction in the C∗–
algebra setting.
2.30 Corollary Let AXB be a bi-Hilbertian C
∗–bimodule of finite right index.
Consider the positive A-bilinear map E : T ∈ K(XB) → z′F (T ) ∈ pA, with
z′ the inverse of (r − Ind[X ])p in pZ(M(A)). Then φE : K(XB) → φ(A) is a
conditional expectation with range φ(A) which satisfies
λφ(r − Ind[X ]E(T )) ≥ T, T ∈ K(XB)+
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where λ is the best constant for which λ‖A(x|x)‖ ≥ ‖(x|x)B‖.
Proof φE is clearly a positive, φ(A)–bilinear map with range φ(pA) = φ(A).
For all a ∈ A, φE(φ(a)) = φ(z′za) = φ(pa) = φ(a) by (3) of Prop. 2.28, hence
φE is a conditional expectation. The remaining inequality follows from Cor.
2.11 and φ ◦ F = φ(r − Ind[X ])φ ◦ E.
2.7 Examples
We conclude this section with few examples of finite index bimodules already
known in the literature. More examples will be discussed in section 6.
The first example arises from compact quantum groups, or, equivalently,
conjugation in finite dimensional Hilbert spaces, [Wo], where the bi-Hilbertian
structure is usually described in terms of antilinear invertible mappings between
Hilbert spaces implementing the conjugation structure.
2.31 Example Let H = Cn be a finite dimensional Hilbert space and T be
a positive invertible linear map on H . H is an C–C bimodule in the obvi-
ous way. We endow H with a bi-Hilbertian bimodule structure by setting
(x|y)C =
∑
i x(i)y(i) and C(x|y) =
∑
i(Tx)(i)y(i) = (y|Tx)C. These inner
products induce equivalent norms on H since T is invertible, making H into a
bi-Hilbertian bimodule. Since HC and CH are finite dimensional Hilbert spaces,
K(HC) = L(HC) and K(CH) = L(CH), therefore H will be of finite index if it
is of finite left and right numerical indices. Let Tr be the nonnormalized trace
on Mn(C) = K(H). Since Tr(Tθrx,y) = C(x|y), for x1, . . . , xp ∈ H ,
‖
p∑
1
C(xj |xj)‖ ≤ Tr(T )‖
p∑
1
θrxj ,xj‖,
therefore r − Ind[X ] = Tr(T ). Since (x|y)C = C(T−1y|x), we deduce that
ℓ− Ind[X ] = Tr(T−1).
2.32 Example More generally, let Ω be a locally compact Hausdorff space,
H = (Ω, H(ω)ω∈Ω,Γ) a continuous field of Hilbert spaces, with Γ the space of
continuous sections of H . Let
X = {x ∈ Γ : ω → ‖x(ω)‖ ∈ C0(Ω)}
be the associated right Hilbert bimodule over C0(Ω). Let us consider a field
ω → T (ω) ∈ L(H(ω)) of positive, trace-class operators on each H(ω) defining
an element T of L(XC0(Ω)) (e.g. T ∈ FR(X)). We can then define a left inner
product on X , continuous with respect to the right one, by
C0(Ω)(x|y)(ω) := (y(ω)|T (ω)x(ω)).
Writing the left inner product in the form
C0(Ω)(x|y)(ω) = TrT (ω)θx(ω),y(ω),
shows thatX is of finite right numerical index if and only if supω TrT (ω) is finite.
In this case, r− Ind[X ](ω) = TrT (ω). Therefore X is of finite index if and only
HILBERT C∗–BIMODULES 27
if ω → TrT (ω) is a bounded, continuous function on Ω (e.g. T ∈ FR(X) ∩
K(X)+). Notice that the set of linear combinations of elements T ∈ K(X)+
for which T (ω) is trace-class and ω ∈ Ω → TrT (ω) is continuous, is a ∗-ideal
of K(X) by 4.5.2 in [Di], norm dense in K(X). Assume from now on that
supω dimH(ω) is finite. Then T = I defines a bi-Hilbertian bimodule of finite
right (and left) numerical index, with r − Ind[X ](ω) = dimH(ω). However, it
is not of finite index, unless the dimension function is continuous. However,
if T ∈ K(X)+, ω → TrT (ω) is always bounded and continuous by [F], and
therefore T does define a finite right index structure on X .
The next example concernes with conditional expectations between unital
C∗–algebras, and was introduced in [W] as a C∗–algebraic analogue of Jones
index theory for finite subfactors.
2.33 Example Let A ⊂ B be an inclusion of unital C∗–algebras and let E :
B → A be a conditional expectation of finite index in the sense of [W]. We
thus have elements {u1, ..., un} in B such that x =
∑n
i=1 uiE(ui
∗x) for any
x ∈ B. Such elements were called a quasi-basis of E, and the index of E was
defined as Ind[E] =
∑
i uiui
∗ in [W]. Consider X = B as a B–A bimodule
in the obvious way, and define on the left B-valued inner product B(x|y) =
xy∗ and right A-valued inner product (x|y)A = E(x∗y). Since θlx,y = y∗x,
K(BX) = B acting on X by right multiplication. Thus the right A-action has
range in K(BX). Proposition 2.6.2 in [W] shows that E satisfies the inequality
E(x∗x) ≥ ‖Ind[E]‖−1x∗x. Therefore X is bi-Hilbertian and of finite left index:
ℓ− Ind[X ] = IA.
Its contragradient bimodule is Y = ABB, as a A–B bimodule, with A-valued
inner product A(x|y) = E(xy∗) and B-valued inner product (x|y)B = x∗y. Y
is a bi-Hilbertan B–A bimodule of finite left index. In fact the algebra K(AY )
is isomorphic to the C∗–basic construction C∗〈B, eA〉 which contains the image
of the left action of B via b =
∑
i θ
l
ui∗b,ui∗
. Therefore X is of finite right index
as well and r − Ind[X ] = ℓ − Ind[Y ] = Ind[E]. Consider the dual conditional
expectation F : C∗〈B, eA〉 → B, F (xeAy) = (Ind[E])−1xy. The Pimsner-
Popa inequality for F shows that Y is bi-Hilbertian, while the fact that F is
contractive gives
‖
n∑
i=1
(xi|xi)B‖ ≤ ‖Ind[E]‖‖
n∑
i=1
θlxi,xi‖.
Consider now the bimodule Z = ABA as a bi-Hilbertian A–A Hilbert bimod-
ule with right A-valued inner product (x|y)A = E(x∗y) and left A-valued inner
product A(x|y) = E(xy∗). Then Z is isomorphic to Y ⊗B X so Z is a Hilbert
A–A bimodule of finite right index.
The following example is a generalization of index theory to finitely generated
Hilbert bimodules, studied in [KW1].
2.34 Example Let A and B be unital C∗–algebras and let X be a Hilbert
A–B bimodule such that both left and right actions are unit preserving. Then
X is a bi-Hilbertian bimodule of finite index if and only if X is of finite type
in the sense of [KW1]. In fact, assume that X is bi-Hilbertian and of finite
28 T. KAJIWARA, C. PINZARI, Y. WATATANI
index, then X is necessarily finitely generated projective as a right module (or
as a left module), since K(XB) (or K(AX)) contains the identity map. The two
norms defined by the two inner products of X are equivalent, thus X is of finite
type. Conversely, assume that X is of finite type in the sense of [KW1]. Then
it is clear that XB is bi-Hilbertian and that the left A–action on X has range
into K(XB) = L(XB). Furthermore XB is of finite right numerical index by
Lemma 1.26 in [KW1]. Thus X is of finite right index. Similarly, X is of finite
left index and therefore of finite index.
We conclude this section with a discussion of a a Pimsner-Popa conditional
expectation with no finite quasi–basis. This example was pointed out in [W].
Later it was considered also in in [FK]. We show that this inclusion is determined
by a natural σ–unital subinclusion of finite index in the sense of Def. 2.23.
2.35 Example Consider the C∗–algebra C([−1, 1]) of continuous functions
over the interval [−1, 1] and the C∗–subalgebra C([−1, 1])e = {f ∈ C([−1, 1]) :
f(−x) = f(x)} of even functions. The conditional expectation E : C([−1, 1])→
C([−1, 1])e associating to f ∈ C([−1, 1]) the function 12 (f(x)+f(−x)) does not
have a finite quasi–basis in the sense of [W] since C([−1, 1, ]) is not a finite
projective module over C([−1, 1])e. It follows that the bi–Hilbertian bimodule
C([−1,1])C([−1, 1, ])C([−1,1])e with inner products
C([−1,1])(f |g) = fg, (f |g)C([−1,1])e = E(fg)
is not of finite right index in the sense of Def. 2.23 because the identity operator
over C([−1, 1])C([−1,1])e is not compact. However, the Pimsner–Popa inequality
E(f) ≥ 12f holds for any f ∈ C([−1, 1])+. One can treat this example by our
methods passing to a subinclusion in the following way. Consider the σ–unital
C∗–subalgebra C0([−1, 1]) = {f ∈ C([−1, 1]) : f(0) = 0}. Then the restriction
of E still defines a conditional expectation E : C0([−1, 1]) → C0([−1, 1])e,
where C0([−1, 1])e = C([−1, 1])e ∩ C0([−1, 1]), and therefore a bi-Hilbertian
C∗–bimodule
X = C0([−1,1])C0([−1, 1])C0([−1,1])e
which we show to be of finite right index. We first show that the left action
C0([−1, 1]) has range included in the compacts. Set, for f ∈ C0([−1, 1]),
fe(x) = E(f)(x) =
f(x) + f(−x)
2
∈ C0([−1, 1])e,
fo(x) =
f(x)− f(−x)
2
∈ C0([−1, 1])o ∈ {f ∈ C0([−1, 1]) : f(−x) = −f(x)}.
Clearly f = fe + fo and E(fego) = 0, f, g ∈ C0([−1, 1]). Therefore the right
Hilbert bimodule XB splits into the direct sum of the subspaces of even and
odd functions: X = Xe ⊕ Xo, Xe := {f ∈ X : f(−x) = f(x)}, Xo = {f ∈
X : f(−x) = −f(x)}. Similarly, as a vector space, C0([−1, 1]) = C0([−1, 1])e ⊕
C0([−1, 1])o. For f, g ∈ X = C0([−1, 1]), θrf,g(he + ho) = fgehe + fgoho.
Therefore if, for n ∈ N, un is a positive continuous function in C0([−1, 1])e such
that un(x) = 1 for |x| ≥ 2n and un(x) = 0 for |x| ≤ 1n , the sequence θrf,un+θrxf,unx
is norm converging to the multiplication operator by f . Therefore by Theorem
2.22, (2) of Def. 2.23 holds. We are left to show that XB is of finite right
numerical index, and this follows from the Pimsner–Popa inequality.
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3. Continuous bundles of finite dimensional C∗–algebras
arising from bimodules of finite right index
Let X be a right Hilbert A-B bimodule with nondegenerate left action φ,
and let us consider the extension φˆ : M(A) → L(XB) of φ to the multiplier
algebra (see Prop. 2.15). Restricting φˆ to the centre Z(M(A)) of M(A) yields
a unital ∗–homomorphism φˆ : Z(M(A))→ L(XB), still denoted φˆ.
3.1 Proposition If X is a right Hilbert A-B bimodule with nondegenerate
left action (this being the case if, e.g., X is bi-Hilbertian, by Prop. 2.16), the
range of φˆ : Z(M(A)) → L(XB) is actually included in the centre of AL(XB),
the algebra of right adjointable maps on XB commuting with the left action.
Therefore AL(XB) becomes a Z(M(A))-algebra in the sense of [Ka].
Adopting a standard procedure we can represent AL(XB) as a semicontinu-
ous field of C∗–algebras ω → Lω over the spectrum Ω of Z(M(A)) in the sense
of [Ka]. Let, for ω ∈ Ω, Jω be the closed two-sided ideal of AL(XB) generated
by the image under φˆ of Cω(Ω), the continuous functions on Ω vanishing at ω.
The fiber at ω is the quotient C∗–algebra Lω := AL(XB)/Jω. We will show
that the field ω → Lω is in fact continuous in the case where X is bi-Hilbertian
and of finite right index (see Theorem 3.3).
Let AXB be bi-Hilbertian and of finite right index. In Proposition 2.28
we have constructed a M(A)-bilinear, positive, strictly continuous map Fˆ :
L(XB)→M(A) satisfying a Pimsner-Popa inequality and with range the ideal
pM(A), with p the support projection of r− Ind[X ]. Restricting Fˆ to the C∗–
subalgebra AL(XB) yields a map, still denoted Fˆ , with the same properties,
and with range the ideal pZ(M(A)) of the commutative C∗–algebra Z(M(A)) =
C(Ω). We write Ω = Ω0∪Ω1, with Ω0 corresponding to the projection p and Ω1
to I−p. The map Fˆ makes AL(XB) into a right Hilbert C(Ω)-module (in fact a
a Hilbert C(Ω0)-module) by (S|T ) = Fˆ (S∗T ). Since Fˆ is norm continuous and
satisfies a Pimsner-Popa inequality, the operator norm and the Hilbert module
norm are equivalent, therefore AL(XB) is complete in the Hilbert module norm.
Since the inner product is evaluated on a commutative C∗–algebra, we can
represent AL(XB) as a continuous field of Hilbert spaces over Ω in the sense of
[Di]. For each ω ∈ Ω, the fiber Hilbert space at ω is given byHω = AL(XB)/Mω,
whereMω is the norm closed subspace of AL(XB), in the Hilbert module norm,
generated by AL(XB)φˆ(Cω(Ω)). For each ω ∈ Ω1, Mω = AL(XB) since φˆ
annihilates (I − p)Z(M(A)) = C(Ω1), therefore Mω = 0, as expected. Since
the C∗-algebra norm and the Hilbert module norm are equivalent, Jω = Mω
as vector spaces, and they are isomorphic as Banach spaces. In particular,
Lω = 0 for ω ∈ Ω1. Let πω : AL(XB) → Lω and pω : AL(XB) → Hω denote
the corresponding quotient maps in the C∗-algebraic and Banach space space
sense.
3.2 Lemma If AXB is a bi-Hilbertian bimodule of finite right index, for all
T ∈ AL(XB) and for all ω ∈ Ω0,
λ′
1/2‖πω(T )‖ ≤ ‖pω(T )‖ ≤ (r − Ind[X ])(ω)1/2‖πω(T )‖,
where λ′ is the best positive scalar for which ‖A(x|x)‖ ≥ λ′‖(x|x)B‖, x ∈ X .
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Proof The positive M(A)-bilinear map Fˆ : L(XB) → M(A) satisfies φˆF (T ) ≥
λ′T for all T ∈ L(XB)+, by Prop. 2.28. Therefore if T ∈ AL(XB)+, evaluating
πω on this estimate yields πω(φˆF (T )) ≥ λ′πω(T ) which shows that
‖pω(T )‖2 = (pω(T ), pω(T )) = Fˆ (T ∗T )(ω) =
|πω(Fˆ (T ∗T ))| ≥ λ′|πω(T ∗T )| = λ′‖πω(T )‖2.
Consider the map Gω : Lω → C = C(Ω)/Cω(Ω) associating Fˆ (T )(ω) to
πω(T ). This map is well defined: πω(T ) = 0 implies that T ∈ Jω, there-
fore Fˆ (T ) belongs to F (Jω) which is contained in the closed linear span of
Cω(Ω)F (AL(XB)) in the C∗–algebra norm. Clearly the latter space is con-
tained in Cω(Ω). Now Gω is a positive functional on the C
∗-algebra Lω taking
the unit of Lω to (r− Ind[X ])(ω), and therefore ‖Gω‖ = (r− Ind[X ])(ω). Thus
for all T ∈ AL(XB),
‖pω(T )‖2 = |Fˆ (T ∗T )(ω)| = ‖Gω(πω(T ∗T ))‖ ≤
(r − Ind[X ])(ω)‖πω(T ∗T )‖ = (r − Ind[X ])(ω)‖πω(T )‖2.
We are now ready to show the following result.
3.3 Theorem Let X be a bi-Hilbertian A-B C∗–bimodule of finite right index,
and let Ω be the spectrum of Z(M(A)). Then for each ω ∈ Ω, the quotient
C∗-algebra Lω is finite dimensional, and
dim(Lω) ≤ [λ′−1(r − Ind[X ])(ω)]2,
where λ′ is the best constant for which ‖A(x|x)‖ ≥ λ′‖(x|x)B‖ and [µ] denotes
the integral part of the real number µ. In particular, the fibers are trivial on
Ω1. Furthermore the collection of epimorphisms πω : AL(XB) → Lω, ω ∈ Ω,
defines a continuous bundle of C∗–algebras in the sense of [KW].
Proof Let us consider the positive map Fˆ : L(XB) → M(A), which satisfies
φˆ(Fˆ (T )) ≥ λ′T for T ∈ L(XB)+ by Cor. 2.11. We restrict φˆFˆ to a map
AL(XB)→ φˆ(Z(M(A)) satisfying a corresponding inequality. Evaluating πω on
this inequality yields πω(φˆFˆ (T )) ≥ λ′πω(T ), T ∈ AL(XB)+. On the other hand
for each ω in the support projection of r − Ind[X ], πω(φˆFˆ (T )) = Gω(πω(T )),
where Gω is the positive functional of Lω defined as in the proof of the previous
lemma: Gω(πω(T )) = Fˆ (T )(ω). Therefore gω := ((r − Ind[X ])(ω))−1Gω is a
state of Lω satisfying
(r − Ind[X ])(ω)gω(πω(T )) ≥ λ′πω(T ), T ∈ AL(XB)+.
It is well known that this condition implies that Lω is a finite dimensional
C∗–algebra with at most [λ′
−1
(r− Ind[X ])(ω)] minimal orthogonal projections,
therefore dim(Lω) ≤ [λ′−1(r − Ind[X ])(ω)]2.
We are left to show that ω ∈ Ω→ πω is a continuous bundle in the sense of
axioms (i)–(iii) of Def. 1.1 in [KW]. If T is positive and satisfies πω(T ) = 0 for
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all ω ∈ Ω then T ∈ Jω for all ω in Ω and therefore F (T ) = 0 which implies T = 0
by the Pimsner-Popa inequality. This shows axiom (i). Axiom (ii) is obvious.
We are left to show that for all T ∈ AL(XB), the function ω ∈ Ω → ‖πω(T )‖
is continuous. We will appeal to the continuity criteria discussed in section 2
of [KW]. This function is upper semicontinuous by Lemma 2.3 in [KW] and it
is lower semicontinuous by Lemma 2.2 in the same paper. Indeed, if Ω′ ⊂ Ω is
a closed subset of Ω and D ⊂ Ω′ is dense in Ω′ then the condition πω(T ) = 0
for all ω ∈ D and some T ∈ AL(XB)+ implies T ∈ Jω for all ω ∈ D, thus
F (T )(ω) = 0 for all ω ∈ D and therefore for all ω ∈ Ω′ by continuity of the
function F (T ). Now evaluating πω on both sides of the inequality φˆFˆ (T ) ≥ λ′T
shows that πω(T ) = 0 for all ω ∈ Ω′.
Remark Notice that the estimate given in Theorem 3.3 can not be improved in
general. In fact, if H is the finite index C–C bimodule defined as in Example
2.31. Then Ω is a one point space, CL(HC) = Mn(C), which is the only fiber.
In this case λ′
−1
= ‖T−1‖, so the corresponding estimate reduces to n ≤
‖T−1‖Tr(T ) which becomes an equality for T = I.
4. On the equivalence between
finite index and conjugate equations
Our next aim is to show an equivalence between the notion of C∗–bimodule
of finite index in the sense of Sect. 2 and Longo-Roberts conjugate object in
the C∗–category of right Hilbert bimodules [LR].
4.1 The C∗–categories HA, AHA and the W ∗–categories HAw, AHAw
4.1 Definition Let A be a fixed set of C∗–algebras. We will denote by HA
the category with objects and arrows defined as follows. Objects of HA are
right Hilbert C∗–bimodules X over elements of A for which the left action is
nondegenerate. The set of arrows (X,Y ) in HA between two objects AXB and
AYB is the set (X,Y ) := L(XB , YB) of (right) adjointable maps from X to Y .
Given two objects AXB and BYC of HA, their tensor product X ⊗B Y is still
a nondegenerate right Hilbert C∗–bimodule, and therefore it is an object of
HA. For any T ∈ (X,Y ), the map taking a simple tensor x ⊗ y ∈ X ⊗B Y to
T (x)⊗ y, and denoted T ⊗ IY , extends to an adjointable map on X ⊗B Y . For
any C∗–algebra A ∈ A, let ιA be A, regarded as a right Hilbert bimodule over
A itself, in the natural way. Since left action on ιA is nondegenerate, ιA is an
object of HA. For any right Hilbert A–B C∗–bimodule X , the tensor product
Hilbert bimodule X ⊗B ιB identifies naturally with X . In general, ιA ⊗A X
identifies with the right Hilbert sub-bimodule of X generated by AX , which, in
the case where the left action is nondegenerate, still coincides with X (cf. Def.
2.14). Therefore {ιA, A ∈ A} is the set of left and right units for the ⊗–product
between objects. One can summarize the structure of HA, and say that HA is
a semitensor 2-C∗–category (in the sense of [DPZ]).
If we want a tensor 2-C∗–category we need to restrict the arrow spaces,
and consider only bimodule maps. Namely, let AHA be the subcategory of
HA with the same objects and arrows (X,Y ) := AL(XB, YB), the set of right
adjointable maps from X to Y commuting with the left action. This is now a
tensor 2-C∗–category.
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In the sequel we will consider also the W ∗–categories HAw AHAw with the
same objects, and set of arrows between two objects X and Y obtained com-
pleting the corresponding arrow spaces of HA and AHA in a suitable weak
topology. Choose, for each unit object ιB ∈ HA, a state ωB of B, and let us
endow X with the inner product
(x, x′)ωB = ωB((x|x′)B), x, x′ ∈ X.
Completing X , after dividing out by vectors of seminorm zero, with respect to
this inner product, yields a Hilbert space HωB (X). For each T ∈ L(XB , YB), let
Fω(T ) ∈ B(HωB(X), HωB (Y )) be the operator which acts by left multiplication
by T . We get in this way a ∗–functor Fω : HA → H to the category H of
Hilbert spaces. Consider now the universal ∗–functor F = ⊕ωFω : HA → H,
where the direct sum is taken over all choice functions ω : B ∈ A → ωB. F is
faithful on arrows and strictly continuous on the unit ball of each arrow space.
Define (X,Y ) to be the completion of F(K(XB , YB)) in the weak topology
of the bounded operators from ⊕ωHωB (X) to ⊕ωHωB (Y ), and let HwA be
the W ∗–category with arrows these W ∗-closed subspaces. Since any opera-
tor in L(XB , YB) is the strict limit of a norm bounded net from K(XB, YB),
F(L(XB , YB)) ⊂ (X,Y ), therefore HA becomes a C∗–subcategory of HwA un-
der F . The universal functor enjoys the following universality property.
4.2 Proposition A ∗–functor G : HA → H to the category of Hilbert spaces,
strictly continuous on the unit ball of each arrow space of HA, extends uniquely
to a ∗–functor G′′ : HwA → H, normal on the arrow spaces.
Proof Let us first assume that each Hilbert space G(ιB) is cyclic for G((ιB , ιB)).
Let ξB be a normalized cyclic vector. Then, identifying X with the subspace of
intertwiners K(ιB , XB) ⊂ (ιB , X), G(X)ξB is a subspace of the Hilbert space
G(X) associated to the object X . We claim that G(X)ξB is the whole G(X).
Let η ∈ G(X) be a vector orthogonal to G(X)ξB. For all x ∈ X , G(x∗)η is
orthogonal to G((ιB , ιB))ξB and hence it is zero. Since G is strictly continuous
on the unit ball of (X,X), we conclude that η = 0. We therefore have an
identification of the Hilbert space G(X) with Fω(X) where ω : B → ωξB , and
also an identification of G with Fω. Now every ∗–functor G : HA → HC is the
direct sum cyclic ∗–functors, therefore G is a direct sum of some Fω, and the
rest now follows easily.
In particular, if RY : HA → HA is the ∗–functor which tensors on the right
by an object Y ∈ HA, the normal extension of F ◦ RY , with F the universal
∗–functor, makes HwA into a semitensor 2-W ∗-category.
The subcategory AHwA of HwA with the same objects and arrows
(X,Y ) := {T ∈ F(K(XB , YB))′′ : TF(φ(a)) = F(φ′(a))T, a ∈ A, x ∈ X},
(where φ and φ′ denote respectively the left actions of A on X and Y , and F
is the universal ∗–functor) is now a tensor 2-W ∗–category.
Remark The functor of RY may not be injective on arrows in any of these
categories. In other words, if AXB, AX
′
B and BYC are right Hilbert C
∗–
bimodules, the natural ∗–homomorphism
T ∈ L(XB, X ′B)→ T ⊗ IY ∈ L((X ⊗B Y )C , (X ′ ⊗B Y )C)
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may not be injective. In fact, if X = X ′ = ιB and b ∈ B ⊂ L(ιB) = M(B),
under the identification of ιB⊗B Y with Y , b⊗IY corresponds to the left action
of B on Y evaluated in b, which may vanish.
4.2 Conjugation in AHA and AHAw
In the sequel T will denote either AHA or AHwA. Following [LR], we can
introduce the notion of conjugation in the tensor C∗ (or W ∗) category T .
4.3 Definition Let X = AXB be an object of T . An object Y = BYA of T is
called a conjugate of X if there exist intertwiners R ∈ (ιB , Y ⊗A X) ∈ T and
R ∈ (ιA, X ⊗B Y ) ∈ T such that
R
∗ ⊗ IX ◦ IX ⊗ R = IX
R∗ ⊗ IY ◦ IY ⊗ R = IY .
We adopt the convention that the ⊗–product is evaluated before ◦–product.
We emphasize that, if T = AHA, R and R are C∗–bimodule maps, i.e. they
commute with left as well as right actions of the appropriate C∗–algebras.
Therefore in this case R∗R and R
∗
R are elements of BL(ιB) = Z(M(B)) and
AL(ιA) = Z(M(A)) respectively. If, instead, T = AHwA, we can only conclude
that R∗R and R
∗
R are central elements of B′′ and A′′ respectively.
The above equations will be referred to as the conjugate equations . Clearly,
if Y is a conjugate of X then X is a conjugate of Y .
The dimension of X relative to the pair (R,R) is defined by dimR,RX =
‖R‖‖R‖. The minimal dimension of X , denoted dim X , is the infimum of all
relative dimensions dimR,R.
Uniqueness of the conjugate object. Let Y be a conjugate object of X in T , and
let R and R solve the corresponding conjugate equations. Let U ∈ (Y, Y ′) be
an invertible intertwiner in T . Set R′ := U ⊗ IX ◦R and R′ = IX ⊗ U∗−1 ◦R.
Then (Y ′, R′, R′) defines another conjugate of X and every conjugate of X
arises in this way (see [LR]). In the case where U is a unitary, R′
∗
R′ = R
∗
R
and R′
∗
R′ = R∗R, so the dimension relative to this new pair of intertwiners
does not change. In this situation we say that the conjugates (Y,R,R) and
(Y ′, R′, R′) are unitarily equivalent.
4.3 From finite index to conjugation
4.4 Theorem Let AXB be a bi-Hilbertian C
∗–bimodule. Then left actions on
the underlying right Hilbert C∗–bimodules X and X are nondegenerate, and
therefore these are objects of AHA and AHwA.
(1) If X is of finite numerical index, X is a conjugate of X in AHwA. More
specifically, if {uµ}µ and {vν}ν are, respectively, a generalized right and
left basis of X , the nets Rµ :=
∑
y∈uµ
y ⊗ y and Rν :=
∑
z∈vν
z ⊗ z
converge strongly under the universal ∗–functor to intertwiners R ∈
(ιA, X ⊗rA X) and R ∈ (ιB , X ⊗rB X) of AHwA which do not depend on
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the choice of the bases, and solve the conjugate equations. The following
relations also hold for x, x′ ∈ X ,
R
∗
(θrx,x′ ⊗ IX)R = A(x|x′),
R∗(θr
x,x′
⊗ IX)R = (x|x′)B,
R∗R = ℓ− Ind[X ],
R
∗
R = r − Ind[X ].
(2) If X is of finite index, R and R belong to AHA. So the right Hilbert
bimodule X is a conjugate of X in AHA. Their right adjoint operators
are given by:
R
∗
x⊗ x′ = A(x|x′),
R∗x⊗ x′ = (x|x′)B.
Proof By Prop. 2.16 the left (right) action on the right (left) Hilbert C∗–
bimodule X is nondegenerate, therefore the right Hilbert C∗–bimodules X and
X are objects of AHA and AHwA. We claim that, under the natural identifica-
tions of X ⊗rB X with K(ιA, X ⊗rB XA) and of X ⊗rAX with K(ιB , X ⊗rAXB),
the nets Rµ :=
∑
y∈uµ
y ⊗ y and Rν :=
∑
z∈vν
z ⊗ z converge strongly in the
univarsal ∗–functor to operators R and R which do not depend on the choice of
the bases. It suffices to show that the first net is strongly Cauchy, as, replacing
X with X, µ → uµ changes to ν → vν . Now by Prop. 2.19,
∑
y∈uµ A
(y|y) is a
positive, increasing, norm bounded net, and it is strongly convergent in A′′ to
r− Ind[X ]. Since for µ < µ′,∑y∈uµ′ θry,y−∑y∈uµ θry,y is a positive contraction,
we have
(
∑
y∈uµ′
y ⊗ y −
∑
y∈uµ
y ⊗ y|
∑
y∈uµ′
y ⊗ y −
∑
y∈uµ
y ⊗ y)A =
FX((
∑
y∈uµ′
θry,y −
∑
y∈uµ
θry,y)
2) ≤ FX(
∑
y∈uµ′
θry,y −
∑
y∈uµ
θry,y) =
∑
y∈uµ′
A(y|y)−
∑
y∈uµ
A(y|y).
Therefore the net Rµ ∈ K(ιA, X ⊗XA) is strongly convergent on a dense sub-
space of the underlying Hilbert space. We show that this net is norm bounded.
We have, for a ∈ A,
‖(Rµ(a)|Rµ(a))A‖ = ‖(U(
∑
y∈uµ
(y ⊗ y)a)|U(
∑
y∈uµ
(y ⊗ y)a))A‖
=‖F ((
∑
y∈uµ
θry,yφ(a))
∗(
∑
y∈uµ
θry,yφ(a)))‖ ≤ ‖F (φ(a)∗φ(a))‖
=‖(r − Ind[X ])a∗a‖,
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where U is the biunitary map defined in Prop. 2.13 (3). Hence
‖Rµ‖ ≤ (sup
a 6=0
‖(r − Ind[X ])a∗a‖
‖a∗a‖ )
1/2 = ‖r − Ind[X ]‖1/2.
It follows that Rµ is strongly convergent to an operator R ∈ (ιA, X⊗X) ⊂ HwA
with ‖R‖ ≤ ‖r−Ind[X ]‖1/2. Similarly we define a map R ∈ (ιB , X⊗X) ⊂ HwA
as the strong limit of
∑
z∈vν
(z⊗z) such that ‖R‖ ≤ ‖ℓ−Ind[X ]‖1/2. In order to
show that R is independent on the basis, we compute its Hilbert space adjoint.
Let ω : B ∈ A → ωB be a choice of states of the C∗–algebras of A, and let
Fω : HA → H be the associated cyclic ∗-functor to the category of Hilbert
spaces. For x, x′ ∈ X , a ∈ A,
(a,Fω(Rµ)∗x⊗ x′)ωA =
∑
y∈uµ
(y ⊗ ya, x⊗ x′)ωA =
∑
y∈uµ
ωA((ya|(y|x)Bx′)A) =
∑
y∈uµ
ωA(A(a
∗y|x′(x|y)B)) =
ωA(A(a
∗
∑
y∈uµ
y(y|x)B , x′)),
Therefore Fω((Rµ)∗x⊗x′) converges weakly to A(x|x′), regarded as an element
of the Hilbert space Fω(ιA). It follows that R∗, and hence R, is independent of
the generalized right basis. On the other hand the net Rµ, regarded as a net
in the Hilbert space Fω(X ⊗ X), has norm bounded above by (r − I[X ])1/2,
therefore
‖R‖ = ‖R∗‖ ≥ (r − I[X ])−1/2‖R∗(
∑
y∈uµ
y ⊗ y)‖ =
(r − I[X ])−1/2‖
∑
y∈uµ
A(y|y)‖,
which shows that ‖R‖ = (r − I[X ])1/2.
Let now U ∈ M(A) be a unitary. For any generalized right basis uµ, µ →
{Uy, y ∈ uµ} is still a generalized right basis, so URU∗ = R by independence
of the operator R on the basis. Hence R ∈ AHwA.
We show that R and R solve the conjugate equations. For x ∈ X, b ∈ B, we
have, in the Hilbert space associated to X under the universal ∗-functor:
R
∗⊗ IX ◦ IX ⊗R(xb) = R∗⊗ IX(x⊗ lim
ν
∑
z∈vν
(z⊗ z)b) = lim
ν
∑
z∈vν
A(x|z)zb = xb.
Since X ⊗B ιB identifies with X via the map x ⊗ b 7→ xb, we obtain the
conjugate equation R
∗ ⊗ IX ◦ IX ⊗ R = IX in AHwA. Similarly we have
R∗ ⊗ IY ◦ IY ⊗R = IY .
For any a ∈ F(ιA) we have
R
∗
R(a) = lim
µ
R
∗
(
∑
y∈uµ
y ⊗ ya) = lim
µ
∑
y∈uµ
A(y|a∗y) = lim
µ
∑
y∈uµ
A(y|y)a,
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so R
∗
R = r − Ind[X ] and R∗R = ℓ− Ind[X ] as well.
We show that R
∗
(θrx,z ⊗ IX)R = A(x|z) (the similar equation relative to R
will follow replacing X with X). For a ∈ A,
R
∗
(θrx,z ⊗ IY )R(a) = R
∗
(θrx,z ⊗ IY ) limµ (
∑
y∈uµ
(y ⊗ y)a)
= lim
µ
R
∗
(
∑
y∈uµ
θrx,z(y)⊗ a∗y) = limµ
∑
y∈uµ
A(θ
r
x,z(y)|a∗y)
= lim
µ
∑
y∈uµ
A(x(z|y)B |y)a = A(x| lim
µ
∑
y∈uµ
y(y|z)B)a = A(x|z)a.
(2) In the case where X is of finite index, the net Rµ(a) converges in norm
for all a ∈ A, therefore R is actually mapping A to X ⊗ X. Furthermore
R is right adjointable, in fact its adjoint R
∗
: X ⊗B X → A is defined by
R
∗
(x⊗ x′) = A(x|x′):
(R(a)|x ⊗ x′)A = lim
µ
∑
y∈uµ
a∗(y ⊗ y|x⊗ x′)A
= lim
µ
∑
y∈uµ
a∗(y|(y|x)Bx′)A = lim
µ
∑
y∈uµ
a∗A(y|x′(y|x)∗B)
= a∗A(lim
µ
∑
y∈uµ
y(y|x)B |x′) = a∗A(x|x′).
A first consequence of the previous theorem is the fact that the left Hilbert
bimodule structure on a finite index bimodule is unique up to equivalence.
4.5 Corollary Let AXB be a bi-Hilbertian C
∗–bimodule of finite index. Any
other left inner product on the underlying right Hilbert bimodule AXB making
it into a finite index, bi-Hilbertian bimodule is of the form
A(x|y)′ = A(Qx|y), x, y ∈ X,
where Q is a positive invertible element of LB(AX).
Proof Consider another left inner product A(·|·)′ makingX into a bi-Huilbertian,
finite index C∗–bimodule. Let X ′ denote the left Hilbert bimodule structure
over X with inner product A(·|·)′. By part (2) of Theorem 4.4, we can find
another solution (X ′, R′, R
′
) to the conjugate equations such that A(x|x′)′ =
R′
∗
(θrx,x′⊗IX′)R′. By uniqueness of the conjugate object (cf a remark following
Definition 4.3) there is an invertible U ∈ BLA(X,X ′) such that R′ = IX⊗U ◦R.
Therefore A(x|x′)′ = R∗(θrx,x′ ⊗ U∗U)R. We just need to plug in the fact that
R = limµ
∑
y∈uµ
y ⊗ y in the pointwise norm convergence topology and choose
Q := JX
−1U∗UJX , with JX : XB → BX the natural conjugation map.
4.4 On the equality AL(XB) = LB(AX) for finite index bimodules
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Let AXB be a bi-Hilbertian C
∗–bimodule. We can consider the C∗–algebra
AL(XB) of right adjointable maps commuting with the left action, but also the
C∗–algebra LB(AX) of left adjointable maps commuting with the right action.
If A and B are unital, and X is finitely generated, as a right and left module,
any bimodule map on X is right adjointable and left adjointable, therefore
AL(XB) = LB(AX) = AEndB(X). More generally, under which conditions
AL(XB) = LB(AX) as algebras? The following result provides an answer.
4.6 Corollary If AXB is a bi-Hilbertian bimodule of finite index, any element
of AL(XB) is adjointable with respect to the left inner product, and therefore
it belongs to LB(AX). Similarly, any element of LB(AX) is adjointable with
respect to the right inner product. Therefore AL(XB) = LB(AX) as algebras.
Proof Let R and R be the solution to the conjugate equations arising from the
left and right inner products as in the proof of the previous theorem. By Frobe-
nius reciprocity there is a linear isomorphism from AL(XB) to BL(ιB , X⊗XB)
given by T → IX ⊗T ◦R and an antilinear isomorphism from BL(ιB , X ⊗XB)
to BL(XA) given by S → S∗ ⊗ IX ◦ IX ⊗R (see [LR]). A straightforward com-
putation shows that the composition of these maps is the map T ∈ AL(XB)→
JTJ−1 ∈ BL(XA) where J : AX → XA is the conjugation map. Therefore the
map T ∈ AL(XB)→ T ∈ LB(AX) is a linear multiplicative isomorphism.
Remark In general the ∗–involution of AL(XB) differs from that of LB(AX).
We illustrate this phenomenon in the particular case where X comes from a
conditional expectation. Let E : B → A be a finite index conditional expec-
tation in the sense of [W], between unital C∗–algebras. Set BXA = B as a
B-A bimodule in the natural way, and with inner products (x|y)A = E(x∗y),
B(x|y) = xqy∗, where q ∈ A′ ∩ B is a positive invertible element. Since E
satisfies a Pimsner-Popa inequality [W], there exists a positive scalar λ such
that λE − id is completely positive, by [FK]. Therefore
λ‖
n∑
1
θrxi,xi‖ = λ‖(E(xi∗xj))i,j‖ ≥
‖
n∑
1
xixi
∗‖ ≥ ‖q‖−1‖
n∑
1
B(xi|xi)‖,
therefore X is of finite right numerical index and also of finite index since
XA = B is finitely generated over A. On the other hand, since θ
l
x,x(z) = zqx
∗x,
‖
n∑
1
θlxi,xi‖ = ‖q1/2
n∑
1
xi
∗xiq
1/2‖ ≥
‖q−1/2‖−2‖
n∑
1
xi
∗xi‖ ≥ ‖q−1‖−1‖
n∑
1
(xi|xi)A‖,
which shows that X is of finite left numerical index, and therefore of finite
index since BX is singly generated over B. By the previous corollary BL(XA) =
LA(BX) and the latter coincides with A′∩B acting onX by right multiplication.
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Therefore for any T ∈ A′ ∩B, the map x ∈ B → xT is adjointable with respect
to the right inner product. The ∗–involution of LA(BX) (denoted by T → ∗T )
is defined by the equation
B(x|∗T (y)) = B(T (x)|y) = xTqy∗ = xq(yqT ∗q−1)∗,
for T ∈ A′ ∩ B. Therefore ∗T = qT ∗q−1 where T → T ∗ is the ∗–involution of
B. On the other hand the –˜involution of BL(XA) is defined by
(x|T˜ y)A = (T (x)|y)A = (xT |y)A = E(T ∗x∗y).
Since T˜ acts as right multiplication by an element of A′ ∩ B, it is determined
by the equation
E(bT˜ ) = E(T ∗b), b ∈ B,
which shows that T˜ =
∑
yiE(T
∗yi
∗), where {yi} is a finite quasi–basis of E.
Now if E was chosen to satisfy the equation
E(bT ) = E(Tb), b ∈ B, T ∈ A′ ∩B,
the –˜involution (coming from the right inner product) and the original in-
volution on A′ ∩ B coincide. This is possible if, e.g., Z(A) is finite dimen-
sional. In fact, in this case A′ ∩ B is finite dimensional as well, and therefore
E′(b) = E(
∫
G
ubu∗du), with G the unitary group of A′∩B, is still a conditional
expectation from B onto A satisfying the required equation. However, the in-
volution on A′ ∩B coming from the left inner product differs from the original
involution if q is not central in A′ ∩B.
4.5 Computing the left index element of X
4.7 Lemma Let X = AXB and Y = BYA be nondegenerate right Hilbert C
∗–
bimodules, conjugate of each other as objects of AHwA, and let (R, R) be a
solution of the corresponding conjugate equations. Let us regard K(XB) as a
C∗–subalgebra of the intertwiner space (X,X) ≃ K(XB)′′ of HwA. Then the
map
T ∈ K(XB)→ (R∗ ◦ T ⊗ IY ◦R)⊗ IX ⊗R∗R− T ∈ K(XB)′′
is completely positive.
Proof Let us take the adjoint of the first conjugate equation:
IX ⊗R∗ ◦R⊗ IX = IX ,
thus for all n ∈ N and any positive T = (Tij) ∈Mn(K(XB)),
T = (R
∗ ⊗ IX ◦ IX ⊗RTijIX ⊗R∗ ◦R⊗ IX)i,j
= (R
∗ ⊗ IX(Tij ⊗RR∗)R⊗ IX)i,j ≤ ((R∗ ◦ Tij ⊗ IY ◦R)⊗ IX ⊗ (R∗R))i,j
since RR∗ ≤ IY⊗X ⊗ (R∗R) by Lemma 2.7 in [LR].
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Remark Choosing T = IX , we obtain, in particular, dimR,RX ≥ 1.
Combining the previous lemma with the main theorem of [FK], yields the
following result.
4.8 Theorem Let AXB be a bi–Hilbertian bimodule of finite right numerical
index, and let F : K(XB)→ A be the positive A–A bimodule map constructed
in Cor. 2.11. Then X is also of finite left numerical index. Denoting by φ and
ψ the left and right actions of A and B on X respectively, and by q the support
projection of the left index element in B′′, ℓ − Ind[X ] is the smallest central
element c of qB′′ for which the map ψ0(c)φ ◦ F − id : K(XB) → K(XB)′′ is
completely positive. Here ψ0 denotes the extension to Z(B
′′) of the right action
of Z(B) on X defined in Lemma 2.18.
Proof We claim that X is of finite left numerical index if and only if there exists
a positive real c for which cφ ◦F − id : K(XB)→ L(XB) is completely positive.
We show the claim. If XB has finite left numerical index, we can construct
a solution R, R, X to the conjugate equations as in the proof of Theorem
4.4. We have proved there that R∗R = ℓ − Ind[X ] and that for T ∈ K(XB),
R
∗
(T ⊗ IX)R = F (T ). So, recalling the definition of tensor products between
operators in AHwA, with A = {A,B}, we see that
IX ⊗R∗R = ψ0(ℓ− Ind[X ])
and
(R
∗
(T ⊗ IX)R)⊗ IX = φ ◦ F (T ), T ∈ K(XB).
Inserting these data in the conclusion of Lemma 4.7, we deduce that ψ0(ℓ −
Ind[X ])φ ◦ F − id is completely positive, as a map from K(XB) to K(XB)′′.
Therefore, with c = ‖ℓ− Ind[X ]‖, cφ ◦ F − id : K(XB)→ L(XB) is completely
positive. Conversely, if for some positive real c, cφ◦F − id is completely positive
on K(XB), for n ∈ N and for x1, . . . , xn ∈ X ,
‖
n∑
1
(xi|xi)B‖ = ‖(θrxi,xj)ij‖ ≤ c‖(φ(A(xi|xj)))ij‖ = c‖
n∑
1
θℓxi,xi‖,
so X is of finite left numerical index. On the other hand in Prop. 2.19 we have
constructed a surjective conditional expectation φ′′ ◦ E′′ : K(XB)′′ → φ′′(A′′)
normalizing φ′′F ′′, which does satisfy µ‖φ′′E′′(T )‖ ≥ ‖T ‖ for some positive real
µ and all T ∈ K(XB)′′+. By the main result of [FK], cφ′′E′′ − id is completely
positive for some positive real c, and therefore c‖φ′′(r− Ind[X ])−1‖φ′′F ′′ − id :
K(XB)′′ → K(XB)′′ is completely positive. Restricting this map to K(XB) and
combining with the claim, shows that X is of finite left numerical index.
Let now ν → vν be a generalized left basis of X . Choosing n = |ν|, T =
(θrzi,zj ) ∈Mn(K(X))+, we see that, if c is any central element of qB′′ for which
T ∈ K(X)→ ψ0(c)φF (T )− T ∈ K(X)′′ is completely positive then
(ψ0(c)φ(A(zi|zj))i,j = (ψ0(c)φF (θrzi,zj ))i,j ≥ (θrzi,zj)i,j ,
which implies ∑
i,j
(zi|A(zi|zj)zj)Bc ≥
∑
i,j
(zi|zi(zj |zj)B)B,
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or, in other words, Rν
∗Rνc ≥ (
∑
z∈vν
(z|z)B)2. Thus (ℓ − Ind[X ])c ≥ (ℓ −
Ind[X ])2, so c ≥ ℓ − Ind[X ].
4.9 Corollary Let A ⊂ B be an inclusion of C∗–algebras, and E : B → A
be a conditional expectation with range A, for which there is λ > 0 such that
‖E(bb∗)‖ ≥ λ‖bb∗‖ for all b ∈ B. Let Ind[E] be the index of E defined as in
Def. 2.17. Then Ind[E] is the smallest central element c of B′′ for which cE− id
is completely positive.
Proof Let AXB be the contragradient of the B-A bimodule X associated to
E as part (2) of Prop. 2.12. Clearly X is of finite numerical index. Since
ℓ− Ind[X] = r − Ind[X ] = Ind[E], and since K(XB) = B and FX = E, Ind[E]
is, by Cor. 4.9, the smallest central element c of B′′ for which cE − id is
completely positive (recall that r − Ind[X ] is invertible by Cor. 2.20).
Remark If φE : K(XB) → φ(A) is the faithful conditional expectation defined
in Cor. 2.30 then
Ind[X ]φ ◦ E − id
is completely positive on K(XB). In fortunate cases where φ′′(r − Ind[X ]) is
central in K(XB)′′ (e.g. either A is simple, cf. Cor. 2.26, or X arises from a
conditional expectation, Prop. 2.12, or A = B is commutative and right action
coincides with left action) then Ind[X ] = Ind[φ ◦ E]. This observation thus
shows that the index element of a conditional expectation coincides with the
index element of the dual conditional expectation.
4.6 From conjugation to finite index
Let X be a bi-Hilbertian bimodule with a conjugate in AHA. Our next aim is
to construct a left inner product on X making it into a bi-Hilbertian bimodule
of finite index.
4.10 Lemma Let BYA be a conjugate object of AXB in the tensor 2–C
∗–
category AHA, and let R and R be a pair of intertwiners solving the conjugate
equations, in the sense of Def. 4.3. There exist unique positive semidefinite left
inner products on X and Y such that
A(x|a∗x′) = R∗(θrx,x′ ⊗ IY )R(a) ∈ A for a ∈ A, x, x′ ∈ X,
B(y|b∗y′) = R∗(θry,y′ ⊗ IX)R(b) ∈ B for b ∈ B, y, y′ ∈ Y.
Proof For x, x′ ∈ X we define an element A(x|x′) ∈M(A) = L(ιA) by
A(x|x′)(a) = R∗(θrx,x′ ⊗ IY )R(a) ∈ A for a ∈ A.
Then x, x′ 7→ A(x|x′) defines a continuous sesquilinear form on X with values in
M(A) . We claim that A(x|x′) ∈ A. Let {ui}i be a selfadjoint approximate unit
of A with ‖ui‖ ≤ 1. We show that {R(θrx,x′ ⊗ IY )R(ui)}i is a norm Cauchy net.
First we assume that x′ is of the form y = a∗x′′ for some a ∈ A and x′′ ∈ X .
Since
R
∗
(θrx,a∗x′′ ⊗ IY )R(ui) = R
∗
(θrx,x′′ ⊗ IY )R(aui),
HILBERT C∗–BIMODULES 41
and aui → a in norm, {R∗(θrx,a∗x′′ ⊗ IY )R(ui)}i is a Cauchy net in norm. For
a general element x′ ∈ X , we choose x˜ ∈ AX sufficiently close to x′ (this being
possible as left A-action is nondegenerate), so
‖R∗(θrx,x′ ⊗ IY )R(ui)−R
∗
(θrx,x′ ⊗ IY )R(uj)‖
≤ ‖R∗(θrx,x′ ⊗ IY )R(ui)−R
∗
(θrx,x˜ ⊗ I)R(ui)‖
+ ‖R∗(θrx,x˜ ⊗ IY )R(ui)−R
∗
(θrx,x˜ ⊗ IY )R(uj)‖
+ ‖R∗(θrx,x˜ ⊗ IY )R(uj)−R
∗
(θrx,x′ ⊗ IY )R(uj)‖
≤‖R‖2‖x‖‖x′ − x˜‖+ ‖R‖2‖x‖‖x′ − x˜‖
+‖R∗(θrx,x˜ ⊗ IY )R(ui)−R
∗
(θrx,x˜ ⊗ IY )R(uj)‖.
Thus {R∗(θx,x′ ⊗ I)R(ui)}i is still a Cauchy net in A.
For a ∈ A, we have
R
∗
(θrx,x′ ⊗ IY )R(ui)a = R
∗
(θrx,x′ ⊗ IY )R(uia)→ R
∗
(θrx,x′ ⊗ IY )R(a)
in norm. This shows that the limit of the Cauchy net
{R∗(θrx,x′ ⊗ IY )R(ui)}i
in A coincides with A(x|x′) ∈ A and does not depend on the choice of approxi-
mate unit {ui}i.
It is easy to see that (x, x′) 7→ A(x|x′) is left A-linear and right conjugate
A-linear. Since for b, c ∈ A and x, x′ ∈ X ,
((A(x|x′))∗b)∗c = b∗R∗(θrx,x′ ⊗ IY )R(c)
= b∗ lim
i→∞
R
∗
(θrx,x′ ⊗ IY )R(ui)c = (A(x′|x)b)∗c,
we have A(x|x′)∗ = A(x′|x). Since
(A(x|x)(a)|a)A = (R∗(θx,x ⊗ I)R(a))|a)A = ((θx,x ⊗ I)R(a))|R(a))A ≥ 0
in the canonical Hilbert A–module ιA = AA with (a|b)A = a∗b, we have
A(x|x) ≥ 0. Now exchanging the roles of X and Y , and of R and R, and
applying this argument to Y , we deduce the existence of a left inner product
on Y as well.
We next show that X and Y aquire a structure of left Hilbert modules. To do
so, we construct isomorphisms with the contragradient left Hilbert bimodules
Y and X respectively. For a A–B bimodule X , we shall denote by JX : X → X
the map associating x to x, for any x ∈ X . Clearly, JX(ax) = JX(x)a∗ and
JX(xb) = b
∗JX(x) for a ∈ A, b ∈ B, x ∈ X .
4.11 Lemma Let X and Y be conjugate objects of AHA, and let us endow
them with left inner products defined, as in the previous lemma, by a pair of
intertwiners R and R solving the conjugate equations. Then there exist natural
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bimodule isomorphisms U : Y → X and V : X → Y from the contragradient
bimodules, which preserve the corresponding left and right inner products and
satisfy
V JX = (UJY )
−1.
In particular, X and Y become bi-Hilbertian C∗–bimodules.
Proof For y ∈ Y we define ly : X → Y ⊗A X by ly(x) = y ⊗ x. Then we have
l∗y(y
′ ⊗ x) = (y|y′)Ax. We notice that the set {a∗xb|a ∈ A, x ∈ X, b ∈ B} is
total in X since, by assumption, left action is nondegenerate.
By the first conjugate equation
a∗xb = (R
∗ ⊗ IX)(IX ⊗R)(a∗xb) = (R∗ ⊗ IX)(a∗x⊗R(b)).
For a˜ ∈ A, x′ ∈ X
((R
∗ ⊗ IX)(a∗x⊗R(b))|a˜x′)B = (a∗x⊗R(b)|R(a˜)⊗ x′)B
=(x⊗R(b)|aR(a˜)⊗ x′)B = (x⊗R(b)|R(a)⊗ a˜x′)B
=(R(b)|lx∗(R(a))⊗ a˜x′)B = (R(b)|llx∗(R(a))(a˜x′))B
=(llx∗(R(a))
∗(R(b))|a˜x′)B .
Thus for a ∈ A, b ∈ B and x ∈ X ,
a∗xb = llx∗(R(a))
∗(R(b)) ∈ X.
This shows that {ly∗(R(b))|y ∈ Y, b ∈ B} is total in X . Similarly, for a ∈ A,
b ∈ B and y ∈ Y ,
b∗ya = lly∗(R(b))
∗(R(a)) ∈ Y.
We next show that for y, y′ ∈ Y , b, b′ ∈ B
A(ly′
∗R(b′)|ly∗R(b)) = A(y′b′|yb),
where the left hand side is computed with respect to the new inner product on
X introduced in Lemma 4.10 and the right hand side with respect to the left
inner product on Y defined in the paragraph following Def. 2.8. We start from
the right hand side. For a, a′ ∈ A,
A(a
′y′b′|ayb) = (b′∗y′a′∗|b∗ya∗)A = (lly′ ∗R(b′)∗R(a′
∗
)|lly∗R(b)∗R(a∗))A
=(lly∗R(b)l
∗
ly′
∗R(b′)R(a
′∗)|R(a∗))A = ((θrly∗R(b),ly′ ∗R(b′) ⊗ IY )R(a
′∗)|R(a∗))A
=(R
∗
(θrly∗R(b),ly′ ∗R(b′) ⊗ IY )R(a
′∗)|a∗)A = (A(l∗yR(b)|l∗y′R(b′))a′∗|a∗)A
=(A(l
∗
yR(b)|l∗y′R(b′))a′∗)∗a∗ = a′A(l∗y′R(b′)|l∗yR(b))a∗.
Therefore U : yb ∈ Y 7→ ly∗R(b) ∈ X is well defined and extends to a left
A-linear map from Y to X preserving left A-valued inner product. Since the
right A-valued inner product of Y is definite, the left A-valued inner product
on X constructed in Lemma 4.10 is also definite. Clearly this map is also right
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B-linear. Since Y is a left Hilbert bimodule, so is X with respect to its left
inner product. Since this left inner product is continuous with respect to the
right one, X is bi-Hilbertian by general Banach space theory.
Similarly, V : xa ∈ X 7→ lx∗R(a) ∈ Y extends to a B–A linear map pre-
serving the left inner product from X to Y and making Y into a left Hilbert
bimodule. Now UJY takes b
∗y to ly
∗R(b) and V JX takes a
∗x to lx
∗R(a).
Therefore UJY V JX takes a
∗xb to
UJY (lxb
∗R(a)) = UJY (b
∗lx
∗R(a)) = llx∗R(a)
∗R(b)
which we have already shown to coincide with a∗xb. One similarly shows that
V JXUJY = IY . Since U preserves the left inner products, JXUJY = V
−1,
and therefore V , preserves the right inner products. For the same reason, U
preserves the right inner products as well.
4.12 Lemma Let AXB and BYA be right Hilbert C
∗–bimodules with nonde-
generate left actions, conjugate of each other in AHA. Consider X = AX as
a left Hilbert C∗–bimodule with left inner product defined by a solution (R,
R) of the conjugate equations as in Lemma 4.10 (cf. Lemma 4.11). Then the
range of the right B–action on X is contained in K(AX). Similarly, regarding
X = XB as a right Hilbert C
∗–bimodule with its original right inner product,
the range of the left A–action is included in K(XB).
Proof Each element of the form R(b) can be approximated, in the norm induced
by the right inner product of Y ⊗A X , by finite sums {
∑
i yi ⊗ xi}. In turn,
as seen in the course of the proof of Lemma 4.11, each element of Y can be
approximated by finite sums {∑j lxj∗R(aj)}. Thus for any b ∈ B and any
positive integer n, there exist x
(n)
k , w
(n)
k ∈ X and a(n)k ∈ A for k = 1, . . . , Nn
such that
rn :=
Nn∑
k=1
l
x
(n)
k
∗R(a
(n)
k )⊗ w(n)k → R(b) as n→∞.
By the first conjugate equation, for any x ∈ X
xb = (R
∗ ⊗ IX)(IX ⊗R)(xb) = (R∗ ⊗ IX)(x⊗R(b)).
Define Q(x) := xb ∈ X and Qn(x) := (R∗ ⊗ IX)(x ⊗ rn) ∈ X . We claim that
Qn is a finite rank operator on the left Hilbert module AX . We show the claim.
Qn(x) = (R
∗ ⊗ IX)(x ⊗ rn) =
Nn∑
k=1
R
∗
(x⊗ l
x
(n)
k
∗R(a
(n)
k ))⊗ w(n)k
=
Nn∑
k=1
R
∗
((θr
x,x
(n)
k
⊗ IY )R(a(n)k ))⊗ w(n)k =
Nn∑
k=1
A(x|x(n)k )a(n)k w(n)k
=
Nn∑
k=1
θl
a
(n)
k w
(n)
k ,x
(n)
k
(x).
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Using the norm on X induced by the right inner product:
‖Q(x)−Qn(x)‖ ≤ ‖R∗ ⊗ IX‖‖x‖‖R(b)− rn‖.
On the other hand, the norm on X coming from the right inner product is
equivalent to the norm coming from the left inner product, therefore Q is the
norm limit of {Qn} in L(AX), and this shows that right action of B on X lies
in K(AX).
Replacing now Y with X , we deduce that the right action of A on Y is
compact with respect to the left inner product of Y . But by Lemma 4.11, the left
Hilbert C∗–bimodule Y identifies, through the map V , with the contragradient
X of the original right Hilbert C∗–bimodule X , therefore the left action of A
on X is compact with respect to the original right inner product of X itself.
4.13 Lemma Let X be an object of AHA with a conjugate object Y in AHA,
and let us make X and Y into bi-Hilbertian C∗–bimodules with left inner
products defined, as in Lemma 4.10, by a solution (R, R) of the conjugate
equations. Let us identify Y , as a bi-Hilbertian C∗–bimodule, with X via the
biunitary map V : X → Y defined in Lemma 4.11. Then for any x, x′ ∈ X ,
R
∗
(x⊗ x′) = A(x|x′) and R∗(x⊗ x′) = (x|x′)B .
Proof We shall show that
R
∗
(x⊗ V x′) = A(x|x′) and R∗(V x⊗ x′) = (x|x′)B.
The first equation follows from
R
∗
(x⊗ V (x′a)) = R∗(x⊗ lx′∗R(a)) = R∗(θrx,x′ ⊗ IY )R(a) = A(x|x′)a.
Similarly, we have
R∗(y ⊗ Uy′)) = B(y|y′),
where the operator U is still defined in Lemma 4.11. Now writing y = V x and
y′ = V x′, and using the relation UJY V JX = IX obtained in Lemma 4.11, gives
R∗V x⊗ x′ = B(V x|V x′) = (x|x′)B.
We are now ready to prove a converse of part (2) of Theorem 4.4.
4.14 Theorem Let X be a right Hilbert A–B C∗–bimodule with a nondegen-
erate left action. If X has a conjugate object in the 2–C∗–category AHA of
nondegenerate right Hilbert bimodules, it can be given a left A-valued inner
product making it into a finite index bi-Hilbertian C∗–bimodule. More pre-
cisely, any solution (Y,R,R) to the conjugate equations in AHA induces a left
inner product defining a finite index bi-Hilbertian structure on X by
A(x|ax′) = R∗θrx,x′ ⊗ IY R(a∗), x, x′ ∈ X, a ∈ A. (4.1)
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It turns out that Y is biunitarily equivalent, as a bi-Hilbertian bimodule, to X
and, under this identification, the intertwiners R and R are defined by
R
∗
x⊗ x′ = A(x|x′), R∗x⊗ x′ = (x|x′)B. (4.2)
Proof Suppose that X has a conjugate Y defined by intertwiners R and R. So
far we have proved that a solution R, R of the conjugate equations induces
a bi-Hilbertian structure on X (Lemma 4.11) in such a way that the left and
right actions have range into the corresponding compact operators (Lemma
4.12). Also, we have been able to identify Y biunitarily with X (via the map
V defined in Lemma 4.11) with R and R acting as in Lemma 4.13. Since θrx,x
is positive, we have
‖R‖−2θrx,x ≤ R
∗
(θrx,x ⊗ I)R = A(x|x),
by Lemma 4.7. Therefore for any x1, . . . , xn ∈ X ,
‖
n∑
i=1
θrxi,xi‖ ≤ ‖R‖2‖
n∑
i=1
A(xi|xi)‖.
On the other hand, since R is bounded, for any x1, . . . , xn, y1, . . . , yn ∈ X we
have
‖
n∑
i=1
A(xi|yi)‖ = ‖R∗(
n∑
i=1
θrxi,yi ⊗ I)R‖ ≤ ‖R‖2‖
n∑
i=1
θrxi,yi‖.
Therefore, taking into account Theorem 2.22, all the assumptions of Definition
2.23 are satisfied, and this shows that X is of finite right index. Similarly,
Y = X is of finite right index, i.e. X is of finite left index as well, and therefore
of finite index.
The arguments of the proof show that the minimal dimension of a bimodule
is the infimum of the square roots of the numerical indices.
4.15 Corollary
dim X = inf(r − [X ])1/2(ℓ− I[X ])1/2 = inf I[X ]1/2,
where the infimum is taken over all possible left inner products on the right
Hilbert bimodule X making it into a finite index bi-Hilbertian C∗–bimodule.
4.7 A characterization of strong Morita equivalences
We next characterize strong Morita equivalences among general right Hilbert
C∗–bimodules as those objects with minimal dimension (or numerical index)
equal to 1.
4.16 Corollary For a right Hilbert C∗–bimodule AXB the following properties
are equivalent.
(1) XB is full and it can be given a full left inner product making it into
finite index bi-Hilbertian bimodule with respect to which I[X ] = 1,
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(2) X is an object of the category of nondegenerate full right Hilbert C∗–
bimodules with a conjugate such that dimX = 1,
(3) X can be given a left inner product making it into finite index Hilbert
bimodule with r − Ind[X ] = IA and ℓ− Ind[X ] = IB,
(4) X can be given a left inner product making it into a strong Morita
equivalence bimodule from A to B.
Proof (1) ⇒ (2): This implication follows from the previous theorem.
(2) ⇒ (4): Let R and R satisfy the conjugate equations with ‖R‖‖R‖ < √2.
Since X and its conjugate are full, the left and right indices of X must be
invertible by Cor. 2.29, and therefore so are R∗R and R
∗
R. The operators
S := R(R∗R)−1/2 and S := R(R
∗
R)−1/2 are isometries whose ranges generate,
as in [LR], projections satisfying the Jones relations with parameter β, where
β−1 = (‖R‖‖R‖)2 < 2, thus β = 1 by Jones fundamental result [J]. This shows
that the numerical index I[X ] of X with respect to the original right inner
product and the left inner product induced by this pair, is 1. Let φE : K(XB)→
φ(A) denote the conditional expectation defined in Cor. 2.30. Since, by Cor.
4.9, I[X ]φE(T ) ≥ T for any positive T in K(XB), and since φE(φE(T )−T ) = 0,
φE, being faithful, must be the identity map. Defining a new left inner product
on X by:
A(x|y)′ := (R∗R)−1A(x|y) = θrx,y,
makes X into a strong Morita equivalence bimodule.
(4) ⇒ (3): It is easy to show that a strong Morita equivalence bimodule is full
as a left as well as a right Hilbert module and has index 1. In fact, in this case
A = K(XB) and one has a bi-Hilbertian structure given by A(x|x′) = θrx,x′ , for
x, x′ ∈ X . Let {uµ}µ be a generalized right basis for X . Since A(x|x′) = θrx,x′ ,
for x, x′ ∈ X , we have
r − Ind[X ] = lim
µ
∑
y∈uµ
A(y|y) = lim
µ
∑
y∈uµ
θry,y = IA.
One similarly shows that ℓ− Ind[X ] = IB.
(3) ⇒ (1): This implication is obvious.
5. Tensoring finite index bimodules
Let A, B and C be σ unital C∗–algebras, X a right Hilbert A–B bimodule
and Y a right Hilbert B–C bimodule. If X and Y are of finite index, is X⊗rB Y
still of finite index? It does not seem to be easy to prove this property directly.
However, one can obtain a proof from our characterization Theorems 4.4 and
4.14. We anticipate the following well known lemma.
5.1 Lemma Let Y = BYC , Y
′ = BY
′
C be right Hilbert C
∗–bimodules and
F ∈ BL(YC , Y ′C) be a B–C bimodule homomorphism with adjoint. Then
(1) for any right Hilbert A–B bimodule X , ‖IX⊗F‖ ≤ ‖F‖, and the equal-
ity holds if XB is full and the left action of B on Y is nondegenerate,
(2) for any right Hilbert C–A bimoduleX , ‖F⊗IX‖ ≤ ‖F‖ and the equality
holds if the left A–action is faithful.
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Proof (1) The operator IX ⊗ F is clearly well defined on the linear span of
simple vectors x ⊗ y, x ∈ X , y ∈ Y , which is dense in X ⊗B YC . One can
easily check that the norm of IX ⊗ F on that subspace is bounded above by
‖F‖, therefore IX ⊗ F extends to a bounded operator with the same norm
on the completion X ⊗B YC with adjoint IX ⊗ F ∗. It is also obvious that
IX ⊗F is a bimodule map. For the rest it suffices to assume Y = Y ′. The map
F ∈ BL(YC) → IX ⊗ F ∈ AL(X ⊗B YC) is a ∗–homomorphism. IX ⊗ F = 0
implies
(x ⊗ Fy|x⊗ Fy)C = (Fy, (x|x)BFy)C = 0, x ∈ X, y ∈ Y,
therefore F ((x|x)By) = 0 for all x ∈ X , y ∈ Y , which implies F = 0 since the
right inner product of X is full and the left B–action on Y is nondegenerate.
Therefore ‖IX ⊗ F‖ = ‖F‖. (2) The fact that F ⊗ IX is a well defined map on
Y ⊗X with norm bounded above by ‖F‖ can be proved with arguments similar
to those used above. Now F ⊗ IX = 0 implies (x|(Fy|Fy)Cx)A = 0, x ∈ X ,
y ∈ Y , so the left action of C on X evaluated on (Fy|Fy)C vanish for all y ∈ Y .
If this action is faithful, Fy = 0, y ∈ Y and therefore F = 0. This implies that
‖F ⊗ IX‖ = ‖F‖.
We have shown in Prop. 2.13 that if AXB is of finite right numerical index
and BYC is of finite left numerical index, the seminorms of X ⊙B Y arising
from the left and right inner products are equivalent, therefore we can form a
unique bi-Hilbertian bimodule, X ⊗B Y completing in any of these seminorms.
We now show that this bimodule is of finite index if so are X and Y .
5.2 Theorem Let A, B and C be C∗-algebras, and X = AXB and Y = BYC be
bi-Hilbertian C∗–bimodules. If AXB and BYC have finite index (respectively,
finite numerical index), then also X ⊗B Y has finite index (respectively, finite
numerical index) with respect to the bi-Hilbertian structure defined in Subsect.
2.2.
Proof Since X and Y are bi-Hilbertian and of finite numerical index X ⊗B Y is
bi-Hilbertian by Prop. 2.13, and therefore left and right actions are nondegen-
erate by Prop. 2.16. Since X and Y have finite numerical index, the contragra-
dient of the corresponding underlying left Hilbert modules are their respective
conjugates, by Theorem 4.4. Namely, there are intertwiners in AHwA, with
A = {A,B}, R1 ∈ (ιA, X ⊗B X), R1 ∈ (ιB , X ⊗A X) , R2 ∈ (ιB , Y ⊗C Y ),
R2 ∈ (ιC , Y ⊗B Y ) solving the corresponding conjugate equations. We show
that Y ⊗B X is a conjugate of X ⊗B Y in AHwA. We define a map i(R1) from
Y ⊗ Y ≃ Y ⊗ ιC ⊗ Y to Y ⊗X ⊗X ⊗ Y , by IY ⊗ R1 ⊗ IY , and a map j(R2)
from X ⊗ ιB ⊗X ≃ X ⊗X to X ⊗ Y ⊗ Y ⊗X by IX ⊗R2 ⊗ IX .
We also define a C–C bimodule homomorphim R ∈ CL(ιC , (Y ⊗X⊗X⊗Y ))
by R = i(R1) ◦ R2, and A–A bimodule homomorphism R ∈ AL(ιA, X ⊗ Y ⊗
Y ⊗XA) by R = j(R2) ◦R1. Then we have
R
∗ ⊗ IX⊗Y ◦ IX⊗Y ⊗R = IX⊗Y
R∗ ⊗ IY⊗X ◦ IY⊗X ⊗R = IY⊗X
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We check the first relation:
R
∗ ⊗ IX⊗Y ◦ IX⊗Y ⊗R
=R
∗
1j(R
∗
2)⊗ IX⊗Y ◦ IX⊗Y ⊗ i(R1)R2
=R
∗
1 ⊗ IX ⊗ IY ◦ IX ⊗R1 ⊗ IY ◦ IX ⊗R
∗
2 ⊗ IY ◦ IX ⊗ IY ⊗R2
=((R
∗
1 ⊗ IX ◦ IX ⊗R1)⊗ IY )(IX ⊗ (R
∗
2 ⊗ IY ◦ IY ⊗R2))
=IX⊗Y .
To show the second equation we proceed in a similar way and we use the
following computation: for x⊗ y ⊗ y′ ⊗ bx′ ∈ X ⊗ Y ⊗ Y ⊗X we have
(IX ⊗R∗2 ⊗ IX ⊗ IX ⊗ IY )(IX ⊗ IY ⊗ IY ⊗R1 ⊗ IY )(x⊗ y ⊗ y′ ⊗ bx′)
= x⊗ B(y|y′)R1(b)⊗ x′ = x⊗R1(B(y|y′)b)⊗ x′
= x⊗R1(B(y|y′))⊗ bx′ = (IX ⊗R1 ⊗ IY )(IX ⊗R∗2 ⊗ IY )(x ⊗ y ⊗ y′ ⊗ bx′).
One can easily check that the following relations:
A(z|z′) := R∗(θrz,z′ ⊗ 1Y⊗X)R,
(z|z′)C := R∗(θrz,z′ ⊗ 1X⊗Y )R.
Here z ∈ X⊗Y → z ∈ Y ⊗X is the map taking the simple tensor x⊗y to y⊗x.
(This map is a well defined, A-C antilinear and bi-antiunitary with respect to
the corresponding bi-Hilbertian structures.) For z1, . . . , zn ∈ X ⊗B Y ,
‖
∑
A(zi|zi)‖ = ‖R∗(
n∑
1
θrzi,zi)⊗ 1Y⊗XR‖ ≤ ‖R‖2‖
n∑
1
θrzi,zi‖,
therefore X ⊗ Y has finite right numerical index. With a similar argument,
X ⊗ Y has finite left numerical index. If X and Y have finite index, R and R
are intertwiners of the C∗–category AHA, by part (2) of theorem 4.4, so X⊗BY
has finite index by Theorem 4.14.
6. Examples
In this section we discuss examples of Hilbert C∗ bimodules of finite index
with countable bases.
6.1 Finite index bimodules generating Cuntz–Krieger algebras
In the next example we construct a Hilbert C∗–bimodule of finite index which
generates a countably generated Cuntz–Krieger algebra, see [KPRR] and [KPW2].
Let Σ be a countable set, and let G = (G(i, j))i,j∈Σ be an infinite matrix with
entries in {0, 1}. We shall assume that no row and no column of G is identically
zero. We associate to the matrix G the directed graph G = (Σ, E, s, r), where
Σ is the set of vertices and E = {(i, j) ∈ Σ× Σ|G(i, j) = 1} is the set of edges.
For an edge γ = (i, j) ∈ E, the source s(γ) is i and the range r(γ) is j. We
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assume that G is locally finite, that is, for any j ∈ Σ, {i ∈ Σ|G(i, j) = 1} and,
for any i ∈ Σ, {j ∈ Σ|G(i, j) = 1} are finite.
Let A = c0(Σ) be the C
∗–algebra of the functions on Σ vanishing at infinity
and let A0 = c00(Σ) be the dense *-subalgebra of functions with finite support.
We denote by Pj the projection in A given by Pj(i) = δij . Since the set of edges
E is a subset of Σ×Σ, we may regard E as a set-theoretic correspondence. The
vector space X0 = c00(E) of the function on E with finite support is an A–A
bimodule by
(a · f · b)(i, j) = a(i)f(i, j)b(j)
for a, b ∈ A, f ∈ X0 and (i, j) ∈ E. We define an A-valued inner product on
X0 by
(f |g)A(j) =
∑
{i|(i,j)∈E}
f(i, j)g(i, j)
for f , g ∈ X0. X0 becomes in this way a right pre-Hilbert A–module. We
denote by X the completion of X0. The left A-action on X0 can be extended
to an action φ : A→ L(XA) on X by continuity. Since G is a row finite matrix,
φ(a) ⊂ K(XA). Since no column of G is zero, the range map r is onto. Thus
XA is full. Let OX = C∗{Sx|x ∈ X} be the Pimsner algebra [Pim] generated
by the bimodule X . For α ∈ E, Sδα will be denoted by Sα.
Let F be the edge matrix defined by F (α, β) = 1 if r(α) = s(β) and F (α, β) =
0 otherwise. Then the generators {Sα|α ∈ E} satisfy
S∗αSα =
∑
β
F (α, β)SβS
∗
β .
For i ∈ Σ, we may define Si =
∑
s(α)=i Sα ∈ OX , because no row of G is
zero and the source map s is onto. If β = (i, j) ∈ E, then Sβ = SiPj . The
C∗–algebra OX is also generated by {Si|i ∈ Σ} satisfying the relations
S∗i Si =
∑
j
G(i, j)SjS
∗
j
The C∗–algebra OX coincides with the countably generated Cuntz-Krieger al-
gebra OG.
We shall introduce an A-valued left inner product on X . We need an ad-
ditional datum. Assume that we are given a nonnegative matrix T = (Tij)ij
such that Tij > 0 if and only if (i, j) is an edge, i.e. G(i, j) = 1. We call such
a matrix T a weight matrix for the graph G. K. Yonetani suggested that the
weight matrix T gives an A-valued left inner product A( | ) on X0 by
A(f |g)(i) =
∑
j
Tijf(i, j)g(i, j)
for f , g ∈ X0. Then we have two associated norms
A‖f‖ =
√
sup
i
∑
j
Tij |f(i, j)|2
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and
‖f‖A =
√
sup
j
∑
i
|f(i, j)|2
6.1 Definition A weight matrix T for the graph G is called of finite index if
c1 := sup
i
∑
j
Tij <∞
and
c2 := sup
j
∑
i
1
Tij
<∞.
6.2 Example Let Σ = N and G(i, j) = 1 if |i − j| = 1 and G(i, j) = 0 if
|i− j| 6= 1. Consider a weight matrix T defined as follows: T12 = 1. Tij = 1/2
if |i− j| = 1 and (i, j) 6= (1, 2). Tij = 0 if |i− j| 6= 1. Then c1 = 1 and c2 = 4.
Thus T is of finite index.
6.3 Example Let Σ = Z and G(i, j) = 1 if |i − j| = 1 and G(i, j) = 0 if
|i− j| 6= 1. Consider a weight matrix T defined by Tij = 1/2 if |i− j| = 1 and
Tij = 0 if |i− j| 6= 1. Then c1 = 1 and c2 = 4. Thus T is of finite index.
6.4 Example The homogeneous tree Tree(n) of degree n is the tree where all
vertices have degree n. For example Tree(2) is the graph above with Σ = Z and
G(i, j) = 1 if |i − j| = 1 and G(i, j) = 0 if |i − j| 6= 1. Tree(4) is the Cayley
graph of the free group F2 with respect to the generators. We define a weight
matrix T for Tree(n) by associating the value 1/n with each edge. Then c1 = 1
and c2 = n
2. Thus T is of finite index.
6.5 Example A tree has a weight matrix of finite index if and only if it has
bounded degree. In general a locally finite graph has a weight matrix of finite
index if and only if both in- and out-degrees are bounded. In fact suppose
that the in-degree is unbounded. We may assume that c1 < ∞. For any edge
(i, j) ∈ E, 0 < Tij ≤ supi
∑
j Tij = c1. Then we have
c2 = sup
j
∑
i
1
Tij
≥
∑
i
1
Tij
≥
∑
i
1
c1
.
Since the in-degree is unbounded, the last term goes to ∞. Therefore c2 =∞.
The rest may be similarly shown.
6.6 Lemma Let T = (Tij)ij be a weight matrix for a graph G. Then the
following are equivalent:
(1) T is of finite index.
(2) The two norms A‖ ‖ and ‖ ‖A on X0 are equivalent.
Proof (1)⇒ (2): Suppose that T is of finite index. Then for any i,
∑
j
Tij |f(i, j)|2 ≤ (
∑
j
Tij)(sup
j
|f(i, j)|2) ≤ c1(sup
j
∑
i
|f(i, j)|2) = c1‖f‖2A,
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hence
A‖f‖ =
√
sup
i
∑
j
Tij |f(i, j)|2 ≤ c1/21 ‖f‖A.
Setting g(i, j) =
√
Tijf(i, j), we have
A‖f‖ =
√
sup
i
∑
j
|g(i, j)|2, and ‖f‖A =
√
sup
j
∑
i
1
Tij
|g(i, j)|2.
Thus for any j,∑
i
1
Tij
|g(i, j)|2 ≤ (
∑
i
1
Tij
)(sup
i
|g(i, j)|2) ≤ c2 sup
i
∑
j
|g(i, j)|2 = c2A‖f‖2.
Hence
1
c
1/2
2
‖f‖A = 1
c
1/2
2
√
sup
j
∑
i
1
Tij
|g(i, j)|2 ≤ A‖f‖.
(2)⇒ (1): Suppose that T is not of finite type. Then c1 = ∞ or c2 = ∞.
If c1 = ∞, then for any M > 0 there exist a positive integer k such that∑
j Tkj ≥ M . Let f(i, j) = 1 if i = k, (k, j) is an edge, and f(i, j) = 0
otherwise. Then A‖f‖2 ≥
∑
j Tkj ≥ M and ‖f‖A = 1 . Thus the two norms
are not equivalent. If c2 =∞, then for any M > 0 there exist a positive integer
k such that
∑
i
1
Tik
≥ M . Let g(i, j) = 1
T
1/2
ij
if j = k, (i, k) is an edge, and
g(i, j) = 0 otherwise. Then A‖g‖ = 1 and ‖g‖2A ≥M . Thus the two norms are
not equivalent.
If T is of finite index, we can identify the two completions of X0 with respect
to the two norms above defined. We shall denote by X its completion. The left
and right actions of A extend to injective ∗-homomorphisms φ : A → L(XA)
and ψ : A→ L(AX).
We need the following inequalities which are easily verified: Let Y be a
normed space. Then for any y1, ..., yn ∈ Y , positive numbers λ1, ..., λn, c with∑
i λi ≤ c, we have
‖
∑
i
λiyi‖ ≤ c sup
i
‖yi‖.
For any positive operators A,B,C,D with A ≤ C, B ≤ D, we have
‖A1/2B1/2‖ ≤ ‖C1/2D1/2‖.
6.7 Theorem In the above situation, if a weighted matrix T is of finite index,
then X is of finite index and
‖r − Ind[X ]‖ = c1 := sup
i
∑
j
Tij and ‖ℓ− Ind[X ]‖ = c2 := sup
j
∑
i
1
Tij
.
More precisely, we have
r − Ind[X ] = (
∑
j
Tij)i ∈ ℓ∞(Σ) and ℓ− Ind[X ] = (
∑
i
1
Tij
)j ∈ ℓ∞(Σ)
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Proof First we shall show that X is of finite right index. Since the graph is
locally finite, we have φ(A) ⊂ K(XA) and ψ(A) ⊂ K(AX). In fact, we have
φ(Pi) =
∑
{β|s(β)=i}
θrδβ ,δβ ∈ K(XA)
and
ψ(Pj) =
∑
{γ|r(γ)=j}
1
Tγ
θℓδγ ,δγ ∈ K(AX) .
We are left to show the inequality described in part (2) of Prop. 2.7. (2) of
Definition 2.3. For any f1, ..., fn ∈ X0 and g1, ..., gn ∈ X0, we shall show that
‖
n∑
p=1
A(fp|gp)‖ ≤ c1‖
n∑
p=1
θrfp,gp‖.
Since
‖
n∑
p=1
θrfp,gp‖ = ‖((fp|fq)A)1/2pq ((gp|gq)A)1/2pq ‖
= sup
j
‖(
∑
i
fp(i, j)fq(i, j))
1/2
pq (
∑
i
gp(i, j)gq(i, j))
1/2
pq ‖,
we have that
‖
n∑
p=1
A(fp|gp)‖ = sup
i
|
∑
j
Tij(
n∑
p=1
fp(i, j)gp(i, j))|
≤ sup
i
((
∑
j
Tij) sup
j
|
n∑
p=1
fp(i, j)gp(i, j))|)
≤ (sup
i
(
∑
j
Tij))(sup
i
sup
j
|
n∑
p=1
fp(i, j)gp(i, j))|)
= c1 sup
i
sup
j
|
n∑
p=1
fp(i, j)gp(i, j))|
= c1 sup
j
sup
i
‖(fp(i, j)fq(i, j))1/2pq (gp(i, j)gq(i, j))1/2pq ‖
≤ c1 sup
j
‖(
∑
i
fp(i, j)fq(i, j))
1/2
pq (
∑
i
gp(i, j)gq(i, j))
1/2
pq ‖
= c1‖
n∑
p=1
θrfp,gp‖.
For any f1, ..., fn ∈ X0, we shall show that
‖
n∑
p=1
θrfp,fp‖ ≤ c2‖
n∑
p=1
A(fp|fp)‖.
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Put gp(i, j) :=
√
Tijfp(i, j). Then we have that
‖
n∑
p=1
θrfp,fp‖ = ‖((fp|fq)A)pq‖
= sup
j
‖(
∑
i
fp(i, j)fq(i, j))pq‖
= sup
j
‖(
∑
i
1
Tij
gp(i, j)gq(i, j))pq‖
≤ sup
j
((
∑
i
1
Tij
) sup
i
‖(gp(i, j)gq(i, j))pq‖)
≤ (sup
j
∑
i
1
Tij
) sup
j
sup
i
‖(gp(i, j)gq(i, j))pq‖
= c2 sup
j
sup
i
‖(gp(i, j)gq(i, j))pq‖
= c2 sup
i
sup
j
|
n∑
p=1
gp(i, j)gp(i, j))|
≤ c2 sup
i
|
n∑
j=1
n∑
p=1
gp(i, j)gp(i, j))|
= c2 sup
i
|
n∑
j=1
n∑
p=1
Tijfp(i, j)fp(i, j))|
= c2‖
n∑
p=1
A(fp|fp)‖.
We shall next show that X is of finite left index. We denote by Y0 be the A–A
bimodule c00(E) with the following two-sided inner products: For fˆ , gˆ ∈ Y0,
A〈fˆ |gˆ〉(i) =
∑
j
fˆ(i, j)gˆ(i, j)
and
〈fˆ |gˆ〉A(j) =
∑
i
1
Tij
fˆ(i, j)gˆ(i, j).
We denote by Y its completion. For f ∈ Y0, define Uf ∈ Y0 by (Uf)(i, j) =√
Tijf(i, j). Then we have A(f |g) = A〈Uf |Ug〉 and (f |g)A = 〈Uf |Ug〉A. The
map U extends to a surjective isometry X → Y with respect to the two-sided
inner products. Combining the fact with the preceding argument, we see that
X is of finite left index. Since {δ(i,j)}(i,j)∈E is a right basis for X ,
r − Ind[X ] =
∑
(i,j)
A(δ(i,j)|δ(i,j)) = (
∑
j
Tij)i ∈ ℓ∞(Σ).
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Since { 1√
Tij
δ(i,j)}(i,j)∈E is a left basis for X the formula for ℓ − Ind[X ] is
obtained similarly. The rest is clear.
6.2 Crossed products of Hilbert C∗–bimodules by locally compact
groups
In [K], the first-named author studied continuous crossed products of Hilbert
C∗–bimodules by locally compact groups. Let B be a unital C∗–algebra, and A
be a C∗-subalgebra of B with the same unit. Let E : B → A be a conditional
expectation of finite index in the sense of [W]. So there exists a finite basis
{u1, u2, . . . , un} of B such that x =
∑n
i=1 E(xu
∗
i )ui for any x ∈ B. Let X =
ABB be a A–B bimodule with right B-valued inner product (x|y)B = x∗y and
left A-valued inner product A(x|y) = E(xy∗). Then X is a Hilbert A − B
bimodule of finite index.
Let G be a second countable locally compact group and α a continuous
homomorphism from G to the automorphism group of B such that E(αg(b)) =
αg(E(b)) for every b ∈ B and every g ∈ G. It can be shown that A⋊αG can be
embedded as a C∗-algebra in B⋊αG in a natural way, and it can be shown that
there exists a conditional expectation Eˆ from B⋊αG to A⋊αG which extends
E. Put Y = B⋊αG. We define a A⋊αG- B⋊αG bimodule structure on Y and
a left inner product over A⋊α G and a right inner product over B ⋊α G in the
obvious way using E˜. Then it can be shown that Y is a countably generated
Hilbert C∗–bimodule of finite index (see [K]). The left and right indices of Y
are essentially the same as those of X .
6.8 Correspondences
Let Ω be a compact Hausdorff space. Most Hilbert C∗–bimodules over the
commutative C∗-algebra A = C(Ω) naturally arise from set-theoretical corre-
spondences (i.e. closed subsets C of Ω× Ω) similar to the case of commutative
von Neumann algebras as in [Co]. We say that a pair (C, µ) is a (multiplicity
free) topological correspondence on Ω if C is a (closed) subset of Ω × Ω and
µ = (µy)y∈Ω is a family of finite regular Borel measure on Ω satisfying the
following conditions:
(1) (faithfulness) the support suppµy of the measure µy is the y-section
Cy := {x ∈ Ω|(x, y) ∈ C},
(2) (continuity) for any f ∈ C(C), the map y ∈ Ω→ ∫Cy f(x, y) dµy(x) ∈ C
is continuous.
The vector space X0 = C(C) is an A–A bimodule by
(a · f · b)(x, y) = a(x)f(x, y)b(y)
for a, b ∈ A, f ∈ X0 and (x, y) ∈ C. We define an A-valued inner product on
X0 by
(f |g)A(y) =
∫
Cy
f(x, y)g(x, y) dµy(x)
for f , g ∈ X0. Faithfulness and continuity of µ imply that X0 is a right pre-
Hilbert A–module. We denote by X the completion X0. The left A-action on
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X0 can be extended to a *-homomorphism φ : A→ LA(XA). Thus we obtain a
right Hilbert A–A bimodule with right inner products from the correspondence
(C, µ). See [D] and [KW1] for a more precise treatment.
We usually assume that for any x ∈ Ω there exists y ∈ Ω with(x, y) ∈ C.
This condition implies that left action φ is faithful. We also assume that for
any y ∈ Ω there exists x ∈ Ω with (x, y) ∈ C. The condition shows that right
inner product on X is full. In fact let ω(y) = µy(Cy). Then ω ∈ A is invertible.
For any a ∈ A, put f(x, y) = a(y). Then (I|f)A = aω. Hence the right inner
product is full.
6.9 Example Let us assume that projection maps
r : (x, y) ∈ C 7→ x ∈ Ω and s : (x, y) ∈ C 7→ y ∈ Ω
are local homeomorphisms. For any y ∈ Ω, let µy be the counting measure on
Cy. Then (C, µ) is a topological correspondence on Ω. We shall show X has a
finite basis. In fact, since C is compact, and by our assumption, there exist a
finite set {(x1, y1), . . . (xn, yn)} ⊂ C and open neighborhoods Uk of (xk, yk) for
k = 1, . . . , n such that the restrictions of the projection maps r and s to Uk are
local homeomorphisms and C = ∪nk=1Uk is an open covering. Let {f1, . . . , fn} ⊂
C(C) be a partition of unity for this open covering. Put gk = f1/2k ≥ 0. Then
for any (x1, y), (x2, y) ∈ C, we have
n∑
k=1
gk(x1, y)gk(x2, y) = δx1,x2 .
Using these equalities, for any h ∈ C(C), we have that ∑nk=1 gk(gk|h)A = h.
Thus {g1, . . . , gn} is a finite basis for X .
As an example, put Ω = [0, 1]. Let h1 be a map on the interval Ω = [0, 1/2]
given by h1(x) = 2x for x ∈ [0, 1/2] and h2 be a map on the interval Ω = [1/2, 1]
given by h2(x) = 2x− 1 for x ∈ [1/2, 1]. Let C be the union of the graphs of h1
and h2. Then A = C([0, 1]) and the right inner product on XA = C(C) is given
by
(f |g)A(y) = f(y/2, y)g(y/2, y) + f(y/2 + 1/2, y)g(y/2 + 1/2, y)
for f , g ∈ XA and y ∈ [0, 1]. Thus XA ∼= A⊕A as a right Hilbert C∗–module.
The left action φ : A → LA(XA) ∼= M2(A) ∼= C([0, 1],M2(C)) is given by the
diagonal matrices
(φ(a))(x) = diag(a(x/2), a(x/2 + 1/2)).
The associated Pimsner algebra OX is isomorphic to the Cuntz algebra O2 and
the fixed point algebra by the gauge action is isomorphic to a UHF algebra
M2∞ . The left inner product on XA is similarly given by
A(f |g)(x) =
{
f(x, 2x)g(x, 2x) (if 0 ≤ x ≤ 1/2)
f(x, 2x− 1)g(x, 2x− 1) (if 1/2 ≤ x ≤ 1).
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The right and the left norms on XA are given by
‖f‖A = sup
0≤y≤1
√
|f(y/2, y)|2 + |f(y/2 + 1/2, y)|2
and
A‖f‖ = max{ sup
0≤x≤1/2
|f(x, 2x)|, sup
1/2≤x≤1
|f(x, 2x− 1)|},
These two norms are equivalent:
A‖f‖ ≤ ‖f‖A ≤
√
2A‖f‖ .
Thus the A–A bimodule XA is of finite type in the sense of [KW1]. This implies
that X is of finite index as discussed in Example 2.34.
Let us replace Ω = [0, 1] by the circle Ω = T and consider, similarly, the map
h on T such that h(z) = z2 for z ∈ T. Let C be the graph of h and consider
the Hilbert A–A bimodule X . Then the associated Pimsner algebra OX is
isomorphic to the purely infinite simple C∗–algebra with K–theory: K0(OX) ∼=
Z ∼= K1(OX). The fixed point algebra under the gauge action is isomorphic to
the Bunce-Deddens algebra of type 2∞. One can also show that X is of finite
index.
6.10 Example In general X fails to have a finite basis. A typical example is
supplied by a tent map h on the unit interval Ω = [0, 1]. This is essentially the
same example as the one discussed in 2.35. The map h is given by
h(x) = 2x (if 0 ≤ x ≤ 1/2) and h(x) = −2x+ 2 (if 1/2 ≤ x ≤ 1).
Let C be the graph of h. For any y ∈ [0, 1), let µy be a counting measure on
Cy, that is, µy = δy/2 + δ1−y/2. For y = 1, let µ1 = 2δ1/2. Then (C, µ) is a
correspondence on [0, 1]. Let X be the right Hilbert A = C([0, 1])–module ob-
tained from the correspondence. The right Hilbert A–module X does not have
a finite basis. This fact is easily seen through a realization of it as an orbifold
construction as follows: Let B = C([0, 2]) and let γ be a homeomorphism on
[0, 2] with period two such that γ(x) = 2 − x for x ∈ [0, 2]. Then γ induces
an automorphism α on B such that (α(f))(x) = f(2 − x). The fixed point
algebra Bα is isomorphic to A = C([0, 1]). We note that the action α is free
except for x = 1. Consider the condiitonal expectation E : B → A defined
by E(f) = (f + α(f))/2. Let Y = BA be a right Hilbert A–module given by
(f |g)A = E(f∗g). Then X and Y are isomorphic as right Hilbert A–modules:
there is a unitary induced by the map φ : C → [0, 2],
φ((x, 2x)) = 2x if 0 ≤ x ≤ 1/2
φ((x,−2x + 2)) = 2x if 1/2 ≤ x ≤ 1.
By a result in Prop. 2.8.2 in [W], Y does not have a finite basis.
We shall construct a countable basis for Y explicitly. Define rn ∈ C([0, 1])
by
rn(x) = 1 if 0 ≤ x ≤ 1−1/n and rn(x) = −n(x−1) if 1−1/n ≤ x ≤ 1.
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Put v1 = r1 and vn = (rn − rn−1)1/2 ∈ C([0, 1]) for n ≥ 2. Then
∞∑
i=1
|vi(x)|2 = lim
n→∞
rn(x) = 1 for x 6= 1
and vi(1) = 0. Define u0 = 1 and ui ∈ C([0, 2]) by
ui(x) = vi(x) (if 0 ≤ x ≤ 1) and ui(x) = −vi(2 − x) (if 1 ≤ x ≤ 2)
for i = 1, 2, . . . , and ui(1) = 0 for i 6= 0. Then for x 6= 1, we have∑∞
i=0 |ui(x)|2 = 2 and
∑∞
i=0 ui(x)ui(2−x) = 0. For x = 1, we have
∑∞
i=0 |ui(1)|2 =
1. We claim that (ui)i=0,1,... is a basis for Y . For any f ∈ Y = C([0, 2]), we
shall show that
lim
F :finite
∑
i∈F
ui(ui|f)A = f.
Let F be a finite subset of {0, 1, 2, . . .}. Put SF =
∑
i∈F ui(ui|f)A. Since
‖(g|g)A‖ = ‖E(g∗g)‖ ≤ ‖g‖2∞ for g ∈ B, it suffices to show that limF :finite ‖f −
SF ‖∞ = 0, where ‖g‖∞ is the sup norm. We may assume that 0 ∈ F . For
0 ≤ x ≤ 1, we have
f(x) − SF (x) = f(x)− {1
2
∑
i∈F
|ui(x)|2f(x) + 1
2
∑
i∈F
ui(x)ui(2− x)f(2 − x)}
=f(x) − {1
2
(1 +
∑
i∈F\{0}
v2i (x))f(x) +
1
2
(1 −
∑
i∈F\{0}
v2i (x))f(2 − x)}
=
1
2
(1−
∑
i∈F\{0}
v2i (x))(f(x) − f(2− x)).
For any ε there exist δ > 0 such that for any x satisfying 1 − δ ≤ x ≤ 1 , we
have |f(x) − f(2− x)| ≤ ε . Since |1−∑i∈F\{0} v2i (x)| ≤ 1, we have
|f(x) − SF (x)| ≤ ε for x ∈ [1− δ, 1].
On the other hand,
∑∞
i=1 vi(x)
2 = 1 uniformly on [0, 1 − δ]. We also have
|f(x)− f(2− x)| ≤ 2‖f‖∞. Therefore there exists a finite set F0 such that for
any finite subset F ⊃ F0 and for for any x ∈ [0, 1],
|f(x)− SF (x)| ≤ ε.
Similar arguments work for x ∈ [1, 2]. Therefore (ui)i=0,1,... is a countable basis
for Y However, the range φ(A) of the left action is not included in K(XB),
because the idenitity φ(IA) = IXB is not in K(XB). Therefore the bimodule X
is not of finite right index.
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