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Abstract
We investigate the problem of pairwise multi-marginal optimal transport, that is, given a
collection of probability distributions {Pα} on a Polish space X , to find a coupling {Xα}, Xα ∼ Pα,
such that E[c(Xα, Xβ)] ≤ r infX∼Pα,Y∼Pβ E[c(X,Y )] for all α, β, where c is a cost function and
r ≥ 1. In other words, every pair (Xα, Xβ) has an expected cost at most a factor of r from its
lowest possible value. This can be regarded as a locality sensitive hash function for probability
distributions, and has applications such as robust and distributed computation of transport plans.
It can also be considered as a bi-Lipschitz embedding of the collection of probability distributions
into the space of random variables taking values on X . For c(x, y) = ‖x − y‖q2 on Rn, where
q > 0, we show that a finite r is attainable if and only if either n = 1 or 0 < q < 1. As
n → ∞, the growth rate of the smallest possible r is exactly Θ(nq/2) if 0 < q < 1. Hence, the
metric space of probability distributions on Rn with finite q-th absolute moments, 0 < q < 1,
with the earth mover’s distance (or 1-Wasserstein distance) with respect to the snowflake metric
c(x, y) = ‖x − y‖q2, is bi-Lipschitz embeddable into L1 with distortion O(nq/2). If we consider
c(x, y) = ‖x−y‖2 (i.e., q = 1) on the grid [0..s]n instead of Rn, then r = O(√n log s) is attainable,
which implies the embeddability of the space of probability distributions on [0..s]n into L1 with
distortion O(
√
n log s), and improves upon the O(n log s) result by Indyk and Thaper. The case
of the discrete metric cost c(x, y) = 1{x 6= y} and more general metric and ultrametric costs are
also investigated.
1 Introduction
The Monge-Kantorovich optimal transport problem [1, 2] is to find a coupling between two probability
distributions P1, P2 over the Polish space X such that the expected cost E[c(X1, X2)] is minimized,
where the marginal distributions satisfy Xi ∼ Pi, and c : X 2 → R≥0 is a cost function. Its general-
ization to more than two marginal distributions has been studied by Kellerer [3], Gangbo and Święch
[4], Heinich [5], Carlier [6], and Pass [7, 8]. Given a collection of probability distributions P1, . . . , Pm
over X , and the cost function cm : Xm → R≥0, the multi-marginal optimal transport problem is to
minimize E[cm(X1, . . . , Xm)] over all couplings of P1, . . . , Pm (i.e., Xi ∼ Pi). Multi-marginal optimal
transport has various applications, for example in economics, condensed matter physics and image
processing (see the references in [9]).
In this paper, we consider a different generalization of the optimal transport problem to more than
two marginal distributions P1, . . . , Pm, which we call the pairwise multi-marginal optimal transport
problem. Let c : X 2 → R≥0 be a symmetric cost function. We study the set of achievable tuples of
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pairwise costs {E[c(Xα, Xβ)]}α,β over couplings of {Pα}α.1 Specifically, we are interested in finding
r ≥ 1 such that there exists a coupling {Xα}α satisfying
C∗c (Pα, Pβ) ≤ E[c(Xα, Xβ)] ≤ rC∗c (Pα, Pβ) (1.1)
for all α, β, where C∗c (Pα, Pβ) := infX∼Pα, Y∼Pβ E[c(X,Y )] is the optimal value of the original 2-
marginal optimal transport problem, which is the earth mover’s distance (or 1-Wasserstein distance)
when c is a metric. In other words, the expected cost between each pair (Xα, Xβ) is within a factor
of r from the lowest possible expected cost when we only consider couplings of Pα, Pβ and ignore the
rest. This setting can be generalized to an arbitrary collection of probability distributions {Pα}α, or
even the collection of all distributions over X in some cases.
This setting has appeared in other forms in the literature. For instance, a coupling achieving
(1.1) can be considered as a sketch or a locality sensitive hash function for the estimation of C∗c in
the settings in [10, 11, 12, 13]. It is also utilized in the labeling problem for classification studied in
[14, 15]. Furthermore, this setting is connected to the embedding of metric spaces [11, 16, 17], in the
sense that a coupling achieving (1.1) can be considered as a bi-Lipschitz embedding of the collection
of probability distributions into the space of random variables taking values on X (see Section 9).
Nevertheless, these previous works do not regard their constructions as couplings, and are often only
applicable for finite spaces X . The coupling interpretation allows us to discover more applications
in optimal transport, namely robust, distributed and online computation of transport plans, and a
multi-agent matching problem with a fairness requirement. Refer to Section 3 for a discussion.
The case where X is finite, {Pα}α is the collection of all probability distributions over X , and c is
a metric was studied in Kleinberg and Tardos’ work on metric labeling [14], and Charikar’s work on
locality sensitive hashing [10]2, which show that r = O(log |X | log log |X |) is achievable. Their results
can be improved to O(log |X |) using a tighter bound on the approximation of the metric by a tree
metric given by Fakcharoenphol, Rao and Talwar [18]. In this paper, we show that
r = 55.7(1 + log |X |) = O(log |X |)
is achievable, using a completely different (and arguably simpler) construction compared to the tree
metric construction.
The case where c(x, y) = 1{x 6= y} is the discrete metric was studied by Kleinberg and Tardos
[14] (only for finite X ), and also recently by Angel and Spinka [19].3 Their result implies that r = 2
is attainable for the discrete metric, that is, for any countable collection of probability distributions
{Pα}α, there exists a coupling such that, for all α, β,
P(Xα 6= Xβ) ≤ 2dTV(Pα, Pβ),
where dTV is the total variation distance. One of the constructions in [19] (Coupling II) coincides
with the Poisson functional representation previously studied by Li and El Gamal [20], and Li and
Anantharam [21] (note that the construction in [20, 21] applies to general distributions, while Coupling
II in [19] is only for discrete distributions). In this paper, we show the result in [19] for any Polish
space X , as a corollary of the exact formula for the Poisson matching lemma in [21]. To the best of
1This setting is related to the original multi-marginal optimal transport problem in the sense that finding the set
of achievable m(m − 1)/2 tuples {E[c(Xα, Xβ)]}α<β is equivalent to finding the optimal cost for the cost function
cm(x1, . . . , xm) =
∑
i<j
νi,jc(xi, xj) for all values of {νi,j}, i.e. the Lagrangian formulation. The case where c(x, y) =
‖x− y‖22, cm(x1, . . . , xm) =
∑
i<j
c(xi, xj) was studied in [4].
2We remark that [14] and [10] do not regard their constructions as a coupling of all probability distributions over X .
While they provide a way to compute Xα ∼ Pα given any probability distribution Pα, the distribution of Xα is used
as a means to certain goals (metric labeling in [14], and the approximation of earth mover’s distance in [10]), and is
not considered as a goal itself. In this paper, we consider {Xα}α as a coupling for the pairwise multi-marginal optimal
transport problem, and provide the first systematic study on this problem.
3Angel and Spinka also raised the question for general cost functions [19, Question 19], though they did not give any
result for cost functions other than the discrete metric.
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our knowledge, the pairwise multi-marginal optimal transport setting (or any equivalent setting) has
not been studied for any other infinite spaces X and cost functions c.
In this paper, we present a general theorem which gives an upper bound on r when the cost function
c(x, y) = (d(x, y))q is a snowflake metric [22], i.e., a power of a metric d, where 0 < q < 1 (see Theorem
4). As a consequence, when c(x, y) = ‖x− y‖q2 over X = Rn where q > 0, and {Pα}α is the collection
of all probability distributions over Rn, we can show that
r = 10.551− q n
q/2
is attainable in (1.1) when 0 < q < 1. We prove that such r does not exist when n ≥ 2 and q ≥ 1.
Moreover, we show that, as n → ∞, the growth rate of the smallest possible r is exactly Θ(nq/2)
when 0 < q < 1. As a consequence, we can show that the metric space of probability distributions
on Rn with finite q-th absolute moments (i.e., probability distributions P with EX∼P [‖X‖q2] < ∞),
0 < q < 1, with the earth mover’s distance (or 1-Wasserstein distance) C∗c where c(x, y) = ‖x− y‖q2, is
embeddable into L1 (the space of Lebesgue measurable functions f : [0, 1]→ R with ‖f‖1 <∞) with
a bi-Lipschitz embedding function with distortion 10.55nq/2/(1− q) (see Section 9). In contrast, when
q = 1, n ≥ 2, the non-existence of such an L1 embedding is proved in [17].4
If we consider only the grid points X = [0..s]n, s ∈ N, c(x, y) = ‖x−y‖2, and {Pα}α is the collection
of all probability distributions over [0..s]n, then we show that
r = 28.66
√
n log(s+ 1)
is attainable in 1.1. This implies the embeddability of the space of probability distributions over [0..s]n
into L1 with distortion O(
√
n log s), which improves upon the O(n log s) result by Indyk and Thaper
[11] (also see [14, 10, 18]). This improvement is due to the fact that the construction used in this
paper, called sequential Poisson functional representation, does not rely on a hierarchical partition of
the space (e.g. the quadtree or hyperoctree in [11], or tree metrics in [14, 10, 18]). Partitioning the
n-dimensional space into hypercubes is ill-fitted for the `2 metric, since a hypercube is more “pointy”
compared to a ball. A hypercube has larger surface area and larger diameter than a ball of the same
volume; both contribute to a larger distortion in [11]. The sequential Poisson functional representation
utilizes balls instead of hypercubes, and thus is more suitable for the `2 metric. We give an algorithm
with time complexity O(2n|X | log2 |X |) for computing this coupling.
Furthermore, we show that if c is an ultrametric over X (where (X , c) is a complete separable
metric space), r = 7.56 is attainable. If (X , c) is any complete separable metric space, and {Pα}α is a
finite collection with size m ≥ 2, then r = 23.1 logm is attainable. The case where X is a Riemannian
manifold is also investigated.
This paper is organized as follows. In Section 2, we present the main results of this paper. In
Section 3, we describe some applications of the pairwise multi-marginal optimal transport problem.
In Section 4, we define the universal Poisson coupling, which is the main ingredient of the proofs of
the achievability results in this paper. In Section 5, we generalize the universal Poisson coupling to
a random process. In Section 6, we present several impossibility results. In Section 7, we give some
miscellaneous properties that can be proved about the problem. In Section 8, we study a modification
of the definition of the pairwise multi-marginal optimal transport problem which may be suitable for
convex costs. In Section 9, we discuss the bi-Lipschitz embedding of the collection of probability
distributions into the space of random variables taking values on X . In Section 10, we state several
conjectures.
Notation
Throughout the paper, we assume that the space X is Polish with its Borel σ-algebra. Logarithms are
to the natural base. We use “:=” to denote equality by definition. Write R≥a := [a,∞), Z≥a := R≥a∩Z,
4We remark that the embedding for earth mover’s distance with snowflake metrics is also studied in [23], though they
focus on the case where the probability distributions are discrete and supported on small sets.
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N := Z≥1. Write [a..b] := [a, b] ∩ Z, [a..b) := [a, b) ∩ Z, (a..b] := (a, b] ∩ Z, (a..b) := (a, b) ∩ Z.
For f, g : N → R≥0, we write f(n) = O(g(n)) if lim supn→∞ f(n)/g(n) < ∞. We write f(n) =
Ω(g(n)) if lim infn→∞ f(n)/g(n) > 0. We write f(n) = Θ(g(n)) if f(n) = O(g(n)) and f(n) = Ω(g(n)).
For a collection E of subsets of X , the σ-algebra generated by E is denoted as σ(E).
The Lebesgue measure over Rn is denoted as λ. The uniform distribution over S (a finite set or a
subset of Rn with finite positive Lebesgue measure) is denoted as Unif(S). The degenerate distribution
P{X = a} = 1 is denoted as δa. We use the terms “probability measure” and “probability distribution”
interchangeably.
The standard basis for Rn is denoted as {e1, . . . , en}, where (ei)j = 1{i = j}. The Hamming
distance is defined as dH(x, y) := |{i : xi 6= yi}| for x, y ∈ Xn.
We write Lp for the space of Lebesgue measurable functions f : [0, 1]→ R with ‖f‖p := (
´ 1
0 |f(t)|pdt)1/p <
∞. We write `p := {x ∈ RN : ‖x‖p <∞}, where ‖x‖p := (
∑∞
i=1 |xi|p)1/p.
Let d be a metric over the space X . For S ⊆ X , write diam(S) := supx,y∈S d(x, y). Metric balls
are denoted as Bd,w(x) := {y ∈ X : d(x, y) ≤ w}, e.g., B‖·‖p,w(x) is the `p ball of radius w centered at
x (where d(x, y) = ‖x− y‖p). We omit d and write Bw(x) if d is clear from the context. The volume
of the unit `p ball over Rn is [24, 25]
Vn,p := λ
(B‖·‖p,1(0))
= 2
n(Γ(1 + 1/p))n
Γ(1 + n/p) , (1.2)
where Γ denotes the gamma function.
A function f from the metric space (X , dX ) to the metric space (Y, dY) (where the metrics can
take the value ∞) is r-Lipschitz, r > 0, if dY(f(x1), f(x2)) ≤ rdX (x1, x2) for any x1, x2 ∈ X . The
function is (r1, r2)-bi-Lipschitz, r1, r2 > 0, if, for any x1, x2 ∈ X ,
r−12 dX (x1, x2) ≤ dY(f(x1), f(x2)) ≤ r1dX (x1, x2),
i.e., f is r1-Lipschitz, and has an inverse (restricted to the range of f) that is r2-Lipschitz. The
distortion of a function f is the infimum of r1r2 such that f is (r1, r2)-bi-Lipschitz.
For two σ-finite measures µ, ν over X (a Polish space with its Borel σ-algebra) such that ν is
absolutely continuous with respect to µ (denoted as ν  µ), the Radon-Nikodym derivative is written
as
dν
dµ : X → [0,∞).
If ν1, ν2  µ (but ν1  ν2 may not hold), we write
dν1
dν2
(x) = dν1dµ (x)
(
dν2
dµ (x)
)−1
∈ [0,∞], (1.3)
which is 0 if (dν1/dµ)(x) = 0, and is ∞ if (dν1/dµ)(x) > 0 and (dν2/dµ)(x) = 0.
Let Xi be a measurable space with σ-algebra Fi for i ∈ I, where I is an index set. The product
σ-algebra (over the space
∏
i∈I Xi) is defined as⊗
i∈I
Fi := σ
({∏
i∈I
Ei : Ei ∈ Fi, |{i : Ei 6= Xi}| <∞
})
.
If (Xi,Fi) = (X ,F) for all i ∈ I, we write F⊗I :=
⊗
i∈I Fi.
Let X ,Y,Z be measurable spaces with σ-algebras F ,G,H respectively. For a measure µ over X ,
and a measurable function g : X → Y, the pushforward measure (which is a measure over Y) is
denoted as g∗µ(E) := µ(g−1(E)) for E ∈ G. For sub-σ-algebra F˜ ⊆ F , denote the restriction of µ to
F˜ as µF˜ (i.e., µF˜ (E) = µ(E) for E ∈ F˜). For E ∈ F , denote the E-restriction of µ as µE (i.e.,
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µE(E˜) = µ(E˜∩E) for E˜ ∈ F). For a probability measure P over X and E ∈ F with P (E) > 0, denote
the conditional distribution as P (·|E) = (1/P (E))PE . If κ : X ×G → [0, 1] is a probability kernel from
X to Y, and P is a probability measure over X , then the semidirect product (which is a probability
measure over X × Y) is denoted as Pκ, and the Y-marginal of the semidirect product is denoted as
κ ◦ P . We sometimes write κ(E|x) = κ(x,E). If κ1 : X × G → [0, 1], κ2 : (X × Y) × H → [0, 1] are
probability kernels from X to Y, and from X × Y to Z, respectively, then the semidirect product is
denoted as κ1κ2 : X × (G ⊗H)→ [0, 1] (which satisfies κ1κ2(x,E1 ×E2) :=
´
E1
κ2((x, y), E2)κ1(x, dy)
for any E1 ∈ G, E2 ∈ H).
For a measure µ over a topological space X , its support is defined as
supp(µ) := {x ∈ X : µ(S) > 0 ∀ open set S 3 x} .
Note that if µ is a σ-finite measure over a Polish space X , and k ∈ N, then |supp(µ)| ≤ k if and only
if µ =
∑k
i=1 aiδxi for some xi ∈ X and ai ≥ 0. 5
The total variation distance between two probability distributions P,Q over X is denoted as
dTV(P,Q) = supA⊆X measurable |P (A)−Q(A)|.
For a set X , denote the set of finite or countably infinite subsets of X as [X ]≤ℵ0 . For a σ-finite
measure µ over the measurable space X , denote the probability distribution of the set of points of a
Poisson process with intensity measure µ as PP(µ), which is a probability distribution over the space
of integer-valued measures over X . Refer to [26] for the definition of this space.
The collection of all probability distributions over the measurable space (X ,F) is denoted as P(X ).
For a measure µ over X , define Pµ(X ) := {P ∈ P(X ) : P  µ}. For a collection of probability
distributions {Pα}α∈A over the space X , the set of all couplings of {Pα}α∈A on the standard probability
space, denoted as Γλ({Pα}α∈A), is defined as the set of collections of random variables {Xα}α∈A,
Xα : [0, 1] → X on the standard probability space ([0, 1],L([0, 1]), λ[0,1]) (where L([0, 1]) is the set
of Lebesgue measurable sets) such that Xα∗λ[0,1] = Pα (i.e., Xα ∼ Pα) for all α ∈ A. We use this
definition so that Γλ({Pα}α∈A) can be defined on the standard probability space regardless of whether
A is countable. On the other hand, we can define the set of all coupling distributions of {Pα}α∈A as
Γ({Pα}α) :=
{
Q ∈ P(XA) : Qα = Pα, ∀α
}
, (1.4)
where XA denotes the measurable space (XA,F⊗A), and Qα is the α-th marginal of Q. Note that
Γ({Pα}α) is comprised of distributions over XA (rather than random variables), which is the more
conventional definition of the set of couplings. When A is finite or countably infinite, and X is Polish,
then the two definitions are equivalent in the sense that
Γ({Pα}α) =
{
(u 7→ {Xα(u)}α)∗λ[0,1] : {Xα}α ∈ Γλ({Pα}α)
}
.
Nevertheless, when A is uncountable, the two definitions are different since we may not be able to
construct random variables on the standard probability space with distribution Q for some Q ∈ P(XA).
2 Main Results
In this paper, we only consider cost functions satisfying the following conditions.
5Since X is Polish, it is second-countable, and hence strongly Lindelöf. We have (supp(µ))c = {x ∈ X : ∃ open S 3
x s.t. µ(S) = 0} =
⋃
open S:µ(S)=0 S, and hence there is a countable subcover {Si}i∈N satisfying µ(Si) = 0 such that
(supp(µ))c =
⋃
i
Si, and hence µ((supp(µ))c) = 0. If |supp(µ)| ≤ k, we have µ =
∑
x∈supp(µ) µ({x})δx (note that
µ({x}) <∞ by σ-finiteness). The other direction follows directly from the fact that X is Hausdorff.
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Definition 1. A symmetric cost function over the Polish space X is a function c : X 2 → R≥0 that
is measurable (over the product σ-algebra of X 2), symmetric (c(x, y) = c(y, x) for all x, y), not the
constant zero function, and satisfies c(x, x) = 0 for all x ∈ X . For probability distributions P,Q over
X and a symmetric cost function c, the optimal value of Kantorovich’s optimal transport problem
(which is the 1-Wasserstein distance if c is also a metric) is denoted as
C∗c (P,Q) := inf(X,Y )∈Γλ(P,Q)
E[c(X,Y )]. (2.1)
Let {Pα}α∈A be a collection of probability distributions over X , a Polish space with its Borel σ-
algebra, where A is an arbitrary index set. For any symmetric cost function c and coupling {Xα}α∈A ∈
Γλ({Pα}α∈A) (i.e., Xα ∼ Pα), we have E[c(Xα, Xβ)] ≥ C∗c (Pα, Pβ) for α, β ∈ A, where C∗c (Pα, Pβ) is
the optimal value of the optimal transport problem (2.1) with only two marginals Pα, Pβ . This lower
bound can be attained (or approached) when |A| = 2. However, for |A| ≥ 3, it may not be possible
to attain this lower bound for all pairs α, β simultaneously. We define the pairwise coupling ratio to
measure the gap from this lower bound.
Definition 2. For a symmetric cost function c over the Polish space X , a collection of probability
distributions {Pα}α∈A and a coupling {Xα}α∈A ∈ Γλ({Pα}α∈A), the pairwise coupling ratio is defined
as
rc({Xα}α∈A) := inf {r ≥ 1 : E[c(Xα, Xβ)] ≤ rC∗c (Pα, Pβ), ∀α, β ∈ A} .
The infimum is regarded as∞ if no such r exists. The optimal pairwise coupling ratio of the collection
{Pα}α∈A is defined as
r∗c ({Pα}α∈A) := inf{Xα}α∈A∈Γλ({Pα}α∈A) rc({Xα}α∈A). (2.2)
We are particularly interested in the optimal pairwise coupling ratio of the collection of all probability
distributions over X , i.e., r∗c (P(X )), and that of the collection of all probability distributions dominated
by some measure µ, i.e., r∗c (Pµ(X )) . 6
The coupling {Xα}α can also be regarded as an embedding of the collection of probability distri-
butions {Pα}α into the space of random variables taking values on X (i.e., measurable functions from
the sample space [0, 1] of the standard probability space to X ), under the constraints that each Pα is
mapped to an Xα with distribution Pα, and the embedding roughly preserves the distance in the sense
that E[c(Xα, Xβ)] is within a constant factor from C∗c (Pα, Pβ). This is formally discussed in Section
9.
2.1 Discrete Metric
In this paper, we find the optimal pairwise coupling ratio for the discrete metric 1 6=(x, y) := 1{x 6= y},
where C∗16=(P,Q) = dTV(P,Q) is the total variation distance. The proof is based on the Poisson
functional representation [20, 21], and is given in Section 4. We remark that a similar result is also
given in [19, Theorem 2, Proposition 6], though the earlier work in [20, 21] provides a more general
and unified construction of the underlying coupling (which is more general than Coupling II in [19]).
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Theorem 3. For any σ-finite measure µ over the Polish space X with |supp(µ)| ≥ 2 (where |supp(µ)|
is the cardinality of the support of µ), we have
2
(
1− 1|supp(µ)|
)
≤ r∗1 6=(Pµ(X )) ≤ min
{
2, |supp(µ)|+ 13
}
.
6While we usually denote a collection {Pα}α∈A using the index set A, any collection of probability distributions P
can be indexed using itself as the index set, i.e., P = {Pα}α∈P , Pα = α.
7Other constructions based on rejection sampling were given in [14] and Coupling I in [19]. We use the Poisson
functional representation instead due to its simplicity.
6
Moreover, there exists a coupling {Xα}α such that r16=({Xα}α) ≤ min{2, (|supp(µ)| + 1)/3}. In
particular, when |supp(µ)| =∞, we have
r∗16=(Pµ(X )) = 2.
Hence, for any collection of probability distributions {Pα}α∈A (where there exists a σ-finite measure
µ such that Pα  µ for all α), there exists a coupling {Xα}α∈A such that P(Xα 6= Xβ) ≤ 2dTV(Pα, Pβ)
for all α, β. As consequences of Theorem 3, r∗1 6=({Pα}α∈A) ≤ 2 for any countable collection {Pα}α∈A
(assuming A = N, we can take µ = ∑∞i=1 2−iPi), r∗1 6=(P(Z)) = 2, and r∗1 6=(Pλ(Rn)) = 2, where
Pλ(Rn) is the collection of all continuous probability distributions over Rn. 8
2.2 Snowflake Metric Cost
We present the main result in this paper, which is a general upper bound on r∗c (P(X )) for the case
where the symmetric cost function c(x, y) = (d(x, y))q is a snowflake metric, i.e., power of a metric d,
where 0 < q < 1. The proof is given in Section 5.2.
Theorem 4. Let (X , d) be a complete separable metric space. Consider the symmetric cost function
c(x, y) = (d(x, y))q, 0 < q < 1. Let Bw(x) := {y ∈ X : d(x, y) ≤ w}. Let µ be a σ-finite measure over
X , and Ψ > 0 satisfying:
• 0 < µ(Bw(x)) <∞ for any x ∈ X , w > 0;
• For any x, y ∈ X and w > 0,
µ(Bw(x)\Bw(y))
µ(Bw(x)) ≤
Ψd(x, y)
w
; (2.3)
• µ satisfies that 9
lim sup
w→∞
sup
x,y∈X : d(x,y)≤w
µ(Bw(x))
µ(Bw(y)) <∞. (2.4)
Then we have
r∗c (P(X )) < 7.56 ·
(2.47Ψ)q
1− q .
In comparison, it is shown in [28, Theorem 1] that it is possible to approximate the snowflake metric
c(x, y) = (d(x, y))q, 0 < q < 1 by (the q-th power of) a random tree metric with expected distortion
O(dimX/(1 − q)), where dimX is the doubling dimension of X (refer to [28] for the definition).10
Then a coupling for that tree metric can be constructed as in [14], resulting in a pairwise coupling
8It is possible to remove the condition about µ and prove Theorem 3 on P(X ) instead of Pµ(X ), if we lift the
restriction that the coupling has to be defined on the standard probability space. The proof is given in Appendix C.
It is unknown whether r∗16= (P(X )) ≤ 2 (if we require the coupling to be defined on the standard probability space)
for an uncountable Polish space X . Nevertheless, we can show that r∗16= ({P ∈ P(X ) : supp(P ) ≤ k}) ≤ k for any Polish
space X and k ∈ N. Therefore the existence of a σ-finite measure µ such that Pα  µ for all non-degenerate Pα ∈ {Pα}α
(non-degenerate means Pα 6= δx for all x ∈ X ) is not a necessary condition for r∗1 6= ({Pα}α) ≤ 2 to hold. The proof is
given in Appendix B.
9Condition (2.4) is automatically satisfied, for example, if µ(Bw(x)) only depends on w, or diam(X ) := sup{d(x, y) :
x, y ∈ X} <∞. It is also implied by (2.3) if d is an intrinsic metric [27]. We can show this as follows: for any x, y and
w ≥ d(x, y), let k := d4Ψe, and z0, . . . , zk such that z0 = x, zk = y, and d(xi−1, xi) ≤ 2k−1d(x, y) (see [27, Corollary
2.4.17]). By (2.3), we have µ(Bw(xi−1)) ≤ µ(Bw(xi)) + µ(Bw(xi−1)\Bw(xi)) ≤ µ(Bw(xi)) + 2k−1Ψµ(Bw(xi−1)), and
thus (1− 2k−1Ψ)µ(Bw(xi−1)) ≤ µ(Bw(xi)). Hence (1− 2k−1Ψ)kµ(Bw(x)) ≤ µ(Bw(y)).
10It appears that [28, Theorem 1] concerns only the case where X is finite, though it should be straightforward to gen-
eralize it to any bounded metric space (under certain regularity conditions) by considering an infinite tree. Nevertheless,
there is no obvious way to generalize tree metrics to general unbounded spaces.
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ratio at least O(dimX/(1− q)). The bound O(Ψq/(1− q)) in Theorem 4 can be significantly better.
For example, when X = Rn, c(x, y) = ‖x−y‖q2, 0 < q < 1, we have Ψ = O(
√
n), which is much smaller
than dimX = O(n). More discussion is given in Section 2.3. The construction in Theorem 4 is based
on the sequential Poisson functional representation in Section 5, not on tree metrics. The improvement
of Theorem 4 over [28] shows an advantage of the sequential Poisson functional representation over
tree metrics.
2.3 `p Metric over Rn
The one-dimensional case with convex cost can be addressed directly via the quantile coupling Xα =
F−1Pα (U) (where F
−1
Pα
(u) := inf{x : FPα(x) ≥ u} is the inverse of the cumulative distribution function
of Pα), U ∼ Unif[0, 1], which is optimal for each pair of probability distributions, i.e., E[c(Xα, Xβ)] =
C∗c (Pα, Pβ) for any α, β (see [29]), implying that r∗c (P(R)) = 1 in this case. This is stated in the
following proposition, of which the proof is omitted.
Proposition 5. When X = R, for any symmetric cost function c having the form c(x, y) = c˜(|x− y|),
where c˜ is convex, we have
r∗c (P(R)) = 1.
For higher dimensional Euclidean spaces, we prove an upper bound for c(x, y) = ‖x − y‖qp, p ∈
R≥1 ∪ {∞}, 0 < q < 1 using Theorem 4. The proof is given in Section 5.3.
Theorem 6. When X = Rn, n ≥ 1, c(x, y) = ‖x− y‖qp, p ∈ R≥1 ∪ {∞}, 0 < q < 1, we have
r∗c (P(Rn)) <
7.56
1− q
(
2.47n1{p>2}(1−1/p)Vn−1,p/Vn,p
)q
, (2.5)
where Vn,p is the volume of the unit `p ball given in (1.2). As a result, we have
r∗c (P(Rn)) <
10.55
1− q n
qmax{1/p, 1−1/p}.
We have seen in Proposition 5 that there exists a coupling that is optimal for each pair of probability
distributions over R for a convex symmetric cost function. Two natural questions are whether this
continues to hold for the non-convex cost c(x, y) = |x − y|q, q < 1 (note that Xα = F−1Pα (U) can be
arbitrarily far from optimal by considering P1 = Unif[0, 1], P2 = Unif[, 1 + ] for small  > 0), and
for higher dimensional spaces Rn, n ≥ 2, with c(x, y) = ‖x− y‖qp. The answers are both negative, and
r∗c > 1 in both cases. Moreover, in Rn when n ≥ 2, with c(x, y) = ‖x − y‖qp where q ≥ 1, we have
r∗c (P(Rn)) =∞, i.e., a uniform bound in the form of (1.1) does not exist. This shows that the behavior
of r∗c (P(R)) is very different from that of r∗c (P(Rn)), n ≥ 2. The proof of the following proposition is
given in Section 6 (for the bounds r∗c (P(Rn)) ≥ 2) and Section 9 (for the other bounds).
Proposition 7. When X = Rn, c(x, y) = ‖x− y‖qp, p ∈ R≥1 ∪ {∞}, q > 0, we have
r∗c (P(Rn)) ≥ 2 for n = 1, q < 1,
r∗c (P(Rn)) ≥ max
{
2, 11000√1−q
}
for n ≥ 2, q < 1,
r∗c (P(Rn)) =∞ for n ≥ 2, q ≥ 1.
The above statements are also true for the cases given in Remark 11 below.
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While r∗c (P(Rn)) = ∞ for n ≥ 2, q ≥ 1, we can have a finite r∗c if we restrict the space to a finite
set, as shown in the following proposition. The proof is given in Section 5.3.
Proposition 8. Let X ⊆ Rn be a finite set with |X | ≥ 2, n ≥ 1, c(x, y) = ‖x− y‖qp, p ∈ R≥1 ∪ {∞},
q ≥ 1. We have
r∗c (P(X )) < 28.66nmax{1/p, 1−1/p}γq−1 log
(
γ/nmax{1/p, 1−1/p} + 1
)
,
where γ := max{‖x− y‖p : x, y ∈ X}/min{‖x− y‖p : x, y ∈ X , x 6= y}.
Note that when X = [0..s]n for s ≥ 1, we have γ = n1/ps. Consider the case X = [0..s]n, s ≥ 1, p =
2, q = 1. We have r∗c (P([0..s]n)) = O(
√
n log s), which is stronger than O(n log s) if we apply Theorem
15, or the previous results in [11, 14, 10, 18]. This implies that there exists a bi-Lipschitz embedding
of P([0..s]n) into the space of random variables over X (and also into L1) with distortion O(
√
n log s)
(see Proposition 40 and 41). An algorithm for computing Xα with time complexity O(2n|X | log2 |X |)
is given in Section 5.1 and 5.3. We remark that [17] also gives an embedding of P([0..s]2) (n = 2)
into L1 with distortion O(log s).11 For a lower bound on the order of growth of r∗c (P([0..s]n)), using
the result in [17] (see (9.2) in Section 9), for any fixed n ≥ 2, we have r∗c (P([0..s]n)) = Ω(
√
log s) as
s→∞.
It may also be of interest to find the rate of growth of r∗c (P(Rn)) for c(x, y) = ‖x − y‖qp as n
increases. Theorem 6 gives r∗c (P(Rn)) = O(nqmax{1/p, 1−1/p}) if q < 1. The following theorem shows
a lower bound on r∗c (P(Rn)) that increases with n. The proof is given in Appendix G.
Theorem 9. When X = Rn, n ≥ 2, c(x, y) = ‖x− y‖qp, p ∈ R≥1 ∪ {∞}, 0 < q < 1, we have
r∗c (P(Rn))
≥
(
1− 1
n
)(
n+ q
n+ q − nq
(
n/q + 1
Vn,p
)1/(n/q+1)
+ 1
n− 1
−min
{
2−qnq/p+1
n+ q , max
{(
n/q + 1
Vn,p
)1/(n/q+1)
− 1, 0
}
+ qn
1/p+1
2(n+ 1)
})
,
where Vn,p is the volume of the unit `p ball given in (1.2). The above statement is also true for the
cases given in Remark 11 below. As a result, as n→∞, we have
r∗c (P(Rn)) = Ω(nq/p),
i.e., r∗c (P(Rn)) grows at least as fast as nq/p.
Combining this with Theorem 6, for 0 < q < 1, 1 ≤ p ≤ 2, we have
r∗c (P(Rn)) = Θ(nq/p).
The bounds in Proposition 5, Theorem 6, Proposition 7 and Theorem 9 are plotted in Figures 2.1, 2.2
and 2.3.
A consequence of Theorem 9 is that r∗c (P(X )) = ∞ in the following infinite dimensional spaces.
The proof is given in Appendix H.
Corollary 10. We have r∗c (P(X )) =∞ for the following X and c:
11Note that the existence of an embedding into L1 does not imply the existence of an embedding into the space of
random variables over X .
9
• X = `p, c(x, y) = ‖x− y‖qp, where p ∈ R≥1, q > 0.12
• X = C([0, 1],R) is the space of all continuous functions f : [0, 1] → R (with the topology and
σ-algebra generated by the L∞ metric), c(f, g) = ‖f − g‖qp is the Lp metric to the power q, where
p ∈ R≥1 ∪ {∞}, q > 0 satisfy p <∞ or q ≥ 1.13
• X = {x ∈ {0, 1}N : ∑i xi < ∞} is the space of infinite binary sequences with finitely many 1’s,
c(x, y) = ‖x− y‖q1 is the Hamming distance to the power q, where q > 0.
Remark 11. Proposition 7 and Theorem 9 are also true if we replace P(Rn) with any one of the
following (for proofs, refer to the proofs of the respective proposition or theorem):
• P(Zn);
• PλS (Rn) (i.e., continuous probability distributions over S) for any S ⊆ Rn with λ(S) > 0;
• P(M) whereM is a connected smooth complete n-dimensional Riemannian manifold (without
boundary), and c(x, y) = (dM(x, y))q, where dM denotes the intrinsic distance on the manifold
M. In this case, we let p = 2 in Proposition 7 and Theorem 9.14
2.4 Riemannian Manifolds
In this subsection, we consider the case X = M, where M is a connected smooth complete real
n-dimensional Riemannian manifold (without boundary). Let dM be the intrinsic distance on the
manifoldM. We consider the symmetric cost function of the form c(x, y) = (dM(x, y))q, q > 0.
We first consider the simple case whereM = {x ∈ R2 : x21 + x22 = 1} is the circle. The proof of the
following proposition is given in Appendix I.
Proposition 12. Let M = {x ∈ R2 : x21 + x22 = 1} be the circle, and c(x, y) = (dM(x, y))q, q > 0.
We have
r∗c (P(M)) ∈ [2, 20.27/(1− q)) for 0 < q < 1,
r∗c (P(M)) = 2 for q = 1,
r∗c (P(M)) =∞ for q > 1.
It is perhaps noteworthy that, compared to the case where X = R is the real line, the bounds when
0 < q < 1 are similar. However, for the circle, we have r∗c = 2 when q = 1, and r∗c = ∞ when q > 1
(compared to r∗c = 1 for the real line when q ≥ 1). This shows that the behavior of r∗c for the circle is
very different from that for the real line.
For higher dimensional manifolds, the lower bounds in Proposition 7 and Theorem 9 also hold (see
Remark 11). We have the following upper bound for the n-dimensional sphere and torus, proved using
Theorem 4. The proof is given in Corollary 33.
12We have r∗c (P(X ′)) =∞ even if we take X ′ ⊆ X = `p to be the set of non-negative, non-increasing sequences that
sum to 1. As a result, if X ′′ ⊆ P(N) is a space of probability distributions over N (and is also a Polish space) large
enough that every x ∈ X ′, when regarded as a probability mass function, is in X ′′, then we have r∗dTV (P(X
′′)) = ∞
since dTV(f, g) = (1/2)‖x− y‖1. The proof is given in Appendix H.
13We have r∗c (P(X ′)) = ∞ (if p < ∞ or q ≥ 1) even if we take X ′ ⊆ X = C([0, 1],R) to be the set of non-negative,
infinitely differentiable, 1-Lipschitz functions f with
´ 1
0 f = 1. As a result, if X ′′ ⊆ P([0, 1]) is a space of probability
distributions over [0, 1] (and is also a Polish space) large enough that every f ∈ X ′, when regarded as a probability
density function, is in X ′′, then we have r∗dTV (P(X
′′)) = ∞ since dTV(f, g) = (1/2)‖f − g‖1. The proof is given in
Appendix H.
14Note that ifM satisfies these requirements then (M, dM) is a complete separable metric space. This is due to the
fact that every metric space is paracompact, and every Hausdorff (implied by the metric), connected topological space
locally homeomorphic to Rn is second-countable.
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Proposition 13. Assume either M = {x ∈ Rn+1 : ‖x‖2 = 1} is the n-sphere, or M = {x ∈ R2n :
x22i−1 + x22i = 1∀i ∈ [1..n]} is the n-torus. Let c(x, y) = (dM(x, y))q, 0 < q < 1. We have
r∗c (P(M)) <
20.27
1− q n
q/2.
The following result applies to manifolds with non-negative Ricci curvature, and compact manifolds
with Ricci curvature bounded below. The proof is given in Section 5.5.
Theorem 14. Let c(x, y) = (dM(x, y))q, 0 < q < 1. If the Ricci curvature of M is bounded below as
RicM ≥ (n− 1)K (i.e., RicM(ξ, ξ) ≥ (n− 1)K 〈ξ, ξ〉 for any x ∈ M, ξ ∈ TxM) for some K ∈ R, we
have:
1. If K ≥ 0, then
r∗c (P(M)) <
7.56
1− q (2.47n)
q;
2. If K < 0 and D := diam(M) := supx,y∈M dM(x, y) <∞, then
r∗c (P(M)) <
7.56
1− q
(
6.72n(D
√−K + 1)
)q
.
For non-compact manifolds with negative Ricci curvature (e.g. the hyperbolic space) , it is unknown
whether r∗c (P(M)) <∞ for c(x, y) = (dM(x, y))q, 0 < q < 1.
2.5 Finite Metric Space
We consider the case where X is finite, and the symmetric cost function c is a metric over X . The
problem of finding the exact value of r∗c ({Pα}α∈A) (or even deciding whether r∗c ({Pα}α∈A) = 1) for
a finite collection of probability distributions {Pα}α∈A is NP-hard, which is shown in Appendix A.
Nevertheless, it is possible to give bounds and efficient approximation algorithms, as described in the
following theorem. The proof is given in Section 5.1.
Theorem 15. Let (X , d) be a finite metric space, and c(x, y) = d(x, y). We have
r∗c (P(X )) < 55.7 (1 + log |X |) .
Theorem 15 shows that r∗c (P(X )) = O(log |X |), which achieves the same order as in [18], and
improves upon r∗c (P(X )) = O(log |X | log log |X |) in [14, 10]. The algorithm for computing Xα ∼ Pα
in this coupling, with time complexity O(|X |3 log |X |), is given in Section 5.1.
Regarding the tightness of Theorem 15, it is shown in Proposition 42 (using a result in [16]) that
when X = {0, 1}n, n ≥ 2, and c(x, y) = ‖x − y‖1, we have r∗c (P({0, 1}n)) = Ω(n) = Ω(log |X |).
Therefore the bound r∗c (P(X )) = O(log |X |) is tight.
For the case where the symmetric cost function is a power of a metric (i.e., c(x, y) = (d(x, y))q,
q > 0, where d is a metric over X ), the following bound shows that r∗c (P(X )) = O(|X |q). The proof is
given in Section 5.4.
Theorem 16. Let (X , d) be a finite metric space, and c(x, y) = (d(x, y))q, q > 0. We have
r∗c (P(X )) < 7.56(|X | − 1)q.
This bound is weaker compared to Theorem 15 when 0 < q ≤ 1 (where c(x, y) = (d(x, y))q is also
a metric). Nevertheless, when q > 1, it is shown in (I.1) that there exists a sequence of finite metric
spaces where r∗c (P(X )) = Ω(|X |q−1).
One may wonder whether it is possible to bound r∗c (P(X )) in terms of |X | if no conditions are
imposed on c. This is impossible if |X | ≥ 4, since it is shown in Proposition 36 that r∗c (P(X )) can be
arbitrarily large (or even infinite) when |X | = 4.
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2.6 Ultrametric Space
We have the following bound for the case where the symmetric cost function c is an ultrametric.
Note that a symmetric cost function c is an ultrametric if c(x, y) > 0 for x 6= y, and c(x, z) ≤
max{c(x, y), c(y, z)} for any x, y, z. The proof is given in Section 5.4.
Theorem 17. Let (X , c) be a complete separable metric space. If c is an ultrametric, then
r∗c (P(X )) < 7.56.
We remark that it is shown in [30] that if (X , c) is a compact ultrametric space, then (P(X ), C∗c )
is affinely isometric to a convex subset of `1. In contrast, Theorem 17 implies that there is a bi-
Lipschitz embedding of (P(X ), C∗c ) into the space of X -valued random variables with distortion 7.56,
where each P ∈ P(X ) is mapped to a random variable with distribution P (see Section 9). The
requirement that P is mapped to a random variable with distribution P incurs a penalty that the
embedding is only bi-Lipschitz (instead of isometric). This penalty is necessary, since it is shown in
Proposition 36 that r∗c (P(X )) > 1 for metric spaces (X , c) unless (X , c) can be isometrically embedded
into (R, (x, y) 7→ |x − y|), meaning that the only ultrametric space (X , c) where r∗c (P(X )) = 1 is the
trivial example where |X | = 2.
2.7 Finite Collection of Probability Distributions
We give a bound on r∗c when the symmetric cost function c is a metric and the collection of distributions
{Pα}α∈A is finite. The proof uses the result on tree metrics in [18], and the strategy in [15]. It is given
in Appendix J.
Proposition 18. Let (X , c) be a complete separable metric space. Let {Pα}α∈A be a finite collection
of probability distributions over X with |A| ≥ 2. We have
r∗c ({Pα}α∈A) < 23.1 · log |A|.
This result (for finite {Pα}α∈A and arbitrary X ) appears to be similar to Theorem 15 (for finite X
and arbitrary {Pα}α∈A), with the roles of X and {Pα}α∈A switched. Understanding the connection
between the two results is left for future research.
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Collection {Pα}α Cost c(x, y) Bounds on r∗c ({Pα}α)
P([1..2])
1{x 6= y}
r∗c = 1 (Folklore, Thm 3)
P([1..3]) r∗c = 4/3 ([14, 31], Thm 3)
P([1..4]) 3/2 ≤ r∗c ≤ 5/3 (Thm 3)
P([1..s]), s ≥ 5 2(1− s−1) ≤ r∗c ≤ 2 ([14, 19], Thm 3)
P(Z) or Pλ(Rn) r∗c = 2 ([19], Thm 3)
P(R)
|x− y|q, q < 1 2 ≤ r∗c < 9.34/(1− q) (Thm6, (2.5), Prop 34)
|x− y|q, q ≥ 1 r∗c = 1 ([29], Prop 5)
P(Rn), n ≥ 2
‖x− y‖qp, q < 1
max
{
2, 11000√1−q
}≤r∗c < 10.551−q nqmax{1/p, 1−1/p} (Thm 6, Prop 34)
r∗c = Ω(nq/p) (Thm 9)
‖x− y‖qp, q ≥ 1 r∗c =∞ (Prop 35, [17])
P([0..s]n), s ≥ 1 ‖x− y‖qp, p ≤ 2, q ≥ 1 r∗c < 28.66nq/psq−1 log(s+ 1) (Prop 8)
P(`p), p <∞ ‖x− y‖qp r∗c =∞ (Cor 10)
P(P(N)) dTV(x, y) r∗c =∞ (Cor 10)
P(C([0, 1],R)) ‖x− y‖qp, p<∞ or q≥1 r∗c =∞ (Cor 10)
P({0, 1}n), n ≥ 2
‖x− y‖q1
max
{(n−1)q−1
n +1, 2−21−n
}≤r∗c ≤2nq, r∗c =Ω(n1−|1−q|) (Prop 34, 35, 36, 42)
P({x∈{0, 1}N : ∑i xi<∞}) r∗c =∞ (Cor 10, [16])
P(M) forM
being the circle
(dM(x, y))q, q < 1 2 ≤ r∗c < 20.27/(1− q) (Prop 12)
dM(x, y) r∗c = 2 (Prop 12)
(dM(x, y))q, q > 1 r∗c =∞ (Prop 12)
P(M) forM being the
n-sphere/torus, n ≥ 2
(dM(x, y))q, q < 1 max
{
2, 11000√1−q
}≤r∗c < 20.271−q nq/2, r∗c =Θ(nq/2) (Cor 33,Prop 34,Thm9)
(dM(x, y))q, q ≥ 1 r∗c =∞ (Thm 35)
P(X ), |X | <∞
d(x, y), d is a metric r∗c < 55.7(1 + log |X |) (Thm 15, [18])
(d(x, y))q, d is a metric r∗c < 7.56(|X | − 1)q (Thm 16)
P(X ) Ultrametric thatmetrizesX r∗c < 7.56 (Thm 17)
{Pα}α∈A, |A| <∞ d(x, y), d is a metric r∗c < 23.1 · log |A| (Prop 18, [15])
P([1..4]) 1{|x− y| = 2} r∗c =∞ (Prop 36)
Table 1: List of bounds on r∗c ({Pα}α), where s ∈ Z≥2, p ∈ R≥1 ∪ {∞}, q > 0. The example
c(x, y) = 1{|x− y| = 2} over P([1..4]) is the smallest example where r∗c =∞.
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Figure 2.1: Log-scale plot of the upper bound (Theorem 6) and lower bound (Proposition 34 and
Theorem 9) on r∗c with c(x, y) = ‖x − y‖q2 for R (left) and R2 (right) against q. The green region is
the region of possible values of r∗c . The behavior of r∗c (P(R)) is very different from that of r∗c (P(R2)),
as r∗c (P(R)) is smaller when q ≥ 1 compared to 0 < q < 1, whereas r∗c (P(R2)) is infinite for q ≥ 1 but
finite for 0 < q < 1. Note that the lower bound for R2 tends to ∞ continuously as q → 1−, which may
not be apparent in the figure.
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Figure 2.2: Log-log plot of the upper bound (Theorem 6) and lower bound (Proposition 34 and Theorem
9) on r∗c with c(x, y) = ‖x − y‖q2 on Rn for q = 1/2 (left) and q = 3/4 (right) against n. The green
region is the region of possible values of r∗c .
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Figure 2.3: Log-scale plot of the upper bound (Theorem 6, green wireframe) and lower bound (Propo-
sition 34 and Theorem 9, red wireframe) on r∗c with c(x, y) = ‖x− y‖q2 on Rn for different n’s (in log
scale) and q’s. Note that the numbers on the vertical axis denote log10(r) where r is either the upper
or lower bound on r∗c .
3 Applications
In this section, we present several applications of the pairwise multi-marginal optimal transport prob-
lem.
3.1 Sketching and Locality Sensitive Hashing
Locality sensitive hashing for probability distributions has been studied extensively, e.g., in [10, 11, 12,
13]. A hash function hZ (indexed by a random variable Z ∼ Q, i.e., hZ is a random function) maps a
probability distribution Pα (in a collection {Pα}α) into a low-dimensional data structure hZ(Pα), such
that hZ(Pα) is close to hZ(Pβ) whenever Pα is close to Pβ (e.g. in earth mover’s distance C∗c (Pα, Pβ)
when c is a metric). Such hash functions have various applications including duplicate detection,
nearest neighbor search, and estimation of earth mover’s distance.
A coupling {Xα}α of {Pα}α which attains a small r := rc({Xα}α) can be regarded as a locality
sensitive hash function for the earth mover’s distance. Assume there is a random variable Z ∼ Unif[0, 1]
such that Xα = Xα(Z) is a function of Z for all α (as in the definition of Γλ({Pα}α)). Let hZ : {Pα :
α ∈ A} → X be defined by hZ(Pα) := Xα(Z), then we have
C∗c (Pα, Pβ) ≤ E[c(hZ(Pα), hZ(Pβ))] ≤ rC∗c (Pα, Pβ).
If c is a metric, then E[c(hZ(Pα), hZ(Pβ))] is within a multiplicative factor from the earth mover’s
distance C∗c (Pα, Pβ). Therefore we can estimate C∗c (Pα, Pβ) by drawing i.i.d. samples Z1, . . . , Zk, and
taking the sample mean of c(hZi(Pα), hZi(Pβ)).
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The vector {hZi(Pα)}i∈[1..k] ∈ X k also serves as a sketch of the distribution Pα. For example, let
X = [0..s]n, s ≥ 1, c(x, y) = ‖x − y‖1. Then {hZi(Pα)}i ∈ Rnk, and C∗c (Pα, Pβ) can be estimated by
the sample mean
1
k
k∑
i=1
c(hZi(Pα), hZi(Pβ)) =
1
k
‖{hZi(Pα)}i − {hZi(Pβ)}i‖1,
which is the `1 distance on Rnk. Refer to Section 5.3 for an algorithm for computing hZ for this
example.
3.2 The Labeling Problem for Classification
We describe the labeling problem studied in [14, 15, 32] (also see the energy minimization problem
studied in [33]). Consider a finite set of objects A to be classified, and a finite set of classes or labels
X . A labeling is a function f : A → X mapping each object to its assigned label. The cost of assigning
object α to label x is given by g(α, x), where g : A× X → R≥0. For example, such a cost may come
from an estimate of the likelihood that object α belongs to the class x. We also have a set of pairs of
related objects E ⊆ A. We want a related pair of objects (α, β) ∈ E to be assigned similar labels, that
is, c(f(α), f(β)) is small, where c : X × X → R≥0 measures the difference between two labels (and is
assumed to be a symmetric cost function). The weight of a pair (α, β) ∈ E is given by w(α, β) ≥ 0.
The total cost of the labeling f is given by
Q(f) :=
∑
α∈A
g(α, f(α)) +
∑
(α,β)∈E
w(α, β)c(f(α), f(β)).
The problem of minimizing Q(f) is NP-hard, and can be expressed as a mixed 0-1 integer program
(see [14, 34]). Nevertheless, it is possible to give an approximate algorithm by pairwise multi-marginal
optimal transport, using the earthmover linear program in [14, 15]. We relax the problem of minimizing
Q(f) to allow fractional labeling. A fractional labeling is a collection of distributions {Pα}α∈A over X ,
where each object α is assigned a distribution Pα over labels rather than only one label. For (α, β) ∈ E,
the cost between α and β is approximated by C∗c (Pα, Pβ). Let the total approximate cost be
Q˜({Pα}α) :=
∑
α∈A
EX∼Pα [g(α,X)] +
∑
(α,β)∈E
w(α, β)C∗c (Pα, Pβ).
Since a labeling f is a special case of a fractional labeling (by letting Pα = δf(α)), we have inf{Pα}α Q˜({Pα}α) ≤
inff Q(f). The minimum of Q˜({Pα}α) can be found using linear programming (since C∗c (Pα, Pβ) can
be expressed as a linear program).
Let {Pα}α be the minimizer of Q˜({Pα}α), and {Xα}α be a coupling achieving rc({Xα}α) ≤
r∗c ({Pα}α) + . We construct f randomly as f{Xα}α(α) := Xα (i.e., f{Xα}α is a random function
that depends on the values of {Xα}α). This construction gives an expected cost
E[Q(f{Xα}α)] = E
∑
α∈A
g(α,Xα) +
∑
(α,β)∈E
w(α, β)c(Xα, Xβ)

≤
∑
α∈A
EX∼Pα [g(α,X)] + (r∗c ({Pα}α) + )
∑
(α,β)∈E
w(α, β)C∗c (Pα, Pβ),
which is at most a factor r∗c ({Pα}α)+ away from Q˜({Pα}α), and hence at most a factor r∗c ({Pα}α)+
away from the optimum inff Q(f). This performance guarantee is universal in the sense that the
approximation factor is bounded by r∗c (P(X )) +  regardless of g, E and w. Efficient algorithms for
computing {Xα}α exist, for example, when (X , c) is a finite metric space (see Section 5.1).
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We remark that this is an example of a dependent randomized rounding algorithm for converting a
solution of a fractional relaxation of a mixed 0-1 integer program to a solution of the original problem.
See [35] for discussions.
3.3 Robust Computation of Transport Plans
Let {Pα}α∈A be a collection of probability distributions over X . A transport plan computation function
is a function G : {Pα : α ∈ A} × {Pα : α ∈ A} → P(X 2) which, given any pair of probability
distributions Pα, Pβ in the collection, outputs G(Pα, Pβ) ∈ Γ(Pα, Pβ) (G(Pα, Pβ) is a probability
distribution over X 2; see (1.4) for the definition of Γ(Pα, Pβ)) such that E(X,Y )∼G(Pα,Pβ)[c(X,Y )] is
close to the optimal value C∗c (Pα, Pβ). The inputs Pα, Pβ may be perturbed into Pα′ , Pβ′ respectively
(e.g. due to an imperfect estimation of Pα, Pβ , or due to an adversary), α′, β′ ∈ A, where Pα′ is close
to Pα, and Pβ′ is close to Pβ , in the sense that C∗c (Pα, Pα′) + C∗c (Pβ , Pβ′) ≤  for some  > 0. A
robust transport plan computation function should be robust against such perturbations in the sense
that G(Pα′ , Pβ′) ∈ Γ(Pα′ , Pβ′) (the coupling computed using the perturbed distributions) is close to
G(Pα, Pβ). More specifically, we say G is r-robust, r > 0, if
C∗c×c (G(Pα, Pβ), G(Pα′ , Pβ′))
= inf
(X,Y )∼G(Pα,Pβ), (X′,Y ′)∼G(Pα′ ,Pβ′ )
E [c(X,X ′) + c(Y, Y ′)]
≤ r
for any  > 0 and Pα, Pα′ , Pβ , Pβ′ satisfying C∗c (Pα, Pα′)+C∗c (Pβ , Pβ′) ≤ , where (c×c) : X 2×X 2 → R
is defined by (c× c)((x, y), (x′, y′)) := c(x, x′) + c(y, y′), which we call the 1-product cost function.
Note that if c is a metric, then C∗c is the 1-Wasserstein distance over P(X ), and C∗c×c is the 1-
Wasserstein distance over P(X 2) with respect to the 1-product metric c× c. Therefore, G is r-robust
if and only if G is an r-Lipschitz function with respect to C∗c × C∗c (the 1-product of 1-Wasserstein
distances, which is a metric over the space of inputs pairs of probability distributions) and C∗c×c.
Let G∗(Pα, Pβ) be the transport plan computation function that gives the optimal coupling attain-
ing E(X,Y )∼G∗(Pα,Pβ)[c(X,Y )] = C∗c (Pα, Pβ) for any (Pα, Pβ). Then G∗ may not be robust against
perturbations. For example, consider X = R2, c(x, y) = √‖x− y‖2 (which is a metric), and consider
the collection P(X ) of all probability distributions. Let
Pα = (δ(1,0) + δ(−1,0))/2, Pβ = (δ(22,1) + δ(0,−1))/2, Pβ′ = (δ(−22,1) + δ(0,−1))/2. (3.1)
We have C∗c (Pβ , Pβ′) ≤ . The optimal coupling between (Pα, Pβ) is G∗(Pα, Pβ) = (δ((1,0),(22,1)) +
δ((−1,0),(0,−1)))/2, and the optimal coupling between (Pα, Pβ′) isG∗(Pα, Pβ′) = (δ((1,0),(0,−1))+δ((−1,0),(−22,1)))/2.
It can be checked that C∗c×c(G∗(Pα, Pβ), G∗(Pα, Pβ′)) ≥
√
2, which can be much larger than the per-
turbation .
We can design a robust transport plan computation function using pairwise multi-marginal opti-
mal transport. Let {Xα}α ∈ Γλ({Pα}α) and Gr(Pα, Pβ) be the joint distribution of (Xα, Xβ). We
can guarantee that E(X,Y )∼Gr(Pα,Pβ)[c(X,Y )] ≤ rC∗c (Pα, Pβ). If Pα, Pβ are perturbed into Pα′ , Pβ′
respectively, where C∗c (Pα, Pα′) + C∗c (Pβ , Pβ′) ≤ , then
C∗c×c (Gr(Pα, Pβ), Gr(Pα′ , Pβ′))
≤ E [c(Xα, Xα′) + c(Xβ , Xβ′)]
≤ rc({Xα}α)C∗c (Pα, Pα′) + rc({Xα}α)C∗c (Pβ , Pβ′)
≤ rc({Xα}α).
Hence Gr is r-robust for r = rc({Xα}α), which can be made arbitrarily close to r∗c ({Pα}α). In other
words, at the expense of having a suboptimal coupling (within a factor r from optimal), Gr is robust
in the sense that perturbing the input probability distributions by  (with respect to C∗c ) will only
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change the output coupling by r (with respect to C∗c×c). For the case X = R2, c(x, y) =
√‖x− y‖2,
we can achieve r = 26 by Theorem 6.
Besides the theoretical elegance of having a Lipschitz continuous transport plan computation func-
tion, the notion of r-robustness also has practical relevance. For instance, if two parties compute
transport plans based on two different perturbed versions of (Pα, Pβ) (e.g. due to imperfect estima-
tions of Pα, Pβ) separately using the same robust transport plan computation function, then the two
output couplings will be similar. Hence, there will be little discrepancy when they perform actions
based on those couplings.
The usage of a robust transport plan computation function also disincentivizes the manipulation
of the input probability distributions Pα, Pβ by another party. Assume c is a metric. Suppose that
party is capable of perturbing (Pα, Pβ) into (Pα′ , Pβ′) by  (i.e., C∗c (Pα, Pα′) + C∗c (Pβ , Pβ′) ≤ ) in
order to manipulate the output coupling G(Pα′ , Pβ′), so that the gain of that party measured by
E(X,Y )∼G(Pα′ ,Pβ′ )[h(X,Y )] is increased, where h : X 2 → R is the gain function. For example, in the
setting where we design a transport plan from mines to factories, the owner of a large factory that
spans multiple streets may choose to report a street address closer to a mine he/she secretly prefers,
so that the preferred mine would be assigned to his/her factory. Such a manipulation can be effective
against the optimal transport plan computation function G∗ (refer to the example in (3.1)), but not
against a robust function. If h is η-Lipschitz with respect to c × c for some η > 0, then by using an
r-robust transport plan computation function G, we can guarantee that∣∣∣E(X,Y )∼G(Pα′ ,Pβ′ )[h(X,Y )]−E(X,Y )∼G(Pα,Pβ)[h(X,Y )]∣∣∣ ≤ ηr,
i.e., that party cannot increase the gain by more than ηr by manipulating (Pα, Pβ).
3.4 Distributed Computation of Transport Plans
Consider the setting where there are k trucks to be assigned to k mines and k factories, where each
truck is assigned to one mine and one factory, and is responsible for transportation between them.
Let the locations of mines and factories be u1, . . . , uk ∈ X and v1, . . . , vk ∈ X respectively. Let
P = k−1
∑k
i=1 δui be the distribution of mines (similarly define Q for the distribution of factories).
The transportation cost between locations x and y is c(x, y). If the truck assignment is performed
centrally, then the optimal assignment can be obtained from solving the original optimal transport
problem.
We consider a variant of this setting where the assignment is performed in a distributed manner.
Assume P belongs to a collection of probability distributions {Pα}α∈A, and Q belongs to a collection of
probability distributions {Qβ}β∈B. Suppose the mining administration knows the distribution of mines
P , and is responsible for assigning trucks to mines, i.e., designing a mapping x : [1..k] → X , where
x(i) is the location of the mine to which the i-th truck is assigned. The mining administration does
not know Q, so its only information about Q is that Q belongs to {Qβ}β∈B. Similarly, the industrial
administration knows the distribution of factories Q and that P ∈ {Pα}α∈A (but not the exact choice
of P ), and is responsible for assigning trucks to factories (designing a mapping y : [1..k] → X ). Let
U ∼ Unif[1..k], X := x(U), Y := y(U). Then (X,Y ) is a coupling of P,Q. The goal is to guarantee
that such a distributed computation of the coupling would give a total cost kE[c(X,Y )] at most a
factor of r from the lowest possible total cost kC∗c (P,Q) for any P ∈ {Pα}α∈A, Q ∈ {Qβ}β∈B, where
r ≥ 1 is as small as possible.
Since the mining administration produces the mapping x using only P , we can let xα be the
mapping produced when P = Pα, and Xα := xα(U). Define Yβ similarly. Then {{Xα}α, {Yβ}β} is a
coupling of {{Pα}α, {Qβ}β}. The problem becomes that of minimizing
sup
α∈A, β∈B
E[c(Xα, Yβ)]
C∗c (Pα, Qβ)
(3.2)
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subject to Xα ∼ Pα, Yβ ∼ Qβ (assume k is large enough that we can lift the restriction that the
probabilities in the probability mass function of Xα have to be multiples of k−1).
This is a more general problem than that in Definition (2) studied in this paper. If we assume that
A = B, Pα = Qα for any α ∈ A, and c is a symmetric cost function satisfying c(x, y) > 0 for any x 6= y,
then we can assume Xα = Yα almost surely for any α ∈ A (or else E[c(Xα, Yα)] > 0 = C∗c (Pα, Qα),
making (3.2) infinite). In this case, the infimum of (3.2) is the same as r∗c ({Pα}α).
3.5 Online Computation of Transport Plans
Let {Pα}α∈A be a collection of probability distributions over X . At the beginning, there are k agents
at locations z0(1), . . . , z0(k), where z0 : [1..k] → X . The initial distribution of the agents is Pα0 =
k−1
∑k
i=1 δz0(i). Let b0 = 0. At time t ∈ N, we observe a number bt ∈ Z≥−1 (the task index) and a
probability distribution Pαt (the task distribution) in the collection of probability distributions, which
falls in one of the following three cases:
1. (New tasks). A new batch of tasks is indicated by bt = t. In this case, Pαt gives the distribution
of the locations of k tasks in this batch, where each task requires an agent to complete. We
have to assign these new tasks to the agents. That is, we choose zt : [1..k] → X such that
k−1
∑k
i=1 δzt(i) = Pαt .
2. (Existing tasks). If 0 ≤ bt < t, then it signals each agent to return to the task assigned to
him/her at time bt for some follow-up work (if bt = 0, this means that the agents should return
to their initial locations). The agents must return to their assigned tasks, and cannot exchange
tasks among themselves. In this case, Pαt = Pαbt , and zt = zbt . We do not have to make any
choice in this case.
3. (Stop). If bt = −1, then this marks the end of the procedure. There are no further tasks and no
need for further traveling.
Note that upon receiving a new batch of tasks, we have to design zt online using only the information
b1, . . . , bt, Pα0 , . . . , Pαt , and z0, . . . , zt−1. We do not know the stopping time until it comes.
The cost of traveling from location x to y is given by c(x, y). Our goal is to assign the tasks to the
agents such that the average total traveling cost k−1
∑T
t=1
∑k
i=1 c(zt−1(i), zt(i)) is small, where T is
the time just before stopping (i.e., bT+1 = −1). Let U ∼ Unif[1..k] and Zt := zt(U). Then designing
zt upon receiving a new batch of tasks is equivalent to designing a random variable Zt (dependent of
Z0, . . . , Zt−1) with marginal distribution Pαt (assume k is large enough that we can lift the restriction
that the probabilities in the probability mass function of (Z0, . . . , Zt) have to be multiples of k−1). The
average total traveling cost can be given by k−1
∑T
t=1
∑k
i=1 c(zt−1(i), zt(i)) =
∑T
t=1E[c(Zt−1, Zt)]. We
want to guarantee that
T∑
t=1
E[c(Zt−1, Zt)] ≤ r inf
{Z˜t}t: Z˜t∼Pαt , Z˜t=Z˜bt ∀t∈[0..T ]
T∑
t=1
E[c(Z˜t−1, Z˜t)] (3.3)
for any {bt}t and {αt}t, where r ≥ 1 is as small as possible. The infimum in the right hand side is
the optimal average total cost for an offline scheme where we decide on all {Zt}t together using the
knowledge of all the {bt}t and {Pαt}t. In other words, the online scheme gives an average total cost
within a factor of r from that given by the optimal offline scheme. The requirement that the scheme
is online only results in a multiplicative penalty of r.
We consider the following three online schemes:
1. (Greedy scheme). Upon receiving a new batch of tasks at time t, design Zt such thatE[c(Zt−1, Zt)] =
C∗c (Pαt−1 , Pαt), i.e., minimize the cost of travelling from time t− 1 to time t.
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2. (Reactive minimax scheme). Upon receiving a new batch of tasks, design Zt such that
max0≤i<tE[c(Zi, Zt)]/C∗c (Pαi , Pαt) is minimized.
3. (Preemptive minimax scheme). Let {Xα}α ∈ Γλ({Pα}α), where rc({Xα}α) ≤ r∗c ({Pα}α) +  for
some small  > 0. Upon receiving a new batch of tasks, let Zt = Xαt .
For the preemptive minimax scheme, we have E[c(Zt−1, Zt)] ≤ rc({Xα}α)C∗c (Pαt−1 , Pαt), and hence
T∑
t=1
E[c(Zt−1, Zt)]
≤ rc({Xα}α)
T∑
t=1
C∗c (Pαt−1 , Pαt)
≤ rc({Xα}α) inf
{Z˜t}t: Z˜t∼Pαt , Z˜t=Z˜bt ∀t∈[0..T ]
T∑
t=1
E[c(Z˜t−1, Z˜t)],
and we can achieve r = rc({Xα}α) ≤ r∗c ({Pα}α) +  in (3.3) if r∗c ({Pα}α) <∞.
On the other hand, the greedy scheme fails to satisfy (3.3). Consider X = R2, c(x, y) = √‖x− y‖2
(which is a metric), and consider the collection P(X ) of all probability distributions. The preemptive
minimax scheme achieves r = 26 by Theorem 6. We now give an example where the greedy scheme
fails. Let l ∈ N, 4 ≤ l < T ,
(bt, Pαt) =

(
t, 12 (δ(cos(pit/l),sin(pit/l)) + δ(− cos(pit/l),− sin(pit/l)))
)
if t ≤ l − 2
(0, Pα0) if t ≥ l − 1 and t− l is odd
(l − 2, Pαl−2) if t ≥ l − 1 and t− l is even.
It can be checked that the greedy scheme selects Zt = (U cos(pit/l), U sin(pit/l)) for t = 0, . . . , l − 2,
where U ∼ Unif{1,−1}. The average total cost is
(l − 2)
√
2 sin
( pi
2l
)
+ (T − l + 2)
√
2 sin
(
pi(l − 2)
2l
)
≈
√
pil + (T − l)
√
2
for large l, T , which can be much larger than the average total cost given by the preemptive minimax
scheme, which is upper-bounded by
26
T∑
t=1
C∗c (Pαt−1 , Pαt) = 26
(
(l − 2)
√
2 sin
( pi
2l
)
+ (T − l + 2)
√
2 sin
(
2pi
2l
))
≈ 26
(√
pil + (T − l)
√
2pi/l
)
.
If T = l2, then the average total cost of the greedy scheme grows like l2, whereas that of the preemptive
minimax scheme grows like l3/2, which implies that the average total cost of the optimal offline scheme
grows at most like l3/2.
It is uncertain whether the reactive minimax scheme achieves the same r (or within a multiplicative
factor) as the preemptive minimax scheme. Nevertheless, the preemptive minimax scheme does not
involve solving an optimization problem for each time step, and thus is simpler to implement.
If A is finite and supα,β∈AE(X,Y )∼Pα×Pβ [c(X,Y )] is finite, we can actually show that finding the
smallest r in (3.3) among online schemes is equivalent to the pairwise multi-marginal optimal transport
problem of finding r∗c ({Pα}α). The achievability of r = r∗c ({Pα}α) +  in (3.3) for any  > 0 follows
from the preemptive minimax scheme. For the converse, fix any online scheme achieving r in (3.3),
and let T ≥ |A|−1, bt = t, and Pαt be distinct for 0 ≤ t ≤ |A|−1. Let Xβ := Zi, where i ∈ [0..|A|−1]
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such that αi = β. Since the scheme is online, we can choose bt, Pαt for t ≥ |A| without affecting
{Zi}i≤|A|−1. For any two probability distributions Pαi , Pαj in {Pα}α, i, j ∈ [0..|A|− 1], take bt = i for
|A| ≤ t ≤ T where t is odd, and bt = j for |A| ≤ t ≤ T where t is even. We have
(T − |A|)E[c(Xαi , Xαj )]
= (T − |A|)E[c(Zi, Zj)]
≤
T∑
t=1
E[c(Zt−1, Zt)]
(a)
≤ r inf
{Z˜t}t: Z˜t∼Pαt , Z˜t=Z˜bt ∀t∈[0..T ]
T∑
t=1
E[c(Z˜t−1, Z˜t)]
(b)
≤ r
(
|A| sup
α,β∈A
E(X,Y )∼Pα×Pβ [c(X,Y )] + (T − |A|+ 2)C∗c (Pαi , Pαj )
)
,
where (a) is by (3.3), and (b) is because we can take (Z˜i, Z˜j) to approach the optimal value of
C∗c (Pαi , Pαj ), and Z˜i′ ∼ Pαi′ for i′ ∈ [0..|A| − 1]\{i, j} to be independent of (Z˜i, Z˜j) and independent
among themselves. The number of times (i, j) or (j, i) appears consecutively in b0, b1, . . . , bT is at least
T −|A|, and at most T −|A|+2. Letting T →∞, we have E[c(Xαi , Xαj )] ≤ rC∗c (Pαi , Pαj ). Therefore,
r∗c ({Pα}α) ≤ rc({Xα}α) ≤ r.
3.6 Image Registration
Consider the following simplified setting of image registration. There are m images represented as
probability measures P1, . . . , Pm on X = R2, where Pi has a probability density function proportional
to the grayscale data of the i-th image. The goal is to transform these images onto a common coordinate
system, i.e., find invertible maps fi : R2 → R2 such that fi∗Pi are the same across i = 1, . . . ,m. Letting
U ∼ f1∗P1, Xi := f−1i (U), we have Xi ∼ Pi, and hence {Xi}i is a coupling of {Pi}i.
We also want these transformations to distort the images as little as possible. The case m = 2
has been studied extensively (e.g. in [36, 37]), where we minimize E[c(X1, X2)] among couplings
(X1, X2) ∈ Γλ(P1, P2), where c is a cost function. The squared distance cost c(x, y) = ‖x − y‖22 is
usually considered, where the minimum value of the optimization problem is given by the squared 2-
Wasserstein distance between P1 and P2. This can be readily generalized to m > 2 if there is a natural
ordering of the images (e.g. in optical flow where the images are frames of a video), where we minimize
E[
∑m−1
i=1 c(Xi, Xi+1)] among {Xi}i ∈ Γλ({Pi}i). This can be solved by minimizing E[c(Xi, Xi+1)]
separately, and then putting the optimal couplings in Γλ(Pi, Pi+1), i = 1, . . . ,m− 1 together to form
a coupling in Γλ({Pi}i). Another generalization to m > 2 is when there is a target image P1, and we
are only concerned with the cost between P1 and Pi, i ≥ 2, i.e., we minimize E[
∑m
i=2 c(X1, Xi)] among
{Xi}i ∈ Γλ({Pi}i). This optimization problem can be reduced to the case m = 2 similarly.
Nevertheless, there are settings where there is no natural ordering of the images, and there is
no special target image, e.g. when the images are photos of an object taken at different angles or
under different lighting conditions. In this case, it is perhaps natural to minimize r ≥ 1 such that
E[c(Xi, Xj)] ≤ rC∗c (Pi, Pj) for all i, j ∈ [1..m]. This guarantees that any pair (Xi, Xj) gives an
expected cost at most a factor of r from the minimum possible expected cost. The minimum r is given
by the optimal pairwise coupling ratio r∗c ({Pi}i). 15
15An unfortunate fact is that r∗c (P(R2)) = ∞ when c(x, y) = ‖x − y‖22 by Proposition 7, meaning that there is no
uniform upper bound on r∗c ({Pi}i). Nevertheless, r∗c ({Pi}i) can still be finite (since we are not considering the set P(R2)
of all distributions). A modification of r∗c which might allow us to consider P(R2) is given in Section 8.
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3.7 Multi-agent Matching with Fairness Requirement
We consider a variant of the multi-agent matching problem [38, 39, 9]. Suppose there are m categories
of agents, each consisting of k agents. Let Pi be the distribution of agents in category i, where the
space X represents the locations of the agents (it can also represent preferences, skill sets, etc). The
goal is to form teams, where each team consists of one agent from each category. Let QX1,...,Xm be
the distribution of locations of team members of a team (i.e., the distribution of the location vector
(X1, . . . , Xm) of a random team, whereXi is the location of the member of category i). Then QX1,...,Xm
is a coupling of P1, . . . , Pm. The cost of placing two agents at locations x, y in the same team is given
by the pairwise cost function c(x, y) (e.g. traveling cost).
While we can form teams by minimizing the total cost kEQ[
∑
i<j c(Xi, Xj)] over couplingsQX1,...,Xm
(which falls in the scope of the original multi-marginal optimal transport problem), such a team as-
signment may not be satisfactory to some categories, since each category (or the association of agents
in a category) is only interested in the costs relevant to their agents. In order to ensure fairness,
kEQ[c(Xi, Xj)] should be small for all pairs i < j. If the bound in (1.1) is attainable, then we can
guarantee that each kEQ[c(Xi, Xj)] is within a factor of r from its lowest possible value kC∗c (Pi, Pj).
4 Universal Poisson Coupling
In this section, we review the Poisson functional representation [20, 21], with a different notation. We
also remark that the same construction (but only for discrete distributions) was given later in [19].
Definition 19 (Poisson functional representation). Let φ ∈ [X ×R≥0]≤ℵ0 , where X is a Polish space
with its Borel σ-algebra. For µ a σ-finite measure over X , and P  µ a probability measure on X ,
define
%P‖µ(φ) :=
(
arg min
(x,t)∈φ: dPdµ (x)>0
t
(dP
dµ (x)
)−1)
1
with arbitrary tie-breaking, where (·)1 denotes the x-component of the pair. We omit µ and only write
%P (φ) if µ is clear from the context.
Let Φ ∼ PP(µ× λR≥0). Since a Poisson process is a proper point process [26, Corollary 6.5], there
exist random variables (X1, T1), (X2, T2), . . . ∈ X × R≥0 and a random variable K ∈ Z≥0 ∪ {∞} such
that
∑K
i=1 δ(Xi,Ti) = Φ almost surely. We define
%P‖µ(Φ) := %P‖µ
( K⋃
i=1
{(Xi, Ti)}
)
. (4.1)
By the mapping theorem [40, 26] (also see Appendix A of [20]), %P (Φ) is a random variable and
%P (Φ) ∼ P . For a collection of probability distributions {Pα}α∈A, we can define a coupling Xα :=
%Pα(Φ) ∼ Pα. We call this the universal Poisson coupling. It is universal in the sense that we construct
each Xα ∼ Pα on the probability space of the Poisson process individually, without taking the other
probability distributions in the collection into account. Hence, we can couple the collection of all
probability distributions dominated by µ.
The following result is proved in [21, Appendix A] regarding the probability that %Q(Φ) = %P (Φ)
for probability measures P,Q on X .
Lemma 20 (Poisson matching lemma [21]). Let Φ ∼ PP(µ×λR≥0), and P,Q be probability measures
on X with P,Q µ. Then we have the following almost surely:
P
(
%Q(Φ) = %P (Φ)
∣∣ %P (Φ))
=
(
f(%P (Φ))
ˆ
max
{
f(y)
f(%P (Φ))
,
g(y)
g(%P (Φ))
}
µ(dy)
)−1
,
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where f := dP/dµ, g := dQ/dµ.
For two probability distributions P and Q, the probability that %P (Φ) 6= %Q(Φ) can be regarded as
a distance between P and Q. Using Lemma 20, this probability can be evaluated to be the following
expression. The formula for the special case where the distributions are discrete is also given in [19].
Definition 21. For two probability distributions P,Q ∈ P(X ), the Poisson coupling distance is defined
as
dPC(P,Q) = 1−
ˆ (ˆ
max
{
f(y)
f(x) ,
g(y)
g(x)
}
µ(dy)
)−1
µ(dx),
where µ is a σ-finite measure over X with P,Q µ (we can take µ = P+Q), f := dP/dµ, g := dQ/dµ.
We consider (
´
max{ f(y)f(x) , g(y)g(x)}µ(dy))−1 = 0 if f(x) = 0 or g(x) = 0.
It can be checked that for P,Q µ,
dPC(P,Q) = P(%P (Φ) 6= %Q(Φ)), (4.2)
where Φ ∼ PP(µ× λR≥0).
Proposition 22. dPC is a metric over P(X ).
Proof of Proposition 22. We have
dPC(P,Q) = 0
⇔P(%P (Φ) 6= %Q(Φ)) = 0
⇔P = Q
since %P (Φ) ∼ P , %Q(Φ) ∼ Q. For the triangle inequality, let P1, P2, P3  µ,
dPC(P1, P2) + dPC(P2, P3)
= P(%P1(Φ) 6= %P2(Φ)) +P(%P2(Φ) 6= %P3(Φ))
≥ P(%P1(Φ) 6= %P2(Φ) or %P2(Φ) 6= %P3(Φ))
≥ P(%P1(Φ) 6= %P3(Φ))
= dPC(P1, P3).
Moreover, we can bound dPC(P,Q) by dTV(P,Q).
Proposition 23. For probability measures P,Q on X ,
dTV(P,Q) ≤ dPC(P,Q) ≤ 2dTV(P,Q)1 + dTV(P,Q) .
Moreover, if |supp(P ) ∪ supp(Q)| ≤ 2, then dPC(P,Q) = dTV(P,Q).
Proof of Proposition 23. For the lower bound, dPC(P,Q) = P(%P (Φ) 6= %Q(Φ)) ≥ dTV(P,Q) since
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%P (Φ) ∼ P , %Q(Φ) ∼ Q. For the upper bound,
dPC(P,Q) = 1−
ˆ (ˆ
max
{
f(y)
f(x) ,
g(y)
g(x)
}
µ(dy)
)−1
µ(dx)
≤ 1−
ˆ (ˆ max{f(y), g(y)}
min{f(x), g(x)}µ(dy)
)−1
µ(dx)
= 1−
ˆ (´ max{f(y), g(y)}µ(dy)
min{f(x), g(x)}
)−1
µ(dx)
= 1−
´
min{f(x), g(x)}µ(dx)´
max{f(y), g(y)}µ(dy)
= 1− 1− dTV(P,Q)1 + dTV(P,Q)
= 2dTV(P,Q)1 + dTV(P,Q)
.
If |supp(P ) ∪ supp(Q)| ≤ 2, let supp(P ) ∪ supp(Q) ⊆ {x, y}. Assume P (x) ≤ Q(x) without loss of
generality (treat a/0 =∞ for a > 0), then
dPC(P,Q) = 1−
(
max
{
P (x)
P (x) ,
Q(x)
Q(x)
}
+ max
{
P (y)
P (x) ,
Q(y)
Q(x)
})−1
−
(
max
{
P (x)
P (y) ,
Q(x)
Q(y)
}
+ max
{
P (y)
P (y) ,
Q(y)
Q(y)
})−1
= 1−
(
1 + P (y)
P (x)
)−1
−
(
1 + Q(x)
Q(y)
)−1
= 1− P (x)−Q(y)
= Q(x)− P (x)
= dTV(P,Q).
We are ready to give the pairwise coupling ratio for the discrete metric.
Proof of Theorem 3. We first show the upper bound. By Proposition 23, for all α, β
P(%Pα(Φ) 6= %Pβ (Φ)) ≤
2dTV(Pα, Pβ)
1 + dTV(Pα, Pβ)
≤ 2dTV(Pα, Pβ),
where Φ ∼ PP(µ× λR≥0). Hence r1 6=({%Pα}α) ≤ 2.
We then prove the bound r∗16=(Pµ(X )) ≤ (s + 1)/3 when s := |supp(µ)| < ∞.16 Without
loss of generality, assume supp(µ) = [1..s], and thus Pµ(X ) = P([1..s]). We construct a coupling
{Xα}α of {Pα}α = P([1..s]) by letting ς : [1..s] → [1..s] be a uniform random permutation of [1..s],
16It is mentioned in [14] that it is shown by Sanjeev Arora and Julia Chuzhoy that the approximation ratios 4/3
and 11/6 are achievable for s = 3 and s = 4 respectively for the metric labelling problem (which, depending on the
construction they use, may mean that r∗16= (Pµ(X )) is upper-bounded by those numbers, respectively). Note that the
bound r∗16= (Pµ(X )) ≤ 5/3 for s = 4 here is better than 11/6. A construction very similar to the one described here
has appeared in [31] (which considers the best ς instead of a random one).
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U ∼ Unif[0, 1] independent of ς, and Xα := F−1ς∗Pα(U) (i.e., the quantile coupling on {ς∗Pα}α). For any
Pα, Pβ ∈ P([1..s]), and (X˜α, X˜β) ∈ Γλ(Pα, Pβ) (assume (X˜α, X˜β) is independent of (ς, U)),
P(Xα 6= Xβ)
≤ E [E [|ς(Xα)− ς(Xβ)| ∣∣ ς]]
(a)
≤ E [E [|ς(X˜α)− ς(X˜β)| ∣∣ ς]]
= E
[
E
[|ς(X˜α)− ς(X˜β)| ∣∣ X˜α, X˜β]]
= E
[
1{X˜α 6= X˜β}
s−1∑
i=1
iP
(|ς(X˜α)− ς(X˜β)| = i ∣∣ X˜α 6= X˜β)]
= E
[
1{X˜α 6= X˜β}
s−1∑
i=1
i
s− i
s(s− 1)/2
]
= E
[
1{X˜α 6= X˜β}s(s− 1)(s+ 1)/6
s(s− 1)/2
]
= s+ 13 P(X˜α 6= X˜β),
where (a) is by the optimality of the quantile coupling for the cost function |x− y|. Hence
P(Xα 6= Xβ) ≤ inf
(X˜α,X˜β)∈Γλ(Pα,Pβ)
s+ 1
3 P(X˜α 6= X˜β)
= s+ 13 dTV(Pα, Pβ).
We then show the lower bound. Let m ≤ |supp(µ)|. By the definition of supp(µ), we can find
disjoint open sets Ei, i = 1, . . . ,m, where µ(Ei) > 0. Let Qi  µEi be probability measures. Let
A := {1, . . . ,m}, Pα :=
∑
i∈A\{α}Qi/(m− 1). Then dTV(Pα, Pβ) = 1/(m− 1) for any α 6= β. For any
coupling {Xα}α∈A, let Xm+1 := X1, then
m∑
α=1
P(Xα 6= Xα+1)
= E
[ m∑
α=1
1{Xα 6= Xα+1}
]
≥ 2,
where the last inequality is because the Xα’s cannot be all equal at a time (for x ∈ Ei, there is a proba-
bility distribution Pi not supported at x), so at least 2 pairs among the cycle (X1, X2), . . . , (Xm−1, Xm), (Xm, X1)
are not equal. Hence there exists α such that P(Xα 6= Xα+1) ≥ 2/m. Therefore r∗16=({Pα}α) ≥
2(m− 1)/m. The case |supp(µ)| =∞ follows from letting m→∞.
We remark that a similar technique is also used in [19, Proposition 6]. Nevertheless, by considering
cycles (instead of all pairs in [19]), we are able to give sharper bounds for general symmetric cost
functions in Proposition 34.
Remark 24. It is possible to remove the condition about µ and prove Theorem 3 on P(X ) instead of
Pµ(X ), if we remove the restriction that the coupling has to be defined on the standard probability
space. The proof is given in Appendix C.
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5 Sequential Poisson Functional Representation
The Poisson coupling (X,Y ), X ∼ P , Y ∼ Q of probability distributions P,Q tends to have a
high probability of matching (i.e., P(X = Y )) when dTV(P,Q) is small, as shown in Proposition 23.
However, it is not concerned with the distance between X and Y , only whether they are equal. In
order to construct a coupling (X,Y ) where X and Y are close (but not necessarily equal), instead
of applying the Poisson functional representation to X directly, we can apply the Poisson functional
representation to a noisy version Z of X instead.
For example, let γ > 0, and κ be the probability kernel from Rn to Rn, where κ(x, ·) = Unif(B‖·‖2,γ/2(x))
(i.e., it is the conditional distribution of X+W given X, whereW ∼ Unif(B‖·‖2,γ/2(0)) independent of
X). For a collection of continuous distributions {Pα}α∈A over Rn, we construct the coupling {Xα}α∈A
as (Φ1,Φ2)
iid∼ PP(λRn × λR≥0), Zα := %κ◦Pα(Φ1), Xα := %Pα(·|Zα)(Φ2), where P (·|Z) denotes the con-
ditional distribution of X given Z when (X,Z) ∼ Pκ, i.e., given Pα, we first use the the Poisson
functional representation on Φ1 to find Zα, and then identify the exact value of Xα conditioned on Zα
using Φ2. Since Zα ∼ κ ◦ Pα and Xα|Zα ∼ Pα(·|Zα), we have Xα ∼ Pα. Also,
P (‖Xα −Xβ‖2 ≤ γ)
≥ P(Zα = Zβ)
= 1− dPC(κ ◦ Pα, κ ◦ Pβ),
which may be larger than 1 − dPC(Pα, Pβ) (the bound we would obtain if we apply the Poisson
functional representation directly to Pα).
Nevertheless, this construction can only give a bound on P(‖Xα−Xβ‖2 ≤ γ) at a specific value of
γ which is fixed as a parameter of the construction. It is not strong enough to bound E[‖Xα −Xβ‖q2]
as required in Theorem 6. Therefore, instead of using only one auxiliary random variable Zα, we use
a sequence of random variables {Zα,i}i∈Z.
Definition 25 (Sequential Poisson functional representation). Let X be a Polish space with its Borel
σ-algebra F . Let I ⊆ Z be a nonempty interval (i.e., I = [k..l], [k..∞), (−∞..l] or (−∞..∞) for
some k ≤ l ∈ Z). Write I<i := {j ∈ I : j < i}, and define I≤i, I>i, I≥i similarly. Let µi be a
σ-finite measure over X for i ∈ I. Let P¯ : F⊗I → [0, 1] be a probability distribution on X I (note
that F⊗I is the Borel σ-algebra of the Polish space X I , since a Polish space is second-countable). Let
φi ∈ [X × R≥0]≤ℵ0 , i ∈ I. For J ⊆ I, write φJ := {φi}i∈J , µJ := {µi}i∈J , and P¯J : F⊗J → [0, 1],
defined by P¯J(E) := P¯ ({z ∈ X I : {zj}j∈J ∈ E}) (i.e., P¯J is the marginal distribution of the random
variables with indices in J). For i ∈ I, let P¯i|I<i : X I<i×F → [0, 1] be a regular conditional distribution
of Zi given {Zj}j∈I<i , where {Zj}j∈I ∼ P¯ (write P¯i|I<i(E|{zj}j∈I<i) := P¯i|I<i({zj}j∈I<i , E)). If
inf I = −∞, we require an additional parameter νI = {νi}i∈I , where νi is a probability distribution.
We require the following conditions on (P¯I , {P¯i|I<i}i∈I , µI , νI) (we refer to these two conditions
together as the SPFR condition):
1. For all {zj}j∈I<i ∈ X I<i , we have
P¯i|I<i(·|{zj}j∈I<i) µi. (5.1)
2. If inf I = −∞, we require that the given νI satisfy that νi  µi for i ∈ I,∑
i∈I≤0
dTV
(( ∏
j∈I<i
νj
)
P¯i|I<i ,
∏
j∈I≤i
νj
)
<∞, (5.2)
and
lim
i→−∞
dTV
(
P¯I≤i ,
∏
j∈I≤i
νj
)
= 0. (5.3)
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We define the sequential Poisson functional representation (SPFR) %¯{P¯i|I<i}i∈I‖µI (φI) ∈ X
I (write
%¯{P¯i|I<i}i∈I‖µI ,j(φI) for its j-th component) recursively:
Case 1. I = [k..l]: Define
%¯{P¯i|I<i}i∈I‖µI (φI) :=
(
%¯{P¯i|I<i}i∈I<l‖µI<l (φI<l), %P¯l|I<l (· | %¯P¯I<l‖µI<l (φI<l )) ‖µl
(φl)
)
, (5.4)
where the outermost (·, ·) denotes concatenation, and % denotes the original Poisson func-
tional representation in Definition 19. If k = l, then %¯{P¯i|I<i}i∈I‖µI (φI) := %P¯l‖µl(φl).
Case 2. I = (−∞..l]: Define
%¯{P¯i|I<i}i∈I‖µI ,l(φI) := limk→−∞ %¯{P¯i|I<i (·|({%νj‖µj (φj)}j<k,·))}i∈[k..l]‖µ[k..l],l(φ[k..l]), (5.5)
where P¯i|I<i(·|({%νj‖µj (φj)}j<k, ·)) : ({zj}j∈[k..i−1], E) 7→ P¯i|I<i(E|({%νj‖µj (φj)}j<k, {zj}j∈[k..i−1]))
is a probability kernel from X [k..i−1] to X , the %¯ in the right hand side is defined using
(5.4), and the limit is with respect to the discrete metric (not the topology of X ), i.e.,
limk→−∞ ak = b ⇔ inf{k : ak 6= b} > −∞. We will show later that the limit exists. We
then define
%¯{P¯i|I<i}i∈I‖µI (φI) :=
{
%¯{P¯i|I<i}i∈I≤j ‖µI≤j ,j(φI≤j )
}
j∈I ,
where each term is given by (5.5). We will show later that this also satisfies the equality in
(5.4).
Case 3. I = [k..∞) or (−∞..∞): Define
%¯{P¯i|I<i}i∈I‖µI (φI) :=
{
%¯{P¯i|I<i}i∈I≤j ‖µI≤j ,j(φI≤j )
}
j∈I . (5.6)
For notational simplicity, we write %¯P¯I‖µI (φI) := %¯{P¯i|I<i}i∈I‖µI (φI), where {P¯i|I<i}i∈I are regular
conditional distributions of P¯ such that (P¯I , {P¯i|I<i}i∈I , µI , νI) satisfies the SPFR condition. We say
(P¯I , µI , νI) satisfies the SPFR condition if there exist regular conditional distributions {P¯i|I<i}i∈I such
that (P¯I , {P¯i|I<i}i∈I , µI , νI) satisfies the SPFR condition. This simplified notation is justified by part
1 of Lemma 26 below (the choice of {P¯i|I<i}i∈I does not matter). We omit νI from the notation
%¯P¯I‖µI since the choice of νI is clear from the context. We sometimes omit µI and write %¯P¯I := %¯P¯I‖µI ,
%¯P¯I ,i := %¯P¯I‖µI ,i if µI is clear from the context.
We then show that if the SPFR condition is satisfied, and we have Φi ∼ PP(µi×λR≥0) independent
across i ∈ I, then %¯P¯I (ΦI) ∼ P¯ (the definition of %¯P¯I is extended to Poisson processes similarly as in
(4.1)). The proof is given in Appendix D.
Lemma 26. Let I ⊆ Z be a nonempty interval, and (P¯I , µI , νI) satisfy the SPFR condition. Let
Φi ∼ PP(µi × λR≥0) be independent across i ∈ I. Then we have:
1. If {P¯i|I<i}i∈I and {P¯ ′i|I<i}i∈I are both regular conditional distributions of P¯ such that (P¯I , {P¯i|I<i}i∈I , µI , νI)
and (P¯I , {P¯ ′i|I<i}i∈I , µI , νI) satisfy the SPFR condition, then %¯{P¯i|I<i}i∈I‖µI (ΦI) = %¯{P¯ ′i|I<i}i∈I‖µI (ΦI)
almost surely. In other words, %¯P¯I (ΦI) does not depend on the choice of {P¯i|I<i}i∈I .
2. %¯P¯I (ΦI) ∼ P¯ .
3. For any i ∈ I, we have %¯P¯I≤i (ΦI≤i) = {%¯P¯I ,j(ΦI)}j∈I≤i almost surely.
4. If sup I = l <∞, then (5.4) is satisfied almost surely (even if inf I = −∞).
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5. If inf I = −∞, then with probability 1,
inf
{
i ∈ I : %¯P¯I‖µI ,i(ΦI) 6= %νi‖µi(Φi)
}
> −∞. (5.7)
We then give a bound on the probability that %¯P¯I (ΦI) 6= %¯Q¯I (ΦI) for two probability distributions
P¯ , Q¯.
Lemma 27. Let I ⊆ Z be a nonempty interval with sup I < ∞. Let P¯ , Q¯ be probability distributions
over X I such that (P¯I , µI , νI) and (Q¯I , µI , νI) satisfy the SPFR condition. Let Φi ∼ PP(µi × λR≥0)
independent across i ∈ I. Then we have
P
(
%¯P¯I (ΦI) 6= %¯Q¯I (ΦI)
)
≤ 2
∑
i∈I
(1 + 1{i+ 1 ∈ I})dTV
(
P¯I≤i , Q¯I≤i
)
.
Proof of Lemma 27. Let sup I = l. For brevity, write %¯i
P¯
= %¯P¯I≤i (ΦI≤i), and let %¯
i
P¯
= ∅ if I≤i = ∅.
We have
P
(
%¯l
P¯
6= %¯l
Q¯
)
(a)=
∑
i∈I
P
(
%¯i−1
P¯
= %¯i−1
Q¯
and %¯i
P¯
6= %¯i
Q¯
)
(b)=
∑
i∈I
P
(
%¯i−1
P¯
= %¯i−1
Q¯
and %
P¯i|I<i
(
· | %¯i−1
P¯
)
‖µi(Φi) 6= %Q¯i|I<i
(
· | %¯i−1
Q¯
)
‖µi(Φi)
)
≤
∑
i∈I
P
(
%
P¯i|I<i
(
· | %¯i−1
P¯
)
‖µi(Φi) 6= %Q¯i|I<i
(
· | %¯i−1
P¯
)
‖µi(Φi)
)
(c)=
∑
i∈I
ˆ
dPC
(
P¯i|I<i
( · | {zj}j∈I<i), Q¯i|I<i( · | {zj}j∈I<i)) P¯I<i(d{zj}j∈I<i)
(d)
≤ 2
∑
i∈I
ˆ
dTV
(
P¯i|I<i
( · | {zj}j∈I<i), Q¯i|I<i( · | {zj}j∈I<i)) P¯I<i(d{zj}j∈I<i)
= 2
∑
i∈I
dTV
(
P¯I<i P¯i|I<i , P¯I<iQ¯i|I<i
)
≤ 2
∑
i∈I
(
dTV
(
P¯I<i P¯i|I<i , Q¯I<iQ¯i|I<i
)
+ dTV
(
P¯I<iQ¯i|I<i , Q¯I<iQ¯i|I<i
))
= 2
∑
i∈I
(
dTV
(
P¯I≤i , Q¯I≤i
)
+ dTV
(
P¯I<i , Q¯I<i
))
= 2
∑
i∈I
(1 + 1{i+ 1 ∈ I})dTV
(
P¯I≤i , Q¯I≤i
)
,
where (a) is because there almost surely exists i ∈ I such that %¯i−1
P¯
= %¯i−1
Q¯
(either I = [k..l], where
%¯k−1
P¯
= %¯k−1
Q¯
= ∅, or I = (−∞..l], where such an i exists almost surely by (5.7)), (b) is by (5.4)
(which holds for all cases by Lemma 26), (c) is by (4.2) and %¯i−1
P¯
∼ P¯I<i by Lemma 26, and (d) is by
Proposition 23.
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5.1 Finite Metric Space
We prove Theorem 15 about finite metric spaces.
Proof of Theorem 15. Let µ be the counting measure over X . Let η := 1.56. Let Bw(x) := {y ∈ X :
d(x, y) ≤ w}. Let UBw be a probability kernel from X to X defined by
UBw(x,E) := µ(Bw(x) ∩ E)
µ(Bw(x)) . (5.8)
Let I := [i0..i1], i0 := b−η−1 log max{d(x, y) : x 6= y}c − 1, i1 := b−η−1 log min{d(x, y) : x 6= y}c+ 1.
Let θ ∈ [0, 1]. For a collection of probability distributions {Pα}α, let
P¯α,θ :=
(∏
i∈I
UBe−η(i+θ)
)
◦ Pα, (5.9)
i.e., P¯α,θ is the distribution of {Zi}i∈I , where X ∼ Pα, and Zi|X ∼ UBe−η(i+θ) are conditionally
independent across i given X. We then apply the sequential Poisson functional representation on
P¯ = P¯α,θ, µi = µ to obtain %¯P¯α,θ . Define
Xα,θ := %¯P¯α,θ,i1(ΦI), Xα := Xα,Θ,
where Θ ∼ Unif[0, 1] independent of Φi iid∼ PP(µ × λR≥0). It is clear that the SPFR condition is
satisfied. Since UBe−η(i1+θ)(x, ·) = δx for any x, the i1-th marginal of P¯α,θ is Pα, and hence Xα,θ ∼ Pα.
Note that if θ1, θ2 satisfy “e−η(i+θ1) ≥ d(x, y)⇔ e−η(i+θ2) ≥ d(x, y)” for i ∈ I, x, y ∈ X (which induces
a finite partition of [0, 1], the range of θ), then P¯α,θ1 = P¯α,θ2 and Xα,θ1 = Xα,θ2 . Hence Xα,θ depends
on θ only through which set in the finite partion θ lies in, and thus Xα = Xα,Θ is a random variable.
Therefore, Xα ∼ Pα.
Let Fx(w) := µ(Bw(x))/µ(X ) (let Fx(w) = 0 if w < 0). Consider two probability distributions
Pα, Pβ . Fix any coupling (X˜α, X˜β) ∈ Γλ(Pα, Pβ). Let D˜ := d(X˜α, X˜β). For any i ≥ i0 and θ ∈ [0, 1],
P
(
d(Xα,θ, Xβ,θ) > 2e−η(i+θ)
)
≤ P
(
%¯P¯α,θ,min{i,i1}(ΦI) 6= %¯P¯β,θ,min{i,i1}(ΦI)
)
(a)
≤ 2
min{i,i1}∑
j=i0
(1 + 1{j < i})dTV
(
P¯α,θ,I≤j , P¯β,θ,I≤j
)
= 2
min{i,i1}∑
j=i0
(1 + 1{j < i})dTV
(( j∏
k=i0
UBe−η(k+θ)
)
◦ Pα,
( j∏
k=i0
UBe−η(k+θ)
)
◦ Pβ
)
(b)
≤ 2
min{i,i1}∑
j=i0
(1 + 1{j < i})E
[
dTV
(( j∏
k=i0
UBe−η(k+θ)
)
(X˜α, ·),
( j∏
k=i0
UBe−η(k+θ)
)
(X˜β , ·)
)]
(c)
≤ 2
min{i,i1}∑
j=i0
(1 + 1{j < i})E
[
j∑
k=i0
dTV
(
UBe−η(k+θ)(X˜α, ·), UBe−η(k+θ)(X˜β , ·)
)]
≤ 2
i∑
j=i0
(1 + 1{j < i})E
[
j∑
k=i0
(
µ(Be−η(k+θ)(X˜α)\Be−η(k+θ)(X˜β))
µ(Be−η(k+θ)(X˜α))
+ µ(Be−η(k+θ)(X˜β)\Be−η(k+θ)(X˜α))
µ(Be−η(k+θ)(X˜β))
)]
(d)
≤ 2
i∑
j=i0
(1 + 1{j < i})E
[
j∑
k=i0
(
1− FX˜α(e
−η(k+θ) − D˜)
FX˜α(e−η(k+θ))
+ 1−
FX˜β (e
−η(k+θ) − D˜)
FX˜β (e−η(k+θ))
)]
= 2
i∑
j=i0
(2i− 2j + 1)E
[
2− FX˜α(e
−η(j+θ) − D˜)
FX˜α(e−η(j+θ))
−
FX˜β (e
−η(j+θ) − D˜)
FX˜β (e−η(j+θ))
]
, (5.10)
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where (a) is by Lemma 27, (b) is by X˜α ∼ Pα, X˜β ∼ Pβ , and the convexity of dTV, (c) is due to
dTV(
∏j
k=i0 Qk,
∏j
k=i0 Q˜k) ≤
∑j
k=i0 dTV(Qk, Q˜k) for probability distributions Qk, Q˜k over X (where∏j
k=i0 Qk denotes the product measure), and (d) is because if y ∈ Be−η(k+θ)(X˜α)\Be−η(k+θ)(X˜β), then
d(y, X˜α) > e−η(k+θ) − d(X˜α, X˜β). The above inequality is also true for i < i0 since P(d(Xα,θ, Xβ,θ) >
2e−η(i0+θ)) = 0. Hence,
E [d(Xα,Θ, Xβ,Θ)]
=
ˆ 1
0
E [d(Xα,θ, Xβ,θ)] dθ
=
ˆ 1
0
ˆ ∞
0
P (d(Xα,θ, Xβ,θ) > t) dtdθ
≤
ˆ 1
0
ˆ ∞
0
P
(
d(Xα,θ, Xβ,θ) > 2e−η(d−η
−1 log(t/2)−θe+θ))dtdθ
≤
ˆ 1
0
ˆ ∞
0
(
2
d−η−1 log(t/2)−θe∑
j=i0
(
2
⌈−η−1 log(t/2)− θ⌉− 2j + 1)
·E
[
2− FX˜α(e
−η(j+θ) − D˜)
FX˜α(e−η(j+θ))
−
FX˜β (e
−η(j+θ) − D˜)
FX˜β (e−η(j+θ))
])
dtdθ
≤
ˆ 1
0
ˆ ∞
0
(
2
d−η−1 log(t/2)−θe∑
j=−∞
(− 2η−1 log(t/2)− 2(j + θ) + 3)
·E
[
2− FX˜α(e
−η(j+θ) − D˜)
FX˜α(e−η(j+θ))
−
FX˜β (e
−η(j+θ) − D˜)
FX˜β (e−η(j+θ))
])
dtdθ
= 2
ˆ ∞
0
ˆ −η−1 log(t/2)+1
−∞
(− 2η−1 log(t/2)− 2γ + 3)E[2− FX˜α(e−ηγ − D˜)
FX˜α(e−ηγ)
−
FX˜β (e
−ηγ − D˜)
FX˜β (e−ηγ)
]
dγdt
= 2
ˆ ∞
−∞
(ˆ 2e−η(γ−1)
0
(− 2η−1 log(t/2)− 2γ + 3)dt)E[2− FX˜α(e−ηγ − D˜)
FX˜α(e−ηγ)
−
FX˜β (e
−ηγ − D˜)
FX˜β (e−ηγ)
]
dγ
= 2
ˆ ∞
−∞
2e−η(γ−1)
(
2η−1 log 2− 2γ + 3− 2η−1
(
log
(
2e−η(γ−1)
)
− 1
))
·E
[
2− FX˜α(e
−ηγ − D˜)
FX˜α(e−ηγ)
−
FX˜β (e
−ηγ − D˜)
FX˜β (e−ηγ)
]
dγ
= 8
ˆ ∞
−∞
e−η(γ−1)
(
η−1 log 2− γ + 3/2− η−1 (log 2− η(γ − 1)− 1))
·E
[
2− FX˜α(e
−ηγ − D˜)
FX˜α(e−ηγ)
−
FX˜β (e
−ηγ − D˜)
FX˜β (e−ηγ)
]
dγ
= 8
(
1
η
+ 12
)ˆ ∞
−∞
e−η(γ−1)E
[
2− FX˜α(e
−ηγ − D˜)
FX˜α(e−ηγ)
−
FX˜β (e
−ηγ − D˜)
FX˜β (e−ηγ)
]
dγ
= 8
(
1
η
+ 12
)ˆ ∞
0
eηtE
[
2− FX˜α(t− D˜)
FX˜α(t)
−
FX˜β (t− D˜)
FX˜β (t)
]
1
tη
dt
= 8
(
1
η
+ 12
)
eη
η
ˆ ∞
0
E
[
2− FX˜α(t− D˜)
FX˜α(t)
−
FX˜β (t− D˜)
FX˜β (t)
]
dt,
31
where
ˆ ∞
0
(
1− Fx(t− γ)
Fx(t)
)
dt
=
ˆ ∞
0
(
1{t− γ < 0}Fx(0)
Fx(t)
+
ˆ t
max{t−γ, 0}
1
Fx(t)
dFx(τ)
)
dt
≤
ˆ ∞
0
(
1{t− γ < 0}+
ˆ t
max{t−γ, 0}
1
Fx(τ)
dFx(τ)
)
dt
= γ + γ
ˆ ∞
0
1
Fx(τ)
dFx(τ)
= γ + γ
ˆ ∞
0
d log(Fx(τ))
= γ (1 + log |X |) ,
where the last equality is because Fx(0) = 1/|X | and Fx(τ) = 1 for τ ≥ max{d(x, y) : x 6= y}.
Therefore,
E [d(Xα,Θ, Xβ,Θ)]
≤ 8
(
1
η
+ 12
)
eη
η
E
[
2D˜ (1 + log |X |)]
= 16
(
1
η
+ 12
)
eη
η
(1 + log |X |)E[D˜]
≤ 55.692 (1 + log |X |)E[D˜]
by substituting η = 1.56. Hence,
E [d(Xα,Θ, Xβ,Θ)]
≤ inf
(X˜α,X˜β)∈Γλ(Pα,Pβ)
55.692 (1 + log |X |)E [d(X˜α, X˜β)]
= 55.692 (1 + log |X |)C∗c (Pα, Pβ).
We now describe the algorithm for computing Xα given Pα. Let η := 1.56, Θ ∼ Unif[0, 1], and
Vi,x
iid∼ Exp(1) for x ∈ X , i ∈ [i0..i1], where i0 := b−η−1 log max{d(x, y) : x 6= y}c − 1, i1 :=
b−η−1 log min{d(x, y) : x 6= y}c + 1.17 Let h{Vi,x}i,x,Θ : P(X ) → X such that Xα = h{Vi,x}i,x,Θ(Pα),
i.e., it is the function that computes the coupling. In practice, the pseudorandom numbers Θ and
{Vi,x}i,x can be generated on the fly using a random seed, and thus only the random seed is needed
to be passed into the algorithm. We give an algorithm for computing h{Vi,x}i,x,Θ as follows:
17Since X is finite, we do not require all points in Φi to compute the Poisson functional representation. We require
only the time of the first point with first coordinate x for each x ∈ X , i.e., Zi,x = inf{t : (x, t) ∈ Φi}. It can be checked
that Zi,x
iid∼ Exp(1) when µ is the counting measure.
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Algorithm 1 Locality sensitive hash function for finite metric space
Input: Θ ∼ Unif[0, 1], {Vi,x}i∈[i0..i1],x∈X iid∼ Exp(1), P ∈ P(X )
Output: h{Vx}x,Θ(P ) ∈ X
S ← X
p˜x ← P (x) for x ∈ X
i← i0
while |S| > 1 do
w ← e−η(i+Θ)
sx ← |Bw(x)| for x ∈ S
pˆx ←
∑
y∈S: d(x,y)≤w p˜y/sy for x ∈ X
z ← arg minx Vi,x/pˆx
S ← {x ∈ S : d(x, z) ≤ w}
p˜x ← p˜x/sx for x ∈ S
{p˜x}x∈S ← {p˜x/
∑
y∈S p˜y}x∈S
i← i+ 1
end while
return x ∈ S (the only element)
In the algorithm, p˜x represents the posterior distribution PX|{Zj}j<i , where X ∼ P , and Zi|X ∼
UBe−η(i+θ) are conditionally independent across i given X, and S is the support of PX|{Zj}j<i . Also,
pˆx represents the distribution PZi|{Zj}j<i = UBe−η(i+θ) ◦PX|{Zj}j<i . After generating z = Zi using the
Poisson functional representation on the distribution PZi|{Zj}j<i , the posterior distribution is updated
as PX|{Zj}j≤i(x) ∝ PX|{Zj}j<i(x)UBe−η(i+θ)(x, z). While we normalize p˜x in the algorithm to make
them sum to 1, this step is not necessary.
The time complexity of the algorithm is
O
(
|X |2 log max{d(x, y) : x 6= y}min{d(x, y) : x 6= y}
)
.
It is possible to make the time complexity independent of the values of d(x, y) by noting that the
performance guarantee in Theorem 15 comes from (5.10). Hence, instead of considering all i ∈ [i0..i1],
we can only consider i’s in the set {b−η−1 log(eηθd(x, y)/2)c+1 : x 6= y} (i.e., the i’s so that 2e−η(i+θ) is
just smaller than some d(x, y)), while retaining the same guarantee in Theorem 15. This set has size at
mostO(|X | log |X |) (see Proposition 28 below). Therefore the time complexity becomesO(|X |3 log |X |).
Proposition 28. Let (X , d) be a finite metric space, and η > 0. We have
∣∣{b−η−1 log d(x, y)c : x 6= y}∣∣ ≤ |X | log |X |
η
+ 2|X | − 2.
Proof of Proposition 28. We prove the claim by induction on |X |. The claim is clearly true when
|X | = 1. Assume the claim is true for any metric space (X , d) with |X | < k. Consider a metric space
(X , d) with |X | = k. Treat (X , d) as a complete graph with edge weights given by d, and consider
its minimum spanning tree. Let (x1, x2) be one of the longest edges in the minimum spanning tree.
Removing (x1, x2) from the minimum spanning tree breaks the tree into two connected components.
Let the vertex sets of the two components be S1 and S2. Consider any y1 ∈ S1, y2 ∈ S2. We have
d(y1, y2) ≥ d(x1, x2), or else replacing the edge (x1, x2) by (y1, y2) decreases the total weight of the
minimum spanning tree. Also we have d(y1, y2) ≤ (k − 1)d(x1, x2), since there is a path from y1 to y2
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along the minimum spanning tree where the weight of each edge is at most d(x1, x2). Hence,∣∣{b−η−1 log d(x, y)c : x, y ∈ X , x 6= y}∣∣
≤
2∑
i=1
∣∣{b−η−1 log d(x, y)c : x, y ∈ Si, x 6= y}∣∣+ ∣∣{b−η−1 log d(y1, y2)c : y1 ∈ S1, y2 ∈ S2}∣∣
(a)
≤
2∑
i=1
( |Si| log |Si|
η
+ 2|Si| − 2
)
+
(− log d(x1, x2)
η
− − log(k − 1)d(x1, x2)
η
+ 2
)
(b)
≤
(
(k − 1) log(k − 1)
η
+ 2(k − 1)− 2
)
+
(
log(k − 1)
η
+ 2
)
≤ k log k
η
+ 2k − 2,
where (a) is by applying the induction hypothesis on S1, S2, and d(x1, x2) ≤ d(y1, y2) ≤ (k−1)d(x1, x2),
and (b) is by the convexity of t log t.
For the case X = [0..s]n, d(x, y) = ‖x − y‖2, a slight modification of this algorithm attains the
O(
√
n log s) result in Proposition 8, with a time complexity O(2n|X | log2 |X |). See Remark 32 for a
discussion.
5.2 Snowflake Metric Cost
We can apply the sequential Poisson functional representation to prove Theorem 4 concerning the
case where the symmetric cost function c(x, y) = (d(x, y))q is a power of a metric d over a complete
separable metric space (X , d), and 0 < q < 1.
Proof of Theorem 4. Let µ be a σ-finite measure over X , and Ψ > 0, satisfying 0 < µ(Bw(x)) <∞ for
any x ∈ X , w > 0, and
µ(Bw(x)\Bw(y))
µ(Bw(x)) ≤
Ψd(x, y)
w
for any x, y ∈ X and w > 0. Let F be the Borel σ-algebra of X . Let l ∈ N and η > 0 be fixed numbers
which will be chosen later. Fix any point x0 ∈ X . Let UBw be a probability kernel from X to X
defined by
UBw(x,E) := µ(Bw(x) ∩ E)
µ(Bw(x)) . (5.11)
Let θ ∈ [0, 1]. For a collection of probability distributions {Pα}α, let
P¯α,θ :=
(∏
i∈Z
UBe−η(i+θ)
)
◦ Pα, (5.12)
i.e., P¯α,θ is the distribution of {Zi}i∈Z, where X ∼ Pα, and Zi|X ∼ UBe−η(i+θ) are conditionally
independent across i given X. We then apply the sequential Poisson functional representation on
I = Z, P¯ = P¯α,θ, µi = µ, νi = UBe−η(i+θ)(x0, ·) to obtain %¯P¯α,θ . Define
Xα,θ := lim
i→∞
%¯P¯α,θ,i(ΦI), (5.13)
Xα := Xα,Θ,
where Θ ∼ Unif({j/l : j ∈ [0..l − 1]}) independent of Φi iid∼ PP(µ × λR≥0), and the limit in (5.13) is
taken with respect to the metric d.
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Refer to Appendix E for the proof that the SPFR condition is satisfied. We now show that Xα,θ
is defined (the limit exists) and Xα,θ ∼ Pα. Consider the function g : X Z → X , g({zi}i) = limi→∞ zi
if the limit exists, g({zi}i) = x0 otherwise. Since the pointwise limit of a sequence of measurable
functions is measurable, g is measurable over the σ-algebra F⊗Z. Let X ∼ Pα, and Zi|X ∼ UBe−η(i+θ)
are conditionally independent across i given X. Since d(Zi, Zj) ≤ e−ηi + e−ηj almost surely (in the
probability space containing X, {Zi}i), {Zi}i is a Cauchy sequence almost surely, and X = g({Zi}i)
almost surely. Since {Zi}i has the same distribution as {%¯P¯α,θ,i(ΦI)}i over F⊗Z, X = g({Zi}i) has the
same distribution as g({%¯P¯α,θ,i(ΦI)}i). Also {%¯P¯α,θ,i(ΦI)}i is a Cauchy sequence almost surely (in the
probability space containing ΦI). Hence, Xα,θ = g({%¯P¯α,θ,i(ΦI)}i) ∼ Pα for any θ ∈ [0, 1], and hence
Xα ∼ Pα.
Consider two probability distributions Pα, Pβ . Fix any coupling (X˜α, X˜β) ∈ Γλ(Pα, Pβ). For any
i ∈ Z and θ ∈ [0, 1],
P
(
d(Xα,θ, Xβ,θ) > 2e−η(i+θ)
)
≤ P
(
%¯P¯α,θ,i(ΦI) 6= %¯P¯α,β ,i(ΦI)
)
(a)
≤ 2
∑
j≤i
(1 + 1{j < i})dTV
(
P¯α,θ,I≤j , P¯β,θ,I≤j
)
= 2
∑
j≤i
(1 + 1{j < i})dTV
(∏
k≤j
UBe−η(k+θ)
)
◦ Pα,
(∏
k≤j
UBe−η(k+θ)
)
◦ Pβ

(b)
≤ 2
∑
j≤i
(1 + 1{j < i})E
dTV
(∏
k≤j
UBe−η(k+θ)
)
(X˜α, ·),
(∏
k≤j
UBe−η(k+θ)
)
(X˜β , ·)

(c)
≤ 2
∑
j≤i
(1 + 1{j < i})E
min
∑
k≤j
dTV
(
UBe−η(k+θ)(X˜α, ·), UBe−η(k+θ)(X˜β , ·)
)
, 1


(d)
≤ 2
∑
j≤i
(1 + 1{j < i})E
min
∑
k≤j
Ψeη(k+θ)d(X˜α, X˜β), 1


= 2
∑
j≤i
(1 + 1{j < i})E
[
min
{
Ψeη(j+θ)
1− e−η d(X˜α, X˜β), 1
}]
, (5.14)
where (a) is by Lemma 27, (b) is by X˜α ∼ Pα, X˜β ∼ Pβ , and the convexity of dTV, (c) is due to
dTV(
∏∞
k=1Qk,
∏∞
k=1 Q˜k) ≤
∑∞
k=1 dTV(Qk, Q˜k) for probability distributions Qk, Q˜k over X (where∏∞
k=1Qk denotes the product measure) 18, and (d) is because
dTV (UBw(x, ·), UBw(y, ·))
= max {UBw(x,Bw(x)\Bw(y)), UBw(y,Bw(y)\Bw(x))}
= max
{
µ(Bw(x)\Bw(y))
µ(Bw(x)) ,
µ(Bw(y)\Bw(x))
µ(Bw(y))
}
≤ Ψd(x, y)
w
(5.15)
18This can be shown by letting (Wk, W˜k) be independent across k such that Wk ∼ Qk, W˜k ∼ Q˜k and P(Wk 6=
W˜k) ≤ dTV(Qk, Q˜k) + 2−k. We have dTV(
∏∞
k=1Qk,
∏∞
k=1 Q˜k) ≤ P({Wk}k 6= {W˜k}k) ≤
∑∞
k=1P(Wk 6= W˜k) ≤∑∞
k=1 dTV(Qk, Q˜k) +  for any  > 0.
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by (2.3). Hence,
E [(d(Xα,Θ, Xβ,Θ))q]
= l−1
l−1∑
k=0
E
[
(d(Xα,k/l, Xβ,k/l))q
]
= l−1
l−1∑
k=0
ˆ ∞
0
P
(
(d(Xα,k/l, Xβ,k/l))q > t
)
dt
≤ l−1
l−1∑
k=0
ˆ ∞
0
P
(
d(Xα,k/l, Xβ,k/l) > 2e−η(d−η
−1 log(t1/q/2)−k/le+k/l))dt
≤ l−1
l−1∑
k=0
ˆ ∞
0
(
2
∑
j≤d−η−1 log(t1/q/2)−k/le
(
1 + 1{j <
⌈
−η−1 log(t1/q/2)− k/l
⌉
})
·E
[
min
{
Ψeη(j+k/l)
1− e−η d(X˜α, X˜β), 1
}])
dt
(a)= 2l−1
ˆ ∞
0
( ∑
k<dl(−η−1 log(t1/q/2)+1)e
(
1 + 1{k <
⌈
−lη−1 log(t1/q/2)
⌉
})E [min{ Ψeηk/l1− e−η d(X˜α, X˜β), 1
}])
dt
≤ 2
ˆ ∞
0
ˆ −η−1 log(t1/q/2)+1+2l−1
−∞
(1 + 1{γ < −η−1 log(t1/q/2) + 2l−1})E
[
min
{
Ψeηγ
1− e−η d(X˜α, X˜β), 1
}]
dγdt
= 2
ˆ ∞
−∞
ˆ (2e−η(γ−1−2l−1))q
0
(1 + 1{γ < −η−1 log(t1/q/2) + 2l−1})dt
E [min{ Ψeηγ1− e−η d(X˜α, X˜β), 1
}]
dγ
= 2
ˆ ∞
−∞
(
(2e−η(γ−1−2l
−1))q + (2e−η(γ−2l
−1))q
)
E
[
min
{
Ψeηγ
1− e−η d(X˜α, X˜β), 1
}]
dγ
= 21+q
ˆ ∞
0
e2qηl
−1
(eqη + 1)
(
tΨ
1− e−η
)q
E
[
min
{
t−1d(X˜α, X˜β), 1
}] 1
ηt
dt
= 21+qη−1e2qηl
−1
(eqη + 1)
(
Ψ
1− e−η
)q ˆ ∞
0
tq−2E
[
min
{
d(X˜α, X˜β), t
}]
dt
= 21+qe2qηl
−1 eqη + 1
qη(1− q)
(
Ψ
1− e−η
)q ˆ ∞
0
q(1− q)tq−2E [min{d(X˜α, X˜β), t}]dt
(b)= 21+qe2qηl
−1 eqη + 1
qη(1− q)
(
Ψ
1− e−η
)q
E
[
(d(X˜α, X˜β))q
]
,
where (a) is by substituting k ← jl + k, and (b) is due to E[Zq] = ´∞0 E[min{Z, t}]q(1− q)tq−2dt for
any random variable Z ≥ 0 (see (G.4)). Substituting η := 5/(3q), we have
E [(d(Xα,Θ, Xβ,Θ))q]
≤ 21+qe2(5/3)l−1 e
5/3 + 1
(5/3)(1− q)
(
Ψ
1− e−5/(3q)
)q
E
[
(d(X˜α, X˜β))q
]
≤ 21+qe2(5/3)l−1 e
5/3 + 1
(5/3)(1− q)
(
Ψ
1− e−5/3
)q
E
[
(d(X˜α, X˜β))q
]
≤ 7.554e2(5/3)l−1 (2.47Ψ)
q
1− q E
[
(d(X˜α, X˜β))q
]
≤ 7.555(2.47Ψ)
q
1− q E
[
(d(X˜α, X˜β))q
]
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by substituting l = d2(5/3)/ log(7.555/7.554)e. Hence,
E [(d(Xα,Θ, Xβ,Θ))q]
≤ inf
(X˜α,X˜β)∈Γλ(Pα,Pβ)
7.555 · (2.47Ψ)
q
1− q E
[
(d(X˜α, X˜β))q
]
≤ 7.555 · (2.47Ψ)
q
1− q C
∗
c (Pα, Pβ). (5.16)
Remark 29. The reason for letting Θ ∼ Unif({j/l : j ∈ [0..l− 1]}) instead of fixing Θ = 0 (i.e., taking
l = 1) is to make the construction less “scale-dependent”, i.e., treating the balls Be−ηk for integer k less
differently compared to balls of other radii. This can lead to a slightly better constant. While we take
a large value of l so Θ is close to being distributed as Unif[0, 1], we do not directly let Θ ∼ Unif[0, 1]
to avoid having to prove that Xα,Θ is a random variable (note that if Xα,j/l are random variables for
j ∈ [0..l − 1], and Θ ∼ Unif({j/l : j ∈ [0..l − 1]}) independent of {Xα,j/l}j , then Xα,Θ is a random
variable).
Remark 30. The sequential Poisson functional representation can be considered as a locality sensitive
hash function for the estimation of C∗c in the setting in [10]. Let hφI ,θ : P(X ) → X be defined by
hφI ,θ(P ) := limi→∞ %¯P¯θ,i(φI), where P¯θ is defined in (5.12) with Pα ← P . Let Θ ∼ Unif({j/l : j ∈
[0..l − 1]}) be independent of Φi iid∼ PP(µ× λR≥0). Then by (5.16), for any P,Q ∈ P(X ),
C∗c (P,Q) ≤ E [(d(hΦI ,Θ(P ), hΦI ,Θ(Q)))q] ≤ 7.56 ·
(2.47Ψ)q
1− q C
∗
c (P,Q).
Therefore, we can estimate C∗c (P,Q) by drawing i.i.d. samples of (Θ,ΦI) and computing the sample
mean of (d(hΦI ,Θ(P ), hΦI ,Θ(Q)))q, which is asymptotically accurate up to a multiplicative factor.
The following weaker form of Theorem 4 is sometimes easier to check.
Corollary 31. Let (X , d) be complete separable metric space. Consider the symmetric cost function
c(x, y) = (d(x, y))q, 0 < q < 1. Let Bw(x) := {y ∈ X : d(x, y) ≤ w}. Let µ be a σ-finite measure over
X , and Ψ ≥ 1 satisfying that for any x ∈ X ,
w 7→ w−Ψµ(Bw(x)) (5.17)
is a non-increasing function of w ∈ R>0 that takes values in R>0 (i.e., always positive and finite).
Then we have
r∗c (P(X )) < 7.56 ·
(2.47Ψ)q
1− q .
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Proof of Corollary 31. We check (2.3). For any x, y ∈ X , w > 0, if d(x, y) < w, then
µ(Bw(x)\Bw(y))
µ(Bw(x))
≤ µ(Bw(x)\Bw−d(x,y)(x))
µ(Bw(x))
= 1− µ(Bw−d(x,y)(x))
µ(Bw(x))
= 1− (w − d(x, y))
−Ψµ(Bw−d(x,y)(x))
w−Ψµ(Bw(x))
(
w − d(x, y)
w
)Ψ
(a)
≤ 1−
(
w − d(x, y)
w
)Ψ
(b)
≤ Ψd(x, y)
w
,
where (a) is by (5.17), and (b) is because Ψ ≥ 1. The case d(x, y) ≥ w follows directly from Ψ ≥ 1.
We then check (2.4). For any x, y ∈ X , w > 0 such that d(x, y) ≤ w, by (5.17),
µ(Bw(x))
µ(Bw(y)) ≤
µ(B2w(y))
µ(Bw(y)) ≤ 2
Ψ.
The result follows from Theorem 4.
5.3 `p Metric over Rn
We now prove Theorem 6 by applying Theorem 4 to find r∗c (P(Rn)) for c(x, y) = ‖x− y‖qp, 0 < q < 1,
p ∈ R≥1 ∪ {∞}. The proof of Proposition 8 is also given.
Proof of Theorem 6 and Proposition 8. Let d(x, y) = ‖x − y‖p, µ = λ. The condition (2.4) is clearly
satisfied. To find Ψ for (2.3), we fix any x, z ∈ Rn, w > 0. For p ≤ 2,
λ(Bw(x)\Bw(x+ z))
(a)
≤ ‖z‖2λn−1
(
Pz⊥(Bw(x))
)
(b)
≤ ‖z‖2λn−1
(
Pe⊥1 (Bw(x))
)
= ‖z‖2Vn−1,pwn−1
≤ ‖z‖pVn−1,pwn−1,
where (a) is because Bw(x) is convex, so Bw(x) ∩ {y + tz : t ∈ R} is a line segment for any y ∈ Rn,
and hence (Bw(x)\Bw(x + z)) ∩ {y + tz : t ∈ R} is a line segment with length at most ‖z‖2, so by
Fubini’s theorem, λ(Bw(x)\Bw(x + z)) can be bounded by the product of ‖z‖2 and the area of the
projection of Bw(x) to the (n−1)-dimensional hyperplane orthogonal to z (such a projection is denoted
as Pz⊥(x) := x− 〈x, z〉 z/‖z‖22, and λn−1 denotes the Lebesgue measure over that hyperplane), (b) is
by [41, Theorem 12], and Vn,p is the volume of the unit `p ball given in (1.2).
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For p > 2,
λ(Bw(x)\Bw(x+ z))
≤
n∑
i=1
λ
(
Bw
(
x+
i−1∑
j=1
zjej
)
\Bw
(
x+
i∑
j=1
zjej
))
=
n∑
i=1
λ (Bw(x)\Bw(x+ ziei))
≤
n∑
i=1
|zi|λn−1
(
Pe⊥
i
(Bw(x))
)
= ‖z‖1Vn−1,pwn−1
≤ n1−1/p‖z‖pVn−1,pwn−1.
Hence,
λ(Bw(x)\Bw(x+ z))
λ(Bw(x))
≤ ‖z‖pn
1{p>2}(1−1/p)Vn−1,p
wVn,p
.
Let Ψ = n1{p>2}(1−1/p)Vn−1,p/Vn,p. By Theorem 4,
r∗c (P(X ))
<
7.56
1− q
(
2.47n1{p>2}(1−1/p)Vn−1,p
Vn,p
)q
,
where
Vn−1,p
Vn,p
= Γ(1 + n/p)2Γ(1 + 1/p)Γ(1 + (n− 1)/p)
(a)
≤ (Γ(1 + (n− 1)/p))
1−1/p(Γ(2 + (n− 1)/p))1/p
2Γ(1 + 1/p)Γ(1 + (n− 1)/p)
= (1 + (n− 1)/p)
1/p
2Γ(1 + 1/p) , (5.18)
where (a) is because logΓ(t) is convex. Therefore,
r∗c (P(X ))
<
7.56
1− q
(
1.235n1{p>2}(1−1/p)(1 + (n− 1)/p)1/p
Γ(1 + 1/p)
)q
≤ 7.561− q
(
1.3946n1/p+1{p>2}(1−1/p)
)q
≤ 10.5431− q n
q/p+1{p>2}(q−q/p).
To improve the bound for p > 2, by the ratio bound in Proposition 36,
r∗c (P(Rn)) ≤ nq(1/2−1/p)r∗‖·‖q2(P(R
n))
< nq(1/2−1/p)
10.543
1− q n
q/2
= 10.551− q n
q(1−1/p).
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Hence, for any p ∈ R≥1 ∪ {∞},
r∗c (P(Rn)) <
10.55
1− q n
qmax{1/p, 1−1/p}.
For Proposition 8 concerning the case X ⊆ Rn is finite, c(x, y) = ‖x − y‖qp, q ≥ 1, by the ratio
bound in Proposition 36, for any 0 < q˜ < 1,
r∗c (P(X )) ≤ γq−q˜r∗‖x−y‖q˜p(P(X ))
< γq−q˜
10.543
1− q˜ n
q˜max{1/p, 1−1/p}
= 10.543γq 11− q˜ (n
max{1/p, 1−1/p}/γ)q˜.
If γ > e · nmax{1/p, 1−1/p}, substituting q˜ = 1 + 1/ log(nmax{1/p, 1−1/p}/γ), we have
r∗c (P(X )) < 10.543γqe(nmax{1/p, 1−1/p}/γ) log
(
γ/nmax{1/p, 1−1/p}
)
< 28.659nmax{1/p, 1−1/p}γq−1 log
(
γ/nmax{1/p, 1−1/p}
)
≤ 28.659nmax{1/p, 1−1/p}γq−1 log
(
γ/nmax{1/p, 1−1/p} + 1
)
.
If γ ≤ e · nmax{1/p, 1−1/p}, by the ratio bound in Proposition 36 (with respect to the discrete metric),
r∗c (P(X )) ≤ 2γq
(a)
≤ 2γq n
max{1/p, 1−1/p}γ−1 log
(
γ/nmax{1/p, 1−1/p} + 1
)
e−1 log(e+ 1)
< 4.14nmax{1/p, 1−1/p}γq−1 log
(
γ/nmax{1/p, 1−1/p} + 1
)
,
where (a) is because t log(1/t+ 1) is an increasing function.
Remark 32. For the sake of applying Algorithm 1 on the grid [0..s]n, we first embed the grid into a
discrete torus [0..2s]n. The `p distance between two points x, y ∈ [0..2s]n on the discrete torus is given
by dT,p(x, y) := minz∈Zn ‖x− y + (2s + 1)z‖p. 19 We want the probability distributions UBw(x, ·) in
5.11 to be defined over [0..2s]n, not Rn, so that the probability distributions are discrete and can be
handled by the algorithm. To achieve this, we take µ to be the counting measure over [0..2s]n (instead
of λ). Denote BRn,w(x) ⊆ Rn for the `p ball over Rn. Instead of using UBw(x, ·) in (5.12) (which is a
probability kernel from Rn to Rn), we use probability kernel from [0..2s]n to [0..2s]n given by
round∗UBw(x,E) = UBw(x, round−1(E))
= λ(BRn,w(x) ∩ round
−1(E))
λ(BRn,w(x))
19Note that the embedding of the grid [0..s]n (with the normal `p distance over Rn) into the torus [0..2s]n (by the
identity map) is isometric. The reason for using the discrete torus is twofold: it allows the use of fast Fourier transform
(which performs convolution over the discrete torus); and a ball over the discrete torus has size that only depends on its
radius (not its center).
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for x ∈ [0..2s]n, E ⊆ [0..2s]n, where round : Rn → [0..2s]n is defined by (round(x))i ≡ bxi + 1/2c
(mod 2s + 1). The SPFR condition is clearly satisfied due to the finiteness of [0..2s]n (and hence we
only need to consider a finite interval I). We still have (5.15) since
dTV (round∗UBw(x, ·), round∗UBw(y, ·))
= min
z∈Zn
dTV (round∗UBw(x+ (2s+ 1)z, ·), round∗UBw(y, ·))
≤ min
z∈Zn
dTV (UBw(x+ (2s+ 1)z, ·), UBw(y, ·))
≤ ΨdT,p(x, y)
w
.
The only difference is that instead of supp(UBw(x, ·)) ∩ supp(UBw(y, ·)) 6= ∅ ⇒ ‖x − y‖p ≤ 2w used
in (5.14), we have supp(round∗UBw(x, ·)) ∩ supp(round∗UBw(y, ·)) 6= ∅ ⇒ dT,p(x, y) ≤ 4w for any
x, y ∈ [0..2s]n, w > 0. This is due to the fact that if x, z ∈ [0..2s]n,
z ∈ supp(round∗UBw(x, ·))
⇒ round−1({z}) ∩ BRn,w(x) 6= ∅
⇒ ∃z˜ ∈ Zn : z˜i ≡ zi (mod 2s+ 1) and {v ∈ Rn : ‖v − z˜‖∞ ≤ 12} ∩ BRn,w(x) 6= ∅
(a)⇒ ∃z˜ ∈ Zn : z˜i ≡ zi (mod 2s+ 1) and BRn,w(z˜) ∩ BRn,w(x) 6= ∅
⇒ dT,p(x, z) ≤ 2w,
where (a) is because if ‖v − z˜‖∞ ≤ 1/2, then ‖v − z˜‖p ≤ ‖v − x˜‖p for any x˜ ∈ Zn. Therefore, using
round∗UBw(x, ·) instead of UBw(x, ·) results in at most a multiplicative penalty of 2 on rc, i.e., when
X = [0..2s]n, c(x, y) = (dT,p(x, y))q, q ≥ 1, it achieves
rc({Xα}α) < 57.32nmax{1/p, 1−1/p}γq−1 log
(
γ/nmax{1/p, 1−1/p} + 1
)
= 57.32n(q−1)/p+max{1/p, 1−1/p}sq−1 log
(
s/nmax{0, 1−2/p} + 1
)
,
where γ = n1/ps. This coupling {Xα}α can be computed using a modified version of Algorithm 1 given
below, with X = [0..2s]n (the discrete torus), η := 5/(3(1 − 1/ log s)), i0 := b−η−1 log(n1/ps)c − 1,
i1 := 1.
Algorithm 2 Locality sensitive hash function for the discrete torus.
Input: Θ ∼ Unif[0, 1], {Vi,x}i∈[i0..i1],x∈X iid∼ Exp(1), P ∈ P(X )
Output: h{Vx}x,Θ(P ) ∈ X
p˜x ← P (x) for x ∈ X
i← i0
while |{x ∈ X : p˜x > 0}| > 1 do
w ← e−η(i+Θ)
pˆx ←
∑
y∈X round∗UBw(y, {x})p˜y for x ∈ X
z ← arg minx Vi,x/pˆx
p˜x ← round∗UBw(x, {z})p˜x for x ∈ X
{p˜x}x∈X ← {p˜x/
∑
y∈X p˜y}x∈X
i← i+ 1
end while
return x such that p˜x > 0
The computation of pˆx in the algorithm is a convolution, and thus can be performed using fast
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Fourier transform (O(2nnsn log s) time for each computation).20 The number of iterations is i1−i0+1 =
O(log(n1/ps)) = O(logn+ log s). Hence, the time complexity of the algorithm is
O ((2nnsn log s)(logn+ log s)) ≤ O(2n|X | log2 |X |).
5.4 Ultrametric Cost
We then prove Theorem 17 by applying Theorem 4 to the case where c is an ultrametric (i.e., c(x, z) ≤
max{c(x, y), c(y, z)} for any x, y, z).
Proof of Theorem 17. Since (X , c) is a separable metric space, let {zi}i∈N, zi ∈ X be a countable dense
subset of X . Define µ := ∑∞i=1 2−iδzi . Let q > 0, and d(x, y) = (c(x, y))1/q, µ = λ. It is straightforward
to check that d is also an ultrametric that metrizes X . We have Bd,w(x) ∩ {zi : i ∈ N} 6= ∅, and hence
0 < µ(Bd,w(x)) < ∞, for any x ∈ X , w > 0. Since d is an ultrametric, Bd,w(x) = Bd,w(y) if
d(x, y) ≤ w, and hence (2.3) is satisfied for Ψ = 1. The condition (2.4) is satisfied since d(x, y) ≤ w
implies Bd,w(x) = Bd,w(y). Applying Theorem 4 (using the constant 7.555 in (5.16)) on d, q, µ, we
have
r∗c (P(X )) ≤ 7.555 ·
(2.47)q
1− q .
Letting q → 0, we have r∗c (P(X )) < 7.56.
We then prove Theorem 16, which concerns the case where X is finite, c(x, y) = (d(x, y))q is a
power of a metric d, and q > 0.
Proof of Theorem 16. Let q > 0. Define an ultrametric d˜ over X by
d˜(x, y) :=
(
inf
{
max
j∈[0..k−1]
d(zj , zj+1) : k ∈ N, z0, . . . , zk ∈ X , z0 = x, zk = y
})q
.
It is straightforward to check that d˜ is an ultrametric, and d˜(x, y) ≤ (d(x, y))q ≤ (|X | − 1)qd˜(x, y).
Applying Theorem 17 on d˜, we have r∗
d˜
(P(X )) < 7.56. The result follows from the ratio bound in
(36).
5.5 Riemannian Manifolds
In this subsection, we consider the case X = M, where M is a connected smooth complete real n-
dimensional Riemannian manifold. Let dM be the intrinsic distance on the manifold M, and write
Bw(x) = BdM,w(x). Let µ be the measure overM induced by the Riemannian volume form.
We now prove Theorem 14 for the case where the Ricci curvature is bounded below.
Proof of Theorem 14. We first consider the case where Ric ≥ 0. By the Bishop-Gromov inequality
[43], for any x ∈M,
w 7→ µ(Bw(x))
wnVn,2
is a non-increasing function of w ∈ R>0. The result follows from Corollary 31.
20The convolution kernel {round∗UBw(0, {x})}x∈X involves the volume λ(BRn,w(0)∩round−1({x})) of the intersection
of a ball and a hypercube, which can be computed or estimated using various methods, for example, using Fourier series
as in [42].
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We then consider the case where RicM ≥ (n − 1)K, K < 0. Let D := diam(M). By the Bishop-
Gromov inequality, for any x ∈M,
w 7→ µ(Bw(x))
(−K)−n/2V˘n(w
√−K) (5.19)
is a non-increasing function of w ∈ R>0, where
V˘n(z) := nVn,2
ˆ z
0
(sinh t)n−1dt
is the volume of the geodesic ball of radius z in the n-dimensional hyperbolic space of Ricci curvature
−(n − 1) (denote its derivative as V˘′n(z)). Note that the denominator in (5.19) is the volume of the
ball of radius w in the hyperbolic space of Ricci curvature (n− 1)K. Let
Ψ := D
√−K V˘
′
n(D
√−K)
V˘n(D
√−K) .
When 0 < w ≤ diam(M),
d
dw log
(
w−ΨV˘n(w
√−K)
)
=
√−KV˘′n(w
√−K)
V˘n(w
√−K) −
Ψ
w
(a)
≤
√−KV˘′n(w
√−K)
V˘n(w
√−K) −
1
w
w
√−KV˘′n(w
√−K)
V˘n(w
√−K)
≤ 0,
where (a) is because tV˘′n(t)/V˘n(t) is non-decreasing (see Appendix F for the proof). Hence w−ΨV˘n(w)
is non-increasing for 0 < w ≤ D. Multiplying this with (5.19), w−Ψµ(Bw(x)) is non-increasing for
0 < w ≤ D. It is obviously non-increasing when w ≥ D (since µ(Bw(x)) = µ(M)). By Corollary 31,
r∗c (P(M)) <
7.56
1− q
(
2.47D
√−K V˘
′
n(D
√−K)
V˘n(D
√−K)
)q
.
To further bound the right hand side, if n ≥ 3, for any z > 0,
zV˘′n(z)
V˘n(z)
= z(sinh z)
n−1´ z
0 (sinh t)n−1dt
≤ z((e
z − e−z)/2)n−1´ z
z(1−(n−1)−1)((et − et−2z(1−(n−1)−1))/2)n−1dt
= ze
z(n−1)(1− e−2z)n−1
(n− 1)−1(ez(n−1) − ez(1−(n−1)−1)(n−1))(1− e−2z(1−(n−1)−1))n−1
= (n− 1)z1− e−z
(
1− e−2z
1− e−2z(1−(n−1)−1)
)n−1
(a)
≤ (n− 1)(z + 1)
(
1
1− (n− 1)−1
)n−1
(b)
≤ en(z + 1),
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where (a) is because z/(1− e−z) ≤ z + 1, and (1− y)/(1− ya) ≤ 1/a for any 0 ≤ y < 1, a ≤ 1 (which
can be shown by 1 − ya − a(1 − y) ≥ 0 by convexity), and (b) is because (y/(y + 1))(1 − 1/y)−y ≤ e
for y ≥ 2. If n = 2, then
zV˘′2(z)
V˘2(z)
= z sinh z´ z
0 sinh tdt
= z sinh zcosh z − 1
≤ z + 2
≤ en(z + 1).
Therefore zV˘′n(z)/V˘n(z) ≤ en(z + 1) for any n ≥ 1, z > 0 (the case n = 1 is obvious). Hence,
r∗c (P(M)) <
7.56
1− q
(
6.72n(D
√−K + 1)
)q
.
Another approach is to embedM into a Euclidean space.
Corollary 33. Let c(x, y) = (dM(x, y))q, 0 < q < 1. IfM can be smoothly (not necessarily isometri-
cally) embedded in Rm by the embedding function f :M→ Rm, then we have
r∗c (P(M)) <
7.56
1− q
(
2.47Vm−1,2
Vm,2
· supx 6=y∈M(dM(x, y)/‖f(x)− f(y)‖2)infx 6=y∈M(dM(x, y)/‖f(x)− f(y)‖2)
)q
. (5.20)
This has the following consequences:
• For the n-sphereM = {x ∈ Rn+1 : ‖x‖2 = 1},
r∗c (P(M)) <
20.27
1− q n
q/2.
• For the n-torusM = {x ∈ R2n : x22i−1 + x22i = 1∀i ∈ [1..n]},
r∗c (P(M)) <
20.27
1− q n
q/2.
Proof of Corollary 33. Note that (5.20) is a direct consequence of Theorem 6 and the ratio bound in
Proposition 36. WhenM = {x ∈ Rn+1 : ‖x‖2 = 1}, letting f(x) = x, we have supx 6=y(dM(x, y)/‖x−
y‖2) = pi/2, and infx 6=y(dM(x, y)/‖x− y‖2) = 1. Hence,
r∗c (P(M)) <
7.56
1− q
(
2.47(pi/2)Vn,2
Vn+1,2
)q
(a)
≤ 7.561− q
(
2.47(pi/4)(1 + n/2)
1/2
Γ(1 + 1/2)
)q
≤ 7.561− q
(
2.47(pi/4) (3n/2)
1/2
Γ(1 + 1/2)
)q
≤ 20.27n
q/2
1− q ,
where (a) is by (5.18).
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WhenM = {x ∈ R2n : x22i−1+x22i = 1∀i ∈ [1..n]}, letting f(x) = x, we have supx 6=y(dM(x, y)/‖x−
y‖2) = pi/2, and infx 6=y(dM(x, y)/‖x− y‖2) = 1. Hence,
r∗c (P(M)) <
7.56
1− q
(
2.47(pi/2)V2n−1,2
V2n,2
)q
(a)
≤ 7.561− q
(
2.47(pi/4)(1 + (2n− 1)/2)
1/2
Γ(1 + 1/2)
)q
≤ 7.561− q
(
2.47(pi/4) (3n/2)
1/2
Γ(1 + 1/2)
)q
≤ 20.27n
q/2
1− q ,
where (a) is by (5.18).
6 Lower Bounds on r∗c
In this section, we prove Proposition 7, which is separated into Proposition 34 and 35.
Proposition 34. For any Polish space X and symmetric cost function c,
r∗c (P(X )) ≥ sup
x1,...,xk∈X
2(k − 1) min1≤i<j≤k c(xi, xj)∑k
i=1 c(xi, xi+1)
,
where the supremum is over k ∈ N and sequences x1, . . . , xk ∈ X , and we let xk+1 := x1. As a result,
for any p ∈ R≥1 ∪ {∞}, q > 0, n ∈ N, s, s1, . . . , sn ∈ N, S ⊆ Rn with λ(S) > 0,
r∗c (P([0..s]))≥ 21+sq−1 for c(x, y) = |x− y|q, q < 1,
r∗c (P(Z))≥ 2 for c(x, y) = |x− y|q, q < 1, †
r∗c (P(X ))≥ 2(1− (2b|X |/2c)−1) for X = [0..s1]× · · · × [0..sn], n ≥ 2, c(x, y) = ‖x− y‖qp,
r∗c (P(Zn))≥ 2 for n ≥ 2, c(x, y) = ‖x− y‖qp, †
r∗c (P(X ))≥ 2(1− |X |−1) for X = [0..s1]× · · · × [0..sn], n ≥ 1, c(x, y) = (dH(x, y))q,
r∗c (P(Zn))≥ 2 for n ≥ 1, c(x, y) = (dH(x, y))q.
The lines marked with † are also true for the cases given in Remark 11.
Proof of Proposition 34. Fix a sequence x1, . . . , xk ∈ X and let xk+1 := x1. Let Pi := (k−1)−1
∑
j∈{1,...,k}\{i} δxi
for i = 1, . . . , k, and let Pk+1 := P1. We have
C∗c (Pi+1, Pi) ≤ (k − 1)−1c(xi, xi+1).
Fix any coupling {Xi}i∈[1..k] of {Pi}i∈[1..k] and let r := rc({Xi}i). Let Xk+1 := X1, then
k∑
i=1
P(Xi+1 6= Xi)
= E
[ k∑
i=1
1{Xi+1 6= Xi}
]
≥ 2,
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where the last inequality is because, with probability 1, X1, . . . , Xk are not all equal (for any x, there
is a distribution Pi not supported at x), so there are at least two pairs among the cycle of pairs
(X1, X2), . . . , (Xk−1, Xk), (Xk, X1) with Xi+1 6= Xi. Also,
P(Xi+1 6= Xi) min
1≤i<j≤k
c(xi, xj)
≤ E [c(Xi+1, Xi)]
≤ rC∗c (Pi+1, Pi)
≤ r(k − 1)−1c(xi, xi+1).
Hence,
r ≥ 2(k − 1) min1≤i<j≤k c(xi, xj)∑k
i=1 c(xi, xi+1)
.
For c(x, y) = |x− y|q, q < 1 over [0..s], let k := s+ 1, xi := i− 1 for 1 ≤ i ≤ s+ 1. Then
r∗c (P([0..s])) ≥
2(k − 1) min1≤i<j≤k c(xi, xj)∑k
i=1 c(xi, xi+1)
= 2s
s+ sq
= 21 + sq−1 .
The bound for r∗c (P(Z)) follows from letting s → ∞. The other cases in Remark 11 follow from the
same arguments as in Appendix G.4.
For c(x, y) = ‖x − y‖qp over X := [1..s1] × · · · × [1..sn], n ≥ 2, si ≥ 2 (we consider this instead of
X = [0..s1]×· · ·× [0..sn] due to notational simplicity), we will construct x1, . . . , xk as a vertex-disjoint
cycle of the grid graphGs1,...,sn (the grid graphGa1,...,an is the graph with vertex set [1..a1]×· · ·×[1..an],
and two vertices x, y connected if ‖x−y‖1 = 1). Note thatGa1,...,an has a subgraph that is isomorphic to
Ga1·a2,a3,a4,...,an (consider a Hamiltonian path of Ga1,a2 , and the Cartesian graph product of that path
with Ga3,a4,...,an). Applying this fact repeatedly, Gs1,...,sn has a subgraph isomorphic to Gs1,
∏n
i=2
si
.
If
∏n
i=1 si is even, there exists a vertex-disjoint cycle of length
∏n
i=1 si in Gs1,
∏n
i=2
si
, and hence in
Gs1,...,sn (since Ga,b is Hamiltonian if a or b is even [44, p. 148]). If
∏n
i=1 si is odd, since any longest
vertex-disjoint path between any two vertices of Ga,b contains at least ab−2 vertices [45], there exists a
vertex-disjoint cycle in Gs1,
∏n
i=2
si
with length at least
∏n
i=1 si− 2 (by considering the longest vertex-
disjoint path between (0, 0) and (0, 1)). Since Gs1,
∏n
i=2
si
is bipartite [44, p. 148], the cycle has even
length, and hence has length
∏n
i=1 si − 1. Therefore we can find a vertex-disjoint cycle x1, . . . , xk in
Gs1,...,sn with k = 2b(1/2)
∏n
i=1 sic, and
r∗c (P(X )) ≥
2(k − 1) min1≤i<j≤k c(xi, xj)∑k
i=1 c(xi, xi+1)
= 2
1−(2⌊12
n∏
i=1
si
⌋)−1 .
The bound for r∗c (P(Zn)), n ≥ 2 follows from considering [1..s]n and letting s→∞. The other cases
in Remark 11 follow from the same arguments as in Appendix G.4.
For c(x, y) = (dH(x, y))q over X := [1..s1] × · · · × [1..sn], si ≥ 2 (we consider this instead of X =
[0..s1]×· · ·× [0..sn] due to notational simplicity), we will construct x1, . . . , xk as a vertex-disjoint cycle
of the rook graph Ks1,...,sn (the rook graph Ka1,...,an is the graph with vertex set [1..a1]× · · ·× [1..an],
and two vertices x, y connected if dH(x, y) = 1). We will show Ks1,...,sn is Hamiltonian. Assume
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n ≥ 2 (otherwise Ks1 is the complete graph, which is clearly Hamiltonian). Since Ga1,...,an is a
subgraph of Ka1,...,an , Ks1,...,sn has a subgraph isomorphic to Ks1Gs2,...,sn (where  denotes the
Cartesian graph product), and hence Ks1,...,sn has a subgraph isomorphic to Ks1G∏n
i=2
si
. If
∏n
i=2 si
is even, then Ks1G∏n
i=2
si
(and hence Ks1,...,sn) is Hamiltonian since Gs1,
∏n
i=2
si
is Hamiltonian.
If
∏n
i=2 si is odd, let x˜1, . . . , x˜∏n
i=1
si−s1 be a Hamiltonian cycle of Gs1,
∏n
i=2
si−1. The cycle must
contain the edge ((1,
∏n
i=2 si − 1), (2,
∏n
i=2 si − 1)) (since the degree of the node (1,
∏n
i=2 si − 1) in
Gs1,
∏n
i=2
si−1 is 2). Without loss of generality, assume x˜
∏n
i=1
si−s1 = (1,
∏n
i=2 si−1), x˜1 = (2,
∏n
i=2 si−
1). Let x˜∏n
i=1
si−s1+1 = (1,
∏n
i=2 si), x˜∏n
i=1
si−s1+1+i = (s+ 1− i,
∏n
i=2 si) for i = 1, . . . , s1 − 1, then
x˜1, . . . , x˜∏n
i=1
si
is a Hamiltonian cycle of Ks1G∏n
i=2
si
, and hence Ks1,...,sn is Hamiltonian. Let
x1, . . . , xk be a Hamiltonian cycle of Ks1,...,sn ,
r∗c (P(X )) ≥
2(k − 1) min1≤i<j≤k c(xi, xj)∑k
i=1 c(xi, xi+1)
= 2
1−( n∏
i=1
si
)−1 .
The bound for r∗c (P(Zn)) follows from considering [1..s]n and letting s→∞.
Proposition 35. For any Polish space X and symmetric cost function c,
r∗c (P(X )) ≥ sup

(
k∑
i=1
c(xi, xi+1) + c(xi+k, xi+k+1)
c(xi, xi+k+1) + c(xi+k, xi+1)− c(xi, xi+1)− c(xi+k, xi+k+1)
)−1+ 1,
where the supremum is over k ∈ N and sequences x1, . . . , x2k ∈ X satisfying
c(xi, xi+k+1) + c(xi+k, xi+1) > c(xi, xi+1) + c(xi+k, xi+k+1) (6.1)
for i = 1, . . . , k, where we let x2k+1 = x1. This has the following consequences:
1.
r∗c (P(X )) ≥ sup
{( c(x1, x2)
c(x2, x3) + c(x3, x1)− c(x1, x2) +
c(x2, x3)
c(x3, x1) + c(x1, x2)− c(x2, x3)
+ c(x3, x1)
c(x1, x2) + c(x2, x3)− c(x3, x1)
)−1}
+ 1, (6.2)
where the supremum is over x1, x2, x3 ∈ X where the denominators in the three fractions above
are positive.
2. For any p ∈ R≥1 ∪ {∞}, q > 0, n ∈ Z≥2, s ∈ N, for c(x, y) = ‖x− y‖qp,
r∗c (P([0..s]n)) ≥
(n− 1)q/psq − 1
ns
+ 1
≥ (n− 1)q/pn−1sq−1.
As a result, if q > 1,
r∗c (P(Zn)) =∞.
This is also true for the other two cases given in Remark 11.
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3. For any q > 0, n ∈ Z≥2, for c(x, y) = (dH(x, y))q over [1..2]n,
r∗c (P([1..2]n)) ≥
(n− 1)q − 1
n
+ 1.
Proof of Proposition 35. Fix a sequence x1, . . . , x2k ∈ X satisfying (6.1), and let x2k+1 := x1. Let
Pi := 12δxi +
1
2δxi+k for i = 1, . . . , k + 1 (note that Pk+1 = P1). We have
C∗c (Pi, Pi+1) ≤
1
2 (c(xi, xi+1) + c(xi+k, xi+k+1)) .
Fix any coupling {Xi}i∈[1..k] of {Pi}i∈[1..k] and let r := rc({Xi}i). Since Xi ∼ Pi = 12δxi + 12δxi+k , we
can find random variables Zi ∈ {0, 1} with uniform marginals Zi ∼ Unif{0, 1} such that Xi = xi+kZi .
Let Xk+1 := X1, and Zk+1 := 1− Z1 (so that Xi = xi+kZi is also satisfied for i = k + 1). Then
rC∗c (Pi, Pi+1)
≥ E [c(Xi, Xi+1)]
= E
[
c(xi+kZi , xi+1+kZi+1)
]
= (1−P(Zi+1 6= Zi)) 12 (c(xi, xi+1) + c(xi+k, xi+k+1))
+P(Zi+1 6= Zi)12 (c(xi, xi+k+1) + c(xi+k, xi+1)) .
Hence,
P(Zi 6= Zi+1) ≤
rC∗c (Pi, Pi+1)− 12 (c(xi, xi+1) + c(xi+k, xi+k+1))
1
2 (c(xi, xi+k+1) + c(xi+k, xi+1)− c(xi, xi+1)− c(xi+k, xi+k+1))
≤ (r − 1) (c(xi, xi+1) + c(xi+k, xi+k+1))
c(xi, xi+k+1) + c(xi+k, xi+1)− c(xi, xi+1)− c(xi+k, xi+k+1) .
Therefore,
(r − 1)
k∑
i=1
c(xi, xi+1) + c(xi+k, xi+k+1)
c(xi, xi+k+1) + c(xi+k, xi+1)− c(xi, xi+1)− c(xi+k, xi+k+1)
≥
k∑
i=1
P(Zi 6= Zi+1)
≥ P(Zk+1 6= Z1)
= 1.
The result follows.
To show (6.2), apply the proposition on the sequence x1, x1, x2, x2, x3, x3.
For c(x, y) = ‖x − y‖qp over X := [0..s1] × · · · × [0..sn], n ≥ 2, si ≥ 1, let k :=
∑n
i=1 si. Define
x1, . . . , x2k recursively as x1 := (0, . . . , 0), xi := max{y : ‖xi−1 − y‖1 = 1} for 2 ≤ i ≤ k where the
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maximum is with respect to lexicographical order, xi := (s1, . . . , sn)− xi−k for k + 1 ≤ i ≤ 2k.
r∗c (P(X ))
≥
(
k∑
i=1
c(xi, xi+1) + c(xi+k, xi+k+1)
c(xi, xi+k+1) + c(xi+k, xi+1)− c(xi, xi+1)− c(xi+k, xi+k+1)
)−1
+ 1
=
(
k∑
i=1
2
c(xi, xi+k+1) + c(xi+k, xi+1)− 2
)−1
+ 1
(a)
≥
(
k
2
2(
∑n
i=1 s
p
i −maxi∈[1:n] spi )q/p − 2
)−1
+ 1
=
( n∑
i=1
si
)−1(( n∑
i=1
spi − max
i∈[1:n]
spi
)q/p
− 1
)
+ 1,
where (a) is because by construction, (xi)j ∈ {0, sj} for all j ∈ [1 : n] where (xi)j = (xi+1)j , and
hence |(xi+k)j − (xi)j | = |sj − 2(xi)j | = sj and |(xi+k+1)j − (xi)j | = |sj − (xi+1)j − (xi)j | = sj for all
j ∈ [1 : n] where (xi)j = (xi+1)j (there are n− 1 such j’s). In particular, when X = [0..s]n,
r∗c (P(X )) ≥
(n− 1)q/psq − 1
ns
+ 1.
The case for X = Zn, q > 1 follows from letting s → ∞. The other cases in Remark 11 follow from
the same arguments as in Appendix G.4.
For c(x, y) = (dH(x, y))q over [1..2]n, since dH(x, y) = ‖x− y‖1 over [1..2]n, we have
r∗c ([1..2]n) ≥
(n− 1)q − 1
n
+ 1.
7 Miscellaneous Properties of r∗c
In this section, we list some properties of r∗c .
Proposition 36. Let X be a Polish space, {Pα}α∈A be a collection of probability distributions over
X , and c, c1, c2 be symmetric cost functions. For brevity, we write
sup c1
c2
:= sup
x,y∈X : c1(x,y)>0
c1(x, y)
c2(x, y)
,
where we treat a/0 =∞ for a > 0, then we have the following properties:
1. (Ratio bound)
r∗c1({Pα}α) ≤ r∗c2({Pα}α)
(
sup c1
c2
)(
sup c2
c1
)
(7.1)
if sup c1/c2, sup c2/c1 < ∞. As a result, if X is finite or countably infinite, by considering
c2(x, y) = 1{x 6= y},
r∗c ({Pα}α) ≤
2 supx,y∈X c(x, y)
infx,y∈X , x 6=y c(x, y)
,
and if |X | <∞ and c(x, y) > 0 for all x 6= y, then r∗c ({Pα}α) <∞.
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2. (Continuity) If |X | <∞, then r∗c ({Pα}α) is a continuous function of c over the |X |(|X | − 1)/2-
dimensional space of symmetric cost functions c satisfying c(x, y) > 0 for all x 6= y. 21
3. (Bound by cardinality) Consider supc r∗c (P([1..s])) for s ∈ Z≥2, where the supremum is over
symmetric cost functions c. We have
sup
c
r∗c (P([1..2])) = 1,
sup
c
r∗c (P([1..3])) = 4/3,
sup
c
r∗c (P([1..4])) =∞.
This shows that it is impossible to bound r∗c (P(X )) by |X | alone (as long as |X | ≥ 4) without
taking the properties of c into account (e.g. as in Theorem 15 and Theorem 16). An example
where r∗c (P([1..4])) = ∞ is for the symmetric cost function c(1, 3) = c(2, 4) = 1, c(x, y) = 0
otherwise.
4. (Range) If |X | ≥ 4, then for any r ∈ R≥1 ∪ {∞}, there exists a symmetric cost function c where
r∗c (P(X )) = r.
5. (Necessary condition for r∗c = 1) If r∗c (P(X )) = 1, then for any x1, x2, x3 ∈ X , the following
“anti-triangle inequality” is satisfied:
c(x1, x2) ≥ c(x2, x3) + c(x3, x1)
or c(x2, x3) ≥ c(x3, x1) + c(x1, x2)
or c(x3, x1) ≥ c(x1, x2) + c(x2, x3).
Also, for any x0, x1, x2, x3 ∈ X ,
c(x1, x2) ≥ c(x0, x1) + c(x0, x2)
or c(x2, x3) ≥ c(x0, x2) + c(x0, x3)
or c(x0, x1) ≥ c(x0, x3) + c(x1, x3)
or c(x0, x3) ≥ c(x0, x1) + c(x1, x3). (7.2)
6. (Metric cost with r∗c = 1) If (X , c) is a metric space, then r∗c (P(X )) = 1 if and only if (X , c) can
be isometrically embedded into the metric space (R, (x, y) 7→ |x−y|) (i.e., there exists g : X → R
such that c(x, y) = |g(x)− g(y)| for any x, y ∈ X ).
Proof of Proposition 36.
1. Assume sup c1/c2, sup c2/c1 <∞. Fix any {Xα}α ∈ Γλ({Pα}α). For any α, β ∈ A,
E[c1(Xα, Xβ)] ≤ E[c2(Xα, Xβ)] sup c1
c2
,
C∗c1(Pα, Pβ) sup
c2
c1
≥ C∗c2(Pα, Pβ),
21We require c(x, y) > 0 for all x 6= y here since it is possible that r∗c ({Pα}) =∞ if this condition is not satisfied (e.g.
for X = [1..4], c(1, 3) = c(2, 4) = 1, c(x, y) = 0 otherwise, we have r∗c (P([1..4])) =∞).
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and hence
rc1({Xα}α)
= inf
{
r ≥ 1 : E[c1(Xα, Xβ)] ≤ rC∗c1(Pα, Pβ)∀α, β ∈ A
}
≤ inf
{
r ≥ 1 : E[c2(Xα, Xβ)] sup c1
c2
≤ rC∗c2(Pα, Pβ)/ sup
c2
c1
∀α, β ∈ A
}
= rc2({Xα}α)
(
sup c1
c2
)(
sup c2
c1
)
.
The result follows.
2. This is a consequence of the ratio bound, since if ci → c, then sup cic → 1 and sup cci → 1.
3. By Proposition (23), supc r∗c (P([1..2])) = 1 since c is a constant multiple of 1 6=. For X = [1..3],
let {Pα}α = P(X ). We have supc r∗c (P([1..3])) ≥ r∗1 6=(P([1..3])) ≥ 4/3 by Theorem (3). For the
upper bound, consider any c and assume c(1, 2) ≤ c(2, 3) ≤ c(1, 3) without loss of generality. If
c(1, 2) = 0, then let g : [1..3] → R, g(1) = 0, g(2) = c(1, 3) − c(2, 3), g(3) = 2c(1, 3) − c(2, 3),
and let c′ : R2 → R, c′(x, y) = max{|x − y| − g(2), 0} (a convex function of |x − y|), then
c(x, y) = c′(g(x), g(y)), and hence r∗c (P([1..3])) ≤ r∗c′(P(R)) = 1 by Proposition (5). If c(1, 2) > 0
and c(1, 3) ≥ c(1, 2) + c(2, 3), then let g : [1..3] → R, g(1) = −c(1, 2), g(2) = 0, g(3) = c(2, 3),
and let c′ : R2 → R be defined by
c′(x, y) = |x− y|+ max{|x− y| − c(2, 3), 0}c(1, 3)− c(1, 2)− c(2, 3)
c(1, 2) ,
which is a convex function of |x − y|. Note that c(x, y) = c′(g(x), g(y)). Hence r∗c (P([1..3])) ≤
r∗c′(P(R)) = 1 by Proposition (5). If c(1, 2) > 0 and c(1, 3) < c(1, 2) + c(2, 3) (and thus c is
a metric), then define a coupling {Xα}α of {Pα}α by letting ς : [1..3] → [1..3] be a random
permutation defined by
(ς(1), ς(2), ς(3)) =

(1, 2, 3) with prob.
c(1,3)
γ−2c(1,3)
c(1,2)
γ−2c(1,2) +
c(2,3)
γ−2c(2,3) +
c(1,3)
γ−2c(1,3)
(2, 3, 1) with prob.
c(2,3)
γ−2c(2,3)
c(1,2)
γ−2c(1,2) +
c(2,3)
γ−2c(2,3) +
c(1,3)
γ−2c(1,3)
(3, 1, 2) with prob.
c(1,2)
γ−2c(1,2)
c(1,2)
γ−2c(1,2) +
c(2,3)
γ−2c(2,3) +
c(1,3)
γ−2c(1,3)
,
where γ := c(1, 2) + c(2, 3) + c(1, 3), and Xα := F−1ς∗Pα(U) (i.e., the quantile coupling on
{ς∗Pα}α). Let gς : [1..3] → R be defined by gς(x) := −1{ς(x) = 1}c(ς−1(1), ς−1(2)) + 1{ς(x) =
3}c(ς−1(2), ς−1(3)). Note that c(x, y) ≤ |gς(x) − gς(y)|. For any Pα, Pβ ∈ P([1..3]), and
(X˜α, X˜β) ∈ Γλ(Pα, Pβ) (assume (X˜α, X˜β) is independent of (ς, U)), we have
E[c(Xα, Xβ)]
≤ E [E [|gς(Xα)− gς(Xβ)| ∣∣ ς]]
(a)
≤ E [E [|gς(X˜α)− gς(X˜β)| ∣∣ ς]]
= E
[
E
[|gς(X˜α)− gς(X˜β)| ∣∣ X˜α, X˜β]]
(b)= E
[
1{X˜α 6= X˜β}
((
1−
c(X˜α,X˜β)
γ−2c(X˜α,X˜β)
c(1,2)
γ−2c(1,2) +
c(2,3)
γ−2c(2,3) +
c(1,3)
γ−2c(1,3)
)
c(X˜α, X˜β)
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+
c(X˜α,X˜β)
γ−2c(X˜α,X˜β)
c(1,2)
γ−2c(1,2) +
c(2,3)
γ−2c(2,3) +
c(1,3)
γ−2c(1,3)
(γ − c(X˜α, X˜β))
)]
= E
1{X˜α 6= X˜β}c(X˜α, X˜β)
1 + 1
c(1,2)
γ−2c(1,2) +
c(2,3)
γ−2c(2,3) +
c(1,3)
γ−2c(1,3)

=
1 + 1
c(1,2)
γ−2c(1,2) +
c(2,3)
γ−2c(2,3) +
c(1,3)
γ−2c(1,3)
E[c(X˜α, X˜β)]
(c)
≤
1 + 1
3 γ/3γ−2γ/3
E[c(X˜α, X˜β)]
= 43E[c(X˜α, X˜β)],
where (a) is by the optimality of the quantile coupling for the cost function |x− y|, (b) is due to
the definition of ς and that |gς(X˜α) − gς(X˜β)| = γ − c(X˜α, X˜β) if {ς(X˜α), ς(X˜β)} = {1, 3}, and
(c) is due to the convexity of t 7→ t/(γ − 2t).
For X = [1..4], consider the symmetric cost function c(1, 3) = c(2, 4) = 1, c(x, y) =  other-
wise, 0 ≤  < 1. Applying Proposition 35 on the sequence (1, 1, 1, 2, 2, 3, 4, 4),
r∗c (P([1..4]))
≥
(
c(2, 3)
c(1, 2) + c(1, 3)− c(2, 3) +
c(3, 4)
c(1, 3) + c(1, 4)− c(3, 4)
+ c(1, 2)
c(1, 4) + c(2, 4)− c(1, 2) +
c(1, 4)
c(1, 2) + c(2, 4)− c(1, 4)
)−1
+ 1
= 14 + 1.
Letting → 0 (or directly setting  = 0) gives supc r∗c (P([1..4])) =∞.
4. Without loss of generality, assume X = [1..4] (we can partition X into 4 sets, and let c(x, y)
only depend on which set x and y lie in). In the previous example, c(x, y) > 0 for x 6= y and
r∗c (P([1..4])) can be arbitrarily large. For c(x, y) = |x− y|, r∗c (P([1..4])) = 1. The result follows
from the continuity of r∗c (P([1..4])), and that r∗c (P([1..4])) can be infinite as in the previous
example.
5. The anti-triangle inequality is a direct consequence of (6.2) in Proposition 35. We can deduce
(7.2) by applying Proposition 35 on the sequence (x0, x0, x0, x1, x1, x2, x3, x3).
6. If c is a metric and r∗c (P(X )) = 1, then by the triangle and anti-triangle inequality, for any
x, y, z ∈ X , we have
c(x, z) ∈ {|c(x, y)− c(y, z)|, c(x, y) + c(y, z)}, (7.3)
which can be deduced by considering which of the 3 cases in the anti-triangle inequality holds.
Fix any w ∈ X . Define a relation “∼” over X\{w} by x ∼ y if c(x, y) = |c(x,w) − c(y, w)|.
We first show that it is an equivalence relation. If x, y, z ∈ X\{w}, x ∼ y and y ∼ z, then by
applying (7.2) on (w, x, y, z), either c(w, x) = c(w, z) + c(x, z) or c(w, z) = c(w, x) + c(x, z) (the
first two cases in (7.2) does not hold due to x ∼ y, y ∼ z), and thus c(x, z) = |c(w, x)− c(w, z)|,
and x ∼ z. Hence “∼” is an equivalence relation.
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We then show that if x  y and y  z, then x ∼ z. Assume x, y, z ∈ X\{w}, x  y and
y  z. Applying (7.3) on (x, y, z) and (x,w, z),
c(x, z) ∈ {|c(x, y)− c(z, y)|, c(x, y) + c(z, y)} ∩ {|c(x,w)− c(z, w)|, c(x,w) + c(z, w)}
(a)= {|c(x,w)− c(z, w)| , c(x,w) + c(z, w) + 2c(y, w)} ∩ {|c(x,w)− c(z, w)|, c(x,w) + c(z, w)}
(b)= {|c(x,w)− c(z, w)|} ,
where (a) is because c(x, y) = c(x,w)+c(y, w) (by (7.3) and x  y) and c(z, y) = c(z, w)+c(y, w),
and (b) is because c(y, w) > 0 since y 6= w. Hence x ∼ z. This implies that there are at most 2
equivalence classes in X\{w}.
Let S ⊆ X\{w} be a nonempty equivalence class, and S′ := X\{w}\S. Since there are at
most 2 equivalence classes, S′ is an equivalence class (or is empty). Define an embedding func-
tion g : X → R by g(w) := 0, g(x) := c(x,w) if x ∈ S, g(x) := −c(x,w) if x ∈ S′. We now check
that c(x, y) = |g(x) − g(y)| for any x, y ∈ X (which implies that g is injective). This is obvious
when x = w or y = w. If x, y ∈ S, we have c(x, y) = |g(x)− g(y)| by the definition of “∼”. The
same holds if x, y ∈ S′. If x ∈ S, y ∈ S′, then c(x, y) = c(x,w) + c(y, w) = |g(x)− g(y)|.
8 Truncated Pairwise Coupling Ratio
One shortcoming of the definition of the pairwise multi-marginal coupling setting is that it is unsuitable
for convex costs. For instance, when X = Rn, n ≥ 2, c(x, y) = ‖x − y‖22, where C∗c is the widely-
used squared 2-Wasserstein distance, we have r∗c =∞ by Proposition 7. This motivates us to modify
Definition 2 to accomodate convex costs.
Definition 37. For a symmetric cost function c over the Polish space X , a collection of probability
distributions {Pα}α∈A, a coupling {Xα}α∈A ∈ Γλ({Pα}α∈A), and η ≥ 0, the η-truncated pairwise
coupling ratio is defined as
r˜c,η({Xα}α∈A)
:= sup
α,β∈A:C∗c (Pα,Pβ)<∞
E
[
min
{
c(Xα, Xβ)
C∗c (Pα, Pβ)
, η
}]
,
where we treat 0/0 = 1 and t/0 = ∞ for t > 0 here. Intuitively, this definition allows us to ignore
some large values of c(Xα, Xβ)/C∗c (Pα, Pβ) by paying a penalty η. The optimal η-truncated pairwise
coupling ratio of the collection {Pα}α∈A is defined as
r˜∗c,η({Pα}α∈A) := inf{Xα}α∈A∈Γλ({Pα}α∈A) r˜c,η({Xα}α∈A).
Note that r˜∗c,η({Pα}α∈A) ≤ η and is increasing with η, which follows directly from the definition.
We give a bound on r˜∗c,η for the case where X is the circle, which shows that r˜∗c,η grows sublinearly
with η in this case. The proof is given in Appendix I.
Proposition 38. Let M = {x ∈ R2 : x21 + x22 = 1} be the circle, and c(x, y) = (dM(x, y))q, q ≥ 1.
We have, for η ≥ 0,
r˜∗c,η(P(M)) ≤ qη1−1/q + 1.
Nevertheless, it is unknown whether r˜∗c,η grows sublinearly with η for the case X = Rn, n ≥ 2,
c(x, y) = ‖x− y‖22.
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9 Embedding P(X ) into the Space of Random Variables
The embedding of a metric space into another metric space has been studied extensively (e.g. see
[46, 47, 48, 49, 11, 16, 17, 50]). The embedding function is required to approximately preserve distances
(e.g. it is bi-Lipschitz). Popular choices of the target metric space are the sequence spaces `1, `2, and
function spaces L1, L2, due to their theoretic and computational simplicity. In this section, we show
that if the cost function is a metric, the pairwise multi-marginal optimal transport problem can be
stated as a problem of finding an embedding of the space of probability distributions, with the 1-
Wasserstein distance, into the space of random variables on the standard probability space (which is
also a space of functions).
Let (X , d) be a complete separable metric space where d takes values in R≥0 (it cannot take the
value∞), with Borel σ-algebra F . Write Vλ(X ) for the space of equivalence classes of random variables
(i.e., measurable functions) X : [0, 1] → X on the standard probability space ([0, 1],L([0, 1]), λ[0,1]),
modulo the equivalence relation of almost sure equality.22 Let dλ : Vλ(X ) × Vλ(X ) → R≥0 ∪ {∞} be
defined by dλ(X,Y ) = E[d(X,Y )] =
´ 1
0 d(X(u), Y (u))du. Then (Vλ(X ), dλ) is a metric space (where
the metric may take the value ∞).23 Let $λ : Vλ(X ) → P(X ) be defined by $λ(X) := X∗λ[0,1] (i.e.,
the distribution of X). Clearly, $λ is a 1-Lipschitz function from the metric space (Vλ(X ), dλ) to the
metric space (P(X ), C∗d), where C∗d is the 1-Wasserstein distance (which may take the value ∞), i.e.,
C∗d($λ(X), $λ(Y )) ≤ dλ(X,Y )
for any X,Y ∈ Vλ(X ). The problem of finding r∗d(P(X )) is equivalent to that of finding the best
Lipschitz constant among right inverses of $λ, as demonstrated in the following proposition. The
proof is omitted since it is a direct consequence of the definition of r∗d.
Proposition 39. For any P ′ ⊆ P(X ), we have
r∗d(P ′) = inf {r ≥ 1 : ∃ r-Lipschitz ξ : (P ′, C∗d)→ (Vλ(X ), dλ) s.t. $λ ◦ ξ = idP′} ,
where $λ ◦ ξ = idP′ means that $λ(ξ(P )) = P for all P ∈ P ′. Note that any ξ satisfying the above
conditions is (r, 1)-bi-Lipschitz since its left inverse $λ is 1-Lipschitz. As a result, if r∗d(P ′) < r <∞,
then there exists an (r, 1)-bi-Lipschitz embedding function of (P ′, C∗d) into (Vλ(X ), dλ) that is a right
inverse of $λ.
If we are interested in embedding into L1 instead of (Vλ(X ), dλ), as in the previous works on
metric space embedding (e.g. [11, 16, 17]), this can be achieved by combining an embedding function
of (P(X ), C∗d) into (Vλ(X ), dλ), and an embedding function of (X , d) into L1.
Proposition 40. Let Pd(X ) := {P ∈ P(X ) :
´ ´
d(x, y)P (dx)P (dy) < ∞}. If r∗d(Pd(X )) < r < ∞,
and ψ is a bi-Lipschitz embedding function of (X , d) into L1 with distortion at most θ, then there exists
a bi-Lipschitz embedding function of (Pd(X ), C∗d) into L1 with distortion at most rθ.
Proof of Proposition 40. Assume ψ is (θ, 1)-bi-Lipschitz without loss of generality. By Proposition
39, there exists an (r, 1)-bi-Lipschitz embedding function ξ of (Pd(X ), C∗d) into (Vλ(X ), dλ) that is a
right inverse of $λ. Let Υ : [0, 1] → [0, 1]2 be a measure-preserving function24, and write Υ(t) =
(Υ1(t),Υ2(t)). Let ζ : Pd(X )→ L1 be defined by
ζ(P )(t) := ψ
(
ξ(P )(Υ1(t))
)(
Υ2(t)
)
.
22The subscript λ in Vλ(X ) represents the probability measure of the underlying space ([0, 1],L([0, 1]), λ[0,1]). While
writing Vλ[0,1] (X ) is more accurate, we write Vλ(X ) for notational simplicity.
23For the purpose of generating a topology, we can convert a metric that may take the value ∞ into a metric that is
always finite by d˜λ(X,Y ) := min{dλ(X,Y ), 1}. Nevertheless, we allow metrics to take the value∞ in this section (unless
otherwise specified like the case for d) to facilitate discussions on Lipschitz continuity, which also applies to metrics that
may take the value ∞.
24Measure-preserving means that Υ∗λ[0,1] = λ[0,1]2 . We can simply let Υ(t) := (
∑∞
i=1 2
−ib2i−1,
∑∞
i=1 2
−ib2i), where∑∞
i=1 2
−ibi = t is the binary expansion of t (choose the terminating expansion in case of ambiguity).
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Since ξ(P )∗λ[0,1] = P , for any P ∈ Pd(X ) and y ∈ X ,
‖ζ(P )‖1 =
ˆ 1
0
∣∣ψ(ξ(P )(Υ1(t)))(Υ2(t))∣∣ dt
=
ˆ 1
0
ˆ 1
0
∣∣ψ(ξ(P )(τ))(t)∣∣dtdτ
=
ˆ 1
0
‖ψ(ξ(P )(τ))‖1dτ
=
ˆ
‖ψ(x)‖1P (dx)
≤
ˆ
(‖ψ(x)− ψ(y)‖1 + ‖ψ(y)‖1)P (dx)
≤
ˆ
(θd(x, y) + ‖ψ(y)‖1)P (dx)
= θ
ˆ
d(x, y)P (dx) + ‖ψ(y)‖1.
If ‖ζ(P )‖1 = ∞, then
´
d(x, y)P (dx) = ∞ for all y ∈ X , and thus ´ ´ d(x, y)P (dx)P (dy) = ∞,
contradicting the definition of Pd(X ). Therefore ‖ζ(P )‖1 <∞, and ζ(P ) ∈ L1.
For any P,Q ∈ Pd(X ),
‖ζ(P )− ζ(Q)‖1 =
ˆ 1
0
‖ψ(ξ(P )(τ))− ψ(ξ(Q)(τ))‖1dτ
≤
ˆ 1
0
θd (ξ(P )(τ), ξ(Q)(τ)) dτ
= θdλ (ξ(P ), ξ(Q))
≤ rθC∗d(P,Q).
Also,
‖ζ(P )− ζ(Q)‖1 =
ˆ 1
0
‖ψ(ξ(P )(τ))− ψ(ξ(Q)(τ))‖1dτ
≥
ˆ 1
0
d (ξ(P )(τ), ξ(Q)(τ)) dτ
= dλ (ξ(P ), ξ(Q))
≥ C∗d(P,Q).
Therefore ζ is (rθ, 1)-bi-Lipschitz.
Since (Rn, ‖ · ‖p) is isometrically embeddable into L1 for 1 ≤ p ≤ 2 [51], we can apply Proposition
40 to the result in Proposition 8 to show that when X = [0..s]n, s ≥ 1, d(x, y) = ‖x− y‖p, 1 ≤ p ≤ 2,
P([0..s]n) is bi-Lipschitz embeddable into L1 with distortion 28.66n1/p log(s+ 1).
As a result of Proposition 40 and Theorem 6, when X = Rn, d(x, y) = ‖x − y‖q2, 0 < q < 1,
Pd(X ) = {P ∈ P(X ) :
´ ‖x‖q2P (dx) <∞} is bi-Lipschitz embeddable into L1.
Proposition 41. Let X = Rn, n ≥ 1, d(x, y) = ‖x − y‖q2, 0 < q < 1. There exists a bi-Lipschitz
embedding function of (Pd(X ), C∗d) into L1 with distortion at most 10.55nq/2/(1− q).
Proof of Proposition 41. To apply Proposition 39, we design an isometric embedding function of (Rn, d)
into L1. Let ψ˜ : Rn × Rn → R be defined by
ψ˜(x, y) := 1{y 6= x}‖x− y‖−(n−q)2 − 1{y 6= 0}‖y‖−(n−q)2 .
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If n ≥ 2, for t > 0, we have
d
dt
ˆ
Rn
∣∣ψ˜(0, y)− ψ˜(te1, y)∣∣dy
= ddt
ˆ
Rn
∣∣∣‖y‖−(n−q)2 − ‖te1 − y‖−(n−q)2 ∣∣∣ dy
= 2 ddt
ˆ
[t/2,∞)×Rn−1
(
‖te1 − y‖−(n−q)2 − ‖y‖−(n−q)2
)
dy
= 2 ddt
ˆ
Rn
(
1{y1 ≥ −t/2}‖y‖−(n−q)2 − 1{y1 ≥ t/2}‖y‖−(n−q)2
)
dy
= 2 ddt
ˆ
[−t/2,t/2]×Rn−1
‖y‖−(n−q)2 dy
= 2
ˆ
Rn−1
‖(t/2, y)‖−(n−q)2 dy
= 2
ˆ
Rn−1
(
t2/4 + ‖y‖22
)−(n−q)/2 dy
= 2
ˆ ∞
0
(
t2/4 + τ2
)−(n−q)/2 (n− 1)Vn−1,2τn−2dτ
= 2(n− 1)Vn−1,2 t2
ˆ ∞
0
(
t2/4 + τ2t2/4
)−(n−q)/2 (τt/2)n−2dτ
= 2(n− 1)Vn−1,2 t2
(
t
2
)−(n−q)+n−2 ˆ ∞
0
(
1 + τ2
)−(n−q)/2
τn−2dτ
= γqt−(1−q),
where
γ :=
{
22−qq−1 if n = 1
22−qq−1(n− 1)Vn−1,2
´∞
0
(
1 + τ2
)−(n−q)/2
τn−2dτ if n ≥ 2.
Note that if n ≥ 2,
ˆ ∞
0
(
1 + τ2
)−(n−q)/2
τn−2dτ
≤ 1 +
ˆ ∞
1
(
1 + τ2
)−(n−q)/2
τn−2dτ
≤ 1 +
ˆ ∞
1
(
2τ2
)−(n−q)/2
τn−2dτ
= 1 + 2−(n−q)/2
ˆ ∞
1
τ−(2−q)dτ
<∞.
If n = 1, for t > 0, we have
d
dt
ˆ
R
∣∣ψ˜(0, y)− ψ˜(t, y)∣∣dy
= 2 ddt
ˆ ∞
t/2
(
|t− y|−(1−q) − |y|−(1−q)
)
dy
= 2 ddt
ˆ ∞
−∞
(
1{y ≥ −t/2} |y|−(1−q) − 1{y ≥ t/2} |y|−(1−q)
)
dy
= 2(t/2)−(1−q)
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= γqt−(1−q).
Hence, for any n ≥ 1, t ≥ 0, ˆ
Rn
∣∣ψ˜(0, y)− ψ˜(te1, y)∣∣ dy = γtq.
By symmetry, for any x, x˜ ∈ Rn,ˆ
Rn
∣∣ψ˜(x, y)− ψ˜(x˜, y)∣∣dy = γ‖x− x˜‖q2. (9.1)
Let Υ : [0, 1] → [0, 1]n be a measure-preserving function, and write Υ(t) = (Υ1(t), . . . ,Υn(t)). Let
ψ : Rn → L1 be defined by
ψ(x)(t) := γ−1
(
n∏
i=1
1
2Υi(t)(1−Υi(t))
)
ψ˜
(
x,
{
tanh−1(2Υi(t)− 1)
}
i∈[1..n]
)
.
For any x, x˜ ∈ Rn,
‖ψ(x1)− ψ(x2)‖1
= γ−1
ˆ 1
0
(
n∏
i=1
1
2Υi(t)(1−Υi(t))
)∣∣∣ψ˜ (x,{tanh−1(2Υi(t)− 1)}i∈[1..n])− ψ˜ (x˜,{tanh−1(2Υi(t)− 1)}i∈[1..n])∣∣∣dt
= γ−1
ˆ
[0,1]n
(
n∏
i=1
1
2yi(1− yi)
)∣∣∣ψ˜ (x,{tanh−1(2yi − 1)}i∈[1..n])− ψ˜ (x˜,{tanh−1(2yi − 1)}i∈[1..n])∣∣∣ dy
(a)= γ−1
ˆ
Rn
∣∣ψ˜(x, y)− ψ˜(x˜, y)∣∣dy
(b)= ‖x− x˜‖q2,
where (a) is by substituting yi ← tanh−1(2yi − 1), and (b) is by (9.1). Therefore ψ is isometric. In
particular, for any x ∈ Rn, ‖ψ(x)‖1 = ‖ψ(x)−ψ(0)‖1 = ‖x‖q2 <∞ since ψ(0) = 0 by definition. Hence
ψ(x) ∈ L1. The result follows from Proposition 40 and Theorem 6.
We now prove Proposition 7 where X = Zn, n ≥ 2, d(x, y) = ‖x− y‖qp, p ∈ R≥1 ∪ {∞}, 0 < q ≤ 1,
using a result in [17].
Proof of Proposition 7. Assume n = 2 without loss of generality. First consider the case p = 2, q = 1.
Let s ∈ N and  > 0. We have r∗‖·‖2(P([0..s]2)) < ∞ by the ratio bound in Proposition 36. Since
(R2, ‖·‖2) is isometrically embeddable into L1 [51], by Proposition 40, there is a bi-Lipschitz embedding
function ξ of (P([0..s]2), C∗‖·‖2) into L1 with distortion at most r∗‖·‖2(P([0..s]2)) + .
We invoke a result in [17], which states that if ζ is a bi-Lipschitz embedding function of (P([0..s]2), C∗‖·‖2)
into L1, then its distortion is at least
√
log s/(64pi). Since ξ satisfies these conditions, we have
r∗‖·‖2(P([0..s]2)) +  ≥
√
log s
64pi .
Letting → 0, we have
r∗‖·‖2(P([0..s]2)) ≥
√
log s
64pi .
For any p ∈ R≥1 ∪ {∞}, 0 < q ≤ 1, by the ratio bound in Proposition 36,
r∗d(P([0..s]2)) ≥
1
max{2q/p−1/2, 1} ·
1
max{21/2−q/ps1−q, s1−q}r
∗
‖·‖2(P([0..s]2))
≥ s
q−1√log s
64
√
2pi
. (9.2)
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If q = 1, we have r∗d(P(Z2)) =∞ by letting s→∞. If 0 < q < 1, letting s = de1/(2−2q)e, we have
r∗d(P(Z2)) ≥ r∗d(P([0..s]2))
≥ s
q−1√log s
64
√
2pi
≥ de1/(2−2q)eq−1
√
1/(2− 2q)
64
√
2pi
≥
(
3
2e
1/(2−2q)
)q−1 √1/(2− 2q)
64
√
2pi
≥ 23 ·
1
64
√
2pi
· 1√
2e(1− q)
>
1
1000
√
1− q .
The other cases in Remark 11 follow from the same arguments as in Appendix G.4.
We can also use the result in [16] to show a lower bound on r∗c for the Hamming distance over
{0, 1}n.
Proposition 42. Let X = {0, 1}n, n ≥ 2, d(x, y) = ‖x− y‖1, c(x, y) = (d(x, y))q, q > 0. We have
r∗c (P({0, 1}n)) = Ω(n1−|1−q|)
as n→∞, where the constant in Ω(· · · ) does not depend on q.
Proof. It is shown in [16, Corollary 3.7] that there exists a constant γ > 0 such that if ζ is a bi-Lipschitz
embedding function of (P({0, 1}n), C∗d) into L1, then its distortion is at least γn. Since ({0, 1}n, d)
is clearly isometrically embeddable into L1, by Proposition 40, we have r∗d(P({0, 1}n)) ≥ γn. By the
ratio bound in Proposition 36,
r∗c (P({0, 1}n)) ≥
1
max{nq−1, 1} ·
1
max{n1−q, 1}r
∗
d(P({0, 1}n))
≥ n1−|1−q|γ.
Note that ‖x − y‖1 = ‖x − y‖pp over {0, 1}n for p ≥ 1. Therefore, when X = {0, 1}n, c(x, y) =
‖x− y‖qp, p ∈ R≥1 ∪ {∞}, q > 0, we have
r∗c (P({0, 1}n)) = Ω(n1−|1−q/p|).
10 Conjectures
In this section, we list some conjectures and unresolved problems about r∗c that may be of interest.
1. For c(x, y) = |x− y|q over R, does there exist a uniform upper bound for r∗c (P(R)) for all q > 0?
Is r∗c (P(R)) = 2 for all 0 < q < 1?
Theorem 6 gives an upper bound on r∗c (P(R)) for 0 < q < 1. Nevertheless, it is likely not tight,
and it tends to ∞ when q → 1, which may not be the actual behavior of r∗c .
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2. Does Theorem 6 (or a similar bound) hold for P(M) whereM is any connected smooth complete
n-dimensional Riemannian manifold, and c(x, y) = (dM(x, y))q, 0 < q < 1? Is r∗c (P(M)) < ∞
whenM is the hyperbolic space?
The upper bound in Theorem 14 requires a non-negative Ricci curvature, and Corollary 33
requires finding an embedding into a Euclidean space where the intrinsic distance can be approx-
imated by the distance in the Euclidean space, which may not be possible for general Riemannian
manifolds. It may be of interest to find more general bounds.
3. What is r∗16=(P([1..4]))?
Theorem 3 shows that r∗1 6=(P([1..4])) ∈ [3/2, 5/3]. Nevertheless, its exact value is unknown.
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A Deciding Whether r∗c({Pα}α) = 1 is NP-hard
We show that the problem of deciding whether r∗c ({Pα}α∈A) = 1 is NP-hard, where (X , c) is a finite
metric space, c only takes values in {0, 1, 2}, and {Pα}α∈A is a finite collection of probability distri-
butions where each Pα is a b-type distribution (i.e., bPα(x) ∈ Z≥0 for all x ∈ X ), where b ∈ N is an
input (b is the same for all Pα). Note that the size of the input (|X |, b, {c(x, y)}x,y∈X , {Pα(x)}α∈A,x∈X )
is O(|X |2 + |A||X | log b). We will show this by a polynomial-time reduction from the graph coloring
problem of deciding whether the graph (V,E) admits a proper vertex coloring with k colors (“proper”
means that every two adjacent vertices have different colors), which is NP-complete [52].
Fix any graph (V,E) with vertex set V and edge set E (without self-loop or multiple edges) where
(v1, v2) ∈ E ⇔ (v2, v1) ∈ E. Assume |V | ≥ 2. Fix any k ∈ [2..|V |]. Let X := V × [1..k], and
c ((v1, z1), (v2, z2)) := 1 {(v1, z1) 6= (v2, z2)}+ 1 {(v1, v2) ∈ E and z1 = z2} .
We can show that c is a metric by the fact that c is symmetric, c((v1, z1), (v2, z2)) = 0 ⇔ (v1, z1) =
(v2, z2), and c is {0, 1, 2}-valued (if (v1, z1), (v2, z2), (v3, z3) are distinct, then c((v1, z1), (v2, z2)) +
c((v2, z2), (v3, z3)) ≥ 2 ≥ c((v1, z1), (v3, z3))). Let A := V , Pv := Unif({(v, z) : z ∈ [1..k]}) for v ∈ V .
Note that C∗c (Pv1 , Pv2) = 1 for any v1 6= v2 since k ≥ 2.
We now show that (V,E) is k-colorable if and only if r∗c ({Pv}v∈V ) = 1. For the “only if” direction,
assume (V,E) is k-colorable. Let the proper coloring be f : V → [1..k]. Construct a coupling {Xv}v
by U ∼ Unif[1..k], Xv = (v, U ⊕ f(v)), where a ⊕ b ∈ [1..k] is defined by a ⊕ b ≡ a + b (mod k). For
any v1 6= v2,
c(Xv1 , Xv2) = 1 + 1 {(v1, v2) ∈ E and U ⊕ f(v1) = U ⊕ f(v2)}
= 1 + 1 {(v1, v2) ∈ E and f(v1) = f(v2)}
= 1
= C∗c (Pv1 , Pv2),
and hence r∗c ({Pv}v) = rc({Xv}v) = 1.
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For the “if” direction, assume r∗c ({Pv}v) = 1. Let {Xv}v be a coupling achieving rc({Xv}v) ≤
1 + 1/(2|E|). Define a coloring by f{Xv}v (v) := Xv,2 (where Xv,2 denotes the second component of the
pair Xv ∈ V × [1..k]). We have
P
(
f{Xv}v is not proper
)
= P
(∃(v1, v2) ∈ E : Xv1,2 = Xv2,2)
= P
(∃(v1, v2) ∈ E : c(Xv1 , Xv2) = 2)
≤
∑
(v1,v2)∈E
P
(
c(Xv1 , Xv2) = 2
)
=
∑
(v1,v2)∈E
(
E
[
c(Xv1 , Xv2)
]− 1)
≤
∑
(v1,v2)∈E
((1 + 1/(2|E|))C∗c (Pv1 , Pv2)− 1)
= 1/2.
Therefore there exists a proper coloring. The result follows.
We remark that while deciding whether r∗c ({Pα}α) = 1 is NP-hard for general collection of prob-
ability distributions {Pα}α, deciding whether r∗c (P(X )) = 1 (when {Pα}α is fixed to the collection of
all probability distributions P(X )) for a finite metric space (X , c) can be performed in O(|X |2) time.
This is due to Proposition 36, which shows that if (X , c) is a metric space, then r∗c (P(X )) = 1 if and
only if (X , c) can be isometrically embedded into (R, (x, y) 7→ |x−y|). We can decide whether such an
embedding function g : X → R exists by fixing g(x0) = 0 for a point x0 ∈ X , fixing g(x1) = c(x0, x1)
for another x1 ∈ X , and then checking whether g(x) := c(x0, x)(1−2·1{c(x0, x)+c(x0, x1) = c(x1, x)})
is an isometric embedding.
B Bounding r∗16= for {P ∈ P(X ) : supp(P ) ≤ k}
Here we prove that r∗16=({P ∈ P(X ) : supp(P ) ≤ k}) ≤ k for k ∈ N. Note that, if X is uncountable,
there does not exist a σ-finite measure µ such that P  µ for all P ∈ {P ∈ P(X ) : supp(P ) = 2}. This
shows that the existence of a σ-finite measure µ such that Pα  µ for all non-degenerate Pα ∈ {Pα}α
(non-degenerate means Pα 6= δx for all x ∈ X ) is a sufficient condition (by Theorem 3), but not a
necessary condition for r∗16=({Pα}α) ≤ 2 to hold.
Proposition 43. For any Polish space X , k ∈ N, and c(x, y) = 1 6=(x, y), we have
r∗1 6=({P ∈ P(X ) : supp(P ) ≤ k}) ≤ k.
Proof of Proposition 43. The case where X is countable follows from Theorem 3 by letting µ be the
counting measure (the case k = 1 is trivial). If X is uncountable, then it is Borel-isomorphic to [0, 1].
Hence we assume X = [0, 1] without loss of generality. Let {Pα}α∈A = {P ∈ P(X ) : supp(P ) ≤ k}
(we can simply take A = {P ∈ P(X ) : supp(P ) ≤ k}, Pα = α). We construct a coupling of {Pα}α by
the inverse transform as in Proposition 5, i.e., let U ∼ Unif[0, 1], Xα := F−1Pα (U).
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Fix any two probability distributions Pα, Pβ . We have
P(Xα 6= Xβ)
=
∑
x∈supp(Pα)
P(Xα = x and Xβ 6= x)
=
∑
x∈supp(Pα)
λ ([Pα([0, x)), Pα([0, x])]\[Pβ([0, x)), Pβ([0, x])])
≤
∑
x∈supp(Pα)
(max {Pβ([0, x))− Pα([0, x)), 0}+ max {Pα([0, x])− Pβ([0, x]), 0})
=
∑
x∈supp(Pα)
(max {Pβ([0, x))− Pα([0, x)), 0}+ max {Pβ((x, 1])− Pα((x, 1]), 0})
≤
∑
x∈supp(Pα)
 ∑
y∈supp(Pβ)∩[0,x)
max {Pβ(y)− Pα(y), 0}+
∑
y∈supp(Pβ)∩(x,1]
max {Pβ(y)− Pα(y), 0}

≤
∑
x∈supp(Pα)
dTV(Pα, Pβ)
≤ kdTV(Pα, Pβ).
The result follows.
C Proof of Theorem 3 for Nonstandard Probability Space
Here we extend Theorem 3 to the collection of all distributions P(X ) (rather than only Pµ(X ))
if the definition of coupling is relaxed to allow a nonstandard probability space. For a collection of
probability distributions {Pα}α∈A over a measurable space (X ,F), let
rnstc (Q) := inf
{
r ≥ 1 : E{Xγ}γ∼Q[c(Xα, Xβ)] ≤ rC∗c (Pα, Pβ)∀α, β ∈ A
}
,
for Q ∈ Γ({Pα}α), and
rnst∗c ({Pα}α) := inf
Q∈Γ({Pα}α∈A)
rc(Q).
Proposition 44. For any Polish space X , and c(x, y) = 16=(x, y), we have
rnst∗1 6= (P(X )) ≤ 2.
Proof of Proposition 44. Let {Pα}α∈A = P(X ) (we can simply take A = P(X ), Pα = α). Note that if
X is uncountable, there does not exist a measure µ such that Pα  µ for all α ∈ A.
For two σ-finite measures µ, ν, Lebesgue’s decomposition theorem states that there exist unique
σ-finite measures ν1, ν2 such that ν = ν1 + ν2, ν1  µ and ν2 ⊥ µ. Write
ν ∩L µ := ν1, ν\Lµ := ν2. (C.1)
By the well-ordering theorem (which requires the axiom of choice), assume a well-ordering ≤ of A. We
now construct measures {να}α∈A by transfinite recursion satisfying να ≤ Pα, να ⊥ νβ for all α 6= β
and, for any α ∈ A, there exists sequence {βα,i}i∈[1..lα] (lα ∈ N∪{∞}) with distinct elements βα,i ≤ α
such that Pα 
∑lα
i=1 2−iνβα,i .
Assume such νβ ’s are constructed for all β < α. We now construct να. We define να,i recursively.
Let να,1 = Pα. For i ≥ 1, if ti := supβ<α((να,i ∩L Pβ)(X )) > 0, let β˜α,i < α attain at least half of the
supremum, and let να,i+1 = να,i\LPβ˜α,i . If ti = 0 (or if α is the least element), output να = να,i, and
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the process terminates at time l˜α := i. If the process continues indefinitely, then l˜α := ∞, and let να
be such that
dνα
dPα
(x) = inf
i∈N
dνα,i
dPα
(x).
Note that the pointwise limit of measurable function is measurable. We have να,i(X ) ≤ 1−(1/2)
∑i−1
j=1 tj ,
and hence either the process stops at ti = 0, or limi ti = 0. Assume the contrary that there exists
β < α such that να ⊥Pβ . Then (να ∩L Pβ)(X ) > 0, and (να ∩L Pβ)(X ) > ti for some i, leading to a
contradiction. Hence να ⊥ Pβ (and να ⊥ νβ) for all β < α. Also we have
Pα = να +
l˜α∑
i=1
να,i ∩L Pβ˜α,i
 να +
l˜α∑
i=1
2−i−1Pβ˜α,i
 να +
l˜α∑
i=1
2−i−1
lβ˜α,i∑
j=1
2−jνββ˜α,i,j ,
by the induction hypothesis. Therefore we can let {βα,i}i∈[1..lα] be the set {α} ∪ {ββ˜α,i,j}i,j . Hence
the measures {να}α∈A can be constructed by transfinite recursion.
By the Kolmogorov extension theorem, we can define Φα ∼ PP(να × λR≥0) independent across
α ∈ A ({Φα}α∈A can be defined on the space [0, 1]A with the product σ-algebra). Let
Xα := %Pα‖
∑lα
i=1
2−iνβα,i
(
lα∑
i=1
(
(x, t) 7→ (x, 2it))∗Φβα,i
)
,
where ((x, t) 7→ (x, 2it))∗Φβα,i denotes the pushforward measure of Φβα,i (a random measure) by
the mapping (x, t) 7→ (x, 2it). Note that (∑lαi=1 2−iνβα,i)(X ) ≤ 1, so the measure ∑lαi=1 2−iνβα,i is
σ-finite. By the superposition theorem [26], the point process given by the sum has distribution
PP(
∑lα
i=1 2−iνβα,i × λR≥0), and hence Xα ∼ Pα. For any α, α′ ∈ A, let {βi}i∈[1..l] = {βα,i}i∈[1..lα] ∪
{βα′,i}i∈[1..lα′ ]. It can be checked that
Xα = %Pα‖
∑l
i=1
2−iνβi
(
l∑
i=1
(
(x, t) 7→ (x, 2it))∗Φβi
)
,
and similarly for Xα′ . Hence P(Xα 6= Xα′) = dPC(Pα, Pα′) ≤ 2dTV(Pα, Pα′) by Lemma 20 and
Proposition 23.
D Proof of Lemma 26
Before we prove Lemma 26, we show that %¯P¯I‖µI (ΦI) is a random variable. We first show that if
κ is a probability kernel from the measurable space Y to the Polish space X , µ is a σ-finite mea-
sure over X , Y ∼ Q independent of Φ ∼ PP(µ × λR≥0), then %κ(·|Y ) ‖µ(Φ) is a random variable.
Since a Poisson process is a proper point process [26, Corollary 6.5], there exist random variables
(X1, T1), (X2, T2), . . . ∈ X × R≥0 and a random variable K ∈ Z≥0 ∪ {∞} such that
∑K
i=1 δXi = Φ al-
most surely. Note that Ti((dκ(·|Y )/dµ)(Xi))−1 are random variables for i ∈ N (since (dκ(·|Y )/dµ)(Xi)
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is a random variable by [53, Exercise 6.10.72]), and the argmin of random variables is a random vari-
able. Therefore %κ(·|Y ) ‖µ(Φ) is a random variable. As a result, for the case I = [k..l], %¯P¯I‖µI ,l(ΦI) is
a random variable. For the case I = (−∞..l], we regard %¯P¯I‖µI ,l(ΦI) = ∅ if the limit in (5.5) does not
exist (where ∅ is regarded as a symbol not in X , and %¯P¯I‖µI ,l(ΦI) is in the measurable space X ∪ {∅}
with σ-algebra σ(F ∪ {{∅}}), where F is the σ-algebra of X ). Then %¯P¯I‖µI ,l(ΦI) is a random variable
since the limit of a sequence of random variables is a random variable, and the event that the limit
does not exist is measurable. The measurability for the case sup I =∞ follows from the previous two
cases by definition.
We consider each case separately:
Case I = [k..l]. If k = l, then %¯{P¯i|I<i}i∈[l..l]‖µ[l..l](Φ[l..l]) = %P¯l‖µl(Φl) ∼ P¯l by the property of Poisson
functional representation. Assume %¯{P¯i|I<i}i∈[k..l−1]‖µ[k..l−1](Φ[k..l−1]) ∼ P¯[k..l−1]. By the construction
in (5.4),
%¯{P¯i|I<i}i∈[k..l]‖µ[k..l],l(Φ[k..l])|%¯{P¯i|I<i}i∈[k..l−1]‖µ[k..l−1](Φ[k..l−1]) ∼ P¯l|[k..l−1].
Hence %¯{P¯i|I<i}i∈[k..l]‖µ[k..l],l(Φ[k..l]) ∼ P¯[k..l]. Claim 2 follows from induction. Claim 1 can be proved
similarly using induction. Claim 3 follows directly from the definition.
Case I = (−∞..l]. We regard %¯{P¯i′|I
<i′
}i′∈I‖µI ,l(φI) = ∅ if the limit in (5.5) does not exist (where ∅ is
regarded as a symbol not in X ). Let  > 0. By (5.2) and (5.3), let i ∈ I such that
∑
i∈I<i
dTV
( ∏
j∈I<i
νj
)
P¯i|I<i ,
∏
j∈I≤i
νj
 < , (D.1)
and
dTV
(
P¯I<i ,
∏
j∈I<i
νj
)
< . (D.2)
Let Z˜ ∈ X I be defined by
Z˜,i :=
{
%νi‖µi(Φi) if i < i
%¯{P¯i′|I
<i′
(·|({%νj‖µj (Φj)}j<i ,·))}i′∈[i..i]‖µ[i..i],i(Φ[i..i]) if i ≥ i.
(D.3)
By (5.4), if
%
P¯i|I<i
(
· | {%νj‖µj (Φj)}j<i
)
‖µi(Φi) = %νi‖µi(Φi) ∀i < i,
then
%¯{P¯i′|I
<i′
(·|({%νj‖µj (Φj)}j<k,·))}i′∈[k..i]‖µ[k..i],i(Φ[k..i]) = Z˜,i ∀i ∈ I, k < min{i, i},
and hence by (5.5),
%¯{P¯i′|I
<i′
}i′∈I≤i‖µI≤i ,i
(ΦI≤i)
= lim
k→−∞
%¯{P¯i′|I
<i′
(·|({%νj‖µj (Φj)}j<k,·))}i′∈[k..i]‖µ[k..i],i(Φ[k..i])
= Z˜,i ∀i ∈ I,
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and hence %¯{P¯i′|I
<i′
}i′∈I‖µI (ΦI) = Z˜. Therefore,
P
(
%¯{P¯i′|I
<i′
}i′∈I‖µI (ΦI) 6= Z˜
)
≤ P
(
∃i < i : %P¯i|I<i (· | {%νj‖µj (Φj)}j<i)‖µi(Φi) 6= %νi‖µi(Φi)
)
≤
∑
i<i
P
(
%P¯i|I<i (· | {%νj‖µj (Φj)}j<i)‖µi(Φi) 6= %νi‖µi(Φi)
)
(a)=
∑
i<i
E
[
dPC
(
P¯i|I<i
( · | {%νj‖µj (Φj)}j<i), νi)]
(b)
≤ 2
∑
i<i
E
[
dTV
(
P¯i|I<i
( · | {%νj‖µj (Φj)}j<i), νi)]
(c)= 2
∑
i<i
dTV
(∏
j<i
νj
)
P¯i|I<i ,
∏
j≤i
νj

(d)
< 2, (D.4)
where (a) is by (4.2), (b) is by Proposition 23, (c) is because {%νj‖µj (Φj)}j<i ∼
∏
j<i νj , and (d) is by
(D.1).
Also note that
Z˜ ∼
( ∏
j<i
νj
)
P¯i|I<i P¯i+1|I<i+1 · · · P¯l|I<l .
Hence, by (D.2),
dTV
( ∏
j<i
νj
)
P¯i|I<i P¯i+1|I<i+1 · · · P¯l|I<l , P¯

= dTV
( ∏
j<i
νj
)
, P¯I<i

< .
Combining this with (D.4), and letting → 0, we have proved Claim 2 and Claim 5, i.e., %¯{P¯i′|I
<i′
}i′∈I‖µI (ΦI) ∼
P¯ , is defined almost surely, and satisfies (5.7) (since P(%¯{P¯i′|I
<i′
}i′∈I‖µI ,i(Φi) = %νi‖µi(Φi)∀i < i) ≥
P(%¯{P¯i′|I
<i′
}i′∈I‖µI (ΦI) = Z˜) ≥ 1− 2).
We now prove Claim 1 that %¯{P¯i′|I
<i′
}i′∈I‖µI (ΦI) does not depend on the choice of {P¯i′|I<i′}i′∈I .
Let {P¯i|I<i}i∈I and {P¯ ′i|I<i}i∈I be regular conditional distributions of P¯ satisfying (5.1) and (5.2). Fix
any  > 0. Let i ∈ I such that (D.2) is satisfied. Let {Zi}i∈I ∼ P¯ . By (5.5),
P
(
%¯{P¯i′|I
<i′
}i′∈I‖µI ,l(ΦI) 6= %¯{P¯ ′i′|I
<i′
}i′∈I‖µI ,l(ΦI)
)
≤ P
(
∃k < i : %¯{P¯i|I<i (·|({%νj‖µj (Φj)}j<k,·))}i∈[k..l]‖µ[k..l],l(Φ[k..l])
6= %¯{P¯ ′
i|I<i
(·|({%νj‖µj (Φj)}j<k,·))}i∈[k..l]‖µ[k..l],l(Φ[k..l])
)
(a)
≤ P
(
∃k < i :
l∏
i=k
P¯i|I<i(·|({%νj‖µj (Φj)}j<k, ·)) 6=
l∏
i=k
P¯ ′i|I<i(·|({%νj‖µj (Φj)}j<k, ·))
)
64
(b)
≤ P
(
∃k < i :
l∏
i=k
P¯i|I<i(·|({Zj}j<k, ·)) 6=
l∏
i=k
P¯ ′i|I<i(·|({Zj}j<k, ·))
)
+ 
(c)= ,
where the product on the left hand side in (a) is the semidirect product between a probability dis-
tribution P¯k|I<k(·|{%νj‖µj (Φj)}j<k) and a sequence of probability kernels. Note that (a) is because if the
semidirect products coincide, then {P¯i|I<i(·|({%νj‖µj (Φj)}j<k, ·))}i∈[k..l] and {P¯ ′i|I<i(·|({%νj‖µj (Φj)}j<k, ·))}i∈[k..l]
are two sequences of regular conditional distributions of that semidirect product distribution, and hence
the two %¯’s in the previous line coincide almost surely since we have already proved that the choice of
regular conditional distribuions does not matter for the case I = [k..l]. For (b), it is due to (D.2), and
thus replacing {%νj‖µj (Φj)}j<i (which has distribution
∏
j<i
νj) by {Zj}j<i affects the probability
by at most . For (c), it is due to the uniqueness of regular conditional distributions in the sense that
P¯i|I<i(·|{zj}j<i) = P¯ ′i|I<i(·|{zj}j<i) for P¯ -almost all {zi}i∈I . The result follows from letting → 0.
For Claim 4, we check (5.4) by
P
(
%¯P¯I‖µI ,l(ΦI) 6= %P¯l|I<l (· | %¯P¯I<l‖µI<l (ΦI<l )) ‖µl(Φl)
)
(a)
≤ P
(
Z˜,l 6= %P¯l|I<l (· | {Z˜,i}i<l) ‖µl(Φl)
)
+ 2
(b)= P
(
%¯{P¯i′|I
<i′
(·|({%νj‖µj (Φj)}j<i ,·))}i′∈[i..l]‖µ[i..l],l(Φ[i..l]) 6= %P¯l|I<l (· | {Z˜,i}i<l) ‖µl(Φl)
)
+ 2
(c)= P
(
%P¯l|I<l (· | {Z˜,i}i<l) ‖µl(Φl) 6= %P¯l|I<l (· | {Z˜,i}i<l) ‖µl(Φl)
)
+ 2
= 2,
where (a) is by (D.4), (b) is by the definition of Z˜, and (c) is by (5.4) and the definition of Z˜. Letting
→ 0, we can deduce that (5.4) is satisfied almost surely.
Claim 3 follows directly from the definition.
Case sup I =∞. Since we have proved that %¯P¯I≤i‖µI≤i (φI≤i) ∼ P¯I≤i for any i ∈ I, and the distribution
of a random process is characterized by its finite dimensional marginals, we have %¯P¯I‖µI (φI) ∼ P¯ . To
check (5.7) for the case I = (−∞..∞), it suffices to check that %¯P¯I≤0‖µI≤0 (φI≤0) satisfies (5.7), which
is proved in the previous case. All the claims continue to hold.
E Proof of the SPFR Condition for Theorem 4
We check that the SPFR condition is satisfied for P¯ := (
∏
i∈Z UBe−η(i+θ))◦P for any distribution P over
X , where θ ∈ [0, 1], η > 0. Let the Borel σ-algebra of X be F . Let X ∼ P , and Zi|X ∼ UBe−η(i+θ)
be conditionally independent across i given X. For J ⊆ Z, write P¯X|ZJ for a regular conditional
distribution of X given {Zj}j∈J . We choose the regular conditional distribution of Zi given {Zj}j<i
to be
P¯i|I<i(·|{zj}j) = UBe−η(i+θ) ◦ P¯X|Z(−∞..i)(·|{zj}j)
for any {zj}j ∈ X (−∞,i), where the precise choice of the regular conditional distribution P¯X|Z(−∞..i) is
given at the end of Remark 45. By definition, (5.1) is satisfied.
By (2.4), we can pick i0 ∈ Z small enough such that
ξ := sup
w≥e−η(i0+1), x,y∈X : d(x,y)≤w
µ(Bw(x))
µ(Bw(y)) <∞. (E.1)
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Let
ξ˜ := 2ξ2dη
−1 log(4Ψ/(1−e−η))e.
For (5.2),
∑
i∈(−∞..i0]
dTV
( ∏
j∈I<i
νj
)
P¯i|I<i ,
∏
j∈I≤i
νj

=
∑
i∈(−∞..i0]
ˆ
dTV
(
P¯i|I<i(·|{zj}j), νi
) (∏
j<i
νj
)
(d{zj}j)
=
∑
i∈(−∞..i0]
ˆ
dTV
(
UBe−η(i+θ) ◦ P¯X|Z(−∞..i)(·|{zj}j), UBe−η(i+θ)(x0, ·)
)(∏
j<i
UBe−η(j+θ)(x0, ·)
)
(d{zj}j)
≤
∑
i∈(−∞..i0]
ˆ (
1
{
P
(⋂
j<i
Be−η(j+θ)(zj)
)
≥ 12
}
dTV
(
UBe−η(i+θ) ◦ P¯X|Z(−∞..i)(·|{zj}j), UBe−η(i+θ)(x0, ·)
)
+ 1
{
P
(⋂
j<i
Be−η(j+θ)(zj)
)
<
1
2
})(∏
j<i
UBe−η(j+θ)(x0, ·)
)
(d{zj}j). (E.2)
We consider the two terms separately. First,∑
i∈(−∞..i0]
ˆ
1
{
P
(⋂
j<i
Be−η(j+θ)(zj)
)
≥ 12
}
dTV
(
UBe−η(i+θ) ◦ P¯X|Z(−∞..i)(·|{zj}j), UBe−η(i+θ)(x0, ·)
)
·
(∏
j<i
UBe−η(j+θ)(x0, ·)
)
(d{zj}j)
(a)
≤
∑
i∈(−∞..i0]
ˆ
1
{
P
(⋂
j<i
Be−η(j+θ)(zj)
)
≥ 12
}ˆ
dTV (UBe−η(i+θ)(x, ·), UBe−η(i+θ)(x0, ·))
· P¯X|Z(−∞..i)(dx|{zj}j)
(∏
j<i
UBe−η(j+θ)(x0, ·)
)
(d{zj}j)
(b)
≤
∑
i∈(−∞..i0]
ˆ
1
{
P
(⋂
j<i
Be−η(j+θ)(zj)
)
≥ 12
}
·
ˆ
Ψeη(i+θ)d(x, x0)P¯X|Z(−∞..i)(dx|{zj}j)
(∏
j<i
UBe−η(j+θ)(x0, ·)
)
(d{zj}j)
(c)
≤ ξ˜
∑
i∈(−∞..i0]
ˆ
1
{
P
(⋂
j<i
Be−η(j+θ)(zj)
)
≥ 12
}
·
ˆ
Ψeη(i+θ)d(x, x0)P
dx
∣∣∣∣∣∣
⋂
j<i
Be−η(j+θ)(zj)
(∏
j<i
UBe−η(j+θ)(x0, ·)
)
(d{zj}j)
≤ ξ˜
∑
i∈(−∞..i0]
2
ˆ ˆ
Ψeη(i+θ)1
{
x ∈
⋂
j<i
Be−η(j+θ)(zj)
}
d(x, x0)P (dx)
(∏
j<i
UBe−η(j+θ)(x0, ·)
)
(d{zj}j)
(d)
≤ ξ˜
∑
i∈(−∞..i0]
2
ˆ ˆ
Ψeη(i+θ)1 {x ∈ B2e−η(i−1+θ)(x0)} d(x, x0)P (dx)
(∏
j<i
UBe−η(j+θ)(x0, ·)
)
(d{zj}j)
= 2ξ˜Ψ
ˆ  ∑
i∈(−∞..i0]
eη(i+θ)1 {x ∈ B2e−η(i−1+θ)(x0)}
 d(x, x0)P (dx)
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≤ 2ξ˜Ψ
ˆ ˆ ∞
−∞
eη(t+1+θ)1 {x ∈ B2e−η(t−1+θ)(x0)} dt · d(x, x0)P (dx)
= 2ξ˜Ψ
ˆ
2η−1e2η(d(x, x0))−1d(x, x0)P (dx)
= 4ξ˜Ψη−1e3η, (E.3)
where (a) is by the convexity of dTV, (b) is by (2.3) and (5.15), and (d) is because zi−1 ∈ Be−η(i−1+θ)(x0),
and hence Be−η(i−1+θ)(zi−1) ⊆ B2e−η(i−1+θ)(x0). For (c), it is because for any x, y ∈
⋂
j<i Be−η(j+θ)(zj),
their likelihood ratio is bounded by
∏
j<i
(dUBe−η(j+θ)(x, ·)/dµ) (zj)
(dUBe−η(j+θ)(y, ·)/dµ) (zj)
=
∏
j<i
(
d(µB
e−η(j+θ) (x)/µ(Be−η(j+θ)(x))/dµ
)
(zj)(
d(µB
e−η(j+θ) (y)/µ(Be−η(j+θ)(y))/dµ
)
(zj)
=
∏
j<i
(µ(Be−η(j+θ)(x)))−1
(µ(Be−η(j+θ)(y)))−1
(e)
≤ ξ2dη−1 log(4Ψ/(1−e−η))e
∏
j<i−dη−1 log(4Ψ/(1−e−η))e
µ(Be−η(j+θ)(y))
µ(Be−η(j+θ)(x))
(f)
≤ ξ2dη−1 log(4Ψ/(1−e−η))e
∏
j<i−dη−1 log(4Ψ/(1−e−η))e
(
1− 2Ψeη(j−i+1)
)−1
≤ ξ2dη−1 log(4Ψ/(1−e−η))e
1− ∑
j<i−dη−1 log(4Ψ/(1−e−η))e
2Ψeη(j−i+1)
−1
= ξ2dη
−1 log(4Ψ/(1−e−η))e
(
1− 2Ψe
−ηdη−1 log(4Ψ/(1−e−η))e
1− e−η
)−1
≤ 2ξ2dη−1 log(4Ψ/(1−e−η))e
= ξ˜, (E.4)
where (e) is by (E.1) and µ(Be−η(j+θ)(y)) ≤ ξµ(Be−η(j+θ)(zj)) ≤ ξ2µ(Be−η(j+θ)(x)), and (f) is because
µ(Be−η(j+θ)(y)) ≤ µ(Be−η(j+θ)(x)) + µ(Be−η(j+θ)(y)\Be−η(j+θ)(x))
≤ µ(Be−η(j+θ)(x)) + Ψeη(j+θ)d(x, y)µ(Be−η(j+θ)(y))
≤ µ(Be−η(j+θ)(x)) + Ψeη(j+θ)2e−η(i−1+θ)µ(Be−η(j+θ)(y))
= µ(Be−η(j+θ)(x)) + 2Ψeη(j−i+1)µ(Be−η(j+θ)(y))
by (2.3) and x, y ∈ Be−η(i−1+θ)(zi−1). Since the likelihood ratio is bounded by ξ˜, by Bayes’ rule,
P¯X|Z(−∞..i)(·|{zj}j) ≤ ξ˜P
( · ∣∣ ⋂
j<i
Be−η(j+θ)(zj)
)
(E.5)
whenever P (
⋂
j<i Be−η(j+θ)(zj)) > 0, where the comparison is between measures (see Remark 45 for a
formal justification), and thus (c) holds.
For the second term in (E.2), let τ > 0 be such that P (Bτ (x0)) > 3/4 (such τ exists since
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∑∞
j=0 P (Bj(x0)\Bj−1(x0)) = P (
⋃∞
j=0(Bj(x0)\Bj−1(x0))) = 1). We have∑
i∈(−∞..i0]
ˆ
1
{
P
(⋂
j<i
Be−η(j+θ)(zj)
)
<
1
2
}(∏
j<i
UBe−η(j+θ)(x0, ·)
)
(d{zj}j)
≤
∑
i∈(−∞..i0]
ˆ
1
{
P
(
Bτ (x0)\
⋂
j<i
Be−η(j+θ)(zj)
)
>
1
4
}(∏
j<i
UBe−η(j+θ)(x0, ·)
)
(d{zj}j)
≤ 4
∑
i∈(−∞..i0]
ˆ
P
(
Bτ (x0)\
⋂
j<i
Be−η(j+θ)(zj)
)(∏
j<i
UBe−η(j+θ)(x0, ·)
)
(d{zj}j)
= 4
∑
i∈(−∞..i0]
ˆ ˆ
Bτ (x0)
1
{
x /∈
⋂
j<i
Be−η(j+θ)(zj)
}
P (dx)
(∏
j<i
UBe−η(j+θ)(x0, ·)
)
(d{zj}j)
= 4
ˆ
Bτ (x0)
 ∑
i∈(−∞..i0]
ˆ
1
{
x /∈
⋂
j<i
Be−η(j+θ)(zj)
}(∏
j<i
UBe−η(j+θ)(x0, ·)
)
(d{zj}j)
P (dx)
≤ 4
ˆ
Bτ (x0)
 ∑
i∈(−∞..i0]
∑
j<i
ˆ
1
{
x /∈ Be−η(j+θ)(zj)
}
UBe−η(j+θ)(x0,dzj)
P (dx)
(a)
≤ 4
ˆ
Bτ (x0)
 ∑
i∈(−∞..i0]
∑
j<i
Ψeη(j+θ)d(x, x0)
P (dx)
= 4
ˆ
Bτ (x0)
Ψ e
η(i0−1+θ)
(1− e−η)2 d(x, x0)P (dx)
≤ 4τΨ e
η(i0−1+θ)
(1− e−η)2 ,
where (a) is by (2.3). Combining this with (E.3),
∑
i∈(−∞..i0]
dTV
( ∏
j∈I<i
νj
)
P¯i|I<i ,
∏
j∈I≤i
νj
 <∞.
We then check (5.3):
dTV
(
P¯I≤i ,
∏
j≤i
νj
)
(a)
≤
ˆ
dTV
(∏
j≤i
UBe−η(j+θ)(x, ·),
∏
j≤i
νj
)
P (dx)
≤
ˆ
min
∑
j≤i
dTV (UBe−η(j+θ)(x, ·), νj) , 1
P (dx)
=
ˆ
min
∑
j≤i
dTV (UBe−η(j+θ)(x, ·), UBe−η(j+θ)(x0, ·)) , 1
P (dx)
(b)
≤
ˆ
min
∑
j≤i
Ψeη(j+θ)d(x, x0), 1
P (dx)
68
=
ˆ
min
{
Ψeη(i+θ)
1− eη d(x, x0), 1
}
P (dx)
→ 0
as i→ −∞ by Lebesgue’s dominated convergence theorem, where (a) is by the definition of P¯ and the
convexity of dTV, and (b) is by (2.3) and (5.15).
Remark 45. We now show (E.5) formally. Let X ∼ P , and Zi|X ∼ UBe−η(i+θ) be conditionally
independent across i given X. We first show that “P (
⋂
j<i Be−η(j+θ)(Zj)) > 0 for all i ∈ Z” holds
almost surely. Note that “P (Bw(X)) > 0 for all w > 0” holds almost surely (since P (∃w > 0 :
P (Bw(X)) = 0) ≤ P (
⋃
openS⊆X :P (S)=0 S) = 0 because X is strongly Lindelöf). If P (Bw(X)) > 0 for
all w > 0, for any i ∈ Z, we have
P
P ( ⋂
j<i
Be−η(j+θ)(Zj)
)
= 0
∣∣∣X

≤ inf
w>0
P
P ( ⋂
j<i
Be−η(j+θ)(Zj)
∣∣Bw(X)) = 0 ∣∣∣X

≤ inf
w>0
E
1− P ( ⋂
j<i
Be−η(j+θ)(Zj)
∣∣Bw(X)) ∣∣∣X

= inf
w>0
1−E
 1
P (Bw(X))
ˆ
Bw(X)
1
{
x˜ ∈
⋂
j<i
Be−η(j+θ)(Zj)
}
P (dx˜)
∣∣∣X

= inf
w>0
1− 1
P (Bw(X))
ˆ
Bw(X)
E
1{x˜ ∈ ⋂
j<i
Be−η(j+θ)(Zj)
} ∣∣∣X
P (dx˜)

≤ inf
w>0
1− 1
P (Bw(X))
ˆ
Bw(X)
1−∑
j<i
P
(
x˜ /∈ Be−η(j+θ)(Zj)
∣∣∣X)
P (dx˜)

(a)
≤ inf
w>0
1− 1
P (Bw(X))
ˆ
Bw(X)
1−∑
j<i
Ψeη(j+θ)w
P (dx˜)

= inf
w>0
(
1− 1
P (Bw(X))
ˆ
Bw(X)
(
1− Ψe
η(i−1+θ)
1− eη w
)
P (dx˜)
)
= inf
w>0
Ψeη(i−1+θ)
1− eη w
= 0,
where (a) is due to (2.3) and d(X, x˜) ≤ w. Therefore “P (⋂j<i Be−η(j+θ)(Zj)) > 0 for all i ∈ Z” holds
almost surely.
For any E ∈ F and k < i, for P¯[k..i)-almost all {zj}j∈[k..i), it is straightforward to check by Bayes’
rule that
P¯X|Z[k..i)(E|{zj}j)
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=´
E∩
⋂i−1
j=k
B
e−η(j+θ) (zj)
(∏i−1
j=k µ(Be−η(j+θ)(x))
)−1
P (dx)
´⋂i−1
j=k
B
e−η(j+θ) (zj)
(∏i−1
j=k µ(Be−η(j+θ)(x))
)−1
P (dx)
≤
´
E∩
⋂i−1
j=k
B
e−η(j+θ) (zj)
(
inf
y∈
⋂i−1
j=k
B
e−η(j+θ) (zj)
∏i−1
j=k µ(Be−η(j+θ)(y))
)−1
P (dx)
´⋂i−1
j=k
B
e−η(j+θ) (zj)
(
sup
y∈
⋂i−1
j=k
B
e−η(j+θ) (zj)
∏i−1
j=k µ(Be−η(j+θ)(y))
)−1
P (dx)
=
sup
y∈
⋂i−1
j=k
B
e−η(j+θ) (zj)
∏i−1
j=k µ(Be−η(j+θ)(y))
inf
y∈
⋂i−1
j=k
B
e−η(j+θ) (zj)
∏i−1
j=k µ(Be−η(j+θ)(y))
·
´
E∩
⋂i−1
j=k
B
e−η(j+θ) (zj)
P (dx)
´⋂i−1
j=k
B
e−η(j+θ) (zj)
P (dx)
(a)
≤ ξ˜
´
E∩
⋂i−1
j=k
B
e−η(j+θ) (zj)
P (dx)
´⋂i−1
j=k
B
e−η(j+θ) (zj)
P (dx)
= ξ˜P
E
∣∣∣∣∣∣
i−1⋂
j=k
Be−η(j+θ)(zj)
 ,
where (a) is by
∏i−1
j=k µ(Be−η(j+θ)(y))/µ(Be−η(j+θ)(x)) ≤ ξ˜ for any x, y ∈
⋂i−1
j=k Be−η(j+θ)(zj), which is
proved using the same arguments as in (E.4). By the martingale convergence theorem, P¯X|Z[k..i)(E|{Zj}j)→
P¯X|Z(−∞..i)(E|{Zj}j) almost surely as k → −∞. Hence, almost surely,
P¯X|Z(−∞..i)(E|{Zj}j) = limk→−∞ P¯X|Z[k..i)(E|{Zj}j)
≤ lim inf
k→−∞
ξ˜P
E
∣∣∣∣∣∣
i−1⋂
j=k
Be−η(j+θ)(Zj)

≤ lim inf
k→−∞
ξ˜
P (E ∩⋂i−1j=k Be−η(j+θ)(Zj))
P (
⋂
j<i Be−η(j+θ)(Zj))
= ξ˜
P (E ∩⋂j<i Be−η(j+θ)(Zj))
P (
⋂
j<i Be−η(j+θ)(Zj))
= ξ˜P
E
∣∣∣∣∣∣
⋂
j<i
Be−η(j+θ)(Zj)
 . (E.6)
We now show that P¯X|Z(−∞..i)(·|{Zj}j) ≤ ξ˜P (·|
⋂
j<i Be−η(j+θ)(Zj)) almost surely. Since X is a
second-countable topological space, let its base be {Hi}i∈N (i.e., Hi ⊆ X is open, and each open
set in X is a union of sets in {Hi}i∈N). Let {H˜i}i∈N be the collection of sets in {Hi\
⋃
j∈J Hj :
i ∈ N, J ⊆ [1..i − 1]} (which is countable). Then each open set in X is a disjoint union of sets
in {H˜i}i∈N (since
⋃∞
j=1Hij =
⋃∞
j=1(Hij\
⋃j−1
k=1Hik) for an increasing sequence i1, i2, . . .). By (E.6),
“P¯X|Z(−∞..i)(H˜k|{Zj}j) ≤ ξ˜P (H˜k|
⋂
j<i Be−η(j+θ)(Zj)) for all k ∈ N” holds almost surely. Fix any {zj}j
such that “P¯X|Z(−∞..i)(H˜k|{zj}j) ≤ ξ˜P (H˜k|
⋂
j<i Be−η(j+θ)(zj)) for all k ∈ N” holds. For any E ∈ F ,
since any Borel probability measure on a Polish space is regular,
P¯X|Z(−∞..i)(E|{Zj}j)
= inf
{
P¯X|Z(−∞..i)(E˜|{Zj}j) : E˜ ⊇ E, E˜ is open
}
= inf
{
P¯X|Z(−∞..i)(E˜|{Zj}j) : E˜ ⊇ E, E˜ is a disjoint union of sets in {H˜i}i∈N
}
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≤ inf
ξ˜P (E˜∣∣ ⋂
j<i
Be−η(j+θ)(Zj)
)
: E˜ ⊇ E, E˜ is a disjoint union of sets in {H˜i}i∈N

= ξ˜P
(
E
∣∣ ⋂
j<i
Be−η(j+θ)(Zj)
)
,
and thus P¯X|Z(−∞..i)(·|{zj}j) ≤ ξ˜P (·|
⋂
j<i Be−η(j+θ)(zj)). Hence, P¯X|Z(−∞..i)(·|{Zj}j) ≤ ξ˜P (·|
⋂
j<i Be−η(j+θ)(Zj))
almost surely.
Since we are free to modify P¯X|Z(−∞..i)(·|{zj}j) over a set of {zj}j with P¯(−∞..i)-measure zero, we
can choose P¯X|Z(−∞..i) such that “P (
⋂
j<i Be−η(j+θ)(zj)) = 0 or P¯X|Z(−∞..i)(·|{zj}j) ≤ ξ˜P (·|
⋂
j<i Be−η(j+θ)(zj))”
holds for all {zj}j ∈ X (−∞..i). This can be achieved by taking
P¯ ′X|Z(−∞..i)(·|{zj}j) :=

P if P (
⋂
j<i Be−η(j+θ)(zj)) = 0
P¯X|Z(−∞..i)(·|{zj}j) else if P¯X|Z(−∞..i)(·|{zj}j) ≤ ξ˜P (·|
⋂
j<i Be−η(j+θ)(zj))
P (·|⋂j<i Be−η(j+θ)(zj)) otherwise.
Note that {zj}j 7→ P¯ ′X|Z(−∞..i)(E|{zj}j) is a measurable function for any E ∈ F , since P (
⋂
j<i Be−η(j+θ)(zj)) =
infk<i P (
⋂i−1
j=k Be−η(j+θ)(zj)) is a measurable function of {zj}j , P (E|
⋂
j<i Be−η(j+θ)(zj)) = infk<i P (E∩⋂i−1
j=k Be−η(j+θ)(zj))/P (
⋂
j<i Be−η(j+θ)(zj)) is a measurable function of {zj}j , and{zj}j : P¯X|Z(−∞..i)(·|{zj}j) ≤ ξ˜P (·|⋂
j<i
Be−η(j+θ)(zj))

=
⋂
k∈N
{zj}j : P¯X|Z(−∞..i)(H˜k|{zj}j) ≤ ξ˜P (H˜k|⋂
j<i
Be−η(j+θ)(zj))

is measurable. Hence P¯ ′X|Z(−∞..i) is a valid regular conditional distribution, and we can use it in place
of P¯X|Z(−∞..i) .
F Proof that tV˘′n(t)/V˘n(t) is non-decreasing
Equivalently, we will prove that
log t(sinh t)
n−1
´ t
0 (sinh x)n−1dx
is non-decreasing. We have
d
dt log
t(sinh t)n−1´ t
0 (sinh x)n−1dx
= t−1 + (n− 1)(sinh t)
n−2 cosh t
(sinh t)n−1 −
(sinh t)n−1´ t
0 (sinh x)n−1dx
= t−1 + (n− 1)cosh tsinh t −
(sinh t)n−1´ t
0 (sinh x)n−1dx
.
To prove that this derivative is non-negative, it suffices to prove that
ˆ t
0
(sinh x)n−1dx ≥ (sinh t)
n−1
t−1 + (n− 1) cosh tsinh t
.
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Note that
lim
t→0
(ˆ t
0
(sinh x)n−1dx− (sinh t)
n−1
t−1 + (n− 1) cosh tsinh t
)
= 0,
and
d
dt
(ˆ t
0
(sinh x)n−1dx− (sinh t)
n−1
t−1 + (n− 1) cosh tsinh t
)
= (sinh t)n−1 − ddt
(sinh t)n−1
t−1 + (n− 1) cosh tsinh t
= (sinh t)n−1 − (n− 1) cosh t(sinh t)
n−2
t−1 + (n− 1) cosh tsinh t
− (sinh t)
n−1 (t−2 + (n− 1)(sinh t)−2)(
t−1 + (n− 1) cosh tsinh t
)2
= (sinh t)n−1
(
1− (n− 1)
cosh t
sinh t
t−1 + (n− 1) cosh tsinh t
− t
−2 + (n− 1)(sinh t)−2(
t−1 + (n− 1) cosh tsinh t
)2
)
= (sinh t)
n−1(
t−1 + (n− 1) cosh tsinh t
)2 (t−1(t−1 + (n− 1)cosh tsinh t
)
− t−2 − (n− 1)(sinh t)−2
)
= (n− 1)(sinh t)
n−1(
t−1 + (n− 1) cosh tsinh t
)2 (sinh t)2 (t−1 sinh t cosh t− 1)
= (n− 1)(sinh t)
n−1(
t−1 + (n− 1) cosh tsinh t
)2 (sinh t)2
(
1
2 t
−1 sinh(2t)− 1
)
≥ 0.
The result follows.
G Proof of Theorem 9
Let 0 < q ≤ 1. 25 Let k ≥ 3 be an odd integer. Let A := [−(k − 1)/2.. (k − 1)/2]n with |A| = kn.
For x, y ∈ Zn, define x ⊕ y ∈ A such that (x ⊕ y)i ≡ xi + yi mod k for i = 1, . . . , n, and define
x	 y := x⊕−y.
For α ∈ A, let Pα := (|A| − 1)−1
∑
β∈A\{α} δβ . Fix any coupling {Xα} of {Pα}. Write Xα =
(Xα,1, . . . , Xα,n). Let r := rc({Xα}α∈A). Let Z ∈ Zn be a random vector where Zi is the median of
the multiset {Xα,i}α∈A (there is a unique integer median since |A| is odd). Define
Gn,p,q(γ) :=
∑
x∈Zn
max
{
γ − ‖x‖qp, 0
}
.
The proof is divided into 4 parts. First, we bound r∗c (P(Zn)) in terms of Gn,p,q. Next, we bound
Gn,p,q. Then we find the rate of growth of r∗c (P(Zn)) as n increases. Finally, we extend this result to
PλS (Rn) for any S ⊆ Rn with λ(S) > 0, and to P(M) for a Riemannian manifoldM.
25Theorem 9 requires that 0 < q < 1. Nevertheless, we also allow the case q = 1 in the proof.
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G.1 Bound on r∗c (P(Zn)) in terms of Gn,p,q
For any 0 ≤ γ ≤ (k/2)q, we have
E
[
min
{∑
α∈A
‖Xα − Z‖qp, Gn,p,q(γ)
}]
≥ E
[
min
{∑
α∈A
‖Xα 	 Z‖qp, Gn,p,q(γ)
}]
= Gn,p,q(γ)−E
[
max
{
Gn,p,q(γ)−
∑
α∈A
‖Xα 	 Z‖qp, 0
}]
(a)= Gn,p,q(γ)−E
[
max
{∑
α∈A
(
max
{
γ − ‖Z 	 α‖qp, 0
}− ‖Xα 	 Z‖qp) , 0
}]
(b)
≥ Gn,p,q(γ)−E
[∑
α∈A
max
{
γ − ‖Xα 	 α‖qp, 0
}]
= Gn,p,q(γ)− |A||A| − 1 (Gn,p,q(γ)− γ)
= |A|γ −Gn,p,q(γ)|A| − 1
≥ γ − |A|−1Gn,p,q(γ).
where (a) is because {Z 	 α : α ∈ A} = A, and γ − ‖x‖qp ≤ 0 for x ∈ Zn\A since γ ≤ (k/2)q, (b) is
because |‖Z	α‖qp−‖Xα	α‖qp| ≤ ‖Xα	Z‖qp since ‖x	y‖qp is a metric. Let U ∼ Unif(A) independent
of {Xα}. Then for any 0 ≤ γ ≤ (k/2)q,
E
[
min
{
E[‖XU − Z‖qp | {Xα}], |A|−1Gn,p,q(γ)
}]
≥ |A|−1γ − |A|−2Gn,p,q(γ). (G.1)
For any j ∈ [1..n], we have∑
α,β∈A: ‖α	β‖1=1
|Xα,j −Xβ,j |q
(a)
≥ 2−(1−q)
∑
α,β∈A: ‖α	β‖1=1
|sgn(Xα,j − Zj)|Xα,j − Zj |q − sgn(Xβ,j − Zj)|Xβ,j − Zj |q|
= 2−(1−q)
ˆ ∞
−∞
∑
α,β∈A: ‖α	β‖1=1
|1 {sgn(Xα,j − Zj)|Xα,j − Zj |q ≤ t} − 1 {sgn(Xβ,j − Zj)|Xβ,j − Zj |q ≤ t}|dt
(b)
≥ 2−(1−q)
ˆ ∞
−∞
4|A|1−1/nFn
( |{α ∈ A : sgn(Xα,j − Zj)|Xα,j − Zj |q ≤ t}|
|A|
)
dt
= 21+q|A|1−1/n
ˆ ∞
−∞
Fn (P(sgn(XU,j − Zj)|XU,j − Zj |q ≤ t | {Xα})) dt
(c)
≥ 21+q|A|1−1/nFn (min {E[|XU,j − Zj |
q | {Xα}], 1/2})
min {E[|XU,j − Zj |q | {Xα}], 1/2}
·
ˆ ∞
−∞
min {P(sgn(XU,j − Zj)|XU,j − Zj |q ≤ t | {Xα}), 1−P(sgn(XU,j − Zj)|XU,j − Zj |q ≤ t | {Xα})} dt
(d)= 21+q|A|1−1/nFn (min {E[|XU,j − Zj |
q | {Xα}], 1/2})
min {E[|XU,j − Zj |q | {Xα}], 1/2}
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·
(ˆ 0
−∞
P(sgn(XU,j − Zj)|XU,j − Zj |q ≤ t | {Xα})dt+
ˆ ∞
0
P(sgn(XU,j − Zj)|XU,j − Zj |q > t | {Xα})dt
)
= 21+q|A|1−1/nFn (min {E[|XU,j − Zj |
q | {Xα}], 1/2})
min {E[|XU,j − Zj |q | {Xα}], 1/2} E[|XU,j − Zj |
q | {Xα}]
≥ 21+q|A|1−1/nFn (min {E[|XU,j − Zj |q | {Xα}], 1/2}) ,
where (a) is due to |x − y|q ≥ |xq − yq| and ((x + y)/2)q ≥ (xq + yq)/2 for x, y ≥ 0, (b) is by the
edge-isoperimetric inequality on the discrete torus [54, Theorem 8] with 26
Fn(τ) := min
b∈[1..n]
b (min{τ, 1− τ})1−1/b .
Note that each edge is counted twice here, and hence the factor 4. For (c), when t < 0, since Zj is the
median of XU,j ,
P(sgn(XU,j − Zj)|XU,j − Zj |q ≤ t | {Xα})
≤ P(sgn(XU,j − Zj)|XU,j − Zj |q ≤ −1 | {Xα})
≤ E[|XU,j − Zj |q | {Xα}],
and when t ≥ 0,
1−P(sgn(XU,j − Zj)|XU,j − Zj |q ≤ t | {Xα})
≤ P(sgn(XU,j − Zj)|XU,j − Zj |q ≥ 1 | {Xα})
≤ E[|XU,j − Zj |q | {Xα}],
and hence min{P(sgn(XU,j − Zj)|XU,j − Zj |q ≤ t | {Xα}), 1 − P(sgn(XU,j − Zj)|XU,j − Zj |q ≤
t | {Xα})} ≤ E[|XU,j − Zj |q | {Xα}], and (c) follows from the concavity of Fn(t). For (d), we have
P(sgn(XU,j−Zj)|XU,j−Zj |q ≤ t | {Xα}) ≤ 1/2 when t < 0 since Zj is the median of XU,j (and similar
for the case t ≥ 0). Hence,∑
α,β∈A: ‖α	β‖1=1
‖Xα −Xβ‖qp
≥ nq(1/p−1)
∑
α,β∈A: ‖α	β‖1=1
‖Xα −Xβ‖q1
≥ 21+qnq(1/p−1)|A|1−1/n
n∑
j=1
Fn (min {E[|XU,j − Zj |q | {Xα}], 1/2})
(a)
≥ 21+qnq(1/p−1)|A|1−1/nFn
(
min
{
E[‖XU − Z‖qq | {Xα}], 1/2
})
≥ 21+qnq(1/p−1)|A|1−1/nFn
(
min
{
n−max{1/p−1/q,0}E[‖XU − Z‖qp | {Xα}], 1/2
})
,
where (a) is by the concavity of t 7→ Fn(min{t, 1/2}). Therefore, when E[‖XU − Z‖qp | {Xα}] ≥
(1− 1/n)n(n−1), ∑
α,β∈A: ‖α	β‖1=1
‖Xα −Xβ‖qp
≥ 21+qnq(1/p−1)|A|1−1/nFn
(
min
{
n−max{1/p−1/q,0}(1− 1/n)n(n−1), 1/2
})
= 21+qnq(1/p−1)|A|1−1/nFn
(
n−max{1/p−1/q,0}(1− 1/n)n(n−1)
)
= ξn,p,q|A|1−1/n, (G.2)
26The edge-isoperimetric inequality on the discrete torus [54, Theorem 8] states that
∑
α,β∈A: ‖α	β‖1=1 |1{α ∈
S} − 1{β ∈ S}| ≥ 4|A|1−1/nFn(|S|/|A|) for any S ⊆ A.
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where
ξn,p,q := 21+qnq(1/p−1)Fn
(
n−max{1/p−1/q,0}(1− 1/n)n(n−1)
)
.
When E[‖XU − Z‖qp | {Xα}] ≤ (1− 1/n)n(n−1),∑
α,β∈A: ‖α	β‖1=1
‖Xα −Xβ‖qp
(a)
≥
∑
α,β∈A: ‖α	β‖1=1
∣∣‖Xα − Z‖qp − ‖Xβ − Z‖qp∣∣
=
ˆ ∞
0
∑
α,β∈A: ‖α	β‖1=1
∣∣1{‖Xα − Z‖qp ≥ t}− 1{‖Xβ − Z‖qp ≥ t}∣∣dt
(b)
≥
ˆ ∞
0
4|A|1−1/nFn
( |{α ∈ A : ‖Xα − Z‖qp ≥ t}|
|A|
)
dt
= 4|A|1−1/n
ˆ ∞
0
Fn
(
P(‖XU − Z‖qp ≥ t | {Xα})
)
dt
(c)
≥ 4|A|1−1/n
ˆ ∞
0
Fn
(
E[‖XU − Z‖qp | {Xα}]
) P(‖XU − Z‖qp ≥ t | {Xα})
E[‖XU − Z‖qp | {Xα}] dt
= 4|A|1−1/nFn
(
E[‖XU − Z‖qp | {Xα}]
)
(d)= 4n|A|1−1/n (E[‖XU − Z‖qp | {Xα}])1−1/n ,
where (a) is because ‖x− y‖qp is a metric, (b) is again by [54, Theorem 8], and (c) is by the concavity
of Fn(t), and for any t > 0, since ‖XU − Z‖qp ≥ 1 if ‖XU − Z‖qp ≥ t > 0,
P(‖XU − Z‖qp ≥ t | {Xα})
≤ P(‖XU − Z‖qp ≥ 1 | {Xα})
≤ E[‖XU − Z‖qp | {Xα}],
and (d) is because Fn(t) = nt1−1/n when t ≤ (1 − 1/n)n(n−1). Combining this with (G.2), and
considering both cases whether E[‖XU − Z‖qp | {Xα}] ≤ (1− 1/n)n(n−1), we have∑
α,β∈A: ‖α	β‖1=1
‖Xα −Xβ‖qp
≥ 4n|A|1−1/n (min{E[‖XU − Z‖qp | {Xα}], ξ˜n,p,q})1−1/n , (G.3)
where
ξ˜n,p,q := min
{
(1− 1/n)n(n−1), (ξn,p,q/(4n))n/(n−1)
}
.
Note that for any 0 < η < 1, and random variable T ≥ 0,
E [T η] =
ˆ ∞
0
P (T η ≤ t) dt
=
ˆ ∞
0
P (T ≤ t) ηtη−1dt
=
ˆ ∞
0
P (T ≤ t)
ˆ ∞
t
η(1− η)sη−2dsdt
=
ˆ ∞
0
(ˆ s
0
P (T ≤ t) dt
)
η(1− η)sη−2ds
=
ˆ ∞
0
E [min{T, s}] η(1− η)sη−2ds. (G.4)
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Hence, we have
E
[(
min
{
E[‖XU − Z‖qp | {Xα}], ξ˜n,p,q
})1−1/n]
= E
[ˆ ∞
0
min
{
E[‖XU − Z‖qp | {Xα}], t, ξ˜n,p,q
} 1
n
(
1− 1
n
)
t−(1+1/n)dt
]
≥ E
[ˆ ξ˜n,p,q
0
min
{
E[‖XU − Z‖qp | {Xα}], t
} 1
n
(
1− 1
n
)
t−(1+1/n)dt
]
= n− 1
n2
ˆ ξ˜n,p,q
0
E
[
min
{
E[‖XU − Z‖qp | {Xα}], t
}]
t−(1+1/n)dt
= n− 1
n2
ˆ G−1n,p,q(|A|ξ˜n,p,q)
0
E
[
min
{
E[‖XU − Z‖qp | {Xα}], |A|−1Gn,p,q(γ)
}]
(|A|−1Gn,p,q(γ))−(1+1/n)d|A|−1Gn,p,q(γ)
≥ n− 1
n2
ˆ min{G−1n,p,q(|A|ξ˜n,p,q), (k/2)q}
0
E
[
min
{
E[‖XU − Z‖qp | {Xα}], |A|−1Gn,p,q(γ)
}]
· (|A|−1Gn,p,q(γ))−(1+1/n)d|A|−1Gn,p,q(γ)
(a)
≥ n− 1
n2
ˆ min{G−1n,p,q(|A|ξ˜n,p,q), (k/2)q}
0
(|A|−1γ − |A|−2Gn,p,q(γ)) (|A|−1Gn,p,q(γ))−(1+1/n)d|A|−1Gn,p,q(γ)
= n− 1
n2
|A|−(1−1/n)
ˆ min{G−1n,p,q(|A|ξ˜n,p,q), (k/2)q}
0
(
γ − |A|−1Gn,p,q(γ)
)
(Gn,p,q(γ))−(1+1/n)dGn,p,q(γ)
= n−1
n2
|A|−(1−1/n)
( ˆ min{G−1n,p,q(|A|ξ˜n,p,q),(k/2)q}
0
γ(Gn,p,q(γ))−(1+1/n)dGn,p,q(γ)−|A|−1
(
1− 1
n
)1−1/n(|A|ξ˜n,p,q)1−1/n)
= n− 1
n2
|A|−(1−1/n)
( ˆ min{G−1n,p,q(|A|ξ˜n,p,q), (k/2)q}
0
γ(Gn,p,q(γ))−(1+1/n)dGn,p,q(γ)− n
n− 1 |A|
−1/nξ˜1−1/nn,p,q
)
where G−1n,p,q denotes the inverse function of Gn,p,q (which is strictly increasing from 0 to ∞), and (a)
is by (G.1). Combining this with (G.3),
E
 ∑
α,β∈A: ‖α	β‖1=1
‖Xα −Xβ‖qp

≥ 4
(
1− 1
n
)(ˆ min{G−1n,p,q(|A|ξ˜n,p,q), (k/2)q}
0
γ(Gn,p,q(γ))−(1+1/n)dGn,p,q(γ)− n
n− 1 |A|
−1/nξ˜1−1/nn,p,q
)
.
(G.5)
On the other hand,
E
[ ∑
α,β∈A: ‖α	β‖1=1
‖Xα −Xβ‖qp
]
=
∑
α,β∈A: ‖α	β‖1=1
E[c(Xα, Xβ)]
≤ r
∑
α,β∈A: ‖α	β‖1=1
C∗(Pα, Pβ)
≤ r|A| − 1
∑
α,β∈A: ‖α	β‖1=1
‖α− β‖qp
= r|A| − 1
(
2n|A|+ 2n|A|1−1/n((k − 1)q − 1)
)
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= 2nr|A||A| − 1
(
1 + |A|−1/n((k − 1)q − 1)
)
≤ 2nr|A||A| − 1
(
1 + |A|−1/nkq
)
= 2nr|A||A| − 1
(
1 + |A|−(1−q)/n
)
. (G.6)
Combining this with (G.5),
r ≥
(
2n|A|
|A| − 1
(
1 + |A|−(1−q)/n
))−1
· 4
(
1− 1
n
)(ˆ min{G−1n,p,q(|A|ξ˜n,p,q), (k/2)q}
0
γ(Gn,p,q(γ))−(1+1/n)dGn,p,q(γ)− n
n− 1 |A|
−1/nξ˜1−1/nn,p,q
)
.
Letting k = |A|1/n →∞, we have
r∗c (P(Zn))
≥ (1 + 1{q < 1}) 1
n
(
1− 1
n
)ˆ ∞
0
γ(Gn,p,q(γ))−(1+1/n)dGn,p,q(γ)
= (1 + 1{q < 1}) 1
n
(
1− 1
n
)ˆ ∞
0
G−1n,p,q(t)t−(1+1/n)dt. (G.7)
G.2 Bound on G−1n,p,q(t)
We give two methods to bound G−1n,p,q(t) from below. For the first method, for v ∈ Zn, we haveˆ
[−1/2,1/2]n
(‖v + x‖qp − ‖v‖qp) dx
≤
ˆ
[−1/2,1/2]n
‖x‖qpdx
≤ nq/p
ˆ
[−1/2,1/2]n
‖x‖q∞dx
= 2
−qnq/p+1
n+ q .
Hence, for γ ≥ 0,
γ − ‖v‖qp
≤
ˆ
[−1/2,1/2]n
(
γ + 2
−qnq/p+1
n+ q − ‖v + x‖
q
p
)
dx
≤
ˆ
[−1/2,1/2]n
max
{
γ + 2
−qnq/p+1
n+ q − ‖v + x‖
q
p, 0
}
dx.
Hence,
max
{
γ − ‖v‖qp, 0
}
≤
ˆ
[−1/2,1/2]n
max
{
γ + 2
−qnq/p+1
n+ q − ‖v + x‖
q
p, 0
}
dx.
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We have
Gn,p,q(γ) =
∑
v∈Zn
max
{
γ − ‖v‖qp, 0
}
≤
∑
v∈Zn
ˆ
[−1/2,1/2]n
max
{
γ + 2
−qnq/p+1
n+ q − ‖v + x‖
q
p, 0
}
dx
=
ˆ
Rn
max
{
γ + 2
−qnq/p+1
n+ q − ‖x‖
q
p, 0
}
dx
=
ˆ γ+ 2−qnq/p+1n+q
0
ˆ
Rn
1
{‖x‖qp ≤ t} dxdt
=
ˆ γ+ 2−qnq/p+1n+q
0
Vn,ptn/qdt
= Vn,p
n/q + 1
(
γ + 2
−qnq/p+1
n+ q
)n/q+1
,
where Vn,p is the volume of the unit `p ball given in (1.2). Therefore,
G−1n,p,q(t) ≥
(
n/q + 1
Vn,p
t
)1/(n/q+1)
− 2
−qnq/p+1
n+ q . (G.8)
For the second method, since the real-valued function on Rn given by x 7→ max{‖x‖qp, 1} is q-
Lipschitz with respect to ‖ · ‖p (it is the composition of the 1-Lipschitz function x 7→ max{‖x‖p, 1}
from Rn to R≥1 and the q-Lipschitz function t 7→ tq from R≥1 to R), for v ∈ Zn, we have
ˆ
[−1/2,1/2]n
(
max{‖v + x‖qp, 1} −max{‖v‖qp, 1}
)
dx
≤ q
ˆ
[−1/2,1/2]n
‖x‖pdx
≤ qn1/p
ˆ
[−1/2,1/2]n
‖x‖∞dx
= qn
1/p+1
2(n+ 1) .
Hence, for γ ≥ 0,
γ −max{‖v‖qp, 1}
≤
ˆ
[−1/2,1/2]n
(
γ + qn
1/p+1
2(n+ 1) −max{‖v + x‖
q
p, 1}
)
dx
≤
ˆ
[−1/2,1/2]n
max
{
γ + qn
1/p+1
2(n+ 1) −max{‖v + x‖
q
p, 1}, 0
}
dx.
Therefore,
max
{
γ −max{‖v‖qp, 1}, 0
}
≤
ˆ
[−1/2,1/2]n
max
{
γ + qn
1/p+1
2(n+ 1) −max{‖v + x‖
q
p, 1}, 0
}
dx.
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We have
Gn,p,q(γ) =
∑
v∈Zn
max
{
γ − ‖v‖qp, 0
}
(a)
≤
∑
v∈Zn
max
{
γ −max{‖v‖qp, 1}, 0
}
+ 1
≤
∑
v∈Zn
ˆ
[−1/2,1/2]n
max
{
γ + qn
1/p+1
2(n+ 1) −max{‖v + x‖
q
p, 1}, 0
}
dx+ 1
=
ˆ
Rn
max
{
γ + qn
1/p+1
2(n+ 1) −max{‖x‖
q
p, 1}, 0
}
dx+ 1
=
ˆ max{γ+ qn1/p+12(n+1) , 1}
1
ˆ
Rn
1
{‖x‖qp ≤ t}dxdt+ 1
=
ˆ max{γ+ qn1/p+12(n+1) , 1}
1
Vn,ptn/qdt+ 1
= Vn,p
n/q + 1
((
max
{
γ + qn
1/p+1
2(n+ 1) , 1
})n/q+1
− 1
)
+ 1,
where (a) is because max{‖v‖qp, 1} 6= ‖v‖qp only if v = 0. Therefore, if t > 1,
G−1n,p,q(t) ≥
(
n/q + 1
Vn,p
(t− 1) + 1
)1/(n/q+1)
− qn
1/p+1
2(n+ 1) .
If t > 1 and (n/q + 1)/Vn,p ≤ 1, then
G−1n,p,q(t) ≥
(
n/q + 1
Vn,p
t
)1/(n/q+1)
− qn
1/p+1
2(n+ 1) .
If t > 1 and (n/q + 1)/Vn,p > 1, then
G−1n,p,q(t)
≥
(
n/q + 1
Vn,p
t−
(
n/q + 1
Vn,p
− 1
))1/(n/q+1)
− qn
1/p+1
2(n+ 1)
=
(
n/q + 1
Vn,p
t
)1/(n/q+1)
−
((
n/q + 1
Vn,p
t
)1/(n/q+1)
−
(
n/q + 1
Vn,p
t−
(
n/q + 1
Vn,p
− 1
))1/(n/q+1))
− qn
1/p+1
2(n+ 1)
(a)
≥
(
n/q + 1
Vn,p
t
)1/(n/q+1)
−
((
n/q + 1
Vn,p
)1/(n/q+1)
−
(
n/q + 1
Vn,p
−
(
n/q + 1
Vn,p
− 1
))1/(n/q+1))
− qn
1/p+1
2(n+ 1)
=
(
n/q + 1
Vn,p
t
)1/(n/q+1)
−
((
n/q + 1
Vn,p
)1/(n/q+1)
− 1
)
− qn
1/p+1
2(n+ 1) ,
where (a) is because z 7→ z1/(n/q+1) is concave, and hence z 7→ z1/(n/q+1) − (z − a)1/(n/q+1) is non-
increasing. Therefore, if t > 1,
G−1n,p,q(t) ≥
(
n/q + 1
Vn,p
t
)1/(n/q+1)
−max
{(
n/q + 1
Vn,p
)1/(n/q+1)
− 1, 0
}
− qn
1/p+1
2(n+ 1) .
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Combining this with (G.8), for t > 1,
G−1n,p,q(t) ≥
(
n/q + 1
Vn,p
t
)1/(n/q+1)
−min
{
2−qnq/p+1
n+ q , max
{(
n/q + 1
Vn,p
)1/(n/q+1)
− 1, 0
}
+ qn
1/p+1
2(n+ 1)
}
.
Also note that G−1n,p,q(t) = t when t ≤ 1. Hence,
ˆ ∞
0
G−1n,p,q(t)t−(1+1/n)dt
=
ˆ 1
0
t · t−(1+1/n)dt+
ˆ ∞
1
G−1n,p,q(t)t−(1+1/n)dt
≥
(
1− 1
n
)−1
+
ˆ ∞
1
((
n/q + 1
Vn,p
t
)1/(n/q+1)
−min
{
2−qnq/p+1
n+ q ,max
{(
n/q + 1
Vn,p
)1/(n/q+1)
− 1, 0
}
+ qn
1/p+1
2(n+ 1)
})
t−(1+1/n)dt
= 1
n−1 − (n/q + 1)−1
(
n/q + 1
Vn,p
)1/(n/q+1)
− nψn,p,q.
where
ψn,p,q := min
{
2−qnq/p+1
n+ q , max
{(
n/q + 1
Vn,p
)1/(n/q+1)
− 1, 0
}
+ qn
1/p+1
2(n+ 1)
}
− 1
n− 1
Combining this with (G.7),
r∗c (P(Zn))
≥ (1 + 1{q < 1}) 1
n
(
1− 1
n
)(
1
n−1 − (n/q + 1)−1
(
n/q + 1
Vn,p
)1/(n/q+1)
− nψn,p,q
)
= (1 + 1{q < 1})
(
1− 1
n
)(
n+ q
n+ q − nq
(
n/q + 1
Vn,p
)1/(n/q+1)
− ψn,p,q
)
.
G.3 Rate of growth of r∗c (P(Zn))
We now find the rate of growth of r∗c (P(Zn)) as n increases. If p <∞,
r∗c (P(Zn))
≥ (1 + 1{q < 1})
(
1− 1
n
)(
n+ q
n+ q − nq
(
(n/q + 1)Γ(1 + n/p)
2n(Γ(1 + 1/p))n
)1/(n/q+1)
+ 1
n− 1 −
2−qnq/p+1
n+ q
)
(a)
≥ (1+1{q<1})
(
1− 1
n
)(
n+ q
n+ q − nq
(
(n/q + 1)
√
2pi(1 + n/p)(1+n/p)−1/2e−(1+n/p)
2n(Γ(1 + 1/p))n
)1/(n/q+1)
+ 1
n− 1−
2−qnq/p+1
n+ q
)
≥ (1 + 1{q < 1})
(
1− 1
n
)(
n+ q
n+ q − nq
(
(n/q + 1)
√
2pi(n/p)n/pe−(1+n/p)
2n(Γ(1 + 1/p))n
)1/(n/q+1)
− 2
−qnq/p+1
n+ q
)
= (1 + 1{q < 1})
(
1− 1
n
)(
n+ q
n+ q − nq
(√
2pie−1(n/q + 1)
)1/(n/q+1)( (n/p)1/pe−1/p
2Γ(1 + 1/p)
)1/(1/q+1/n)
− 2
−qnq/p+1
n+ q
)
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(b)
≥ (1 + 1{q < 1})
(
1− 1
n
)(
n+ q
n+ q − nq
(
(n/p)1/pe−1/p
2
)1/(1/q+1/n)
− 2−qnq/p
)
≥ 2−q (1 + 1{q < 1})
(
1− 1
n
)(
n+ q
n+ q − nq
(
n
ep
)1/(p/q+p/n)
− nq/p
)
= 21{q<1}−q
(
1− 1
n
)(
n+ q
n+ q − nq
(
n
ep
)1/(p/q+p/n)
− nq/p
)
,
where (a) is by Stirling’s approximation, and (b) is because Γ(1 + 1/p) ≤ 1 and √2pie−1(n/q+ 1) ≥ 1.
Hence r∗c (P(Zn)) = Ω(n1+q/p) as n→∞ if q = 1. If q < 1, then
r∗c (P(Zn))
≥ 21{q<1}−q
(
1− 1
n
)(
n+ q
n+ q − nq
(
n
ep
)1/(p/q+p/n)
− nq/p
)
= 21{q<1}−q
(
1− 1
n
)(
(1− o(1)) 11− q
(
n
ep
)q/p
− nq/p
)
= 21{q<1}−q
(
1− 1
n
)(
(1− o(1)) (ep)
−q/p
1− q − 1
)
nq/p
(a)
≥ 21{q<1}−q
(
1− 1
n
)(
(1− o(1)) e
−q
1− q − 1
)
nq/p
(b)= 21{q<1}−q
(
e−q
1− q − 1
)
(1− o(1))nq/p
= Ω(nq/p)
where (a) is because (ep)−1/p is increasing in p ∈ [1,∞), and hence (ep)−1/p ≥ e−1, and (b) is because
e−q/(1− q) is strictly increasing in q ∈ (0, 1), and hence e−q/(1− q) > 1.
If p =∞,
r∗c (P(Zn))
≥ (1 + 1{q < 1})
(
1− 1
n
)(
1
1− (1/q + 1/n)−1
(
(n/q + 1)
2n
)1/(n/q+1)
+ 1
n− 1 − 2
−q n
n+ q
)
= (1 + 1{q < 1})
(
1− 1
n
)(
n/q + 1
n(1/q − 1) + 1(n/q + 1)
1/(n/q+1)2−1/(1/q+1/n) + 1
n− 1 − 2
−q n
n+ q
)
,
and hence r∗c (P(Zn)) = Ω(n1{q=1}).
G.4 Extension to PλS(Rn) and P(M)
We extend this result to PλS (Rn) for any S ⊆ Rn with λ(S) > 0. By the definition of Lebesgue
outer measure,
λ(S) = inf
{ ∞∑
i=1
λ(Ri) : Ri ∈ Cn, S ⊆
∞⋃
i=1
Ri
}
,
where Cn is the set of hypercubes in the form [z1 − w/2, z1 + w/2] × · · · × [zn − w/2, zn + w/2] for
some a ∈ Rn, w ∈ R>0 (while the original definition is for Ri being rectangle sets, any rectangle
set can be covered by a union of hypercubes with total volume arbitrarily close to the volume of the
rectangle). Hence for any  > 0, we can find R1, R2, . . . ∈ Cn such that S ⊆
⋃
iRi and
∑
i λ(Ri) <
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(1 + )λ(S). Since λ(S) ≤ ∑i λ(Ri ∩ S), there exists i with λ(Ri) ≤ (1 + )λ(Ri ∩ S), and hence
λ(Ri\S) ≤ (/(1 + ))λ(Ri) < λ(Ri).
For brevity, write R := Ri, and let R = [z1 −w/2, z1 +w/2]× · · · × [zn −w/2, zn +w/2]. We now
construct probability distributions {P˜α}α∈A, over R ∩ S, where A := [−(k − 1)/2.. (k − 1)/2]n with
k := bn−1−1/(2n)c (assume  is small enough that k ≥ 3). Let
γ := nw1/n/2,
Bγ(x) := {y ∈ Rn : ‖y − x‖1 ≤ γ},
Qα :=
λR∩S∩Bγ((w/k)α+z)
λ(R ∩ S ∩ Bγ((w/k)α+ z)) ,
P˜α :=
∑
β∈A
Pα(β)Qβ ,
where Pα := (|A| − 1)−1
∑
β∈A\{α} δβ is defined before. Since k ≤ n−1−1/(2n) ≤ n−1−1/n = w/(2γ),
it can be checked that Bγ((w/k)α+ z) ⊆ R, and hence
λ(R ∩ S ∩ Bγ((w/k)α+ z))
≥ λ(Bγ((w/k)α+ z))− λ(R\S)
> (2γ/n)n − wn
= 0,
and Qα are valid probability measures. For α 6= β ∈ A, x ∈ Bγ((w/k)α+ z), y ∈ Bγ((w/k)β + z),
‖x− y‖p ≥ ‖((w/k)α+ z)− ((w/k)β + z)‖p − 2γ
= w
k
‖α− β‖p − 2γ
≥
(w
k
− 2γ
)
‖α− β‖p
= w
(
1
k
− n1/n
)
‖α− β‖p
≥ wn
(
1/(2n) − 1/n
)
‖α− β‖p.
This is also obviously true for α = β. Fix any coupling {X˜α}α∈A of {P˜α}α∈A. LetXα := round((k/w)(X˜α−
z)), where round(x) := (bx1 + 1/2c, . . . , bxn + 1/2c), then Xα ∼ Pα, and
E[c(X˜α, X˜β)]
≥
(
wn(1/(2n) − 1/n)
)q
E[c(Xα, Xβ)].
Also, for α 6= β ∈ A, x ∈ Bγ((w/k)α+ z), y ∈ Bγ((w/k)β + z),
‖x− y‖p ≤ ‖((w/k)α+ z)− ((w/k)β + z)‖p + 2γ
= w
k
‖α− β‖p + 2γ
≤
(w
k
+ 2γ
)
‖α− β‖p
≤
(
w
n−1−1/(2n) − 1 + nw
1/n
)
‖α− β‖p
= wn
(
(−1/(2n) − n)−1 + 1/n
)
‖α− β‖p.
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Given any coupling (X,Y ) of (Pα, Pβ), we can construct a coupling (X˜, Y˜ ) of (P˜α, P˜β) where X =
round((k/w)(X˜ − z)), Y = round((k/w)(Y˜ − z)), and X˜ = Y˜ when X = Y . This can be achieved by
letting B ∼ Unif[0, 1] and X˜ = fX(B), Y˜ = fY (B) where fα : [0, 1] → Rn, fα∗λ[0,1] = Qα for α ∈ A.
Hence,
C∗c (P˜α, P˜β) ≤
(
wn((−1/(2n) − n)−1 + 1/n)
)q
C∗c (Pα, Pβ).
Therefore,
rc({X˜α}α) ≥
(
wn(1/(2n) − 1/n))q(
wn((−1/(2n) − n)−1 + 1/n))q rc({Xα}α).
Let → 0 (and hence k →∞). Since (
wn(1/(2n) − 1/n))q(
wn((−1/(2n) − n)−1 + 1/n))q → 1,
we obtain the same result as in (G.7):
r∗c (PλS (Rn))
≥ (1 + 1{q < 1}) 1
n
(
1− 1
n
)ˆ ∞
0
G−1n,p,q(t)t−(1+1/n)dt.
We finally consider the case P(M) whereM is a connected smooth complete n-dimensional Rie-
mannian manifold. We take p = 2 and c(x, y) = (dM(x, y))q, where dM denotes the intrinsic distance
on the manifold M. Let x0 ∈ M, and let ψ : E → F be a coordinates chart at x0 corresponding to
the geodesically normal coordinates at x0, where E ⊆M contains a neighborhood of x0, F ⊆ Rn, and
ψ(x0) = 0. Let  > 0, and let E′ ⊆ E be an open neighborhood of x0 small enough that
(1− )‖ψ(x)− ψ(y)‖2 ≤ dM(x, y) ≤ (1 + )‖ψ(x)− ψ(y)‖2 (G.9)
for all x, y ∈ E′. This is possible due to the smoothness of the Riemannian metric tensor (see [55,
Definition 1.4.1, Theorem 1.4.4]). Let w > 0 be small enough that {y : ‖y‖∞ ≤ w} ⊆ ψ(E′), and let
P¯α :=
∑
β∈A Pα(β)δψ−1((w/k)β), where A and Pα are defined before. By (G.9) and the ratio bound in
Proposition 36,
r∗c (P(M)) ≥ r∗c ({P¯α}α) ≥
(
1− 
1 + 
)q
r∗c ({Pα}α).
Letting k →∞, and then → 0, we obtain the same result as in (G.7):
r∗c (P(M))
≥ (1 + 1{q < 1}) 1
n
(
1− 1
n
)ˆ ∞
0
G−1n,2,q(t)t−(1+1/n)dt.
H Proof of Corollary 10
The strategy is to find a sequence of embedding functions gn : S → X , where either S = Zn or S ⊆ Rn
with λ(S) > 0, such that c(gn(u), gn(v)) = θn‖u− v‖qp for some constant θn > 0 that only depends on
n (i.e., c(gn(u), gn(v)) is proportional to ‖u− v‖qp). We will then have
r∗c (P(X )) ≥ r∗‖u−v‖qp(P(S)).
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If 0 < q < 1, we invoke Theorem 9 to show that r∗‖u−v‖qp(P(S)) = Ω(nq/p), which tends to∞ as n→∞
if p <∞. If q ≥ 1, we use Proposition 35 instead to show r∗‖u−v‖qp(P(S)) =∞.
For the case X = {x ∈ RN : ‖x‖p < ∞}, c(x, y) = ‖x − y‖qp, p ∈ R≥1, q > 0, the result follows
directly by considering the embedding gn : Rn → X defined by gn(u) := (u1, . . . , un, 0, 0, . . .). This
result also holds for r∗c (P(X ′)), where X ′ ⊆ X is the set of non-negative, non-increasing sequences that
sum to 1. In this case, consider the embedding gn : [−1, 1]n → X ′ defined by
(gn(u))i = 1{i ≤ 2n}
2n+ 1− i+ (−1)iudi/2e/2
n(2n+ 1) .
It is straightforward to check that ‖gn(u)− gn(v)‖qp is proportional to ‖u− v‖qp.
Next we consider the case where X is the space of all continuous functions f : [0, 1]→ R (with the
topology and σ-algebra generated by the L∞ metric), c(f, g) = ‖f − g‖qp is the Lp metric to the power
q, where p ∈ R≥1 ∪ {∞}, q > 0 satisfy p < ∞ or q ≥ 1. Refer to Remark 46 for the proof that c is
measurable. Consider the embedding gn : Zn → X defined by
(gn(u))(t) = (1− |2 (nt− bntc)− 1|)umin{bntc+1,n}.
It is straightforward to check that ‖gn(u)− gn(v)‖qp is proportional to ‖u− v‖qp. The result follows.
Note that this result also holds for r∗c (P(X ′)), where X ′ ⊆ X = C([0, 1],R) is the set of non-
negative, infinitely differentiable, 1-Lipschitz functions f with
´ 1
0 f = 1. In this case, we consider the
embedding gn : [−1, 1]n → X ′ defined by
(gn(u))(t) = 1 +
1
4n
n∑
i=1
(ψ(4nt− 4i+ 3)− ψ(4nt− 4i+ 1))ui,
where ψ(t) := 1{|t| < 1}e− 11−t2 is infinitely differentiable and 1-Lipschitz. It is straightforward to
check that ‖gn(u)− gn(v)‖qp is proportional to ‖u− v‖qp.
Next we consider the case X = {x ∈ {0, 1}N : ∑i xi < ∞}, c(x, y) = ‖x − y‖q1, q > 0. Let
f : N→ N× Z be a bijection (write f(i) = (f1(i), f2(i))). Let gn : Zn → X be defined by
(gn(u))i = 1
{
f1(i) ≤ n and f2(i) ∈ [uf1(i)..− 1] ∪ [0..uf1(i) − 1]
}
.
Note that [uf1(i)..− 1] = ∅ if uf1(i) ≥ 0, and [0..uf1(i) − 1] = ∅ if uf1(i) ≤ 0. We have
‖gn(u)− gn(v)‖1
=
∣∣∣{i : 1{f1(i) ≤ n and f2(i) ∈ [uf1(i)..− 1] ∪ [0..uf1(i) − 1]}
6= 1{f1(i) ≤ n and f2(i) ∈ [vf1(i)..− 1] ∪ [0..vf1(i) − 1]}
}∣∣∣
=
∣∣∣{(i, j) ∈ N× Z : 1{i ≤ n and j ∈ [ui..− 1] ∪ [0..ui − 1]}
6= 1{i ≤ n and j ∈ [vi..− 1] ∪ [0..vi − 1]}
}∣∣∣
=
n∑
i=1
(
|([ui..− 1] ∪ [0..ui − 1]) \ ([vi..− 1] ∪ [0..vi − 1])|
+ |([vi..− 1] ∪ [0..vi − 1]) \ ([ui..− 1] ∪ [0..ui − 1])|
)
= ‖u− v‖1,
and hence c(gn(u), gn(v)) = ‖u− v‖q1.
84
Remark 46. Suppose X is the space of all continuous functions f : [0, 1]→ R (with the topology and
σ-algebra generated by the L∞ metric), c(f, g) = ‖f − g‖qp, p ∈ R≥1 ∪ {∞}, q > 0. Here we show that
c is measurable for the sake of completeness. Let Ξ ⊆ X be the set of all polynomials with rational
coefficients. Note that Ξ is countable. By the Weierstrass approximation theorem, any f ∈ X can be
lower-bounded (or upper-bounded) by a function in Ξ that is arbitrarily close to f in the L∞ (and
hence Lp) metric. As a result, for any γ > 0,
{(f, g) : ‖f − g‖p < γ}
=
⋃
α1,α2,β1,β2∈Ξ:
‖α1−α2‖p+‖α1−β1‖p+‖β1−β2‖p<γ
{(f, g) : α1 ≤ f ≤ α2, β1 ≤ g ≤ β2}
is in the product σ-algebra since {f : f ≥ α1} =
⋃
i∈N{f : ‖f−(α1 + i)‖∞ ≤ i}. Hence c is measurable.
I Proof of Proposition 12 and Proposition 38
We represent the circle as X := [0, 1) with the metric d(x, y) := min{|x − y|, 1 − |x − y|}, and
c(x, y) = (d(x, y))q, q > 0. While the length of X = M in Proposition 12 is 2pi instead of 1, scaling
the whole space would not affect r∗c (P(X )).
We first prove that r∗c (P(X )) ≥ 2 for any q > 0. Applying Proposition 34 on xi = (i − 1)/k for
i = 1, . . . , k, we have
r∗c (P(X )) ≥
2(k − 1) min1≤i<j≤k c(xi, xj)∑k
i=1 c(xi, xi+1)
= 2(k − 1)k
−q
k · k−q
= 2(k − 1)
k
.
The result follows from letting k →∞.
We then prove that r∗c (P(X )) = ∞ for q > 1. Applying Proposition 35 on xi = (i − 1)/(2k) for
i = 1, . . . , 2k, we have
r∗c (P(X )) ≥ r∗c (P({xi : i ∈ [1..2k]}))
≥
(
k∑
i=1
c(xi, xi+1) + c(xi+k, xi+k+1)
c(xi, xi+k+1) + c(xi+k, xi+1)− c(xi, xi+1)− c(xi+k, xi+k+1)
)−1
+ 1
=
(
k · 2(2k)
−q
2((k − 1)/(2k))q − 2(2k)−q
)−1
+ 1
=
(
k · 1(k − 1)q − 1
)−1
+ 1
= (k − 1)
q − 1
k
+ 1
= Ω(kq−1). (I.1)
The result follows from letting k →∞.
The upper bound in Proposition 12 for 0 < q < 1 follows from Corollary 33.
We then prove that r∗c (P(X )) ≤ 2 for q = 1 using a similar idea as in [56]. Consider the collection
of probability distribution {Pα}α∈A over X . For z ∈ R, let ψz : [0, 1) → [0, 1) defined by ψz(x) ≡
x+ z mod 1. We construct a coupling by Xα,z := ψ−z(F−1ψz∗Pα(U)) (where F
−1
ψz∗Pα is the inverse of the
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cdf of ψz(X) when X ∼ Pα), Xα := Xα,Z , where U ∼ Unif[0, 1] independent of Z ∼ Unif[0, 1]. It is
straightforward to check that Xα,z ∼ Pα for any z, and hence Xα ∼ Pα.
Consider two probability distributions Pα, Pβ . Fix any coupling (X˜α, X˜β) ∈ Γλ(Pα, Pβ) (assume
(X˜α, X˜β) is independent of (U,Z)). We have
E [c(Xα, Xβ)]
= E
[
c
(
ψZ(Xα,Z), ψZ(Xβ,Z)
)]
≤ E [|ψZ(Xα,Z)− ψZ(Xβ,Z)|]
= E
[
E
[∣∣∣F−1ψZ∗Pα(U)− F−1ψZ∗Pβ (U)∣∣∣ ∣∣Z]]
(a)
≤ E [E [∣∣ψZ(X˜α)− ψZ(X˜β)∣∣ ∣∣Z]]
= E
[
E
[∣∣ψZ(X˜α)− ψZ(X˜β)∣∣ ∣∣ X˜α, X˜β]]
(b)= E
[
2d(X˜α, X˜β)
(
1− d(X˜α, X˜β)
)]
≤ 2E [d(X˜α, X˜β)] (1−E [d(X˜α, X˜β)])
≤ 2E [d(X˜α, X˜β)] ,
where (a) is by the optimality of the quantile coupling, and (b) is by E[|ψZ(x)−ψZ(y)|] = 2d(x, y)(1−
d(x, y)). Hence,
E [c(Xα, Xβ)]
≤ inf
(X˜α,X˜β)∈Γλ(Pα,Pβ)
2E
[
d(X˜α, X˜β)
]
= 2C∗c (Pα, Pβ).
The same construction can also be used to prove Proposition 38 for q ≥ 1. For γ ≥ 0, let
hγ : R≥0 → R≥0 be defined by
hγ(x) :=
{
xq if x ≤ γ1/q
qγ1−1/q(x− γ1/q) + γ if x > γ1/q.
It can be checked that hγ is convex and hγ(x) ≤ min{xq, qγ1−1/qx}. Consider two probability distri-
butions Pα, Pβ . Fix any coupling (X˜α, X˜β) ∈ Γλ(Pα, Pβ) (assume (X˜α, X˜β) is independent of (U,Z)).
For any γ ≥ 0, we have
E [min {c(Xα, Xβ), γ}]
= E
[
min
{
c
(
ψZ(Xα,Z), ψZ(Xβ,Z)
)
, γ
}]
≤ E [min {|ψZ(Xα,Z)− ψZ(Xβ,Z)|q , γ}]
≤ E [hγ (|ψZ(Xα,Z)− ψZ(Xβ,Z)|)]
= E
[
E
[
hγ
(∣∣∣F−1ψZ∗Pα(U)− F−1ψZ∗Pβ (U)∣∣∣) ∣∣∣∣Z]]
(a)
≤ E [E [hγ (∣∣ψZ(X˜α)− ψZ(X˜β)∣∣) ∣∣Z]]
= E
[
E
[
hγ
(∣∣ψZ(X˜α)− ψZ(X˜β)∣∣) ∣∣ X˜α, X˜β]]
= E
[
d(X˜α, X˜β)hγ
(
1− d(X˜α, X˜β)
)
+ (1− d(X˜α, X˜β))hγ
(
d(X˜α, X˜β)
)]
(b)
≤ E
[
d(X˜α, X˜β)qγ1−1/q
(
1− d(X˜α, X˜β)
)]
+E
[
(d(X˜α, X˜β))q
]
≤ qγ1−1/qE [d(X˜α, X˜β)]+E [(d(X˜α, X˜β))q] ,
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where (a) is by the optimality of the quantile coupling for convex costs, and (b) is by hγ(x) ≤
min{xq, qγ1−1/qx}. Substituting γ = ηC∗c (Pα, Pβ) and taking the infimum over (X˜α, X˜β), we have
E [min {c(Xα, Xβ), ηC∗c (Pα, Pβ)}]
≤ inf
(X˜α,X˜β)∈Γλ(Pα,Pβ)
(
q (ηC∗c (Pα, Pβ))
1−1/q E
[
d(X˜α, X˜β)
]
+E
[
(d(X˜α, X˜β))q
])
= inf
(X˜α,X˜β)∈Γλ(Pα,Pβ)
C∗c (Pα, Pβ)
(
qη1−1/q
E[d(X˜α, X˜β)]
(C∗c (Pα, Pβ))1/q
+ E[(d(X˜α, X˜β))
q]
C∗c (Pα, Pβ)
)
≤ inf
(X˜α,X˜β)∈Γλ(Pα,Pβ)
C∗c (Pα, Pβ)
(
qη1−1/q
(E[(d(X˜α, X˜β))q])1/q
(C∗c (Pα, Pβ))1/q
+ E[(d(X˜α, X˜β))
q]
C∗c (Pα, Pβ)
)
= (qη1−1/q + 1)C∗c (Pα, Pβ).
J Proof of Proposition 18
We use the result in [18] to construct a random tree over A, and use the tree to construct the coupling.
We remark that the same strategy is used in [15]. We include the proof here for the sake of completeness.
We invoke the result in [18], which states that for any finite metric space (Y, dY), there exists a
random laminar family TU ⊆ 2Y (i.e., for any v1, v2 ∈ TU , either v1 ⊆ v2, v2 ⊆ v1, or v1 ∩ v2 = ∅)
indexed by a random variable U ∼ $U (where $U is a probability distribution over N with finite
support27), satisfying that Y ∈ TU (the root node), {y} ∈ TU for all y ∈ Y (the leaf nodes), and the
property in (J.1) below. We can regard TU as a rooted tree where v1 ∈ TU is the parent of v2 ∈ TU if
v2 $ v1 is a maximal subset (i.e., there does not exist v3 ∈ TU such that v2 $ v3 $ v1), and the edge
(v1, v2) has length diam(v1)/2 (the diameter is with respect to dY). Let dTU (y1, y2) be the length of
the path connecting the leaf nodes {y1} and {y2} in the tree TU . Note that dTU (y1, y2) ≥ dY(y1, y2)
since the lowest common ancestor of {y1} and {y2} has diameter at least dY(y1, y2). The random tree
TU in [18] satisfies that, for any y1, y2 ∈ Y,
EU [dTU (y1, y2)] ≤
8 log |Y|
log 2 dY(y1, y2). (J.1)
We now use this result to prove Proposition 18. Consider the metric space (A, (α, β) 7→ C∗c (Pα, Pβ)).
Let TU ⊆ 2A satisfy the aforementioned conditions. For any u ∈ supp($U ) and α, β ∈ A, define vu,α,β
to be the lowest common ancestor of {α} and {β} in Tu, and define wu,α,β,0, . . . , wu,α,β,lu,α,β to be
the path connecting vu,α,β and {α} in Tu (where wu,α,β,0 = vu,α,β and wu,α,β,lu,α,β = {α}). Note that
the path connecting {α} and {β} in Tu is {α} = wu,α,β,lu,α,β , wu,α,β,lu,α,β−1, . . . , wu,α,β,1, wu,α,β,0 =
wu,β,α,0 = vu,α,β , wu,β,α,1, . . . , wu,β,α,lu,β,α = {β}.
Fix any  > 0. For any α, β ∈ A, let Qα,β ∈ Γ(Pα, Pβ) such that E(X,Y )∼Qα,β [c(X,Y )] ≤ (1 +
)C∗c (Pα, Pβ), and write Qα|β for the conditional distribution of X given Y when (X,Y ) ∼ Qα,β .
Define random variables Xu,v ∈ X for u ∈ supp($U ), v ∈ Tu recursively as Xu,A ∼ Pcen(A) (where
cen(v) := arg miny∈v maxy′∈v dY(y, y′) with arbitrary tie-breaking), and for any node v2 with parent
v1 in Tu, let Xu,v2 |Xu,v1 ∼ Qcen(v2)|cen(v1). The random vectors {Xu,v}v∈Tu are coupled arbitrarily
27We can assume finiteness since the number of choices of TU ⊆ 2Y is finite.
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across different u ∈ supp($U ). We have
E[c(Xu,{α}, Xu,{β})]
(a)
≤
lu,α,β∑
i=1
E[c(Xu,wu,α,β,i−1 , Xu,wu,α,β,i)] +
lu,β,α∑
i=1
E[c(Xu,wu,β,α,i−1 , Xu,wu,β,α,i)]
=
lu,α,β∑
i=1
E(X,Y )∼Qcen(wu,α,β,i−1), cen(wu,α,β,i) [c(X,Y )]
+
lu,β,α∑
i=1
E(X,Y )∼Qcen(wu,β,α,i−1), cen(wu,β,α,i) [c(X,Y )]
≤
lu,α,β∑
i=1
(1 + )C∗c (Pcen(wu,α,β,i−1), Pcen(wu,α,β,i))
+
lu,β,α∑
i=1
(1 + )C∗c (Pcen(wu,β,α,i−1), Pcen(wu,β,α,i))
(b)
≤
lu,α,β∑
i=1
(1 + )diam(wu,α,β,i−1) +
lu,β,α∑
i=1
(1 + )diam(wu,β,α,i−1)
= 2(1 + )dTu(α, β),
where (a) is by the triangle inequality, and (b) is because cen(wu,α,β,i−1), cen(wu,α,β,i) ∈ wu,α,β,i−1.
We then define Xα := XU,{α}, where U ∼ $U . We have
E[c(Xα, Xβ)] = E
[
E[c(XU,{α}, XU,{β}) |U ]
]
≤ E[2(1 + )dTU (α, β)]
(a)
≤ 2(1 + )8 log |A|log 2 C
∗
c (Pα, Pβ)
≤ 23.09(1 + )(log |A|)C∗c (Pα, Pβ),
where (a) is by (J.1). The result follows from letting → 0.
References
[1] G. Monge, “Mémoire sur la théorie des déblais et des remblais,” Histoire de l’Académie royale des
sciences de Paris, 1781.
[2] L. V. Kantorovich, “On the translocation of masses,” in Dokl. Akad. Nauk. USSR (NS), vol. 37,
1942, pp. 199–201.
[3] H. G. Kellerer, “Duality theorems for marginal problems,” Zeitschrift für Wahrscheinlichkeitsthe-
orie und verwandte Gebiete, vol. 67, no. 4, pp. 399–432, 1984.
[4] W. Gangbo and A. Święch, “Optimal maps for the multidimensional Monge-Kantorovich prob-
lem,” Communications on Pure and Applied Mathematics: A Journal Issued by the Courant
Institute of Mathematical Sciences, vol. 51, no. 1, pp. 23–45, 1998.
88
[5] H. Heinich, “Problème de monge pour n probabilités,” Comptes Rendus Mathematique, vol. 334,
no. 9, pp. 793–795, 2002.
[6] G. Carlier, “On a class of multidimensional optimal transportation problems,” Journal of convex
analysis, vol. 10, no. 2, pp. 517–530, 2003.
[7] B. Pass, “Uniqueness and Monge solutions in the multimarginal optimal transportation problem,”
SIAM Journal on Mathematical Analysis, vol. 43, no. 6, pp. 2758–2775, 2011.
[8] ——, “On the local structure of optimal measures in the multi-marginal optimal transportation
problem,” Calculus of Variations and Partial Differential Equations, vol. 43, no. 3-4, pp. 529–536,
2012.
[9] ——, “Multi-marginal optimal transport and multi-agent matching problems: uniqueness and
structure of solutions,” arXiv preprint arXiv:1210.7372, 2012.
[10] M. S. Charikar, “Similarity estimation techniques from rounding algorithms,” in Proceedings of
the thiry-fourth annual ACM symposium on Theory of computing. ACM, 2002, pp. 380–388.
[11] P. Indyk and N. Thaper, “Fast image retrieval via embeddings,” in 3rd international workshop on
statistical and computational theories of vision, 2003, pp. 1–15.
[12] Q. Lv, M. Charikar, and K. Li, “Image similarity search with compact data structures,” in Proceed-
ings of the thirteenth ACM international conference on Information and knowledge management.
ACM, 2004, pp. 208–217.
[13] A. Andoni, K. Do Ba, P. Indyk, and D. Woodruff, “Efficient sketches for earth-mover distance,
with applications,” in 2009 50th Annual IEEE Symposium on Foundations of Computer Science.
IEEE, 2009, pp. 324–330.
[14] J. Kleinberg and E. Tardos, “Approximation algorithms for classification problems with pairwise
relationships: Metric labeling and Markov random fields,” Journal of the ACM (JACM), vol. 49,
no. 5, pp. 616–639, 2002.
[15] A. Archer, J. Fakcharoenphol, C. Harrelson, R. Krauthgamer, K. Talwar, and É. Tardos, “Approx-
imate classification via earthmover metrics,” in Proceedings of the fifteenth annual ACM-SIAM
symposium on Discrete algorithms. Society for Industrial and Applied Mathematics, 2004, pp.
1079–1087.
[16] S. Khot and A. Naor, “Nonembeddability theorems via Fourier analysis,” Mathematische Annalen,
vol. 334, no. 4, pp. 821–852, 2006.
[17] A. Naor and G. Schechtman, “Planar earthmover is not in L1,” SIAM Journal on Computing,
vol. 37, no. 3, pp. 804–826, 2007.
[18] J. Fakcharoenphol, S. Rao, and K. Talwar, “A tight bound on approximating arbitrary metrics
by tree metrics,” Journal of Computer and System Sciences, vol. 69, no. 3, pp. 485–497, 2004.
[19] O. Angel and Y. Spinka, “Pairwise optimal coupling of multiple random variables,” arXiv preprint
arXiv:1903.00632, 2019.
[20] C. T. Li and A. El Gamal, “Strong functional representation lemma and applications to coding
theorems,” IEEE Transactions on Information Theory, vol. 64, no. 11, pp. 6967–6978, Nov 2018.
[21] C. T. Li and V. Anantharam, “A unified framework for one-shot achievability via the Poisson
matching lemma,” arXiv preprint arXiv:1812.03616, 2018.
89
[22] P. Assouad, “Plongements lipschitziens dans Rn,” Bulletin de la Société Mathématique de France,
vol. 111, pp. 429–448, 1983.
[23] A. Bačkurs and P. Indyk, “Better embeddings for planar earth-mover distance over sparse sets,”
in Proceedings of the thirtieth annual symposium on Computational geometry. ACM, 2014, p.
280.
[24] P. G. L. Dirichlet, “Sur une nouvelle méthode pour la détermination des intégrales multiples,”
Journal de Mathématiques Pures et Appliquées, vol. 4, pp. 164–168, 1839.
[25] X. Wang, “Volumes of generalized unit balls,” Mathematics Magazine, vol. 78, no. 5, pp. 390–395,
2005.
[26] G. Last and M. Penrose, Lectures on the Poisson process. Cambridge University Press, 2017,
vol. 7.
[27] D. Burago, I. D. Burago, Y. Burago, S. A. Ivanov, and S. Ivanov, A course in metric geometry.
American Mathematical Soc., 2001, vol. 33.
[28] W. Leeb, “Approximating snowflake metrics by trees,” Applied and Computational Harmonic
Analysis, vol. 45, no. 2, pp. 405–424, 2018.
[29] S. T. Rachev and L. Rüschendorf, Mass Transportation Problems: Volume I: Theory. Springer
Science & Business Media, 1998, vol. 1.
[30] B. R. Kloeckner, “A geometric study of Wasserstein spaces: ultrametrics,” Mathematika, vol. 61,
no. 1, pp. 162–178, 2015.
[31] M. Iwasa, H. Saito, and T. Matsui, “Approximation algorithms for the single allocation problem
in hub-and-spoke networks and related metric labeling problems,” Discrete Applied Mathematics,
vol. 157, no. 9, pp. 2078–2088, 2009.
[32] R. Hühnerbein, F. Savarino, F. Åström, and C. Schnörr, “Image labeling based on graphical mod-
els using Wasserstein messages and geometric assignment,” SIAM Journal on Imaging Sciences,
vol. 11, no. 2, pp. 1317–1362, 2018.
[33] Y. Boykov, O. Veksler, and R. Zabih, “Fast approximate energy minimization via graph cuts,” in
Proceedings of the Seventh IEEE International Conference on Computer Vision, vol. 1. IEEE,
1999, pp. 377–384.
[34] ——, “Fast approximate energy minimization via graph cuts,” IEEE Transactions on pattern
analysis and machine intelligence, vol. 23, no. 11, pp. 1222–1239, 2001.
[35] D. Bertsimas, C. Teo, and R. Vohra, “On dependent randomized rounding algorithms,” Operations
Research Letters, vol. 24, no. 3, pp. 105–114, 1999.
[36] S. Peleg, M. Werman, and H. Rom, “A unified approach to the change of resolution: Space and
gray-level,” IEEE Transactions on Pattern Analysis and Machine Intelligence, vol. 11, no. 7, pp.
739–742, 1989.
[37] S. Haker, L. Zhu, A. Tannenbaum, and S. Angenent, “Optimal mass transport for registration
and warping,” International Journal of computer vision, vol. 60, no. 3, pp. 225–240, 2004.
[38] G. Carlier and I. Ekeland, “Matching for teams,” Economic theory, vol. 42, no. 2, pp. 397–418,
2010.
[39] P.-A. Chiappori, R. J. McCann, and L. P. Nesheim, “Hedonic price equilibria, stable matching,
and optimal transport: equivalence, topology, and uniqueness,” Economic Theory, vol. 42, no. 2,
pp. 317–354, 2010.
90
[40] J. F. C. Kingman, Poisson Processes. Oxford University Press, 1993.
[41] F. Barthe and A. Naor, “Hyperplane projections of the unit ball of `np ,” Discrete & Computational
Geometry, vol. 27, no. 2, pp. 215–226, 2002.
[42] C. Rousseau and O. Ruehr, “Problems and solutions. subsection: The volume of the intersection
of a cube and a ball in N-space. two solutions by Bernd Tibken and Denis Constales,” SIAM
Review, vol. 39, pp. 779–786, 1997.
[43] P. Petersen, Riemannian Geometry. Springer, 2016.
[44] S. Skiena, Implementing Discrete Mathematics: Combinatorics and Graph Theory with Mathe-
matica. Boston, MA, USA: Addison-Wesley Longman Publishing Co., Inc., 1991.
[45] F. Keshavarz-Kohjerdi, A. Bagheri, and A. Asgharian-Sardroud, “A linear-time algorithm for the
longest path problem in rectangular grid graphs,” Discrete Applied Mathematics, vol. 160, no. 3,
pp. 210–217, 2012.
[46] J. Bourgain, “On Lipschitz embedding of finite metric spaces in Hilbert space,” Israel Journal of
Mathematics, vol. 52, no. 1-2, pp. 46–52, 1985.
[47] N. Linial, E. London, and Y. Rabinovich, “The geometry of graphs and some of its algorithmic
applications,” Combinatorica, vol. 15, no. 2, pp. 215–245, 1995.
[48] N. Alon, R. M. Karp, D. Peleg, and D. West, “A graph-theoretic game and its application to the
k-server problem,” SIAM Journal on Computing, vol. 24, no. 1, pp. 78–100, 1995.
[49] Y. Bartal, “Probabilistic approximation of metric spaces and its algorithmic applications,” in
Proceedings of 37th Conference on Foundations of Computer Science. IEEE, 1996, pp. 184–193.
[50] A. Andoni, A. Naor, and O. Neiman, “Snowflake universality of Wasserstein spaces,” in Annales
Scientifiques de l’Ecole Normale Superieure, vol. 51, no. 3. Societe Mathematique de France,
2018, pp. 657–700.
[51] J. Bretagnolle, D. Dacunha Castelle, and J.-L. Krivine, “Lois stables et espaces Lp,” in Annales
de l’IHP Probabilités et statistiques, vol. 2, no. 3, 1966, pp. 231–259.
[52] R. M. Karp, “Reducibility among combinatorial problems,” in Complexity of computer computa-
tions. Springer, 1972, pp. 85–103.
[53] V. I. Bogachev, Measure theory. Springer-Verlag Berlin Heidelberg, 2007, vol. 1.
[54] B. Bollobás and I. Leader, “Edge-isoperimetric inequalities in the grid,” Combinatorica, vol. 11,
no. 4, pp. 299–314, 1991.
[55] J. Jost, Riemannian Geometry and Geometric Analysis. Berlin Heidelberg: Springer-Verlag,
2002.
[56] R. M. Karp, “A 2k-competitive algorithm for the circle,” Manuscript, August 1989.
91
