Abstract. We set up some weighted norm inequalities for fractional oscillatory integral operators. As applications, the corresponding results for commutators formed by BM O(R n ) functions and the operators are established.
Introduction
We consider a class of fractional oscillatory integrals
iP (x,y) K α (x, y)f (y)dy, (1.1) where P (x, y) is a real valued polynomial defined on R n × R n , and K α is a fractional Calderón-Zygmund kernel which satisfies |K α (x, y)| ≤ C |x − y| n−α , 0 < α < n (1.2) and |∇ x K α (x, y)| + |∇ y K α (x, y)| ≤ C |x − y| n+1−α .
(1.3)
In the foregoing and following, the letter C will stand for a positive constant which may vary from line to line. In 1987, Ricci and Stein [11] obtained the L p (1 < p < ∞)-boundedness of T α , with bound depending on the polynomial. For the L p (1 < p < ∞)-boundedness of T α with rough kernels, we refer the reader to Ding's work in [2] and [3] . Obviously, when α = 0, K 0 = K is exactly the classical standard Calderón-Zygmund kernel and the corresponding integral (T f )(x) = p.v.
R n e iP (x,y) K(x, y)f (y)dy, (1.4) is the classical oscillatory singular integral. Moreover, it is well-known that the Radon transform [14] , being an important role in the CT technology of medical sciences, is closely related to this form of oscillatory singular integrals. We may refer to Ricci and Stein's work [11] for their L p (1 < p < ∞)-norm estimates and Lu-Zhang's work [9] about the weighted versions, respectively. For the other works about (1.4), we would like to refer to [1] , [5] , [6] , [8] , [12] and [14] . Highly inspired by [9] and [11] , our first goal is to get the weighted strong type-boundedness for T α . Before stating our results, let us give some notations first. Let 1 < p < ∞. For any non-negative locally functions w and any Lebesgue measurable function f , we set
and if w ≡ 1, we denote f L p (w) simply by f L p . The Muckenhoupt classes A p and A (p,q) [14] contain the functions w which satisfy
respectively. Here Q denotes any cubes in R n , 1/p+1/p ′ = 1. Define the Hardy-Littlewood maximal operator M as
It is well known [14] that M is a bounded operator on L p (R n ), 1 < p < ∞.
The assumption that P (x, y) is nontrivial will be needed throughout the paper. We say a polynomial P (x, y) is nontrivial if P (x, y) does not take the form P 0 (x) + P 1 (y), where P 0 and P 1 are polynomials defined on R n . Now we may formulate our results as follows
It would be desirable to see what happens if we replace w ∈ A p by w ∈ A (p,q) , that is Theorem 1.2. Let K α (x, y), P (x, y) be the same as Theorem 1.1, w ∈ A (p,q) and 0 < α < n, 1 < p < n α
It is well known that the oscillatory factor e ip(x,y) makes it impossible to establish the weighted norm inequalities of (1.1) by the methods as in the case of Calderón-Zygmund operators or fractional integrals. It is also worth pointing out that the methods used in [2] and [3] depends heavily on the homogeneity of the rough kernel. Since there is not any homogeneity for K α , the method of [2] and [3] does not work in dealing with the kernel in the proof of Theorem 1. Our treatment of the fractional oscillatory operator T α will be based in part on some simple but useful inequalities concerning polynomials. For the convenience of the reader, we repeat the relevant material from [11] and [14] without proofs, thus making our exposition self-contained. Let P (x) = |β|≤d a β x β denote a polynomial in R n of degree d,
The bound A ε depends on ε (and the dimension n) but not on the coefficients {a β }.
The above lemma will be applied via following consequence.
Besides the above inequalities for polynomials. We still need the following estimates for one-dimensional oscillatory integral whose phases are generalized polynomials.
where φ is real-valued phases of the form φ(t) = t a 1 + µ 2 t a 2 + · · · + µ n t an with µ 2 , · · · , µ n are real parameters and a 1 , a 2 , · · · , a n are distinct positive exponents.
Let 0 < α < n. The fractional integrals were defined by
Muchenhout and Wheeden established the weighted boundedness of I α in [10] .
Recalling the definition of A p and A (p,q) , we proceed to show some relationship between the classes A p and A (p,q) .
Lemma 2.5. [7] Suppose 0 < α < n, 1 < p < n α < ∞, and
From the reverse Hölder inequality and Lemma 2.5, we can easily have the following properties of A p and A (p,q) weights, which will paly an important role in the proof of Theorem 1.1 and Theorem 1.2.
Lemma 2.6. [7] (1) If w ∈ A p , there exists some ε > 0 such that w 1+ε ∈ A p .
(2) Suppose 0 < α < n, 1 < p < n α < ∞, and
To prove the main results, the interpolation theorem of operators with change measures plays an important role, which formed by Stein and Weiss [16] .
Lemma 2.7. Suppose that u 0 , v 0 , u 1 , v 1 are positive weight functions and 1 < p 0 , p 1 < ∞. Assume sublinear operator S satisfies:
and
holds for any 0 < θ < 1 and
We now give the proof of Theorem 1.1 and Theorem 1.2 in what follows. Proof of Theorem 1.1. Suppose P (x, y) is a nontrivial real polynomial with degree k in x and degree l in y. We shall carry out the argument by induction. First, we assume the conclusion of Theorem 1.1 is valid for all polynomials which are the sums of monomials of degree less than k in x times monomials of any degree in y, together with monomials which are of degree k in x times monomials which are of degree less than l in y .Thus P (x, y) can be written as
Here R(x, y) satisfies the above induction assumption and Q β (y) = |γ|<l a βγ y γ is polynomial in y of degree less than l. R 0 (x, y) has x-degree less than k. Without loss of generality, we may assume k, l > 0 and |β|=k,|γ|=l |a βγ | = 1. We split the kernel K α as
and consider the corresponding splitting
Our task is now to show the weighted estimates for both T α,0 and T α,∞ . Take any h ∈ R, and write
where the polynomial R(x, y, h) satisfies the induction assumption, and the coefficients of R(x, y, h) depend on h. We first set up the estimate for T α,0 . Observing
we have
Now we split f into three parts as follows
≤|y−h|< 5 4 } (y) + f (·)χ {|y−h|≥ 5 4 } (y) =: f 1 (y) + f 2 (y) + f 3 (y).
It is easy to see that when |x − h| < 1 4 , we have
Thus, it follows from the induction assumption that
where C is independent of h.
Notice that |x − h| < imply |y − x| > . Thus
Here M denotes the Hardy-Littlewood maximal operator. So by the weighted boundedness of M, we have
where C is independent of h. Finally, noticing that if |x − h| < 1 4 , |y − h| ≥ 5 4 , we have |y − x| > 1,thus
Combining (2.3), (2.4) and (2.5), we get
, |x − y| < 1, then
We have 
From (2.6) and (2.7), it follows that the inequality |x−h|< 1 4 |T α,0 f (x)| p w(x)dx ≤ C |y−h|< 5 4 |f (y)| p w(y)dy, holds uniformly in h ∈ R, which means
where w ∈ A p . We now turn to the estimate for T α,∞ . We write K ∞ (x, y) = ∞ j=0 ψ j (x, y), where ψ 0 is supported in 1 2 ≤ |x − y| ≤ 1 and is bounded, while ψ j (x, y) = 2 −j(n−α) ψ( ≤ |x| ≤ 1. We set
Since bounds for T α,j when j = 0 is trivial, we turn to the case for j ≥ 1. In order to apply the method of interpolation of operators with change of measures, we first set up the L 2 − boundedness for T α,j , which is also essential to set up the L p −boundedness(1 < p < ∞)
Proposition 2.8. There exists constant C > 0, such that
) .
Proof. Since |T α,j | 2 = T α,j T * α,j , we only need to consider T α,j T * α,j , which kernel is given by
By rescaling, we would only to prove
where
A trivial estimates for K j is | K j (y, z)| ≤ Cχ {|y−z|<2} (y, z). We make the changes of variables x → x + y, which yields 10) where R j has x−degree strictly less than k. Similarly
Substituting (2.10) and (2.11) into (2.9) yields
Applying the polar coordinates with x = rx ′ , r = |x|, |x ′ | = 1, we can rewrite the above equality as 12) where
, and ψ = ψ 0 (x + y, z)ψ 0 (x + y, y)r n−1 .
Notice that R has degree strictly less than k when viewed as a polynomial in r. An application of Lemma 2.3 with a 1 = n = k, ε = 1 k for the inner integral in (2.12) we obtain
where we use the estimate (2.1) in the last inequality. Since |β|=k,|γ|=l |a βγ | = 1, there is an |β 0 | = k and |γ 0 | = l such that |a β 0 γ 0 | ≥ l > 0. Recalling the definition of Q β 0 (2 j z) = 2 jl |γ|=l a β 0 γ z γ +lower order terms in z, we have
By (2.2), we obtain
Similarly,
which complete the proof of Proposition 2.8. Obviously, the norms of T α,j on L 1 and L ∞ are both 2 αj . Thus by interpolation, we
Now, we proceed to the estimates for T α,∞ . For j ≥ 1, we have
Thus from Lemma 2.6 (1), we have
where C is independent of j. Applying Lemma 2.7 to (2.13) and (2.14), we have
So, we complete the proof of Theorem 1.1.
Proof of Theorem 1.2. Similar to that of Theorem 1.1, we can get Theorem 1.2. However, we can prove Theorem 1.2 in a simpler manner. In fact, Theorem 1.2 is a straightforward results by Lemma 2.4 and the following observation
Weighted estimates for the commutators of fractional oscillatory integrals
As the applications of Theorem 1.1 and Theorem 1.2, we show the weighted boundedness of commutators of fractional oscillatory integrals in this section.
Let
Here
b. There were some relationship between the Muchenhoupt classes and BMO(R n ) functions [7] .
(2) Suppose 0 < α < n, 1 < p < n α < ∞, and 
The high order commutators of degree m(m ∈ Z + ) generated by T α and a BMO(R n ) function b are defined by
Lu [5] first study the L p -boundedness for T The method we use here has a root in [4] . Theorem 3.3. Let m ∈ Z + , 1 < p < ∞, K α (x, y), P (x, y) be the same as in Theorem 
Proof of Theorem 3.3. We carry out the proof of Theorem 3.3 by induction. First, we consider m = 1. By Theorem 1.1, T α is bounded on L p (w) with 1 < p < ∞ and w ∈ A p . Take λ = p and b ∈ BMO(R n ). Without loss of generality, we may assume that b BM O < η. By Lemma 3.1(1), we have e pb ∈ A p . On the other hand, for every θ ∈ [0, 2π],
is analytic on C. Thus by the Cauchy integral formula we
Since w ∈ A p , by Lemma 2.6(1) we know that there exists ε > 0 such that w 1+ε ∈ A p , so
. By Lemma 3.1(1), we know that there is η > 0 such that e pb(1+ε)/ε ∈ A p whenever b BM O < η. Thus for every θ ∈ [0, 2π], we have e pb(1+ε) cos θ/ε ∈ A p still holds.
By the weighted boundedness of T α we have
Applying Lemma 2.7 to (3.2) and (3.3) we have
It follows from (3.1) that
Thus by Minkowski's inequality and (3.4) as well as (3.5), we have
We now assume that Theorem 3.3 holds for m − 1, i.e. for any f ∈ L p (w) with w ∈ A p ,
Using Lemma 2.6(1), there exists ε > 0 such that for any f ∈ L p (w 1+ε )
Take λ = p(1+ε) ε
. By Lemma 3.1(1), we know that there is η > 0 such that e pb(1+ε)/ε ∈ A p whenever b BM O(R n ) < η. On the other hand, for every θ ∈ [0, 2π], b cos θ ∈ BMO(R n ) and b cos θ BM O(R n ) ≤ b BM O(R n ) < η. Thus, e pb(1+ε) cos θ/ε ∈ A p .
Therefore, by (3.6), we see that for every θ ∈ [0, 2π] and f ∈ L p (e pb(1+ε) cos θ/ε ), we have By (3.9) and (3.10), we get
We complete the proof of Theorem 3.3. Proof of Theorem 3.4. As a result of the similar propositions of A p and A (p,q) in Lemma 2.6 as well as Lemma 3.1(2), the proof of Theorem 3.4 can be handled in much the same way as that of Theorem 3.3, which we only need to do a slight modifications by replacing A p by A (p,q) . However, by the idea similar to that of in the proof of Theorem 1.2, we can also easily obtain Theorem 3.4 by Lemma 3.2 and the following observation 
