Abstract-We study the tradeoff between privacy guarantees and the utility of statistical estimators under local differential privacy, where data remains private even from the statistician. We prove bounds on information-theoretic quantities that influence estimation rates as a function of the amount of privacy preserved. Our bounds can be viewed as quantitative data-processing inequalities that, combined with minimax techniques such as Le Cam's and Fano's methods, allow for precise characterization of statistical rates under local privacy constraints.
I. EXTENDED ABSTRACT
We study the interplay between statistical inference and privacy, one in which differential privacy acts as a constraint on a data analysis, but the analysis remains agnostic to the particular privacy-enforcing mechanism. We study the minimax risks associated with estimation problems under differential privacy constraints. This minimax framework allows us to obtain fundamental lower bounds, regardless of mechanisms used to achieve privacy, and it gives us a natural measure of utility with which to evaluate the effects of privacy; we complement our lower bounds with algorithms achieving them.
We study local privacy, where data providers do not even trust the statistician collecting the data. Warner [4] who proposed local privacy as a remedy for "evasive answer bias" in survey sampling. Formally, we look at local differential privacy [2] , [3] : let X 1 , . . . , X n ∈ X be a sample drawn according to a distribution P , and assume we may access only obscured views Z 1 , . . . , Z n ∈ Z of the original data, where the observation X i → Z i is the result of applying a channel Q(· | X i ) to X i . For a given privacy parameter α ≥ 0, we say that Z i is an α-differentially locally private view of
for S ∈ σ(Z), z j ∈ Z, and x, x ′ ∈ X . A simplification [3] is appropriate for non-interactive protocols:
There is a well-understood connection between information theoretic quantities, such as KL-divergence and mutual information, and statistical estimation [5] . With that in mind, let {P ν } ν∈V denote distributions on the data X i , and define the marginal distribution M n ν by
Here Q n (· | x 1:n ) denotes the distribution of Z 1:n conditioned on x 1:n . Assume the Markov chain V → X → Z for V uniform in V, and let P = 1 |V| ν∈V P ν . Our main result follows.
Theorem 1: Let the sample {X i } n i=1 be i.i.d. from the distribution P ν . There exists a universal constant C such that under α-local differential privacy (1),
TV , while under simplified α-local differential privacy (2),
As a consequence of Theorem 1, we are able to show that in statistical problems, the effective sample size under α-local privacy reduces as n → nα 2 , while using the second statement of the theorem, we show that there is a loss in effective sample size of n → nα 2 /d in ddimensional problems. See [1] for formal statements.
