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A B S T R A C T
The eukaryotic cell cycle is regulated on all levels of gene expression.
Genetic screens and functional studies of the involved proteins have
shaped our understanding of this fundamental process. In this thesis
I use single cell and single molecule light microscopy methods to
investigate spatial aspects of post-transcriptional cell cycle regulation.
I investigated the subcellular localization of CLB2 mRNA, a central
regulator of mitosis in the eukaryotic model organism Saccharomyces
cerevisiae (baker’s yeast). Previous studies have shown that that this
messenger RNA is enriched in the emerging daughter cell, the bud,
during vegetative growth. Using pre-commercial fluorescence micro-
scopes I characterized the dynamics and partitioning of single CLB2
mRNA on time scales from milliseconds to the generation time of this
yeast. I demonstrate that using aberration corrected multifocus mi-
croscopy, optimized fluorescent markers, and here developed objective
analysis methods, the translocation of single mRNA molecules be-
tween mother and bud can be observed. In addition, I report a method
to make these trajectories available for the mathematical approaches
of Systems Biology. Further, the observation of single CLB2 mRNA
partitioning throughout the cell cycle with the use of lattice light sheet
microscopy suggested a previously unknown localization behavior
of the transcript. The methods developed here enable a quantitative
analysis of spatial aspects of post-transcriptional cell cycle regulation.
iii
Z U S A M M E N FA S S U N G
Der eukaryotische Zellzyklus ist auf allen Ebenen der Genexpres-
sion reguliert. Sowohl breit angelegte genetische Screens als auch
funktionale Studien zu den beteiligten Proteinen haben unser Ver-
ständnis dieses fundamentalen Prozesses geprägt. In dieser Arbeit
behandle ich räumliche Aspekte der post-transkriptionalen Regulation
des Zellzyklus, die mit lichtmikroskopischen Einzelzell- und Einzel-
molekülmethoden experimentell zugänglich werden. Insbesondere
untersuchte ich die subzelluläre Lokalisierung der messenger RNA
von CLB2, einem zentralen Regulator der Mitose im eukaryotischen
Modellorganismus Saccharomyces cerevisiae (Bierhefe). Frühere Studien
zeigten, dass diese RNA sich im Laufe des vegetativen Zellwachstums
in der entstehenden Tochterzelle, der Knospe, anreichert. Mithilfe
modernster Fluoreszenzmikroskopie charakterisierte ich die Bewe-
gung und Verteilung einzelner CLB2 messenger RNA-Moleküle auf
Zeitskalen von Millisekunden bis hin zur Generationszeit dieser He-
fen. Ich zeigte, dass sich mit Hilfe von Multifokusmikroskopie unter
Verwendung optimierter Fluoreszenzmarker und der Entwicklung
objektiver Analysemethoden die Bewegung einzelner RNA-Moleküle
zwischen Mutterzelle und Knospe nachvollziehen lässt. Dazu präsen-
tiere ich eine Methode um die beobachteten Trajektorien der messenger
RNA mathematischen Analysen der Systembiologie zugänglich zu
machen. Weiterhin gab die Beobachtung der Verteilung einzelner CLB2
messenger RNA Moleküle über den Zellzyklus hinweg mittels einer
neuartigen Lichtblattmikroskopie (Lattice Light Sheet Microscopy)
Hinweise auf eine bisher unbekannte Dynamik in der Lokalisierung
dieser messenger RNA. Die hier entwickelten Methoden ermöglichen
eine quantitative Untersuchung räumlicher Aspekte der posttranskrip-
tionalen Zellzyklusregulation.
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1 I N T R O D U C T I O N
The whole is greater than the
sum of the parts
Aristotle
did not really say that
Aristotle has often been called as a patron when it comes to the
striking, seemingly inexplicable features of living systems; mostly with
a misquotation. Setting his famous quote straight1 does, however, not
make for a less motivating aphorism for the study of living systems:
’In the case of all things which have several parts and in
which the totality is not, as it were, a mere heap, but the
whole is something beside the parts, there is a cause; for even
in bodies contact is the cause of unity in some cases, and
in others viscosity or some other such quality.’ Aristotle
translated by Ross, 1924, emphasis added)
To me, this is to encourage the use of the quantitative methods of
physics to investigate the parts of living systems, besides adopting a
systems perspective. This perspective, of course, should harness the
power of mathematics through different methods; like the general
systems theory (GST) of Bertalanffy, 1949 that ascribes the apparent
finality of a system to inherent properties of the differential equations
describing it instead of incurring vitalistic or metaphysical explana-
tions. The field of systems biology, which draws on the concepts of
systems theory and cybernetics (Bertalanffy, 1949; Rapoport, 1986;
Wiener, 1948), has since developed to study properties that emerge
from the interaction of many biomolecules and to formalize this under-
standing in the language of mathematics (Cvijovic et al., 2014; Kitano,
2002; Klipp et al., 2005). With the analysis of the movement of single
molecules of CLB2 messenger RNA at the core of this thesis, the main
points of interest lie (i) in the integration of advanced microscopical
and mathematical methods for the analysis of a biological system, a
budding yeast cell, and (ii) the provision of quantitative data on intra-
cellular molecular movement that can serve to improve mathematical
models of biological processes.




Unfortunately Jacques Monod worked with bacteria, not yeast. His
utterance
’Tout ce qui est vrai pour le Colibacille est vrai pour
l’éléphant.’ (Monod, 1995)
which translates to ’everything that is true for the coli bacterium is
true for the elephant’, would have been equally great for baker’s yeast.
The unicellular eukaryotic fungus Saccharomyces cerevisiae (Baker’s
yeast / budding yeast) is separated from humans by a billion years of
divergence from a common ancestor (Douzery et al., 2004). Notwith-
standing, more than one third of the genome has clearly identifiable
orthologues, i.e., homologues related by speciation, in the human
genome (Kachroo et al., 2015; O’Brien et al., 2005). Core functions
seem to be even more conserved, as for the about 1100 essential genes
(Giaever et al., 2002; Winzeler et al., 1999) in S. cerevisiae a human or-
tholog exists in more than two thirds of the cases (Laurent et al., 2016).
As posited by the ortholog-function conjecture (Gabaldón and Koonin,
2013) and implicit in the concept of biological models orthologous
genes retain a similar or identical function in diverged species. As
proof of the usefulness of budding yeast to elucidate central functions
of human cells, and human disease, the Nobel Prize for Physiology
or Medicine has been awarded 2001, 2009, 2013 and 2016 for work
involving yeast; with a Nobel Prize in Chemistry (2006) making it
five in the current century alone. The reasons why yeast (which I
use as a shorthand for budding yeast) is a preferred model organ-
ism, in particular with regards to cell cycle research, are manifold.
Yeast has been used for millennia in the production of beer, bread
and wine; cultivation is accordingly straightforward. Compared to
other microorganisms, yeast is mostly beneficial to human health and
usually not pathogenic. While the first genetic experiments have been
performed on peas by the monk Gregor Mendel in the 1850’s (Mendel,
1866), yeast started to play a major role in genetic research almost
a century later thanks to Øjvind Winge at Carlsberg Laboratories
(Barnett, 2007; Winge and Laustsen, 1937, 1938, 1939). A further im-
portant impulse came from Lee Hartwell in the 1960’s who wanted to
study the cell cycle of human cells, but picked up on the suggestion
to use a ’more simple’ model and described dozens of cell division
cycle (CDC) mutants in budding yeast (Hartwell et al., 1970, 1973).
Together with cyclins (Evans et al., 1983), originally described by Tim
Hunt’s group in sea urchins and cyclin dependent kinases (CDKs), de-
scribed by Paul Nurse et al., 1976 in fission yeast (Schizosaccharomyces
pombe), this description of CDC mutants is the basis of our understand-
ing of eukaryotic cell cycle regulation. This CDK-centered view has
been complemented by a transcription factor network in more recent
studies, as will be discussed in section 1.2. The fact that CDC genes
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have the same phenotype in haploid and diploid cells (Hartwell et al.,
1970) and the more direct genotype-phenotype relationship in haploid
organisms further explains the popularity of haploid yeast cells for
cell cycle research. Finally, yeast was the first eukaryote with a fully
sequenced genome (Goffeau et al., 1996), which clearly helped in brew-
ing up more yeast research (Williams, 1996). It has been suggested that
yeast biology, as quantified by the discovery of genetic interactions
and protein-protein interactions, has been growing exponentially for
decades (He and Zhang, 2009) due to the aforementioned factors. De-
spite the conservation of parts of cell cycle regulation architecture from
yeast to humans it has to be said that other non-mammalian organisms
are more similar to humans in some respect, e.g., fission yeast and
plants (Harashima et al., 2013). By way of example, while the genome
of S. pombe is smaller than the one of S. cerevisiae (5100 vs 5800 protein
coding genes, Hoffman et al., 2015), S. cerevisiae has lost more than
300 genes that are conserved from S. pombe to vertebrates, while less
than 200 genes lost between S. pombe and vertebrates are present in S.
cerevisiae (Aravind et al., 2000; Wood, 2006). As Paul Nurse suggested,
this should rather encourage the use of both, fission and budding
yeast, as genes, or cell cycle control elements, shared between these
disparate yeasts are likely to be important in humans as well, and
not discourage the use of S. cerevisiae (Lee and Nurse, 1987). There
are, nonetheless, further findings that challenge the status of yeast
as ’universal’ model organism for all eukaryotes (Herskowitz, 1985)
alluded to at the beginning of this section. While universality seemed
compatible with phylogeny some decades ago, it is now assumed
that the clades of Opisthokonta (containing yeasts and animals) and
Viridiplantae (plants and green algae) diverged first, whereas yeasts
and animals diverged from each other at a later time point (Cross and
Umen, 2015; Rogozin et al., 2009). This phylogeny implies that find-
ings from yeast might be less useful for understanding plant cell cycle
regulation, but does little to challenge its model status for humans
and other animals. A challenge for the current phylogenetic model,
and interesting for the position of yeasts as model organisms are a
number of genes conserved in plants and animals, but not in yeasts.
An example is the cell cycle regulator Rb (Retinoblastoma protein),
slowing down cell cycle progression in most eukaryotes, but not yeast
(Cross and Umen, 2015). Of particular interest for this study is a differ-
ence regarding classes of Cyclins: While cyclin D and cyclin A are core
regulators in plants and animals, they are absent from yeasts, where
rounds of genome duplications and ensuing divergence are presumed
to lie behind the dominance of B-type cyclins (Archambault et al., 2005,
see also section 1.2.1). Although this makes other organisms such as
Chlamydomonas - that share more cell cycle regulators with animals
and plants (Cross and Umen, 2015) - more attractive as models, yeast
has an edge regarding previous knowledge and established techniques
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for its investigation. Thus, even if one cannot hope to understand all
human (or elephantine) genes based on yeast experiments, systems
features like the cell cycle regulatory circuitry (Cross et al., 2011; Haase
and Wittenberg, 2014), enzymatic cascades or biochemical networks
(Klipp, 2007) are often conserved and can be studied rigorously and
cheaply in yeast.
1.2 cell division cycle
What is life? The question has been answered in numerous, partly
contradictory, ways (Koshland, 2002; Schrödinger, 1944; Tsokolov,
2009) and has been brought into disrepute on the stage of science
as the definition of life is arbitrary (Tessera, 2011). An autonomous,
orderly program allowing an entity to coordinate its growth and
proliferation, to replicate its building plan and to pass it on to a new
entity can, irrespective of fuzzy borders regarding, e.g., the status
of viruses, still safely be regarded as a central hallmark of living
systems. While prokaryotic cells cycle in their own way (Margolin and
Bernander, 2004; Taheri-Araghi et al., 2015), there are many similarities
in eukaryotic cell cycle control, both regarding sequence conservation
(Lee and Nurse, 1987; Léopold and O’farrell, 1991) and topology of
the regulatory networks (Cross et al., 2011). How well certain cell cycle
regulatory proteins are conserved, even across domains of life, has
been demonstrated by complementation experiments, where deletions
could be rescued with proteins from another species (Koff et al.,
1991; Lew et al., 1991). While a specific gene of the cell cycle control
machinery may be conserved, it could, however, play different roles in
different species (Cross et al., 2011). An example are the kinases Chk1
and Cds1 that are involved in one specific cell cycle checkpoint each in
yeast, while their roles are swapped in metazoans (Rhind and Russell,
2000). In the following subsections I will, thus, focus on yeast and
outline CDC in yeast, along with the relation between cell cycle and
cell size homeostasis, which is peculiar in asymmetrically dividing
yeast.
1.2.1 Yeast cell division cycle
Yeast cells can replicate through budding; a vegetative growth pro-
cess leading to genetically identical daughter cells (figure 1). This cell
cycle can be divided into three to four phases which are discernible
through morphological changes and molecular events. A cell grows
as an individual in G1 before duplicating its genome in S. The onset
of S roughly coincides with the emergence of a bud that will develop
into a daughter cell. The canonical description also contains a G2 prior
to M (reviewed in Nurse, 2000), although many authors negate the
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Figure 1: Vegetative cell cycle of haploid yeast. This cell cycle is an impor-
tant model for mitosis, particularly as the diploid vegetative cell
cycle proceeds the same way. Progression through the cell cycle is
regulated by the conserved master kinase Cdc28/Cdk1 with its cell
phase specific cofactors, cyclins, and a network of transcription fac-
tors that is independent, to some degree, of the CDK/cyclin system.
While there is a well described checkpoint at the G1 /S transition
(‘START’), this work is related to a checkpoint guarding mitotic
entry (G2 /M transition). Alternative cell cycles that budding yeast
can undergo, including mating of haploid cells, sporulation of
diploid cells, or diploid vegetative growth are not shown.
presence of a second gap phase in budding yeast as they commence
mitosis during S phase (Forsburg and Nurse, 1991; Lovrics et al., 2006;
Nasmyth, 1996). A recent publication challenging the concept of a G2
phase in budding yeast came from the groups of Manuel Mendoza
and Lucas B. Carey. They demonstrated that the segregation of sister
chromatids in budding yeast starts before DNA replication is complete
in 20 - 40 % cells under ’normal’ laboratory conditions (Ivanova et al.,
2020). The authors went so far as to suggest S1 and S2 phases that both
would overlap with M. Undisputedly, though, the cell cycle culminates
in the division of nucleus and cytoplasm, i.e., mitosis and cytokinesis.
This sequence is repeated until mother cells senesce, limited by their
replicative life span of 30-50 divisions (Kaeberlein et al., 2005; Mor-
timer and Johnston, 1959; Powell et al., 2003). It is worth mentioning
that this does not reflect the behavior of wild yeast. In most laboratory
yeast strains, homothallic switching endonuclease (HO) (Jensen et al.,
1983; Kostriken et al., 1983) has been deleted; which locks a cell’s
offspring in the current mating type, a or α. In yeast cells with intact
HO, mating type switching occurs after budding and cells of opposite
mating type can grow a mating projection (a process called shmooing)
6 introduction
towards a potential partner. Upon fusion of the cytoplasm of compati-
ble haploid cells a zygote, and eventually a diploid cell (of mating type
a /α) forms (mating reviewed in Haber, 2012). As opposed to fission
yeast, this diploid state is the dominant form of budding yeast outside
the laboratory. A total of four haploid spores, contained in an ascus,
forms only if cells are deprived of a sufficient source of carbon or
nitrogen. These spores leave the ascus and resume their, now haploid,
life cycle once conditions are more favorable (sporulation reviewed in
Neiman, 2011). To discuss molecular mechanisms I want to introduce
a few naming conventions for yeast: Gene names are capitalized and
in italics (e.g., CLB2), RNA names are denoted by an additional m
before the respective name (mCLB2) and proteins are denoted with a
lowercase p (Clb2p) that can be omitted, e.g., when protein complexes
are described (Cdc28/Clb2) and confusion with genes or RNAs seems
unlikely. The sequence of molecular events that steer the progression
of the CDC in yeast revolve mainly around Cdc28, or Cdk1, the mas-
ter kinase of the cell cycle. Cdc28 activity is subject to activation by
binding of cyclins and phosphorylation, as well as inhibition by Cdk
inhibitors (CKIs) in a phase specific manner, imparting directionality to
the cell cycle (Enserink and Kolodner, 2010; Mendenhall and Hodge,
1998; Murray, 2004; Nasmyth, 1996; Surana et al., 1991). The cyclins
Cln1-3 and Clb1-6 can be grouped into clusters that refer to the phases
or transitions they are involved in: G1, S, G2/M and M/G1. The group
of Steven I. Reed has shown, however, that cell cycle specific gene ex-
pression was partly maintained in the absence of entire cyclin clusters
(Orlando et al., 2008); as had been suggested much earlier by Haase
and Reed, 1999. The significance of a transcription factor network (TFN)
that maintains CDK-independent oscillations in cell cycle specific tran-
scription is a matter of active discussion, with many publications
detailing a synthesis between the CDK/cyclin and TFN systems (Cho
et al., 2019; Linke et al., 2017; Simmons Kovacs et al., 2008, 2012), while
others perceive the CDK/cyclin system as dominating (Landry et al.,
2014; Lu and Cross, 2010; Rahi et al., 2016). In addition, metabolic
oscillations have also been shown to coordinate cell cycle progression
(Ewald, 2018; Özsezen et al., 2019; Papagiannakis et al., 2017). The
first checkpoint in the cell cycle described in yeast is called ’START’
(Hartwell and Weinert, 1989). It designates the transition from G1 to
S, when the cell commits to completing a cell division cycle through
Swi4–Swi6 cell cycle box binding factor (SBF)- and Mlu1 cell cycle box
binding factor (MBF)-mediated transcription of an S specific cluster of
more than 200 genes (Spellman et al., 1998). START is activated by Cdk1
in its Cln3-bound state, with Cln1p/2p further increasing Cdk1 activity
up to the threshold required for effective phosphorylation of Whi5p
(Cross and Tinkelenberg, 1991; Enserink and Kolodner, 2010; Skotheim
et al., 2008). In response, the transcriptional repressor Whi5p disso-
ciates from SBF/MBF complexes, leading to derepression of S specifc
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genes (Bloom and Cross, 2007). Although sequence conservation in
functionally similar key proteins (e.g Cln3 vs. Cyclin D) is low, the
network topology of START and the ’restriction point’, guarding G1/S
transition in mammalian cells (Pardee, 1974) are very similar (Johnson
and Skotheim, 2013). The regulatory mechanism of START is there-
fore an important model for the principles of cellular decisions, apart
from serving as a model for cell cycle misregulation, causing, e.g.,
cancer, diabetes and neurodegenerative diseases in humans (Boehm
and Nabel, 2003; Currais et al., 2009; Zhivotovsky and Orrenius, 2010).
1.2.2 Size homeostasis and cell cycle
The volume of eukaryotic cells can vary by a factor of a quadrillion
(1015) between organisms and cell types (Jun and Taheri-Araghi, 2015;
Palenik et al., 2007); each cell type has, however, a well defined size.
From a thermodynamic perspective, the size and budded shape of
yeast cells have been suggested to rely on the balance between os-
molyte homeostasis and region-specific extensibilities of the cell wall
(Altenburg et al., 2019). With regards to genetic control, cell cycle and
cell size are closely related. This is illustrated by the fact that growth
rates vary more than cell sizes between different growth conditions,
suggesting that cell cycle events be delayed or hastened so that cell
size upon division is within the typical range (Rupeš, 2002). Clearly,
a cell’s size is fundamental as differences in, e.g., surface to volume
ratio, the relative size of organelles, or the importance of diffusive pro-
cesses affect a cells physiology (Chan and Marshall, 2010; Schmoller
et al., 2015). Cell size homeostasis arises from the balance of cellular
growth and division. This raises the question whether cell size might
be controlled by the molecular mechanisms of cell cycle control; or
alternatively trigger cell cycle progression (Jun and Taheri-Araghi,
2015; Schmoller et al., 2015; Spiesser et al., 2012); or if cell size simply
arises from the correlation of both. There have been many efforts to
find and characterize feedback mechanisms between cell size and
the cell cycle control circuitry, as this is the main feature setting the
aforementioned models apart (Coelho and Leevers, 2000; Neufeld and
Edgar, 1998; Polymenis and Schmidt, 1999). Mechanisms regulating
the homeostasis of cell size in a cell population have been classified
as ’timer’ or ’sizer’ that would trigger cell division after a certain
period of growth, or by sensing a critical size (Rupeš, 2002). By way
of example, Schaechter et al., 1962 observed in different bacteria that
interdivision times varied within 20 % approx., whereas cell size was
more stable (coefficient of variation 10 % approx.), which may speak
in favor of a sizer mechanism. For yeast, the search for a sizer took an
interesting turn, when Spiesser et al., 2012 suggested that the reliance
of metabolism on the surface to volume suffices to explain cell size
regulation in the G1 network guarding START. While the former study
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derived size homeostasis from a simplified model with a single, unreg-
ulated cyclin, Schmoller et al., 2015 showed that different scaling laws
in the synthesis of cell cycle regulatory proteins can relate cell size to
the G1 network. In particular, they described how the ratio between
the roughly size-independent synthesis of the repressor Whi5 and
the synthesis of Cln3 that is proportional to the cell size act as sizer.
Interestingly, the model by Spiesser et al., 2012 also highlighted that
size control is likely not only exerted at START, as this would lead to
diverging cell sizes of mother and daughter cells. As yeast is primarily
used as model for human cells, the aspect of cell size divergence due to
asymmetric cell division might be considered irrelevant at first glance.
However, as Ginzberg et al., 2015 pointed out focusing on animal cells,
an increasing body of evidence suggests that cell growth is in general
exponential, which also would lead to divergent cell size if no size
control is enforced. For yeast the aforementioned model predicted,
in agreement with experimental data (Barford and Hall, 1976; Rivin
and Fangman, 1980), that G2 duration depends on the carbon source,
implying that cells can compensate their size by varying how long
they grow after START before cell division. It is noteworthy that G2
duration had long been viewed as insensitive to growth conditions in
S. cerevisiae; whereas in S. pombe G2 duration is the main setscrew to
respond to different growth conditions (Pringle and Hartwell, 1981;
Rupeš, 2002; Sveiczer et al., 1996). Although they were not knwon
to respond to nutrient availability like START, a number of further
checkpoints in the yeast cell cycle has been known for more than 30
years. They delay the cell cycle if problems such as DNA damage,
spindle-malformation, or morphological defects occur (Lew and Reed,
1995; Pringle and Hartwell, 1981). The morphogenesis checkpoint, e.g.,
delays mitotic entry if bud formation is deficient or abolished. Mecha-
nistically, it has been suggested to depend on differential susceptibilty
of Cdc28 regarding Swe1-mediated phosphorylation on Y19 in cells
growing either isotropically or in a polarized fashion (Sia et al., 1996).
While this phosphorylation inhibits Cdc28/Clb2 and thus delays entry
into mitosis in non-polarized cells (shown for temperature-sensitive
cdc24 mutants), cells that had previously formed a bud progress into
mitosis irrespectively of this phosphorylation. Further experiments
by McMillan et al., 1998 demonstrated how the morphogenesis check-
point can even respond to actin depolymerization. This sensitivity
towards the status of the cytoskeleton has later been suggested to
depend on the bud-size, as actin depolymerization by latrunculin A
only induces a Swe1-mediated delay in the G2/M transition if buds
are below a size threshold but fails to do so when buds are larger
(Harvey and Kellogg, 2003). This lead to conjectures regarding the
molecular nature of a gauging mechanism that would only be sensitive
to bud size but not overall cell size. Since cytoplasmic molecules are
free to diffuse between mother and bud, while membrane proteins are
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confined by septins at the bud neck (Barral et al., 2000; Takizawa and
Vale, 2000) the latter were early on considered as possible constituents
of such a system (Harvey and Kellogg, 2003). As an alternative, Anas-
tasia et al., 2012 hypothesized that trafficking of membrane vesicles
to the bud might be an indicator for sufficient bud growth. The cue
for entering mitosis would thus be the degree of polarized membrane
growth. A third hypothesis, which constitutes the starting point for
the present work stems from the puzzling fact that mRNA of the major
mitotic cyclin Clb2p (mCLB2) has been reported to be predominantly
bud-localized while Clb2p is not (Shepard et al., 2003; Takizawa and
Vale, 2000; Trcek et al., 2011). As mRNA localization is mostly thought
of as an efficient mechanism for the localization of the encoded protein
(Condeelis and Singer, 2005; Du et al., 2007; Eliscovich and Singer,
2017; Lasko, 2012), this raises the questions why mCLB2 is localized
at all. There are, however, a number of other roles that mRNA local-
ization can play (see section 1.4). Spiesser et al., 2015 suggested that
in the case of mCLB2 the subcellular localization could be a means to
gauge the biosynthetic capacity of an emerging daughter cell. Thus, the
concentration of Clb2p, and Cdc28/Clb2 promitotic activity would
depend on the bud’s capacity to translate proteins. Due to the constant
density of ribosomes, which are the key determinant of biosynthetic
capacity, this would relate bud size to the cell cycle machinery and
constitute a bud sizer. This leads to the formulation of overarching
questions I addressed in my project: Is bud localization of mCLB2
reproducibly observed in premitotic yeast cells? Can live cell single
molecule methods corroborate the localization observed in fixed cells
(Trcek et al., 2011) and in live cell experiments lacking single molecule
resolution (Shepard et al., 2003)?
1.3 cyclin b2 and mitotic entry
As outlined in the previous sections, there are checkpoints guarding
progression of the CDC. During budded phase, successive waves of
B-type cyclins - Clb5p/6p, Clb3p/4p and Clb1p/2p - bind the mas-
ter kinase of the cell cycle, leading to the phosphorylation of target
proteins and expression of gene clusters in a phase-specific fashion
(reviewed in Mendenhall and Hodge, 1998). The present work aims
at improving our understanding of the G2 to M transition and its
regulation by CLB2. This cyclin maintains the promitotic activity of
the G2/M (or CLB2) cluster of approximately 35 genes by a positive
feedback loop (Amon et al., 1993; Spellman et al., 1998; Wittenberg and
Reed, 2005). Upstream of this self-reinforcing expression an external
’SWI five factor (SFF)’ comes into play. It has been shown to consist
of Fkh1 and Fkh2, as deletion of both these genes uncouples the cell
cycle from periodic expression of the CLB2 cluster (Zhu et al., 2000).
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Specifically, Cdc28 bound to Clb1p/2p intersects with a transcription
factor (TF) complex consisting of Mcm1, Fkh1/2 and Ndd1 to coor-
dinate spindle pole body duplication and mitotic spindle assembly
with the expression of early mitotic genes and other events required
for mitotic entry (Bähler, 2005; Bloom and Cross, 2007). Clb2/Cdc28
further activates CLB2 expression by different mechanisms, creating a
positive feedback loop (Amon et al., 1993). A study involving kinetic
and Boolean modeling as well as experimental assays worked out
mechanistic details of this interaction: The forkhead protein Fkh2 in
particular has been shown to activate CLB genes by a coherent type 1
feed forward loop (Linke et al., 2017). In this motif, Clb5p and CLb3p,
cyclins peaking in earlier waves of transcription during S-G2, activate
transcription of CLB2 in a Fkh2-Ndd1 dependent fashion, with CLB3
expression under control of the same TF complex. The CDK-dependent
regulation of mitotic genes via phosphorylation of a forkhead protein
(FoxM1 in mammals) is conserved from yeast to animals (Landry
et al., 2014; Major et al., 2004; Reynolds et al., 2003). The promitotic
activity of Cdc28 relies overwhelmingly on Clb2p (85 %, Grandin and
Reed, 1993), while Clb1p is primarily involved in meiosis (Mendenhall
and Hodge, 1998). Apart from the transcriptional regulation detailed
above; translation and degradation of CLB2 are under tight control.
mCLB2 and mCLB1 peak shortly before mitotic entry (Fitch et al., 1992;
Ghiara et al., 1991; Surana et al., 1991). The peak of Clb2p production
is, however, further narrowed by translational repression, presum-
ably by RNA binding proteins (RBPs) that are also involved in RNA
transport. mCLB2 has been reported to be transported to the bud in a
Swi5p-dependent HO expression (She) mediated actomyosin transport
(see section 1.4.2, Shepard et al., 2003). While this publication reported
binding of mCLB2 to Myo4, the other type V myosin in yeast, Myo2,
has been found to bind mCLB2 by immunopurification, while all other
types of motor proteins were shown not to interact significantly with
mCLB2 (Casolari et al., 2012). The Myo4/She-dependent transport,
most thoroughly characterized for ASH1 mRNA, entails binding of
numerous RBPs (Edelmann, 2017; Heym and Niessing, 2012). In the
case of ASH1 the translation repressors Khd1 (Irie et al., 2002; Paquin
et al., 2007) and Puf6 (Deng et al., 2008; Gu et al., 2004) are known
to constitute part of the transported ribonucleoprotein particle (RNP).
These publications showed that Kdh1 and Puf6 RBPs bind mRNA
within the nucleolus (Puf6) and the nucleus (Khd1), respectively, and
only dissociate from, and thereby derepress the mRNA once it is an-
chored to the bud tip at the end of its cytoplasmic journey. Although
the exact composition of the transport-competent mCLB2 RNP is not
known, these repressors might well be involved in mCLB2 transport,
too: Microarray based polysome profiles suggest that roughly 2/3 of
mCLB2 in rapidly growing, asynchronous yeast cell cultures is not
translated (Arava et al., 2003). It is worth mentioning that this is highly
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unusual. According to the ribosome occupancy method applied by
Arava et al., 2003, for 99 % (5600 out of 5701) of all detected mRNA
species the majority of molecules is bound to a polysome. During
mitosis Clb2p is degraded to facilitate mitotic exit (Cai et al., 2002; Gill
et al., 2004). This degradation has been suggested to rely solely on the
promoter of CLB2, which mediates cotranscriptional binding of the
mitotic exit network protein Dbf2 to mCLB2 (Haimovich et al., 2013;
Trcek et al., 2011). The anaphase promoting complex (APC) mediated
destruction of Clb2p at the end of mitosis is important for mitotic exit
(Deshaies, 1997; Schwab et al., 1997; Wäsch and Cross, 2002). Proteoly-
sis depends on the ubiquitin-conjugating enzyme UBC9 which targets
B-type cyclins to the proteasome (Seufert et al., 1995) and HCT1 and
CDC20 as substrate specific regulators (Schwab et al., 1997). Clb2p has
been shown to be primarily nuclear throughout the cell cycle (Bailly
et al., 2003; Hood et al., 2001). The authors also reported a bipartite
nuclear localization signal (NLS) that mediates nuclear import in an
importin α/β dependent mechanism and two potential nuclear ex-
port signals (NESs). Overexpression studies, using galactose-inducible
promoters, reported additional cellular localizations for Clb2p, includ-
ing bud neck and spindle, whereas other B-type cyclins where not
observed there (Hood et al., 2001). Later bud neck localization was
observed also for Clb2p expressed from its native promoter, where
Cdc28/Clb2 might play a role in the regulation of cytokinesis (Bailly
et al., 2003). Nuclear export and bud neck localization of Clb2p also
rely on a hydrophobic patch presumably required for the interaction
with Bud3 (Archambault et al., 2004; Bailly et al., 2003). This patch is
known to bind the so-called RXL motif in CDK-targets, explaining why
disruption of the hydrophobic patch decreases the mitotic function of
Clb2p (Cross and Jacobson, 2000). A further role for cytoplasmic Clb2p
is the interaction of Clb2/Cdc28 with Cdc42p required for the transi-
tion from polarized to isotropic bud growth (Pruyne and Bretscher,
2000). Broadening Cdc42p distribution, from the bud tip to the bud
cortex at large, acts as the isotropic switch once the bud is “sufficiently”
long (Richman et al., 1999), providing an additional mechanism for
the implication of CLB2 in bud size control (see also section 1.2.2).
The dominant function of Clb2-bound Cdc28 is in the nucleus, where
it represses SBF in a Swi4-dependent way and triggers further early
mitotic events. Genetically, this can be shown by the high fraction of
budded cells in asynchronous ∆clb2 cell culture (Epstein and Cross,
1992; Fitch et al., 1992). Synthetically lethal combinations are ∆clb3
and - not surprisingly - ∆clb1. The single deletions ∆clb1, ∆clb3 and
∆clb4 have no discernible phenotype; while the triple deletion ∆clb1
∆clb3 ∆clb4 is similar to ∆clb2. Like most other lethal triple deletions
of CLB1-4, the quadruple deletion cells ∆clb1-4 grow past START, form
a bud, but fail to undergo even one cell division (Amon et al., 1993;
Epstein and Cross, 1992). Essentiality - and the ’nonessentiality of
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[certain] essential genes’ (Chen et al., 2016) attests to that - is of course
not the only relevant scale on which to judge CLB2. Shifting away
from classical yeast biology, in the following sections, I want to discuss
the motion of cytoplasmic molecules, mainly mRNPs (section 1.4), and
techniques to investigate it (section 1.5). These lay the groundwork
for the discussion of spatial aspects of post-transcriptional regulation,
which might be of interest for the role of CLB2 in CDC regulation.
1.4 dynamics of cytoplasmic mrna
1.4.1 Diffusion
The central limit theorem can serve as starting point for the investi-
gation of mRNA motion in the cytoplasm. This theorem is based on
the observations of Laplace, 1812; Moivre, 1733 on n repetitions of
an experiment with two possible outcomes p, e.g., success and failure,
(Bernoulli trial) that lead to a binomially distributed success-rate. For
n → ∞, however, the result becomes well approximated by a normal
distribution. For the description of free movement of molecules inside
a cell it is helpful that this is true not only for binomial, but for a
wide range of underlying distributions (Montgomery and Runger,
2010). It is not obvious which type of process governs the motion of
biomolecules inside cells - is it that they are “held by the field of force
of the surface atoms [of other molecules]” (Langmuir, 1918) and disso-
ciate, only to adsorb to the next molecule? Is it that they experience
collisions and change direction? Regardless which process is dominant;
the interactions are many and the central limit theorem likely valid.
Lampo et al., 2017, e.g., treats the free motion of intracellular particles
as a random walk, with each step determined by random collisions
with other molecules in the cytoplasm. Such a process gives rise to
Gaussian diffusion and experimentally obeys the equation given by





with D = diffusion coeffient, H = enthalpy, T = temperature, N =
Avogadro’s number, β = 1/(kB· T) and kB = Boltzmann factor. Another
prevalent notation is D = kBT/ξ, with ξ being a particle-specific drag
coefficient. The assumption of free diffusion is indeed common for
the analysis of RNA motion in both nucleus (Grünwald and Singer,
2010; Saroufim et al., 2015; Shav-Tal, 2004) and cytoplasm (Bakshi
et al., 2012; English et al., 2011; Park et al., 2014; Persson et al., 2013).
Apart from free diffusion of cytoplasmic RNA, further diffusive states
have been described, e.g., the corraled diffusion (Fusco et al., 2003)
of mRNA that is being translated (Katz et al., 2016) or trapped in the
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microfilament-rich perinuclear region (Yamagishi et al., 2009). There
is increasing evidence that free diffusion in cells is usually not the
Gaussian type of diffusion, with normally distributed displacement
probabilities resulting in Brownian motion that is commonly observed
in air or water (Einstein, 1906; Perrin, 1909; Smoluchowski, 1916). Of-
ten, non-Gaussian and subdiffusive behavior describes the movement
of molecules like RNPs inside living cells more accurately (Lampo et al.,
2017; Weiss, 2013). This is an important difference to the movement
of smaller molecules, such as proteins that conform fairly well with
Gaussian diffusion (Elowitz et al., 1999). As with soluble proteins,
membrane proteins seem to move as expected for Gaussian diffusion,
even where subpopulations with higher and lower diffusivity are de-
tected (Anderluh et al., 2014). mRNPs in bacteria and yeast, however,
have been found to move by subdiffusion (Joyner et al., 2016; Stylian-
idou et al., 2015). This implies a weaker time-dependence of the mean
square displacement (MSD) than would be found in Brownian motion,
where the MSD linearly depends on the lag time
MSD ∝ D(∆t) (2)
Instead, the MSD in subdiffusion is governed by a power law with
an exponent α lower than 1
MSD ∝ Kα(∆t)α (3)
with Kα being a generalized diffusion coefficient in [cm2(sα)−1] (Met-
zler et al., 2014). From a physico-chemical perspective, molecular
crowding has been shown to afford the cytoplasm viscoelastic prop-
erties, which in turn can explain subdiffusive behavior (Hasnain et
al., 2014; Saxton and Jacobson, 1997; Weiss, 2013). Crowding in the
cytoplasm has similarly been suggested to lead to a much stronger
size dependence of the diffusivity than expected from the Sutherland-
Stokes-Einstein relation (Sutherland, 1905), relating the diffusivity D





with kB = Boltzmann’s constant, T= temperature, η = dynamic viscosity
and r = hydrodynamic radius of the particle. Accordingly, it has been
suggested to introduce a scale dependent viscosity that allows to use
the above formula for larger particles (Holyst et al., 2009; Szymański
et al., 2006). Subdiffusion emerges in this way as a mere side-effect of
a cells architecture, shaped by evolutionary constraints on content and
compactness. It might, however, also aid reaction efficiency by keeping
reaction partners or constituents of a reaction cascade in close vicinity
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(Guigas and Weiss, 2008; Jeon et al., 2011). The analysis of purely
diffusive mRNP displacements in yeast and bacteria on time scales
from milliseconds to minutes revealed that they follow a Laplacian
(also known as doubly exponential) distribution (Lampo et al., 2017).
For the 1D case, this can be formalized with the probability density
function (PDF) of displacements not following









but instead a Laplacian PDF










with ∆x = displacements, µ, σ = mean and standard deviation of ∆x. In
broad terms, the observed Laplacian PDF can result (i) from averaging
over multiple trajectories with Gaussian displacement distributions
that differ due to the heterogeneous nature of the cytoplasm, (ii) from
a non-Gaussian behavior within single trajectories, or both. A related
question thus is, whether the time-averaged MSD of single trajecto-
ries is equal to the ensemble average at one time-point, i.e., whether
the system is ergodic (Jeon et al., 2011; Metzler et al., 2014). For the
mRNP diffusion in budding yeast recorded in Thompson et al., 2010
and analyzed in depth by Lampo et al., 2017, it was found that both
the ensemble, and single trajectory displacement distributions were
non-Gaussian. To see whether non-Gaussian behavior of single tra-
jectories was due to the exposure of the mRNP to temporal or spatial
heterogeneities on long time scales only, displacement distributions
from different time scales were normalized by their respective σ. The
distributions for all time scales were similar, showing no evidence
for Gaussian behavior on short time scales. I take this to mean that
diffusing RNPs sample a similar scale of heterogeneity at the millisec-
ond range as the entire cytoplasm comprises. This relates to the fact
that Lampo et al., 2017 report that the MSD of yeast mRNPs shows a
power-law dependence that is equal for time- and ensamble averages,
with an exponent α=0.75. Accordingly, the motion of these particles
can be described as ergodic, non-Gaussian subdiffusion. Focusing
again on the temporal evolution of single trajectories, the authors
also found subsequent displacements to be negatively autocorrelated,
marking a further deviation from Brownian motion. According to the
formulas provided by Jeon and Metzler, 2010 to distinguish types of
subdiffusive processes encountered in biological systems, this negative
autocorrelation suggests fractional Brownian motion (FBM), rather than
fractional Langevin equations or continous time random walks, as the
most suitable framework to describe the diffusion found by Lampo
et al., 2017. For the present study another prediction by Jeon and
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Metzler, 2010 regarding ergodicity is relevant: Both, confinement and
increasing dimensionality make FBM processes more ergodic. Thus, as
the analysis of 2D displacements by Lampo et al., 2017 did not find
ergodicity breaking, diffusion in the 3D data presented here is likely
to be even more strictly ergodic.
1.4.2 Superdiffusion and active transport
Diffusion is a useful framework to describe the motion of cytoplasmic
mRNA. Proteins can traverse small cells like bacteria and yeast cells
within milliseconds to seconds (Elowitz et al., 1997, 1999) by diffusion
alone, and while mRNA is larger diffusion remains an important
factor for cytoplasmic translocation on length scales of entire yeast
cells (Oeffinger and Zenklusen, 2012; Shav-Tal, 2004). Diffusion alone,
however, is usually not sufficient for symmetry braking; the enrich-
ment of mRNA in certain cellular regions (there are exceptions, cf.
section 4.3.1). The first report on the enrichment of a particular RNA
species in subcellular regions showed the β-actin mRNA in chicken
myoblaststs using autoradiographic in situ hybridization (Lawrence
and Singer, 1986). Earlier it was shown by autoradiography of tritium-
labeled uridin and histidin that the entirety of RNA in housefly folli-
cles is distributed asymmetrically (Bier, 1963). Since then it has been
shown that many RNA species are distributed asymmetrically: In
Drosophila ovaries ∼20% of all mRNA species were shown to be lo-
calized by smFISH (Jambor et al., 2015), and sequencing of subcellular
compartments in neurons showed that hundreds of RNA species are
preferentially localized to dendrites (Middleton et al., 2019) and axons
(reviewed in Turner-Bridger et al., 2020). In yeast, RNA localization
has first been observed for mASH1 (Long et al., 1997), and with it a
mechanism for acto-myosin dependent transport has been discovered
(reviewed in Edelmann, 2017; Heym and Niessing, 2012). In princi-
ple, there are three different mechanism leading to RNA localization:
(i) active cytoskeletal transport, such as the conserved microtubuli-
dependent transport found in axons (Hazelrigg, 1998), (ii) anchoring
at specific locations, and (iii) local protection from general degradation
(Medioni et al., 2012). In neurons, where RNA would need weeks to
diffuse from the soma to the synaptic terminals, an active transport
process is strictly required. In yeast, on the other hand, anchoring
at the bud tip (Beach et al., 1999) would be enough to preferentially
localize RNA to the bud. As I investigate how mRNA localization
comes about in yeast cells, the previous section on diffusive motion
calls for an introduction into active processes. In the following I will
shortly outline the structure of the yeast cytoskeleton and the role of
actomyosin transport in yeast.
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1.4.2.1 Actin cytoskeleton: The route for transport in yeast
The actin cytoskeleton of yeast is a tripartite network of F-actin bun-
dles that (i) run in actin cables below the plasma membrane in axial
direction, (ii) form cortical actin patches and (iii) form an acto-myosin
ring around the bud neck (Adams and Pringle, 1984; Kilmartin and
Adams, 1984; Mishra et al., 2014). F-actin, the filamentous form, con-
sists of globular actin monomers (G-actin) that polymerize to form a
right-handed double-stranded helix. The balance of polymerization
at the barbed end, and de-polymerization at the pointed end is the
most basic process underlying cytoskeleton dynamics (Pollard and
Borisy, 2003). The organizational structure of the actin cytoskeleton
can be described in different terms. Conventionally, hundreds of ac-
cessory proteins are classified as activators and inhibitors that govern
the architecture of the cytoskeleton (Mishra et al., 2014; Pollard and
Cooper, 2009; Pollard et al., 2000). For a detailed description, however,
the use of such metalanguage to describe the results of quantitative
theoretical models [has been suggested to do] more harm than good
(Halatek and Frey, 2018) and this kind of pattern formation might be
more appropriately described by mass-conserving reaction-diffusion
equations (Mori et al., 2008; Semplice et al., 2012). For the scope of
this thesis, I will limit myself to a phenomenological description of
the cytoskeleton structure, i.e., simply use the known polarity of the
actin cables and the cell cycle dependent 3D structure of the actin cy-
toskeleton. By way of example, electron microscopy (Mulholland et al.,
1994) and an early, elegant example of digital fluorescence microscopy
(Amberg, 1998) offer a detailed view of the architecture. Of particular
interest for this work are the actin cables, which serve as routes for
myosin-mediated intracellular transport. The cortical filaments are
highly curved close to the bud neck, as they follow the contour of the
cell from base to bud (figure 2).
1.4.2.2 Actomyosin transport
The description of active mRNA transport in yeast is rooted in re-
search on HO-dependent mating type switching. After budding, it was
observed that mother cells adopt a new mating type (a or α) whereas
daughter cells maintain their current mating type (Amon, 1996; Her-
skowitz, 1988). Jansen et al., 1996 described five genes, SHE1-5, that
are required to confine mating type switching to the mother. Inter-
estingly, they reported two (and later, more) of the She proteins to be
localized in growing buds. She1, which is the unconventional myosin
Myo4p, has been shown to act as a transporter for the mRNA of HO
repressor Asymmetric Synthesis of HO (ASH1), with She2-5p acting as
mediators of the binding of myosin and its cargo (Du et al., 2008; Sil
and Herskowitz, 1996). The core cytoplasmic complex of mASH1, the
locasome, contains transport factors as well as translational repressors
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Figure 2: 3D printed yeast cell during mitosis. The constriction be-
tween the becoming mother and daughter cell, the bud
neck, is of particular interest for the partitioning and trans-
port of RNA, as it constitutes a ’narrow escape’ (see sec-
tion 4.3.1) and causes a kink in the actin filaments serving as
’cargo rails’ connecting the poles of a cell. Image modified from
Rosser1954 (license CC BY-SA 4.0) https://commons.wikimedia.org/wiki/File:
A_budding_model_yeast_cell._Utrastructure_details._3D_printed.jpg,
https://creativecommons.org/licenses/by-sa/4.0/deed.en
(Müller et al., 2011). The key features of this transport are reviewed
in Heym and Niessing, 2012. Using a microarray-based screen, more
than 30 further mRNA species were found to specifically bind She
proteins, and to depend on these genes for bud-localization (Oeffinger
et al., 2007; Shepard et al., 2003). X-ray crystallography revealed that
She2p and She3p jointly bind to localization elements of the transported
mRNA to tether it specifically to the Myo4p-containing transport com-
plex once mRNA is in the cytoplasm (Edelmann et al., 2017). Cis-acting
elements of transported mRNAs are mostly strucural, i.e., not directly
related to the coding sequence, and as in mASH1, mCLB2 contains
redundant localization motifs in the untranslated region (UTR) and
coding sequences (Shepard et al., 2003). This suggests that molecular
details of the transport process investigated for mASH1 may be appli-
cable to mCLB2. While mASH1 bud localization entails enrichment of
Ash1p in the bud, more than half of the protein species translated
from bud-localized mRNA, including Clb2p, is symmetrically dis-
tributed between mother and daughter (Gonsalvez et al., 2005), posing
the question why mRNA becomes localized in the first place. For
mCLB2 a role in gauging bud synthetic capacity, a kind of molecular
rheostat, has been suggested to ’motivate’ this localization (Kejiou and
Palazzo, 2017; Spiesser et al., 2012 see section 1.2.2). Transport compe-
tent mRNPs start to form already in the nucleus (section 1.2.1), and are
reported to dissociate once mRNA becomes anchored to the bud tip in
a translation-dependent manner (Gonzalez et al., 1999; Takizawa et al.,
1997). A number of variants of She-mediated RNA transport have been
described. Lange et al., 2008 reported cotransport of MS2/λ boxB RNA
tagged mRNA species (IST2 and ASH1). Further it was suggested that
inheritance of the endoplasmic reticulum is coupled to the transport of
certain mRNA species during S/G2, but not for transcripts later in the
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cell cycle (Fundakowski et al., 2012). In this mechanism, of potential
relevance for mCLB2 which peaks in late G2, mRNAs are hitchhiking
on cortical ER tubules, similarly as reported in other organisms (Crofts
et al., 2004; Deshler et al., 1997). The active transport mechanisms for
mCLB2 as outlined in this paragraph would not only suggest that this
transcript is virtually exclusive to the bud; it would at the same time
imply straight or curvilinear mRNP trajectories following the subcorti-
cal actin filaments. These directed bouts of transport could, of course,
be interspersed with stalling phases or even retrograde transport, as
is the case in axonal mRNA transport (Monnier et al., 2015; Park
et al., 2014). This behavior is outside the reach of most experiments
of mRNA motion in living cells. Although single molecule resolution
is often achieved now, most microscopy methods lack optical depth
to keep molecules in focus for longer periods or temporal resolution
to reliably link detected particles over time (Fundakowski et al., 2012;
Saroufim et al., 2015). This leads to another central question which I
addressed with single molecule techniques outlined in the subsequent
section: Is the observed dynamics of mCLB2 compatible with the active
partitioning mechanism suggested by microarray studies, i.e., ASH1
type She-dependent actomyosin transport (Shepard et al., 2003)?
1.5 single particle tracking
Single particle tracking (SPT) is a photon-limited technique. To achieve
long trajectories, avoid unnecessary light-stress and achieve a high
signal to noise ratio (SNR), it is essential to choose an appropriate
fluorescent label, camera and microscope. To motivate my choice of tools,
the most prominent live-cell mRNA labeling technique (MS2 system)
will be introduced and discussed in comparison to other methods.
Further on, I will compare applicable camera types and discuss some
aspects of the applied microscope build to complement this rationale.
1.5.1 MS2 live cell mRNA tagging system
The MS2 system, developed by the laboratories of Roy Long and
Robert Singer (Bertrand et al., 1998) was the first of an array of sys-
tems to visualize mRNA in living cells. In the following years the
boxB/λN peptide method (Lange et al., 2008) and the PP7 system
(Chao et al., 2008) were published, offering alternatives to the MS2 sys-
tem and facilitating the observation of more than one mRNA species
in living cells. All of these methods rely on high-affinity interactions
of a repetitive stem-loop structure inserted into the mRNA of interest
with fluorescently labeled complementary protein that is derived from
the coat of their eponymous virus. In the U1A method (Brodsky and
Silver, 2002), an RNA-binding domain of the human U1 small nuclear
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ribonucleoprotein A (U1A) binds specific RNA-hairpins (Allain et al.,
1997; Zeng and Hall, 1997). Apart from these protein-aptamers, fluo-
rogenic RNA aptamers that light up when binding their target RNA
have gained increased attention. Besides the pioneering showcase of
methods by the lab of Samie Jaffrey - Spinach (Paige et al., 2011),
Broccoli (Filonov et al., 2014) and Corn (Warner et al., 2017) - that rely
on the encapsulation of a hydroxybenzylidene imidazolone-derivative,
also other small molecule fluorophores have been used to design RNA
mimics of fluorescent proteins (Dolgosheina et al., 2014; Steinmet-
zger et al., 2019; Wirth et al., 2019). While these RNA aptamers are
structurally diverse - as opposed to all fluorescent proteins except for
mNeonGreen (Shaner et al., 2013) - most aptamers coordinate their
small molecule fluorphore in G-quadruplexes (Warner et al., 2014). Re-
cently, arrays of multiple Mango II RNA aptamers have been shown to
achieve single RNA resolution in living cells (Cawte et al., 2020). Since
RNA aptamers provide a background-free alternative to the viral coat
protein based methods while offering similar brightness, I expect the
former techniques to (partly) replace the latter. While the MS2 method
in principle can take advantage of small molecule fluorophores, which
can be much brighter and more photostable, for RNA visualization
in living yeast cells fluorescent proteins are the norm (Hocine et al.,
2013; Neurohr et al., 2018; Saroufim et al., 2015). This is mostly due
to S. cerevisiae’s effective export mechanisms for xenobiotic molecules,
namely the three ATP-binding cassette multidrug resistance (ABC-MDR)
transporters PDR5, SNQ2, and YOR1 (Ball et al., 2016), and possibly
further export proteins (Robert Singer, pers. comm.). While it has been
reported that triple deletions of the ABC-MDR transporters can increase
labeling with organic fluorophores (O6-benzylguanine derivatives)
four-fold (Chidley et al., 2011) these cells show a severe phenotype
(Chidley et al., 2011; Kolaczkowski et al., 1998). At least one study,
however, points at the possibility to perform SPT using electropora-
tion on mutants with a single ABC-MDR gene deletion (∆pdr5), which
only show a mild phenotype, and yet improved the incorporation of
HaloTag ligands by a factor of 20 (Ball et al., 2016).
It has been found that the MS2 system can hinder Xrn1-mediated
mRNA decay in yeast, particularly when MS2 coat proteins (MCPs)
are bound to the MS2-stem loop sequence (MSL) (Garcia and Parker,
2015, 2016; Tutucci et al., 2018). Previously, defects in MS2-tagged
mRNA degradation had been found in Escherichia coli (Golding and
Cox, 2004). Garcia and Parker, 2015 questioned on these grounds,
whether the MS2 system should be used to quantify subcellular RNA
localization. While this publication has been criticized for solely re-
lying on northern blots that do not have the potential to address
subcellular localization (Haimovich et al., 2016), further studies on
possible MS2-related artefacts followed. A study by Heinrich et al.,
2017 detailed artefacts caused by the MS2 system finding that local-
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ization and metabolism of different mRNA species to be abnormal
in MS2-tagged budding yeast strains. However, they found only mi-
nor defects in glucose-rich conditions, such as used in the current
study. Contrary to the findings by the previously cited studies (Garcia
and Parker, 2015, 2016; Tutucci et al., 2018), the defects were found
irrespectively of the presence of MCPs. Later on, a detailed study on
mammalian β-actin-mRNA metabolism concluded that the MS2 sys-
tem does not disturb the degradation of MS2-tagged mRNA (Kim
et al., 2019). One important factor contributing to these seemingly con-
tradictory findings are differences in mRNA stability. In mammalian
cells, transcriptome-wide mRNA half-life times (t1/2) in the range of
hours have been reported. For mouse embryonic stem cells t1/2 = 7.1 h
has been found (median, Sharova et al., 2009), whereas for mRNA
in human cells t1/2 ≈ 10 h has been published (Yang et al., 2003). In
these studies mRNA metabolism is heavily perturbed by polymerase
inhibitor actinomycin D, though. As will be shown in the case of yeast,
perturbation-free mRNA stability assays can lead to very different
results. In contrast to the data for mammalian cells, transcriptome-
wide t1/2 of mRNA in yeast has been reported to be 20/23 minutes
(mean/median) according to a temperature-shift induced transcrip-
tion shut-off experiment (Wang et al., 2002). Using a 4-thio-uracil (4TU)
metabolic labeling (Miller et al., 2011; Sun et al., 2012), the group of
Karsten Weis reported similar values in a perturbation-free experiment
(Munchel et al., 2011). A recent 4TU labeling experiment - involving
the same group - refined the protocol of the previous publication to
improve separation of labeled/unlabeled mRNA and found much
shorter t1/2 of 4.8/3.6 minutes (mean/median) (Chan et al., 2018).
In agreement with the latter metabolic labeling study, investigating
the stability of CLB2 with smFISH data, revealed a t1/2 of 3.7 minutes
in asynchronous yeast cultures (Trcek et al., 2012). Binning cells by
morphological markers into cell cycle phases revealed that during
mitosis t1/2(CLB2) was as low as 1.8 ± 0.5 min, while CLB2 mRNA
was virtually stable throughout the rest of the cell cycle. In response to
the critique aimed at MS2-induced artefacts, a modified version of the
MS2 system, exhibiting a decreased affinity between MCPs and MSLs
has been published (Tutucci et al., 2018) and, importantly, indepen-
dent controls, such as smFISH regained attention (Heinrich et al., 2017;
Kim et al., 2019; Tutucci et al., 2018). However, even publications that
do control for RNA-metabolism effects often fail to control for MS2-
induced mislocalization effects. Several publications only observe the
localization of the MS2-tagged mRNA, e.g., by smFISH, while omitting
the localization of untagged mRNA (Haimovich et al., 2016; Hocine
et al., 2013; Kraut-Cohen et al., 2013). While this is useful to check the
labeling efficiency of MS2, possible interference with the mRNA life
cycle will not be detected in this case.
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1.5.2 Camera types for single particle tracking
For SPT, most labs use electron multiplying charge coupled device
(EMCCD), charge coupled device (CCD) or scientific complementary
metal-oxide-semiconductor (sCMOS) cameras. Camera-related noise,
the variation of the measured signal given a constant and uniform
illumination, is an important factor for low-light applications like SPT.
All scientific cameras are affected by a number of noise sources; the
most prominent ones being photon shot noise, thermal noise and read-
out noise (Mandracchia et al., 2020; Vliet et al., 1998). The accuracy
of single molecule localizations is thus limited by the sum of a Pois-
son, and Gaussian random variables (Ober et al., 2004), as discussed
further down. Ober et al., 2004 provided fundamental limits for the
localization accuracy of any object imaged by a lens, as defined by
the standard deviation of particle locations estimated from repeated
experiments, by recurring to the Fisher information matrix and its
inverse, the Cramér-Rao lower bound (CRLB) (Kay, 1993; Rao, 1965;
Zacks, 1971). Discretization effects due to the camera pixel size, as
well as camera readout noise were also included to allow estimat-
ing experimentally achievable accuracy. For experimental conditions,
i.e., camera pixel size, fluorophore optical efficiency, acquisition time,
wavelength, magnification and photon noise similar to those found
in my project, they estimated limits in the range of 10 nm (see also
chapter 4). Photon shot noise simply passes the statistical distribution
of incoming photons, the Poisson distribution, on to the generation
of photoelectrons and is thus a fundamental lower limit for the noise
level. Gaussian noise comes from the camera readout process (Janesick,
2001) and thermal noise. The latter can be effectively lowered by cool-
ing (Vliet et al., 1998), which is why modern cameras operate at -40◦C
to -80◦C, some CCD cameras at -100◦C. The above camera types rely
on the accumulation of charge (photoelectrons) in each pixel that is
proportional to the amount of impinging photons. Whereas in sCMOS
cameras each pixel consists of an integrated silicon circuit that converts
this charge to a voltage-signal, the charge-voltage conversion of the
signal takes place outside the camera chip in CCDs. The transfer and
external conversion of the signal in CCDs is key to both the slower ac-
quisition speeds and the outstanding sensitivity required for low-light
applications (Brouk et al., 2010; Hain et al., 2007; Mandracchia et al.,
2020). The serial processing of the signal in EMCCDs is slower than the
parallel processing in sCMOS cameras. This design also allows for the
distinctive on-chip-multiplication of photoelectrons in EMCCDs, caused
by stochastic impact ionization events in the multiplication register
that amplifies the signal above the read-noise, at the cost of caus-
ing amplification noise (Andor). In sCMOS, however, the non-uniform
photo-response of different pixels is exacerbated by differences in
the downstream-processing units, which also differ slightly between
pixels (Mandracchia et al., 2020). It is noteworthy that camera technol-
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ogy is developing quickly and that the isolated consideration of their
specifications can be misleading. By way of example, the preference
for EMCCD cameras for SPT is commonly attributed to their superior
quantum efficiency (QE) of up to 95% (i.e., how efficiently photons
are converted to photoelectrons) compared to sCMOS (e.g. Diezmann
et al., 2017). Camera manufacturers, however, warn against this no-
tion since the amplification noise in EMCCD effectively halves the QE
(Andor), which shifts the balance in favor of sCMOS as these recently
also achieved a QE of 95% (e.g. cameras from Andor or Teledyne Pho-
tometrics). To understand the tradeoff between speed and different
components of camera-related noise in detail, the reader is referred to
reviews (Diezmann et al., 2017; Hain et al., 2007; Joubert and Sharma,
2011) and comparative studies by camera manufacturers (Andor; Fuller-
ton et al., 2012). In effect, for this study a back-illuminated EMCCD
has been chosen since the low-light sensitivity outweighed the slower
acquistion speed; although CCD cameras have been expected to be
supplanted by CMOS technology for decades (Fossum, 1993), which
finally might happen with recent advances in sCMOS production and
image enhancement software (Diezmann et al., 2017; Mandracchia
et al., 2020).
1.5.3 Microscopes for tracking single cytoplasmic molecules
Observing dynamics of single, freely moving intracellular molecules,
like proteins or mRNA, poses a challenge for microscopy. To achieve
high resolution and SNR along with sufficient speed of acquisition
to avoid motion blur and the linking of objects from one frame to
the next, total internal reflection fluorescence (TIRF) microscopy is a
common choice for single particle tracking in living cells (Anderluh
et al., 2014; Elf and Barkefors, 2018; Schnyder et al., 2011). However,
the evanescent field in TIRF only allows imaging processes at a dis-
tance up to ∼ 200 nanometers from the cover slip; which limits its
use largely to membrane associated molecules - particularly in yeast
cells, which possess a cell wall that has been reported to be between
70 nm (Srinorakutara, 1998) and 115 nm (Dupres et al., 2010) thick
in cells grown on glucose. This limitation is alleviated in highly in-
clined and laminated optical sheet (HILO) microscopy (Tokunaga et
al., 2008), at the cost of SNR that lies between TIRF microscopy and
conventional widefield fluorescence microscopy. This technique relies
on an illumination angle that is lower than in TIRF but not parallel to
the optical axis as in widefield microscopy to minimize the illumina-
tion area and thereby enhancing SNR. It is thus also known as ’dirty
TIRF’. Another method for single molecule tracking in living cells
that offers particularly high axial resolution is spinning disk confocal
microscopy (SDCM). Applications that are of particular interest for this
work are the tracking of intranuclear mCLB2 (Saroufim et al., 2015) and
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the simultaneous imaging of single mRNA and the encoded nascent
protein (i.e., the visualization of single translation events in living cells,
Yan et al., 2016). However, the limited focal depth of SDCM leads to
another challenge: If the molecules of interest are not confined to the
focal plane as in the two previous examples (the nuclear envelope
in Saroufim et al., 2015, a membrane-anchor in Yan et al., 2016) their
observation is limited to very short trajectories, as they would sim-
ply move away from the focal plane. Similarly to SDCM, light sheet
microscopy (Huisken et al., 2004; Keller and Ahrens, 2015; Siedentopf
and Zsigmondy, 1903) offers a chance to excite fluorescence in a more
restricted axial range, which improves axial resolution. As a narrow
sheet of excitation light is coupled into the sample perpendicularly to
the detection objective, pinholes that prevent light from out-of-focus
planes, but also limit the light efficiency in confocal microscopes, are
not required. Light sheet microscopes are therefore an excellent choice,
particularly where phototoxicity- and bleaching is limiting, e.g., for
developmental biology (reviewed in Wan et al., 2019), where this tech-
nique allows imaging of entire embryos at single cell resolution over
extended time periods. Most light sheets are, however, simply too thick
or too short to benefit single molecule studies µm (Planchon et al.,
2011): Assuming the light sheet has a Gaussian intensity distribution,
there is a tradeoff between the achievable minimum thickness and the
length over which it is approximately uniform, the so called Rayleigh
range. In the last decade, a range of light sheet varieties have emerged
that pushed this limit. One method that further confines the region
where fluorescence is excited, is multiphoton microscopy (Denk et al.,
1990), which has been used for light sheet microscopy (Maioli et al.,
2020; Truong et al., 2011). Dual-view setups, where two orthogonal
excitation light paths are used alternatingly to improve axial resolu-
tion have also been presented (Wu et al., 2013). The method I chose
for my project is part of a family of methods where the Gaussian
intensity profile is replaced by carefully engineered intensity profiles,
e.g., Bessel beams (Fahrbach et al., 2010; Gao et al., 2014; Planchon
et al., 2011) or Airy beams (Hosny et al., 2020; Vettenburg et al., 2014).
The setup I used is based on a lattice light sheet, consisting of an array
of parallel, interfering Bessel beams (Chen et al., 2014). In LLSM, an
individual light sheet is only about twice as thick (< 600 nm) as the
optical depth of the objective (NA 1.1, equation (7)). This makes optical
sectioning of yeast cells worthwile, as such a light sheet is - at a high
Rayleigh range - much thinner than a yeast cell. This was instrumental
for my time lapse imaging throughout the yeast cell cycle, as it limits
phtotoxicity. While I did also attempt mRNP tracking with the LLSM, as
image acquistion is fast at up to 300 frames per second (fps), volumetric
imaging is still sequential and accordingly slows down imaging. The
simplest form of fluorescence microscopy, widefield epi-illumination
microscopy, is commonly applied for live cell SPT. Like in light sheet
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microscopy, there are no elements in the optical path that hamper the
light efficiency, such as the pin holes in confocal microscopes. There
are a number of publications that rely on widefield microscopy for SPT,
including single molecule translation experiments (Pichon et al., 2016;
Wang et al., 2016; Wu et al., 2016). This common imaging modality
excites fluorescence in a volume ranging from 1 to 100 µm in diameter
and the excited fluorescence is detected by a camera (or the eye of
an observer), obviating the need to scan that slows down confocal
methods. For single mRNA detection in live cells, high numerical aper-
ture (NA) objectives are commonly used, which achieve a high lateral
and axial resolution. The resolution can be described by 0.61 · λ/NA
and λ/NA2 in the lateral and axial direction, respectively, which ex-
plains why high NA are preferred for single molecule detection. For
the investigation of processes including movement along the optical
axis of the microscope, there is, however, a tradeoff, since the NA is
inversely proportional to the optical depth (also called depth of field)
of the microscope. This property describes the axial distance range
from the objective within which an object appears sharp. A common
formula for the calculation contains a superposition of a wave optic






M · NA e (7)
where dtot denotes the optical depth in µm, λ the wavelength of the
excitation light source in µm , n the refractive index of the immersion
oil (usually 1.515), M the (lateral) magnification of the applied objective
and e the smallest resolvable distance of a microscope detector in µm.
For green light (λ = 0.55 µm) and using a high (1.4) or intermediate
(1.25) NA 100x objective the total optical depth is in the range of
0.5-0.8 µm. There is some controversy around formulas suited for
the determination of optical depth in high NA, diffraction limited
microscopy and other formulas have been suggested. Young et al.,
1993 suggested a different formula that yields an even lower estimate
for the optical depth attainable with a given setup 3:
dtot = 2 ·
λ






2 formula taken from Nikon’s dedicated website Depth of Field and Depth of Focus
3 To compare these formulas I added a factor 2 to this and the subsequent formula,
as the authors treat the maximum distance from the theoretical focal plane that
appears in focus, while I use the total optical depth extending symmFetrically from
the nominal focal plane.
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Here, the optical depth would lie between 0.3 and 0.4 µm given
identical parameters as before for NA = 1.4 and 1.25, respectively. A
further formula by Born and Wolf, 1999




yields optical depths of 0.3 and 0.36 µm, respectively. Importantly
for this discussion, these values constitute an upper boundary for
widefield and all confocal microscopy techniques. Investigating the
3D motion of cytoplasmic mRNA with standard widefield microscopy
invariably leads to an underestimation of its movement. Contrasting
widefield and 3D microscopy, it has been shown that RNA moving in
the axial direction by up to 1.5 µm might be classified as stationary by
widefield microscopy (Thompson et al., 2010). Therefore, I will outline
strategies to overcome this ’partial blindness’.
1.5.3.1 Entering the third dimension
To reconstruct larger three-dimensional volumes, the sequential acqui-
sition of a series of focal planes, widely used in widefield, confocal and
light sheet / selective plane illumination microscopy (SPIM), could be
used. However, this inevitably leads to a decrease in maximum frame
rate (by a factor of ≈ number of planes), which renders the linking
of freely moving particles from one frame to the next in a crowded
intracellular environment virtually impossible (Moerner, 2007). The
motion of the tracked particles can furthermore lead to some being
counted multiple times in different focal planes, while others might
not be detected at all. Since I am analyzing the cytoplasmic motion
of freely moving mRNPs I turned to advanced imaging techniques
allowing the instantaneous observation of multiple focal planes, i.e.,
an increased effective optical depth. This allows the extraction of long
trajectories that could improve our understanding of spatiotemporal
dynamics of cytoplasmic mRNA which so far is mostly shaped by
the analysis of short trajectories (Elf and Barkefors, 2018; Persson
et al., 2013). Over the last decades, three main families of methods
have emerged that transcend (i) the limited optical depth of widefield
microscopes; (ii) the weaknesses of sequential imaging of focal planes
and (iii) the poor axial resolution of most optical microscopes, ideally
all at a time. These methods rely either on the simultaneous acquisition
of several focal planes; a ’tailored’ point spread function (PSF) that
encodes the axial position of an emitter in the 2D shape of the signal
detected on a single camera, or lastly on methods that are sensitive
to the relative position of the emitter to fixed optical components in
the light path. I will discuss the two families of methods I deem most
accessible 4 for the study of cytoplasmic RNPs below; a timely review
4 While some methods of the last family are simply limited to axial localization close
to surfaces (few 100 nm), others, e.g, interferometric methods that use light-phase,
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of available methods can be found in Diezmann et al., 2017.
Multifocus methods
The simplest implementation of a microscope capable of simulta-
neous acquisition of more than one focal plane has been developed
in the lab of W. E. Moerner. This instrument, termed multifocal plane
microscopy (MUM), relies on precise alignment of 2 detectors that are
focused on different planes of the same sample (Prabhat et al., 2004,
2007; Ram et al., 2008). The authors applied epifluorescence and TIRF
microscopy simultaneously, which lead to an ≈ 1 µm optical depth
within which the axial position of the emitter could be determined
with high precision, allowing the extraction of trajectories that contain
information of complex 3D dynamics of intracellular molecules. Ram
et al., 2012 extended this method to a total of 4 focal planes, i.e., 4 cam-
eras placed at different positions along the tube lens of a microscope,
to track the motion of quantum dot tagged single proteins in a 10 µm
thick volume. It appears to me that one bottleneck of these techniques
consists in the application of 50:50 beamsplitters in the emission light
path before and between each detector. This leads to an exponential
decay of the light intensity in additional focal planes, requiring a dou-
bling of the excitation light intensity for each additional plane, leading
to increased phototoxicity and bleaching of the fluorophore. A further
complication of this method, as noted by Abrahamsson et al., 2013,
is that spherical aberrations hamper resolution and contrasts if the
camera is not in the focal plane. A setup avoiding optical aberrations
and circumventing the need for multiple cameras, aberration corrected
multifocus microcscopy (acMFM) (Abrahamsson et al., 2013, 2016), is
the method I chose for analysis of RNP movement in the yeast cyto-
plasm. This technique, which I describe in more detail in section 2.2.2,
provides an instantaneous stack of nine focal planes on a single camera
and primarily relies on a diffractive multifocus grating (MFG) generat-
ing focus shifted images (the additional focus planes) and two further
optical elements that revert chromatic dispersion introduced by the
MFG and distribute the focal planes on the camera chip. Conceptually,
the MFG plays a similar role to the phase modulators in PSF engineer-
ing methods discussed below. An important difference is, however,
that a point shaped emitter produces a diffraction limited spot PSF
in 2D in acMFM, whereas PSF engineering methods result in a more
complex 2D PSF. When more than one fluorescent particle is present,
rather than -intensity are amenable to the analysis of the cytoplasm. So far these
methods, such as iPALM (Shtengel et al., 2009), 4Pi microscopes (Middendorff et al.,
2008; Wang et al., 2020) have been mostly angled at super-resolution microscopy
and I am not aware of SPT optimized setups. This might in part be due to the more
complex setups and need for nanometric alignment for interferometic methods, while
PSF engineering and aberration corrected multifocus microcscopy (acMFM) build on
conventional widefield microscopes.
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the latter techniques can suffer from overlapping PSFs. In acMFM, the
lateral field of view is in turn drastically reduced, since the 3x3 array
of focal planes is detected on a single camera. On the flipside, for a
given SNR, acMFM leads to ∼ 10x higher bleaching than single-plane
epifluorescence microscopy (Chen et al., 2014). As the acquisition of
simultaneous focal planes relies on diffraction, reconstruction of the
total volume poses additional challenges: Axial spacing, as well as the
lateral deviation of different wavelengths necessitate careful image
registration (Smith et al., 2015), and the use of MFGs tailored to specific
wavelengths. The setup employed in this work covered a wavelength-
dependent optical depth of ∼ 4-5 µm by 9 evenly spaced focal planes.
Since this is the approximate size of haploid yeast cells, I did not aim
for higher focal depth. In principle, acMFM can accommodate more
focal planes, thus increasing optical depth. A setup utilizing 25 focal
planes (a 5x5 array), in conjunction with polarization microscopy has
been built (Abrahamsson et al., 2015). However, this setup further
limits the lateral field of view and requires higher excitation light
intensity, which is already limiting - particularly when using fluores-
cent proteins, which are less photostable and less bright than small
molecule fluorophores.
Figure 3: Main optical components and light beams for acMFM. After passing
through the primary focus of the microscope (F), light is diffracted
and phase shifted at the multifocus grating (MFG). Light from above
and below the nominal focal plane is split into 8 first order diffrac-
tion beams (± 1,1 in x,y; only 2 additional focal planes (encoded by
different colors) are shown for simplicity. The chromatic correction
grating (CCG) and a prism revert chromatic shifts introduced by
the MFG and direct the beams to their respective positions on the
camera chip.
PSF engineering methods
The second family of 3D microscopy approaches I want to discuss is
PSF engineering. In a straightforward application, a weakly cylindrical
lens in the back focal plane introduces astigmatism and encodes the
axial position of an emitter in the eccentricity of the 2D PSF (Holtzer
et al., 2007; Huang et al., 2008; Kao and Verkman, 1994). This elegant
technique exploits that images of a diffraction limited emitter appear
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circular when in focus, while their shape changes to an ellipsoid at
positions above and below the focal plane. While this technique can
even detect whether an emitter is above or below the focal plane
- as the orientation of the ellipsoid is different in these cases - it
is limited to an optical depth of ∼ 1µm. A whole zoo of methods
applying tailored PSFs for increased focal depth and axial resolution
has since been devised, including phase-ramp (Baddeley et al., 2011),
self-bending (Jia et al., 2013, 2014), double-helix (Casolari et al., 2012;
Pavani et al., 2009; Thompson et al., 2010), corkscrew (Lew et al.,
2011), and saddle-point PSFs (Shechtman et al., 2014, 2015). They allow
simultaneous imaging of optical dephts of up to 3 µm; in the case of
saddle-point (or tetrapod) PSFs up to 20 µm and encode axial position
in the shape of the 2D PSF on the camera chip (Diezmann et al., 2017;
Moerner et al., 2015). For these methods, a phase modulator is placed
in the Fourier plane of a microscope to multiply the Fourier transform
of an emitter with a transfer function specific for the tailored PSF
(Pavani and Piestun, 2008; Pavani et al., 2009). An important tradeoff
for PSF engineering methods is the ’footprint’ of the 2D structure
pertaining to a single imaged particle on the microscope’s camera.
The tailored PSF with the highest optical depth (20 µm tetrapod)
encodes axial position by a complex pattern of up to 8 lobes per
imaged particle (Shechtman et al., 2015), limiting its application to
sparsely distributed fluorescent particles. A further consideration is
the theoretical axial precision that can be achieved with a given PSF
as defined by the CRLB5 tends to be lower for PSFs with higher optical
depth (Diezmann et al., 2017). The latter point is, however, not a strict
rule, and the double helix point spread function (DH-PSF) has both
higher axial resolution (in the range both methods are applicable) and
optical depth compared to astigmatism microscopy (Badieirostami et
al., 2010). To exemplify some of the aspects of PSF engineering methods,
I chose DH-PSF microscopy since (i) it offers high axial resolution and
optical depth at a reasonable camera-footprint and (ii) it has been
used to investigate cytoplasmic mRNPs diffusion (see section 1.4.1
Lampo et al., 2017; Thompson et al., 2010) and transport (Casolari
et al., 2012) in yeast. For this technique, the PSF has been tailored to
consist (in 2D) of two lobes symmetrically rotating around a central
axis as a function of the axial position of the emitter. A spatial light
modulator consisting of a reflective liquid crystal that only affects
phase (not amplitude) of the reflected light is loaded with a phase
mask resulting in the characteristic rotating intensity distribution
(Pavani and Piestun, 2008; Piestun et al., 2000). This setup has proven
capable of resolving two photoactivatable emitters that are only ∼
20 nm apart in any direction (Pavani et al., 2009). However, for live
5 More precisely, the CRLB is the inverse of Fisher information and denotes the lower
bound of the variance an unbiased estimator can achieve (Kay, 1993). For microscopy
it serves, e.g., as a benchmark for localization precision.
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cell applications there are some limitations, both regarding efficient
use of the photon-budget and overlapping PSF-lobes when more than
1 tagged molecule is observed. More than 3/4 of the emitted light
is lost, compared to a widefield fluorescence microscope, as emitted
light is reflected from the spatial light modulator (Pavani et al., 2009),
while the main bottleneck for light-efficiency in acMFM - the multifocus
grating (MFG) - has been optimized to lose only 14% of the diffracted
light (Abrahamsson et al., 2016). The race for light efficiency in 3D
techniques for in vivo SPT might be more even between these techniques
now, as more recently the reflective phase modulators were replaced
by transmissive dielectric phase masks with purportedly superior light
efficiency (Gustavsson et al., 2018). As for overlapping PSFs, which is
undeniably more of an issue for DH-PSF microscopy than techniques
with widefield PSF due to the higher camera-footprint, an effect seems
to be that published SPT experiments focus on molecules present in
very low numbers per cell. While Thompson et al., 2010 and Casolari
et al., 2012 report 0-3 molecules of interest per cell, (Lampo et al., 2017)
focused mainly on cells with a single molecule per cell.
1.6 aims
I wanted to use single molecule live cell techniques to study spatial as-
pects of post-transcriptional regulation on different time scales. On the
sub-second to second time scale my aim was to characterize the mo-
tion of cytoplasmic mCLB2. In particular: Is the observed dynamics of
mCLB2 compatible with the active partitioning mechanism suggested
by microarray studies, i.e., ASH1 type She-dependent actomyosin trans-
port (Shepard et al., 2003) and live cell imaging for other localized
mRNA species in yeast (Bertrand et al., 1998; Fundakowski et al., 2012;
Thompson et al., 2010)? To this end, I observed single cytoplasmic
mRNA using acMFM and contrasted the dynamics of mSIC1, which is
not expected to be actively transported with mCLB2, for which a trans-
port mechanism is assumed to be known. I tested if acMFM, differently
from the methods used so far, can reliably track single mRNA in yeast
cytoplasm in presence of many virtually undistinguishable tagged
molecules. On time scales of minutes to hours, I investigated the local-
ization of mCLB2 throughout the cell cycle. By LLSM I addressed the
question whether the localization of mCLB2 in living cells is related
to cell cycle progression. Specifically: Is bud localization of mCLB2
reproducibly observed in premitotic yeast cells? Can live cell single
molecule methods corroborate the localization observed in fixed cells
(Trcek et al., 2011) and in live cell experiments lacking single molecule
resolution (Shepard et al., 2003)?

2 M AT E R I A L A N D M E T H O D S
2.1 material
2.1.1 Yeast strains
For all experiments haploid strains of the eukaryotic model organism
budding yeast (Saccharomyces cerevisiae) were used. The strains used in
this project are derived from the common laboratory strain BY4741,
which is isogenic to the reference strain S288C (Winston et al., 1995).
As the genome of BY4741 has been largely stripped of homologies
to common marker genes it retains vectors more readily than other
strains (Baker Brachmann et al., 1998).
2.1.2 Strains for live cell imaging
For live cell imaging, strains with MS2-labeled CLB2 or SIC1 mRNA
(24 MS2 binding site (MBS)) and fluorescent fusion proteins marking
nuclei and bud necks as cell cycle markers (CLB2-tagged cells only).
For both species of mRNA (CLB2 or SIC1) fluorescently tagged MCPs
expressed from the genomic HO-locus was used. The fluorescent tags
consisted of either 4xmGFP or 2xmNeonGreen (Shaner et al., 2013).
All strains are listed in table 1. The first strain in the list carries all
genetic modifications of the strain used for mCLB2 live cell imaging
except for MBS and has been used as control.
2.1.3 Single molecule fluorescence in situ hybridization (smFISH)
Genetically similar strains were used for smFISH and live cell imaging
of mCLB2, to allow for comparison of mRNA localization table 2. To
reduce the risk of spectral overlap, fluorescent cell cycle markers were
omitted.
2.1.4 Reagents, buffers and media
Suppliers
Standard chemicals were purchased from Merck KgaA (Darmstadt,
Germany), including their subsidiary Sigma-Aldrich (St. Louis, USA,
now MilliporeSigma), Thermo Fisher Scientific (Waltham, USA) or
Carl Roth GmbH & Co. KG (Karlsruhe, Germany). All other reagents
and biomolecules are listed in table 5. Corporate details: BD is Becton,
Dickinson and Company, Franklin Lakes, USA; NEB is New Eng-
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Table 1: Yeast strains for live cell imaging: All strains were derived from
BY4741. Primers for the construction of previously unpublished
strains are listed in table 4. ’MCP∆68−80’ is a version of MCP where
amino acids 68 - 80 were deleted for improved solubility. All strains
were designed for this project.strain genotype
Bud neck +
nucleus + MCP









neck + nucleus +
MCP




SIC1-MS2 + MCP MATa his3∆1 leu2∆0 met15∆0 ura3∆0(Spc42-
mTurquoise::loxP)(Sic1::Sic1-24xMBS-loxP)
HO∆0::pMet-MCP∆68−80-2xmNeonGreen
Table 2: Yeast strains for smFISH: All strains were derived from BY4741. The
strain ’CC markers’ was constructed for (Amoussouvi et al., 2018).
The strain clb2∆ is part of the Saccharomyces Genome Deletion
Collection at Stanford University.strain genotype
CLB2-MS2 + MCP MATa his3∆1 leu2∆0 met15∆0 (Spc42::Spc42-
mTurquoise KanMX4) Clb2 3’UTR::24xMBS
HO∆0::pMet-MCP∆68−80-2xmNeon
CC markers MATa his3∆1 leu2∆0 met15∆0 (Whi5-
Tag GFP::loxP) (Spc42::Spc42-mTurquoise
KanMX4))
clb2∆ MATa his3∆1 leu2∆0 met15∆0 ura3∆0
(clb2∆::KanMX4)
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Table 3: Yeast strains for western blots: One strain is based on a strain used
for live cell imaging of CLB2; the other one possesses the same
genetic background but lacks the MS2 system. Both were tagged
with 3xFLAG-tags on the amino terminus of Clb2.strain genotype
3x FLAGTag-
Clb2, CLB2-MS2
+ bud neck +
nucleus






+ bud neck + nu-
cleus
MATa his3∆1 leu2∆0 met15∆0 ura3∆0 (Hhf2-
mTurqoise::loxP) (Cdc10-TagRFP::loxP)(CrispR
3xFLAG-Clb2 - term)
land Biolabs, Ipswich, USA; Biosearch are Biosearch Technologies in
Middlesex, UK, OMS is Omni Lifescience, Bremen, Germany and EMS
is Electron Microscopy Sciences in Hatfield, USA.
2.1.4.1 Growth media
Cells were cultured in synthetic defined (SD) or yeast extract peptone
dextrose (YPD) media.
Composition of SD medium: 0,17 % (w/v) yeast nitrogen base, 5‰(w/v)
ammonium sulfate, 2% (w/v) D-glucose and amino acid and nucleo-
bases (see table 7) in ddH2O, pH 7. For plates, 20 g/L agar were added
to the liquid medium after autoclaving. Once the medium cooled
down to 60◦C the pH was adjusted with NaOH to 6.5-7.5 D-glucose
and amino acids are added.
Composition of YPD medium: 1% (w/v) yeast extract, 2% (w/v) pep-
tone, 2% (w/v) D-glucose in ddH2O, pH 7. For plates, 20 g/L agar were
added to the liquid medium before autoclaving; once the medium
cooled down to 60◦C, the pH was adjusted with NaOH to 6.5-7.5 and
D-glucose was added.
2.1.5 Equipment
The setup of the precommercial microscopes used in this work is
described in detail below. Further equipment is listed in table 9.
Aberration corrected multifocus microscope (acMFM) at the Advanced Imag-
ing Center, Janelia Research Campus, Ashburn, USA (called Janelia
from now on). The setup is based on the description in Abrahams-
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Table 5: List of chemicals and reagents purchased for this work. As lyticase
concentrations are critical, for each batch the enzyme content was
measured. Complete company details in section 2.1.4.item prod. source
β-mercaptoethanol M6250 Sigma-Aldrich
Bovine serum albumin (BSA) A9418 Sigma-Aldrich
CasyTon 5651808 OLS
Dextran sulfate (MW= 10000u) D4911 Sigma-Aldrich
Concanavalin A 234567 Sigma-Aldrich
FISH probes (Stellaris) custom Biosearch
Formaldehyde (32% (w/v) 15680 EMS
Formamide (Deinoized, 99%) 10052370 Thermo Fisher
Lyticase L5263 Sigma-Aldrich




Salmon sperm, sheared 10249194 Thermo Fisher
SSC 20x, RNAse free AM9770 Thermo Fisher
TE buffer 12090015 Thermo Fisher
Triton X-100 HFH10 Thermo Fisher
Yeast nitrogen base (Invitrogen) Q30007 Thermo Fisher
Yeast extract (Bacto™) 211677 Thermo Fisher
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Table 6: Most buffers were prepared and stored for up to 6 months at 4◦C, hy-
bridization buffer at -20◦C; spheroplasting buffer and hybridization
washing solutions were prepared directly before the experiments.buffer composition
Buffer B
1.2 M sorbitol,100 mM potassium
phosphate in distilled, deionized
water (ddH2O), pH = 7.5
Hybridization buffer
10% formamide, 5 mM sodium
phosphate pH 7,5, 2x SSC, 0.02%
BSA, 10 mM VRC, 1 mg/ml DNA
competitor mix (1:1 E. coli tRNA
: salmon sperm DNA, sheared),
0.1 g/ml dextran sulfate
Hybridization wash-
ing solution
10% formamide, 1x SSC, ddH2O
Lyticase storage
buffer
100 mM potassium phosphate, pH




Buffer B, 0.2 % β-mercaptoethanol, 4 mM




100 mM Tris-HCl pH 6.8, 20%
(w/v) Glycerol, 1.5 M DTT, 10%
(w/v) SDS, 10 mMNaF, 100 µM




1X Tris-buffered saline, 0.1%
Tween® 20 detergent
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Table 7: Amino acids for SD medium. One or two of the italicized items
were omitted when selective media (SD-His, SD-Ura or SD-Leu) were
required for the retention of plasmids. Amino acids and D-glucose














Table 8: Antibodies used for western blots. Primary antibodies were pur-
chased from Sigma-Aldrich, secondary antibodies from LI-COR
Biosciences (Lincoln, USA).antibody prod.
Monoclonal ANTI-FLAG® M2 antibody (mouse) F3165
Anti-Glucose-6-Phosphate Dehydrogenase (G-6-PDH) A9521
IRDye 680RD Donkey anti-Mouse IgG Sec. Antibody 925-68072
IRDye 800CW Goat anti-Rabbit IgG Sec. Antibody 925-32211
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son et al., 2013. Several specifications were altered from the original
publication:
• Microscope frame: Eclipse Ti Inverted Microscope, Nikon (Chi-
yoda, Tokyo, Japan)
• Cameras: iXon3-DU897E X-8977 EM-CCD camera, 512x512 px,
pixel size 16x16 µm, QE ∼ 95 % at 500 nm, Andor Technology
(Belfast, UK)
• Objective Plan Apo λ 100x Oil NA 1.45, Working distance 0.13
mm, cover glass thickness 0.17, Nikon (Chiyoda, Tokyo, Japan)
• Excitation lasers:
– 405 nm, Stradus 405-100, Vortran (Sacramento, USA)
– 488 nm, 488 Sapphire, Coherent (Santa Clara, USA)
– 561 nm, MPB Lasertech (Edmonton, Canada)
• Dichroic mirror: Di01-R405/488/561/635 (Semrock, IDEX Cor-
poration, Lake Forest, USA)
• High Efficiency Multifocal Gratings (3x3), Custom design
– Design wavelength: 515 nm, z-spacing ∼ 400 nm emission
peak mNeonGreen: 517 nm; GFP: 509 nm
– Design wavelength: 600 nm, z-spacing ∼ 400 nm
• Humidity and temperature control, Okolab (Pozzuoli, Italy)
The lattice light sheet microcscopy (LLSM) setup at Janelia was used. The
setup is based on the description in Chen et al., 2014. Several specifi-
cations were altered from the original publication. The excitation and
detection pathway in this instrument are orthogonal to each other (as
usual in light sheet microscopes), but they are skewed in relation to the
sample axis (figure 4). Detection occurs at an angle of 31.8◦ leading to
a skewed image. Custom deskewing algorithms have been developed
at Janelia, and are routinely applied before data is further processed
and analyzed. Samples are mounted on circular, 5 mm diameter glass
coverslips (1 thickness, Warner Instruments, Cat.64-0700 (CS-5R) that
are cleaned with 1M KOH before sample mounting. The sample
is submerged in SD medium during the experiment, attached on a
custom-made sample holder. For optical sectioning the sample is
moved horizontally through the light sheet.
• Objectives
– Excitation: 0.65 NA, 3.74 mm working distance, water dip-
ping lens, Special Optics, (Denville, USA)
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Figure 4: The LLSM light path is skewed relative to the sample position and
samples need to be mounted in a particular way due to restrictions
imposed by the excitation objective. The sample is mounted on a 5
mm cover slip on a custom sample holder (cyan oval), excitation
light is coupled into the sample via a water dipping objective
(magenta arrow) and emitted light is detected via the objective
marked with a blue arrow. Photograph kindly provided by Dr.
Gabriele Schreiber.
– Detection: CFI Apo LWD 25x water dipping, 63x magni-
fication, 1.1 NA, 3 mm working distance, Nikon (Tokyo,
Japan)
• excitation lasers:
– 405 nm, diode laser, Oxxius (Lannion, France)
– 488 nm, fiber laser, MPB Lasertech (Edmonton, Canada)
– 560 nm, fiber laser, MPB Lasertech (Edmonton, Canada)
• Cameras: Orca Flash 4.0 v2 sCMOS, Hamamatsu (Hamamatsu,
Japan)
• Humidity and temperature control, Okolab (Pozzuoli, Italy)
• Software control, LABview, National Instruments, (Austin, USA)
2.1.6 Software
Numerous FIJI plugins were used, citeable plugins are listed separately
in table 10. Code for image analysis in FIJI (in Jython) was written
with input from forum.image.sc.
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Table 9: Major lab equipment; parts of the LLSM and acMFM prototypes at
Janelia are listed separately.equipment manufacturer
IX83 inverted microscope Olympus, Tokyo, Japan
Incubator Heraeus, Berlin, Germany
CASY® Cell Counter OLS OMNI Life Science, Bremen, Germany
Bioruptor sonicator Diagenode, Liège, Belgium
Spark plate reader Tecan, Männerdorf, Switzerland








Rueden et al., 2017; Schindelin et al., 2012
Schneider et al., 2012
TrackMate Tinevez et al., 2017
ImgLib2 Pietzsch et al., 2012
@msdanalyzer Tarantino et al., 2014
Custom Matlab code Jesse Aaron, Janelia
Custom Python code Jorin Diemer, HU Berlin
HMM-bayes Monnier et al., 2015
Jupyter Notebooks Project Jupyter, jupyter.org
R R Core Team, r-project.org
RStudio RStudio, Boston, USA
NIS Elements Nikon, Tokyo, Japan
CellSens Olympus, Tokyo, Japan
Kile kile.sourceforge.net
GIMP The GIMP team, gimp.org




• acMFM and LLSM: Dr. Gabriele Schreiber and I performed imaging
with help from Jesse Aaron and John Heddleston (Advanced
imaging center, Janelia Research Campus, USA)
• Western blots were performed by Dr. Gabriele Schreiber and
Christiane Müller
• Molecular cloning was performed by Dr. Gabriele Schreiber, Lisa
Mallis, Christiane Müller and myself
• Elutriation synchronization was performed by Dr. Gabriele Schreiber,
Lisa Mallis, Christiane Müller and myself
• Growth curves were recorded by Lisa Mallis and Christiane
Müller
• smFISH was performed by Dr. Gabriele Schreiber and myself
• Code which serves as basis for persistence analysis was provided
by Jorin Dimer
I designed the experiments presented here and analyzed data. Affili-
ation of contributors: All Theoretical Biophysics group (Humboldt-
Universität zu Berlin), except where indicated.
2.2.1 Construction of yeast strains
Integration of 24xMBS in CLB-3’UTR The 24x MBS sequence was cut
from Addgene plasmid 31865 (Bertrand et al., 1998) with BamHI and
BglII. After treatment with mung bean nuclease the MBS array was li-
gated in pLOXHIS5MS2L (Haim-Vilmovsky and Gerst, 2009) resulting
in pLOXHIS5 24xMBS. Since amplification of the MBS array and the
selection marker with loxP sites is difficult, we inserted homologous
sequences for the 3’ end of the CLB2 open reading frame (ORF) and
its 3’ UTR in SalI and SacII site of the resulting vector. Primers bearing
the homologous sequences are 1/2 and 3/4. From resulting vector the
24xMBS tagging cassette was cut with SfoI and used for transformation
in yeast. Positive clones were selected in SD-His and confirmed by
colony polymerase chain reaction (PCR) with primers 5 and 6. The
loxP flanked selection marker was removed by Cre recombinase.
Integration of MCP∆68−80-pMet17-2x mNeonGreen in HO-locus The native
viral coat protein encoded by pMS2-MCP-3xGFP Haim et al., 2007
was exchanged for the deleted version MCP∆68−80 from pG14 MS2-
GFP (Bertrand et al., 1998). 3xGFP was replaced by 2x mNeonGreen
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(Shaner et al., 2013) by homologous recombination due to the lack of
restriction sites, resulting in MCP∆68−80-2xmNeonGreen. A yeast codon
optimized version of mNeonGreen was derived from pUC57 mNeon-
Green (Mathuranyanon et al., 2015). For genomic integration in the
HO-locus, hybridized primer pairs bearing homologous sequences for
the target were ligated in BspEI and EagI sites of pMet17-MCP∆68−80-
2xmNeonGreen (primers 7/8 and 9/10). The integration cassette was
cut out of the vector using SnaBI. Yeast strains were transformed with
the integration cassette using the CrispR Cas9 yeast vector pML107
(Addgene plasmid 67639) Laughery et al., 2015 with the gRNA se-
quence: 5’-GTTTATTCATCCATTATGGACGG-3’. Yeast strains were
transformed with the integration cassette and the CrispR-Cas9 Plas-
mid and clones were selected in SD-Ura or SD-Leu. Positive clones
were confirmed by microscopy.
N-terminal 3xFLAG tagging of Clb2p 3xFLAG sequence from vector
template was PCR amplified with primer pair 11/12. The PCR prod-
uct with homologous sequences to the CLB2 N-terminus was ligated
into pJet1.2 (Thermo Fisher Scientific) and cut from vector prepara-
tion with ScaI. Yeast strains were transformed with the restriction
fragment, again using the CrispR Cas9 yeast vector pML107, with
the gRNA sequence: 5’- TTCTGTGTTTTCTATTGGGTTGG-3’. Clones
were selected in SD-Ura or SD-Leu. Positive clones were confirmed by
colony-PCR with primers 13/14.
Cdc10-TagRFP TagRFP was PCR amplified with primers 15/16 and
integrated in the PstI site of pUG72 (Euroscarf, Gueldener et al., 2002).
The Integration cassette with TagRFP and loxP-KlUra3-loxP selection
was amplified with primer pair 17/18 and used to transform yeast.
Clones were selected in SD-Ura and confirmed by microscopy. The
loxP flanked selection marker was removed by Cre recombinase.
Hhf2-mTurquoise The construction of Hhf2-mTurquoise was analogous
to construction of Cdc10-TagRFP. For amplification of mTurquoise,
primers 19/20 were used, while primers 21/22 were used to amplify
the integration cassette. Again clones were selected in SD-Ura and
confirmed by microscopy; the selection marker was removed by Cre
recombinase.
The endogenous markers for spindle pole bodies (Spc42-mTurquoise)
and Whi5-GFP were integrated for Amoussouvi et al., 2018.
2.2.2 Aberration corrected multifocus microscopy (acMFM)
To track mRNA in live cells, acMFM was used. acMFM makes use of light
stemming from an additional 8 planes, spaced at regular, wavelength-
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dependent intervals above and below the nominal focus plane. The
light path is outlined in figure 3, and detailed specifications of this
system are given in earlier publications (Abrahamsson et al., 2013;
Smith et al., 2015). This setup allows for the acquisition of instant focal
series of 9 planes on a single camera by appending three optical ele-
ments to the light path of a conventional epi-fluorescence microscope.
The major element, a binary multifocus grating (MFG), modulates
incoming light in two concerted ways. Here, light is diffracted by
passing through a grating function designed to create a 3 x 3 array
of diffractive orders (orders 0, ±1 in x- and y-direction), which are
the base of the resulting 9 image planes. To reverse the spherical
aberrations present in all but the 0-th order (the nominal focal plane),
the MFG is geometrically distorted, inducing a different phase shift
for each diffractive order. Thus, in each diffractive order, the spheri-
cal aberration pertaining to one specific distance from the nominal
focus plane is reversed; i.e light originating from this plane is now
in focus. Furthermore a chromatic correction grating (CCG) attenu-
ates the chromatic dispersion introduced by the MFG, and finally, a
prism deflects the individual diffractive orders to their position on
the camera chip. The red channel was diverted onto a second cam-
era by a dichroic mirror. 405 nm (mTurquoise), 488 nm (GFP/mNG)
and 561 nm (TagRFP) lasers were used for excitation. For imaging,
yeast cells were grown overnight on an orbital shaker at 30◦C in SD
medium and diluted prior to imaging to OD600 = 0.1 − 0.2. For each
day of measurements, a z-stack of 50 planes (mechanical translation
of the microscope stage) of Tetraspeck™ beads with ∆z = 100 nm was
aquired to calibrate the multifocus optics. Cells were left to sediment
on an eight-well chambered coverglass (Nunc™ Lab-Tek™ Thermo
Fisher, Waltham, MA, USA) at 30◦C and medium was exchanged
prior to imaging. Chambers were pre-incubated with Concanavalin
A (1mg/mL for 5 min, rinsed 2x with ddH2O, dried over night) to
restrict cell movement (Bar-Shavit and Goldman, 1976). Only few, well
separated positions per well were imaged to avoid phototoxicity and
fluorophore bleaching associated with imaging in areas adjacent to the
imaged cells. Acquisition settings: 16-bit tiff time series (.nd2) were
recorded with a 488 nm laser, exposure=40 ms, resulting in frame rate
of 23.81 fps due to camera readout times. Afterwards, a single volume
was recorded with a 560 nm laser, exposure = 100 ms, and with a
405 nm laser, exposure = 100 ms, to image bud necks and nuclei.
2.2.2.1 Image reconstruction, correction and deconvolution
Images were saved with nine focal planes in a 3x3 array (’raw data’).
Reconstruction of the 3D was performed using custom made Matlab
scripts including a GUI by Jesse Aaron, Janelia Research Campus, in
Matlab 2016a - 2019b. The two major steps are (i) calibration of the mul-
tifocus system using microbeads and (ii) alignment of the focal planes,
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along with image deconvolution. Relevant parts of the documentation
of the image reconstruction, written by Jesse Aaron is included in
appendix B, as it is not publicly available. The author kindly granted
permission to include the material here. The parameters used are
listed here; for details on technical requirements and the exact work-
flow the microscope documentation is included in appendix B. In the
calibration procedure, relative intensities of the 9 diffractive orders are
calculated, and equalized during image reconstruction. Further, back-
ground was subtracted with a rolling ball method (radius = 10 pixels)
and 6 iterations of a Richardson-Lucy deconvolution were applied to
refine the signal by using the measured PSF. A range of background
removal, bleaching correction and deconvolution methods were tested.
Deconvolution: An iterative Richardson-Lucy algorithm (Lucy, 1974;
Richardson, 1972), which uses the measured shape of the PSF of a point
light source (characterized for each day of measurements) was used
to restore the ’true’ image from a recorded image. Since at higher iter-
ations the algorithm tends to attempt to deconvolve inhomogeneities
and noise, only 6-8 iterations were applied. Background removal: As the
exact intensity of the RNP spots was not analyzed a simple ’rolling
ball’ background subtraction with radii of 5-10 pixels, i.e., 800-1600
nm, was used. This is much larger than the image of a diffraction
limited light source, the Airy disk (the 2D PSF for a point light source
in widefield optics). For the employed objective with NA = 1.45 and





as r0= 217 nm (formula taken from Sheppard, 2004), corresponding
to a diameter of ∼ 3 pixels in the used setup. Bleaching correction:
Two bleach correction methods implemented in FIJI. Exponential fit
and histogram matching were tested. The ’simple ratio‘ method was
disregarded since it is overly reliant on an estimate of the background
(Miura, 2020). The exponential fit method is a simplification, since it
fits the average intensity decay with a single exponent, whereas fluo-
rophores often show a double exponential decay (Füreder-Kitzmüller
et al., 2005). If the fit to a monoexponential decay is good its use for
segmentation of particles (not quantification of brightness!) may be
admissible (Miura, 2020). The last method aims at matching the shape
of the intensity-histogram in all frames of an image sequence to the
first frame (Gopinath et al., 2008), which is a robust method when the
distribution of fluorescence is stable. However, increasing detection of
spots over time with this method was observed (not expected during
13 s experiments). A last method, combining background subtraction
and a certain extent of bleaching correction is the subtraction of a
highly blurred image series (Gaussian blur, radius 8 pixels) from the
original image series. While this is clearly not appropriate for the
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quantification of intensities, this approach was used for particle seg-
mentation. This should lead to a more robust particle detection across
experiments because differences in brightness between individual cells
(e.g, due to differential expression of the mNeonGreeen-MCP fusion
protein) were attenuated before particle detection. Quantitative mea-
surements were made after the following image reconstruction and
processing steps:
1. Horizontal and lateral image alignment, based on calibration
of the microscope with TetraSpeck™ microbeads, using custom
Matlab scripts, performing
• correction for uneven light intensity in the 9 sub-images
(focal planes)
• rolling ball background removal (radius/σ = 10 pixels)
• Richardson-Lucy deconvolution (6 iterations)
2. Subtraction of a highly blurred version of the time series (in FIJI
-> Process -> Filters -> Gaussian blur with radius 8 pixels) from
the original time series (in FIJI -> Process -> Image Calculator)
3. Exclusion of image border effects by cropping images manually
2.2.3 Lattice light sheet microscopy
For a detailed technical description of the generation of non-diffractive
light beams and light lattices the reader is referred to publications by
the group of Eric Betzig (Chen et al., 2014; Planchon et al., 2011) and
Alexander Rohrbach (Fahrbach et al., 2010). In short, Bessel beams
are a class of self-reconstructing beams created by either a lens with a
conical surface (axicon), or by the projection of an annulus to the rear
pupil of a an excitation objective (Lit and Tremblay, 1973; Welford,
1960). Additonally, light beams produced this way can be much thinner
over long distances than beams with Gaussian intensity profiles. Fast
scanning of such Bessel beams is used to create a (virtual) light sheet
(Fahrbach et al., 2010). However, a large fraction of a Bessel beam is
in side-lobes around the central maximum, adding to a light sheet’s
effective thickness. Lattice light sheet microscopy replaces the light
annulus on the rear pupil plane by forming a discrete pattern of
illuminated points on this annular outline with a spatial light mo-
dulator (Chen et al., 2014). This pattern can be designed to result in
optical lattices - periodic light interference patterns - with properties
tailored to the application. For this project the instrument was used
in a ’dithering mode’; i.e., fast scanning of the light lattice, to obtain
a homogeneous illumination within the light sheet. For LLSM, cells
were inoculated in SD medium in the evening and grown overnight
at 300 rotations per minute (rpm), 30◦C. 5 mm coverslips were used
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for imaging. Since the samples are (i) submerged in medium during
imaging and (ii) the stage is mounted on a Piezo-element for z-stack
acquisition, cells needed to be immobilized. Cover slips were pre-
incubated with concanavalin A (1mg/mL for 5 min, rinsed 2x with
ddH2O, dried over night) to restrict cell movement. Cells were left
to sediment for 10 minutes prior to mounting of the cover slips in
preheated SD (30◦C) on the microscope. For each experiment 5-12
positions on a coverslip were visually selected, which took 10-20
minutes approx., since translation of the sample holder in x and y is
coupled to translation in z due to the skewed optical axes, requiring
manual re-focusing. Acquisition settings: 50 planes were recorded per
time point and channel with effective z-spacing (after deskewing) =
93.7 nm. Exposure was 50 ms per plane and laser power per channel
was: 560 nm at 50 mW, 488 nm at 30 mW and 445 nm at 31 mW. The
selected positions were imaged sequentially, resulting in one stack
every 50-100 s, approx. The acquisition was interrupted after max. 3
hours.
2.2.3.1 LLSM data analysis
Images were stored in hdf5 format (.h5) containing 50 focal planes and
3 color images (bud necks, nuclei and mRNA signal) per time point.
Differently from particle detection for acMFM data anylsis, a Laplacian
of a Gaussian (LoG) filter in Trackmate was used. Particle size was esti-
mated to be 600 nm based on equation (10), with NAdetectionobjective=1.1,
corresponding to ≈ 6 pixels (pixel size was 104 x 104 x 94 nm). Particle
detection was done on image stacks, as numbers of detected particles
were not as reliable when detection was performed on maximum in-
tensity projections (MIPs), particularly when multiple spots were close
to each other. Time series of control cells were imaged and analyzed
with the same parameters. Particle detection threshold was 180.0. A
panel showing a time series of MIPs of the control strains is in figure 29.
Spots pertaining to a yeasts base and bud were counted separately. To
this end, the spots detected in Trackmate were counted manually. This
data was compared to counts by Dr. Gabriele Schreiber (for 2 time
series using FISH-quant (Mueller et al., 2013)) to check robustness of
the method.
2.2.4 Single mRNA tracking
For SPT TrackMate (Tinevez et al., 2017) was used, since this tool offers
ample space for customization, and its potential and limitations are
under constant scrutiny by an active community (forum.image.sc). The
main functions provided by TrackMate are the detection of (i) spots, or
rather blobs in the 3D case, and (ii) particle displacements and trajecto-
ries. Estimation theory shows that the filter providing maximum SNR
in the presence of Gaussian white noise is a whitened matched filter
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(Forney, 1972). For the purpose of SPT such an optimal detector can be
approximated well with a LoG (Sage et al., 2005). This method applies
a Gaussian filter with tunable kernel size to an image to smooth the
image, and subsequently applies the Laplace operator to sum up sec-
ond order partial derivatives to identify local maxima. The difference
of Gaussian (DoG) method, which approximates the more common
LoG scheme well for small particles, was used. For particle diameters
below 5 pixel, the DoG method, has been shown to be faster and more
effective, as reported in the TrackMate manual (Tinevez, 2016). The
DoG method relies on convolving an image with two Gaussian ker-





2σ1, with d being the approximate feature size. Images con-
volved with σ2 are subtracted from images convolved with σ1, which
similarly to the LoG method identifies local maxima. Image stacks
were used for particle detection, not MIPs. Although signals were often
found to look brighter in these projections, they were not used for
two reasons: If there are 2 or more spots in close proximity in x or y,
while they are well separated in z, these points will be suppressed in
MIP. Given the heterogeneous cellular background signal, this method
can mask spots that are clearly detectable in one focal plane with
noise/background stemming from other focal planes. A quadratic
fitting scheme by Stephan Saalfeld and Stephan Preibisch, based on
Lowe, 1999, 2004 was used for sub-pixel localization. For particle link-
ing the TrackMate linear assignment problem (LAP) tracker, which is
based on u-track (Jaqaman et al., 2008), was used. In brief, two consec-
utive cost matrices are constructed that put a price tag on linking and
not linking particles (first matrix) or track segments (second matrix)
with elements in previous and subsequent frames. No modifications
were applied to the first cost matrix, such that only the sum of squared
distances determines particle linking. The second cost matrix was
modified to allow gap-closing, i.e., the joining of track segments over
a single frame where the track is not detected. Both for particle linking
and gap-closing, a maximum displacement needs to be defined to
exclude nonsensical trajectories. Finding the maximum displacement
is, however, not unambiguous. It would be desirable to know, how far
a diffusing particle can move during a given delay time. A common
approach is to use a particles’ instantaneous velocity (Chenouard et al.,
2014; Tinevez, 2016). This relates to measuring a particles’ instantaneous
velocity, which, according to Albert Einstein, 1907 is “impossible - at
least for ultramicroscopic particles”. He has been disproven (Li et al.,
2010). It is complex, however, to measure due to the extremely short
time during which a diffusing particle undergoes directed (’ballistic’)
motion, for which a velocity can be defined. This very fact makes
the instantaneous velocity of a diffusing particle also irrelevant for
SPT: For a 1 µm silica sphere in water, e.g., this time window, the
momentum relaxation time, has been calculated to be 0.1 µs whereas
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the behavior on the ms to minutes scales is relevant for current live
cell microscopy. Thus, the ’instantaneous velocity’ implied in SPT ex-
periments is rather related to the MSD for a specific delay than what is
commonly called velocity. The limit for particle linking was based on
displacement distributions of ARG3 mRNPs in budding yeast (Lampo
et al., 2017; Thompson et al., 2010). ARG3 is very lowly expressed (0-3
mARG3 per cell) making erroneous links between particles that could
inflate the maximum displacement unlikely. Furthermore the reported
displacement distributions of delays between consecutive time steps
exhibit clear doubly-exponential distributions; longer displacements
∆ do not seem to have been ’shaved off’ by overly restrictive limits
imposed by Thompson et al., 2010. In these works, diffusing mRNA
was observed to displace by up to ∼ 300 nm for δ = 15 ms and up to
∼ 450 nm for δ = 150 ms. These values are displacements in x and
y combined, whereas also motion in z is included here. If ∆ in the
three dimensions are independent, and maximum ∆ in z is as large as




2 ≈ 1.2 1. Active
transport mediated by myosin V, which is another expected type of
motion for mRNPs motion in yeast, does not conceivably cause larger
displacements at the given delay time of ≈ 42 ms (imaging frame
rate), as the maximum reported processive speed of myosin V is 1.2
µm/s (Baker et al., 2004; Clemen et al., 2005; Pierobon et al., 2009).
Thus, perhaps unintuitively, diffusion could cause displacements of
∼ 500 nm between consecutive frames (42 ms); active transport on the
other hand is not expected to account for displacements > 50 nm dur-
ing th same time. To optimize the automatic detection of trajectories
that could be confirmed by visual inspection while suppressing noise,
a number of image-processing method, particle detection thresholds
and trajectory lengths were screened. The images used for comparing
the conditions included cells with MS2-tagged mCLB2 or mSIC1, and
negative controls that only contained mNeonGreen-labeled MCP. The
tested combinations of pre-processing and analysis of this integrated
screen are listed in table 11. Negative controls: 12 cells in budding
phase from 6 image series; 2 cells were rejected prior to analysis as
they contained large amorphous fluorescent structures. For the dif-
ferent scenarios outlined in table 11, two sets of quality thresholds
for particle detection were defined: One for scenarios where a highly
blurred image was subtracted for background removal (Sc 1-3) and
one for the remaining scenarios. This seems justified, as subtraction of
the blurred image drastically affects the prominence of local maxima
above the cytoplasmic background. Thresholds were set to yield com-
parable numbers of detected spots in example time series. The same
set of thresholds was applied irrespectively of bleaching corrections,
1 This back-of-the-envelope calculation is based on the Pythagorean theorem in 3D.
The reported maximum 1D-displacement would be the hypothenusa of a triangle
formed by equal ∆ in x and y; ∆ in each dimension would thus be ≤1/
√
2 of the
reported 1D maximum displacement; ∆23D = ∆
2
x + ∆2y + ∆2z
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Table 11: For the given scenarios, the number of detected particles and trajec-
tories, were evaluated for mCLB2 and mSIC1, and negative controls.
Prior to the steps outlined here image stacks were reconstructed
while applying a rolling ball background subtraction (radius = 10
px) and deconvolution (Richardson-Lucy, 6 iterations).


















as those do not affect the first frames of each series which were used
to define threshold candidate values for the screen.
2.2.5 Estimating localization errors
Every particle localization has an attached error. This error is as-
sumed to be independent for each time point and distributed normally
(Michalet, 2010). It has been suggested that the localization error can
be estimated from the offset in MSD curves of purely diffusive trajecto-
ries (Michalet, 2010; Montiel et al., 2006; Savin and Doyle, 2005). The
localization error will affect the apparent MSD
MSD = ϵ + D̃t (11)
with ϵ = localization error, D̃ = ’real’ diffusion coefficient (i.e., the
measured diffusion coefficient D convolved with the localization error)
and t = time (Michalet, 2010). To estimate the error, the apparent MSD
from 39 trajectories of mSIC1 molecules, for which no active trans-
port mechanism has been described, was calculated. This subsample
contained tracks of the entire observed duration range, i.e., 20-300
time points and included trajectories of particles for which sub-pixel
localization failed. The first 25% of each trajectory were included for
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the calculation of the MSD fit, as longer delays tend to be affected by
the finite volume of the cell (Monnier et al., 2012). The trajectories
were selected manually to exclude trajectories possibly containing
directed motion and were processed in Matlab2019b with functions
of the MSDanalyzer class. The MSD was calculated for each track, and
a linear fit with offset was performed: MSD = a × dt + b. The offset b
of the curve can be used to approximate the localization error σ by a







For a further test certain trajectories were excluded: When the sub-
pixel localization routine (SubpixelLocalization in ImgLib2) did not
converge, mRNA positions for these frames are set to the default
position corresponding to the respective pixel. Trajectories for which
sub-pixel localization failed for more than 10% of the constituting
particles were excluded in this scenario (’only subpixel localization
trajectories’). For a third scenario, the effect of dimensionality was
investigated. MIP of the same images as above were analyzed with
TrackMate, adjusting thresholds of the DoG particle detector (from 2000
for 3D to 1650-1800) to obtain a comparable number of trajectories
(’2D trajectories’). Lastly, the effect of sample size was assessed by
providing larger sets of unfiltered data for the estimation.
Estimating localization error using scripts of the MSDanalyzer class
in Matlab2019b):
• calculate linear fit for individual MSD curves of 39/26/34 trajec-
tories (All trajectories / only subpixel localization trajectories /
2D trajectories)
• exclude fits with R2 < 0.8
• only use intitial 25% of each trajectory for calculations
• calculate mean of all MSD fits meeting the R2 requirement
• use offset of the mean MSD fit to estimate localization error with
equation (12)
Requiring that R2 of the linear MSD fit be > 0.8 leads to the rejection
of ∼ 2/3 the trajectories used for this estimate (23 out of 39, 17 out 26,
21 out 34, 304 out of 521).
2.2.6 Displacement distribution analysis
To analyze the distribution of single time step displacements, trajecto-
ries were manually excluded from analysis as in the scenario (’only
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subpixel localization trajectories’) in the previous section. Curated
trajectories were loaded into Matlab and displacement distributions
were analyzed using ’distributionFitter’, with Normal and Laplacian
fits to determine µ and σ. Additionally, the tolerance level for pixel
level localizations was lowered to 0 (cropping affected trajectories at
the first-pixel level localization) and fits were performed again.
2.2.7 Trajectory analysis
Persistence analysis
For smoothing, particle particle positions were averaged over the cur-
rent and k = 5 further positions. Thereby, the trajectory was shortened
by k time steps. To estimate the effect of smoothing, the distance (norm)
between points on the experimentally measured and the smoothed
trajectory was measured. The distance was calculated between point i
on the smoothed trajectory and point i + k/2 on the original trajectory.
Thus, if the particle moves along a straight line for 6 time steps the
distance between smoothed and original positions would be 0 (for
smoothing with k = 0). For smoothed and original trajectories, the
persistence was calculated as an indicator of directed motion. The
persistence is defined here as the cosine of the angle between two
consecutive displacements, yielding 1 for a straight line and -1 for
a 180◦ turn. For this project a persistence threshold of 0.5 was used,
corresponding to arccos(0.5) = π3 or 60
◦. Highly persistent sections
on the trajectory were identified. The sliding window used to identify
these sections was 10 displacements, i.e., 415 ms. This analysis is based
on a method by Jorin Diemer, Humboldt-Universität zu Berlin. All
calculations are performed in Python 3, including NumPy.
HMM-Bayes
To analyze the cytoplasmic trajectories of mCLB2 recorded by acMFM
a routine based on Monnier et al., 2015 was applied. The main chal-
lenge addressed by this method is that transient, subtle features of
cytoplasmic mRNA motion are not accessible by common methods
for trajectory analysis, like kymographs or mean square displacement
analysis (Jaqaman et al., 2011; Monnier et al., 2012; Saxton and Ja-
cobson, 1997, see section 3.1). Shortly, hidden Markov modeling was
applied to mRNA trajectories to classify the current mode of mo-
tion of a particle with single time-step resolution. To avoid excessive
switching between states (up to 3 hidden states of diffusive or directed
motion were tested), Bayesian model selection was applied to infer
the simplest model that suffices for the description of the analyzed
trajectory (Persson et al., 2013).
52 material and methods
2.2.8 Single molecule FISH
Reagents required for smFISH are listed in section 2.1.4. The cells in-
dicated in table 2 were used. They consist of a pair of yeast strains
sharing a common genetic background and a strain in which the tar-
geted mRNA’s coding gene has been deleted. All cells were derived
from BY4741. Cells were plated from glycerol stocks at -80◦C on YPD-
agar plates and after incubation at 30◦C for 2-4 days they were stored
at 4◦C. For experiments, single colonies were picked and inoculated
in YPD to grow over night at 30◦C and 300 rpm. Cells were grown
to an OD600 = 0.5 and 50 mL and cell culture was fixed by adding
formaldehyde to a final concentration of 4% (w/v). Formaldehyde
reacts with water to form methylene glycol, which can rapidly diffuse
into cells, and upon retransformation to formaldehyde denatures cel-
lular molecules (Kiernan, 2000). This method is common and assumed
to be fast enough to preserve cells in an unstressed state. Cells were
kept in formaldehyde for 30 min at room temperature and inverted
after 10 and 20 min. Afterwards, cells were pelleted by centrifuging for
3 min at 3000 g and 4◦C, resuspended in 1 mL Buffer B and transferred
to 2 mL tubes. The remaining steps of the method, required for re-
moval of the cell wall and hybridization are listed below. Importantly,
spheroplasting (removal of the cell wall) needs to be strictly timed, and
for each batch of lyticase, the appropriate timing was determined by
brightfield microscopy. The desired timing was found when removal
of the cell wall could be confirmed by lowered contrast, but cells still
maintain their shape (15-17 min approx.). Buffers are listed in table 6.
For readability the protocol following formaldehyde fixation will be
presented with bullet points.
• Add ice cold Buffer B and spin down at 3000 g, 4◦C, remove
supernatant, 3 times
• Incubate in 1 mL spheroplasting buffer (100 u lyticase) at 30◦C,
15-17 min
• Add 1 mL ice cold buffer B and pellet cells at 1500 gfor 4 min at
4
◦C, remove supernatant
• Add ice cold Buffer B and spin down at 1500 g and 4◦C, remove
supernatant
• Resuspend in 70% ethanol for 2 h, store (up to 3 months).
For hybridization, pre-mixed probe sets were used, as described in
Tsanov et al., 2016. Probes for mCLB2 were labeled with Atto550 dye.
For each hybridization experiment 50 µL of the cells stored in ethanol
were used.
• Rehydrate cells in ethanol in 1 mL 2xSSC for 5 min at room
temperature, spin down for 4 min at 1500 g, remove supernatant
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• Resuspend in 1 mL hybridization washing solution for 5 min
at room temperature, spin down for 4 min at 1500 g, remove
supernatant
• Resuspend in 50 µL hybridization buffer and add labeled probes
to a final concentration of 0.25 µM, incubate for 4 h at 37◦C in
the dark on an orbital shaker
• Add pre-heated 1 mL (37◦C) hybridization washing solution,
shake slightly and immediately pellet by spinning down for
4 min at 1500 g, remove supernatant
• Wash 3 times by adding 1 mL pre-heated (37◦C) hybridization
washing solution and shake for 15 min at 37◦C in the dark, spin
down for 4 min at 1500 g, remove supernatant
• Wash with 2x SSC + 0.05% Triton X-100 for 5 min, shake at room
temperature on an orbital shaker in the dark, spin down for
4 min at 1500 g, remove supernatant
• Wash with 2x SSC + 0.05% Triton X-100 for 5 min, shake at room
temperature on an orbital shaker in the dark, spin down for
4 min at 1500 g, remove supernatant.
Cells were left in 100-200 µL SSC and transferred to object slides
for imaging. All imaging was done within 2 days after hybridization.
Samples were stored at 4◦subsec:reagents in the dark before imaging.
Imaging was performed on an IX83 inverted microscope (Olympus).
2.2.9 Elutriation synchronization
To obtain a synchronized yeast cell culture without affecting cell cycle
progression, counterflow centrifugation elutriation (Sanderson et al.,
1976) was used. This technique subjects yeast cells in specialized
centrifuge chambers to two opposing forces; the centrifugal force and
a centripetal force generated by a pump-driven flow of buffer. Drag,
and thus the force exerted by buffer on the yeast cells, is dependent
on a cell’s surface, whereas the centrifugal force is proportional to
the mass (and volume, justifiably assuming constant density). The
surface to volume ratio is higher in small cells, which causes cells
in the centrifuge chamber to establish a size gradient. The smallest
cells, which are newborn daughter cells in G1, can thus be flushed
out of the chamber by slightly changing the balance between the
opposing forces (i.e., by changing centrifuge speed, flow rate, or both).
This method causes a much longer cell cycle than is observed in
asynchronous population, as elutriated cells are all small G1 cells
growing isotropically before budding, whereas larger cells can go back
to S within few minutes after cytokinesis. Importantly, this method
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does not alter cyclin dynamics and cell cycle progression as pheromone
(α-factor) or chemical (e.g., by hydroxyurea) synchronization methods
do (Futcher, 1999; Schlichting, 2019) and are therefore preferable for
cell cycle studies, despite the increased experimental effort. Cells were
inoculated from plates in 100 mL YPD medium in the morning and
incubated at 30◦C. After 8 hours, this pre-culture was used to start
4 L overnight-cultures with OD600 = 0.01 and further incubated at
30
◦C, resulting in OD600 = 0.7 the next morning. Cultures with higher
and lower concentrations were prepared in parallel; the culture with
the highest concentration that did not show morphological defects
(increased contrast, increased vacuoles) was used. Prior to elutriaton,
cells were transferred to sterile phosphate buffered saline (PBS) by
filtering with a vacuum pump onto a 0.45 µm pore size cellulose filter
and resuspending in buffer. The subsequent differences in elutriation
parameters are purely heuristic; successful sorting was ensured by cell
size and count measurements. Parameters for elutriation were
• Load elutriation chamber with 50 mL/min flow rate at 2100 rpm
• Harvest with flow rate of 60 mL/min at 1950 - 2000 rpm.
Elutriation was repeated several times, fractions were stored on ice
and pooled for subsequent growth and sampling of a synchronized
culture. ∼ 10 fractions were pooled in preheated (30◦C) YPD with
ampicillin (100 µg/mL) and cultured in a water bath at 30◦C. During
250 minutes 2 samples were taken every 10 minutes from the culture
and immediately processed. Collected samples were:
• 5 mL in 15 mL plastic tube containing 600 µL trichloroacetic
acid (TCA) for western blots
• 150 µL in 2 mL plastic tube for cell number and cell size mea-
surement
The 150 µL sample was vortexed and 2 subsamples of 25 - 50 µL
were immediately diluted in 5 mL CasyTon, each, inverted 3 times,
and cell sizes and numbers were measured in an CASY® Cell Counter
according to the manufacturers instructions.
2.2.9.1 Western blots
Buffer compositions are specified in table 6 and antibodies are listed
in table 8. After protein extraction, proteins were separated by SDS-
polyacrylamide gel electrophoresis (15 µL loading volume) on gels
containing 0.5% trichloroethanol. To quantify total protein content gels
were activated for 2.5 min with UV light and scanned on a BioRad
scanner (Hercules, USA). Primary antibodies were diluted 1:2000 and
1:5000 (Anti-FLag/ Anti-G-6-PDH) in TBST, washed in TBST twice for
5 min and once in TBS for 5m̃in. Secondary antibodies were diluted
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1 : 104 in TBS, washed in TBST twice for 5 min and once in TBS for
5 min.
2.2.9.2 Growth test
To quantify possible growth defects introduced by the MS2-system,
Cdc10-TagRFP and Hhf2-mTurquoise in the cells used for live cell
imaging, growth curves were recorded on a Tecan Spark plate spec-
trophotometer. Cells were grown at 30◦C for 20 h in YPD and absorp-
tion at 600 nm was measured every 5 minutes. Each strain was tested
at least three times. Data was analyzed with a custom R script based
on growthcurver, version 0.3.1 (Sprouffske and Wagner, 2016). Growth
curves were fitted with the standard form of the logistic equation, gen-
eration time tDT was estimated based on the formula tDT = ln2r , with
r = maximum growth rate. BY471 (WT) was compared to cells with
the MS2 system and to cells additionally containing the nuclear and
bud-neck markers used during live cell imaging. Lastly, the effect of
including a FLAG-tag in these backgrounds was investigated, as sen-
sitive Clb2p antibodies are not commercially available. Accordingly,
FLAG-tagged strains were used for western blots. Genotypes are found
in table 1 (strain 1) and table 3; the ’MS2-only’ strain is BY4741 with
MBSs in the 3’ UTR (Clb2::Clb2-24xMBS-loxP). Fits of the individual
growth curves are found in appendix A.7. Generation time estimates
presented in the main part are based on these fits. For all growth
curves shown the initial value was subtracted from the entire curve to
make plots comparable.

3 R E S U LT S
I will first provide an overview of major findings and in this intro-
ductory paragraph I refrain from referencing to figures. Details are
reported in the respective sub-sections. By combining novel fluores-
cent probes and the unique focal depth of the acMFM I could extract
long trajectories of cytoplasmic mRNA motion on time scales from ms
to s. This approach facilitated insights into the behavior of mRNPs and
allowed me to reliably track individual molecules as the high frame
rate makes erroneous linking of particles less likely. Using LLSM I
additionally quantified mCLB2 over the budded phase of the cell cycle.
For these imaging experiments, I designed yeast strains that contained
endogenous markers for nuclei and the bud neck additionally to the
MS2 system. Apart from their use as cell cycle markers, the Cdc10
fusion protein marking the bud neck facilitates the joint segmentation
of base and bud. Taken together, the approach allowed me to evaluate
mCLB2 translocation in yeast and the mRNA’s distribution throughout
the cell cycle (S-G2-M) with higher temporal and spatial resolution than
previously reported.
For both LLSM and acMFM particle detection I used control cell
strains that were imaged under identical conditions to define robust
particle detection thresholds. While this approach often leads to lower
numbers of detected particles than setting the thresholds by visual
inspection, the behavior of the detected particles is more likely to
capture the true mRNP motion since this method relies less on the
experimenter’s expectations. To minimize variability amongst cells the
MS2 tagged strain and the control strains expressed MCP from a single
genomic locus and shared, apart from the MBS-array in the mCLB2
UTR, an identical genome. Given the known issues with the MS2
system (Garcia and Parker, 2015, 2016; Tutucci et al., 2018, described
in section 1.5.1) I opted for control smFISH experiments figures 34
to 36, and western blots (figure 42) for the quantification of Clb2p
throughout the cell cycle to control for excessive perturbations by the
MS2 system. Synchronization of yeast cells for imaging experiments
was not necessary, as all methods had single cell, single molecule
resolution. For western blots, I used elutriaton synchronized cells
(Linke et al., 2017; Nasmyth, 1993) as this method, albeit complex, is
far less prone to interfere with the cell cycle control (Futcher, 1999;
Schlichting, 2019) I aimed to study. Transcripts of the promitotic cyclin
CLB2 have been reported to be primarily bud localized (Shepard et al.,
2003; Trcek et al., 2011) and biochemical assays suggest that Myosin V
motor proteins are responsible for this bud enrichment (Casolari et al.,
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Figure 5: Imaging CLB2 mRNA in live cells by aberration corrected multifo-
cus microcscopy (acMFM). (a) Main optical components and light
beams for acMFM. After passing through the primary focus F of
the microscope, emitted light passes through the multifocus grat-
ing (MFG), which (i) splits the light to form a 3 x 3 array instead
of single image and (ii) induces a phase shift that depends on the
diffractive order, thus correcting the spherical aberrations for a se-
ries of out-of-focus planes (see also section 2.2.2). Only 3 diffractive
orders (x = 0, ± 1) are shown for simplicity, including combina-
tions with y = 0 ± 1, yields 9 orders. The chromatic correction
grating (CCG) and a prism revert chromatic shifts introduced by
the MFG and direct the beams to their respective positions on the
camera chip C. (b) The combined focal depth of these planes is ∼
4 µm, allowing the recording of long mRNA trajectories (c) Single
CLB2 mRNAs (cyan) in a budding yeast cell. The arrow marks an
mRNA moving from the bud through the bud neck (magenta) into
the base (nucleus in yellow). Scale bar: 5 µm.
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2012; Shepard et al., 2003). In table 12 I present an overview on what
the journey of this mRNA is expected to be like, based on dimensions
of the yeast cell and literature data on the processes involved in mRNA
transport.
Table 12: Approximate time scales of mCLB2 movement in yeast cells.
Maximum processive velocities for Myosin V were between 500
and 1200 nm/s.stage of movement duration source
Diffusion to nuclear
envelope
1-2 s Estimate of RNP diffu-
sion coefficient and size
of nucleus (Grünwald and
Singer, 2010; Oeffinger
and Zenklusen, 2012)
Scanning for nuclear pore
complexes
10s (Saroufim et al., 2015)
Nucleocytoplasmic
translocation
0.2 s SPT of mRNA in yeast
(Oeffinger and Zenklusen,
2012)
Myosin V transport 2-10 s In vitro / in vivo SPT
(Baker et al., 2004; Clemen
et al., 2005; Pierobon et al.,
2009)
Based on literature data, I hypothesized that any detected mCLB2 in
the cytoplasm would translocate to the bud within 10 seconds. Based
on single particle trajectories detected with an objective method and
using a defined set of parameters (section 3.1.3 and the distribution of
mCLB2 throughout the cell cycle (section 3.2) my data demonstrates
that this is not the case.
3.1 imaging mrna motion by multifocusmicroscopy
The motion of mCLB2 was observed in 281 time series of MS2 tagged
cells. As a control, 55 time courses of the motion of mSIC1 were
recorded. This transcript is not expected to be transported. 6 time
courses of control cells, expressing mNeonGren-MCP, but no MBS were
recorded. For all time courses, between 1 and 5 cells were in the
field of view. To observe the motion of individual mRNPs I acquired
images until photobleaching was complete; limiting timecourses to ≈
13 seconds (300 frames). Cells with a clearly visible bud were selected
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for imaging. Most observed mCLB2 was stationary or moved without
apparent direction. I analyzed images of cells with tagged mCLB2 for
translocation events between mother and bud, and evaluated whether
detected trajectories are compatible with actomysoin transport. An
example of an mRNA translocating into the bud is shown in figure 6,
the reverse direction is shown in figure 7.
3.1.1 Identification of mRNPs
Before describing the motion of cytoplasmic mRNP I want to start by
characterizing the RNA detection quality, as this step has the potential
to lower the quality of all downstream analysis. Given the low SNR
of the MS2 tagged RNP above the background of unbound cytosolic
MCP-mNeonGreen I applied a two-tier particle detection approach
(figure 9). To avoid biases against fast moving particles I scanned
detection thresholds (3 values) for differently pre-processed image
series (5 scenarios) to be able to include weaker signals, while limiting
the extraction of spurious trajectories. My systematic comparison of
these processing methods revealed that particle detection thresholds
could be relaxed for longer trajectories. I could thereby reproducibly
extract single RNA trajectories from tagged cells, but not from cells
lacking MBSs.
To avoid linking of particles over arbitrary distances, the maximum
displacement of particles between two frames was constrained by
literature data (500 nm per time step, section 2.2.4, Lampo et al., 2017.
The approach is remarkably robust considering that in the time series
of control cells spot detection was in the same order of magnitude
(103 spots in a time series of 300 frames) as cells containing MBSs on
mCLB2 or mSIC1. Trajectories of more than 20 consecutive spots were
almost completely absent in controls (1 exception, stationary bright
spot). The comparison is based on 12 control cells; and 27 (mSIC1)/ 70
(mCLB2) time series of tagged cells, containing 1-3 cells each.
3.1.2 Diffusion of yeast mRNPs
Non-directed, seemingly diffusive motion was observed for most
mCLB2 and mSIC1 observed by acMFM. I investigated diffusive motion
because of two main reasons in this project. Besides the importance of
diffusive motion for an estimate of the experimental localization error,
a report on non-normally distributed displacement probabilities RNP
in yeast cells (Lampo et al., 2017, section 1.4.1) offers an interesting
opportunity for cross-validation of acMFM and DH-PSF 3D imaging.
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Figure 6: Translocation of mCLB2 (cyan) from base (becoming mother cell) to
bud recorded at 23.8 fps on 9 focal planes covering an optical depth
of 4µm (MIPs shown). The zoomed panels give an impression of
the variability in single molecule signal. Bud necks (magenta) and
nuclei (yellow) are endogenously labeled by Cdc10-TagRFP and
Hhf2-mTurqoise, respectively. Videos and 3D projections of the
experiments are listed in appendix A.1. Scale bar: 5 µm, zoomed
regions are not to scale.
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Figure 7: Translocation of mCLB2 (cyan) from bud (becoming daughter cell)
to base (becoming mother cell). This highlights that translocation
of mCLB2 is not strictly unidirectional. Bud necks are shown in
magenta and nuclei in yellow. Scale bar: 5 µm, zoomed regions are
not to scale.
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(a)
(b)
Figure 8: While few events of translocation of mCLB2 between base and
bud were observed, these trajectories typically involved motion
in z that is beyond the optical depth of single plane widefield
microscopy. Figure 8a is a 3D projection of the focal planes of a
single time point of the time series in figure 6. The scale bar (5 µm)
only applies to the left panels. In figure 8b the axial dimension of
the trajectory in figure 6 is shown. Large jumps in axial direction
suggest a limited localization precision in z. A complete rotation




Figure 9: Visualization of the applied mRNA detection method. In these
representative examples, particles are detected (pink spots) both
in mCLB2-MS2 cells (figures 9a and 9c) and the control cells only
expressing mNeonGreen-MCP (figures 9b and 9d). Based solely on
the number of detected spots, controls and samples are similar.
Note, however, that 8 trajectories (colored lines) with a length of
20 or more consecutive detections are found in figure 9a whereas
none is found in the control cells (figure 9b). Across 12 control cells
a single, stationary spot was detected > 20 frames (appendix A.1).
3.1.2.1 Estimating the localization error
Given the small expected mRNP displacements between consecutive im-
ages a fine-grained particle localization (sub-pixel localization) and a
reasonable estimate for the localization error were desirable to analyze
the cytoplasmic trajectories of mCLB2 recorded by acMFM. The local-
ization error is assumed to be independent for each time point and
distributed normally (Michalet, 2010). It has been suggested that the
localization error can be estimated from the offset of the mean MSD
curve of purely diffusive trajectories (Michalet, 2010; Montiel et al.,
2006; Savin and Doyle, 2005). I estimated the localization error for
different scenarios. For details on the implementation see section 2.2.5.
I evaluated the effect of pixelation artefacts that are commonly found
at low SNR. Sample trajectories are shown in figure 32.
The mean error estimates (table 13) are below the size of a pixel
(160 nm for my acMFM experiments), which suggests that there is
usable information in the calculated subpixel localization. Additionally,
the estimates were used to smoothen trajectories of mCLB2 (figure 14).
The high STD indicates that this data does not strictly meet the
requirements for the estimation method by Michalet, 2010. One of
its assumptions is infinitely short detection times (40 ms exposure in
my experiments), such that any motion blur will affect the estimate
in an unforeseeable way. Interestingly, the estimate for localization
error in presence of pixelation artefacts (first scenario) become more
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(a) (b) (c)
Figure 10: Sample stationary /diffusive tracks used for estimating the lo-
calization error. Figures 10a and 10b represent trajectories with
sub-pixel localized RNAs, whereas figure 10c contains an exam-
ple of a trajectory excluded from the MSD-based localization error
estimation.
similar to the estimate provided by trajectories not suffering from
this effect (i.e. when trajectories with pixel-level localizations were
excluded, or in the 2D case) when using larger samples. For the last
estimate above, I pooled all mSIC1 trajectories (N = 521) leading to
an estimate of σ=39 nm. Random sampling of intermediate trajectory
numbers suggests that there is a slight trend for the estimate based on
unfiltered trajectories to converge to the range determined in absence
of the tested pixelation artefact. For further calculations, I assumed
the error to be in the range of 40-70 nm.
3.1.2.2 Non-normally distributed single time step displacements
It became apparent that the observed displacement distributions are
affected by pixelation artefacts (table 13). In particular the high central
peak in figure 11a clearly is related to the breakdown of subpixel
localization for certain positions. I investigated whether deviatons
from the normal distribution of displacements persisted even when
obvious pixelation issues were excluded, using the same data set as
in table 13. To this end, I used the displacement distribution as a
probability density and fitted it with a Gaussian as well as a Lapla-
cian distribution to the observed single time step displacements. This
resulted in a higher (closer to 0) log likelihood fit for a Laplacian
distribution. In general, the goodness of a fit should be analyzed using
the Akaike Information Criterion (AIC) (Findley and Parzen, 1995).
Since both, the normal distribution and the Laplace (or doubly expo-
nential) distribution require the estimation of k = 2 paramters, the log
likelihood provides an equivalent criterion. All 1D displacements are
thus rather distributed according to a Laplacian than a Gaussian PDF,
as the log likelihood was closer to zero for a Laplacian fit (figure 12).
To test wheter remaining pixel-level localizations were responsible for
this effect, I removed all particle localizations that were not on the
subpxiel level manually to confirm the findings. Again the Laplacian





Figure 11: Single time step displacement histograms of cytoplasmic mSIC1.
In figure 11a, displacements (’jump sizes’) of 200 purely diffu-
sive trajectories are shown for x (blue), y (green) and z (sand)
independently. The high central peak as well as a set of lateral
peaks (at 160 nm for x,y and ∼ 300 nm for z) are due to particle
positions for which sub-pixel localization could not be achieved.
Removing trajectories that lack sub-pixel localization in > 10%
of the constituting positions decreased this bias, as can be seen
in figure 11b (based on 26 tracks). Figure 11c: When particle de-
tecion and linking was performed in 2D on maximum intensity
projections of the images used in figure 11b no pixel-boundary
effects were observed.




Figure 12: Probability density functions of one dimensional velocities of cy-
toplasmic mSIC1 in x (figure 12a), y (figure 12b) and z (figure 12c).
The density is calculated from displacement distributions on
trajectories for which subpixel localization was successful (fig-
ure 11b).
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Table 13: Estimated localization errors based on different sets of trajectories.
The approach, based on Tarantino et al., 2014 provides similar esti-
mates (40-65 nm) when exclusively subpixel-localized detections
(row 2) or large amounts of tracks are used (last row). ’Station-
ary’ trajectories were selected manually to have virtually no net
movement (figure 32), whereas ’diffusing’ designates all observed
mSIC1 trajectories.trajectories estimated localization error
3D, stationary σ = 6 nm ± 6.3 µm (mean ± standard deviation
(STD), N = 16)
3D, stationary,
subpixel only
σ = 65 nm ± 214 nm (mean ± STD, N = 12)
2D, stationary σ = 40 nm ± 120 nm (mean ± STD, N = 13)
3D, diffusing σ = 87 nm ± 120 nm (mean ± STD, N = 55)
3D, diffusing σ = 29 nm ± 1.3 µm (mean ± STD, N = 123)
3D, diffusing σ = 24 nm ± 1.0 µm (mean ± STD, N = 129)
3D, diffusing σ = 39 nm ± 913 nm (mean ± STD, N = 217)
3.1.3 Characterization of directed motion
A particular focus of this work lies on a method to detect and analyze
long cytoplasmic mRNA trajectories in depth, whereas many SPT
studies rely on ensemble averages of many short trajectories to de-
scribe the dynamics of single molecules. Often lower limits as short as
3 (Katz et al., 2016; Saroufim et al., 2015) points are applied to define
trajectories worth investigating, and trajectories longer than 20 time
points are not common in SPT analyses (Elf and Barkefors, 2018; Pers-
son et al., 2013). The observation of transient types of mRNA motion,
however, requires longer observations. Using a method by Monnier
et al., 2015, I analyzed trajectories by applying a hidden Markov
Model with Bayesian model selection to classify trajectories as diffu-
sive, directed or both figure 13. Candidate trajectories were supplied
as 3D trajectories and alternatively as 2D versions, disregarding the
z-component. The method takes an estimate for the localization into
account (70 nm were chosen) and 2 and 3 hidden states were tested.
This results in the comparison of the likelihood of models taking into
account 1-2 states of diffusion, and 1-2 states of directed motion. For
all tested trajectories, the trajectories were preferentially explained by
1 -2 diffusivities; directed motion regimes were not identified with
model probabilities < 10% figures 37 and 38, except for one example
that was not interspersed with diffusive motion figure 39. However,
even in the case of this last image, longer stretches of directed motion
were not obtained.
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Figure 13: Representative example of a trajectory analyzed with HMM-Bayes.
Here, the trajectory was used in 3D and up to 3 states of motion
(hidden model states) were included. The estimated localization
error was set to 70 nm. The cellular context of the trajectory is
shown in figure 6.
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Thus, I applied a method based on determining the persistence of
a trajectory (figure 14). The persistence, defined as the cosine of two
consecutive vectors, is 1 for movement along a straight line and -1
for a change in direction of 180◦. On the experimentally measured
trajectories, no regions of elevated persistence were identified due to
the frequent changes in direction (figure 15). However, not all these
changes in direction necessarily reflect the behavior of mCLB2. Taking
into account the localization error estimate provided in section 3.1.2.1
I identified a smoothing parameter that made trajectories amenable to
persistence analysis while retaining the characterstic shape of trajecto-
ries. Using a sample trajectory (figure 14a) which, according to visual
inspection, contains sections of directed motion, I quantified the effects
of smoothing. The mean distance between points on the smoothed
trajectory and the original trajectory was 90 nm, which is in agree-
ment with mean localization error estimates. Increasing the smoothing
factors k (section 2.2.7) lead to increased distances and was therefore
disregarded. The distance between smoothed and original trajectories
was dominated by the z-direction (figure 14c). This can be explained
by the large jumps due to pixel-level localizations. This effect causes
larger (erroneous) jumps in z, as the axial voxel size was ∼ twice
as large as the lateral pixel size, and since axial resolution is lower
than lateral in widefield microscopes (see also figure 9). Of note, the
step size along smoothed trajectories is drastically reduced compared
to original trajectories (figure 14d). Average step sizes on smoothed
trajectories were ∼50 nm (zero-displacements were excluded). This
corresponds to motion with v ≈ 1 µm/s in the present data, where
time steps are determined by the imaging speed of 23.8 fps. With this
approach, I have adjusted a method for analysis of sperm motility to
generate improvements of trajectory analysis of intracellular single
mRNA molecule translocation.
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(a) (b)
(c) (d)
Figure 14: The smoothed trajectory (figure 14a) does not only recapitulate
the behavior that is found ’by eye’ but importantly the distances
between the smoothed and the original trajectory are evaluated
figure 14c to tune the deviations introduced by smoothing to the
estimated localization error. An important consequence of this
approach is that displacement distributions (figure 14d) become
compatible with actomyosin transport (40 nm displacements cor-
respond to speeds of 1 µm/s). The smoothed trajectory shows
regions of highly persistent movement (figure 14b).
Figure 15: Balancing the experimental localization error and smoothing
of particle trajectories makes trajectories usable for quantitative
analysis while preserving key features of the observed motion.
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3.2 mCLB2 distribution throughout the cellcycle
3.2.1 Cell cycle segmentation using endogenous fluorescent markers
To characterize the distribution of mCLB2 on longer time scales I rely
on data recorded by LLSM. The data presented here is based on cells
that were observed throughout the budded phase. Relying on endoge-
nous markers for structures that change with cell cycle progression all
data could be mapped onto a relative cell cycle time scale (figure 16).
To robustly determine the onset of budded phase I relied on tagged
Cdc10p, which is part of the septin ring of the bud neck. After cell
polarity is established around START (G1/S) transition, the septin ring
is formed within 2-10 minutes (Chen et al., 2011). This event is, like cell
cycle progression in general, highly sensitive to light stress (Carlton
et al., 2010; Chen et al., 2011). Importantly, the method used here
minimizes photostress by selective plane illumination and its light
beam geometry (Chen et al., 2014). The septin ring is irregular and
faint at first, but becomes more pronounced when all required septins
are recruited to the site of bud emergence (see appendix A.2, Chen
et al., 2011). Cdc10p has been shown to be a reliable indicator of this
septin ring formation (Kukhtevich et al., 2020; Okada et al., 2013). I
used the first time point when a strong signal from the Cdc10/TagRFP
ring observed (figure 16) as an indicator of the transformation of the
septin ring into an hourglass shaped septin collar. This shape change
has been shown to coincide with bud emergence (Haarer and Pringle,
1987; Kukhtevich et al., 2020) and is designated tSTART for my experi-
ments. The bud itself is initially not well visible in my experiments,
given that brightfield acquisition was not possible with LLSM, and a
dedicated fluorescent marker would have increased the risk of spectral
overlap and a metabolic burden for the cells. To determine the time
of M, I used fluorescently labeled histon proteins (Hhf2/mTurqoise).
With this marker, the shape of the nucleus which changes over the
course of the budded phase from a near-spherical to a variety of
shapes, including elongated, hourglass, sausage and constricted ap-
pearances (Wang et al., 2016; Yeh et al., 1995) was monitored. The
most clearly visible change occurring in all observed nuclei was the
separation of one long hourglass-shaped nucleus spanning through
the bud neck into two spherical nuclei. This morphology corresponds
to the last phase of the closed M of yeast cells, telophase. Accordingly,
I used this time as endpoint of mitosis; ttelophase. Lastly, decay of the
septin collar of the bud neck collar into two separate rings was clearly
visible in the observed cells. This process, abscission, marks the end
of cytokinesis, as the septum which ties together cytoplasm of mother
and daughter is severed at this time point, tabscisssion (Bhavsar-Jog and
Bi, 2017; Onishi et al., 2013). Thus, I defined three well visible cell cycle
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events that are directly linked to cell cycle progression. The time from
bud emergence to telophase in cells that were used for quantification
of mRNA localization was between 45 and 85 minutes. Including 17
cells for which I determined tSTART and ttelophase that were not used for
mCLB2 quantification, as either (i) the visible fraction of the cytoplasm
was too small (out of focus) or (ii) bud or base were disproportionately
out of focus, the total range for tSTART and ttelophase was 48 - 120 min-
utes (n = 30). Cytokinesis, the time between ttelophase and tabscisssion was
recorded for 26 of these cells and was 6 - 22 minutes. Histograms of
durations are in the appendix figure 30.
Figure 16: Fluorescent markers on bud necks and nuclei allow direct observa-
tion of cell cycle progression during budded phase. Endogenously
labeled Cdc10/TagRFP (bud neck, magenta) and Hhf2/mTurqoise
(nucleus, yellow) along with MS2-labeled mRNA (see figure 17)
were observed at low laser power for several hours at high
resolution (50 z-planes, ∆z = 94 nm ∼1 frame per minute) with-
out inducing noticeable stress in the observed cells. Initiation of
new budding events was observed throughout the observation
times of 2 h. In the time series above the approximate outline of
a single cell is marked in grey. The bud neck is observed from
tSTART . During mitosis, the nucleus squeezes through the bud
neck adopting the characteristic hourglass shape of closed M (t =
1:20 h). In this time series, ttelophase = 1:23 h shows the end of M,
when nuclei are completely separated. Cytokinesis is complete
at tabscisssion = 1:39 h, when two separate Cdc10/TagRFP rings
(magenta) indicate the separation of the cytoplasm. Further time
points, showing the formation of a new bud neck adjacent to the
current one (axial budding pattern) alongside the complete time
series (video) is found in figure 28. Scale bar = 5 µm.
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3.2.2 mCLB2 is enriched in buds at mitosis
Observation of single mCLB2 throughout the budded phase by LLSM
(Chen et al., 2014; Planchon et al., 2011) suggests a slight enrichment
of mCLB2 during late budded phase, in agreement with published
data. Interestingly, localization within the bud was not confined to
the tip, as suggested by live cell microscopy without single molecule
resolution. Rather, oscillating distributions between mother and bud
cells suggest that part of the bud localized mCLB2 is unbound and
can move back and forth between a cell’s base and bud. An mRNA
trajectory recorded by acMFM also suggests this behavior (figure 7). I
quantified mCLB2 throughout the budded phase of the cell cycle in
eleven cells (figure 19 and figure 31). The time from bud emergence to
telophase in cells that were analyzed was between 48 and 85 minutes.
17 cells for which I determined tSTART and ttelophase were not used for
mCLB2 quantification, as either (i) the visible fraction of the cytoplasm
was too small or (ii) bud or base were disproportionately out of focus.
Including these cells the total range for tSTART and ttelophase was 48 -
120 minutes (n = 30). The duration of cytokinesis was between 7 and 23
minutes. My interest was the quantification of mCLB2, which I found
to peak in the bud at later time points during G2 in agreement with
Trcek et al., 2011. A previously not reported peak/peaks in mother
cells is suggested in figure 18. All 11 cells underwent mitosis and
cells displayed at least one time point with a minimum of four mCLB2
molecules in the bud simultaneously, prior to mitosis (figure 19).
My single cell data (figure 19) further suggests large variability
between cells both with regards to oscillatory behavior and absolute
numbers in mothers and buds. The apparent subtle nature of possible
mCLB2 regulation obviously calls for larger screens with the here es-
tablished methods for more rigorous quantification. However, several
observations are generally found in this data set: In only one cell (Cell
6) was the highest detected mCLB2 count in the bud not observed
within few minutes around ttelophase (it did occur prior to mitosis). The
highest mCLB2 count for one time point in a mother cell was lower
than the highest number in a bud (mother = 9; bud = 14). All cells
except one (Cell 7) had the highest mCLB2 count in the bud, and this
occurred early in S. This might be due to MS2-mCLB2 carried over
from a previous budding event. In the cell deviating from this pattern,
two (lower count) peaks of mCLB2 in the bud followed closer to mi-
tosis. These observations are in agreement with the hypothesis that
mCLB2 localization is part of the gauging mechanism for biosynthetic
capacity of the bud (Spiesser et al., 2015).
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Figure 17: Distribution of mCLB2 throughout the budded phase of the yeast
cell cycle. mRNA distribution as well as the cell cycle phase
were observed with a time resolution of 50-90 s by LLSM. End
of M (ttelophase) is at 1:37 h. Cytokinesis is completed between
1:37 and 1:42 h in the example above. In the example mCLB2 is
disappearing during G1 (time = 0 - 17 min approx.) along with the
bud- or birth scar (magenta, adjacent to the site of the previous
budding event). During S/G2 (until 1:30 h approx.) mCLB2 increase
in mother and bud, while mCLB2 numbers increase in the bud
during late G2 and M in this example. The entire time series as
well as 3D projections of the full 50-image z-stacks and a collection













Figure 18: Number of mCLB2 molecules detected in mothers (pink) and their
buds (grey) by LLSM. The distribution of mCLB2 was quantified
for cells which progressed from START to telophase, the last
phase of M, in 48 - 85 minutes. The last time point is tabscisssion.
ttelophase (mitosis) is indicated with a green vertical line. Time was
normalized to ’progression through budded phase’ as detailed
in figure 31 to allow pooling of the data. mCLB2 appears to
peak first in mother cells, whereas later in S-G2-M seemingly more
transcripts are found in buds. This plot shows pooled time courses
of 11 cells. The same data for individual cells is shown in physical
time (minutes) in figure 19. Single time courses (normalized time)
are in figure 31.
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Figure 19: Number of mCLB2 molecules detected in mothers and their buds.
These panels show the distribution in eleven cells that progressed
from START to telophase (vertical green line), the last phase of M,
in 45 - 85 minutes. For comparability, time courses were cropped
at tabscisssion. mCLB2 peaks first in mother cells, whereas later in
S-G2-M more transcripts are found in buds. Interestingly, mCLB2
numbers decrease during cytokinesis suggesting that the MS2
system does not hinder the phase specific degradation of mCLB2.
A version of these plots where time is replaced by a normalized
’progression through budded phase’ is in figure 31.

4 D I S C U S S I O N
4.1 the role of mCLB2 localization for mi-totic entry
Live cell microscopy by LLSM suggests that mCLB2 becomes increasing-
ly enriched in the bud of yeast cells in G2 cells; a finding confirmed by
smFISH. The localization is, however, a subtle effect and a considerable
amount of mCLB2 is found in a cell’s base (the becoming mother cells)
throughout the budded phase. Importantly though, thanks to the high
spatial and temporal resolution facilitated by LLSM and improved MS2
tags I discovered unknown dynamical aspects of mCLB2 localization.
By imaging over the entire budded phase, my data suggests a temporal
separation of mCLB2 enrichment in mother (early S/G2) and bud,
respectively, with bud enrichment occurring around mitosis (figure 18).
With this high resolution I am also able for the first time to suggest a
minimum number of mCLB2 that become bud localized in fast growing
yeast cells prior to mitosis. This aspect is of interest since different
lines of evidence suggest that mCLB2 is translationally repressed while
in the mother cell (section 4.4.1). Thus, only bud-localized mCLB2
would be translation competent. If the suggested lower bound for bud
localized mCLB2 holds, it would also indicate that the exact timing
of mCLB2 bud enrichment is of lesser relevance, since the analyzed
cells display significant variation with regards to mCLB2 number and
spatial distribution prior to M. In other words, the time of the peak
of bud localized mCLB2 does not seem to be critical, based on my
data. Those differences indicate that further mechanisms are likely to
be involved in bud size sensing. My single cell, single molecule data
supports previous reports on enrichment of mCLB2 in buds prior to
and during mitosis (Shepard et al., 2003; Trcek et al., 2011). In addition,
to my knowledge this is the first report demonstrating a peak or
possibly two peaks (e.g. Cells 2 and 3 in figure 19) of mCLB2 in mothers
during early budded phase, as opposed to a steady production and
transport to the bud. Such oscillatory behavior could reflect the CLB2
transcriptional regulation. The key factor determining transcription of
the CLB2 cluster, Fkh2p, activates transcription directly, and indirectly
via its interaction with Clb3/Cdk1 and Clb5/Cdk1 in a coherent type
I feed forward loop (Linke et al., 2017). It is tempting to speculate that
the oscillations of mCLB2 numbers reflect the direct activation and the
delayed, Clb/Cdk-mediated activation of mCLB2 transcription.
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4.2 investigating active transport in livecells
The single mCLB2 trajectories observed by acMFM rarely seemed di-
rected. However, considering the low number of mCLB2 per cell and
the anticipated duration of translocation into the bud (table 12) this
is to be expected: Typically, ∼ 10 mCLB2 are present in a cell (see
figures 18 and 34) and this mRNA has been reported to be stable
throughout S-G2-M (Trcek et al., 2011). The assumption that only one
mCLB2 is transported at a time lead to the best case scenario for an
observer hoping to detect transport. In this scenario the total duration
of transport events would be less than 1 minute. Based on my LLSM
experiments, the budded phase (tSTART until tabscission) lasted ∼ 80
minutes in a typical cell figure 30. Thus, during 1 in 80 minutes should
mRNA translocation be observed. Since I did not select cells with
very small buds for acMFM imaging, the success rate for observing
directed motion of mCLB2 could be slightly higher. Essentially, though,
one of hundred experiments (of negligible duration, t = 13 s) is ex-
pected to contain a translocation event into the bud, if no backward
movement occurs. I have scanned 500 cells approx., and detected 1
translocation event from mother to bud, as well as a translocation
in opposite direction (figures 6 and 7), along with other suspected
translocation events (e.g., figure 38) that could not be confirmed with
my thresholding approach. Therefore, I consider the number of de-
tected trajectories to agree with literature data (table 12, (Trcek et al.,
2011)). To identify directed motion on short time scales is challenging,
since the localization error is often in the range of expected displace-
ments. It is therefore not immediately clear, how trajectories can be
processed to (i) retain the true displacements and (ii) limit the in-
fluence of the localization error due to limited SNR. The smoothing
approach I have applied makes trajectories amenable to persistence
analysis. This method has the potential to identify directed motion
in yeast, where the expected trajectories due to actomyosin-transport
are curvilinear and contain a ’kink’ at the bud neck. The smoothing
approach resulted in what I deem to be a more realistic trajectory,
especially since particle velocity in parts which were found to be per-
sistent (directed) correspond well with myosin dependent actomyosin
transport speeds (1 µm/s) after smoothing. Prior to smoothing (i)
persistence length was negligible and (ii) the single displacement sizes
corresponded to velocities too high to be compatible with myosin V
dependent transport (table 12). While directed mRNP motion, inter-
preted as SHE-dependent actomyosin transport, has been observed in
yeast cells more than 20 years ago (Beach et al., 1999; Bertrand et al.,
1998; Takizawa and Vale, 2000), it is challenging to approach a visual-
ization that does not suffer from too much noise and is representative
of the unstressed, physiological behavior of the tagged molecule. Even
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the earliest description by Bertrand et al., 1998 achieved a long-lived
clear signal allowing the observation of mASH1 translocation from a
yeast cell’s base to its bud. The MS2 system facilitated this, yet the
artefacts caused by this method require independent controls and
methodological improvements. The particles tracked in Bertrand et al.,
1998 are almost certainly composed of all present mASH1 in a cell,
which was overexpressed with a galactose inducible promoter (Long
et al., 1995), providing a strong signal. Imaging single mRNAs requires
increased sensitivity, brighter fluorescent tags, and of course a tag with
a lesser tendency to form aggregates. Single mRNPs are also expected
to possess a higher mobility as their hydrodynamic radius is smaller.
Accordingly they are lost from the focal plane faster and harder to
detect as the PSF is more likely to be affected by motion blur. The
long-known tendency of MS2 tagged mRNA to form aggregates was
mostly neglected in publications until Tutucci et al., 2018 presented a
new generation of the MS2 system reported to form fewer aggregates
and to not inhibit Xrn1-mediated degradation. The novelty of this
MS2-generation consists in reverting a single nucleotide mutation that
originally was introduced into the wild-type MBS to increase MBS-MCP
affinity 10-fold, and modifying the linker-length between the MBS-
stem loops. In this work, I took on the challenge of improving the
observation of single cytoplasmic mRNP from three different angles: (i)
construction of smaller, brighter and more photostable MCP-tags based
on mNeonGreen, (ii) use of MCPs optimized in our lab to decrease the
formation of aggregates and (iii) the use of acMFM to gain depth of
field and 3D resolution. As elaborated in Hansen et al., 2018 and Song
et al., 2018 (particle trajectory analysis) and theoretically treated by
Metzler et al., 2014 many particle tracking approaches rely on short
trajectories (low focal depth) and often fast moving particles could be
missed. In this project, I observed translocation from mother to bud
only in few instances. This is to be expected from the low number
of CLB2 transcripts, the fast dynamics of actomyosin transport and
the short time window during which cells could be observed before
photobleaching was complete, even with my specifically designed
mNeonGreen tags. The directed trajectories I extracted are, however,
an opportunity to aim for analyses of single RNP trajectories that are
not accessible by analysis of ensemble averages. In neurons, trajectories
of RNA molecules have been shown to mature over time; e.g., by an
ageing Lévy walk (Song et al., 2018). In axonal transport, this behavior
arises from alternating motor-protein dependent superdiffusion and
stationary tumbling. For yeast, one prerequisite for such analyses is
the possibility to quantitatively characterize trajectories long enough
to capture this switching, and fast enough resolve short live, transient
states of motion. One method that has been used to quantify transient
particle dynamics in neurons is HMM-Bayes (Monnier et al., 2015).
It applies a hidden Markov model to allow state switching at every
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time step of a trajectory and enforces some continuity by penalizing
this switch by applying Bayesian model selection. At least for the
most sensitive implementation of the algorithm, in order to recognize
directed motion, the method expects this transport to always point in
one direction. For trajectories of mRNA in yeast the model did not,
however, predict directed motion, even in cases where this was the
impression ’by eye’ (see figure 13).
4.3 rna partitioning in yeast cells
Nihil est in intellectu quod non
sit prius in sensu
Nothing is in the intellect that
is not first in the senses
Thomas Aquinas
Looking at mRNP motion and localization in yeast, I find two very
general points interesting. First, an mRNA is an order of magnitude
heavier than the protein it encodes. For globular proteins, even the size
ratio follows this rule of thumb. Whereas the radius of Clb2p is roughly
2.5 nm (491 amino acicds, size approximated by a sphere) (Erickson,
2009), radii of gyration of ∼ 20 nm have been measured for mRNAs
of ∼ 1500 and ∼ 2700 nucleotides (Gopal et al., 2012). This radius,
which equals the hydrodynamic radius of RNA molecules (Borodavka
et al., 2016), might well be similar for mCLB2, which totals a length of
2197 nucleotides (including UTRs, David et al., 2006; Gill et al., 2004).
As the cytoplasm is a crowded and highly viscuous environment,
this 10-fold difference in size affects diffusivity more drastically than
would be observed in water, i.e., according to the Sutherland-Stokes-
Einstein formula (equation (4), Szymański et al., 2006; Verkman, 2002).
Second, the displacements of diffusing mRNAs can be larger than
those of actively transported RNA for delays up to seconds. For mRNP
dynamics in yeast cytoplasm, type V myosins are the widely accepted
agent of actin dependent transport (Casolari et al., 2012; Shepard et al.,
2003). Studies in vivo and in vitro have shown that these motors move
their cargo at processive speeds of up to 1200 nm/s (Baker et al.,
2004; Clemen et al., 2005; Pierobon et al., 2009). For diffusing particles,
however, only a distribution of velocities (like the Maxwell-Boltzmann
distribution) can be determined. Measurements of mRNA diffusion
in yeast have found displacements up to ∆ = 300 nm for delay times
δ = 15 ms, and ∆ = 450 nm for δ = 150 ms (Lampo et al., 2017). Only
at longer times does the intuitive notion that active transport is ’faster’
than diffusion become true, in the sense that it can cover longer linear
distances. This has practical implications for the analysis of particles
for which both, ’slow ’directed transport and ’fast’ diffusion.
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4.3.1 Asymmetry in purely diffusive systems
Upon cell division, the budding yeast cytoplasm is divided into two
cells of unequal size. Certain components, like DNA, need to partition
in an equimolar fashion, whereas for other molecules, like ribosomes,
the concentration is roughly identical in both cells. While DNA par-
titioning is a highly orchestrated process, the distribution of many
proteins, RNAs, ribosomes etc. can be parsimoniously explained by
diffusion (Politz et al., 2003; Verkman, 2002). There are, however, cases
where partitioning is unequal both with regards to concentration and
molecule numbers. This phenomenon can be explained by a num-
ber of processes, including active transport and localized retention.
It might be surprising, though, that purely diffusive processes can
suffice for asymmetric partitioning given the shape and size of a yeast
cell in budded phase (Kinkhabwala et al., 2014; Schuss et al., 2007). In
the cited works, a mathematical framework is established that treats
the partitioning of diffusing molecules in enclosed domains with
an opening that is small compared to the domain. This framework,
the narrow escape problem, can be used to describe macromolecules
diffusing in the base (mother cell) of dividing yeast and ’escaping’
through the bud neck. The analytical description of this narrow es-
cape problem for partitioning in yeast by Kinkhabwala et al., 2014
established, not surprisingly, that enrichment in the bud cannot be
obtained by diffusion with a single diffusion constant D describing the
movement of a given molecule class throughout the cytoplasm. Rather,
the molecule numbers follow the volumetric ratio between bud and
mother just before cytokinesis, which is roughly 1/3 - 2/3 depending
on the replicative age of the mother cell (Zadrag-Tecza et al., 2009).
This behavior persists even when the bud neck opening is increased,
as long as the approximation of a ’narrow escape’ holds. Enrichment
in the bud can, however, be achieved by different compartmental dif-
fusion constants, i.e., Dbud ̸= Dmother. In this context, I contribute a
further data set on the characterization of diffusive motion in the yeast
cytoplasm. Analyzing single time step (δt = 40 ms) displacements of
diffusive mRNPs I found a better fit to a Laplacian PDF than a Gaussian
PDF (figures 12 and 33) in agreement with fits by Lampo et al., 2017
for shorter and longer δt; suggesting that the subdiffusion process
outlined in that paper is observed for different mRNA species in the
yeast cytoplasm . This could be further analyzed, e.g. with regards to
bud localized mCLB2, which did not seem to be anchored in many
of the observed cells. It is tempting to speculate that the wide range
of mRNP diffusivities found in earlier works (Lampo et al., 2017) be
instrumental in bud enrichment of certain mRNAs including mCLB2.
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4.3.2 Single molecule detection
The detection of single molecules is the first challenge in the analysis
of single molecule dynamics. While for fixed cells (smFISH) the uncer-
tainty related to the detection - mainly detection efficiency and false
positive rate - is manageable, for live cell imaging, particularly in 3D
this uncertainty is less well defined (Cai et al., 2014; Juette et al., 2008)
and has the potential to invalidate all subsequent analyses. A num-
ber of approaches have been developed to improve particle detection,
particularly for applications with pronounced photobleaching, high
noise and background (Izeddin et al., 2012; Smith et al., 2010), such
as live cell single RNA tracking. In information theory, similar chal-
lenges are well known and have been formulated by Harry Nyquist
more than half a century ago, e.g., in the context of signal transmis-
sion in the presence of intersymbol interference and noise (Forney,
1972). In the cited publication, a maximum-likelihood estimator for
the decoding of a transmitted sequence in the presence of noise, a
detector called whitened matched filter, was proposed. Sage et al.,
2005 applied such a filter to the analysis of noisy single molecule live
cell images, making use of the striking, fractal nature of noise often
found in biological image data (Pentland, 1984). This fractional nature
is key for the applicability of a matched filter, which by design takes
into account correlations to maximize SNR. Approximating the fractal
exponent of the noise distribution of a fluorescence micrograph (s=1.8)
which follows its spectral power density by the value of 2 proved to
effectively transfer the whitened matched filter into a LoG detector.
This filter is commonly used for particle detection (Godinez et al.,
2009; Pichon et al., 2016; Tinevez et al., 2017; Tsanov et al., 2016). These
detection methods are more powerful in identifying particles in the
presence of noise than a simple search for maxima. This is because
they determine how salient a feature is above the local background by
applying a Laplace operator (i.e., the sum of second order derivatives)
to an image blurred with a Gaussian kernel, or by subtracting images
that were previously convolved with one of two correlated Gaussian
kernels, each. While this approach has proven useful, setting a thresh-
old is a quite subjective process. Particularly when signal strength
of individual particles is variable and there are inhomogeneities on
different length scales, setting a threshold high enough to prevent false
positive detections severely limits the chance to extract non-stationary
RNA trajectories. A focus on only the spots with highest quality also
biases against the detection of fast moving particles (that might show
an interesting behavior) as they could suffer from motion blur and
thus not correspond to the expected diffraction limited spot (’blob’
in 3D). I used the simpler DoG (Marr and Hildreth, 1980) which ap-
proximates the LoG detector well and agreed better with my manual
spot segmentation than a LoG. As acquisition times in my experiments
were short (33-40 ms per frame) given the expected particle speed
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(Baker et al., 2004; Lampo et al., 2017; Pierobon et al., 2009), I did not
expect considerable blur or deviations from the symmetric shape of
the RNA-blob/spot, which is why I did not pursue approaches that
can improve detection in such cases (Kong et al., 2013). While further
methods for the detection of single molecules, e.g., relying on local
radial symmetry (Loy and Zelinsky, 2003) or the analysis of features
on several length scales (Olivo-Marin, 2002), none of the methods
mentioned so far can quantify the extent of false positive detections.
Probability based methods, however, give the experimenter the choice
to limit false positive detections – obviously at the cost of increased
false negatives. Smith et al., 2015 used a generalized likelihood ratio
test for spot detection that can utilize previous knowledge regarding
the camera PSF and the measured noise statistics of the camera to
avoid the necessarily subjective step of thresholding. Tang et al., 2016
recurred to Bayesian model selection based on photoelectron counts,
explicitly also those from false positive spots. While I did not explicitly
address the problem of false positives in this way, I assume that my
focus on long trajectories (> 20 time steps) is an effective method to
remove spurious detections. This assumption is supported by the fact
that my extensive manual and automated thresholding led to param-
eters that prevented the extraction of trajectories in cells containing
fluorescently tagged MCPs, but no binding sites on the mRNA (nega-
tive controls). In cells containing the entire MS2 system, I confirmed
extracted trajectories by visual inspection. I therefore consider my ap-
proach robust and conservative, limiting false positive detections. For
particle detection in the acMFM time series, which are heavily affected
by photobleaching, a dynamic thresholding approach could have been
an attractive approach. One example is an algorithm decreasing the
threshold for minimum spot quality as a function of time to deal with
decaying signal (Eglinger, 2017). As the spot quality varies consider-
ably between successive detections in visually confirmed trajectories,
presumably due to its dependence on the axial position of an emitter,
I did not apply such a method for my project.
4.4 outlook
4.4.1 Translation imaging of localized mCLB2
mCLB2 is expected to be under tight translational control (sections 1.3
and 1.4.2). The canonical description of the ASH1-type actomyosin
transport complex in yeast involves two translational repressors (re-
viewed in Heym and Niessing, 2012), and mCLB2 has been shown to
possess a high affinity for the adapter proteins involved in ASH1-type
transport (She 2-4, Shepard et al., 2003). This data suggests both acto-
myosin dependent transport, and translational repression of mCLB2.
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Deletion of SHE genes was also suggested to abolish mCLB2 bud-
localization in this publication; although the results should be taken
with caution due to the lack of single molecule resolution of the ap-
plied U1A method. Translational repression of mCLB2 has also been
found irrespectively of the identity of involved proteins by polysome
profiling (Arava et al., 2003). Thus, mCLB2 localization could be com-
plemented by bud localized mCLB2 translation in the control of G2/M
transition and the two may jointly act as a bud sizer. By producing
the major promitotic cyclin Clb2p, localized translation would relay
the status of the periphery (the bud) back to the central CDK oscillator
in the nucleus. The seemingly slight difference between the role of
localized mRNA and localized translation has drastic implications on
experimental design for hypothesis testing. To directly address the
localized translation hypothesis, I attempted to establish the published
methods for live cell single molecule translation imaging, techniques
referred to as single-molecule imaging of nascent peptides (SINAPS)
and nascent chain tracking (NCT) (Morisaki et al., 2016; Wang et al.,
2016; Wu et al., 2016; Yan et al., 2016). I will briefly discuss the po-
tential of these methods and mention my own observations (data not
shown). These methods rely on the binding of fluorescently labeled
antibody mimics to repetitive sequences of short linear epitopes at
the N-terminus of a protein of interest; colocalization with tagged
mRNA is then interpreted as translation. One of the systems (’Suntag’,
Tanenbaum et al., 2014) used in three of the pioneering publications
of NCT, (Wang et al., 2016; Wu et al., 2016; Yan et al., 2016) unfortu-
nately exploits a yeast epitope. It is part of the dimerization site of the
transcriptional activator Gcn4p, and the development of this NCT tech-
nique could draw on cytoplasm-soluble antibody fragments that have
been created against this region (Worn et al., 2000). The Suntag system
is thus not orthogonal for yeast, and I did not observe specific spots in
yeast cells expressing the system. The alternative approach (Morisaki
et al., 2016) replaces the linear epitope array of the Suntag with multi-
ple FLAG- or HA-tag epitopes that are presented on the scaffold of a
darkened GFP, a so called spaghetti monster (Viswanathan et al., 2015).
This type of mounting epitopes on the characteristic β-barrel of fluo-
rescent proteins has been shown to increase epitope-antibody affinity
and, importantly, improve solubility. As GFP is widely used in yeast, I
also tested this system for translation imaging. I avoided the use of
small molecule fluorophores and exogenous antibody-fragments used
in Morisaki et al., 2016, which are expected to be problematic in yeast
(see section 1.5.1). Instead, I used endogenous GFP-labeled anti-FLAG
hybrid antibodies (’Frankenbodies’, Zhao et al., 2018, 2019) but again
could not detect a specific signal. Similarly, yeast cells expressing the
’Moontag’ translation imaging system (Boersma et al., 2019; Boersma
et al., 2018) which relies on an HIV epitope did not yield specific
signal in yeast cells. Imaging the first round of translation in yeast
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cells by translating RNA imaging by coat protein knock-off (TRICK)
(Halstead et al., 2015) is possible (e.g. Neurohr et al., 2018), as it relies
on the well established PP7 and MS2 techniques. So far, however, no
NCT technique has been published for yeast. Filling this gap in the
toolbox of single-molecule live cell techniques will undoubtedly help
to clarify whether CLB2 localization is involved in bud size sensing.
My data is in agreement with the hypothesis that mCLB2 bud localiza-
tion contributes to cell cycle progression in budding yeast. I agree with
Spiesser et al., 2015 that localized mCLB2 translation could act as a
bud sizer, and want to emphasize the importance of a clear distinction
of mRNA localization and localized translation for hypothesis testing.
Ongoing efforts in other labs (discussed in confidence) focus on using
antigen/antibody pairs specifically selected for solubility in yeast to
establish NCT in this model organism.
4.4.2 3D single molecule imaging perspectives
I aimed to image fast cytoplasmic mRNA dynamics; requiring ad-
vanced microscopy and the concomitant experimental effort. Hardware-
based methods for instantaneous volumetric imaging have recently
started to face stiff competition from experimentally less demanding
software methods. Deep-Z (Wu et al., 2019) exploits axial asymme-
try in the wide-field PSF to extend depth of field up to 20-fold. This
technique does not require any additional hardware or image acqui-
sition, only a one-time effort to record a sequential scan of a point
shaped light source once for each imaging setup - although the authors
even show that Deep-Z is useful for refocusing in other modalities
than those used for training (e.g widefield vs. confocal imaging). This
mechanical axial scan is used to train a neural network (generative
adversarial neural network) to digitally refocus on an arbitrary plane
within the increased optical depth. This technique avoids the adverse
effects on field of view or PSF overlap found in ’hardware’ 3D imaging.
A preliminary test by Wu et al., 2019 showed that a DH-PSF can be
faithfully reconstructed by Deep-Z; suggesting this technique could be
able to provide similar optical depth as the PSF engineering technique,
without requiring specialized optical components. At the time of writ-
ing, applications of Deep-Z were limited to lower magnifications (up
to 20 x) that are useful for cell-segmentation, but not single molecules.
Current work focuses on faster algorithms for 3D reconstruction and
improved fidelity at large distances from the (hardware) optical plane
(Ma et al., 2020). Future volumetric imaging could also employ a com-
bination of multiple focus planes and deep-learning approaches to
push the limits of optical depth. While the instantaneous acquisition
of large axial volumes is hard to beat when fast dynamics in the cy-
toplasm are observed, sequential imaging techniques are improving.
LLSM, which I used in its prototype stage, uses the photon budget
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available for live cell imaging more efficiently than widefield methods
and is capable of up to 300 fps. As mentioned earlier (section 1.5.3),
selective plane illumination methods, like LLSM, are increasingly com-
petitive for single molecule imaging. A major challenge for my data
analysis was that data acquired with the custom-built LLSM setup
requires deskewing of images (which is computationally expensive)
before image volumes can be visually evaluated; MIPs were used to con-
firm appropriate imaging conditions immediately after experiments.
Therefore, I realized that most of the acquired images did not cover
the entire cytoplasm (along the vertical sample axis) only towards
the end of the available slot for imaging. With the setup I used, I
could show that single mRNP imaging with high temporal (∼1 min)
and near-isotropic resolution of ∼ 300 nm is possible for extended
periods of time (multiple budding events) and does not interrupt
cell cycle progression. To achieve this I used my mNeonGreen-based
MCPs for increased brightness and photostability compared to GFP
(Shaner et al., 2013). As LLSMs with standard sample mounting are, as
of December 2020, commercially available (Zeiss Lattice Light Sheet 7)
it should be feasible to generate much larger data sets on single RNP
distribution over the cell cycle in yeast using my improved tags and
endogenously marked yeast strains.
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a.1 multifocus microscopy videos
Figure 20: All trajectories of mCLB2 that were detected for a minimum
of 50 consecutive frames. Color of the trajectory indicates the
linking cost (see section 2.2.4, blue = low, red = high). Filename:
3D_overlay.avi.
Figure 21: MIP of yeast cell with translocating mCLB2. Right: The result of
SPT with TrackMate. Left: MIP of the image file used for generation
of the trajectory. Filename: Side_by_side.avi.
Figure 22: Trajectory of mCLB2. The pink ball represents the detected spot
moving along the trajectory. The cellular context of the cell is
visualized in figure 21 and figure 20. Color of the trajectory




Figure 23: Video of mCLB2 (cyan) moving from bud to base. Bud neck is
magenta, nucleus is yellow. Filename: 3D_bud2base.avi.
a.2 lattice light sheet microscopy
Figure 24: LLSM provided near-isotropic resolution in x,y and z. Single
mRNA particles are therefore close to ideal spherical diffraction
limited blobs. Voxel dimensions are 104x104x94 nm; 50 z-planes
were used to reconstruct entire yeast cells. As can be seen on the
right hand side, the acquired volumes are not cubic but have a
rhomboid cross section. LLSM records images at an angle; images
need to be de-skewed, leading to the observed geometry. Scale
bar = 5 µm, Filename: LLSM_3D.avi.
Figure 25: Rotation of a cell around M. Depicted are mCLB2 (cyan), the di-
viding nucleus (red) and the bud neck (magenta). The rotation
illustrates the near-isotropic reolution of the images; and high-
lights the fact that cells are not entirely in the field of view in
all LLSM time series. Here, small parts of both bud and base are
sliced off. Scale bar = 5µm, Filename : LLSM_rotation.avi.
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Figure 26: Cell visualized during the budded phase and mitosis. Depicted
are mCLB2 (cyan), the dividing nucleus (red) and the bud neck
(magenta). Scale bar = 5µm, Filename : LLSM_3Dtimelapse.avi.
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Figure 27: Montage of timelapse LLSM data on mCLB2 distribution through-
out the budded phase. Depicted are mCLB2 (cyan), the dividing
nucleus (orange) and the bud neck (magenta) dissociating into
2 rings shortly after mitosis. The panel omits every other image;
all images are included in the enclosed video. Scale bar = 5 µm,
Filename: LLSM_3D.avi.
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Figure 28: Cell cycle markers in LLSM. Selected time points are shown. Note
the emergence of a new bud neck in axial position to the bud
scar (next to the previous, fading bud neck) at 1:47 h, suggest-
ing that cell cycle progression is not perturbed by imaging con-
ditions. Bud necks are magenta, nuclei yellow. Scale bar = 5
µm. A video of the complete time series is attached. Filename:
CC_markers_LLSM.avi.
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Figure 29: Montage of timelapse LLSM data on negative controls. Depicted
are MCP-mNeonGreen (cyan), the dividing nucleus (red) and the
bud neck (magenta). Scale bar = 5 µm.
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Figure 30: Duration of cell cycle phases was determined manually based
on 3D projections and full image stacks of all LLSM time series
(N = 168). Data included in the histogram is from cells that were
observed at least from tSTART to ttelophase, N = 30. Four of these
cells were not imaged during cytokinesis; for ttelophase to tabscisssion
N = 26.
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Figure 31: Distribution of mCLB2 throughout the budded phase of the yeast
cell cycle. To lay the focus on possible cell cycle phase specific
patterns, time between bud emergence and the end of mitosis
(ttelophase, vertical green line) was normalized to 1. All time series
with physical time units are in figure 19.
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(a) (b)
Figure 32: Time course example of LLSM data on mCLB2 distribution during
budded phase. Figure 32a was analyzed in FISH-quant by Dr.




Figure 33: Fits for the displacement distribution without pixel level localiza-
tions.
a.4 single molecule fish























Figure 34: Number of mCLB2 per cell assessed by MS2 and smFISH. This
indicates that more spots are tagged by MS2 than by smFISH. As
expected, excess MS2 signal is not observed in these cells that are
in G2 as mCLB2 is expected to be stable prior to mitosis (Trcek et al.,
2011). This comparison is based on an unsynchronized population.


























Figure 35: Distribution of MS2 labeled mCLB2 assessed by smFISH. Of interest
is the comparison to figure 36, as these cells are genetically dif-
ferent only with regards to MCP expressed from the HO locus and
CLB2-MBS. Overall, fewer spots were detected by CLB2- smFISH in
this strain, carrying the MS2 system. However, the distribution of
molecules between mother and bud seems not to be shifted. This
comparison is based on cells that were fixed in G2. N = 160 cells.




























Figure 36: Distribution of mCLB2 assessed by smFISH in a yeast strain without
the MS2 system. Only cells that were fixed in G2 were analyzed.




Figure 37: Trajectory analyzed with HMM-Bayes. Diffusive motion states
are clearly preferred along the entire trajectory. A maximum of 3
hidden states was tested.
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Figure 38: Trajectory analyzed with HMM-Bayes. This trajectory shows
mCLB2 moving from mother to bud.
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Figure 39: Trajectory analyzed with HMM-Bayes. This trajectory shows mo-
tion of mCLB2 in a budding mother cell along the cell membrane,































































































































































































































































































































































































































































































































































































Figure 40: Cells without the MS2 system. Cell size distribution formed a
narrow peak directly after elutriation (sample 0). At ∼ 200 min-
utes after elutriation, a distinct shoulder emerges, indicating that
cells of the initial culture have budded. Cell size distributions








































































































































































































































































































































































































































































































































































Figure 41: Cells with the MS2 system. Cell size distribution formed a narrow
peak directly after elutriation (sample 0). Like in untagged cells
(figure 40) a distinct shoulder emerges after ∼ 200 minutes. Cell
size distributions were measured twice per time point for cells
synchronized by elutriation.





















Normalized Clb2p with and without MS2
Figure 42: Clb2p was quantified in strains with and without the MS2 system.
The oscillatory, cell cycle phase dependent expression of Clb2p
was not suppressed by MS2 tagging. Size distributions of the cells
used for western blots indicate that both the untagged and tagged
strains progressed with similar timing through the cell cycle. Thus,
expression levels of Clb2p can be compared between strains for a


























Figure 43: As the endogenous markers lay an extra metabolic burden on the
strains, growth tests were performed. Growth of the yeast cells
used for live cell imaging, as well strains carrying only selected
markers were included. The growth curves in figure 44 were fitted
to a standard logistic equation (for fits see figure 44). Figure 43b:
The minimum generation times based on these fits was similar
for most strains; only strains carrying additional FLAG-tags grew
slower. For all strains at least 3 growth curves were recorded.
These were technical replicates, as the cultures were taken from
the same clone. However, strains are periodically tested, and
growth for the cells used in live cell experiments was normal
(data not shown).






















Figure 44: Growth curves are sparsely visualized, plotting only every twenti-
eth measured time point (black dots) so the fit of the logarithmic
equation becomes clearer. Scaled versions of the growth curves
are shown in figure 43.

B M U T I F O C U S M I C R O S C O P YI M A G E R E C O N S T R U C T I O N
The matlab suite for acMFM image reconstruction was written by Jesse
Aaron, Advanced Imaging Center, HHMI Janelia Research Campus.
I include relevant parts of the manual with the authors permission.
Code is available from me (contact through Theoretical Biophysics
Group, Humboldt-Universität zu Berlin) or the Advanced Imaging





The aberration-corrected multifocal microscope (acMFM) can acquire fluorescent images of up to 9-focal 
planes in a sample simultaneously.  This technology is particularly well-suited for dynamic imaging of very 
rapid biological processes in all three dimensions, including 3D single particle tracking (SPT).  It can 
perform this function at high acquisition rates  up to ca. thirty 9-plane stacks per second.  It can also 
obtain images of two different colors at this rate simultaneously.  See Abrahamsson et al. Nat. Meth. 10 
60-63 (2013) for a technical description of this system. 
 
Interpreting acMFM data requires several processing and analysis steps.  These algorithms have been 
implemented in a Matlab-based graphical user interface (GUI) that is freely available to users of the 
Advanced Imaging Center (AIC).  In summary, the major steps are: 
 
1.  Calibration:  images of standard fluorescent beads are taken across a range of focal positions to 
assess several parameters needed to reconstruct and analyze final images.  These parameters 
include (i) inter-plane spacing, (ii) relative emission intensity distribution across planes, (iii) affine 
transform matrices for alignment of each plane relative to each other, and (iv) the measured 
point-spread function (PSF) in each plane.  Calibration images must be taken using the same 
objective lens and excitation wavelength(s) that will be used for the experiment being performed. 
 
2. Image Alignment/Processing:   The parameters calculated in step 1 are used to properly re-
construct MFM images such that they can be analyzed.  The software allows for batch processing 
of multiple time-course movies (comprising up to two color channels), but can only process 
images using a single calibration file for each color channel.  Several options are available.  The 
only required step is image alignment  transforming each raw 3D data set into a properly aligned 
 in ImageJ/FIJI.  Options also exist to correct for non-
uniform intensity distribution across each focal plane, and to perform a background subtraction 
and Richardson-Lucy deconvolution. 
 
3. Particle Localization/Tracking:  Once images have been properly aligned and processed, single 
particle localization and tracking can be performed to assess the transport behavior of particles 
or single molecules within the cell.  The algorithm is based on the Mosaic ImageJ/Fiji plugin to 
estimate the location of single point-sources within the image to a precision higher than the 
diffraction limit.  These locations can be linked together using a LAP tracker (see Jaquaman, et. al, 
Nat. Meth. 2008).   These trajectories can be visualized either as a 2D overlay with the original 
data, or as a 3D Matlab plot.  Trajectories can also be analyzed to calculate individual diffusion 
constants, either with a Brownian or anomalous diffusion model. An option also exists to calculate 
a 2D diffusion constant in cases where particles are tightly confined within a 2D structure such as 
a cell membrane.   
SOFTWARE REQUIREMENTS, CONFIGURATION, AND INSTALLATION 
Matlab Requirements 
The acMFM software is platform independent (Windows, Mac OS, or Linux) but requires installation of 




 Curve Fitting 
 Image Processing 
 Parallel Computing 
 Statistics 
 
For users that do not have access to these products, the AIC can provide a stand-alone compiled package, 
but this has not been tested extensively.  We recommend that the software be installed on a high-end 
workstation with >16GB of RAM and a multi-core processor.   
 
Graphical Processing Unit (GPU) and CUDA Requirements 
 
-accelerated computational capabilities, your system must have 
a recent CUDA-compatible NVIDIA video card.   
 
To see a list of CUDA-compatible video cards, visit:  https://developer.nvidia.com/cuda-gpus.    
 
To download the latest CUDA driver, go to:  http://www.nvidia.com/Download/index.aspx. 
 
To ensure that Matlab can communicate with your GPU device, type the following into the Matlab 
command prompt: 
 
>> D = gpuDevice 
 
An example output is shown below.  Of particular importance is the ComputeCapability field.  For proper 
performance, this value should be 1.3 or greater. 
 
D =  
 
  CUDADevice with properties: 
 
                      Name: 'GeForce GTX TITAN Black' 
                     Index: 1 
         ComputeCapability: '3.5' 
            SupportsDouble: 1 
             DriverVersion: 6.5000 
            ToolkitVersion: 5.5000 
        MaxThreadsPerBlock: 1024 
          MaxShmemPerBlock: 49152 
        MaxThreadBlockSize: [1024 1024 64] 
               MaxGridSize: [2.1475e+09 65535 65535] 
                 SIMDWidth: 32 
               TotalMemory: 6.4425e+09 
                FreeMemory: 5.8405e+09 
       MultiprocessorCount: 15 
              ClockRateKHz: 1071500 
               ComputeMode: 'Default' 
      GPUOverlapsTransfers: 1 
    KernelExecutionTimeout: 1 
          CanMapHostMemory: 1 
           DeviceSupported: 1 
            DeviceSelected: 1 
 
The MFM software relies on calls to a Java package in order to read Nikon-formatted (.nd2) data files.  To 
avoid memory errors, it is generally necessary to increase the Java Heap Memory allocation in Matlab 





In general, the Java Heap Memory should be set to at least 4GB or more if you are working with very large 
data sets.   
 
The particle tracking feature requires a newer version of Java (v1.8) than what is typically used in the latest 




You then need to tell Matlab to use this latest version.  Operating specific Instructions for doing this can 
be found here: 
 

















The automated particle tracking aspect of the MFM package uses the MOSAIC ToolSuite.  See:  
http://mosaic.mpi-cbg.de/?q=downloads/imageJ for details on this package.  However, the most recent 
version of MOSAIC is not available as a standalone Matlab code.  Thus, we make use of an interface 
between Matlab and Fiji/ImageJ called Miji.  See here for a tutorial:  
 
http://bigwww.epfl.ch/sage/soft/mij/ .  
 
You s search path.  Importantly, be sure 
that this path is below the MFM software path in Matlabs search directory list.  You will also need to add 




The final feature of the acMFM software package allows users to perform particle tracking analysis on 
their data.  This package currently utilizes the Mosaic Particle Tracking software.   
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See:  http://mosaic.mpi-cbg.de/?q=downloads/imageJ .  Users will need to make sure the Mosaic plugin 
suite is installed in ImageJ/Fiji, using the following steps.   
 
Fiji 
1. To install in Fiji, click Help  Update Fiji. 
2. Click Manage update sites 
3.  
4. Click Close 
5. Click Apply Changes.  You will be prompted to re-start Fiji. 
 
  ImageJ 
1. Go to http://mosaic.mpi-cbg.de/Downloads/Mosaic_ToolSuite_imagej_new.jar 
2. Download into the ImageJ plugins folder. 
3. Restart ImageJ if needed. 
  
 
You should now be ready to start the MFM software. 
MAIN GUI WINDOW 




The following window should appear: 
 
 




The three buttons refer to the 3 steps outlined in the introduction section of this manual.  In general, they 
should be performed in the order given.   
RUN BEAD CALIBRATION 
Press the Run Bead Calibration button, and the following window should appear: 
 
 
Figure 2.  MFM calibration window.  Red numbers reference the steps outlined below. 
 
To perform a calibration: 
 
1.  Choose the correct objective lens from the drop-down menu at top (this will generally be 100x 
oil).   
 
2. Click the Choose Green Bead File (if applicable), and navigate to the folder containing the .nd2 
file corresponding to the green calibration image, and choose the file.   
 
3. If the data contains two color data, check the Multichannel box. 
 
4. If the data needs to be flipped left to right, click the Flip Image box.  This is not generally needed 




5. Click the Choose Red Bead File (if applicable), and navigate to the folder containing the .nd2 file 
corresponding to the red calibration image, and choose the file.  If the calibration data is 
multicolor, you will choose the same file as in step 2.   
 
6. If the data contains two color data, check the Multichannel box. 
 
7. If the data needs to be flipped left to right, click the Flip Image box.  This is not generally needed 
for the AIC MFM. 
 
8. Ensure that the number of planes is set to 9 
 
9. Set the detection threshold to an appropriate value.  Assuming that calibration images were 
acquired with sufficient signal-to-noise ratio, the value should be 5-40 (typically 8 is sufficient). 
 
10. The Edge Value refers to the number of pixels from the edge of each image to ignore when 
detecting particles.  This may be increased if there are particles very near the image edge, but 
should not be decreased below 5 in order to accurately measure the PSF. 
 
11. Once all parameters have been specified, click RUN BEAD CALIBRATION. 
 
The software will then attempt to read the .nd2 files corresponding to each color channel.  It will 
automatically detect if the calibration is single or multi-color.   
 
Either one (single color calibration) or two (multi-color calibration) Matlab figure Windows should appear.  
In the case of multi-color calibration, the first window shows the green channel bead image, and the 
second is the red channel bead image.  Each of the 9 planes (in each color channel) will have a number 
next to each detected bead.  Visually inspect all 9 images (across each color channel if applicable) to make 
sure that (i) each image has the same number of beads and (ii) each number references the same bead in 
all images.  The figure below shows a multi-color calibration where these two conditions are satisfied for 
both color channels.   
 
 
Figure 3. Green (left) and Red (right) channel bead images.  In this example, 5 beads are detected in each plane of each color 
channel.  Also, the relative position of each number with respect to the other numbers is consistent in each image/channel. 
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The software will prompt the user to confirm that all bead images satisfy these two conditions: 
 
>>Beads ok? (y/n) 
 
Type y if this is the case.  If the bead images do not satisfy conditions (i) and (ii) above, then there are a 
few options.  First, type n at the command prompt.  This will exit out of the calibration GUI running mode.  
If a bead is apparent in the images, but there is no number next to it that indicates it was detected, try 
increasing or lowering the detection threshold.  This is not a particularly sensitive parameter  increasing 
from 10 to 20 (or vice versa) will generally be necessary to see a difference.  Also note if there are beads 
near the edges of any images.  If this is the case, try increasing the Edge value parameter from 5 to 10.  
Once all parameters have been specified, click the RUN BEAD CALIBRATION button again, and follow the 
guidelines above.  If the calibration procedure continues to fail even after adjustment of the threshold 
and edge parameters, it may be necessary to repeat the calibration image acquisition. 
 
Once the bead detection has been verified (and you have typed y at the command prompt), the algorithm 
will proceed to calculate the relevant parameters needed for acMFM image processing/analysis.  A 
number of windows will appear to indicate which parameters are being determined.  In the case of a single 
color calibration only one of each of the following windows will appear.  In the case of a multi-color 
calibration, each of the following windows will appear twice (one for each color). 
 
The first window(s) to appear will denote the inter-plane spacing data.  This is a plot of focal position vs. 
plane number.  The slope of the red fit curve will correspond to the spacing between each focal plane.  
Note the R2 value at top.  A good calibration should have R2 > 0.98.  Note that the slope of the curve will 
be either positive or negative, depending on whether data was acquired in ascending or descending z-
position.  The software will accommodate either situation by taking the absolute value of the slope. 
 
 
Figure 4.  Plot of focal position vs. plane number.  The slope of the red fit line is the interplane spacing.  The R2 value should be 
greater than 0.99. 
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The algorithm will then attempt to find the sub-pixel location of every bead in every plane, across each 
color channel (if applicable).  The progress of this procedure will be displayed in the Matlab command 
window, indicating the bead and plane currently being localized.   
 
Once the localization step has completed, the second window(s) to appear will indicate the alignment 
accuracy computed by the algorithm.  In the case of a single color calibration, all images are aligned to the 
central plane.  In the case of a multi-color calibration, all images are aligned to the central green-channel 
plane.  Each image plane is shown as a two-color overlay, with the reference plane in green and the image 
being aligned in red.  Atop each image will be the average alignment error for that plane, given in pixels.  
A value of ca. <0.2 is generally acceptable (corresponding to <25nm with the 100x objective).  Figure 5 
below shows an example alignment image for the red channel in a multi-color calibration. 
 
 
Figure 5.  Example alignment image, in this case for the red channel in a multi-color calibration.  The average alignment error 
(in pixels) for each plane is indicated on top of each corresponding image.  A value of <0.2 for each plane is acceptable. 
Finally, the calibration algorithm will produce three more images (for each color) that display the average 
point-spread function (PSF) in each acMFM plane.  Images denote the xy, xz, and yz projections of the PSF, 
respectively.  While there are no quantities that need to be monitored for this step, it is useful to observe 
the general shape of the PSF, and noting any large asymmetries or curvatures, particularly with the xz and 





Figure 6.  Example images of the point-spread function (PSF) in each of the nine planes.  The xy (left), xz (middle) and yz (right) 
projections are each displayed.   
All of the parameters calculated by the calibration algorithm are stored in a .mat file that is saved in the 
same directory as the raw calibration images.  In the case of multi-color calibration, separate values for 
each color channel are stored.  To view the contents, you can open the .mat file in Matlab.  Although not 
necessary for any subsequent processing and analysis, viewing the results of the calibration may help 
identify potential problems.  The following is a summary of the parameters saved in each calibration .mat 
file.  In the case of a multi-color calibration, the names of some of the following variables will have either 
a g or an r appended to the end of their name to indicate whether it is specific for the green or red channel, 
respectively.  You can view these values by simply dragging the calibration .mat file into the Matlab 
workspace.   
 
 d:  the interplane spacing, in nanometers.  The result will depend on wavelength and objective.  
At 515nm and 100x magnification, it should be ca. 350nm. 
 
 fitparams:  The Gaussian fit parameters (in the Z-direction) used to estimate the relative focal 
position and average intensity across each MFM plane.  This variable will be in the form of a cell 
array.  Each cell in the array corresponds to each bead in the image.  Within each cell, there is a 
matrix with 9 rows and 3 columns.  Each row corresponds to each MFM plane.  Each column 
corresponds to the intensity, focal-position, and z-width (in terms of 2x standard deviation) of the 
resulting Gaussian fit of the PSF in the z-direction. 
 
 intscorrect:  derived from the data in fitparams, this variable lists the relative intensity distribution 
across each plane, normalized to unity.  These values can vary widely with wavelength, with some 
MFM planes only reaching ~0.5 relatively intensity. 
 
 objmag:  The selected objective magnification 
 
 psfs:  a three dimensional matrix that represents the complete psf in each MFM plane.  The matrix 
will be 12 pixels wide by 12x9 pixels tall.  It will have a third dimension corresponding to the 
number of z-steps that contain an image with at least one psf in focus. 
 
 tform: A nine-member cell array that contains the affine transformation matrices for each MFM 
plane.  Each member of the cell array is stored as a structured array as per requirement for the 




 zstepsize:    The step size, in nanometers, used to take the z-series acquisition to acquire the 
calibration data set.   
 
This completes the acMFM calibration process.  To proceed to the next step, click the Align/Process 
Images button on the MFM software main window (see figure 1). 
ALIGN/PROCESS IMAGES 
MFM Image Processing 
Once any pre-processing is completed, you can proceed to the Align/Process window described above, 
and shown in the figure below: 
 
 




1.  Choose the green channel .mat file (if applicable) that was generated in the Calibration steps 
above.   
 
2.  Choose the red channel .mat file (if applicable) that was generated in the Calibration steps above.  
In the case of multi-color calibrations, this will be the same file as in step 1.   
 
3. Now, choose the green channel .nd2 files (if applicable) that correspond to the imaging data you 
acquired.  If the data is multicolor, the software will automatically read only the channel 1 images.   
 
4. Then, choose the red channel .nd2 files (if applicable) that correspond to the imaging data you 
acquired.  If the data is multicolor, the software will automatically read only the channel 2 images.   
 
5. If the green data needs to be flipped left to right, click this box.  This is not generally necessary for 
the AIC MFM. 
 
6. If the red data needs to be flipped left to right, click this box.  This is not generally necessary for 
the AIC MFM. 
 
7. In the case of multicolor data, you can choose the re-interpolate the red channel data such that 
its z-spacing matches the green channel.  This is useful for direct overlaying of green/red data.  
However, because the green data spans a smaller z-depth, doing this will reduce the red channel 
depth accordingly.   
 
8. If the green channel data has been acquired using an interlaced or other custom illumination 
mode, then users may want to only process a portion of the total data set.  In such cases click the 
Specify Read Pattern button.  A new window will open that prompts users for 3 pieces of 
information: 
 
a. The pattern length:  This is the total length of the illumination/acquisition pattern, as 
defined in the custom illumination plugin in the Nikon Elements software.  In the case of 
2-color interlaced acquisition, the pattern length is simply 2.   
 
b. The frames to keep within the specified pattern.  This is expressed in Matlab vector 
notation.  For example, if a custom illumination pattern is defined over 12 frames, and 
the data of interest is contained in the odd numbered frames up to the 9th acquisiton, you 
would type 1:2:9 (start frame 1, increment by 2, end frame 9).  In the case of 2-color 
interlaced acquisition, you can simply type 1 for the odd frames or 2 for the even frames.   
 
c. You can specify a file suffix to be added to the processed data file name that indicates 
t were processed. 
 
9. Same as 8 above, but applied to the red channel data.   
 
10. AIC recommends using the full chip (planes 1-9) in order to maximize the z-depth of imaging.  
However, in special cases, users may acquire data using only a portion of the EMCCD chip in order 
to attain higher acquisition speed.  In these cases, the user should specify which sub-region 
(corresponding to which planes) was used for the selected data.  There are 3 possible sub-regions 
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which must be specified prior to acquisition of the data.  Ask AIC staff how to set this up prior to 
image collection. 
 
a. -512, and pixel rows of 
1-340. 
b. -512, and pixel rows 
of 171-340. 
c. -512, and pixel rows 
of 171-512. 
  
11. The MFM system does not perfectly distribute light intensity across each plane.  To correct for 
Perform Intensity Correction
more uniform, and is should always be done unless troubleshooting the system. 
 
12. To improve image quality and apparent resolution, you may perform background subtraction and 
Richardson-Lucy Deconvolution on your      Perform Background 
Subtraction and Deconvolution          
though will take longer.  This will create a new directory within your data folder called 
Deconvolution, and all data will be placed in this new location.  Checking this option will forgo 
saving non-deconvolved data.   
 
13. Choose the rolling-ball background subtraction radius.  This value should be just larger than the 
largest features of interest in your image, but generally smaller than the size of your cells. 
 
14. Choose the number of Richardson-Lucy iterations.  Larger number of iterations will increase the 
resolution of your images.  However, more iterations on relatively low SNR images will begin to 
rithm attempts to deconvolve noise spikes.  Also, more iterations will 
increase processing time.  Typical values are between 5 and 15. 
 
15. Once all files and options have been chosen, click the Process Data button.  This will initiate the 
MFM image alignment/
some time (up to several hours in the case of many Gigabytes of data).  A progress bar will denote 
the frames being processed for the current data file.   
 
All processed data will be saved as a high-density format v5 file (.h5).  This format is open source, and 
plugins exist in ImageJ and FIJI to view this data (explained below).   A metadata file is also included in .csv 
format that contains the x, y, and z position of the image, as well as the time stamp for each time point in 
the image.  Do not modify the .csv file, as it will be necessary for computation of diffusion coefficients in 
later steps (if applicable).     
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