In the present study, we considered error-related brain activity in event-related potentials, to investigate the relationship between error monitoring-that is, the detection and evaluation of erroneous responses-and action effect monitoring-that is, monitoring of the sensory consequences of behavior. To this end, participants worked on a task-switching paradigm that consisted of a freechoice task, in which a puzzle piece had to be attached to an existing one (the prime task), and a subsequent color flanker task (the probe task). We examined whether unexpected action effects in the prime task would affect the subsequent error monitoring in the probe task. We found the neural correlates of error monitoring during the probe task, the error-related negativity as well as the error positivity, to be increased after unexpected action effects in the prime task. In contrast, the neural correlates of visual attention were decreased after unexpected action effects, in line with recent findings on an attenuation of sensory processing after errors. Our results demonstrate a direct link between monitoring processes in the two tasks. We propose that both error monitoring and action effect monitoring rely on a common generic monitoring system related to novelty detection or affective processing. Preactivating this system by means of unexpected action effects increases the sensitivity for detecting an error in the subsequent task.
The ability to flexibly adapt to changing task demands requires a complex system of monitoring processes that constantly check for deviations between the current behavior and the intended goals. The output of these monitoring processes is used for adjustments to optimize goal-directed behavior. In recent years, different lines of research have focused on different types of monitoring. Research on error monitoring has addressed the question of how the brain is able to detect errors and adjust attention and behavior in a way so that further errors are avoided (Ullsperger, Fischer, Nigbur, & Endrass, 2014) . In contrast, research on action effect monitoring has focused on how the (predicted) sensory consequences of behavior (so-called action effects) are processed and how violations of these predictions are detected (Band, van Steenbergen, Ridderinkhof, Falkenstein, & Hommel, 2009; Cardoso-Leite, Mamassian, Schütz-Bosbach, & Waszak, 2010; . In the present study, we aimed to investigate the relationship between error monitoring and action effect monitoring. Our approach was to examine whether manipulating action effect monitoring in one task generalizes to error monitoring in a subsequent task. Such a result would provide support for the idea that both types of monitoring rely on common processes, or even represent instances of a generic monitoring system.
Research on error monitoring has mainly used scalp electroencephalographic methods to reveal the neural basis of error detection. When humans commit errors in a speededchoice task, a cascade of event-related potentials (ERPs) is elicited, reflecting monitoring processes that detect and evaluate the significance of the error. These processes are mirrored by two distinct neural correlates, the error-related negativity (Ne/ERN; Falkenstein, Hohnsbein, Hoormann, & Blanke, 1991; Gehring, Goss, Coles, Meyer, & Donchin, 1993) and the error positivity (Pe; Falkenstein et al., 1991; Overbeek, Nieuwenhuis, & Ridderinkhof, 2005) . The Ne/ERN has a frontocentral distribution and peaks within 100 ms after the response. It is generally considered to be generated in the medial frontal cortex (MFC; Gehring et al., 1993; Holroyd, Dien, & Coles, 1998; van Veen & Carter, 2002) and to represent either a response conflict between an error and a corrective response tendency (Yeung, Botvinick, & Cohen, 2004) or a reward prediction error subserving reinforcement learning (Holroyd & Coles, 2002) . Both accounts can explain why the Ne/ERN is typically larger when errors are less frequent or less expected (e.g., Gehring et al., 1993; Jessup, Busemeyer, & Brown, 2010; Oliveira, McDonald, & Goodman, 2007) , but mainly the latter idea receives support from the finding that negative feedback about the correctness of a response elicits a frontocentral negativity that strongly resembles the Ne/ERN (Holroyd & Coles, 2002) . In contrast, the Pe peaks around 300-500 ms after the response over parietal electrodes and is linked to processes of error awareness (Nieuwenhuis, Ridderinkhof, Blom, Band, & Kok, 2001; Overbeek et al., 2005) . Recent evidence has suggested that the Pe reflects the accumulation of evidence that an error has occurred (M. Steinhauser & Yeung, 2010) and is a correlate of response confidence (Boldt & Yeung, 2015) .
The role of action effects for performance has been described by ideomotor theory (Hommel, Müsseler, Aschersleben, & Prinz, 2001; James, 1890; Shin, Proctor, & Capaldi, 2010) , which assumes that humans produce actions by anticipating the intended sensory consequences of these actions. For instance, a key press in an experiment might be produced by anticipating the proprioceptive or visual consequences of this key press (Janczyk, Durst, & Ulrich, 2017; Janczyk & Lerche, 2018; Pfister & Kunde, 2013; Wirth, Pfister, Brandes, & Kunde, 2016) . If motor actions can be selected using codes for their sensory consequences, it can reasonably be assumed that actors monitor the ultimately produced effects as well, to determine whether the intended consequences have actually been realized or to establish new action effect associations. Such an action effect monitoring process was proposed by Welford as early as 1952. Recently, evidence for action effect monitoring has been provided using behavioral and neurophysiological methods. required participants to produce left-right responses that were followed by either a spatially compatible or incompatible action effect. On the basis of the observation that incompatible action effects are harder than compatible action effects to process perceptually (Desantis, Roussel, & Waszak, 2014) , it has been assumed that incompatible effects might invoke the proposed effectmonitoring process longer than compatible effects do. In line with this idea, the production of incompatible action effects increased the response time (RT) to an immediately following stimulus more than compatible effects did. This observation suggests that effect monitoring is a process that interferes with responding to another stimulus, with a duration depending on specific effect features such as the compatibility between an action and effect.
A subsequent study revealed similar influences by manipulating the expectedness of action effects (Wirth, Steinhauser, Janczyk, Steinhauser, & Kunde, 2018) . For example, enhanced action effect monitoring was found for infrequent incompatible action effects when they occurred among frequent compatible action effects, via increased RTs to a subsequent classification task. These behavioral observations were mirrored by an increased amplitude of the frontocentral P3a following such infrequent action effects. Because this ERP component is sensitive to the (un)expectedness of an event (Polich, 2007; Polich & Criado, 2006) , the results suggest that responses to the subsequent task were delayed due to an increased allocation of attention to the unexpected action effect (see also Waszak & Herwig, 2007) . Such an involvement of medial-frontal brain structures in action effect processing, notably the presupplementary motor area, has been supported by a number of neuroimaging and brain stimulation studies (Elsner et al., 2002; Hughes & Waszak, 2011; Melcher, Weidema, Eenshuistra, Hommel, & Gruber, 2008; Ticini, Schütz-Bosbach, Weiss, Casile, & Waszak, 2012 ; for a review, see Waszak, Cardoso-Leite, & Hughes, 2012) .
Of course, error monitoring and action effect monitoring differ in crucial aspects. Most importantly, unlike errors or performance feedback, action effects do not necessarily carry information about the correctness of a decision or future reward. For instance, a response can be detected as an (unexpected) error by error monitoring, but still produce the anticipated proprioceptive and visual action effects. However, the two types of monitoring also share crucial conceptual and empirical characteristics. Both error monitoring and action effect monitoring serve to detect action outcomes. Moreover, both errors and action effects have been shown to elicit or modulate frontocentral ERP components, and in both cases the activity becomes greater when errors or action effects are less frequent or less expected. Particularly, the latter observation raises the possibility that both forms of monitoring partially rely on more generic monitoring mechanisms that detect novel or unexpected events.
The idea that error monitoring involves the detection of novel and unexpected events has been discussed before (Oliveira et al., 2007; Wessel, Danielmeier, Morton, & Ullsperger, 2012; Wessel, Klein, Ott, & Ullsperger, 2014) . Novel and unexpected stimuli have been shown to elicit a negative frontocentral deflection similar to the Ne/ ERN (Folstein & Van Petten, 2008; Näätänen & Gaillard, 1983) , and both errors and novel stimuli lead to slowed responses on the subsequent trial (Barcelo, Escera, Corral, & Periáñez, 2006; Iwanaga & Nittono, 2010; Rabbitt & Rodgers, 1977) . On the basis of evidence from ERP and fMRI data, Wessel and colleagues (Wessel & Aron, 2017; Wessel et al., 2012) argued that the same neural circuits are involved in monitoring erroneous responses and novel events.
First evidence that error monitoring and action effect monitoring might share common mechanisms can be derived from a study that compared ERPs elicited by action effects and by external feedback about the correctness of a response (Band et al., 2009) . Feedback indicating an error has previously been shown to elicit a feedback-related negativity (FRN) with a frontocentral scalp distribution equal to the Ne/ERN, but peaking 250-300 ms after the onset of the feedback stimulus (Holroyd & Coles, 2002; Miltner, Braun, & Coles, 1997) . Band et al. reported a negativity after unpredicted but otherwise task-irrelevant action effects that strongly resembled the FRN in a condition with task-relevant feedback. They interpreted this action effect negativity as reflecting the same reward prediction error that has been linked to the FRN, and they argued that the monitoring of task-irrelevant action effects and feedback monitoring resort to the same structures in the MFC. Since feedback processing and error monitoring have been discussed as involving similar processes (Holroyd & Coles, 2002) , this would suggest that error monitoring and action effect monitoring also might share common mechanisms. Similarly, Gentsch, Ullsperger, and Ullsperger (2009) compared actual performance errors with externally triggered errors that were introduced as occasional malfunctions of the keyboard. They found that errors and malfunctions elicited temporarily distinguishable ERP components-an Ne/ERN and an FRN, respectively-that nonetheless were attributable to the same neural source through an independent component analysis (see also M. Steinhauser & Kiesel, 2011) .
The goal of the present study was to provide direct evidence for a relationship between error monitoring and action effect monitoring. As we described above, previous studies have inferred commonalities between monitoring mechanisms by comparing the spatial and temporal characteristics of the underlying neural correlates. A shortcoming of that approach is that these neural correlates are rather unspecific, because similar ERPs, and even similar brain structures, can be linked to very different functions. Here we adopted a novel approach by asking whether manipulating one type of to-be-monitored event would exert influences on monitoring of the other event. Specifically, our hypothesis was that preactivating the action effect monitoring system in one task should increase the sensitivity of error monitoring in an immediately following subsequent task. Such a result would provide evidence for the idea that both types of monitoring are instances of a generic monitoring system or, at least, rely on common processes such as monitoring for novel and unexpected events.
To test this hypothesis, we employed a task-switching scenario based on the design employed by Wirth and colleagues Wirth, Steinhauser, et al., 2018) , in which a prime task and a probe task were performed in close succession. The prime task required participants to give a free-choice response (upper or lower key) that was followed by a visual action effect. This action effect was presented in either the direction corresponding to the response (compatible) or the opposite direction (incompatible). Crucially, we manipulated the expectedness of the action effect by mixing either frequent compatible and infrequent incompatible action effects, or vice versa, within blocks of trials. After a brief interval, the stimulus of the probe task (a flanker task) was presented, and participants had to classify this stimulus with an error-prone speeded response. We assumed that an unexpected action effect in the prime task would be accompanied by enhanced action effect monitoring, and that this in turn would preactivate error monitoring in the probe task. We therefore predicted that unexpected action effects in the prime task would lead to a larger Ne/ERN or Pe in the probe task. In addition, we investigated the effect of unexpected action effects in the prime task on sensory processing in the probe task. Recent research has indicated that performance errors attenuate attentional processing in subsequent tasks (Buzzell, Beatty, Paquette, Roberts, & McDonald, 2017; Van der Borght, Schevernels, Burle, & Notebaert, 2016 ). An equivalent finding on unexpected action effects would provide additional evidence for the account that both types of monitoring are part of one common monitoring system.
Method
Participants Twenty-four female participants, between 18 and 26 years of age (mean = 22.1), took part in the experiment and received either monetary compensation (€8 per hour) or course credit. All participants reported normal or corrected-to-normal vision and hearing, had no history of neurological or psychiatric diseases, and were naïve concerning the hypotheses of the experiment. They provided written informed consent prior to the experiment. The experiment was conducted in accordance with the Declaration of Helsinki, and the study was approved by the ethics committee of the Catholic University of Eichstätt-Ingolstadt.
Tasks and procedure
The paradigm was adapted from that of Wirth et al. Wirth, Steinhauser, et al., 2018) . The stimuli for the prime task (S1) were bright gray pictures of puzzle pieces with connectors at the top and bottom, presented centrally on the screen at a visual angle of 4.7°and a viewing distance of 70 cm (Fig. 1 ). Participants were asked to add an equal-sized puzzle piece (the action effect E) at either the top or the bottom of S1 with a left-hand key press on either the upper (BA^) or lower (BY^) key of a German QWERTZ keyboard.
1 The prime task was free choice, so participants could choose freely whether to press the top or the bottom key. Nonetheless, they were instructed to maintain an approximately equal ratio of top to bottom responses (see, e.g., Naefgen, Dambacher, & Janczyk, 2017 ). The subsequent probe task required participants to respond to target color squares (S2; red vs. blue vs. yellow; visual angle of 1.2°per square) presented centrally within the original puzzle piece (S1), with always incongruent flanker color squares; this target required a right-hand response on the BB,^BN,^or BM^keys (see also Fig. 1 ). The target was presented after the flankers in order to increase the difficulty, and thus the probability of errors, in the probe task. The letter-response mapping was counterbalanced between participants. All stimuli were presented against a black background.
The timing of a trial is illustrated in Fig. 1 . Each trial started with a fixation cross presented randomly for 450 to 550 ms, followed by S1. Immediately after the response to the prime task, E was presented, and S1 and E remained on the screen until the end of the trial, to prevent offset effects in the ERPs. If after a maximum of 2,000 ms no key had been pressed, the trial counted as an omission, and no E was displayed. To reduce the likelihood of anticipatory responses in Task 2, a response-stimulus interval (RSI) of 240 ms (short RSI) or 540 ms (long RSI) was used. The flanker colors were presented first, and after another 50 ms the target color (S2) was displayed within S1, calling for the second response. Both flankers and target disappeared after 200 ms. There was no feedback for errors or omissions, and the next trial started after an intertrial interval of 800 ms.
To vary the expectedness of action effects, two variables were manipulated: First, the action effect E was either spatially compatible with the response (i.e., the lower key produces the bottom puzzle piece, the upper key produces the top puzzle piece) or spatially incompatible with the response (the lower key produces the top puzzle piece, the upper key produces the lower puzzle piece). Second, blocks consisted of either 75% compatible and 25% incompatible action effects (high-compatible blocks) or 25% compatible and 75% incompatible trials (high-incompatible blocks). Together, these two manipulations defined the variable expectedness. Unexpected action effects were therefore presented in the compatible trials of high-incompatible blocks and incompatible trials in highcompatible blocks, whereas the remaining trials presented expected action effects.
Participants started with three training blocks of 24 trials with the probe task only, to practice the response mapping in the probe task. In a fourth training block, the prime task was introduced and the two tasks were practiced together, with compatible action effects in all trials. After completion of the training blocks, recording of the electroencephalogram (EEG) started, and participants completed 26 blocks of 48 trials-13 blocks per block type (high-compatible vs. high-incompatible blocks), with each block containing 48 trials (36 expected action effects, 12 unexpected action effects). Here, participants were informed that puzzle pieces could also sometimes occur at the unexpected location. Block types switched after half of the session, and block type order (first half highcompatible vs. first half high-incompatible) was counterbalanced across participants.
Data recording
We recorded the EEG using a BIOSEMI Active-Two system (BioSemi, Amsterdam, The Netherlands) with 64 Ag-AgCl electrodes from channels Fp1, AF7, AF3, F1, F3, F5, F7, FT7, FC5, FC3, FC1, C1, C3, C5, T7, TP7, CP5, CP3, CP1, P1, P3, P5, P7, P9, PO7, PO3, O1, Iz, Oz, POz, Pz, CPz, Fpz, F p 2 , AF8, AF4, AFz, Fz, F2, F4, F6, F8, FT8, FC6, FC4, FC2, FCz, Cz, C2, C4, C6, T8, TP8, CP6, CP4, CP2, P2, P4, P6, Fig. 1 Trial procedure of the experiments. In the prime task, a puzzle piece had to be added at the top or the bottom of a centrally presented piece by pressing an upper or lower button. This response started the response-stimulus interval (RSI), after which a second stimulus appeared within the puzzle piece (color flanker task) and had to be classified in the probe task.
P8, P10, PO8, PO4, O2, as well as the left and right mastoid. The common mode sense and driven right leg electrodes were used as reference and ground electrodes. A vertical and horizontal electrooculogram (EOG) was recorded from electrodes above and below the right eye and on the outer canthi of both eyes. All electrodes were offline rereferenced to the averaged mastoids. EEG and EOG data were continuously recorded at a sampling rate of 1024 Hz and were resampled to 512 Hz offline.
Data analysis
Behavioral data For the analysis of RTs, trials were excluded that deviated more than three standard deviations from the mean RT of each participant and condition (on average, 2.36% of trials). Response rates to the prime task and error rates to the probe task were arcsine-transformed for statistical testing to stabilize the variances (Winer, Brown, & Michels, 1991) . RTs for the probe task were analyzed in a three-way repeated measures analysis of variance (ANOVA) on the variables prime expectedness (expected vs. unexpected), block type (high-compatible vs. high-incompatible), and probe correctness (correct vs. error). Error rates for the probe task were subjected to a two-way repeated measures ANOVA on the variables prime expectedness (expected vs. unexpected) and block type (high-compatible vs. high-incompatible). To simplify presentation of the results, the RSI was not considered in these analyses. However, to balance the contribution of each RSI to the means, all data were first averaged separately for each RSI and then averaged across the RSIs within each condition. Additional analyses that included the variable RSI did not reveal any interactions of this variable with either prime expectedness or block type.
Event-related potentials
We analyzed the EEG data using EEGLAB version 13.5 (Delorme & Makeig, 2004) and custom routines written in MatLab 8.3 (The Mathworks, Natick, MA).
2 First, the continuous EEG data were band-pass filtered, excluding activity below 0.1 Hz and above 40 Hz. Because we intended to examine neural activity with regard to error monitoring in the probe task, we extracted epochs that ranged from -500 ms before to 1,000 ms after the response to the probe task. These epochs were baseline-corrected to -150 to -50 ms before response onset, to rule out any impacts of early onsets of the Ne/ERN. Subsequently, defective electrodes were interpolated using spherical spline interpolation if they met the joint probability criterion (threshold 5) as well as the kurtosis criterion (threshold 5) in EEGLAB's channel rejection routine (pop_rejchan.m; M = 3.22 electrodes per participants). Epochs were removed if their amplitudes deviated more than 300 μV from zero or their joint probability deviated more than five standard deviations from the epoch mean (M = 77.93 trials per participant). An infomax-based independent components analysis was computed (Bell & Sejnowski, 1995) and components that represented ocular and muscular artifacts were removed after visual inspection. Grand averages were formed for all conditions and participants, and difference waves were computed from the grand averages of error trials minus those of correct trials. The conditions with the smallest trial numbers were errors. In these conditions, the following trial numbers resulted after artifact correction: high-compatible, expected-M = 62.7, SD = 22.7; high-compatible, unexpected-M = 23.3, SD = 9.2; high-incompatible, expected-M = 64.3, SD = 17.1; high-incompatible, unexpected-M = 19.0, SD = 4.8.
Both the Ne/ERN and the Pe were quantified in two ways that have been frequently reported in the literature on error monitoring: peak amplitudes in difference waves between correct and error trials (Falkenstein, Hoormann, Christ, & Hohnsbein, 2000; Holroyd & Coles, 2002 ) and peak-to-peak difference in error trials (Gehring et al., 1993; Nieuwenhuis et al., 2001) . For the Ne/ERN, the peak amplitudes at electrode FCz were measured as the amplitude of the maximum difference between errors and correct responses (in the grand average) within 150 ms after response button press. Peakto-peak amplitudes on error trials were quantified as the difference between the most positive peak within -150 to 0 ms and the most negative peak within 150 ms after the response at electrode FCz (in the individual averages). Likewise, the Pe was quantified as the peak amplitude in the difference waves between 200 and 400 ms, and additionally as the peak-to-peak difference between the most negative peak within -150 and 0 ms and the most positive peak within 200 to 400 ms, both at electrode Pz (Nieuwenhuis et al., 2001 ). All measures were analyzed using two-way repeated measures ANOVAs on the variables prime expectedness (expected vs. unexpected) and block type (high-compatible vs. high-incompatible). RSI was treated in the same way as for the behavioral analyses. Again, additional analyses including this variable did not reveal any significant interactions with prime expectedness or block type.
With regard to possible sensory attenuation after unexpected action effects (see Buzzell et al., 2017; Van der Borght et al., 2016) , we analyzed the visual N1 in potentials that were time-locked to the onset of the flanker task stimulus, with a baseline period of -200 to 0 ms before stimulus onset. Analogously to Buzzell et al., we identified a peak negativity at 120 ms over lateral-occipital electrodes, equally pronounced at PO7 and PO8, and the N1 was quantified as the mean amplitude during a 40-ms time window (100-140 ms) around this peak.
Results

Behavior
In the prime task, participants responded slightly more often with the bottom response (55.2%) than with the top response (44.8%), but this difference relied on only a few participants 3 and was not significant, t(23) = 1.40, p = .174, d = 0.40. The associated mean RT was 283 ms.
The mean RTs for the probe task are presented in Fig. 2 . Here we were interested in the impact of unexpected action effects in the prime task on the RTs of the probe task, since this was an indicator of the duration of the associated action effect monitoring Wirth, Steinhauser, et al., 2018 ). An ANOVA on the variables prime expectedness, block type, and probe correctness 4 revealed that errors were faster (446 ms) than correct responses (474 ms), F(1, 23) = 16.1, p < .001, η p 2 = .41. Crucially, however, a main effect of prime expectedness, F(1, 23) = 4.89, p = .037, η p 2 = .18, showed that responses in the probe task were slower after unexpected action effects (463 ms) than after expected action effects (456 ms). Interestingly, we obtained a trend toward an interaction of prime expectedness and probe correctness, F(1, 23) = 3.35, p = .080, η p 2 = .13, indicating that the effect of prime expectedness-that is, the impact of effect monitoringwas more pronounced on error trials (unexpected: 452 ms vs. expected: 439 ms) than on correct trials (475 vs. 473 ms). This observation might have resulted because errors often reflect premature responses, which could be more susceptible to proactive interference from the action effect. In contrast, correct responses are based on more elaborate stimulus processing that may be better suited to overcome this interference. Nonetheless, this statistical trend (possibly due to a power limitation resulting from the sample size of N = 24) should be treated with caution. Taken together, these results demonstrate that increased monitoring for unexpected effects in the prime task slowed responses on the subsequent probe task, thus replicating our previous study (Wirth, Steinhauser, et al., 2018) .
A Prime Expectedness × Block Type ANOVA 5 on the mean error rates of the probe task revealed a marginally significant main effect of block type, F(1, 23) = 3.96, p = .059, η p 2 = .15, which was qualified by a significant interaction between expectedness and block type, F(1, 23) = 15.4, p < .001, η p 2 = .40. Inspection of Fig. 2 reveals that this interaction mainly reflects that incompatible action effects (expected in highincompatible blocks but unexpected in high-compatible blocks) led to higher error rates in the probe task than did compatible action effects.
ERP data
Consistent with the literature on error monitoring, grand averages of brain activity locked to the probe-task response showed a clear frontocentral Ne/ERN followed by a posterior Pe on error trials (Figs. 3 and 4) . We first analyzed the Ne/ ERN using two quantification procedures, each submitted to a Prime Expectedness × Block Type ANOVA. First, a peak-topeak measure on error trials only revealed a significant main effect of prime expectedness, F(1, 23) = 11.5, p = .003, η p 2 = .33, indicating more negative Ne/ERN amplitudes after unexpected action effects (Fig. 3B ). Second, a maximum peak 3 Two participants preferred the bottom response, with about 90% of presses, considerably over the top response. Since they did not differ from the other participants with regard to their execution of the probe task (error rates, RTs), and can thus be considered to have been actively engaged in the experiment, we decided not to remove them from the subsequent analyses. Fig. 2 Mean response times (RTs) and error rates to the probe task across the experimental conditions. Error bars depict the within-subjects standard errors (Cousineau, 2005; Morey, 2008) . 4 An additional ANOVA was conducted that also included the variable RSI (short vs. long). Since two participants did not have trials in all design cells, this analysis was conducted on a subsample of 22 participants. Besides main effects of prime expectedness, F(1, 21) = 5.93, p = .024, η p 2 = .22; probe correctness, F(1, 21) = 29.6, p < .001, η p 2 = .58; and RSI, F(1, 21) = 24.4, p < .001, η p 2 = .54; and a Probe Correctness × RSI interaction, F(1, 21) = 11.8, p = .002, η p 2 = .36, the ANOVA yielded no significant interactions that involved the variable RSI (all ps > .18). The Prime Expectedness × Probe Correctness interaction remained a statistical trend, F(1, 21) = 3.51, p = .075, η p 2 = .14.
5 Likewise, an additional ANOVA that included the variable RSI was also conducted on error rates. RSI contributed significantly only as a main effect, F(1, 23) = 17.8, p < .001, η p 2 = .44. All interactions with RSI were not significant (all ps > .31). analysis on the difference waves (correct minus error) yielded a significant main effect in the same direction (Fig. 3D) , F(1, 23) = 5.03, p = .035, η p 2 = .18.
6
A similar pattern was obtained for the Pe (Fig. 4) . The peak-to-peak analysis on error trials yielded a significant main effect of prime expectedness, F(1, 23) = 28.0, p < .001, η p 2 = .55, indicating larger Pe amplitudes after unexpected action effects than after expected action effects (Fig. 4B) . Likewise, the peak amplitude analysis on difference waves confirmed this pattern (Fig. 4D) , showing a significant main effect in the same direction, F(1, 23) = 9.07, p = .006, η p 2 = .28. Taken together, both quantification procedures demonstrated that both the Ne/ERN and the Pe were increased after unexpected action effects in the prime task. Please note on inspecting Figs. 3A and 4A that the Ne/ERN and Pe were quantified as peak-to-peak difference amplitudes, which may occur at slightly different latencies for each participant (mean latencies: Ne/ERN, M = 53 ms, SD = 24; PE, M = 323 ms, SD = 53). The visual impression of the averaged peak amplitudes in these figures may thus be misleading.
A last step of the analysis addressed the question of whether recent findings by Buzzell et al. (2017) and Van der Borght et al. (2016) on attenuated sensory processing after performance errors would generalize to trials following unexpected action effects. To this end, we investigated whether and how the visual N1 to the probe task, a neural correlate of early attentional processes, was affected by the expectancy of the preceding action effect.
7 Since Buzzell et al. suggested an involvement of the RSI in the N1 modulation, we subjected the flanker-stimulus- 6 Literature suggests that a variant of the Ne/ERN occurs also on correct trials, termed the correct-related negativity (CRN; see, e.g., Vidal, Hasbroucq, Grapperon, & Bonnet, 2000) . We can rule out that the observed effects also affect correct trials, on the basis of two arguments. First, if the same modulations would affect correct and error trials in a similar way, these effects would be cancelled out (or strongly reduced) in the difference waves, which is not the case. Second, analyzing the minimum amplitudes of correct trials 0-150 ms after the stimulus yields no significant differences with regard to prime expectedness or block type, all Fs < 0.806, all ps > .378, all η p 2 s < .030. 7 To rule out that the observed expectedness effect on the N1 resulted from prolonged effects related to the prime task, we also analyzed the ERPs of the short-RSI condition at electrodes PO7/PO8, time-locked to the prime task response. We analyzed the mean amplitudes in a time window that preceded processing of the probe task stimulus-that is, from 0 to 200 ms after the prime task response. Here we observed no significant differences between the conditions, all Fs(1, 23) < 0.81, all ps > .37. locked N1 data to an ANOVA on the variables prime expectedness, block type, and RSI (Fig. 5) . In addition to the two main effects of expectedness, F(1, 23) = 6.83, p = .016, η p 2 = .23, and RSI, F(1, 23) = 14.9, p < .001, η p 2 = .39, an interaction of expectedness and RSI, F(1, 23) = 10.5, p = .004, η p 2 = .31, showed that the visual N1 was reduced after unexpected action effects only on short-RSI trials, F(1, 23) = 12.7, p = .002, η p 2 = .36, whereas no reduction could be observed on trials with a long RSI, F(1, 23) = 0.003, p = .96, η p 2 < .001.
Discussion
The goal of the present study was to investigate whether error monitoring and action effect monitoring rely on common mechanisms. Our central prediction was that activating the action effect monitoring system by means of unexpected action effects in a prime task should lead to enhanced monitoring of errors in a subsequent probe task. To this end, we adopted an experimental paradigm from previous studies in which increased monitoring of unexpected action effects has been demonstrated using behavioral and ERP measures Wirth, Steinhauser, et al., 2018) .
Our behavioral data replicated core aspects of these previous results: Presenting an unexpected action effect prolonged RTs Fig. 5 Grand averages of lateral-occipital brain activity locked to the onset of the probe stimulus on trials with short (left) and long (right) response-stimulus intervals (RSIs). Gray areas depict the time window used for statistical testing. for an immediately following probe task. This again demonstrated that action effect monitoring is a time-consuming process that interferes with subsequent processing, and that its duration varies with the expectedness of an action effect. The crucial question in the present study was whether this enhanced action effect monitoring would generalize to error monitoring in the subsequent task. Analyses of the Ne/ERN and the Pe confirmed this prediction. Both the Ne/ERN and Pe to errors in the probe task were increased after unexpected action effects in the prime task. These modulations to errorrelated brain activity in the probe task occurred even though there was no experimental manipulation in this task itself. Instead, the Ne/ERN and Pe were exclusively influenced by changes to the preceding prime task, which strongly indicates a link between the monitoring systems in both tasks. Our results suggest that increased action effect monitoring for an unexpected effect in the prime task increases the sensitivity of subsequent error monitoring processes in the probe task.
A parsimonious explanation for this result is that both monitoring systems involve a mechanism that detects novel or unexpected outcomes. Preactivating this mechanism by means of unexpected action effects in the prime task implies that infrequent errors in the subsequent probe tasks are processed more strongly. This provides further support for the recent suggestion that the neural correlates of error monitoring at least partially reflect novelty detection rather than mere error-or reward-specific processing (Wessel et al., 2012) . Wessel et al. (2012) found that similar neural activity underlies the Ne/ERN and a frontocentral novelty-N2 to frequency-matched oddball stimuli (see also Wessel & Aron, 2017) . Our results are also consistent with the findings of Band et al. (2009) , who found similar frontocentral negativities to taskirrelevant but infrequent action effects and negative feedback, that is, the FRN. This in turn allows our results to be linked to recent studies that suggest the FRN to represent processing of surprise and salience (Alexander & Brown, 2011; Hauser et al., 2014; Talmi, Atkinson, & El-Deredy, 2013) , concepts closely related to the unexpectedness of the action effects in our paradigm.
Although these previous studies focused on frontocentral ERPs related to MFC activity, we observed that not only the Ne/ERN but also the Pe was enhanced following unexpected action effects. The Pe has frequently been assumed to be linked to the conscious awareness of an error (Nieuwenhuis et al., 2001; Overbeek et al., 2005) . More specifically, one idea is that the Pe reflects an evidence accumulation process (M. Steinhauser & Yeung, 2010 , receiving input from cognitive, autonomous, and sensory processing (Wessel et al., 2012; Wessel, Danielmeier, & Ullsperger, 2011) . Provided that one possible input into this process is activity reflected by the Ne/ERN Ullsperger, Harsay, Wessel, & Ridderinkhof, 2010; Yeung et al., 2004) , this could explain why effects on the Ne/ERN are carried over to the Pe in our data.
Another commonality that action effects and errors might share is negative affective valence. The Ne/ERN has previously been found to be susceptible to manipulations of affective valence (Larson, Perlstein, StiggeKaufman, Kelly, & Dotson, 2006; Wiswede, Münte, Goschke, & Rüsseler, 2009 ). Wiswede et al. presented emotional pictures shortly before a flanker task. The Ne/ ERN on errors was increased after the presentation of unpleasant as compared to pleasant and neutral ones. The authors argued that this modulation of the Ne/ ERN might originate in affect-driven changes to dopamine levels in the MFC, possibly in conjunction with an activation of the noradrenergic system due to increased arousal. Furthermore, spatial incompatibility entails response conflict (Simon, 1990) and recent evidence suggests that conflict and errors triggers negative affect (Aarts, De Houwer, & Pourtois, 2012 Dreisbach & Fischer, 2012; Maier, Scarpazza, Starita, Filogamo, & Làdavas, 2016; Schouppe et al., 2015; . As a result, conflict elicited by unexpected action effects in our prime task could have generated negative affect, which in turn could have increased the sensitivity of detecting negatively valent errors in the probe task.
Irrespective of whether novelty or valence drives the present results, we believe that our results reflect changes in the sensitivity of monitoring due to the preactivation of the respective monitoring process. This is in line with previous studies that have indeed shown that the sensitivity of error monitoring can be influenced by contextual variables (e.g., the need to report errors, see Grützmann, Endrass, Klawohn, & Kathmann, 2014) . Alternatively, one could assume that infrequent action effects prime errors. Priming would refer to a case in which the antecedent exposure to a prime stimulus enhances subsequent processing of a target that is identical to or associated with that prime (Bentin, McCarthy, & Wood, 1985; Meyer & Schvaneveldt, 1971) . However, we think that priming is not an adequate concept to describe our data for two reasons: First, priming a stimulus can be considered as inducing an expectancy of that stimulus. However, this would imply that unexpected action effects increase the expectedness of an error, which should manifest in a reduced Ne/ ERN. Second, and in accordance with this idea, ERP findings on perceptual priming of stimuli robustly report a suppression rather than an enhancement of brain activity in a primed target (e.g., Brown & Xiang, 1998; Gruber & Müller, 2002) . Instead, in our data, infrequent action effects in the prime task increased the Ne/ERN in the probe task. This shows that our results are unlikely to be related to a priming mechanism. Rather than priming specific representations, our interpretation assumes that the monitoring process itself becomes more engaged in the prime task, which then generalizes to the probe task.
An alternative explanation, one that has always to be taken into account in error monitoring studies, is based on the link between the Ne/ERN and error frequency. It has repeatedly been shown that conditions associated with higher error rates are accompanied by lower Ne/ERN amplitudes (e.g., Fischer, Klein, & Ullsperger, 2017; Gehring et al., 1993; Jessup et al., 2010; Oliveira et al., 2007) , although this relationship can be reversed when more frequent errors are associated with higher error significance (Maier, Di Pellegrino, & Steinhauser, 2012; Maier & Steinhauser, 2016) . This link can be explained both by response conflict accounts (Danielmeier, Wessel, Steinhauser, & Ullsperger, 2009; Yeung et al., 2004) and by prediction error accounts (Holroyd & Coles, 2002) of the Ne/ ERN. This explanation, however, cannot account for the pattern of Ne/ERN amplitudes in the present study, because error rates and Ne/ERN amplitudes in the probe task clearly follow different patterns. Whereas error rates vary mainly as a function of the compatibility of the action effect, the Ne/ERN exhibits-equal to our findings on the Pe-a main effect of expectancy only.
It is important to note that increased monitoring after unexpected action effects in the prime task did not lead to reduced error rates in the subsequent probe task. Hence, we cannot assume that this link between the two tasks is of a directly adaptive nature that seeks to avoid errors in the second task. Rather, as shown by Jentzsch and colleagues ; see also Houtman & Notebaert, 2013) , these very monitoring processes can be a source of errors in themselves-particularly with short RSIs (Buzzell et al., 2017; M. Steinhauser, Ernst, & Ibald, 2017) . The link between monitoring processes in the two tasks that we observed in this study fits better with Wessel's (2018) recent account on adaptivity in error processing. He suggests a nonspecific cascade of processing steps to be triggered by any unexpected action outcome. Only if a mendable source of the unexpected event is identifiablewhich is not the case for the unexpected action effects of our prime task-adaptive adjustments to a subsequent task can be invoked (see also R. Steinhauser, Maier, & Steinhauser, 2017) .
In contrast to the increased sensitivity of performance monitoring, visual attention was reduced after unexpected action effects, at least on trials with short RSI. This is in line with recent studies who found a corresponding reduction of early attentional processes after performance errors following short RSIs (Buzzell et al., 2017; Van der Borght et al., 2016) . The attenuation of the visual N1 after unexpected action effects in the present study is important for three reasons. First, it provides additional evidence for the account that action effect monitoring and performance monitoring draw on the same processes. Apparently, performance errors and (unexpected) action effects elicit the same kind of adjustments to visual attention in the subsequent trial, an effect that also in our study was influenced by the RSI (see Buzzell et al., 2017) . Second, the decreased N1 after unexpected action effects also rules out that the increased Ne/ERN and Pe result from increased general and unspecific arousal after unexpected action effects. In this case, the N1 (and other stimulus-locked components) would have shown a similar increase as the Ne/ERN and Pe. Finally, it strengthens previous results, indicating that ongoing action effect monitoring interferes with the perceptual processes of a subsequent task (Wirth, Janczyk, & Kunde, 2018, Exps. 2 and 3) . With higher monitoring demand resulting in reduced visual attention, subsequent (visual) stimuli are identified and responded to later than following lower monitoring demand.
To sum up, our results showed that monitoring processes between subsequent tasks are linked to each other and increased action effect monitoring for one task can preactivate error monitoring processes in the subsequent task. This preactivation is likely to be rooted in a generic system of either novelty or affect processing that encompasses and connects tasks in close temporal succession. In this way, our findings contribute to understanding how tasks interact and influence each other in environments that require fast switching between the tasks or even require overlapping task execution. We could show that tasks in such scenarios not only influence each other through interference from competing task sets (Kiesel et al., 2010) or structural limitations to concurrent task execution (Meyer & Kieras, 1997; Pashler, 1994) . Instead, monitoring processes to different tasks also interact with each other, since they are part of the same superordinate neural structures.
