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ABSTRACT
Antifreeze proteins (AFPs) are biopolymers capable of interfering with ice growth. Their antifreeze action is commonly understood consid-
ering that the AFPs, by pinning the ice surface, force the crystal–liquid interface to bend forming an ice meniscus, causing an increase in the
surface free energy and resulting in a decrease in the freezing point ΔTmax. Here, we present an extensive computational study for a model
protein adsorbed on a TIP4P/Ice crystal, computing ΔTmax as a function of the average distance d between AFPs, with simulations spanning
over 1 μs. First, we show that the lower the d, the larger the ΔTmax. Then, we find that the water–ice–protein contact angle along the line
ΔTmax(d) is always larger than 0○, and we provide a theoretical interpretation. We compute the curvature radius of the stable solid–liquid
interface at a given supercooling ΔT ≤ ΔTmax, connecting it with the critical ice nucleus at ΔT. Finally, we discuss the antifreeze capability of
AFPs in terms of the protein–water and protein–ice interactions. Our findings establish a unified description of the AFPs in the contest of
homogeneous ice nucleation, elucidating key aspects of the antifreeze mechanisms and paving the way for the design of novel ice-controlling
materials.
Published under license by AIP Publishing. https://doi.org/10.1063/5.0023211., s
I. INTRODUCTION
Many living beings facing drastic environmental conditions
have evolved in order to adapt to large temperature excursions,
as observed in bacteria,1 fungi,2 plants,3 insects,4 and vertebrates,5
living in the depths of the oceans, perennial snows, or desert
areas. Freezing regulation activity involves one of the most diffi-
cult recognition problems in biology, the distinction between ice
and liquid water.6,7 The key point is the ability of a class of pro-
teins, known as antifreeze proteins (AFPs),8 to control the liq-
uid and solid phases of the most important substance for life:
water.
According to a widely accepted adsorption–inhibition mecha-
nism, proposed by Raymond and DeVries,9,10 the AFPs bind the ice
surface, causing a local increase in the curvature. This depresses the
freezing point byΔTmax ≡Tm −Tf according to the Gibbs–Thomson
effect,11–13 where Tm is the thermodynamic melting temperature
and Tf is the effective freezing temperature (see the supplemen-
tary material). This would suggest that AFPs avoid the growth of
a post-critical ice nucleus rather than impeding the formation of
an ice nucleus. Nevertheless, despite a growing body of the liter-
ature on ice-binding proteins,6–9,11,12,14–32 a complete study on the
antifreeze effect of the AFP concentration on the ice growth is still
missing.
The theory proposed in Ref. 9 assumes AFPs regularly arranged
on a square lattice on top of the ice surface. This minimal
model square proteins on a square lattice can be exploited in
simulations to investigate the AFP mechanisms. Following such
an approach, in this work, we present an extensive study for a
model of AFPs immersed in TIP4P/Ice water33—a model that
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quantitatively accounts for many ice thermodynamic and structural
properties34,35—on the antifreeze capability of AFPs according to
their expression level (proportional to the concentration of pro-
teins absorbed onto ice). We establish the decrease in the freez-
ing point, ΔTmax, according to the protein–protein distance d by
means of extensive molecular dynamic simulations. We show how
the ice interface between two proteins bends forming a menis-
cus. We predict (for the first time as far as we know) the ΔTmax− d curve for a simple square coarse-grained model of proteins,
in simulations on the microsecond scale, showing that at the ice
percolation point, the contact angle θ is larger than 0○. We also
discuss an interpretation of our results, in connection with the-
ories9,25 and experimental data.12,26 Finally, we characterize the
ice growth according to the water–protein interaction and protein
size.
II. METHODOLOGY
We consider an ice slab composed of several layers (>10),
flanked by two AFPs [Figs. 1 and 1(a) of the supplementary
material] irreversibly bound to the ice.36,37 The ice is oriented with
the basal plane toward the binding protein38 and filling completely
the X and Y dimensions of the simulation box. The protein structure
is coarse-grained respecting the average size8 and composition39,40
of the AFPs; more details are provided in the supplementary
material. Given a XYZ simulation box, the ice would expand along
the Z direction (Fig. 1). The relevant linear dimension for the ice to
grow is d, i.e., the available space between the AFP and its replica
through the periodic boundary conditions along the diagonal of the
XY plane [Fig. 1(a)]. By changing Lx and Ly—hence d—we mimic
different concentrations of the AFP absorbed on ice.
We perform anisotropic NpT simulations, with p = 1 bar, for
systems ranging from N = 8131 to N = 120 768 water molecules, cor-
responding to d ∈ [2.7: 16.2] nm, with temperatures spanning from
T = 250 K to T = 269 K, below the melting point of the water model
Tm = 270 K.35 Each run extends up to ∼1 μs, which is a time win-
dow reasonably longer than the time required for the ice to grow.41,42
The number of ice molecules is determined according to the q6 order
parameter,43 with a cutoff of 3.5 Å and a threshold of q6 > 0.37.44
III. RESULTS
In Fig. 2, we report the fraction of ice molecules as a function of
time, for two values of d (see also Fig. 2 of the supplementary mate-
rial). For sufficiently high temperatures—T ≥ 264 K and T ≥ 254 K
in the cases shown in Fig. 2—the presence of the AFPs impedes the
ice growth. The ice surface distorts forming a meniscus, whose dome
protrudes into the bulk supercooled water [Figs. 1(b) and 1(c)], con-
sistent with that observed in other simulation studies with TIP4P
water and45 mW water25 and in experiments.46 The shape of the
solid–liquid interface is stable within the explored time window of∼1μ s, resembling a sphere along d and a cylinder along d′, as shown
in Fig. 3, for d ∼ 5.4 nm (see Fig. 7 of the supplementary material
for d ∼ 4.1 nm). By decreasing T, the solid–liquid interface further
bends, increasing its curvature and expanding into the liquid phase.
When the mechanical stability is passed, the ice overgrows the AFPs
wrapping it [see Figs. 1(b)–1(d) of the supplementary material], as
observed also in Ref. 25.
The lowest temperature Tf at which the AFPs impede the ice
growth according to d defines the lowering of the freezing point
ΔTmax ≡ Tm − Tf . We clearly observe that ΔTmax increases by
decreasing d, as shown by black points in Fig. (4). Our data are well
fitted by ΔTmax ∝ d−4 (blue dashed line in Fig. 4). Interestingly,
when d ∼ 7 nm, we found ΔTmax ∼ 0.5 K, close to the thermal hys-
teresis ∼0.72 K experimentally observed in the Tenebrio molitor’s
AFP separated by an analogous distance26 (red square in Fig. 4). For
d ≥ 7.8 nm, the ice growth is inevitable [see Figs. 2(d) and 2(e) of the
supplementary material].
Raymond and DeVries proposed a relation between the super-
coolingΔT ≡ Tm − T ≤ΔTmax and the protein distance d, given by9,47
ΔT = αP(γslTmνΔHm ) cos θd , (1)
where αP is a geometrical factor (αP = 4 and 2 for spherical and
cylindrical interfaces, respectively), γsl is the solid–liquid surface free
energy, ν is the molar volume of ice, ΔHm is the molar latent heat
of melting, and θ is the contact angle [Fig. 1(c)]. When the sys-
tem reaches a metastable equilibrium at ΔT, the chemical potentials
of the liquid and solid phases [the solid being at higher pressure
FIG. 1. (a) Back view of the square protein on a square lattice AFP model along the XY plane. The AFP is modeled with atoms arranged in a tangent fcc lattice, interacting
with water via a Lennard-Jones potential with ϵ = 0.5 kJ/mol and σ = 0.316 68 nm. The maximum distance between two AFPs is d ≡ [(Lx− l)2 +(Ly− l)2]1/2, where Lx ∼ Ly
are the X and Y sizes of the box and l × l × hAFP are the AFP sizes. l = 2.5 nm and hAFP = 1.2 nm (including the van der Waals radius) are comparable with linear sizes
observed in AFPs.8 d′ = d/√2. (b) Solid–liquid equilibrium interface for N = 17 584 water molecules at T = 264 K, with d ∼ 5.4 nm. (c) Scheme of the antifreeze mechanism
(seen from the diagonal) proposed in Ref. 9. Rc is the curvature radius, and θ is the contact angle.
J. Chem. Phys. 153, 091102 (2020); doi: 10.1063/5.0023211 153, 091102-2
Published under license by AIP Publishing
The Journal
of Chemical Physics COMMUNICATION scitation.org/journal/jcp
FIG. 2. Time evolution of the fraction of ice molecules, for different T. The number
of water molecules is N = 17 584, with d ∼ 5.4 nm. The inset refers to N = 13 130
water molecules, with AFPs separated by d ∼ 4.1 nm.
due to the curved interface as described by the Laplace’s equation
Δp = αPγsl/(2Rc)] are equal. By decreasing T, the angle θ decreases.
Raymond and DeVries assumed that the stability limit of the inter-
face is reached when 2Rc = d for the spherical interface (2Rc = d′ for
the cylindrical one), corresponding to the minimum angle of θmin = 0
[Fig. 1(c)]. As shown in Fig. 4, this assumption leads to ΔTmax con-
siderably larger than the outcome of our simulations (longer runs
could increase the deviation by decreasing ΔTmax for each value
of d). This suggests that along the locus ΔTmax(d), we have always
θmin(ΔTmax) > 0. Thus, the hypothesis of Raymond and DeVries that
the ice spans only when θ ∼ 0 is not consistent with our results.
Certainly, the interfacial free energy for the ice–water interface of
the TIP4P/Ice model of water may differ from that of real water.
However, in this work, we are comparing the results of the simu-
lation obtained with TIP4P/Ice with the results of the theory for the
same model so that the differences point out the limitations of the
theory.
FIG. 4. Decrease in the freezing point ΔTmax as a function of the average protein–
protein distance d. The blue dashed line is a fit ΔTmax = 4476.52/d4. Continuous
lines are given by Eq. (1), with θ = θmin = 0, ν = 1.99 × 10−5 m3/mol, ΔHm = 5397
J/mol (the melting enthalpy of the TIP4P/Ice model), and αP = 2, 4 for a cylindrical
or spherical interface, respectively. For any d, ΔTmax for the cylindrical interface is
computed for d′ [Fig. 1(a)].
To verify this, we computed θ for d ∼ 4.1 nm and d ∼ 5.4 nm,
for ΔT ≤ ΔTmax, reported in Fig. 5(a) (see the supplementary mate-
rial for details). The full point marks θmin (and ΔTmax): by fur-
ther decreasing T, the solid–liquid interface is no longer stable,
and the ice percolates through the system. The value of θ can be
predicted following the work of Naullage, Qiu, and Molinero.25
Indeed, the authors have successfully derived the expression for the
θ-dependence of the Gibbs free energy difference ΔG for a cylindri-
cal solid–liquid interface.25 Accordingly, they show that, for ΔT <
ΔTmax, the predicted ΔG exhibits a local minimum for values of θ
consistent with their findings. We extended such an approach for a
spherical interface (see the supplementary material),
ΔG = −Δμρice πd324 cos3 θ (sin3 θ − 3 sin θ + 2)
+ γslπd
2
2
[1 − sin θ
cos2 θ
− 1
2
] + τℓ, (2)
FIG. 3. Ice surface in a system with N = 17 584 water molecules, d ∼ 5.4 nm, for (a) T = 264 K, (b) T = 266 K, and (c) T = 268 K. The AFP anchors the ice in the darkest/square
region corresponding to null height. On the XY plane are shown the level lines corresponding to the ice heights 0.5 nm, 1.1 nm, 1.45 nm, 1.75 nm, and 1.85 nm, from the
darker to the clearer color, respectively.
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FIG. 5. (a) Contact angle θ of the spherical dome as a function of ΔT for two d.
Full points mark θmin. Dashed lines are the predictions given by the minimum of
ΔG in Eq. (2). Inset: ΔG given by Eq. (2) at the spanning points, T = 253 K for
d ∼ 4.1 nm (black curve), and T = 263 K for d ∼ 5.4 nm (red curve). (b) Rc as a
function of ΔT, for various d. Full points mark the maximum supercooling ΔTmax
(minimum Rc). The black dashed line is a power law fit of the data from Refs. 48
and 49. (c) Change in ΔTmax according to the model variation. The blue dashed
line is the fitting curve of Fig. 4. Continuous lines are the theoretical predictions
described in the text.
where Δμ is the difference between the liquid and solid chemical
potentials in bulk, ρice is the ice’s number density, τ is the line ten-
sion, and ℓ is the length of the AFP–solid–liquid contact line (follow-
ing Ref. 25, we shall neglect the τℓ term). The condition ∂ΔG/∂θ = 0
together with the approximation Δμ = ΔHmΔT/Tm leads to Eq. (1).
Figure 5(a) reveals that the theory correctly predicts the equilibrium
contact angle for ΔT < ΔTmax. In addition, for ΔT ∼ 2 K, the the-
ory predicts θ ∼ 86○, in reasonable agreement with θ = 88.0○ ± 1.3○
observed by Karlsson et al.12 for small supercooling (up to 2.4 K).
Nevertheless, as we show in the inset of Fig. 5(a), Eq. (2) predicts
stable solid–liquid interfaces with huge free energy barriers (in kBT
unit) from the stable state θ = −90○ at the ΔT − d conditions where
we observed the ice spanning (Fig. 2). Hence, Eq. (2) allows an esti-
mation of θ for each T but, as anticipated in Ref. 25, does not allow
one to estimate ΔTmax for a certain d. Contact angles in the cylindri-
cal region of the interface (along d’ in Fig. 1) are smaller that those
of the spherical interface, as can be seen in Fig. 5 of the SM but are
not zero at the conditions where we observed the ice spanning.
We focus now on ΔT dependence of the curvature radius Rc
of the solid–liquid interface. From the spherical dome of the aver-
age stable ice surface shown in Fig. 3, we extract Rc and compare
it with the T-dependence of the critical ice radii established from
studies of homogeneous nucleation50 for the same water model.48,49
The reasonable agreement shown in Fig. 5(b) confirms that the sta-
ble solid–liquid interfaces observed in simulations, and predicted by
Eq. (2) following Ref. 25, have the curvature established by the Clas-
sical Nucleation Theory (CNT). Thus, according to CNT (and con-
sistent with our findings), in the homogeneous and heterogeneous
nucleation and AFP, the value of Rc is determined uniquely by ΔT
(although θ is determined by the Young equation in heterogeneous
nucleation and by d for AFPs).
The data ΔTmax(d), as observed also in Ref. 25, can be explained
considering that, in order to span, the height h of the ice meniscus
must overcome the AFP’s height hAFP [Fig. 1(c)]. As shown in the
supplementary material, by imposing that the stability limit of the
solid–liquid interface is reached when the ice dome [whose height
can be expressed in terms of Δμ(T), γsl(T), and ρice(T)] matches
hAFP, we predict a decrease in ΔTmax with d that qualitatively cap-
tures our simulation results, as shown by the black curve in Fig. 5(c)
labeled ΔTmaxtheory. Hence, hAFP can be seen as the effective barrier to
be overcome by the ice in order to span. This estimation can be fur-
ther improved phenomenologically considering that, according the
CNT, the nucleation rate is∝ Z exp(−ΔG/kBT), where the Zeldovich
factor Z =√Δμ4ρ2ice/(64π2kBTγ3sl) accounts for the curvature of the
free energy curve at the top, and its inverse is related to the width of
the region around the top.51
By rescaling the supercooling as ΔTmaxtheory,Z ≡ AZΔTmaxtheory (using
A ∼ 1500 as a fitting parameter), we get better agreement [red line
in Fig. 5(c)]. Note that ΔTmax(d) does not depend on the ice plane
bound to the AFP (as long as the bond is stable) as γsl depends on Rc
(the solid–liquid interface is curved) rather than on the plane from
which the interface is lifted up.
Finally, we tested our findings against model variations. We
considered the effect of a hydrophilic AFP interface facing the super-
cooled liquid water (i.e., all the protein sides not anchoring the ice).
Hydrophilicity has been modeled by (i) increasing the depth of the
isotropic water–protein potential to ϵ = 1 kJ/mol (model 1) and
(ii) freezing some disordered water molecules on the AFP surfaces
exposed to the liquid and assuming these molecules to form part
of the AFP structure, to allow the formation of directional water–
AFP HBs (model 2). In both cases, ΔTmax is consistent with what
was previously found [Fig. 5(b)], suggesting that hydropathy of the
AFP surface non-anchoring the ice does not play a relevant role in
preventing the ice growth. Nevertheless, our results indicate that it
could affect the time required for the ice to envelop the AFP (as
discussed in the supplementary material). We also tested how the
antifreeze activity depends on the protein size by computing ΔT for
proteins with linear sizes l = 2 nm and l = 1.5 nm (keeping the value
of hAFP constant). Points labeled “model 3” in Fig. 5(b) reveal that l
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does not affect the antifreeze capability. This occurs because of the
perfect match between the surface of the AFP and the crystal struc-
ture, leading to a stable/irreversible AFP-ice binding. In this paper,
we have not studied the impact of hAFP on ΔTmax. However, our
approximate theory [Fig. 5(b)] predicts an increase in ΔTmax with
hAFP as anticipated by Naullage et al.25 For the square protein of this
work, we did not find an important impact of l on ΔTmax in con-
trast to the result of Ref. 25. Further work to understand these subtle
issues is needed.
IV. CONCLUSIONS
In this work, we present a broad computationally study on
the capability of antifreeze proteins (AFPs) to prevent ice growth
depending on their distance d along the ice surface and the super-
cooling ΔT.
The reader may wonder why we use d (and not d′) to describe
the value of ΔTmax. For a two-dimensional square lattice, the dis-
tance to the nearest neighbor d defines the lattice. However, it is
observed in this work that the irreversible growth of ice occurs in
the center of the square lattice and not along the sides of the square.
Thus, in our view, it seems more useful to consider the direction
from the AFP center to the point of the two-dimensional Wigner–
Seitz cell, which is farthest away. For a simple square lattice, this
direction is that of the diagonal of the square, and for this reason,
d (rather than d′) seems to be an appropriate parameter to describe
the capacity of the AFP to avoid the formation of ice. In fact, this cri-
terion could also be useful when considering non-regular arrange-
ments of AFP in future work (by considering the Voronoi cells in
this case).
By means of a minimal and controllable square protein on
a square lattice model immersed at the solid–liquid interface of
TIP4P/Ice water, we establish the lowering of the freezing point in
a range d ∈ [∼ 4:∼ 7] nm with simulations longer than a microsec-
ond and characterize the curvature radius Rc(T) and contact angle
θ(T) of the solid–liquid interface. Our results indicate that along
the ΔTmax(d) locus marking the stability limit of the solid–liquid
interface—numerically captured by ΔTmax ∼ d−4—we have θ > 0
(i.e., the ice meniscus is always smaller than a hemisphere): the
Raymond and DeVries expression of Eq. (1)9 (with θ = 0) cannot
reproduce our simulation data for ΔTmax(d). Hence, analyzing pre-
vious theoretical approaches,9,25 we propose an interpretation for
our findings. Moreover, we prove that Rc(T) is consistent with the
critical ice radius at the supercooled T48,49 found in homogeneous
nucleation. Finally, we studied how the antifreeze effect depends on
the hydropathy and size of the AFP, revealing that, as long as the
ice-AFP binding is stable, both the protein–ice contact area and the
hydrophilic/hydrophobic AFP interface exposed to the liquid do not
affect ΔTmax(d). Our analysis connects the physics of AFPs and the
ice homogeneous nucleation into a unified picture, providing a step
forward in understanding the chemical physics of AFPs, with find-
ings possibly useful to design artificial ice-controlling materials.52–55
This work can be regarded as a first step. The model proposed here
is simple as it reduces the chemical details of the AFPs by the irre-
versible bonding of an ice-blocking object bringing the problem
closer to a physical description. Certainly, further work is needed
to clarify the role of all the factors (water and protein models, height
of the protein, shape of the two-dimensional lattice, etc.), and we
hope that this work stimulates further research on this interesting
problem.
SUPPLEMENTARY MATERIAL
See the supplementary material for a description of the model
used in this work, additional figures, and a complete description of
the theory.
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