An indoor scene recognition algorithm combining histogram of horizontal and vertical directional morphological gradient features and GIST features is proposed in this paper. New visual descriptor is called enhanced-GIST. Three different classifiers, k-nearest neighbour classifier, Naïve Bayes classifier and support vector machine, are employed for the classification of indoor scenes into corridor, staircase or room. The evaluation was performed on two indoor scene datasets. The scene recognition algorithm consists of training phase and a testing phase. In the training phase, GIST, CENTRIST, LBP, HODMG and enhanced-GIST feature vectors are extracted for all the training images in the datasets and classifiers are trained for these image feature vectors and image labels (corridor-1, staircase-2 and room-3). In the test phase, GIST, CENTRIST, LBP, HODMG and enhanced-GIST feature vectors are extracted for each unknown test image sample and classification is performed using a trained scene recognition model. The experimental results show that indoor scene recognition algorithm employing SVM with enhanced GIST descriptors produces very high recognition rates of 97.22 per cent and 99.33 per cent for dataset-1 and dataset-2, compared to kNN and Naïve Bayes classifiers. In addition to its accuracy and robustness, the algorithm is suitable for real-time operations.
INTRODUCTION
Indoor scene recognition 1 is one of the most fundamental task in computer vision and robotics. Indoor navigation of micro aerial vehicles (MAV) is a critical issue because GPS is not available in an indoor environment. For MAV to fly autonomously in indoor environment, it has to identify the type of the environment and based on that it has to follow a suitable navigation strategy. MAV is a rotary wing autonomous or remotely piloted aircraft. The MAV used in this work is a Parrot AR drone and is shown in Fig. 1 . Quattoni and Torralba 1 proposed an indoor scene recognition algorithm by combining regions of interest (ROI) and global GIST features. Oliva 2 , et al. proposed a computational scene recognition model for recognizing real world scenes based on the estimation of spatial envelope that represents the global structure of a scene. GIST was proposed 3 as a descriptor based on building the gist of the scene from global features. Wu and Rehg 4 proposed CENTRIST descriptor for indoor scene categorization. Ojala 5 , et al. presented a computationally efficient multi-resolution approach based on 'uniform' local binary patterns to deal with gray-scale and rotation invariant texture classification. Vailaya 6 , et al. proposed the local features for a specific highlevel classification problem (city images vs. landscapes). Recently, object detection is used as an intermediate semantic representation for indoor scene recognition 7 . A metric function that explores the spatial distribution of indoor scenes are explained 
THE PROPOSED FRAMEWORK FOR INDOOR SCENE RECOGNITION
Proposed method as shown in Fig. 2 is designed to process the videos acquired by MAV and make the MAV to recognise the indoor environment such as corridor, staircase and room. The scene recognition model contains two stages i.e., training stage and testing stage. In the first step, for each training image the global image features and low-level features are extracted. Then combine both GIST and histogram of directional morphological gradients (HODMG) features in the next step. In the end of the training stage, classifiers are learned using these image feature vectors and image labels. In the Testing Stage, for each frame acquired by the MAV, enhanced GIST features are extracted and fed to the classifiers for indoor scene classification.
Using the trained model, the classifier will classify the type of indoor scenes. Our main focus is to classify the inter-class of 3 types of indoor scenes like corridor, staircase and room for the navigation of the MAV inside the building because the navigation rules for these three scenes would be different and would encompass majority of indoor navigation. filtered by 32 Gabor filters at 4 scales and 8 orientations, to produce 32 feature maps. The 32 feature maps obtained are divided into 16 regions (4 × 4 grids) and finally the Gabor filtered outputs are averaged within each region to produce a 512 (16 × 32) dimensional GIST descriptor. The GIST descriptors extracted for the input frames of video acquired from the MAV is shown in Fig. 3 . 3. IMAGE FEATURE EXTRACTION 3.1 GIST GIST scene descriptor was proposed by Oliva 3 , et al. In the image pre-processing stage, the RGB image with a resolution of 1280 × 720 pixels are converted into a grayscale image with a resolution of 256 × 256 pixels. Next, grayscale image was
Histogram of Directional Morphological
Gradient Directional morphological gradients 13,14 are computed for horizontal and vertical directions by using line segments as structuring element that is symmetric with respect to the neighbourhood center as shown in Figure 4 . Directional gradients () gL f α for a given direction α can be computed as follows:
where
is the eroded image and L is the structuring element. Horizontal and vertical directional gradients of the three indoor scenes (corridor, staircase, and room) are extracted from the input videos as illustrated in Fig. 4 (a) -4(f). Extracted HODMG is a 512-dimensional descriptor. Extracted GIST features are combined with HODMG features to produce a 1024-dimensional enhanced GIST feature descriptor.
Centrist
Centrist is a new visual descriptor 4 that encodes the structural properties within an image and suppresses detailed textural information. Grayscale indoor image with resolution of 256 × 256 pixels are converted into Census Transformed image by comparing the intensity value of centre pixel to the intensity values of pixels in a 3 × 3 neighbourhood, and the obtained census transformed (CT) value as shown in Fig. 5 .
If the neighbouring pixel value is greater than the center pixel value, bit '0' is assigned to the neighbouring pixel; otherwise the pixel value is set to '1'. Finally, the histogram of CT values obtained are used as visual descriptor. The CT images are as shown in Fig. 6 . The CENTRIST (Not using PCA) is a 256-dimensional feature descriptor.
Local Binary Pattern
Local binary pattern 5 is obtained by assigning a binary number based on thresholding the 3 × 3 pixel neighbourhood with the pixel value at the centre as shown in Fig 7. If the centre pixel value is greater than or equal to the neighbouring pixel (3 × 3 pixel neighbourhood), binary value of '1' is assigned to the neighbouring pixel; otherwise, it is assigned a binary value of '0'. Finally, the binary digits are collected from the neighbouring pixels and converted to its decimal equivalent. The LBP P,R operator for a circular neighbourhood can be computed as follows:
where , xy cc denote the locations of the central pixel, n denotes the intensity value of the nth neighbouring pixels, R is the radius, and ( ) s x is the unit step function, which returns
The rotation invariant uniform LBP value can be computed as follows:
where subscript P denotes the circular neighbourhood of sampling points, subscript R denotes the radius of the circle and superscript riu2 stands for using only rotation invariant uniform patterns. The histogram of local binary pattern feature is computed over the circular neighbourhood.
Indoor Datasets
The Dataset-1 contains a total of 252 images of 3 indoor scene classes chosen from MIT-67 indoor scene dataset. The MIT-67 (benchmark dataset) indoor scene classification dataset (15620 images) contains 67 indoor scene categories like airport inside, art studio, corridor, staircase, living room, bedroom, locker room, hospital room, etc. Specifically, 84 images per class (corridor and staircase) are considered; in dataset-1, 60 images and 24 images are used for training and testing the classifier, respectively. For room category 5 images per class and 2 images per class (bathroom, bedroom, children room, class room, computer room, dining room, game room, hospital room, living room, locker room, meeting room and operating room) are considered for training and testing respectively. For room category, 60 images and 24 images are used for training and testing, respectively. We have chosen dataset-1 (images from MIT-67 dataset) to test our algorithm on 3 image categories (corridor, staircase and room) mainly because it contains challenging and confusing images in the indoor image categories. Dataset-2 have 450 images of 3 indoor scene classes. Specifically, 150 images per class (corridor, staircase and room) are considered; in dataset-2, 100 images and 50 images are used for training and testing the classifier, respectively. The 100 training images per class are collected using the internet. For testing images out of 50 images per class, the first 20 images are collected using the internet and the remaining 30 images are the frames extracted from the transmitted video from the MAV.
Hence in dataset-2, 300 images and 150 images are used for training and testing the classifier, respectively. We have chosen dataset-2 to test our algorithm on image frames acquired from the MAV to validate the performance of the proposed algorithm for real time operations. Sample images from dataset-1 and dataset-2 are shown in Fig. 8. 
CLASSIFIER
Three different classifiers SVM classifier, k-NN classifier and Naïve Bayes classifier are employed for the classification of indoor scenes.
SVM CLASSIFIER
One-Against-All (OAA) SVM 15,16 method is used in this study. In OAA method, k SVM models will be constructed to compare each indoor class with all other indoor classes of scenes for a k indoor classes. A training dataset { } 
where i ξ and C denotes the positive slack variable and regularization parameter (penalty value), respectively. By solving Eqn. (4), k decision functions are obtained as follows:
Finally indoor scene class x can be determined based on the n a a a a are n-dimensional vectors.
In the kNN classifier training phase, store the extracted feature vectors of the training samples and the corresponding class labels. In the classification phase the feature vectors of the testing set is classified based on the value of k (user defined constant) between 1 and 25 and the distance function.
Naive Bayes Classifier
In Naïve Bayes classifier 19 given a training set, and to classify a new instance expressed by the feature vector values 
Using Bayes theorem Eqn. (7) can be rewritten as
Now the two terms in Eqn. (9) are estimated based on the training data. The probability of attributes 1 2 3 ( , , ....... ) n a a a a is the product of the probability of each feature:
The univariate Kernel Density Estimation 20 can be expressed as
where K(.), a and a i are the density kernel, test instance point and the training instance point respectively. The univariate Gaussian kernel can be expressed as
Thus, Eqn. (9) could be rewritten as follow to define the Naïve Bayes classification approach.
where RNB represents the target value output of the naive Bayes classifier.
EVALUATION RESULTS AND DISCUSSIONS
Proposed approach on two indoor scene classification datasets were evaluated. One video for each indoor scene (corridor, staircase, and room) and a total of three videos (2.4 GHZ, 1.5 m to 3 m) with resolution of 1280 × 720 pixels obtained from parrot AR drone MAV are considered and the image frames of the indoor videos are included for analysis in Dataset-2. Proposed scene recognition algorithm is mainly developed to recognise three indoor scenes i.e., corridor, staircase, and room, but not to discriminate between intra-class (e.g. living room vs. bedroom) type of indoor scenes. Moreover, in this work some basic categories of scenes (bathroom, bedroom, children room, class room, computer room, dining room, game room, hospital room, living room, locker room, meeting room, operating room and waiting room) can be grouped and considered belonging to a single category (e.g. room). In the SVM classifier, a 'linear' kernel function is used. For the kNN classifier, the Euclidean distance was selected as the distance metric. In the Naïve bayes classifier, kernel density estimation method (KDE) is used. The classification results for GIST, CENTRIST, HODMG, LBP and enhanced GIST features using SVM, Naïve bayes and k-NN classifiers for Dataset-1 and Dataset-2 are presented in Tables 1, 3 , and 4. From Table 1 , it can be observed that proposed enhanced GIST descriptors using SVM classifier gives better classification accuracy compared to the other features. Properties of input videos are listed in Table 2 . All the experiments were carried out on the ground station on laptop computer with an Intel CPU operating at 2.20 GHz and 2 GB RAM. The class-wise classification accuracies of the two indoor datasets for the proposed method (enhanced GIST descriptors + SVM) are as shown in the form of confusion matrices in Fig. 9 . Dataset-1 has 72 test images (24 images per each category), out of which totally 2 'staircase' images were wrongly classified as 'corridor' and 'room'. Dataset-2 has 150 test images (50 images per each category), among which one of the 'staircase' images were misclassified as 'room'. The strong diagonal in all confusion matrices indicates better classification performance. From the confusion matrix, it is inferred that confusion happens between staircase and corridor, staircase and room. Maximum recognition rates of 97.22 per cent and 99.33 per cent is obtained using SVM classifier for dataset-1 and dataset-2, respectively. From the results, it is inferred that the SVM is a more suitable and effective classifier for the classification of indoor scenes. Table 5 . Compares the effectiveness of the SVM classifier to the k-Nearest Neighbour classifier and Naïve Bayes classifier. The results based on SVM classifier, when compared with kNN and Naïve Bayes classifier shows higher recognition accuracy. The average computation time taken per frame is shown in Table 5 . In Table 5 , linear SVM performs better compared to kNN and NBC because the data is linearly separable using SVM and less prone to overfitting than KNN and NBC classifiers.
CONCLUSIONS
Indoor scene recognition algorithm based on combining Histogram of horizontal and vertical directional morphological gradient features and GIST features is presented in this paper. Authors have evaluated the five image descriptors, namely GIST descriptors, CENTRIST (Not using PCA), histogram of directional morphological gradient features, local binary pattern features and enhanced-GIST descriptors on two different indoor datasets. The combination of local features (HODMG) and global image descriptor (GIST) has proven to provide good results for indoor scene recognition task. Furthermore, the SVM incorporating enhanced-GIST descriptors obtain the best performance for classifying the corridor, staircase and room type of indoor scenes, with a recognition rates of 97.22 per cent for dataset-1 and 99.33 per cent for dataset 2, compared to kNN and Naïve Bayes classifiers. Our experiments also demonstrate that the proposed method can be used as a scene classifier for MAV navigation, and Enhanced-GIST descriptors gives better results when compared with the other individual state-ofthe-art descriptors such as GIST, CENTRIST (Not using PCA) and LBP. 
