Abstract. This paper studies the solution of large-scale sparse linear least squares problems on distributedmemory multiprocessors. The method of corrected semi-normal equations is considered. New block-oriented parallel algorithms are developed for solving the related sparse triangular systems. The arithmetic and communication complexities of the new algorithms applied to regular grid problems are analyzed. The proposed parallel sparse triangular solution algorithms together with a block-oriented parallel sparse QR factorization algorithm result in a highly ecient block-oriented approach to the parallel solution of sparse linear least squares problems on distributed-memory multiprocessors. Performance of the block-oriented approach is demonstrated empirically through an implementation on an IBM Scalable POWERparallel system SP2. The largest problem solved has over two million rows and more than a quarter million columns. The execution speed for the numerical factorization of this problem achieves over 3.7 giga ops per second on an IBM SP2 machine with 128 processors.
1. Introduction. The numerical solution of large and sparse linear least squares problems min x kAx ? bk 2 (1) lies at the heart of many challenging computational problems frequently arising in geodetic survey, photogrammmetry, tomography, structural analysis, surface tting, numerical optimization, etc. Let A be an M N matrix with full column rank. The QR factorization method 7] for solving (1) rst computes the QR factorization A = Q R 0 ! : (2) Then the solution to (1) is obtained by solving the triangular system Rx = c, where c is the rst N components of Q t b. The matrix R is referred to as the upper triangular factor of A. This method is numerically backward stable. However, the orthogonal matrix Q needs to be retained if right hand sides are not yet available when A is factorized. If A is large, it is often too expensive to store Q in the main memory.
The method of normal equations is to solve A t Ax = A t b. This method is simple but exhibits potential numerical instability because of the loss of information in forming A t A explicitly and the fact that the condition number of A t A is the square of that of A.
To avoid the explicit formation of A t A, the semi-normal equations R t Rx = A t b can be used to handle new right hand sides without storing Q. Bj orck 2] has shown that the method of seminormal equations(SNE) is numerically unstable and proposed that a correction step or an iterative re nement step be added to the SNE method as follows: 8 > < > : r b ? Ax; R t R4x = A t r; x x + 4x: (3) This work was supported in part by the Cornell Theory Center which receives funding from members of its Corporate Research Institute, the National Science Foundation (NSF), the Advanced Research Projects Agency (ARPA), the National Institutes of Health (NIH), New York State, and IBM corporation. In x2, multifrontal sparse QR factorization is reviewed. New parallel sparse triangular solution algorithms are proposed in x3. Block-oriented parallel dense triangular solvers are described in x4. Complexity results for regular grid problems are presented in x5. Experimental results obtained on an IBM SP2 machine are discussed in x6. Finally, concluding remarks are contained in x7.
2. Parallel multifrontal sparse QR factorization. Typically, the rst task in a direct method for solving sparse linear least squares problems is to compute a sparse QR factorization. The multifrontal method has proved to be e ective for sparse QR factorization 6, 9, 12, 14] . Parallel implementations of multifrontal sparse QR factorization have been discussed in 3, 15, 19] . Sparse QR factorization involves the following steps: 1. Find a permutation matrix P such that AP has a sparse upper triangular factor R. 2. Determine the symbolic structure of R. 3. Perform numerical factorization|i.e., compute the numerical values of the nonzeros of R.
Step 1 and step 2 constitute the symbolic phase of the sparse QR factorization, and step 3 is the corresponding numeric phase. Assume that the columns of A have been permuted by P determined in step 1. Since A has full column rank, A t A is symmetric and positive de nite. Let LL t be the Cholesky factorization of A t A. Then L t is equal to the upper triangular factor of A, apart from possible sign di erences in the rows. The elimination tree 13] of R is de ned to be the structure with N nodes f1; 2; ; Ng such that node j is the parent of node i if and only if j = minfk > i j r ik 6 = 0g:
Note that a node in the elimination tree corresponds to a row in R. The reordering and symbolic factorization algorithms described in 5] can be applied to A t A to accomplish step 1 and step 2 stated above.
Let R j denote the structure of row j of R|i.e., the set of column indices of nonzeros in row j of R. A supernode is de ned to be a maximal set of contiguous rows fi; i + 1; ; jg in R such that R l = flg R l+1 and l is the only child of l + 1 in the elimination tree which is postordered for i l < j.
We illustrate the main ideas of multifrontal sparse QR factorization by a model problem.
Consider a k k regular grid with (k ? 1) 2 small squares. Associated with each square is a set of four equations involving the four variables at the corners of the square. The assembly of these equations results in a sparse overdetermined system of equations Ax = b, where A is a 4(k ?1) 2 by k 2 matrix. This model problem is motivated by the nite element method. A 3 3 regular grid with nested dissection ordering is shown in Fig. 1 . The sparsity structures of A and its triangular factor R corresponding to the 3 3 grid are shown in Fig. 2 . The elimination tree and the supernodal elimination tree are illustrated in Fig. 3 , where 1, 2, , 7 represent the supernodes of R. In general, a supernode consists of a set of contiguous rows in R. Let S = fi; i + 1; ; jg be a supernode consisting of rows i; i+1; ; j of R. The supernode S is associated with an n n upper triangular matrix F S called the frontal matrix of S, where n = jR i j. The rst jSj = j ? i + 1 rows of F S are rows i; i+1; ; j of R and are referred to as the factor rows of S. The upper trapezoidal matrix formed by the factor rows is referred to as the factor matrix of S. The upper triangular matrix U S formed by the non-factor rows of F S is referred to as the update matrix of S. Let A S denote the submatrix consisting of all rows of A whose rst nonzeros are in columns i; i + 1; ; j with zero columns removed. For the example discussed above, let F i and U i be the frontal matrix and the update matrix of supernode i for 1 i 7. Consider how F 3 is computed. The matrix F 1 is formed as below: 
where Q 1 is an orthogonal matrix. The rst row of F 1 is the rst row of R. The matrix F 2 is similarly obtained. Let U 1 denote the extension of U 1 according to the sparsity structure of F 3 |i.e., The matrix U 2 can be similarly de ned. The frontal matrix F 3 is formed as follows:
where Q 3 is an orthogonal matrix and A 3 is the extension of A 3 according to the sparsity structure of F 3 . Note that A 3 is actually empty in this example.
In summary, a multifrontal sparse QR factorization is decomposed into a set of computational tasks based on the supernodal elimination tree of R. A task is to form the frontal matrix of a supernode and obtain a set of rows of R associated with the supernode. Computation starts with the leaves of the tree and progresses toward the root of the tree. Disjoints subtrees can be processed independently. A serial algorithm for multifrontal sparse QR factorization is illustrated in Fig. 4 .
for each supernode S in a topological ordering do let the children of S be X; Y; ; Z.
where Q S is an orthogonal matrix. end for In a parallel setting, the computational tasks are mapped onto node processors by the proportional mapping scheme 16]. Assume four processors f 0 ; 1 ; 2 ; 3 g are used for solving the problem discussed above. Then the task of forming F 7 is partitioned among the four processors. Computation of F 3 is partitioned among 0 and 1 . Computation of F 6 is partitioned among 2 and 3 . The frontal matrices F 1 , F 2 , F 4 and F 5 are computed by 0 ; 1 ; 2 and 3 , respectively.
If a task associated with a supernode S is entirely mapped to a processor , then the frontal matrix F S is entirely allocated to . If a task associated with a supernode S is partitioned among a set of p processors, then the frontal matrix F S is partitioned among the set of processors by the equal-row partioning scheme or the equal-volume partitioning scheme introduced in 19] . Brie y, the rows of F S are partitioned into k p blocks such that every block consists of a set of contiguous rows of F S . When the equal-row partioning scheme is used, every block contains n=k rows of F S .
When the equal-volume partitioning scheme is used, every block contains approximately jF S j=k numerical values of F S .
The symbolic phase of the sparse QR factorization involves graph-theoretic computations which are di cult to be parallelized. E cient and practical parallel algorithms for the symbolic phase are not yet available. Fortunately, the symbolic phase usually takes a small portion of the overall execution time. Therefore, the symbolic phase is performed in a serial manner. In contrast, the numeric phase dominates the execution time for solving a sparse linear least squares problem and must be processed in parallel. Our parallel implementation of the numeric phase is based on a block-oriented parallel multifrontal sparse QR factorization algorithm proposed in 19] . At the heart of our parallel sparse QR factorization is the parallel implementation of the numerical kernel (7) The resulting vector d u represents the e ects on the update variables of S by solving the factor variables of S. The vector d u is called the e ect vector of S and is denoted by e(S). If S is an interior supernode in the supernodal elimination tree, the vector d needs to be updated by the e ect vectors from all children of S. Let C be a child of S. The update on the vector d by e(C) can be described by the scatter operation de ned in (8):
After d has been updated by e ect vectors from all children of S, the associated trapezoidal system T t z = d is solved as in (10) . The e ect vector e(S) = d u represents the accumulated e ects on the update variables of S by solving all factor variables in the subtree rooted at S.
Let proc(S) be the set of processors among which the frontal matrix of S is partitioned. We assume that one processor in proc(S) is responsible for scattering the e ect vectors of the children of S into the right hand side vector of the lower trapezoidal system associated with S and this processor is denoted as scatter(S). We also assume that one processor in proc(S) stores e(S) after the lower trapezoidal system associated with S is solved and this processor is denoted as store e(S). The parallel multifrontal sparse forward substitution algorithm is presented in We assume that one processor in proc(S) stores the solution vector to the upper trapezoidal system of S and this processor is denoted as store s(S). We also assume that one processor in proc(S) is responsible for gathering solution components corresponding to the update variables of the supernode S from the solution vector to the upper trapezoidal system of the parent of S and this processor is denoted as gather(S). The parallel multifrontal sparse back substitution algorithm is described in Fig. 6 . A crucial step in the parallel implementation of the CSNE method is to solve R t Rx = c. In the parallel multifrontal method described in x3, the solution of R t y = c or Rx = y is decomposed into a number of solutions of dense triangular systems. As shown in Fig. 5 and Fig. 6 , the performance 8 of the parallel sparse triangular solution is determined by the parallel dense triangular solvers used for accomplishing line 15 in Fig. 5 and line 15 in Fig. 6 . In our approach, a triangular matrix is distributed to a set of processors by blocks of columns or rows. This block-oriented data-toprocessor mapping is used in our parallel sparse QR factorization and is xed prior to the parallel sparse triangular solution phase. In this section, we propose new parallel algorithms for solving dense triangular systems. We demonstrate that our block-oriented parallel triangular solvers achieve signi cant improvement in performance over the conventional non-block approach. We apply our block-oriented parallel triangular solvers to the multifrontal solution of R t Rx = c and obtain a highly e cient parallel implementation of the CSNE method for solving sparse linear least squares problems. Fig. 7 , where myblocks is a set of blocks assigned to a processor, and fan in(V; map i]) assigns the sum W = P V to map i].
Two strategies for partitioning a triangular matrix on p processors are used in our parallel sparse QR factorization. One is the equal-row partitioning scheme in which an n n lower triangular matrix is partitioned into k blocks each of which contains s = n=k columns. On the IBM SP2 machine, s = d2n=(7p)e produces optimal performance for the parallel sparse QR factorization.
Another strategy is the equal-volume partitioning scheme in which an n n lower triangular matrix is partitioned into k blocks and the i th block is an i i lower trapezoidal block, where On the IBM SP2 machine, k = n=d2n=(7p)e produces optimal performance for the parallel sparse QR factorization. Performance results of our parallel lower triangular solver with equal-row partitioning scheme are shown in Fig. 8 . Since a block wrap mapping is used in the parallel sparse QR factorization, the same block wrap mapping is used here|i.e., map i] = j , where j = i mod p. Block sizes equal to 1; 2; ; 50 are examined. The special case s = 1 gives the worst performance. For xed p and n, the running time initially decreases rapidly as the block size increases. Once the best performance is achieved, the running time remains relatively constant as the block size increases. Hence it is not necessary to determine the optimal block size exactly. For p = 16 and n = 1000; 2000; 3000, the block sizes used in the parallel sparse QR factorization are 18; 36 and 54, respectively. They are in the range of block sizes which give optimal or nearly optimal performance for our parallel dense lower triangular solver. The same pattern is observed for other values of p and n. In other words, the block partitions which produce the optimal performance for the parallel sparse QR factorization also produce the optimal or nearly optimal performance for the block-oriented dense lower triangular solver. Comparison with the cyclic algorithm 10] is shown in Table 1 , where \time" is the execution time and \m ops" is the number of mega ops executed per second.
The above discussions on the parallel lower triangular solver with equal-row partitioning scheme also apply to the parallel lower triangular solver with equal-volume partitioning scheme. Details on the equal-volume partitioning scheme are omitted. We now analyze the complexity of the parallel lower triangular solver. Consider an n n lower triangular matrix which is partitioned into k blocks with block size s = n=k. For simplicity, we assume that n is a multiple of k. Each step of the algorithm requires no more than di=pe products of s s matrix and s 1 vector and solution of an s s lower triangular system. Therefore, the algorithm requires no more than Performance results of our parallel upper triangular solver with equal-row partitioning scheme are shown in Fig. 10 . As in the lower triangular solver, a block wrap mapping is used. Block sizes equal to 1; 2; ; 50 are examined. Discussions and conclusions on the parallel dense upper triangular solver are the same as those on the parallel dense lower triangular solver, and they are omitted. Comparison with the cyclic algorithm 10] is shown in Table 2 . It can be easily shown that the arithmetic and communication complexities for the upper triangular solver are the same as those for the lower triangular solver. Table 2 Performance Consider the supernodal elimination tree corresponding to a k k regular grid with nested dissection ordering, where k = 2 l ? 1 and l is a positive integer. Let j = 2 l?j ? 1. The characterization of a heavest path in the supernodal elimination tree is given in Table 3 , where n i is the size of the frontal matrix on the heavest path at level i, m i is the number of factor rows in the Table 2 . Notice that the complexity results of the sparse back substitution are the same as those of the sparse forward substitution.
6. Experimental results. To complete the parallel implementation of the CSNE method, A t b and A t (b?Ax) must be formed in parallel. The algorithm for computing A t (b?Ax) is dictated by the storage scheme for A. In our implementation, the matrix A is distributed among processors by rows. If the j th row of R is mapped to processor , then all rows from A whose rst nonzeros are in column j are mapped to processor . If the i th row of A is assigned to processor , the 13 corresponding component b i of the right hand side vector b is also assigned to processor . Let A denote the submatrix consisting of all rows of A assigned to processor and b the vector consisting of all components of b assigned to processor .
We assume that there are p processors in the system which are numbered 0; 1; ; p ? 1. The solution x computed in the previous iteration is available to all processors. Processor computes r = b ? A x, where r is the portion of the residual vector r stored on processor . Since A t r = P p?1 =0 A t r , the product A t r can be obtained by a global summation after processor forms A t r locally for 0 < p. The product A t b = P p?1 =0 A t b can be similarly computed.
Our parallel algorithms have been tested on an IBM SP2 machine for a collection of large-scale structured and unstructured problems. We report our experimental results for regular grid problems, problems arising from particle methods for modelling turbulent combustion and an unstructured problem RAEFSKY3. The sparse least squares problems for modelling turbulent combustion correspond to three-dimensional k k k grids. There are a number of particles associated with each cubic element. A particle corresponds to an equation involving the eight variables at the corners of the cubic element. Assume that a cubic element contains eight particles. The assembly of the equations corresponding to all particles results in a sparse overdetermined system of equations Ax = b, where A is an 8(k ? 1) 3 by k 3 sparse matrix. The regular grid problems and the threedimensional grid problems are ordered by nested dissection ordering. The problem RAEFSKY3 is one of the large sparse matrices maintained by Tim Davis and can be obtained by anonymous ftp from ftp.cis.ufl.edu. It is unsymmetric and has general sparsity structure. The problem RAEFSKY3 is ordered by minimum degree ordering. Our experiment is to solve these sparse linear least squares problems by the CSNE method. The characteristics of the test problems are shown in Table 5 , where M is the number of rows, N the number of columns, jAj the number of nonzeros in matrix A, jRj the number of nonzeros in factor R. \GRIDk" represents a k k grid. \CUBEk" represents a three-dimensional k k k grid. \Mega ops" is the actual number of mega ops performed in the multifrontal sparse QR factorization of A.
All programs are written in C and no assembler code is used. Double-precision oating-point arithmetic is employed. A op is either a multiplicative or an additive operation. The number of ops performed by a processor is obtained by counting the actual number of ops performed by that processor.
The running times on an IBM SP2 machine are shown in Table 6 . The \qr time", \fe time", \bs time", \mv time" are the running times in seconds for numerical factorization, forward substitution, back substitution, and the local portion of the matrix-vector product A t (b?Ax), respectively. The \gs time" is the time spent on global summation for computing the matrix-vector product A t (b ? Ax). The last column represents the speed-ups for those problems which are small enough to be run on a single processor. The SP2 nodes used in our experiments are \thin" nodes which are roughly equivalent to RS/6000 model 390. A thin node has 66.7 MHz clock speed, 64 Kbytes data cache, 64 bit memory bus and 128 Mbytes of memory space.
A running time is obtained by measuring the time spent on each processor and taking the maximum time spent on a processor. Due to insu cient storage space on node processors, some test problems can not be run on small number of processors. The running time for a problem on one processor is the time spent by the best serial algorithm we have for that problem on one processor.
The performance reults shown in Table 6 are obtained with the equal-volume partitioning scheme. The performance of the equal-row partitioning scheme is slightly worse than that of the equal-volume partitioning scheme. The e ciency of the overall sparse triangular solution including both forward substitution and back substitution is demonstrated by the fact that the triangular solution time is a very small fraction of the execution time of the highly e cient numerical factorization phase.
The numerical accuracy of the CSNE method is illustrated in Table 7 . The numerical values of our test matrices are randomly generated values in (-1,1) . The true solution x is given as x i = 2:0 + (i ? 1)=1000:0 for (1 i N) and the right hand side b is set to Ax. In Table 7 , x = x ? x, where x is the computed solution. The four rows of results for each problem represent the solution of the semi-normal equations and results of three iterative re nement steps. In practice, maximal accuracy is often achieved within 1{3 iterative re nement steps 14]. 
