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Résumé
Dans ce travail, nous étudions un schéma élément fini que nous appliquons
à un modèle décrivant l’intrusion saline dans les aquifères côtiers confinés et
libres. Le modèle est basé sur l’approche hydraulique qui consiste à moyenner
verticalement le problème initial 3D, cette approximation repose sur une hy-
phothèse d’écoulement quasi-hydrostatique qui, loin des épontes et des sources,
est vérifiée. Pour modéliser les interfaces entre l’eau douce et l’eau salée (re-
spectivement entre la zone saturée et la zone sèche), nous combinons l’approche
’interface nette’ à l’approche avec ’interface diffuse’; cette approche est déduite
de la théorie de champ de phase, introduite par Allen-Cahn, pour décrire les
phénomènes de transition entre deux zones. Compte tenu de ces approximations,
le problème consiste en un système fortement couplé d’edps quasi-linéaires de
type parabolique dans le cas des aquifères libres décrivant l’évolution des pro-
fondeurs des 2 surfaces libres et de type elliptique-parabolique dans le cas des
aquifères confinés, les inconnues étant alors la profondeur de l’interface eau
salée/eau douce et la charge hydraulique de l’eau douce.
Dans la première partie de la thèse, nous donnons dans le cas d’un aquifère con-
finé, des résultats d’estimation d’erreur d’un schéma semi-implicite en temps
combiné à une discrétisation en espace de type élément fini Pk Lagrange. Ce
résultat utilise entre autre un résultat de régularité du gradient de la solution
exacte dans l’espace Lr(ΩT ), r > 2, ce qui permet de traiter la non-linéarité et
d’établir l’estimation d’erreur sous des hypothèses de régularité raisonnables de
la solution exacte.
Dans la seconde partie de la thèse, nous généralisons l’étude précédente au cas de
l’aquifère libre. La difficulté principale est liée à la complexité du système d’edps
paraboliques mais à nouveau, grâce au résultat de régularité Lr(ΩT ), r > 2
établi pour les gradients des surfaces libres, nous montrons que le schéma est
d’ordre 1 en temps et k en espace pour des solutions suffisamment régulières.
Nous concluons ce travail par des simulations numériques dans différents con-
textes (impact de la porosité et de la conductivité hydraulique sur l’évolution
de l’interface, pompage et injection d’eau douce, effet des marées) validant ainsi
le modèle et le schéma. Puis nous comparons les résultats à ceux obtenus avec
un schéma volume fini construit à partir d’un maillage structuré.
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Summary
In this work, we study a finite element scheme we apply to a model describing
saltwater intrusion into coastal aquifers confined and free. The model is based
on the hydraulic approach of vertically averaging the 3D original problem, this
approximation is based on a quasi-hydrostatic flow hephothese which, instead of
the walls and springs, is checked. To model the interface between freshwater and
salt water (re- spectively between the saturated zone and dry zone), we combine
the approach net interface (approach with the diffuse interface ); This approach
is derived from the phase field theory introduced by Allen-Cahn, to describe
the phenomena of transition between two zones. Given these approximations,
the problem consists of a strongly coupled to edps parabolic quasi-linear system
in the case of unconfined aquifers describing the evolution of the depths of
two free surfaces and elliptical-parabolic type in the case confined aquifer, the
unknowns being then the depth of salt water / fresh water and the hydraulic
load of fresh water. In the first part of the thesis, we give in the case of a
confined aquifer, error estimation results of a semi-implicit scheme in a combined
time discretization space finite element type Pk Lagrange . This result among
other uses a regularity result of the gradient of the exact solution in the space
Lr(ΩT ), r > 2, which can handle the non-linearity and to establish the error
estimate under assumptions reasonable regularity of the exact solution. In the
second part of the thesis, we generalize the previous study to the case of the
free aquifer. The main difficulty is related to the complexity of the system of
parabolic edps but again, thanks to regularity result Lr(ΩT ), r > 2 gradients
established for the free surfaces, we show that the scheme is of order 1 time and
space k for sufficiently regular solutions. We conclude this work by numerical
simulations in different con- texts (impact of porosity and hydraulic conductivity
on the evolution of the interface, and pumping fresh water injection, tidal effects)
thus validating the model and diagram. Then we compare the results with those
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Introduction
L’eau douce représente moins de 3% de l’eau totale de la planète. Aux environs
de deux tiers de cette quantité d’eau est sous forme de glace, le tiers restant con-
stitue les réserves d’eaux souterraines et le faible pourcentage restant représente
les eaux de surface, qui, jusqu’à récemment étaient suffisantes pour répondre à
la consommation humaine et aux activités industrielles. A cause de l’explosion
démographique et industrielle, les eaux de surface ne sont plus suffisantes et il
faut puiser dans les réserves d’eau souterraines qui sont à présent indispensables
et incontournables pour les besoins humains.
Plusieurs facteurs impactent les ressources souterraines en eau douce: la diminu-
tion du niveau d’eau douce dans les aquifères à cause de leur sur-exploitation, les
conséquences des changements climatiques sur le niveau des rivières, la pollution
des aquifères par les pesticides et les engrais des terres agricoles qui contami-
nent l’eau douce pour des décennies. Une meilleure gestion des ressources en
eau douce devient un enjeu primordial et "un défi planétaire majeur du XXIe
siécle".
Dans les zones côtières, la forte densité de population occasionnent des pom-
pages intensifs d’eau douce, ajoutons à cela la surélévation du niveau de la mer
dûe à la fonte des glaces, deux facteurs qui ne font qu’accroître le problème
d’intrusion marine dans les nappes d’eau douce.
Dans ce travail, nous allons nous intéresser à la modélisation du problème
d’intrusion saline dans les aquifères côtiers d’un point de vue numérique.
En général, les échanges hydrauliques entre l’eau douce souterraine et l’eau
salée sont lents dans des conditions naturelles, ils peuvent alors être remplacés
par un quasi-équilibre entre les 2 zones. Cela correspond à l’approximation de
Ghyben-Herzberg. Cette approche a conduit à plusieurs modèles analytiques
en particulier grâce à la relation linéaire liant les 2 hauteurs des interfaces et
celle du niveau de la mer (cf. [18],[30],[50], [58], [61], [81], [95], [96], [97], [94],
[99], [100]). Cependant ces solutions analytiques se limitent à des géométries
très simples et à des situations où l’hypothèse de Ghyben - Herzberg est sat-
isfaite, elles sont donc essentiellement utilisées comme cas test pour valider
des codes numériques. Il n’est plus possible de supposer que la zone d’eau
salée est immobile dans des conditions plus drastiques dûes à des événements
météorologiques ou à l’intervention humaine qui, en pompant intensivement
l’eau douce, provoque une baisse du niveau de la nappe phréatique et une in-
trusion de l’eau saline dans l’aquifère. L’eau salée, qui est plus dense que l’eau
douce, glisse en dessous de cette dernière et envahit l’aquifère sous forme d’un
biseau salé. Il est nécéssaire d’avoir des modèles précis et efficaces simulant le
déplacement du front salé dans l’aquifère côtier afin d’optimiser l’exploitation
des eaux souterraines.
Ils existent de nombreux livres de référence concernant la modélisation du prob-
lème d’intrusion saline, citons par exemple ([17],[18],[20]) et les références qui
s’y rapportent. Dans l’optique de notre travail, nous pouvons classer les modèles
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existants pour décrire l’intrusion saline en 2 grandes catégories:
Dans un cas, on considère que les deux volumes d’eau interagissent entre eux,
formant ainsi une zone de transition caractérisée par les variations de la con-
centration en sel. Cette approche est très lourde aussi bien d’un point de vue
théorique que d’un point de vue numérique (cf. [3],[13],[37]).
Nous soulignons aussi qu’il existe une zone de transition entre la zone saturée
en eau et la zone séche du réservoir, la zone de "désaturation" restant difficile
à définir.
La seconde catégorie consiste à considèrer que l’eau douce et l’eau salée sont
deux fluides immiscibles. Cela conduit à supposer les domaines occupés par
chaque fluide séparés par une interface nette , on néglige alors les transports
de masse entre la zone salée et la zone d’eau douce. Par ailleurs, la dimension
verticale de l’aquifère (de l’ordre d’une dizaine de mètres) est souvent très petite
comparée aux dimensions horizontales de l’aquifère qui sont de l’ordre du km,
ce qui rend cette approximation d’autant plus légitime.
De même, l’épaisseur de la zone de transition est négligeable par rapport aux
dimensions horizontales de l’aquifère. Pour les mêmes raisons, on peut donc
considérer que l’interface entre les zones saturée et sèche, est nette, ce qui re-
vient à négliger les effets de la pression capillaire.
Clairement, cette classe de modèle ne décrit pas le comportement de la zone de
transition mais elle donne des informations sur le mouvement du front salé (ou
de la surface supérieure de l’aquifère).
Dans ce travail, nous allons étudier une nouvelle approche récemment intro-
duite dans [35] combinant l’efficacité du modèle avec interface nette au réalisme
des modèles avec interface diffuse. Cette approche est déduite de la théorie
des fonctions de phase, développée à l’origine par Allen-Cahn pour décrire les
phénomènes de transition de phase dans un contexte fluide-fluide et qui est util-
isée ici pour décrire les trois états stables caractérisant la zone de transition:
eau salée, eau douce, eau mélangée et zone saturée, zone sèche et zone insat-
urée. Dans cette étude, nous allons comparer l’approche avec interface abrupte
à celle avec interface diffuse d’un point de vue numérique mais avant de rentrer
dans les détails, nous soulignons que l’ajout du terme diffusif est une des raisons
principale pour laquelle nous avons opté pour une discrétisation spatiale via la
méthode des éléments finis.
Pour décrire le problème, nous devons distinguer deux types d’aquifère : Les
aquifères confinés pour lesquels le toit et le substratum sont supposés imper-
méables, interdisant alors tout échange avec l’exterieur, et les aquifères libres
pour lesquels le toit de l’aquifère est semi-perméable ou perméable (en partic-
ulier l’aquifère peut être rechargé en eaux pluviales).
D’un point de vue mathématique, dans le cas de l’approche avec interface nette,
le modèle consiste en un système fortement couplé d’équations quasi-linéaires
dégénérée parabolique-elliptique pour le cas confiné et d’équations paraboliques
dégénérées pour le cas libre. L’apport de l’approche avec interface diffuse est
double: elle permet d’une part d’éliminer la dégénérescence et d’autre part
d’établir un principe du maximum plus réaliste d’un point de vue de la physique,
plus précisèment une hiérarchie entre les profondeurs des interfaces libres (cf.
8
[36], [33]). Les premières éudes mathématiques sur le problème d’intrusion ma-
rine ont été faites en prenant pour cadre d’étude les problèmes à frontière libre
(l’interface eau douce/eau salée étant cette frontière), citons les travaux de Van
Duijn et al ([11], [12], [23], [59], [88]) pour des résultats d’existence de la solu-
tion mais aussi de régularité de la frontière libre dans le cas d’un écoulement
stationnaire. Dans tous ces travaux, le domaine d’étude est contenu dans le
plan vertical et l’interface eau douce/eau salée est traitée comme une frontière
libre. Dans ce travail, nous considérons que l’écoulement des eaux souterraines
est quasi-horizontal, notre domaine d’étude étant alors dans le plan horizontal
(aprés avoir appliqué l’approximation de Dupuit au modèle initial 3D, ce qui
permet de ramener notre étude à un problème 2D).
D’un point de vue numérique, nous avons déjà mentionné les travaux liés à
l’approximation de Ghyben-Herzberg, pour lesquelles des solutions analytiques
existent dans des cas très simplifiés (pour des milieux isotropes et homogèmes et
dans des configurations simplifiées). Dans des cas plus réalistes, c’est à dire pour
des géométries complexes et des milieux hétérogènes et anisotropes, plusieurs
méthodes numériques ont été utilisées. Concernant la méthode des différences
finies, nous pouvons mentionner les travaux de ([19], [71], [45]) ainsi que les
travaux de ([105], [47], [54]) pour la méthode des éléments finis et plus récem-
ment les travaux de [25] pour la méthode des volumes finis. Mais souvent il
s’agit de stratégies numériques pour la résolution du problème initial tridimen-
sionnel. Nous mentionnons aussi tous les travaux s’inscrivant dans un cadre
de monitoring pour lequel on cherche à localiser l’interface salée afin de câler le
choix optimal des puits de pompage et les seuils de quantité d’eau à pomper afin
de minimiser l’effet de l’intrusion saline. Par ailleurs, un autre aspect numérique
très important lié au problème d’intrusion saline, est celui d’identification des
paramètres. Clairement, les codes existants ne peuvent donner des informations
exploitables que si les caractéristiques hydro-géologiques du milieu tels que la
porosité, la conductivité hydraulique ou même le coefficient d’emmagasinement
sont connus, citons par exemple (cf. [89],[90], [91]) et les références qui s’y rap-
portent pour la résolution numérique du problème inverse d’identification de
la conductivité hydraulique dans les cas stationnnaire et instationnaire par la
méthode des éléments finis.
L’objet de ce travail est de proposer un algorithme précis et efficace pour ré-
soudre le problème d’intrusion marine. Cet algorithme est construit à partir
du modèle avec l’approche ’interface diffuse’ qui implique un terme diffusif sup-
plémentaire dans les edp’s gouvernant l’évolution des inconnues, à savoir les
profondeurs des 2 interfaces (h, h1) dans le cas d’un aquifère libre et la charge
hydraulique d’eau douce et h dans le cas d’un aquifère confiné. Par ailleurs ce
modèle garantit un principe du maximum permettant en outre de préserver la
hiérarchie entre les hauteurs des interfaces h et h1. Ces deux raisons nous ont
conduit à privilégier la méthodes des éléments finis pour la résolution numérique
du problème plutôt que la méthode des volumes finis qui, en revanche, est mieux
adaptée au problème dans le cas de l’approche avec ’interface nette’. Nous
faisons l’analyse numérique des schémas semi-implicites en temps pour les 2
types d’aquifère en établissant des théorèmes d’estimation d’erreur, montrant
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que, pour des données suffisamment régulières, la méthode Pk-Lagrange est
d’ordre k en espace et d’ordre 1 en temps sous une condition de stabilité entre
le pas d’espace et le pas de temps. Puis nous généralisons ce résultat en affaib-
lissant les hypothèses de régularité et en utilisant la régularité de la solution
spécifique au problème, plus précisèment la régularité Lr(ΩT ), r > 2 établie
pour les gradients des inconnues. Nous proposons un schéma construit à partir
de la méthode des volumes finis pour un maillage structuré et nous montrons
que ce schéma préserve le principe du maximum. Cette propriété n’a pas été
établie pour la résolution avec les éléments finis mais les simulations montrent
que les solutions numériques vérifient ce principe du maximum, ce qui résulte
du fait qu’à la base, le modèle avec l’approche ’interface diffuse’ satisfait ce
principe. Nous concluons notre étude en proposant plusieurs tests numériques
validant notre approche et montrant aussi l’impact des paramètres physiques
du problème sur l’évolution des interfaces.
Le document est organisé comme suit: Dans le premier chapitre, nous rap-
pelons la terminologie relative à cette problèmatique et nous détaillons l’obtention
des modèles 2D à partir de l’hypothèse de Dupuit et des approches ’interface
nette’ et ”interface diffuse’. Nous rappelons dans le chapitre 2 les résultats
d’existence globale en temps de la solution pour un aquifère confiné et pour les
2 approches (nette et diffuse) ainsi qu’un résultat d’unicité obtenu dans le cas
de l’approche avec ’interface diffuse’. Le chapitre 3 généralise ces résultats au
cas d’un aquifère libre.
Dans le chapitre 4, nous décrivons la méthode élément fini Pk Lagrange que
nous avons appliquée au problème d’intrusion saline dans le cas confiné avec
l’approche ’interface diffuse’. Nous rappelons que les deux principales diffi-
cultés liées à notre cas sont le fort couplage des équations elliptique-parabolique
et les non-linéarités. Nous avons dans un premier temps, établi un résultat
d’estimation d’erreur pour des solutions très régulières (ce qui revient, en un
certain sens, à linéariser le problème), puis nous utilisons la régularité spécifique
à notre problème, à savoir la régularité L4(ΩT ) du gradient de la solution pour
nous affranchir des contraintes sur les hypothèses de régularité du précédent
théorème. En effet, cette régularité L4(ΩT ) du gradient de la solution combinée
à l’inégalité de Gagliardo-Nirenberg permet de traiter la non-linéarité.
Dans le chapitre 5, nous adaptons la méthode élément fini Pk Lagrange au cas
libre, toujours avec l’approche ’interface diffuse’. Il s’agit à présent d’un sys-
tème fortement couplé d’équations quasi-linéaires paraboliques. Tout comme
le chapitre précédent, nous établissons un résultat d’estimation d’erreur pour
des solutions très régulières, puis nous utilisons la régularité spécifique à notre
problème, à savoir la régularité L4(ΩT ) du gradient de la solution pour nous af-
franchir des contraintes sur les hypothèses de régularité du précédent théorème;
en particulier nous aurons des hypothèses de régularité sur la solution du même
ordre que dans le cas des études faites pour des problèmes linéaires. Biensûr
cela va induire une condition de stabilité et des conditions sur les paramètres
tels que la porosité, la conductivité hydraulique et l’épaisseur des zones de dif-
fusion. Le point intéressant est qu’avec un choix judicieux des coefficients des
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estimations, les conditions stabilité dans les 2 théorèmes seront comparables.
Dans le chapitre 6, nous proposons un schéma volume fini explicite en temps
dans les cas libre et confiné et pour les approches avec ’interface nette’ et ’inter-
face diffuse’. Ces schémas exploitent la nature conservative des systèmes et sont
particulièrement bien adaptés aux systèmes dans le cas de l’approche avec inter-
face nette. Nous terminons ce travail par une série de tests numériques présentés
dans le chapitre 7. Dans un premier temps nous comparons les approximations
éléments finis et volumes finis. Les simulations illustrent que les 2 méthodes
conduisent à des résultats qualitatifs similaires lorsque le système évolue sans
forçage extérieur. En revanche, la conclusion n’est plus la même dans les cas
de l’injection ou du pompage. Nous pouvons faire les mêmes remarques dans
les deux cas (injection et pompage) : Avec la méthode volume fini (MVF) , les
interfaces semblent être affectées localement par l’injection d’eau douce (ou le
pompage) et les effets sur les interfaces sont moindres comparés à ceux observés
avec la méthode élément fini (MEF). Dans la seconde partie de ce chapitre, nous
utilisons le schéma élément fini pour illustrer l’impact des paramètres physiques
sur le comportement des interfaces. Nous nous intéressons en particulier à la
porosité et au coefficient d’emmagasinement. Enfin nous comparons numérique-
ment les deux approches ’interface nette’ et ’interface diffuse’; les simulations
montrent que l’existence de cette zone de transition impacte clairement les évo-
lutions des interfaces et spécialement de l’interface salée. Cela est bien visible
lorsqu’on ajoute au système des conditions de Dirichlet oscillantes simulant ainsi
le phénomène des marées. Cela induit une augmentation des effets de la zone
de dispersion qui crée une perte de charge réduisant ainsi la zone occupée par
l’eau salée dans l’aquifère.
Le chapitre 4 fait l’objet de la publication [1] avec le théorème d’estimations
d’erreurs pour une solution régulière ainsi que tout ce qui concerne l’aquifère
confiné dans les chapitres 6 et 7. La généralisation des résultats dans le cas libre
fait l’objet de la pré-publication [2].
Nous conclurons en soulignant que ce modèle ne permet pas de déterminer
l’épaisseur des zones de transition (et son évolution) mais l’existence même de
ces zones, qu’elles soient d’épaisseur constante ou variabe en espace, influent sur
l’élévation des interfaces et permettent d’obtenir des résultats plus conformes à
la réalité. Inclure au modèle les variations inévitables de la zone de transition,
serait très côuteux et il serait alors préférable de travailler directement sur le
modèle 3D couplant alors la loi de conservation de la masse du fluide à celle de




1.1 Présentation du problème et des caractéris-
tiques physiques
1.1.1 Ecoulement d’eau souterraine
Les formations souterraines peuvent être divisées selon la verticale en plusieurs
zones selon la proportion relative des pores occupés par l’eau. On distingue
une zone de saturation pour laquelle tous les pores sont complétement remplis
d’eau et une zone d’aération (appelée aussi zone non saturée) qui se situe au -
dessus de la zone de saturation et dans laquelle les pores contiennent à la fois
une phase gazeuse (principalement d’air et de la vapeur d’eau) et d’une phase
liquide constituée uniquement d’eau. La surface séparant ces deux zones est
nommée surface de la nappe phréatique ou plus simplement surface phréatique
(définie ci-dessous).
Zone saturée
La zone saturée correspond à la partie du sol située sous la nappe phréatique
(surface libre des aquifères) où les pores sont complétement remplis d’eau, avec
une pression d’eau positive.
Zone non saturée
La zone non saturée correspond à la partie située entre de la surface du sol
et la surface phréatique des aquifères. Elle est constituée simultanément, au
moins pour une période de temps donnée, d’air et d ’eau dans les pores. Son
épaisseur est très petite voire nulle dans les sols humides, et estimée à plusieurs
la centaines de mètres dans les sols arides, ou secs. Elle est conçue comme zone
d’activité comme l’implantation des arbres, construction de différents ouvrages
et le dépôt des déchets.
On distingue aussi :
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Zone Vadose
La zone vadose est la partie du sol qui se trouve au dessus de la nappe phréa-
tique, où les pores sont partiellement saturés en eau (zone radiculaire, vadose
, intermédiaire), et saturée en eau (zone capillaire). Dans ce cas l’eau est sous
pression négative.
Zone capillaire
La zone capillaire est la partie du sol située au dessus de la nappe phréatique
et au dessous de la limite de la remontée capillaire, elle est caractérisée par
une pression d’eau négative (cf [78]). La figure 1 résume l’ ensemble des zones
d’écoulements souterrains cités ci - dessus.
Figure 1.1: Zone saturée et zone non saturée
1.1.2 Ecoulement en milieux poreux
Volume élémentaire représentatif
Il est nécessaire d’aborder le principe de la représentativité des valeurs de
paramètre mesurées et de la notion de volume élémentaire représentatif (VER).
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Pour ce faire, nous utiliserons des notions introduites par de Marly (1981) et Cas-
tany (1985). Généralement, les formations hydrogéologiques sont anisotropes et
souvent hétérogènes. La stratigraphie implique obligatoirement un réservoir
anisotrope et hétérogène. Il est souvent nécessaire de déterminer des sous-
réservoirs homogènes. Par les études lithologiques, on peut déterminer un vol-
ume de réservoir, plus petit et homogène, qu’on appelle volume élémentaire
représentatif. La taille de ce volume unitaire, assimilé à un cube, est comprise
entre deux limites extrêmes: Ce volume doit être assez petit pour être consid-
éré isotrope et homogène, par contre il doit être assez grand, par rapport aux
dimensions des vides, pour permettre la continuité de l’écoulement et représen-
ter les caractéristiques statistiques significatives des paramètres de l’aquifère.
Pour les milieux poreux, la dimension de ce cube élémentaire est évaluée à un
maximum de 50 à 100 d10. Les dimensions du VER peuvent varier de l’échelle
du centimétre pour le limon à l’échelle kilométrique pour des roches compactes
et fissurées. Ainsi, un aquifère d’alluvions peut être considéré comme une mi-
lieu homogène à l’échelle régionale. Découpé en volume plus petit, de l’ordre
de grandeur du VER, il devient hétérogène car deux échantillons prélevés au
hasard présentent des granulométries différentes. Cependant, chaque VER est
homogène, de plus, le VER se doit d’être observé dans le temps pour annuler
l’effet des fluctuations des vitesses d’écoulement. Il est clair que cette notion de
VER est bonne pour représenter toutes les propriétés d’un sol ou d’une roche.
On note que dans un milieu fissuré, la taille du VER peut devenir très grande
et ne peut être représentée à l’échelle des instruments de mesure ( cf [78] ).
Domaine d’écoulement
Au niveau de la surface phréatique, la pression est égale à la pression atmo-
sphérique. C’est en dessous de la zone d’aération, dans la zone de saturation,
que les hydrogéologues appellent l’eau rencontrée, eau souterraine. Sauf men-
tion du contraire dans la suite la zone de saturation au domaine d’écoulement,
c’est à dire au domaine de définition et d’étude des grandeurs et des relations
entre grandeurs relatives à l’écoulement. Ce domaine d’écoulement est limité,
supérieurement par la surface phréatique.
Vitesse d’écoulement
Au sein des milieux poreux, la vitesse réelle des particules d’eau est trés variable
car la direction des vecteurs vitesse et les sections d’écoulement peuvent changer
fortement d’un point à l’autre. La vitesse réelle des particules d’eau dans chaque
pore du milieu ne peut être, ni mesurée, ni utilisée dans les calculs, car elle est de
l’ordre du microscopique. Il faut donc se ramener à une grandeur macroscopique
par moyenne spatiale sur l’E.V.R (volume élémentaire représentatif ) ou par
moyenne statistique: La vitesse de filtration (v) ou vitesse de Darcy, si on
considère que le volume testé est l’E.V.R. On distingue la vitesse effective qui
est également une vitesse moyenne mais obtenue en ne considèrant que le volume
des pores où l’eau est mobile au lieu de l’E.V.R entier: vΦ , c’est donc le flux par
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unité de surface des vides connectés. Cette dernière vitesse est celle utilisée pour
calculer le transport de polluant miscible par convection ou advection. Elle est
appelée vitesse effictive ( cf [68]).
1.1.3 Ecoulement d’eau dans les milieux poreux hétérogènes
Nous nous intéressons dans cette étude aux milieux poreux des aquifères. Un
aquifère est une formation géologique contenant de l’eau et à travers laquelle,
en conditions normales, une quantité significative de cette eau s’écoule. Un
milieux poreux est un matériel constitué par une matrice solide et des vides,
appelés pores. Le pourcentage de vide d’un milieu poreux définit sa porosité
totale. Ces vides peuvent être occupés par de l’eau, de l’air ou d’autres fluides.
En hydrogéologie, l’analyse de la porosité n’est pas exclusivement géométrique
mais se réfère également à l’eau contenue dans le milieu poreux, à ses liaisons
physiques avec la matrice solide et à ses mouvements possibles. En effet, la
porosité totale d’un sol meuble ou d’une roche n’est pas une condition suffisante
à l’écoulement d’eau. C’est l’interconnexion des pores ainsi que les relations
fluides- solide qui définissent la circulation du fluide
Une exemple de milieux poreux
Milieux poreux naturels
Dans la nature, les roches et les différents types de sol sont certainement les
milieux poreux les plus exploités. L’ étude géologique des sous - sols permet de
classifier les différentes couches géologiques selon leur perméabilité à un écoule-
ment de fluide. Les couches d’argile constituent en général les parois imper-
méables de réservoirs naturels d’eau hydrocarbures. On nomme aquifère un
réservoir qui non seulement contient de l’eau mais qui peut aussi être le lieu
d’écoulement, par gravité ou par pompage. Une schématisation d’un aquifère
est proposée sur la fig (2). La porosité des roches est très variable selon les
conditions de température et de pression lors de la formation et de l’évolution
géologique. Les roche denses comme le granite ont des porosités inférieures à 2%,
au contraire, les roches volcaniques formées à la surface (faible pression) ont des
porosités élevées à cause des processus de dégazage associés au refroidissement.
Certaines roches atteignant ainsi une porosité de 60%. Les roches sédimen-
taires se sont formées à partir d’agglomération de grains cimentés entre eux.
Les schistes argileux ont une porosité de l’ordre de 10 à 25%. Le grés, formé en
général de grains de quartz, a une porosité qui dépend fortement du matériau
de cimentation des grains entre 10 et 45%, voir ( cf [67]).
1.1.4 Les différents types d’aquifère
Une nappe d’eau est contituée par l’ensemble des eaux comprises dans la zone
saturée de l’aquifère dont toutes les parties sont en continuité hydraulique.
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Figure 1.2: Schématisation d’un aquifère (Bear,1972)
Aquifère
Un aquifère est une unité géologique saturée pouvant transmettre des quantités
significatives d’eau sous des gradients hydrauliques ordinaires (ou faibles) ou
unité géologique capable de fournir des quantités d’eau économiquement avan-
tageuses. On distingue différents types de nappes :
• Nappe libre
C’est une nappe dont la limite supérieure dans la formation poreuse est à surface
phréatique, la pression exercée sur le toit de cette nappe est égale à la pression
atmosphérique. Par exemple : La nappe de vallée : Dans une telle nappe, l’eau
circule vers les exutoires qui sont les points bas de la topographie (sources, riv-
ières, du réseau hydrographique de surface) . Prenons pour exemple le nappe de
la craie, dans le nord de la France. Les vallées les plus profondes drainent seules
la nappe, les autres vallées sont dites vallées séches. On appelle encore (nappe
phréatique) ce type de nappe (du grec phreatos, puits) qui veut simplement dire
que c’est la première nappe que l’on rencontre lorsque l’on creuse un puits, et
qui est donc la plus facilement exploitée.
• Nappe captive
C’est une nappe d’eau souteraine emprisonnée dans une formation géologique
perméable, entre deux formation imperméables. L’eau contenue dans la nappe
captive est donc soumise à une pression supérieure à cette nappe correspondant à
la surface piézométrique est située au dessus de la limite supérieure de l’aquifère
confiné.
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Caractéristiques principales de l’aquifère
La porosité








qui varie donc entre 0 (solide plein) et 1 (volume complétement vide). La relation
(1.1) de la porosité est une définition tridimensionnelle. Elle peut être transposée
à un rapport de surfaces. En effet, une coupe d’un échantillon poreux (un
exemple est donné sur la figure suivante) montre une surface composée de deux








Pour chaque section effectuée à la cote z, on peut mesurer l’aire Ap(z) occupée
par les pores. Si le milieu est homogène (donc la porosité surfacique ne dépend
pas de la cote z), on peut écrire que cette aire vaut ΦsA0 , où A0 est l’aire totale







Par conséquent, on obtient une égalité entre la porosité volumique et la porosité
surfacique :
Φs = Φ (1.3)
La définition peut être appliquée à une dimension, en introduisant une porositée
linéique ΦL , calculée par des mesures de longueurs de segments occupés par le
solide ou le vide. Si le matériau est homogène et isotrope, on peut montrer que
Φ = ΦL = Φs. (1.4)
Valeur de la porosité efficace
L’exploitation d’une formation aquifère à nappe libre implique la récupération
de l’eau contenue dans les vides, comme on peut récupérer l’eau d’un échantillon
en l’égouttant. Les valeurs de porosité communément admises varient entre 5
et 30%. Toutefois l’eau des aquifères est généralement sous pression et l’on
utilise alors le coefficient d’emmagasinement pour caractériser plus précisément
le volume d’eau gravitaire ( cf [66]).
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Figure 1.3: Exemple de coupe d’un poreux (grès ) .
Pression, hauteurs piézométriques et charge hydraulique.
L’hydraulique des nappes souterraines est un cas particulier de la mécanique
générale des fluides pour lequel les écoulements sont presque toujours laminaires.
Les seuls cas d’exception sont constitués par les essais Halliburton et les essais à
la sonde de prandtl pratiques à haute pression dans des milieux rocheux fissurés.
L’énergie d’une particule du fluide en mouvement est donc considéré comme
son énergie potentielle car l’énergie cinétique est si réduite qu’elle est négligée.
l’équation de Bernouilli s’écrit:





où h est le potentiel (ouhauteur piézométrique), ρ la masse volumique de
l’eau, P la pression d’eau, z l’altitude du point. Si le fluide est incompressible,
la hauteur piézométrique s’écrit:
h = z +
P
ρ.g
, avec P = (h− z)ρ g
où g est l’accéleration de la gravité.
La charge hydraulique dans un fluide incompressible, correspond à l’énergie
mécanique totale du fluide, elle est définie par :






avec v la vitesse réelle du fluide. En milieux poreux, l’écoulement est générale-
ment lent, ainsi on néglige le terme cinétique v
2
2g , par conséquent la hauteur
piézométrique et la charge hydraulique peuvent être confondues.
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Coefficient d’emmagasinement
La définition du coefficient d’emmagasinement se rapporte principalement aux
aquifères à nappe captive dont la limite supérieure est constituée par une for-
mation impermésable. L’aquifère à nappe captive contient une eau sous pres-
sion et l’aquifère est ainsi en condition d’artésianisme. En fait, on définit de
manière générale le coefficient d’emmagasinement comme étant la source de l’eau
disponible, porosité efficace, avec l’eau libérable par dépression. En nappe libre,
en première approximation, seule compte l’eau libérable par gravité, porosité
efficace. Alors qu’en nappe captive seule l’eau libérée par dépression (et réar-
rangement des grains) est prise en compte. Si l’on découpe l’aquifère en prismes
verticaux de 1m2 de surface de base, on appelle coefficient d’emmagasinement
S le rapport de la quantité d’eau libérée par ce prisme sous l’effet d’une baisse
de pression de 1 unité au volume total du prisme. On peut définir ainsi en
représentation bidimensionnelle la quantité d’eau unitaire (par unité de sur-
face) stockée dans un aquifère. On utilise également la notion de coefficient
d’emmagasinement spécifique Ss comme le volume d’eau par unité de volume
aquifère que l’on obtient sous une baisse de pression de 1 unité. La dimension
est [L−1] . On peut déterminer S qui est égale à S = eSs (avec e = épais-
seur en m de l’aquifère) durant les essais de pompage. En nappe captive, il est
évidemment très petit: environ 10−6, alors qu’en nappe libre, il est proche de
la porosité efficace: 10%, 5%, (cf [67]).
Figure 1.4: Concept d’emmagasinement dans les aquifères captifs et libres
Conductivité hydraulique
la conductivité hydraulique est une mesure de la capacité du milieu à laisser
circuler l’eau. Dans le cas anisotrope, elle s’exprime sous la forme d’un tenseur
symétrique de second ordre :
K =




La conductivité hydraulique dépend des caractéristiques du milieu, via la per-




Où µ est la viscosité dynamique du fluide.
1.1.5 Description des interfaces
• Interface eau douce / eau salée
Sans interface
Cette approche consiste à considérer un modèle d’écoulement de deux fluides
miscibles.
Interfaces diffuses
Une approche logique physiquement consiste à supposer que les eaux douce et
salée sont deux espèces miscibles et qu’il existe entre ces deux fluides une zone
de transition qui n’est ni salée ni douce. Pour une interface entre un milieu
saturé en eau et un milieu insaturé en eau, il est difficile de définir la zone de
désaturation. Cette approche est très lourde des points de vue théorique et
numérique.
Interfaces nettes ou abruptes
Les deux fluides sont considérés immiscibles d’où l’apparition de l’interface.
C’est une approximation de la physique qui a fait ses preuves, donc qui peut
paraître raisonnable. Ele est basée sur l’hypothèse de non transfert de masse
entre zone douce et zone salée. On ne considère pas de terme de pression capil-
laire mais le prix à payer du point de vue théorique est l’analyse d’interfaces
libres. Dans le modèle d’interface abrupte, on considère un écoulement à den-
sité variable défini par deux zones fluides de densités distinctes séparées par une
interface abrupte. En effet, à grande échelle et pour de faibles contrastes de
densité (aquifères côtiers), et étant donné la variabilité temporelle des forçages
hydrauliques (marées, précipitations, etc.), l’épaisseur de la zone de transition
due à la diffusion pure de sel entre l’eau de mer et l’eau douce est relative-
ment petite par rapport à la taille du domaine, et par rapport à la variabilité
importante due à l’hétérogénéité intrinsèque du milieu.
Approches avec interfaces abruptes (sans diffusion)
Dans l’approche ( interface abrupte ), on considère l’eau salée et l’eau douce
comme deux fluides non-miscibles séparés par une interface : voir figure suiv-
ante. L’interface eau salée / eau douce est une surface imperméable en équili-
bre de pression. Autrement dit, la pression est continue de part et d’autre de
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l’interface. Par contre, la densité du fluide est discontinue de part et d’autre
de l’interface. Il s’agit donc d’un modèle à deux fluides non miscibles, sans
diffusion de sel. Deux méthodes sont possibles pour la résolution de l’intrusion
saline avec une approche de type interface abrupte.
La première est une méthode de suivi d’interface (surface tracking) qui consiste
à diviser le domaine en deux régions distinctes dont chacune est associée à une
équation d’écoulement. Ensuite, la solution des deux équations est utilisée pour
retrouver la position de la surface qui représente l’interface eau douce / eau
salée (Bear, 1999). La méthode de suivi d’interface peut être appliquée aussi
dans le cas 2D ou quasi 3D.
La deuxième méthode, dite (multi-phasique), consiste à considérer l’eau salée
et l’eau douce comme deux fluides non-miscibles séparés par une interface,
l’écoulement de chaque phase fluide étant cependant résolu dans l’ensemble du
domaine, de telle façon que la position de l’interface est obtenue implicitement
à la fin de la résolution du problème. Au niveau de l’interface il n’y a pas de
mélange (pas d’échange de masse) entre les deux phases fluides. Théoriquement
aucune diffusion n’est permise au niveau de l’interface abrupte.( cf [4])
Figure 1.5: Représentation du domaine dans l’hypothèse d’une interface abrupte
• Interface zone saturée / zone séche
Deux conditions définissent cette surface libre: P = pression atmosphérique
sur tout point M de la surface libre Exprimé en charge, on prend par conven-
tion 0 pour la pression atmosphérique, et on écrit h = z. De plus, la surface
libre est une surface à flux nul si la nappe n’est pas alimentée par sa surface:
∂h
∂n = 0 c’est donc une deuxiéme condition imposée à la même surface. Parfois
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cependant, la nappe est alimentée par sa surface libre, et le flux qui la traverse,
est donné : ∂h∂n = a (n normale orientée vers l’extérieur), il en va de même
si une évaporation reprend de l’eau de la nappe (a est alors négative). Tout
le problème de la surface libre est que l’on ne connait pas a priori sa position:
on est amené à rechercher, par approximations successives, une surface dans
l’espace qui vérifie simultanément h = z , ∂h∂n = a. Ce problème est assez
délicat. On se donne d’habitude a priori une position estimée de la surface li-
bre, ce qui délimite le domaine d’intégration. On fixe sur cette limite la charge
hydraulique (h = z) et on vérifie, aprés intégration de l’équation, que le flux
calculé K ∂h∂n est correct, s’il ne l’est pas, on modifie dans un sens souhaitable
la position de la surface libre et on recommence le calcul. Une autre façon de
résoudre le problème est de ne pas considérer la surface libre comme une limite
de l’écoulement, mais de représenter dans un même continuum la nappe saturée
et la zone non saturée susjacente jusqu’au sol. Il faut alors résoudre l’équation
de la diffusivité du milieu non saturé. La surface libre est alors obtenue comme
le lieu des points où la pression est nulle. En régime transitoire, l’équation de la

























+ (Kz − q)∂h
∂z
− q
sur la surface libre, où q est le flux (volume par unité de surface horizontale,
par unité de temps) des échanges entre la nappe et l’extérieur (évaporation,
infiltration) à travers la surface libre, compté positivement s’il est extrait.
Figure 1.6: ( Charge hydraulique en M égale à la cote M )
Surface de suintement
Quand l’eau d’une nappe sourd vers l’extérieur, le long d’une ligne d’émergence:
La surface de contact (S) est dite surface de suintement. La condition est alors
h = z (car la pression est par définition égale à la pression atomosphérique).
∂h
∂n < 0 (si n est orienté vers l’extérieur), en effet le flux de la nappe est sortant.
La surface de suitement pose la même genre de problème que la surface libre.
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Bien que l’on connaisse la cote z le long de la surface de suitement, on est obligé
de rechercher par approximations successives les points A et B où commence et
s’achève respectivement la surface de suintement et où débute la surface libre.
On impose généralement la position de la surface, et on vérifie ultérieurement
que le flux est bien sortant, ( cf [65]).
Ecoulement multiphasiques (fluides non miscibles)
Théorie
C’est par exemple, le cas de l’air et de l’eau (milieu non saturé),de huile, de
l’eau et du gaz (gisement pétrolier).
Saturation
On définit d’abord la saturation volumique pour chacun des fluides i
Si =
part de la porosité occupée par le fluide i
porosité totale
Si : varie entre 0 et 1.
Équation de continuité :
On écrit une équation de continuité pour chaque fluide i = f, s (l’indice f





ρi : Masse volumique du fluide i.
Ui : Vitesse de Darcy du fluide i .
Φ : Porosité totale d’un milieu poreux .
où (ρiSiΦ) est la quantité de fluide i contenue dans l’élement de volume unité
VER.
Relation entre les saturations :∑
Si = 1
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1.2 Dérivation du modèle
1.2.1 Loi de Darcy
La loi de Darcy représente un cas particulier de l’intégration des lois générales
de la mécanique, lorsque l’on fait l’hypothèse que l’eau se comporte comme un
fluide newtonien, incompressible, et qu’au cours de son écoulement dans le sol,
les forces d’inertie sont négligeables. On montre que dans ces conditions la loi
de Darcy peut se mettre sous la forme
q = −k
µ
(∇P + ρg∇z), (1.5)
ρ est la masse volumique du fluide, µ la viscosité du fluide, k la perméabilité du
sol et g est la constante d’accélération gravitationnelle.
q = −K∇φ− k
µ
(ρ− ρ0)g∇z, K = kρ0g
µ
. (1.6)
φ représente la charge hydraulique et ρ0 est la masse volumique de référence de
l’eau douce. Dans cette relation, la matrice K est la conductivité hydraulique
qui exprime la capacité du sol à conduire le fluide.
1.2.2 Conservation de la masse du fluide
La loi de conservation de la masse du fluide s’écrit comme suit :
∂(ρΦ)
∂t
+∇.(ρq) = ρQ. (1.7)
où Φ est la porosité et Q est un terme source générique. Donc le système
d’équations pour notre problème 3D s’écrit dans le domaine d’eau douce et
dans le domaine d’eau salée :
∂(ρfΦ)
∂t
+∇.(ρfqf ) = ρfQf , , dans Ωf (1.8)
qf = −Kf∇φf , (1.9)
qs = −Ks∇φs, (1.10)
(∂ρsΦ)
∂t
+∇.(ρsqs) = ρsQs dans Ωs (1.11)
+C.B + C.I (1.12)
où C.B désigne les conditions aux bords et C.I conditions initiales. Nous al-
lons faire plusieurs simplifications sur le terne ∂ρiφi∂t , i = f, s compte tenu des
paramètres caractérisant le fluide et le milieu.
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Coefficient de compressibilité du fluide .
On suppose que la pression P et la densité ρ satisfont l’équation d’état :
dρ
ρ
= αP dP (1.13)
où αP > 0 est le coefficient de compressibilité du fluide résultant de la variation
de la pression . En intégrant (1.13) on obtient
ρ = ρ0e
αP (P−P0) (1.14)
où P0 est la pression de référence et ρ0 est la densité de référence du fluide .
Coefficient de compressibilité du sol :
Modéliser la compressibilité du sol revient à modéliser les effets de compress-
ibilité des roches. Les premières tentatives pour expliquer ce phénomène sont
basées sur le modèle de la porosité dépendent de la profondeur Φ = Φ(z).
Par exemple comme dans le modèle de Athy (cf. [6]), on a Φ(z) = Φ0e−Mz,
(Φ0,M) ∈ R2+ Le problème dans ce modèle c’est que la variation de la porosité
n’est en aucun cas due à la variation de la pression, alors qu’en réalité cette
dernière joue un rôle fondamental. C’est pourquoi une approche physique beau-
coup plus cohérente consiste à dériver une équation pour la porosité.
Soit σ la contrainte totale dans le domaine ou milieu poreux et σs la contrainte
liée aux squelettes ou pores alors nous avons :
σ = ΦP + (1− Φ)σs.
Où ΦP représente les effets dus à la pression. D’après la théorie de Terzaghi la
contrainte effective σe est définie par :
σe = (1− Φ)(σs − P )
Il s’en suit que
σe + P = σ
En supposant que la contrainte totale reste inchangée nous avons :
∂σe = − ∂P.
De plus le volume V se déforme à cause de la compressibilité du sol mais le
volume de la partie solide
Vs = (1− Φ)V reste inchangé (cf [ 10 ]), on a :
dVs
dσe
= 0 ⇔ dΦ
dσe


















En supposant que les variations de volume et le comportement élastique du sol






Il en découle d’après l’équation (1.15) que :
dΦ
dP
= (1− Φ)βP ⇔ Φ = 1− (1− Φ0) eβP (P−P0). (1.16)
En résumé, l’approche consiste à supposer que la variation de porosité provient
de la compressibilité du squelette du milieu due à la variation de la pression du








)dP = (1− Φ)αpdP
dΦ
dP
= (1− Φ)βP (1.17)
où βP = 1(1−Φ)
∂Φ
∂P est la compressibilité du sol due à la variation de la pression.





+ zh ⇔ P = ρ0gφ− zh
dΦ
(1− Φ) = βP dP ⇔
dΦ




= (1− Φ)βΦ ⇔ Φ = 1− (1− Φ0) eβφ(φ−φ0), (1.18)
où βφ = Φ0gβP > 0 est le coefficient de compressibilité du fluide résultant de
la variation de la charge hydraulique et φ0 a charge hydraulique de référence.
Afin de pouvoir manipuler l’équation de conservation de masse (1.7) , nous
allons devoir faire des hypothèses ρ sur la nature du milieu i.e la porosité du
sol Φ celle du fluide i.e sa densité et enfin sur l’écoulement du fluide dans le
milieu poreux. Nous supposerons que le fluide et le milieu sont compressibles.
1.3 Hypothèses simplificatrices
1.3.1 Hypothèses sur le fluide et sur le milieu
Faible compressibilité du fluide
L’eau douce et l’eau salée sont des fluides faiblement compressibles donc αP 
1 ⇒ ρ ≈ ρ0
q = −K∇.φ
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Faible compressibilité du sol
On suppose à nouveau que le sol est faiblement compressible et donc βP  1.
Hypothèses sur les viscosités de l’eau douce et de l’eau salée
Nous allons aussi supposer que notre milieu est homogène et isotrope et que les
viscosités de l’eau douce et de l’eau salée sont identiques, on a :

















⇐⇒ Ks = (1 + α)Kf
avec




1.3.2 Hypothèse de Bear
Cette hypothése, formulée par Bear, consiste à négliger les variation de densité
dans la direction de l’écoulement, c’est à dire ∇ρ.q  1. Donc
∂(ρΦ)
∂t





+ ρ∇.q +∇ρ.q︸ ︷︷ ︸
=0
= ρQ (1.20)






ou de (1.17) on déduit que
∂Φ
∂t
= (1− Φ) βP ∂P
∂t
on obtient alors





+ ρ∇.q = ρQ
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d’où








∇φ et P = ρ0gφ− ρ0gz
on obtient au final après simplification ( ρ 6= 0), une équation de conservation
de masse couplée à l’équation de Darcy :




−∇.(K∇φ) = Q (1.21)
S0 = ρ0g ((1−Φ)βP +ΦαP ) est le coefficient d’emmagasinement en eau du sol.
1.3.3 Approximation de Dupuit
L’hypothése de Dupuit consiste à considérer l’écoulement quasi - horizontal c’est
à dire
qz  1 ⇐⇒ qz ≈ 0
• 1ére conséquence : Puisque q = −K∇φ
qz ≈ 0 ⇒ ∂zφ = 0 or φ = Pρ0g+z, donc ∂zφ = 0, ⇐⇒ P = −ρ0gz+c
(c indépendant de z ).
• 2éme conséquence : L’écoulement étant supposée quasi - horizontal, on
intégre verticalement l’équation résultant de la conservation de la masse.
On réduit alors notre problème 3D à un problème 2D.
1.3.4 Hypothèse d’interface abrupte ou nette
Le modèle d’interface abrupte consiste à supposer que l’eau salée et l’eau douce
sont immiscibles et que donc les zones occupées par chaque fluide sont séparées
par une interface abrupte . Cette interface est en réalité une zone de transition
(car ces deux fluides sont en fait miscibles), mais dans le modèle on suppose que
l’épaisseur de cette zone est très petite comparée aux dimensions de l’aquifère.
Conclusion
Dans chaque domaine nous avons une équation de conservation de masse sim-





+∇.qf = Qf (1.22)
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+∇.qs = Qs (1.23)
où Sf , Ss sont respectivement les coefficients d’emmagasinement en eau dans
le domaine de l’eau douce et dans le domaine salé, ρf , ρs sont respectivement
les densités de référence dans le domaine de l’eau douce et celui de l’eau salée
φf , φs sont respectivement la charge hydraulique dans le domaine de l’eau douce
et dans le domaine salé qf , qs sont respectivement la vitesse de Darcy dans le
domaine de l’eau douce et dans le domaine salé et enfin Qf , Qs sont des termes
sources. On rappelle que :
Sf = ρfg((1− Φ)βp + Φαp), qf = −Kf∇(φf ), , Kf = kgρf
µf
Ss = ρsg((1− Φ)βp + Φαp), qs = −Ks∇(φs), , Ks = kgρs
µs
1.3.5 Domaine d’intégration
L’aquifère sera schématisé par un domaine 3D dont la projection verticale sur
le plan horizontal sera noté Ω. Par ailleurs la cote du substratum sera notée
h2, la cote de l’interface eau douce/eau salée sera notée h et la cote du toit de
l’aquifère sera notée h1 (ce sera aussi la cote de l’interface entre la zone saturée
et la zone insaturée). A priori les fonctions h1 et h2 peuvent dépendre des
variables spatiales x et y.
Zone sèche ΓT
On suppose qu’entre z = h1 et ΓT , la pression est donnée égale à la pres-
sion atmosphérique Pa. Si h1 < hmax, on impose l’équilibre des pressions










Dans toute la suite, pour simplifier, nous supposons que hmax = 0. Conséquence
sur le choix des inconnues dans notre modèle : on a vu que :




Figure 1.7: L’aquifère est représenté par un domaine Ω× (h2, hmax),Ω ∈ R2.
si jni h1 = hmax = 0 ⇒ φf = Pa
ρfg








Le même raisonnement s’applique à la hauteur d’eau salée, nous introduisons
donc h− = inf(0, h).
Zone rivière Γr
On suppose la rivière à l’équilibre hydrodynamique :
Pr|z=hmax = Pa + ρfg(0− hmax)
A(x, y) fixé, c’est donc Pr|z=hmax = Pa − ρfghmax(x, y) qui va remplacer la
pression Pa .
La condition au bord classique à l’interface d’un aquifère et d’un réservoir
d’eau est la continuité de φf et cela donne :





⇐⇒ φf |z=hmax∩Γr =
Pa − ρfghmax(x, y)
ρfg
+hmax
⇐⇒ φf |z=hmax∩Γr =
Pa
ρfg
− hmax + hmax




La présence de la rivière ne change donc rien car fixer φf au contact du bord
de la rivière Γr revient à fixer la pression Pa en z = 0.
1.3.6 Intégration verticale du modèle 3D
Intégration verticale dans le domaine d’eau douce:
On intégrant la conservation de la masse dans la zone d’eau douce entre la
surface supérieure h−1 et la profondeur de l’interface h
− donne∫ h−1
h−
(∇.qf + Sf ∂φf
∂t
)(z)dz = 0 (1.24)














− Sfφf (h−1 )
∂h−1
∂t
ici Bf = h−1 − h− est l’épaisseur de la zone d’eau douce. On pose φ˜f la







et on a donc∫ h−1
h−
Sf∂tφfdz = Sf∂t(Bf φ˜f )− SfΦ(h−1 )∂th−1 + Sfφ(h−)∂th−
= SfBf∂tφ˜f + Sf φ˜f∂tBf − Sfφ(h−1 )∂th−1∫ h−1
h−
Sf∂tφfdz = SfBf∂tφ˜f + Sf (φ˜f − φf (h−))∂th−1 − Sf (φ˜f − φf (h−))∂th−.
(1.25)






























∂zqfzdz = qfz (h
−
1 )− qfz (h−).
Alors∫ h−1
h−
div(qf )dz = div(Bf q˜f )− qf (h−1 ).(∇h1 −∇z) + qf (h−).(∇h− −∇z)
Donc∫ h−1
h−
div(qf )dz = div(Bf q˜f )+qf (h
−
1 ).(∇z−∇h−1 )−qf (h−).(∇z−∇(h−). (1.26)
En faisant la somme de (1.25) et (4.5) on obtient donc l’équation (1.24) :
SfBf∂tφ˜f + div(Bf q˜f ) + Sf (φ˜f − φf (h−1 ))∂th−1 − Sf (φ˜f − φf (h−))∂th−
+qf (h
−
1 ).∇(z − h−1 )− qf (h−).∇(z − h−) = 0

















∇φfdz) = −Kf∇φf .
Puisque φf indépendant de z, alors φf = φ˜f = φf (h−1 ) = φf (h









Ainsi l’intégration verticale des équations (1.8) selon la verticale entre la zone




= ∇ · (Bf K˜f∇φ˜f )− qf |h1 ·∇(z − h1) + qf |h ·∇(z − h). (1.27)
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Intégration dans le domaine d’eau salée
De même en intégrant l’équation (1.23) selon la verticale, mais cette fois-ci entre




= ∇ · (BsK˜s∇φ˜s)− qs |h ·∇(z − h) + qs |h2 ·∇(z − h2). (1.28)
où :












Ksdz est la moyenne de chaque élément du tenseur Ks sur la
verticale.
Dorénavant on note φ˜f = φf et φ˜s = φs, de même pour les tenseurs Kf et
Ks .
1.4 Equations de continuité
1.4.1 Continuité de la pression à l’interface z = h








Or on a l’hypothése de continuité de la pression entre la couche d’eau claire
et la couche au-dessus de l’interface libre h1:







⇐⇒ Pf |z=h = Pa + ρfg(h1 − h)
Par ailleurs comme on a supposé la continuité de la pression au travers de
l’interface h, on a :
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Pf |z=h = Ps|z=h = ρsg(φs − h) ⇐⇒ Pa + ρfg(h1 − h) = ρsg(φs − h)
⇐⇒ ρsg(φs − h) = Pa + ρfg(h1 − h)
⇐⇒ ρsφs = Pa
g






+ (h1 − h) + ρs
ρf
h
⇐⇒ (1 + α)φs = Pa
ρfg
+ (h1 − h) + (1 + α)h avec (1 + α) = ρs
ρf
⇐⇒ (1 + α)φs = Pa
ρfg
+ h1 + αh. (1.29)
Pour simplifier comme Pa et α sont constants, on a :
Pf |z=h = Ps|z=h =⇒ (1+α)∇φs = ∇h1+α∇h =⇒ (1+α)∇φs = χ0(−h1)∇h1+α∇h
1.4.2 Continuité des flux aux interfaces.
1. Calcul du flux qf |z=h · ∇(z − h) dans le cas d’une interface nette
L’interface nette peut être représenté par une surface de l’équation
F (x, y, z, t) = z − h(x, y, t) = 0
En supposant une interface nette, nous avons supposé aucune diffusion à travers




− ~v).~n = (qs
Φ
− ~v).~n = 0 (1.30)
où ~v désigne la vitesse de l’interface, ~n le vecteur unité normal à l’interface et
Φ la porosité du support. En utilisant l’équation qui régit le déplacement de
l’interface
∂tF + ~v.∇F = 0
et en combinant avec la continuité de la composante normale de la vitesse, on
obtient
qf (h).∇(z − h) = qs(h).∇(z − h) = Φ∂h
∂t
.
2. Calcul du flux qf |z=h ·∇(z−h) dans le cas d’une interface faiblement
diffuse
Nous incluons à présent dans notre modèle l’existence de deux interfaces dif-
fuses : l’une d’épaisseur δ1 entre la zone saturée et la zone insaturée et l’autre
d’épaisseur δh entre la zone d’eau salée et la zone d’eau douce. Ce modèle a été
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initialement introduit dans [35] et nous reprenons ici intégralement la présenta-
tion du calcul du flux donné dans cet article. Nous soulignons que ce modèle est
complètement nouveau par rapport à la littérature existante et qu’il concilie la
simplicité des modèles à interface nette avec le réalisme des modèles à interface
diffuse.
Nous introduisons une fonction de phase F décrivant les 3 zones (eau douce,
eau salée, mélange) telle que :
F =





cs dans l’eau salée.
où cs est la concentration moyenne en sel dans la zone salée.
Ainsi l’ensemble {(x, y, z) tels que F (x, y, z) = cs
2
} représente l’interface
nette à l’instant t.
La fonction F satisfait une équation de type Allen-Cahn tri-stable (les trois




∂tF + ~v∇F − δh∆′F +
F (F − cs
2
)(F − cs)(3F 2 − c2s/4)
δh
= 0 (1.31)
où le symbole ∆′ correspond à la dérivation par rapport aux deux variables x et
y. La forme détaillée du potentiel triple n’a pas d’importance; son rôle principal
est d’établir et de maintenir les parois du domaine bien définies. La taille car-
actéristique de l’interface diffuse correspondante est δh > 0 (voir par exemple
[7] pour des résultats rigoureux). Le paramètre δh est petit. Un autre point en
faveur du couplage de (1.31) avec l’approche interface nette est la convergence
quand δh → 0 du modèle ’champ de phase’ vers celui avec ’interface nette’ (voir
[76] [75] pour Allen-Cahn, [31] [21] pour Cahn-Hilliard). L’équation satisfaite
par le champ de phase (1.31) contient également un terme d’advection par le
fluide de l’ordre du paramètre, la vitesse efficace étant désignée par ~v ([24]).
Nous soulignons, par ailleurs, que nous avons déjà négligé la diffusion verticale
par rapport au terme convectif. Le passage de 3D à 2D suppose que la zone de
stabilité {F = cs
2
} correspond à l’interface nette z = h, on a donc :
F (x, y, z, t) =
cs
2
⇔ z − h(x, y, t) = 0
La dérivée de la fonction constante F (x, h−(x, t), t) =
cs
2
est nulle, nous dé-
duisons de ∂l[F (x, h−(x, t), t)] = 0, l = x, t que ∂tF (x, h−, t) = −∂zF (x, h−, t)∂th−
et ∇′F (x, h−, t) = −∂zF (x, h−, t)∇′h−. Dérivant une nouvelle fois ces expres-
sions, nous obtenons finalement que ∆′F (x, h−, t) = −∂zF (x, h−, t)∆′h− −
∂2zzF (x, h
−, t)|∇′h−|2 − ∇′∂zF (x, h−, t) · ∇′h−. En incluant ces calculs dans
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∂zF (−∂th+~v ·∇(z−h)−δh∆h)+δh∇′∂zF ·∇′h−+δh|∇′h−|2∂2zzF = 0 (1.32)
En négligeant les deux derniers termes de l’équation (1.32) et en simplifiant par
∂zF 6= 0 (la justification de ces deux points est loin d’être évidente et nous
renvoyons à [35] pour plus de détails), nous obtenons :
−∂th+ ~v · ∇(z − h)− δh∆h = 0 (1.33)
On revient alors à l’hypothèse traditionnelle de la modélisation à interface nette
: pas de transfert de masse au travers de l’interface {F = cs
2
} i.e les composantes




− ~v) · ~n = (qs
Φ
− ~v) · ~n = 0. (1.34)
On a noté ~n le vecteur normal unitaire par rapport à l’interface nette , ~v est la
vitesse moyenne réelle de l’interface.
Remarque : La pondération par
1
Φ























avec Q le débit s’écoulant dans la section, S la surface de la section, qf la vitesse
fictive de filtration, Sv la surface du vide dans le milieu poreux.
En combinant (1.33) et (1.34) nous obtenons :






3. Calcul du flux qf |z=h1 · ∇(z − h1) dans le cas d’une interface faible-
ment diffuse
Nous appliquons le même type de raisonnement que dans le cas précédent pour
décrire la zone de transition entre la zone saturée et la zone insaturée d’épaisseur
δ1.
Ici pour modéliser la dynamique de cette interface, nous introduisons une fonc-
tion de phase F telle que:
F =
 −1 dans la zone insaturée,0 sur l′interface nette,
1 dans la zone saturée.
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Ainsi {F (x, y, z, t) = 0} représente l’interface nette. La fonction F satisfait une
équation de type Allen-Cahn :
∂F
∂t
+ ~v · ∇F − δ1∆F + F (F − 1)(F + 1)
δ1
= 0
où ~v est la vitesse de l’interface et δ1 est l’épaisseur de la zone diffuse entre la
zone saturée et la zone sèche. Nous notons que le passage de 3D à 2D suppose
que la sone de transition {F = 0} correspond à l’interface nette h1, on a donc:
F (x, y, z, t) = 0⇐⇒ z − h1(x, y, t) = 0.
et la projection d’Allen-Cahn pour F = 0 donne:
−∂h1
∂t
+ ~v∇(z − h1)− δ1∆h1 = 0. (1.35)
En combinant (1.35) et la continuité des composantes normales de la vitesse à
l’interface z = h1, nous obtenons:






4. Calcul du flux qf |z=h1 · ∇(z − h1) dans le cas d’un aquifère confiné
Dans le cas où on suppose que la couche supérieure de l’aquifère est imperméable
i.e pas de flux entre la zone d’eau douce et le toit z = h1, on a :
qs(h1)∇(z − h1) = 0. (1.36)
5. Calcul du flux qs(h2) · ∇(z − h2)
Dans le cas où on suppose que la couche inférieure de l’aquifère est imper-
méable i.e pas de flux entre la zone salée et le fond z = h2, on a :
qs(h2)∇(z − h2) = 0. (1.37)
Nous insistons sur le fait que, puisque nous avons supposé l’écoulement quasi-
horizontal, la condition (1.37) impose des conditions sur la topographie (x, y)→
h2(x, y). Par exemple si le tenseur de perméabilitéKs est diagonal, on doit avoir
h2 = constante. Pour garder le maximum de généralités sur le tenseur Ks, il
faudrait considérer la fonction h2 variable.
Mais, pour simplifier les démonstrations qui vont suivre, nous avons supposé
h2 = constante. Nous insistons néanmoins sur le fait que les démonstrations se
généralisent de manière automatique au cas h2 = h2(x, y).
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1.5 Modèle d’intrusion saline
1.5.1 Simplification dûe aux faibles compressibilités du
fluide et du sol
Nous simplifions notre système 2D en omettant le terme avec le coefficient
d’emmagasinement Ss, on obtient ainsi :
SfBf∂tφf − div(BfKf∇φf ) + qf (h−1 ).∇(z − h−1 )− qf (h−).∇(z − h−) = Q˜f
(1.38)
−div(BsKs∇φs) + qs(h).∇(z − h−)− qs(h2).∇(z − h2) = Q˜s (1.39)
Cela réxulte de la combinaison de deux points suivants:
• d’une part l’eau salée est confinée car la couche h2 est imperméable donc:
∂tφs  1.
• d’autre part Ss  1 car le coefficient de compressibilité du fluide est très
faible i.e αP  1 et le coefficient de compressibilité du sol est très faible
aussi i.e βP  1
Ss = ρsg((1− Φ)βP + ΦαP ) 1.
Donc ces deux points combinés entrainent : SsBs∂tφs ≈ 0 .
1.5.2 Cas confiné:
Les bonnes inconnues sont les fonctions φs, et φf . De plus qs(h2).∇(z−h2) =
qf (h1).∇(z − h1) = 0
• Cas interface nette
Notre modèle est alors régi par les systèmes suivants :
- Dans le cas stationnaire :
−div(K(x)Bf (φf , φs)∇φf ) = Qf sur Ω,
−div(1 + α)(K(x)Bs(φf , φs)∇φs) = Qs sur Ω,
Bf (φf , φs) = h1 − h,
Bs(φf , φs) = h− h2,
h = (1 + δ)φs − δφf .
où δ = ρfρs−ρf .
- Dans le cas non stationnaire :
−Φ∂h∂t − div(KBf (φf , φs)∇φf ) = Qf ,
Φ∂h∂t − div(1 + α)(KBs(φf , φs)∇φs) = Qs,
Bf (φf , φs) = h1 − h,
Bs(φf , φs) = h− h2,
h = (1 + δ)φs − δφf .
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Ce système peut être écrit sous une forme plus compacte si nous considèrons la
charge hydraulique de l’eau douce φf et la profondeur de l’interface ( h) comme






















−div(αK(h−h2)∇h) +div(K(h1−h)∇φf )−div(K((h1−h2)∇φf ) = Qs,
Ainsi en posant
h2 7−→ −h2, h 7−→ −h, h1 7−→ −h1,
notre système s’écrit sous la forme suivantte :
 Φ
∂h
∂t − div(αK(h2 − h)∇h) + div(K(h2 − h)∇φf ) = −Qs
−div(αK(h2 − h1)∇φf ) + div(αK(h2 − h)∇h) = Qf +Qs
• Cas interface diffuse
- Dans le cas non stationnaire :
−Φ∂h∂t − div(KBf (φf , φs)∇φf ) + δhΦ4h = Qf ,
Φ∂h∂t − div(1 + α)(KBs(φf , φs)∇φs)− δhΦ4h = Qs,
Bf (φf , φs) = h1 − h,
Bs(φf , φs) = h− h2,
h = (1 + δ)φs − δφf
Ce systéme peut être récrit sous une forme plus compacte si nous considèrons



























h2 7−→ −h2, h 7−→ −h, h1 7−→ −h1,
En sommant (1.40),(1.41) notre système s’écrit de la forme suivantte :{
Φ∂h∂t − div(αK(h2 − h)∇h)− δhΦ4h+ div(K(h2 − h)∇φf ) = −Qs−div(αK(h2 − h1)∇φf ) + div(αK(h2 − h)∇h) = Qf +Qs (1.42)
1.5.3 Cas libre
En faisant la somme entre les deux équations (1.38), (1.39) , on a
−div(BsKs∇φs) + qs(h).∇(z − h)− qs(h2).∇(z − h2) = Qs
SfBf∂tφf−div(BfKf∇φf )−div(BsKs∇φs)+qf (h1).∇(z−h1)−qs(h2).∇(z−h2) = Qf+Qs.
Alors on remplace
Bs = h−h2, Bf = h1−h, Ks = (1+α)Kf , qs(h2).(∇z−∇h2) = 0, ∂tφf = ∂th1, ∇φf = ∇h1
et on obtient :
−div((h− h2)Kf (1 + α)∇φs) + qs(h).∇(z − h) = Qs (1.43)
Sf (h1−h)∂th1−div((h1−h)Kf∇h1)+qf (h1).∇(z−h1)−div((h−h2)Kf (1+α)∇φs) = Qf+Qs.
(1.44)
Or
(1 + α)∇φs = ∇h1 + α∇h,













( 1.43 ) et ( 1.44 ) deviennent :
















Φ ∂th− div((αKf (h− h2) + δhΦ)∇h)− div((h− h2)Kf∇h1) = Qs
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(Sf (h1−h)+Φ)∂th1−div(Kf ((h1−h)+(h−h2)+δ1Φ)∇h1)−div((h−h2)Kfα∇h) = Qf+Qs
Nous supposons que la taille des interfaces diffuses sont comparables : δh =
δ1 = δ, cette hypothèse permettra de montrer que h1 > h. De plus nous
supposons que : qLf = qLs = qL. Nous faisons un changement de variables
pour retourner notre axe vertical :
h1 → −h1, h→ −h, h2 → −h2
Notre système devient :{ −Φ ∂th+ div((αKf (h2 − h) + δΦ)∇h) + div(Kf (h2 − h)∇h1) = Qs,
−(Sf (h− h1) + Φ)∂th1 + div(Kf ((h− h1) + (h2 − h))∇h1) + div(δΦKf∇h1)
+div(Kfα(h2 − h)∇h) = Qf +Qs
(1.45)
Dans ces deux systèmes précédents, la première équation modélise la conserva-
tion de masse totale d’eau, tandis que la seconde modélise la conservation de la
masse d’eau douce ou claire. Il s’agit d’un modèle 2D, le processus d’upscaling




Existence globale en temps de
la solution dans le cas d’un
aquifère confiné
2.1 Introduction
Dans la première partie de ce chapître, nous allons rappeler les résultats d’existence
globale en temps d’une solution du problème correspondant au cas de l’aquifère
confiné avec l’approche nette et avec celle d’interface diffuse.
Concernant le cas ’interface nette’, la preuve est donnée dans [69] et celle du
cas ’interface diffuse’ est faite [33]. Ces articles permettent de conclure que,
malgré la non-dégénérescence des équations dans le cas ’interface diffuse’, il
faut toujours supposer l’existence d’une zone d’eau douce d’épaisseur stricte-
ment positive dans le réservoir d’eau pour établir une majoration uniforme de
la norme L2(ΩT ) du gradient de la charge hydraulique, cette estimation est in-
dispensable pour le passage à la limite.
Dans la seconde partie du chapître, nous rappelons un résultat de régularité du
gradient des solutions dans l’espace Lr(0, T ; ΩT ) qui est établi pour l’approche
avec interface diffuse. Ce résultat permet alors de prouver l’unicité de la solu-
tion, (cf. [62]).
2.2 Résultats préliminaires et notations
Dans cette partie, on introduit quelques notations et résultats. On suppose
H1(Ω) l’espace de Sobolev :









Soit H10 (Ω) := {φ ∈ H1(Ω);φ = 0 dans Γ}






qui est équivalente à la norme || · ||H1(Ω), grâce à la deuxième inégalité de
Poincaré.
Pour u ∈ H2(Ω) , on pose
A(u) := −∆u ∈ L2(Ω). (2.1)
Soit une fonction ω ∈ L2(Ω) donnée , la fonction φ associé à ω est définie par
−∆φ = ω dans Ω, (2.2)
φ = 0 dans ΓD. (2.3)
Il est facile de voir que φ ∈ (H10 (Ω)∩H2(Ω)) et ||φ||(H10 (Ω)∩H2(Ω)) ≤ C||ω||L2(Ω)
où C est une constante positif. En d’autres termes A−1 est un opérateur con-
tinue L2(Ω)→ (H10 (Ω) ∩H2(Ω)) et φ = A−1(ω).
H−1(Ω) est l’espace dual de H10 (Ω), muni de la norme dual :







où 〈f, ψ〉 désigne l’appariement de la dualité. Si ω est simplement supposé être
dans H−1(Ω), la solution φ satisfait
∫
Ω
∇φ∇ψdy = 〈ω, ψ〉 pour tout ψ ∈ H10 (Ω),




|∇φ|2dy)1/2 = ||φ||H10 (Ω).
Pour simplifier les notations, on pose :
V = H10 (Ω), V ′ = H10 (Ω)
′
= H−1(Ω), H = L2(Ω).
La symbole 〈·, ·〉 est le produit de dualité entre V et V ′.
On a les inclusions compactes et denses suivantes :
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V ⊂ H = H ′ ⊂ V ′.
Pour tout T>0, soit W (0, T ) l’espace tel que :
W (0, T ) := {ω ∈ L2(0, T, V ), dω
dt
∈ L2(0, T, V ′)},
muni de la norme hilbertienne :
||ω||W (0,T ) =
(






Donc, on a l’injection continue :
W (0, T ) ⊂ C([0, T ], [V, V ′]1/2) = C([0, T ], H)
et on déduit du lemme de Aubin que l’injection suivante:
W (0, T ) ⊂ L2(0, T,H) est compacte.
Nous considérons que la nappe captive est délimitée par deux couches hori-
zontales et imperméables. Nous supposons que le toit de l’aquifère est délimité
par le plan horizontal z = h1, c.à.d h1 = constante et nous prendrons cette
constante nulle pour ce chapitre . La surface supérieure correspond à z = 0 et
la surface inférieure à z = h2, h2 est donc aussi l’épaisseur de la nappe supposée
telle que h2 > δ > 0. On introduit la fonction Ts(h) (qui représente l’épaisseur
de la zone d’eau salée) :
Ts(h) = h2 − h si δ ≤ h ≤ h2
On prolonge Ts continument par des constantes en dehors de [δ, h2]. Le
prolongement de Ts pour h ≤ δ nous permet d’assurer une zone d’eau douce
d’épaisseur ≥ δ dans l’aquifère.
On poseK = αK et f = φfα et comme précédemment h désigne la profondeur de






−∇ · (Ts(h)K∇h) +∇ · (Ts(h)K∇f) = −Qs, dans Ω× [0, T ],
−∇ · (h2∇f) +∇ · (Ts(h)K∇h) = Qs +Qf , dans Ω× [0, T ],
h = hD, f = fD, sur Γ× [0, T ],







−∇ · (Ts(h)K∇h) +∇ · (Ts(h)K∇f)− Φδh∇ · (∇h) = −Qs, dans Ω× [0, T ],
−∇ · (h2∇f) +∇ · (Ts(h)K∇h) = Qs +Qf , dans Ω× [0, T ],
h = hD, f = fD, sur Γ× [0, T ],
h(x, 0) = h0(x), dans Ω.
où les fonctions Qs et Qf représentent les termes sources extérieures corre-
spondant au pompage ou à l’alimentation respectivement en eau douce ou en
eau salée dans l’aquifère.
Le tenseur représentant la conductivité hydraulique est tel qu’il existe 2 réels
positifs K− et K+ vérifiant
0 < K−|ξ|2 ≤
∑
i,j=1,2
Ki,j(x)ξiξj ≤ K+|ξ|2 <∞, x ∈ Ω, ξ ∈ R2, ξ 6= 0 (2.4)
2.3 Existence globale en temps dans le cas de
l’interface nette
Le but de cette section est de rappeler le résultat suivant (cf.[69]) :
Théorème 1. Soit h0 ∈ H1(Ω) telle que δ ≤ h0(y) ≤ h2 p.p. y ∈ Ω ,
hD ∈ L2(0, T,H1(Ω)) telle que dhD
dt
∈ L2(0, T, (H1(Ω))′) et δ ≤ hD(t, y) ≤ h2
p.p.(t, y) ∈ [0, T ]× Ω , fD ∈ L2(0, T,H1(Ω)) et Qs, Qf ∈ L2(0, T,H).
Alors ,
pour tout T > 0, il existe une solution h ∈W (0, T ) + hD, f ∈ L2(0, T, V ) + fD












(KTs(h)∇(h− f)) · ∇v +Qsv dydt = 0, (2.5)




(h2∇f −KTs(h)∇h) · ∇ω − (Qs +Qf )ω dydt = 0, (2.6)
∀ω ∈ L2(0, T, V ).
telle que
h(0, ·) = h0. (2.7)
δ ≤ h(t, y) ≤ h2, pour p.p. (t, y) ∈ [0, T ]× Ω. (2.8)
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Remarques :
1) Si on pose u = h − hD et v = f − fD dans (2.5)-(2.6), alors (u, v) ∈ V × V














{h2∇(v+fD)−TsK(u+hD)∇(u+hD)}·∇ω−(Qs+Qf )ωdydt = 0. (2.10)
avec
u(0, ·) = u0 := h0 − hD,
2 ) Puisque u ∈W (0, T ) ⊂ C([0, T ], L2(Ω)) alors (2.7) a bien un sens. De plus,
u ∈ C([0, T ], Lp(Ω)),∀p ∈ [2,+∞),
et ∃C > 0, telle que :
||(u(t) + hD)||L∞(Ω) ≤ C, ∀t ∈ [0, T ].
Idée de la preuve : Compte tenu des termes non linéaires et du couplage,
il faut introduire des termes de troncature (cf. [74]). On note x+ := max(x, 0) et
soitM une constante précisée ultérieurement, nous posons hM (x) = min(1,M/x), x >
0. Soient (k)k≥0 une suite décroissante qui tend vers 0, le système (2.5) -
(2.7) est remplacé par le système d’équations variationnelles suivant : ∀ω ∈
























{h2∇(fk)− Ts(hk)K∇(hk)}∇ω − (Qs +Qf )ω
)
dydt = 0. (2.12)




div(−h2∇fD + Ts(hk)K∇hk)−Qs −Qf} := A−1(H(uk)).
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Dans la première étape, en utilisant le théorème de Schauder, il est prouvé que
pour tout T > 0 et tout k ∈ N , (2.11)- (2.11) a une solution uk ∈ W (0, T )
telle que uk(0, ·) = u0. Ensuite le principe du maximum : pour chaque k, δ ≤
hk(t, x) ≤ h2 p.p.(t, x) ∈ [0, T ] × Ω est établi, ce qui permet de montrer que
la suite {fk}k est bornée dans L2(0, T,H1). La technique de Alt-Luckhaus ap-
pliquée aux translatés en temps de u permettent d’appliquer les résultats de
compacité et de prouver que tout point limite faible u dans W (0, T ) de la suite
(uk)k satisfait (2.9)-(2.10).
2.4 Existence globale en temps dans le cas de
l’interface diffuse
On considère à présent le modèle correspondant au cas confiné avec l’approche
interface diffuse.
Comme précédemment, nous introduisons les fonctions Ts et Tf définies par :
Ts(u) = h2 − u et Tf (u) = u, ∀u ∈ (δ, h2)
ces fonctions sont étendues continument et par des constantes eu dehors (δ, h2)
où 0 < δ < h2. Le système s’écrit alors dans ΩT .
Φ∂th−∇ · (Ts(h)K∇h)−∇ · (Φδh∇h) +∇ · (Ts(h)K∇f) = −Q˜sTs(h), (2.13)
−∇ · (h2∇f) +∇ · (Ts(h)K∇f) = Q˜sTs(h) + Q˜fTf (h). (2.14)
Le système (2.13)-(2.14) est complété par les conditions initiales et aux fron-
tières :
h = hD, f = fD dans (0, T )× Ω, (2.15)
h(0, x) = h(x) dans Ω
avec les conditions de compatibilité h0(x) = hD(0, x),∀x ∈ Γ.
Les termes sources Q˜s et Q˜f sont des fonctions données de L2(0, T ;H) telles
que Q˜s < 0.
Les fonctions hD et fD appartiennent à l’espace L2(0, T ;H1(Ω))∩H1(0, T ; (H1(Ω))′)
tandis que les fonction h0 est une fonction de H1(Ω). Finalement nous sup-
posons qui les données initiales et aux frontières satisfont les conditions physique-
ment réalistes de hiérarchie :
δ ≤ hD ≤ h2, p.p.dans (0, T )× Ω, δ ≤ h0 ≤ h2, p.p. dansΩ
Nous pouvons alors donner le résultat suivant d’existence :
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Théorème 2. ∀T > 0, le problème (2.13)-(2.14) admet une solution faible (h,f)
satisfaisant (h− hD, f − fD) ∈W (0, T )×L2(0, T ;H10 (Ω)). De plus, le principe
suivant de maximum est valide :
δ ≤ h(t, x) ≤ h2 pour presque tout x ∈ Ω et pour tout t ∈ (0, T )
La stratégie de la preuve s’inspire de la précécente si ce n’est que, dans ce cas,
le problème n’est plus dégénéré. La première étape consiste en l’utilisation du
théorème de point fixe de Schauder qui établira un résultat d’existence pour
un problème tronqué auxiliaire puis il est démontré que la solution tronquée
satisfait le principe du maximum annoncé dans le théorème et finalement des
estimations uniformes (par rapport à la troncature) permettent de lever la tron-
cature.
2.5 Régularité Lr
Nous allons à présent donner un résultat de régularité prouvé dans la thèse de
J.LI (cf. [62]).
Rappels préliminaires
Nous introduisons l’espace de Sobolev
W 1,p(Ω) = {v|v, ∂v
∂xi
∈ Lp(Ω)}, (2.16)
W 1,p(Ω) est un espace de Banach muni de la norme







W 1,p0 (Ω) = Fermeture de C
∞
0 (Ω) dans W
1,p(Ω), (2.18)
que nous munissons de la norme
||v||W 1,p0 (Ω) = ||∇v||Lp(Ω)n . (2.19)
En vertu de l’inégalité de Poincaré, la norme (2.19) est équivalente à la norme
(2.17) sur W 1,p0 (Ω).
Puis nous définissons l’espace dual W−1,p(Ω) comme suit:






On pose W−1,p(Ω) = (W 1,p
′
0 (Ω))




où L2(Ω) est identifié à son dual.
On observe que l’application
(Lp(Ω))n −→ W−1,p(Ω)
φ 7→ div φ
est surjective. Nous munissons alors W−1,p(Ω) avec la norme quotient associée,
i.e.
||f ||W−1,p(Ω) = inf
divg=f
||g||(Lp(Ω))n . (2.20)
qui est une façon de définir la norme sur W−1,p(Ω).
• Cas elliptique
Nous rappelons enfin le résultat (cf. J. L. Lions et E. Magenes [63]):
∀p, t.q. 1 < p <∞, (−∆)−1 est un isomorphisme de W 1,p0 (Ω) dans W−1,p(Ω).
On pose G = (−∆)−1 et g(p) = ||G||L(W−1,p(Ω);W 1,p0 (Ω)).
On souligne que g(2)=1.
Nous donnons à présent deux lemmes préliminaires qui sont une con-
séquence du résultat de régularité de Meyers [68] et dont on peut trouver
les détails de la démonstration dans [22].
On énoncera les lemmes pour tout domaine Ω dans Rn(n ≥ 2) de frontière
Γ suffisamment régulière.
Lemme 1. Soit A ∈ (L∞(Ω))n tel qu’il existe α > 0 satisfaisant
n∑
i,j=1
Ai,j(x)ξiξj ≥ α|ξ|2,∀x ∈ Ω et ξ ∈ Rn.
On pose β = max1≤i,j≤n ||Ai,j ||L∞(Ω).
Il existe r(α, β) > 2, tel que , pour tout f ∈ W−1,r(Ω) et ∀g0 ∈ W 1,r(Ω),
l’unique solution u du problème
{ ∇ · (A∇u) = f,∀x ∈ Ω
u ∈ H10 (Ω) + g0
appartient à W 1,r(Ω). De plus, on a l’estimation suivante :
||u||W 1,r(Ω) ≤ C(α, β, r)||f −∇ · (A∇g0)||W−1,r(Ω) (2.21)
où C(α, β, r) est une constante ne dépendant que des constantes α et β
caractérisant l’opérateur A et de r.
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Remarque :
La preuve donnée dans [22] nous permet de préciser la constante C(α, β, r).








nous choisissons c t.q. c >
β2 − α2
2α
de sorte à assurer ν < µ. Puisque
g(2) = 1 et 0 < 1 − µ + ν < 1, en utilisant la continuité de l’application
g(·), on peut donc trouver r > 2 tel que
g(r)(1− µ+ ν) < 1. (2.23)
Ainsi, plus (1− µ+ ν) sera petit, plus r pourra être grand, donc la déter-
mination de r dépendra des constantes α, β liées à l’opérateur elliptique
A.
Le cas limite correspond au cas où l’opérateur A est le Laplacien, (ou pro-
portionnel au Laplacien), alors µ = 1 et ν = 0 donc (2.23) est satisfaite
∀r ≥ 2.
Compte tenu des précédentes estimations, nous pouvons majorer la con-
stante C(α, β, r) par




Enonçons, à présent, le lemme correspondant au cas parabolique.
Nous définissons (cf.[22])
Xp = L
p(0, T ;W 1,p0 (Ω)),










et nous soulignons que l’application v → divxv envoie (Lp(ΩT ))n sur
Lp(0, T ;W−1,p(Ω)). Nous munissons alors Yp de la norme ||f ||Yp = infdivxg=f ||g||Lp(ΩT )n ,
nous pouvons alors énoncer l’analogue du lemme 1 (cf. [22]).
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Lemme 2. Soient f et u0 tels que f ∈ L2(0, T,H−1(Ω)) et u0 ∈ H. Soit




+Au = f dans ΩT
u(0) = u0
Alors, en supposant que Γ est suffisamment régulière, il existe r > 2,
dépendant de α, β et Ω tel que si
f ∈ Lr(0, T ;W−1,r(Ω))
et si
u0 ∈W−1,r(Ω)
alors u ∈ Lr(0, T ;W 1,r0 (Ω)) et il existe Cˆ(α, β, r) > 0 telle que
||u||W 1,r0 (Ω) ≤ Cˆ(α, β, r)(||f ||Lr(0,T ;W−1,r(Ω)) + ||u0||W 1,r0 (Ω)). (2.25)
Remarque :






−∆, l’opérateur associé aux conditions de Dirichlet homogènes.
Il est connu que, étant donné F ∈ Yp, il existe une unique solution u ∈ Xp
telle que : {
Pu = F dans ΩT .
u(0) = u0
Posons gˆ(p) = ||P−1||L(Yp;Xp), alors gˆ(2) = 1.
En utilisant la continuité de l’application gˆ(·), on peut donc trouver r > 2
tel que
gˆ(r)(1− µˆ+ νˆ) < 1, (2.26)
où les constantes µˆ, νˆ et cˆ sont les constantes définies précédemment par
(2.22) grâce aux constantes αˆ, βˆ.
A nouveau, plus (1 − µˆ + νˆ) sera petit, plus r pourra être grand, donc
la détermination de r dépendra essentiellement des constantes αˆ, βˆ carac-
térisant l’opérateur elliptique A.
La constante Cˆ(αˆ, βˆ, r) doit alors satisfaire :




La détermination de r dépend uniquement des coefficients d’ellipticité des opéra-
teurs et de leur norme L∞ . Nous allons préciser cette dépendance en fonction
des paramètres physiques.
Rappelons que la quantité g(r)(1 − µ + ν) dépend de α, β avec, dans notre










et la constante c est choisie telle que c >
K2+ −K2−
2K−
de sorte à assurer ν < µ.
Ainsi, si r est tel que k(r) := g(r)(1− µ+ ν) < 1, alors cet exposant convient.
Réciproquement, soit r donné > 2, on peut toujours ajuster K− et K+ pour
que k(r) = g(r)(1− µ+ ν) < 1.












et nous choisissons cˆ > 0 t.q. cˆ >
βˆ2 − αˆ2
2αˆ
de sorte à assurer νˆ < µˆ. Ainsi, si
r ≥ 2 est tel que kˆ(r) := gˆ(r)(1− µˆ+ νˆ) < 1, alors cet exposant convient.
Réciproquement, soit r donné > 2, on peut toujours ajuster h2, δ1,K+,Φ et δ
pour que kˆ(r) = gˆ(r)(1− µˆ+ νˆ) < 1.
Soit r1(K−,K+) > 2 le plus grand réel tel que g(r1)(1 − µ − ν) < 1 où µ
et ν sont définis par (2.28) et soit r2(Φ, δ, δ1, h2,K+) > 2, le plus grand réel tel
que gˆ(r2)(1− µˆ− νˆ) < 1 où µˆ et νˆ sont définis par (2.29), posons
r(Φ, δ, δ1, h2,K−,K+) = Inf(r1(K−,K+), r2(Φ, δ, δ1, h2,K+)). (2.30)
Proposition 1:
Soit (h, f) une solution du problème (2.13)-(2.14) et r(Φ, δ, δ1, h2,K−,K+) > 2
le réel déterminé par (2.30). Si (hD, fD) ∈ Lr(0, T ;W 1,r(Ω))2, h0 ∈W 1,r(Ω) et
(Qs, Qf ) ∈ Lr(ΩT )2 alors ∇h et ∇f sont dans Lr(ΩT ), de plus on a
||∇h||Lr(ΩT ) ≤ C1(Φ, h2, h0, hD, fD, Qs, Qf ,K−,K+, δ, δ1) (2.31)
et
||∇f ||Lr(ΩT ) ≤ C2(Φ, h2, h0, hD, fD, Qs, Qf ,K−,K+, δ, δ1). (2.32)
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Pour montrer ce résultat de régularité supplémentaire, il faut repartir de
la construction d’une solution du problème (2.13)-(2.14) dans la preuve du
théorème d’existence plus précisèment de la construction de la solution du prob-
lème intermédiaire tronqué et linéarisé. Nous rappelons que cette dernière so-
lution apparait comme le point fixe d’une application, il faut donc intégrer à ce
processus de construction le résultat de régularité Lr(ΩT ) (cf. [62]).
2.6 Unicité dans le cas confiné avec interface dif-
fuse
Nous sommes à présent en mesure d’énoncer le résultat d’unicité qui nous per-
met de dire que notre problème est bien posé dans l’espace W (0, T ) introduit
précédemment.
Soit (h, f) et (h¯, f¯) deux solutions de (2.13)-(2.14) .
Posons u = h− h¯ ∈W (0, T ), v = f − f¯ ∈ L2(0, T,H10 (Ω)).
Alors (u, v) est solution de
Φ∂tu−∇ · (δΦ +KTs(h¯))∇u−∇ · (K(Ts(h)− Ts(h¯))∇h)
+∇ · (K(Ts(h)− Ts(h¯))∇f) +∇(KTs(h¯)∇v) = 0
−h2∇ · (K∇v) +∇ · (K(Ts(h)− Ts(h¯))∇h) +∇ · (KTs(h¯)∇u) = 0
Théorème 3. Soient (Φ, h2,K−,K+, δ, δ1) ∈ (R+∗ )6 tels que g(4)(1 − µ +
ν) < 1 et gˆ(4)(1 − µˆ + νˆ) < 1 soient vérifiées. Supposons de plus que h0 ∈
W 1,4(Ω),(hD, fD) ∈ L4(0, T ;W 1,4(Ω))2 et (Qs, Qf ) ∈ L4(ΩT )2, alors la solu-
tion du système (2.13)-(2.14) est unique dans W (0, T )× L2(0, T ;H1(Ω)).
La preuve de ce théorème repose sur le précédent résultat de régularité établi
pour r = 4, qui combiné aux inégalités de Gagliardo-Nirenberg, nous permet de
majorer les termes non-linéaires (cf. [62]).
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Chapter 3
Existence globale en temps de
la solution dans le cas d’un
aquifère libre
3.1 Introduction
Nous allons à présent rappeler les résultats d’existence globale en temps con-
cernant les problèmes correspondant à l’aquifère libre avec le cas de l’interface
nette et celui de l’interface diffuse’.
Le cas correspondant à l’approche avec ’interface libre’ a été traité dans [36]
et celui de l’interface diffuse est fait dans [33]. Ces articles permettent de con-
clure que le terme diffusif supplémentaire est essentiel pour établir un principe
du maximum plus naturel d’un point de vue de la physique. Précisément la
preuve dans le cas ’interface diffuse’ permet d’établir une hiérarchie entre les
deux profondeurs des interfaces h et h1 qu’il est impossible d’obtenir dans le
cas de l’approche avec ’interface nette’. Dans la seconde partie du chapître,
nous rappelons un résultat de régularité du gradient des solutions dans l’espace
Lr(0, T ; ΩT ) qui est établi pour l’approche avec interface diffuse. Ce résultat
permet alors de prouver l’unicité de la solution.
3.2 Existence globale en temps dans le cas de
l’interface diffuse
Les inconnues bien adaptées au cas de l’aquifère nette, sont les hauteurs de deux
surfaces libres h+ = sup(0, h) = χ0(h)h et h+1 = χ0(h1)h1. Rappelons qu’alors




Φχ0(h)∂th−∇ · (KTs(h)χ0(h1)∇h)−∇ · (δΦχ0(h)∇h)
−∇ · (KTs(h)χ0(h1)∇h1) = −Q˜sTs(h),
Φχ0(h1)∂th1 −∇ · (K(Tf (h− h1) + Ts(h))χ0(h1)∇h1)
−∇ · (δΦKχ0(h1)∇h1)−∇ · (KTs(h)χ0(h1)χ0(h)∇h)
= −QfTf (h− h1)− Q˜sTs(h).
On rappelle que χ0(h1) =
{
0 si h1 ≤ 0
1 si h1 ≥ 0 .
En fait, nous pouvons simplifier ce système en enlevant les troncatures χ0(h1), χ0(h)
là où elles sont inutiles, le système devient alors:
(1)

Φ∂th−∇ · (KTs(h)χ0(h1)∇h)−∇ · (δΦ∇h)
−∇ · (KTs(h)χ0(h1)∇h1) = −Q˜sTs(h),
Φ∂th1 −∇ · (K(Tf (h− h1) + Ts(h))χ0(h1)∇h1)
−∇ · (δΦK∇h1)−∇ · (KTs(h)χ0(h1)χ0(h)∇h)
= −Q˜fTf (h− h1)− Q˜sTs(h).
Théorème 4. On suppose qu’il existe deux réels positifs K− et K+ tels que:
0 < K−|ξ|2 ≤ Σi,j=1,2Ki,j(x)ξiξj ≤ K+|ξ|2 <∞,x ∈ Ω, ξ ∈ R2 et ξ 6= 0.
On suppose de plus une faible hétérogénéité spatiale:
K− ≤ K+ ≤ 2K−.
Alors pour tout T > 0, le problème (1) admet une solution faible (h, h1) satis-
faisant:
(a) h− hD, h1 − h1,D ∈W (0, T ),
(b) 0 ≤ h1(t, x) ≤ h(t, x) ≤ h2(t, x) pour presque tout x dans Ω et pour tout t
dans (0, T ).
La démonstration reprend les étapes des démonstrations du cas confiné mais
elle est plus technique.
3.3 Existence globale en temps dans le cas de
l’interface nette
Nous introduisons à nouveau les fonctions Ts et Tf définies par :
Ts(u) =
{
h2 − u ,∀u ∈ [0, h2]
0 , u ≤ 0 et Tf (u) = u,∀u ∈ [δ, h2](0 < δ < h2)
et nous étendons continument par des constantes ces fonctions pour u ≥ h2
pour la fonction Ts et en dehors de l’intervalle [δ, h2] pour la fonction Tf . Cette
condition sur Tf , impose à l’aquifère une épaisseur d’eau douce toujours ≥ δ.
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Q˜fTf (h− h1) + Q˜sTs(h)
)
. (3.2)
On remarque qu’on n’a pas utilisé h+ et h+1 dans les fonctions Tf et Ts car
ces informations seraient redondantes. Pour la même raison, on a supprimé
χ0(h) et χ0(h1) devant les termes ∂th, ∂th1,∇h et ∇h1 et on les maintient là où
ils sont nécéssaires.
Le système (3.1)-(3.2) est complété par les conditions initiales et aux limites
h = hD, h1 = h1,D, dans Γ× (0, T ), (3.3)
h(0, x) = h0(x), h1(0, x) = h1,0(x), dans Ω, (3.4)
avec les conditions de compatibilité
h0(x) = hD(0, x), h1,0(x) = h1,D(0, x), x ∈ Γ. (3.5)
Les termes sources Q˜f et Q˜s sont des fonctions de L2(0, T ;H).
Les fonctions hD et h1,D appartiennent à l’espace L2(0, T ;H1(Ω))∩H1(0, T ; (H ′(Ω))′)
tandis que les fonctions h0 et h1,0 sont dans H1(Ω). Enfin, nous supposons
que les données initiales et aux limites satisfont les conditions supplémentaires
de hiérarchie des hauteurs des interfaces, 0 ≤ h1,D ≤ h1,D + δ ≤ hD ≤ h2,
∀t ∈ (0, T ) p.p. dans Ω et 0 ≤ h1,0 ≤ h1,0 + δ ≤ h0 ≤ h2 p.p. dans Ω.
Nous pouvons alors énoncer le théorème :
Théorème 5. Supposons une hétérogénéité spatiale pour le tenseur de conduc-
tivité hydraulique:
K+ ≤ 2√γ K−, 0 < γ < 89 .




L2(0, T ;H10 (Ω))×L2(0, T ;H10 (Ω))∩H1(0, T ; (H10 (Ω))′)2
De plus, le principe du maximum suivant est vrai:
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0 ≤ h1(t, x) et 0 ≤ h(t, x) ≤ h2 pour p.p. x ∈ Ω et pour chaque t ∈ (0, T ).
La premiére étape consiste à montrer que le problème régularisé et tronqué
admet une solution, grâce au théorème du point fixe de Schauder. On peut alors
suffisamment contrôler la vitesse de la surface libre pour éliminer le précédent
contrôle. La solution du système régularisé satisfait le principe du maximum
énoncé dans le théorème puis des estimations uniformes suffisantes permettent
de faire tendre vers 0 la régularisation.
3.4 Unicité dans le cas libre avec interface diffuse
Nous allons à présent énoncer un résultat d’unicité analogue à celui énoncé dans
le cas confiné. Si nous supposons plus de régularité sur les données, nous pou-
vons alors énoncer le résultat :
Proposition 2 : Soit (h, h1) une solution de (3.1)-(3.5), alors il existe
r(α, β) > 2 tel que si (hD, h1,D) ∈ Lr(0, T ;W 1,r(Ω))2, (h0, h1,0) ∈W 1,r(Ω)2,
(Qs, Qf ) ∈ Lr(ΩT )2, alors ∇h et ∇h1 sont dans Lr(ΩT )2.
De plus, on a
||∇h||Lr(ΩT ) ≤ Cr,1(h0, hD, h1,0, h1,D, Qs, Qf , h2, δ,K) (3.6)
||∇h1||Lr(ΩT ) ≤ Cr,2(h0, hD, h1,0, h1,D, Qs, Qf , h2, δ,K) (3.7)
La preuve de cette proposition reprend les étapes de la proposotion précédente
donnée dans le cas confiné mais elle est plus technique.




Nous conclurons cette section, en énonçant le théorème d’unicité :
Théorème 6. Supposons que (h2, δ,K+,Φ) ∈ R+4∗ soient tels que
gˆ(4)(1− µˆ+ νˆ) < 1 et que les données initiales et aux limites vérifient
les hypothèses de la Proposition 2, alors la solution du système (1) est unique
dans W (0, T )2.
Remarque :
1 ) Les paramètres physiques sont ajustés de sorte que r ≥ 4.
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2 ) La preuve de ce résultat repose sur le même arguments que celui établi
dans le cas confiné mais est plus technique. Nous renvoyons le lecteur à [34]




problème dans le cas confiné
avec l’approche ’interface
diffuse’
Dans ce chapître, nous allons décrire la méthode élément fini Pk Lagrange que
nous avons appliquée au problème d’intrusion saline dans le cas confiné avec
l’approche ’interface diffuse’. C’est justement la présence de la zone diffuse qui
nous a fait privilégier la méthode des éléments finis. Avant de donner le théorème
d’estimation d’erreur pour notre schéma numérique, nous allons rappeler des
résultats classiques d’interpolation avec les éléments finis Pk Lagrange ainsi
qu’un théorème d’estimation d’erreur sur un exemple classique linéraire, ceci
afin de mieux localiser les difficultés propres à notre étude. Ces rappels figurent
en détail dans le livre d’A. Ern - J. Guermond (cf. [48]) . Nous rappelons que les
deux principales difficultés liées à notre cas sont le fort couplage des équations
elliptique-parabolique et les non-linéarités. Nous allons dans un premier temps,
établir un résultat d’estimation d’erreur pour des solutions très régulières (ce
qui revient, en un certain sens, à linéariser le problème), puis nous utiliserons la
régularité spécifique à notre problème, à savoir la régularité Lr(ΩT ), r > 2 du
gradient de la solution pour nous affranchir des contraintes sur les hypothèses
de régularité du précédent théorème.
Compte tenu du fait que notre inconnue, la hauteur de l’interface eau douce
/eau saleée est notée ”h” , afin qu’il n’y ait pas de confusion avec la notation
classique de la discrétisation en espace (notée aussi h pour la méthode des
éléments finis), nous noterons la discrétisation en espace, b, dans ce document.
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4.1 Rappels et notations
Nous rappelons que cette section est tirée du livre d’A. Ern - J. Guermond [48]
4.1.1 Résultats d’interpolation
Théorème 7. Soit Ω un domaine polyédrique de Rd. Soit (Tb) une famille
régulière de maillages affines. Soit (Kˆ, Pˆ , Σˆ) un élément fini de Lagrange avec
Pk ⊂ Pˆ pour k + 1 > d2 . Notons V kb l’espace d’approximation associé et Ikb
l’opérateur d’interpolation correspondant. Soit s > d2 et posons l = min(k, s−1).
Alors, il existe une constante c > 0 telle que pour tout b > 0 et toute fonction v
dans Hs(Ω)











i=1 σi=1(v)Θi=1, Θi=1 la fonction de forme locale sur K.
En particulier, si V kb est H
1-conforme, on a
∀b,∀v ∈ Hs(Ω), |v − Ikb v|1,Ω ≤ cbk|v|k+1,Ω
Enfin, si v ∈ H1(Ω), on a lim
h−→0
inf b∈V kb |v − vb|1,Ω = 0
Proposition 3 : Soit (Kˆ, Pˆ , Σˆ) un élément fini. Soit (Tb)b une famille
régulière de maillages affines et supposons b ≤ 1. Supposons Pˆ ⊂ H l(Kˆ) pour
l ≥ 1. Posons
PK = {pˆ ◦ T−1K , pˆ ∈ Pˆ}
Alors, il existe c > 0 tel que pour 0 ≤ m ≤ l, on ait
∀b,∀K ∈ Tb, ∀v ∈ Pk, ‖v‖l,k ≤ cbm−1k ‖v‖m,k (4.1)
Preuve Par la suite, c désigne une constante générique pouvant dépendre de
Kˆ, Pˆ , et l mais indépendante de b,K, et v.
i- Puisque dans un espace de dimension finie toutes les normes sont équiv-
alenetes, il existe c > 0 telle que pour tout j ≤ l, on ait
∀vˆ ∈ Pˆ , ‖vˆ‖j,Kˆ ≤ c‖vˆ‖0,Kˆ (4.2)
ii- Soit j ≤ l et soit v ∈ PK . En utilisant (4.1), (4.2) et la régularité de la famille
(Tb)b, nous obtenons








Comme bK ≤ b ≤ 1 par hypothèse, il vient
∀v ∈ PK , 0 ≤ j ≤ l, ‖v‖j,K ≤ cb−jK ‖v‖0,K (4.3)
De (4.2) avec j = l, nous déduisons (4.1) pour m = 0.
iii- Soit m ≤ l. Soit k avec l −m ≤ k ≤ l et α un muli-indice avec |α| = k. En




Comme le multi-indice α est arbitraire, nous obtenons
|v|k,K ≤ cbm−lK |v|k+m−l,K ≤ cbm−lK ‖v‖m,K (4.4)
la deuxième majoration résultant du fait que k + m − l ≤ m. L’inégalité (4.1)
résulte finalement de (4.2) pour j = l −m et (4.4) pour l −m ≤ k ≤ l.
Proposition 4 : Soit Ω un domaine polyédrique de Rd et (Tb)b une famille
de maillages de Ω. Soit k ≥ 1 le degré de l’élément fini de Lagrange considéré
et 1 ≤ l ≤ k.
Nous considérons les opérateurs de projection orthogonale suivants :
P0,kb : L2(Ω) −→ V kb ,
P1,kb : H1(Ω) −→ V kb ,
(i) Si la famille (Tb)b est régulière, il existe c > 0 telle que ∀b,∀v ∈ H l+1(Ω)
‖v − P0,kb (v)‖0,Ω ≤ cbl+1|v|l+1,Ω
‖v − P1,kb (v)‖1,Ω ≤ cbl|v|l+1,Ω
(ii) Si la famille (Tb)b est quasi-uniforme et si Ω est convexe, il existe c > 0 telle
que
∀b,∀v ∈ H l+1(Ω), ‖v − P0,kb (v)‖1,Ω ≤ cbl|v|l+1,Ω
(iii) Si la famille (Tb)b est régulière et si Ω est convex, il existe c > 0 telle que
∀b,∀v ∈ H l+1(Ω), ‖v − P1,kb (v)‖0,Ω ≤ cbl+1|v|l+1,Ω
Preuve Pour k ≥ 1 et 1 ≤ l ≤ k, on a
∀b,∀v ∈ H l+1(Ω), ‖v − P0,kb (v)‖0,Ω ≤ ‖v − Ikb (v)‖0,Ω ≤ cbl+1|v|l+1,Ω
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et de même
∀b,∀v ∈ H l+1(Ω), ‖v − P1,kb (v)‖1,Ω ≤ ‖v − Ikb (v)‖1,Ω ≤ cbl|v|l+1,Ω
De plus, Lorsque Ω est convexe, alors ∀f ∈ L2(Ω), la solution ξ(f) du problème
Trouver ξ(f) ∈ H1(Ω) tel que
(v, ξ(f))1,Ω = (f, v)0,Ω, ∀v ∈ H1(Ω)
appartient à H2(Ω) et satisfait l’estimation
‖ξ(f)‖2,Ω ≤ c‖f‖0,Ω
où c est une constante strictement positive. Par ailleurs, nous avons
‖v − P1,kb (v)‖0,Ω = supf∈L2(Ω)
(f, v − P1,kb (v))0,Ω
‖f‖0,Ω
= supf∈L2(Ω)
(ξ(f), v − P1,kb (v))1,Ω
‖f‖0,Ω
Puit, pour vb ∈ Vb, il vient
‖v − P1,kb (v)‖0,Ω = supf∈L2(Ω)
(ξ(f), v − P1,kb (v), ξ(f)− vb)1,Ω
‖f‖0,Ω
≤ ‖v − P1,kb (v)‖1,Ωsupf∈L2(Ω)
‖ξ(f)‖1,Ω
‖f‖0,Ω





‖v − P1,kb (v)‖0,Ω ≤ cb‖v − P1,kb (v)‖1,Ω ≤ cbl+1|v|l+1,Ω
iii- Pour v ∈ H l+1(Ω), nous constatons que
|v − P0,kb (v)|1,Ω ≤ |v − P1,kb (v)|1,Ω + |P1,kb (v)− P0,kb (v)|1,Ω
≤ |v − P1,kb (v)|1,Ω + |P0,kb (v)
[
v − P1,kb (v)
]
|1,Ω
Car P0,kb [P1,kb (v)] = P1,kb (v). Comme la famille (Tb)b est quasi -uniforme, nous
disposons
|P0,kb [v − P1,kb (v)]|1,Ω ≤
c
b
‖P0,kb [v − P1,kb (v)]‖0,Ω ≤
c
b
‖v − P1,kb (v)‖0,Ω
Nous en déduisons
|v − P0,kb (v)|1,Ω ≤ |v − P1,kb (v)|1,Ω +
c
b
‖v − P1,kb (v)‖0,Ω ≤ cbl|v|l+1,Ω
d’apés (i) et (ii). Nous concluons b suffisamment petit. [48]
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4.1.2 Théorèmes de convergence
Dans cette section, on se place dans le cadre abstrait des espaces de Hilbert, on
note V ⊂ L deux espaces de Hilbert réels séparables tels que l’injection de V
dans L soit continue et que V soit dense dans L .
Pour presque tout t ∈ [0, T ], on se donne une forme bilinéaire a(t, u, v) : V ×
V 7−→ R, il existe M > 0 tel que
|a(t;u, v)| ≤M‖u‖V ‖v‖V p.p.t ∈ [0, T ], ∀u, v ∈ V.
On suppose de plus qu’il existe des constantes α, γ > 0 tel que
a(t;u, v) ≥ α‖u‖2V − γ‖u‖2L p.p.t ∈ [0, T ], ∀u ∈ V.
Pour f ∈ L2(]0, T [, V ′) et u0 ∈ L, où l’espace W (V ) définit par
W (V ) = {v :]0, T [7−→ V ; v ∈ L2(]0, T [;V ); dtv ∈ L2(]0, T [;V ′)}.
Muni de la norme ‖u‖W = (‖u‖2L2(]0,T [;V ) + ‖dtu‖2L2(]0,T [;V ′ ))
1
2 ,W (V ) est un
espace de Hilbert .
Nous considèrons le problème suivant

Trouver u ∈W (V ) tel que
〈dtu, v〉V,V ′ + a(t;u, v) = 〈f(t), v〉V,V ′ p.p.t ∈ [0, T ], ∀v ∈ V
u(0) = u0
Considèrons aussi l’équation de la chaleur
S =

dtu−∇.(k(x)∇u) = f x ∈ Ω, t ≥ 0
u(x, t) = 0 x ∈ Γ, t > 0
u(x, 0) = u0(x) x ∈ Ω
Rappelons que l’inconnue u(x, t) représente la température au poin x ∈ Ω à
l’instant t, les données du problème étant la conductivité thermique k(x) > 0
(éventuellement dépendante de la position x), le terme source f et la condition
initiale u0 .
Ainsi, une formulation faible possible du problème S est
V =








f.v , ∀v ∈ H10 (Ω), P.P.t ∈ [0, T ]
u(x, 0) = u0(x)
De plus, nous supposons f(t) ∈ C0([0, T ];L). On se donne (Vb)0≤b≤1 une famille
de sous-espace de V de dimension finie. Nous supposons qu’il existe un opérateur
d’interpolation linéaire Ib ∈ L(W,Vb) et k > 0, c > 0 tels que
∀v ∈W, ‖v − Ibv‖L + b‖v − Ibv‖V ≤ cbk+1‖v‖W
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On pose à V = H10 (Ω)d où Vb est un espace d’approximation Pk ou Qk, W =




Trouver ub ∈ C1([0, T ];Vb) tel que
(dtub, vb)L + a(t, ub, vb) = (f, vb)L ∀t ∈ [0, T ], ∀vb ∈ Vb
ub(0) = u0b
Pour savoir si ub(t) est une bonne approximation de u(t), nous introduisons
pour tout t ∈ [0, T ] l’opérateur Jbt ∈ L(V, Vb) tel que pour tout w ∈ V,Jbt(w)
est la solution de
∀vh ∈ Vb, a(t;Jbt(w), vb) = a(t;w, vb).
De plus
(§) il existe c > 0 tel que pour tout w dans C1([0, T ];W ), et ∀j = 0, 1
‖w − Jbt(w)‖Cj([0,T ];L) + b‖w − Jbt(w)‖Cj([0,T ];V ) ≤ cbk+1‖w‖Cj([0,T ];W ) (4.5)
Théorème 8. Si u ∈ C1([0,∞];W ), alors ∀t > 0
‖u(t)− ub(t)‖L ≤ ‖u0 − u0b‖Le
−cpαt






















Nous allons comparer ub(t) à Jbt. On obtenir les notations
eb(t) = Jbt(u)− ub(t) et η(t) = u(t)− Jbt(u).
aprés l’hypothèse (4.5) signifie que Jbt(u) est une approximation optimale de
u(t); donc
‖η‖C1([0,T ];L) + b‖η‖C1([0,T ];V ) ≤ cbk+1‖u‖C1([0,T ];W ).
En retranchant les deux denièrs problémes (V ), (Vb), la définition de Jbt(u)
nous permet d’écrire
∀vb ∈ Vb, (dteb, vb)L + a(t; eb, vb) = −(dtη, vb)L.













De la relation ‖v‖2V ≥ cp‖v‖2L, nous déduisons
d
dt
‖eb‖2L + αcp‖eb‖2V ≤
d
dt




En utilisant le lemme de Gronwall, nous obtenons












De l’inégalité triangulaire ‖u−ub‖L ≤ ‖eb‖L+‖η‖L nous déduisons finalement
‖u(t)− ub(t)‖L ≤ ‖eb(0)‖Le
−αcpt






D’où la première majoration.







































2 ] ≤ cbk+1‖u‖C1([0,∞[;W )
4.2 Analyse numérique du problème dans le cas
confiné avec l’approche ’interface diffuse’
4.2.1 Présentation du problème
On considère Ω un domaine ouvert borné de R2, décrivant la projection sur
le plan horizontal du milieu poreux avec Γ sa frontière supposée de classe C1.
L’intervalle de temps d’intérêt est (0, T ) et ΩT = (0, T )× Ω. Pour tout T > 0,
soit W (0, T ) l’espace
W (0, T ) := {ω ∈ L2(0, T, V ), dω
dt
∈ L2(0, T, V ′)}
où
V = H10 (Ω), V
′
= H−1(Ω), H = L2(Ω).
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muni de la norme hilbertienne
‖ω‖W (0,T ) =
(











+∇ · (Ts(h)K∇f)−∇ · ((δ + Ts(h)K)∇h) = −Qs, (4.7)
−∇((h2 − h1)K∇f) +∇ · (Ts(h)K∇h) = Qf +Qs. (4.8)
où f est la charge hydraulique, δ est l’épaisseur de l’interface diffuse et Ts(h) =
h2 − h est l’épaisseur de la zone d’eau salée qui se prolonge de façon continue
par des constantes à l’extérieur de [h1, h2]. Nous soulignons que dans l’équation
(2.13) du chapitre 2, l’épaisseur de la zone diffuse est notée δh et de plus, elle est
multipliée par la porosité Φ. Le paramétre δh étant arbitraire, nous incorporons
la porosité à ce coefficient que nous notons à présent δ.
Les termes sources Qf et Qs sont des fonctions données de L2(0, T, L2(Ω)).
Le tenseur K est la conductivité hydraulique . Le problème est complété par
les conditions aux limites et initiales suivantes :
h = hD, et f = fD sur Γ, (4.9)
h(0, x) = h0(x), dans Ω. (4.10)
Les fonctions hD, fD appartiennent à l’espace L2(0, T,H1(Ω)) telles que leurs
dérivées en temps sont ∂thD, ∂tfD ∈ L2(0, T,H1(Ω)′). La function h0 ∈ H1(Ω)
doit satisfaire la condition de compatibilité
h0/Γ = hD(0, x).
Nous avons rappelé dans le chapitre 2, le résultat d’existence globale en temps
de la solution de (4.7)− (4.8), plus précisément.
Théorème 9. Soit h2, h1 et δ trois réels non négatifs et Supposons qu’il existe
deux nombres positifs K− et K+ tels que
0 < K−|ξ|2 ≤
∑
i,j=1,2
Ki,j(x)ξiξj ≤ K+|ξ|2 <∞ x ∈ Ω, ξ 6= 0. (4.11)
Alors, pour tout T > 0, le problème (4.7)-(4.9) admet une solution faible (h −
hD, f − fD) ∈W (0, T ) satisfaisant
h1 ≤ h(t, x) ≤ h2 dans ΩT .
Par ailleurs, nous avons le résultat de régularité suivant :
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Lemme 3. Soient (Φ, h2,K−,K+, δ, δ1) ∈ (R+∗ )6 tels que g(4)(1−µ+ν) < 1 et
gˆ(4)(1−µˆ+νˆ) < 1 soient vérifiées. Supposons de plus que h0 ∈W 1,4(Ω),(hD, fD) ∈
L4(0, T ;W 1,4(Ω))2 et (Qs, Qf ) ∈ L4(ΩT )2, alors la solution du système (4.7)-
(4.8) est unique dans W (0, T )× L2(0, T ;H1(Ω)).
De plus ∇h et ∇f sont dans L4(ΩT ) et il existe une constante C4 telle que
||∇h||L4(ΩT ) ≤ C4(Φ, h2, h0, hD, fD, Qs, Qf ,K−,K+, δ, δ1) (4.12)
et
||∇f ||L4(ΩT ) ≤ C4(Φ, h2, h0, hD, fD, Qs, Qf ,K−,K+, δ, δ1). (4.13)
Nous rappelons que la preuve de ce résultat est donnée dans la thèse de J.LI
[62].
4.2.2 Présentation du schéma et existence de la solution
approchée
Nous présentons le schéma que nous allons utiliser pour l’analyse numérique de
l’évolution de l’interface eau douce / eau salée dans le cas confiné.
Soit Tb, b ∈ [0, 1] une triangulation régulière du domaine Ω, nous introduisons
l’espace approximatif
V kb := {w ∈ H10 (Ω); ∀K ∈ Tb , w|K ∈ Pk(K)}, k ≥ 1.
On note Ib ∈ L(Hk+1(Ω), V 1k ) l’opérateur d’interpolation de Lagrange alors il
existe une constante CI > 0 telle que
∀v ∈ Hk+1(Ω), ‖v − Ib(v)‖L2 + b ‖v − Ib(v)‖H1 ≤ CI bk+1‖v‖Hk+1 , (4.14)
où l’entier k ≥ 1, (donc Hk+1(Ω) est inclus dans C0(Ω¯)). Nous introduisons Pb
l’opérateur de projection orthogonale sur V kb telle que
∀vb ∈ V kb , a(Pb(w), vb) = a(w, vb) :=
∫
Ω
∇w · ∇vb dx (4.15)
on déduit alors de (4.14) que ∀w ∈ C1([0, T ];Hk+1(Ω)), ∀j ∈ {0, 1} :
‖w − Pb(w)‖Cj([0,T ];L2) + b ‖w − Pb(w)‖Cj([0,T ];H1) ≤ CI bk+1 ‖w‖Cj([0,T ];Hk+1(Ω)).(4.16)
Par ailleur il existe une constante C(b) > 0 telle que
‖w‖H10 (Ω) ≤ C(b)‖w‖L2(Ω), ∀w ∈ V kb , (4.17)
où la constante C(b) dépend de la discrétisation de l’espace V kb .
Dans notre cas, et pour un maillage quasi-uniforme C(b) ≤ c b−1 .
Enfin, nous notons fn l’approximation de f(tn) où tn = n · δt, n = 1, N et
δt = TN .
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Si hnb ∈ [h1 + δ, h2] et fnb sont donnés dans le (Ib(hD) + V kb ) × (Ib(fD) + V kb ),
nous considèrons le problème approché
Trouver (hn+1b , f
n+1
b ) ∈ (Ib(hD) + V kb )× (Ib(fD) + V kb ) telle que ∀w ∈ V kb :∫
Ω












b ) = (Ib(h0), Ib(f0)).
Lemme 4. Soit h0b et f
0
b dans (Ib(hD) + V kb )× (Ib(fD) + V kb ), le problème ap-
proché (4.18)-(4.19) a une unique solution (hnb , f
n
b ) ∈ (Ib(hD)+V kb )×(Ib(fD)+
V kb ).
Preuve:
Nous prouvons ce résultat par récurrence sur n :
















b )K)∇v · ∇w dx,
























le problème approché peut s’écrire :
A1(f
n+1
b , w) = L1(w) ∀w ∈ V kb ,
A2(h
n+1
b , w) = L2(w) ∀w ∈ V kb .
Comme (h2 − h1) 6= 0 et Ts(hnb ) ≥ 0, les coercitivités de A1 et A2 on V kb sont
clairs. En utilisant le théorème de Lax-Milgram, le couple (hn+1b , f
n+1
b ) est bien
défini et unique.
A partir de maintenant (et juste pour la section qui suit), nous allons poser
Φ = 1 pour simplifier les expressions littérales.
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où Cp est la constante de Poincaré et Cm est la constante majorant la norme
L∞ des gradients des inconnues h et f (définie ci-dessous par (4.26)).
Nous sommes en mesure d’énoncer le résultat de convergence suivant :
Théorème 10. Si δtC(b)2h2(1 + 2h2δ ) < 1, il existe une constante C > 0,
telle que pour toute solution (h, f) du problème (4.7)-(4.8) dans Z(ΩT ) =
C2([0, T ], L2(Ω)) ∩ C1([0, T ], Hk+1(Ω)) ∩ C0([0, T ], H3(Ω)) on obtient
max
0≤n≤N














2 ≤ C (bk + δt)max(‖h‖Z(ΩT ), ‖f‖Z(ΩT )). (4.22)
Preuve:
A l’instant tn+1 ( nous rappelons la notation hn+1 = h(tn+1)) nous avons :












Qn+1s vb dx , (4.23)
∫
Ω






f )vb dx. (4.24)




(Pb(hn+1)− Pb(hn), vb) + ((h2 − Pb(hn))K∇(hn+1 − fn+1) + δ∇hn+1, ∇vb)
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= (−Qn+1s , vb) +Rn+1(vb) (4.25)
avec la notation classique (f, g) =
∫
Ω







, vb)− ((h2 − hn+1)K∇(hn+1 − fn+1),∇vb)
+((h2 − Pb(hn))K∇(hn+1 − fn+1),∇vb).




















































|(D, vb)| ≤ (‖Pbh− h‖C1([0,T ],L2) + δt‖h‖C2([0,T ],L2))‖vb‖L2
≤ max(CI , 1)(bk+1 + δt)‖h‖Z(ΩT )‖vb‖L2 .
En outre,
C := Rn+1(vb)− (D, vb) = ((hn+1 − Pb(hn))K∇(hn+1 − fn+1),∇vb),
On décompose C comme suit :
C = ((hn+1−Pbhn+1)K∇(hn+1−fn+1),∇vb)+((Pbhn+1−Pbhn)K∇(hn+1−fn+1),∇vb).
Comme nous supposons que h ∈ C0([0, T ], H3(Ω)), il existe une constante Cm >
0, telle que
‖∇h ‖L∞(ΩT ) < Cm et ‖∇ f ‖L∞(ΩT ) < Cm. (4.26)
L’application de ces estimations uniformes des gradients de h et f entraine
|C| ≤ K+‖hn+1 − Pbhn+1‖L2(‖∇hn+1‖L∞ + ‖∇fn+1‖L∞)‖∇vb‖L2
+K+‖Pbhn+1 − Pbhn‖L2(‖∇hn+1‖L∞ + ‖∇fn+1‖L∞)‖∇vb‖L2
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≤ 2K+ Cm{‖h− Pbh‖C([0,T ],L2) + ‖hn+1 − hn‖L2} ‖∇vb‖L2
≤ 2K+ Cm {CIb(k+1) ‖h‖C([0,T ],Hk+1) + δt ‖h‖C1([0,T ],H1)}‖∇vb‖L2 .
donc
|Rn+1(vb)| ≤ 2K+ Cmmax(CI , 1)(bk+1 + δt)‖h‖Z(ΩT )‖∇vb‖L2 . (4.27)
Nous introduisons les erreurs enb = Pbhn − hnb , f¯nb = Pbfn − fnb , alors les dif-
férences (4.25)-(4.19) et (4.24)-(4.18) donnent
1
δt
((en+1b − enb ), vb) + ((h2 − Pbhn)∇(hn+1 − fn+1),∇vb)
−((h2 − hnb )∇(hn+1b − fn+1b ),∇vb) = Rn+1(vb),
(h2 − h1)(K∇f¯n+1b ,∇wb)− ((h2 − hn+1)∇hn+1,∇wb) + ((h2 − hnb )∇hnb ,∇wb) = 0.
En posant vb = en+1b dans la première équation et wb = f¯
n+1
b dans la seconde,
après sommation des deux égalités, nous obtenons :
1
δt
((en+1b − enb ), en+1b ) + ((h2 − Pbhn)K∇(hn+1 − fn+1),∇en+1b )
−((h2 − hnb )K∇(hn+1b − fn+1b ),∇en+1b )(h2 − h1)(K∇f¯n+1b ,∇f¯n+1b )
−((h2 − hn+1)K∇hn+1,∇f¯n+1b ) + ((h2 − hnb )K∇hnb ,∇f¯n+1b ) = Rn+1(en+1b ).
Premièrement nous avons
−((h2 − hnb )K∇(hn+1b − fn+1b ),∇en+1b ) + ((h2 − h1)K∇f¯n+1b ,∇f¯n+1b )
+((h2 − hnb )K∇hnb ,∇f¯n+1b )
= ((h2 − hnb )K∇(en+1b − f¯n+1b ),∇en+1b )− ((h2 − hnb )K∇Pb(hn+1 − fn+1),∇en+1b )
+((h2 − ht)K∇f¯n+1b ,∇f¯n+1b ) + ((h2 − hnb )K∇hnb ,∇f¯n+1b )
= ((h2 − hnb )K∇(en+1b − f¯n+1b ),∇(en+1b − f¯n+1b )) + ((hnb − h1)K∇f¯n+1b ,∇f¯n+1b )
+((h2 − hnb )K∇Pb(hn),∇f¯n+1b )− ((h2 − hnb )K∇Pb(hn+1 − fn+1),∇en+1b )
+((h2 − hnb )K∇(en+1b − enb ),∇f¯n+1b ),
Par ailleurs
((h2 − hnb )K∇Pb(hn),∇f¯n+1b )− ((h2 − hn+1)K∇hn+1,∇f¯n+1b )
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= ((h2 − hnb )K∇(Pb(hn)− hn+1),∇f¯n+1b )− ((hnb − hn+1)K∇hn+1,∇f¯n+1b )
= ((h2 − hnb )K∇(Pb(hn)− hn),∇f¯n+1b ) + ((h2 − hnb )K∇(hn − hn+1),∇f¯n+1b )
−((hnb − Pb(hn))K∇hn+1,∇f¯n+1b )− ((Pb(hn)− hn)K∇hn+1,∇f¯n+1b )
−((hn − hn+1))K∇hn+1,∇f¯n+1b )
:= E1 + E2 + E3 + E4 + E5.
enfin
((h2 − Pbhn)K∇(hn+1 − fn+1),∇en+1b )− ((h2 − hnb )K∇Pb(hn+1 − fn+1),∇en+1b )
= (−enbK∇(hn+1 − fn+1),∇en+1b ) + ((h2 − hnb )K∇[(hn+1
−Pb(hn+1)− (fn+1 − Pb(fn+1)],∇en+1b )
:= E6 + E7 + E8.
Posons E0 := +((h2 − hnb )K∇(en+1b − enb ),∇f¯n+1b ).
Par un calcul de base, on obtient
1
2δt
(‖en+1b ‖2L2 − ‖enb ‖2L2 + ‖en+1b − enb ‖2L2) + δ‖∇en+1b ‖2H1 +
∫
Ω













+‖∇(en+1b − enb )‖L2‖
√
(h2 − hnb )∇(en+1b − f¯n+1b )‖L2
+h2K+‖∇(en+1b − enb )‖L2‖∇en+1b ‖L2 ,
≤
√
h2K+C(b)‖(en+1b − enb )‖L2‖
√
(h2 − hnb )∇(en+1b − f¯n+1b )‖L2

















2‖(en+1b − enb )‖2L2 .
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De la même façon























































































En rassemblant ces inégalités, nous trouvons
1
2δt





























































(‖en+1b ‖2L2 − ‖enb ‖2L2) +
δ δt
4








m‖enb ‖L2 + 4C2fδt(bk + δt)2max(‖h‖2Z(ΩT ), ‖f‖2Z(ΩT ))
où Cf est définie comme suit
C2f = Max(















































Donc si δt est suffisamment petit pour avoir λ1 < 2 et λ2 < 2, nous avons
‖en+1b ‖2L2 ≤ en(λ2−λ1)‖e0b‖2L2 + 4C2fδt
en(λ2−λ1) − 1
(λ2 − λ1) (b
k + δt)2max(‖h‖2Z(ΩT ), ‖f‖2Z(ΩT )).
Puisque ‖e0b‖2L2 ≤ C2I (bk + δt)2‖h‖2Z(ΩT ) et nδt ≤ T , nous obtenons la stabilité
L2 (4.20) du théorème 10. Nous obtenons les estimations (4.21), (4.22) en
additionnant (4.28) pour n = 1, ..., N .
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4.4 Estimation de l’erreur utilisant la régularité
L4(0, T ; W 1,4(Ω)) de la solution
Nous allons exploiter dans cette partie, la régularité spécifique à notre problème,
à savoir la régularité L4 des gradients des inconnues.
Plusieurs parties de la démonstration du résultat suivant sont identiques à la
preuve précédente mais nous les laissons afin de faciliter la lecture du document.










avec 0 < α < 1 et C4 la constante intervenant dans la majoration L4 des
gradients des inconnues, alors nous avons le résultat de convergence suivant
Théorème 11. Si (Φ−( h22K− + 2h22δ + 254 δK2− +36)K2+C(b)2δt) > 0,, il existe une
constante C > 0, telle que pour toute solution (h, f) du problème (4.7)-(4.8)
dans Y (ΩT ) = C2([0, T ], L2(Ω)) ∩ C1([0, T ], Hk+1(Ω)) on obtient
max
0≤n≤N














2 ≤ C (bk + δt)max(‖h‖Y (ΩT ), ‖f‖Y (ΩT )). (4.31)
Preuve:
A l’instant tn+1 ( nous rappelons la notation hn+1 = h(tn+1)) nous avons :












Qn+1s vb dx , (4.32)
∫
Ω






f )vb dx. (4.33)
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(Pb(hn+1)− Pb(hn), vb) + ((h2 − Pb(hn))K∇(hn+1 − fn+1) + δ∇hn+1, ∇vb)








, vb)− ((h2 − hn+1)K∇(hn+1 − fn+1),∇vb)
+((h2 − Pb(hn))K∇(hn+1 − fn+1),∇vb).
L’estimation uniforme pour le résidu Rn+1 se fait comme précédemment si ce




















































|(D, vb)| ≤ (‖Pbh− h‖C1([0,T ],L2) + δt‖h‖C2([0,T ],L2))‖vb‖L2
≤ max(CI , 1)(bk+1 + δt)‖h‖Y (ΩT )‖vb‖L2 .
Soit
C := Rn+1(vb)− Φ (D, vb) = ((hn+1 − Pb(hn))(K∇(hn+1 − fn+1),∇vb),
On décompose C comme suit :
C = ((hn+1−Pbhn+1)K∇(hn+1−fn+1),∇vb)+((Pbhn+1−Pbhn)K∇(hn+1−fn+1),∇vb).
Nous allons ici majorer ces termes compte tenu du résultat de régularité
L4(ΩT ) des gradients de h et f et de l’inégalité de Gagliardo-Nirenberg appliquée
à l’espace L4(Ω).
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|C| ≤ K+‖hn+1 − Pbhn+1‖L4(‖∇hn+1‖L4 + ‖∇fn+1‖L4)‖∇vb‖L2
+K+‖Pbhn+1 − Pbhn‖L4(‖∇hn+1‖L4 + ‖∇fn+1‖L4)‖∇vb‖L2
≤ K+(‖∇hn+1‖L4 + ‖∇fn+1‖L4)
(‖hn+1 − Pbhn+1‖1/2L2 ‖hn+1 − Pbhn+1‖1/2H1 ) ‖∇vb‖L2
+K+(‖∇hn+1‖L4 + ‖∇fn+1‖L4)
(‖Pbhn+1 − Pbhn‖1/2L2 ‖Pbhn+1 − Pbhn‖1/2H1 ) ‖∇vb‖L2
≤ K+ (‖∇hn+1‖L4 + ‖∇fn+1‖L4){‖h − Pbh‖1/2C([0,T ],L2)‖h − Pbh‖1/2C([0,T ],H1) +
‖hn+1 − hn‖1/2L2 ‖hn+1 − hn‖1/2L2 } ‖∇vb‖L2
≤ K+ (‖∇hn+1‖L4 + ‖∇fn+1‖L4) {CIb(k+ 12 ) ‖h‖C([0,T ],Hk+1) + δt ‖h‖C1([0,T ],H1)}‖∇vb‖L2 .
donc
|Rn+1(vb)| ≤ max(CI , 1) {
(







K+(‖∇hn+1‖L4 + ‖∇fn+1‖L4) + Φ
)
δt} ‖h‖Y (ΩT )‖∇vb‖L2 . (4.34)
Nous introduisons les erreurs enb = Pbhn − hnb , f¯nb = Pbfn − fnb , alors les
différences (4.34)-(4.19) et (4.33)-(4.18) donnent
Φ
δt
((en+1b − enb ), vb) + ((h2 − Pbhn)∇(hn+1 − fn+1),∇vb)
+ δ(∇en+1b ,∇vb) − ((h2 − hnb )∇(hn+1b − fn+1b ),∇vb) = Rn+1(vb),
(h2 − h1)(K∇f¯n+1b ,∇wb)− ((h2 − hn+1)∇hn+1,∇wb) + ((h2 − hnb )∇hnb ,∇wb) = 0.
Tout à fait comme au paragraphe précédent, en posant vb = en+1b dans la
première équation et wb = f¯n+1b dans la seconde, après sommation des deux
égalités, nous obtenons :
Φ
δt
((en+1b − enb ), en+1b ) + ((h2 − Pbhn)K∇(hn+1 − fn+1),∇en+1b ) + δ(∇en+1b ,∇en+1b )
−((h2 − hnb )K∇(hn+1b − fn+1b ),∇en+1b ) + (h2 − h1)(K∇f¯n+1b ,∇f¯n+1b )
−((h2 − hn+1)K∇hn+1,∇f¯n+1b ) + ((h2 − hnb )K∇hnb ,∇f¯n+1b ) = Rn+1(en+1b ).
A nouveau, nous utilisons les décompositions suivantes:
−((h2 − hnb )K∇(hn+1b − fn+1b ),∇en+1b ) + ((h2 − h1)K∇f¯n+1b ,∇f¯n+1b )
+((h2 − hnb )K∇hnb ,∇f¯n+1b )
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= ((h2 − hnb )K∇(en+1b − f¯n+1b ),∇en+1b )− ((h2 − hnb )K∇Pb(hn+1 − fn+1),∇en+1b )
+((h2 − ht)K∇f¯n+1b ,∇f¯n+1b ) + ((h2 − hnb )K∇hnb ,∇f¯n+1b )
= ((h2 − hnb )K∇(en+1b − f¯n+1b ),∇(en+1b − f¯n+1b )) + ((hnb − h1)K∇f¯n+1b ,∇f¯n+1b )
+((h2 − hnb )K∇Pb(hn),∇f¯n+1b )− ((h2 − hnb )K∇Pb(hn+1 − fn+1),∇en+1b )
+((h2 − hnb )K∇(en+1b − enb ),∇f¯n+1b ),
((h2 − hnb )K∇Pb(hn),∇f¯n+1b )− ((h2 − hn+1)K∇hn+1,∇f¯n+1b )
= ((h2 − hnb )K∇(Pb(hn)− hn+1),∇f¯n+1b )− ((hnb − hn+1)K∇hn+1,∇f¯n+1b )
= ((h2 − hnb )K∇(Pb(hn)− hn),∇f¯n+1b ) + ((h2 − hnb )K∇(hn − hn+1),∇f¯n+1b )
−((hnb − Pb(hn))K∇hn+1,∇f¯n+1b )− ((Pb(hn)− hn)K∇hn+1,∇f¯n+1b )
−((hn − hn+1))K∇hn+1,∇f¯n+1b )
:= E1 + E2 + E3 + E4 + E5.
et
((h2 − Pbhn)K∇(hn+1 − fn+1),∇en+1b )− ((h2 − hnb )K∇Pb(hn+1 − fn+1),∇en+1b )
= (−enbK∇(hn+1 − fn+1),∇en+1b ) + ((h2 − hnb )K∇[(hn+1
−Pb(hn+1)− (fn+1 − Pb(fn+1)],∇en+1b )
:= E6 + E7 + E8.




(‖en+1b ‖2L2 − ‖enb ‖2L2 + ‖en+1b − enb ‖2L2) + δ‖∇en+1b ‖2H1 +
∫
Ω









Les majorations de E0, E1, E2, E7 et E8 sont rigoureusement identiques au
















2‖(en+1b − enb )‖2L2 .











































La difficulté est à présent d’estimer E3, E4, E5 et E6, ce que nous allons
faire en utilisant les mêmes arguments que ceux utilisés pour la majoration du
terme C, à savoir l’estimation L4(ΩT ) des gradients des inconnues, combinée à
l’inégalité de Gagliardo-Nirenberg pour la norme L4(ΩT ).
|E3| ≤ K+‖∇hn+1‖L4‖enb ‖L4‖∇f¯n+1b ‖L2 ,≤ K+
(‖enb − en+1b ‖L4 + ‖en+1b ‖L4)‖∇hn+1‖L4‖∇f¯n+1b ‖L2






‖enb − en+1b ‖2L2 +
1
2

























|E4| ≤ K+‖Pb(hn)− hn‖L4‖∇hn+1‖L4‖∇f¯n+1b ‖L2 ≤ K+CI bk+
1





































|E6| ≤ K+‖∇(hn+1 − fn+1)‖L4‖enb ‖L4‖∇en+1b ‖L2
≤ K+
(‖enb − en+1b ‖L4 + ‖en+1b ‖L4)‖∇(hn+1 − fn+1)‖L4‖∇en+1b ‖L2
≤ K+ C(b)1/2‖∇(hn+1 − fn+1)‖L4‖enb − en+1b ‖L2‖∇en+1b ‖L2






)2 ‖enb − en+1b ‖2L2 + 5‖enb − en+1b ‖2L2(‖∇hn+1‖4L4 + ‖∇fn+1‖4L4)
+
(
δ4 + 2 6K
2
+) ‖∇en+1b ‖2L2 + −36






































)‖∇en+1b ‖2L2 + (δ K−2 − 12 2 )‖∇f¯n+1b ‖2L2 + K−2 ‖
√
(h2 − hnb )∇(en+1b − f¯n+1b )‖2L2
≤ Maxk∈(0,N+1)(‖ekb‖2L2)
(





)‖∇hn+1‖4L4 + (25 + −36 )‖∇fn+1‖4L4
)
+Cf (K− ,K+ , δ , h2 , CI)(bk + δt)2(1 + ‖∇hn+1‖4L4)Max(‖h‖2Y (ΩT ), ‖f‖2Y (ΩT )).
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2δt) > 0, (4.36)
alors







)‖∇en+1b ‖2L2 + 2 δt (δ K−2 − 12 2 )‖∇f¯n+1b ‖2L2
≤ 2 δtMaxk∈(0,N+1)(‖ekb‖2L2)
(





)‖∇hn+1‖4L4 + (25 + −36 )‖∇fn+1‖4L4
)
+2Cf (K− ,K+ , δ , h2 , CI)δt(1 + ‖∇hn+1‖4L4)(bk + δt)2max(‖h‖2Y (ΩT ), ‖f‖2Y (ΩT ))(4.37)
En sommant cette inégalité pour n ∈ {0, ..., p}, pour p ∈ {0, ..., N + 1}, nous
obtenons




























‖∇fk+1‖4L4 ≤ ‖∇f‖4L4(ΩT ) ≤ C4,
alors (puisque nδt ≤ T )(
Φ− 2C(1, 3, 5, 6)C4
)
Maxk∈(0,N+1)(‖ekb‖2L2) ≤ Φ‖e0b‖2L2 + 2Cf T (bk + δt)2max(‖h‖2Y (ΩT ), ‖f‖2Y (ΩT ))
Si le paramètre Φ satisfait:




alors, puisque ‖e0b‖2L2 ≤ C2I (bk + δt)2‖h‖2Y (ΩT ), nous obtenons la stabilité L2
(4.29) du théorème 11. Nous prouvons les estimations (4.30), (4.31) en addi-
tionnant (4.37) pour n = 1, ..., N .
Il nous reste à donner un sens aux conditions (4.35), (4.36) et (4.38), en partic-
ulier en calant les i, i = 1, 6.
Nous rappelons que δ représente l’épaisseur des interfaces diffuses, on peut sans




avec 0 < α < 1, 1 = 5 = 1, 3 = 3/4 et 6 = 13 (
α
K−
)2 ce qui donne un
sens à (4.35) (en particulier si le milieu est supposé homogène). La condition























Les deux conditions (4.39) et (4.40) peuvent paraître contraignantes mais soulignons
que nous pouvons prendre le coefficient Φ aussi grand que voulu en faisant un




problème dans le cas libre
avec l’approche ’interface
diffuse’
Dans ce chapitre, nous allons décrire la méthode élément fini Pk Lagrange
que nous avons appliquée au problème d’intrusion saline dans le cas libre avec
l’approche ’interface diffuse’. C’est justement la présence de la zone diffuse qui
nous a fait privilégier la méthode des éléments finis. Nous rappelons que les deux
principales difficultés liées à notre problème sont le fort couplage des équations
paraboliques et les non-linéarités. Nous allons dans un premier temps, établir un
résultat d’estimation d’erreur pour des solutions très régulières (ce qui revient,
en un certain sens, à linéariser le problème). Puis nous utiliserons la régularité
spécifique à notre problème, à savoir la régularité Lr(ΩT ), r > 2 du gradient de
la solution pour nous affranchir des contraintes sur les hypothèses de régularité;
en particulier nous aurons des hypothèses de régularité sur la solution du même
ordre que dans le cas des études faites pour des problèmes linéaires. Biensûr
cela va induire une condition de stabilité et des conditions sur les paramètres
tels que la porosité, la conductivité hydraulique et l’épaisseur des zones de dif-
fusion. Le point intéressant est qu’avec un choix judicieux des coefficients des
estimations, les conditions stabilité dans les 2 cas seront comparables.
Le chapitre est organisé comme suit: après un rappel du problème ainsi que
des principaux résultats théoriques relatifs au problème, nous présentons le
schéma et montrons l’existence et l’unicité de la solution approchée. Puis
nous établissons des estimations d’erreur en norme L∞(0, T ; L2(Ω)) ainsi qu’en
norme L2(0, T ; H1(Ω)) en supposant dans un premier temps que la solution est
C(0, T ; H3(Ω)) puis en utilisant la régularité L4(ΩT ) du gradient de la solu-
tion, le résultat final est obtenu grâce à l’utilisation de l’inégalité de Gagliardo-
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Nirenberg.
5.1 Présentation du problème
Le système d’équations décrivant l’évolution de la profondeur de l’interface h
entre l’eau douce et l’eau salée et celle de la profondeur h1 de l’interface entre






δ∇h · ∇w dxdt+
∫
ΩT




KTs(h)∇h1 · ∇w dxdt+
∫
ΩT
Q˜sTs(h)w dxdt = 0, (5.1)∫ T
0





Ts(h) + Tf (h− h1)




δ1∇h1 · ∇w dxdt+
∫
ΩT
Q˜fTf (h− h1) + Q˜sTs(h)
)
w dxdt = 0. (5.2)
où δ est l’épaisseur de l’interface diffuse entre l’eau douce et l’eau salée (on
a intégré dans ce paramètre la porosité Φ comme au chapitre précédent) et δ1
est l’épaisseur de l’interface diffuse entre la zone saturée et la zone sèche. Par
ailleurs, Ts(h) = h2 − h est l’épaisseur de la zone d’eau salée. On prolonge
Ts de façon continue et par des constantes à l’extérieur de [0, h2]. Les termes
sources Qf := Q˜fTf (h − h1) et Qs := Q˜sTs(h) sont des fonctions données de
L2(0, T, L2(Ω)) et le tenseur K (conductivité hydraulique) est tel qu’il existe
deux nombres positifs K− et K+ tels que
0 < K−|ξ|2 ≤
∑
i,j=1,2
Ki,j(x)ξiξj ≤ K+|ξ|2 <∞ x ∈ Ω, ξ 6= 0. (5.3)
Le problème est complété par les conditions aux limites et initiales suivantes:
h = hD, et h1 = h1,D sur Γ, (5.4)
h(0, x) = h0(x), et h1(0, x) = h1,0(x) dans Ω. (5.5)
Les fonctions hD, h1,D appartiennent à l’espace L2(0, T,H1(Ω)) et sont telles
que leurs dérivées en temps ∂thD, ∂th1,D ∈ L2(0, T,H1(Ω)′). Les fonctions
h0, h1,0 ∈ H1(Ω) doivent satisfaire les conditions de compatibilité
h0/Γ = hD(0, x) et h1,0/Γ = h1,D(0, x).
Nous rappelons le théorème donnant l’existence globale en temps de la solution
de (5.1) - (5.2) (cf[ 9]):
Théorème 12. Soient h2, h1, δ et δ1 4 réels positifs alors, pour tout T > 0, le
problème (5.1)-(5.2) admet une solution faible (h1, h) ∈W (0, T ) satisfaisant
0 ≤ h1 ≤ h(t, x) ≤ h2 dans ΩT .
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En général, les deux réels δ1 et δ sont différents mais sans aucune perte de
généralité, nous allons les supposer égaux par la suite.
Par ailleurs, nous rappelons que si nous supposons plus de régularité sur les
données, nous pouvons alors énoncer le résultat :
Proposition : Soit (h, h1) une solution de (5.1)-(5.2), alors il existe
r(α, β) > 2 tel que si (hD, h1,D) ∈ Lr(0, T ;W 1,r(Ω))2, (h0, h1,0) ∈W 1,r(Ω)2,
(Qs, Qf ) ∈ Lr(ΩT )2, alors ∇h et ∇h1 sont dans Lr(ΩT )2.
De plus, on a
||∇h||Lr(ΩT ) ≤ Cr,1(h0, hD, h1,0, h1,D, Qs, Qf , h2, δ,K,Φ) (5.6)
||∇h1||Lr(ΩT ) ≤ Cr,2(h0, hD, h1,0, h1,D, Qs, Qf , h2, δ,K,Φ) (5.7)




et que nous supposons que (h2, δ,K+, φ) ∈ R+4∗ sont tels que gˆ(4)(1−
µˆ+ νˆ) < 1 de sorte que r = 4 dans les inégalités (5.6)-(5.7). Par la suite, nous
noterons C4 > 0 la constante telle que:
C44 (h0, hD, h1,0, h1,D, Qs, Qf , h2, δ,K,Φ) = Max(C41, C4,2),
où les constantes C41, C4,2 sont définies par (5.6)-(5.7).
5.2 Présentation du schéma et existence de la
solution approchée
Nous présentons le schéma que nous allons utiliser pour l’analyse numérique du
problème de l’intrusion saline dans le cas libre.
Nous reprenons les notations du chapitre 4.
Soit Tb, b ∈ [0, 1] une triangulation régulière du domaine Ω, nous intro-
duisons l’espace approximatif
V kb := {w ∈ H10 (Ω); ∀K ∈ Tb , w|K ∈ Pk(K)}, k ≥ 1. (5.8)
On note Ib ∈ L(Hk+1(Ω), V 1k ) l’opérateur d’interpolation de Lagrange alors il
existe une constante CI > 0 telle que
∀v ∈ Hk+1(Ω), ‖v − Ib(v)‖L2 + b ‖v − Ib(v)‖H1 ≤ CI bk+1‖v‖Hk+1 , (5.9)
où l’entier k ≥ 1, donc Hk+1(Ω) est inclus dans C0(Ω¯). Nous introduisons Pb
l’opérateur de projection orthogonale sur V kb telle que
∀vb ∈ V kb , a(Pb(w), vb) = a(w, vb) :=
∫
Ω
∇w · ∇vb dx (5.10)
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on déduit alors de (4.15) alors ∀w ∈ C1([0, T ];Hk+1(Ω)), ∀j ∈ {0, 1} :
‖w − Pb(w)‖Cj([0,T ];L2) + b ‖w − Pb(w)‖Cj([0,T ];H1) ≤ CI bk+1 ‖w‖Cj([0,T ];Hk+1(Ω)).(5.11)
Nous rappelons qu’il existe une constante C(b) > 0 telle que
‖w‖H10 (Ω) ≤ C(b)‖w‖L2(Ω), ∀w ∈ V kb , (5.12)
où la constante C(b) dépend de la discrétisation de l’espace V kb , dans notre cas,
et pour un maillage quasi-uniforme C(b) ≤ c b−1 .
Enfin, nous notons hn l’approximation de la fonction h au temps tn = n ·δt, n =
1, N et δt = TN .
Si hnb et h
n
1,b sont données dans l’espace (Ib(hD) + V kb )× (Ib(h1,D) + V kb ) et
sont telles que
0 6 hn1,b 6 hnb 6 h2,
nous considèrons le problème approché
Trouver (hn+11,b , h
n+1








−∇.(δ∇hn+1b )−∇.(KTs(hnb )∇(hn+1b + hn+11,b )) = Qsn+1 (5.14)
Soient A1, A2 les formes bilinéaires continues définies sur V kb × V kb par
A1(h
n+1






















v + (δ +KTs(h
n))∇hn+1.∇v) dxdy,
























−Qn+1s )v +K Ts(hn)∇hn+11 · ∇v
]
Le problème approché peut se ré-écrire:
Trouver (hn+11,b , h
n+1
b ) ∈ (Ib(h1,D) + V kb )× (Ib(hD) + V kb ) t.q. ∀v ∈ V kb ,
A1(h
n+1
1,b , v) = L1(v) et A2(h
n+1
b , v) = L2(v)
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Comme Tf (hnb − hn1,b) > 0 et Ts(hnb ) ≥ 0, les coercivités de A1 et A2 sur V kb
sont claires. En utilisant le théorème de Lax-Milgram, le couple (hn+11,b , h
n+1
b )
est bien défini et unique.
5.3 Estimation de l’erreur pour une solution régulière
Nous sommes en mesure d’énoncer le résultat de convergence suivant :
Théorème 13. Si δtC(b)2h2(1+ 2h2δ ) < 1, il existe une constante C > 0, pour
toute solution (h, h1) du problème (5.1)-(5.2) dans Z(ΩT ) = C2([0, T ], L2(Ω))∩
C1([0, T ], Hk+1(Ω)) ∩ C0([0, T ], H3(Ω)) on a
Max0≤n≤N‖h(tn)− hnb ‖L2 ≤ C (bk + δt)max(‖h‖Z(ΩT ), ‖h1‖Z(ΩT )),(5.15)














2 ≤ C (bk + δt)max(‖h‖Z(ΩT ), ‖h1‖Z(ΩT )).(5.18)
Preuve
Sans perdre de généralité, nous allons poser, uniquement pour cette preuve
Φ = 1.








n+1)K(∇hn+1 −∇hn+11 ) + δ∇hn+1].∇vb dx = −
∫
Ω
Qn+1s vb dx ,(5.19)
Puisque 0 ≤ h1 ≤ hn+1 ≤ h2, on a Ts(hn+1) = h2 − hn+1.
Nous allons procéder comme dans le cas confiné en écrivant la formulation faible
satisfaite par la projection orthogonale Pb(hn+1). Cela fera apparaitre un résidu
pour lequel nous donnerons une estimation.
On déduit de (5.19) :
1
δt
(Pb(hn+1)− Pb(hn), vb) + ((h2 − Pb(hn))K∇(hn+1 − hn+11 ) + δ∇hn+1, ∇vb)
= (−Qn+1s , vb) +Rn+1(vb) (5.20)
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avec la notation classique (f, g) =
∫
Ω







−((h2 − hn+1)K∇(hn+1 − hn+11 ),∇vb) + ((h2 − Pb(hn))K∇(hn+1 − hn+11 ),∇vb).



















































|(D, vb)| ≤ (‖Pb(h)− h‖C1([0,T ],L2) + δt‖h‖C2([0,T ],L2))‖vb‖L2 ≤ max(CI , 1)(bk+1 + δt)‖h‖Z(ΩT )‖vb‖L2 .
Posons
C := Rn+1(vb)− (D, vb) = ((hn+1 − Pb(hn))(K∇(hn+1 − hn+11 ),∇vb),
nous décomposons C comme suit
C = ((hn+1−Pb(hn+1))K∇(hn+1−hn+11 ),∇vb)+((Pb(hn+1)−Pb(hn))K∇(hn+1−hn+11 ),∇vb).
Comme nous supposons que (h, h1) ∈ C0([0, T ], H3(Ω)), il existe une constante
Cm > 0 telle que
‖∇h ‖L∞(ΩT ) < Cm et ‖∇h1 ‖L∞(ΩT ) < Cm. (5.21)
En appliquant ces estimations uniformes, on obtient
|C| ≤ K+‖hn+1 − Pb(hn+1)‖L2(‖∇hn+1‖L∞ + ‖∇hn+11 ‖L∞)‖∇vb‖L2+
K+‖Pb(hn+1)− Pb(hn)‖L2(‖∇hn+1‖L∞ + ‖∇hn+11 ‖L∞)‖∇vb‖L2 ≤ 2K+ Cm
{‖h− Pb(h)‖C([0,T ],L2) + ‖hn+1 − hn‖L2} ‖∇vb‖L2 ≤ 2K+ Cm {CIb(k+1) ‖h‖C([0,T ],Hk+1)
+δt ‖h‖C1([0,T ],H1)}‖∇vb‖L2 .
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Ainsi
|Rn+1(vb)| ≤ 2K+ Cmmax(CI , 1)(bk+1 + δt)‖h‖Z(ΩT )‖∇vb‖L2 . (5.22)










(hn+1 − hn+11 )K∇hn+11 .∇wbdx+
∫
Ω
(h2 − hn+1)K∇(hn+11 + hn+1).∇wbdx =
∫
Ω
−(Qn+1s +Qn+1f )dx. (5.23)
On introduit le résidu Rn+11 comme suit
Rn+11 (wb) = (




(tn+1), wb)− ((hn+1 − hn+11 )K∇hn+11 ,∇wb)
+((Pb(hn)− Pb(hn1 ))K∇hn+11 ,∇wb)− ((h2 − hn+1)K∇(hn+11 + hn+1),∇wb)
+((h2 − Pb(hn))K∇(hn+11 + hn+1),∇wb).
Nous déduisons de (5.23) que:
(








(h2 − Pb(hn))K∇(hn+11 + hn+1),∇wb
)
= −((Qn+1s +Qn+1f ), wb) +Rn+11 (wb)(5.24)
Nous allons maintenant établir une estimation uniforme pour Rn+11 .
Soit
D1 =























































1 (vb)− (D1, vb) = ((−Pb(hn) + hn+1)∇(hn+11 + hn+1),∇wb) + ((Pb(hn)− hn+1)∇hn+11 ,∇wb)
+((hn+11 −Pb(hn1 ))∇hn+11 ,∇wb) = ((hn+1−Pb(hn))∇hn+1,∇wb)+((hn+11 −Pb(hn1 ))∇hn+11 ,∇wb)
Mais puisque
‖∇h ‖L∞(ΩT ) < Cm et ‖∇h1 ‖L∞(ΩT ) < Cm,
nous obtenons
|C1| ≤ K+‖hn+1 − Pbhn‖L2‖∇hn+1‖L∞‖∇wb‖L2 +K+‖hn+11 − Pbhn1‖L2‖∇hn+11 ‖L∞‖∇wb‖L2
≤ 2K+ Cm {CIb(k+1)Max(‖h‖C([0,T ],Hk+1), ‖h1‖C([0,T ],Hk+1))
+δtMax(‖h‖C1([0,T ],H1), ‖h1‖C1([0,T ],H1))}‖∇wb‖L2 .
Ainsi
|Rn+11 (wb)| ≤ 2K+ Cmmax(Cb, 1)(bk+1 + δt)Max(‖h‖Z(ΩT ), ‖h1‖Z(ΩT ))‖∇wb‖L2 .(5.25)
On introduit les erreurs enb = Pb(hn)− hnb , et snb = Pb(hn1 )− hn+11,b , les dif-




en+1b − enb , vb
)
+ δ
(∇en+1b ,∇vb)+ ((h2 − Pb(hn))K∇(hn+1 + hn+11 ),∇vb)
−
(






sn+1b − snb , wb
)
+ δ
(∇sn+1b ,∇wb)+ ((Pb(hn)− Pb(hn+11 ))K∇hn+11 , wb)
−
(
(h2 − hnb )K∇(hn+11,b + hn+1b − hnb − hn+1b ),∇wb)−
(




(h2 − Pb(hn))K∇(hn+11 + hn),∇wb
)
= Rn+11 (wb). (5.27)
Prenant vb = en+1b dans l’équation (5.26) et wb = s
n+1
b dans (5.27), on
obtient après addition des deux équations:
1
δt
(en+1b −enb , en+1b )+
1
δt
(sn+1b −snb , sn+1b )+δ(∇en+1b ,∇en+1b )+δ(∇sn+1b ,∇sn+1b )+
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((h2−Pb(hn))K∇(hn+1+hn+11 ),∇en+1b +∇sn+1b )−((h2−hnb )K∇(hn+1b +hn+11,b ),∇(en+1b +sn+1b ))
+((h2 − hnb )K∇(hn+1b − hnb ),∇sn+1b ) + ((Pb(hn)− Pb(hn1 ))K∇hn+11 ,∇sn+1b )











sn+1b − snb , sn+1b
)
+δ(∇en+1b ,∇en+1b )+δ(∇sn+1b ,∇sn+1b )+
((h2−hnb )K∇(en+1b +sn+1b ),∇(en+1b +sn+1b ))−((h2−hnb )K∇(Pb(hn+1)+Pb(hn+11 )),∇en+1b +∇sn+1b )
+((hnb−Pb(hn))K∇(hn+1+hn+11 ),∇(en+1b +sn+1b ))+((h2−hnb )K∇(hn+1+hn+11 ),∇(en+1b +sn+1b ))+
((h2−hnb )K∇(hn+1b −hnb ),∇sn+1b )+((enb−snb )K∇hn+11 ,∇sn+1b )+((hnb−hn1,b)K∇(hn+11 −hn+11,b ),∇sn+1b )















sn+1b − snb , sn+1b
)
+δ(∇en+1b ,∇en+1b )+δ(∇sn+1b ,∇sn+1b )+
((h2 − hnb )K∇(en+1b + sn+1b ),∇(en+1b + sn+1b ))+(




















(h2 − hnb )K∇(hn+1b − hnb ),∇sn+1b
)︸ ︷︷ ︸
=E4





Nous allons à présent estimer les termes Ei, i = 1, 4, grâce aux inégalités de






h2 − hnb∇(en+1b +sn+1b )‖L2(Ω)
(‖∇(hn+1 − Pb(hn+1))‖L2(Ω)︸ ︷︷ ︸
6CIbk‖h‖Z(ΩT )
+











2k(‖h‖2Z(ΩT ) + ‖h1‖2Z(ΩT )),
|E1| 6 K+
(‖∇hn+11 ‖L∞(Ω) + ‖∇hn+1‖L∞(Ω))︸ ︷︷ ︸
62Cm




















|E2| 6 K+‖∇hn+11 ‖L∞(Ω)‖∇sn+1b ‖L2(Ω)








(‖enb ‖2L2(Ω) + ‖snb ‖2L2(Ω)),

















E4 = ((h2 − hnb )K∇(hn+1b − hnb ),∇sn+1b )
et on écrit
hn+1b − hnb = −en+1b + enb + (Pb(hn+1)− hn+1)− (Pb(hn)− hn) + hn+1 − hn.
Ainsi
|E4| 6 h2C(b)K+‖en+1b − enb ‖L2‖∇sn+1b ‖L2
+h2K+
( ‖∇(Pb(hn)− hn)‖L2︸ ︷︷ ︸
6CIbk‖h‖Z(ΩT )
+ ‖∇(Pb(hn+1)− hn+1)‖L2︸ ︷︷ ︸
6CIbk‖h‖Z(ΩT )








‖en+1b − enb ‖2L2 +
4δ2
2







































































Nous choisissons 1 tel que (1− 12 > 0)⇔ 1 < 2 et 2 tel que (1− 32 > 0)⇔
2 <
1
3 , par exemple 1 =
3
2 , 2 =
1
4 .
Nous pouvons conclure que
1
2δt










)‖en+1b − enb ‖2L2 +
1
2δt
(‖sn+1b ‖2L2 − ‖snb ‖2L2) +
1
2δt


































Max(‖h‖2Z(ΩT ), ‖h1‖2Z(ΩT )) δt2
Ainsi, si δt et C(b) sont tels que 4h22K2+C(b)2δt < δ , on a
(‖en+1b ‖2L2 − ‖enb ‖2L2) + (‖sn+1b ‖2L2 − ‖snb ‖2L2) + δt
δ
2































En appliquant l’inégalité de Poincaré et le lemme de Gronwall discret nous
déduisons
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‖en+1b ‖2L2 + (‖sn+1b ‖2L2 6 (
1 + δt λ2






{1 + δt λ2
1 + δt λ1











Ainsi nous obtenons le résultat suivant de stabilité L2:
‖en+1b ‖2L2 + ‖sn+1b ‖2L2 6 enδt(λ2−λ1)(‖e0b‖2L2 + ‖s0b‖2L2)
+C2fδ
enδt(λ2−λ1) − 1
λ2 − λ1 (b
k + δt)2Max(‖h‖2Z(ΩT ), ‖h1‖2Z(ΩT ))
Puisque ‖e0b‖2L2 +‖s0b‖2L2 6 C2I (bk+δt)2Max(‖h‖2Z(ΩT ), ‖h1‖2Z(ΩT )) et nδt 6
T , nous obtenons les estimations en norme H1 du théorème en additionnant
(5.28) pour n = 1, ...N .
5.4 Estimation de l’erreur utilisant la régularité
L4(0, T ; W 1,4(Ω)) de la solution
Nous allons exploiter dans cette partie, la régularité spécifique à notre problème,
à savoir la régularité L4 des gradients des inconnues.
Plusieurs parties de la démonstration du résultat suivant sont identiques à la
preuve précédente mais nous les maintenons afin de faciliter la lecture de ce
manuscript.











avec 0 < α < 1 et C4 la constante intervenant dans la majoration L4 des













> 0, il existe une
constante C > 0, telle que pour toute solution (h, h1) du problème (5.1)-(5.2)
dans Y (ΩT ) = C2([0, T ], L2(Ω)) ∩ C1([0, T ], Hk+1(Ω)) on a
Max0≤n≤N‖h(tn)− hnb ‖L2 ≤ C (bk + δt)max(‖h‖Y (ΩT ), ‖h1‖Y (ΩT )),(5.29)















2 ≤ C (bk + δt)max(‖h‖Y (ΩT ), ‖h1‖Y (ΩT )).(5.32)
Preuve:









n+1)K(∇hn+1 −∇hn+11 ) + δ∇hn+1].∇vb dx = −
∫
Ω
Qn+1s vb dx ,(5.33)
Puisque 0 ≤ h1 ≤ hn+1 ≤ h2, on a Ts(hn+1) = h2 − hn+1.
On déduit de (5.33) :
Φ
δt
(Pb(hn+1)− Pb(hn), vb) + ((h2 − Pb(hn))K∇(hn+1 − hn+11 ) + δ∇hn+1, ∇vb)
= (−Qn+1s , vb) + ΦRn+1(vb) (5.34)
avec la notation classique (f, g) =
∫
Ω







−((h2 − hn+1)K∇(hn+1 − hn+11 ),∇vb) + ((h2 − Pb(hn))K∇(hn+1 − hn+11 ),∇vb).



















































|(D, vb)| ≤ (‖Pb(h)− h‖C1([0,T ],L2) + δt‖h‖C2([0,T ],L2))‖vb‖L2 ≤ max(CI , 1)(bk+1 + δt)‖h‖Y (ΩT )‖vb‖L2 .
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Posons
C := Rn+1(vb)− (D, vb) = ((hn+1 − Pb(hn))(K∇(hn+1 − hn+11 ),∇vb),
nous décomposons C comme suit
C = ((hn+1−Pb(hn+1))K∇(hn+1−hn+11 ),∇vb)+((Pb(hn+1)−Pb(hn))K∇(hn+1−hn+11 ),∇vb).
Nous allons ici majorer ces termes compte tenu du résultat de régularité
L4(ΩT ) obtenu pour les gradients de h et h1.
|C| ≤ K+‖hn+1 − Pbhn+1‖L4(‖∇hn+1‖L4 + ‖∇hn+11 ‖L4)‖∇vb‖L2
+K+‖Pbhn+1 − Pbhn‖L4(‖∇hn+1‖L4 + ‖∇hn+11 ‖L4)‖∇vb‖L2
≤ K+(‖∇hn+1‖L4 + ‖∇hn+11 ‖L4)
(‖hn+1 − Pbhn+1‖1/2L2 ‖hn+1 − Pbhn+1‖1/2H1 ) ‖∇vb‖L2
+K+(‖∇hn+1‖L4 + ‖∇hn+11 ‖L4)
(‖Pbhn+1 − Pbhn‖1/2L2 ‖Pbhn+1 − Pbhn‖1/2H1 ) ‖∇vb‖L2
≤ K+ (‖∇hn+1‖L4 + ‖∇hn+11 ‖L4){‖h− Pbh‖1/2C([0,T ],L2)‖h− Pbh‖1/2C([0,T ],H1) + ‖hn+1 − hn‖1/2L2 ‖hn+1 − hn‖1/2L2 } ‖∇vb‖L2
≤ K+ (‖∇hn+1‖L4 + ‖∇hn+11 ‖L4) {CIb(k+
1
2 ) ‖h‖C([0,T ],Hk+1) + δt ‖h‖C1([0,T ],H1)}‖∇vb‖L2 .
donc
|Rn+1(vl)| ≤ max(CI , 1) {
(







K+(‖∇hn+1‖L4 + ‖∇hn+11 ‖L4) + 1
)
δt} ‖h‖Y (ΩT )‖∇vb‖L2 . (5.35)















(h2 − hn+1)K∇(hn+11 + hn+1).∇wbdx =
∫
Ω
−(Qn+1s (Ts(hn)) +Qn+1f (Tf (hn − hn1 )))dx.
On introduit le résidu Rn+11 comme suit
Rn+11 (wb) = (




(tn+1), wb)− ((hn+1 − hn+11 )K∇hn+11 ,∇wb)
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+((Pb(hn)− Pb(hn1 ))K∇hn+11 ,∇wb)− ((h2 − hn+1)K∇(hn+11 + hn+1),∇wb)
+((h2 − Pb(hn))K∇(hn+11 + hn+1),∇wb). (5.37)
Nous déduisons de (5.36) que:
Φ (








(h2 − Pb(hn))K∇(hn+11 + hn+1),∇wb
)
= −((Qn+1s +Qn+1f ), wb) + ΦRn+11 (wb) (5.38)
Nous allons maintenant établir une estimation uniforme pour Rn+11 .
Soit
D1 =






















































1 (vl)− (D1, vb) = ((−Pb(hn) + hn+1)K∇(hn+11 + hn+1),∇wb) + ((Pb(hn)− hn+1)K∇hn+11 ,∇wb)
+((hn+11 −Pb(hn1 ))K∇hn+11 ,∇wb) = ((hn+1−Pb(hn))K∇hn+1,∇wb)+((hn+11 −Pb(hn1 ))K∇hn+11 ,∇wb)
Nous décomposons C1 de la même façon que nous l’avons fait pour C, i.e.
C1 = ((h
n+1 − Pb(hn+1))K∇hn+1,∇vb) + ((Pb(hn+1)− Pb(hn))K∇hn+1,∇vb)
+((hn+11 − Pb(hn+11 ))K∇hn+11 ,∇vb) + ((Pb(hn+11 )− Pb(hn1 ))K∇hn+11 ,∇vb).
Nous allons ici majorer ces termes compte tenu du résultat de régularité
L4(ΩT ) obtenu pour les gradients de h et h1. En utilisant les mêmes arguments
que pour la majoration de C, nous déduisons que
|C1| ≤ K+ ‖∇hn+1‖L4 {CIb(k+ 12 ) ‖h‖C([0,T ],Hk+1) + δt ‖h‖C1([0,T ],H1)}‖∇vb‖L2
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+K+ ‖∇hn+11 ‖L4 {CIb(k+
1
2 ) ‖h1‖C([0,T ],Hk+1) + δt ‖h1‖C1([0,T ],H1)}‖∇vb‖L2 .
donc
|Rn+11 (vb)| ≤ 2Max(CI , 1) {
(







K+(‖∇hn+1‖L4 + ‖∇hn+11 ‖L4) + 1
)
δt} Max(‖h‖Y (ΩT ), ‖h1‖Y (ΩT )) ‖∇vb‖L2 .(5.39)
On introduit les erreurs enb = Pb(hn)− hnb , et snb = Pb(hn1 )− hn+11,b , les dif-




en+1b − enb , vb
)
+ δ
(∇en+1b ,∇vb)+ ((h2 − Pb(hn))K∇(hn+1 + hn+11 ),∇vb)
−
(






sn+1b − snb , wb
)
+ δ
(∇sn+1b ,∇wb)+ ((Pb(hn)− Pb(hn+11 ))K∇hn+11 , wb)
−
(
(h2 − hnb )K∇(hn+11,b + hn+1b − hnb − hn+1b ),∇wb)−
(




(h2 − Pb(hn))K∇(hn+11 + hn),∇wb
)
= Rn+11 (wb). (5.41)
Prenant vb = en+1b dans l’équation (5.40) et wb = s
n+1
b dans (5.41), on
obtient après sommation des deux équations et simplifications :
Φ
δt
(en+1b −enb , en+1b )+
Φ
δt
(sn+1b −snb , sn+1b )+δ(∇en+1b ,∇en+1b )+δ(∇sn+1b ,∇sn+1b )+
((h2−Pb(hn))K∇(hn+1+hn+11 ),∇en+1b +∇sn+1b )−((h2−hnb )K∇(hn+1b +hn+11,b ),∇(en+1b +sn+1b ))
+((h2 − hnb )K∇(hn+1b − hnb ),∇sn+1b ) + ((Pb(hn)− Pb(hn1 ))K∇hn+11 ,∇sn+1b )











sn+1b − snb , sn+1b
)
+δ(∇en+1b ,∇en+1b )+δ(∇sn+1b ,∇sn+1b )+
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((h2−hnb )K∇(en+1b +sn+1b ),∇(en+1b +sn+1b ))−((h2−hnb )K∇(Pb(hn+1b )+Pb(hn+11 )),∇en+1b +∇sn+1b )
+((hnb−Pb(hn))K∇(hn+1+hn+11 ),∇(en+1b +sn+1b ))+((h2−hnb )K∇(hn+1+hn+11 ),∇(en+1b +sn+1b ))+
((h2−hnb )K∇(hn+1b −hnb ),∇sn+1b )+((enb−snb )K∇hn+11 ,∇sn+1b )+((hnb−hn1,b)K∇(hn+11 −hn+11,b ),∇sn+1b )















sn+1b − snb , sn+1b
)
+δ(∇en+1b ,∇en+1b )+δ(∇sn+1b ,∇sn+1b )+
((h2 − hnb )K∇(en+1b + sn+1b ),∇(en+1b + sn+1b ))+(
(h2 − hnb )K∇
(



























(h2 − hnb )K∇(hn+1b − hnb ),∇sn+1b
)︸ ︷︷ ︸
=E4





Nous allons à présent estimer les termes Ei, i = 1, 4, grâce aux inégalités







h2 − hnb∇(en+1b +sn+1b )‖L2(Ω)
(‖∇(hn+1 − Pb(hn+1))‖L2(Ω))︸ ︷︷ ︸
6CIbk‖h‖Y (ΩT )
+










2k(‖h‖2Y (ΩT ) + ‖h1‖2Y (ΩT )),
|E1| 6 K+
(‖∇hn+11 ‖L4(Ω) + ‖∇hn+1‖L4(Ω)) ‖enb ‖L4(Ω)(‖∇en+1b ‖L2(Ω) + ‖∇sn+1b ‖L2(Ω))
≤ K+‖∇hn+1‖L4(Ω)
(‖enb − en+1b ‖L4 + ‖en+1b ‖L4)‖∇en+1b ‖L2(Ω)
+K+‖∇hn+11 ‖L4(Ω)
(‖enb − en+1b ‖L4 + ‖en+1b ‖L4)‖∇en+1b ‖L2(Ω)
+K+‖∇hn+1‖L4(Ω)
(‖enb − en+1b ‖L4 + ‖en+1b ‖L4)‖∇sn+1b ‖L2(Ω)
+K+‖∇hn+11 ‖L4(Ω)
(‖enb − en+1b ‖L4 + ‖en+1b ‖L4)‖∇sn+1b ‖L2(Ω)
:= S1 + S2 + S3 + S4.
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Nous allons détailler la majoration du terme S1, les autres majorations s’obtiendront
de la même façon.
|S1| ≤ K+ C(b)1/2‖∇hn+1‖L4‖enb − en+1b ‖L2‖∇en+1b ‖L2 + K+‖∇hn+1‖L4‖en+1b ‖1/2L2 ‖∇en+1b ‖3/2L2 ,
≤ 1
2 1






































2 )Maxk∈(0,N+1)(‖ekb‖2L2)‖∇hn+11 ‖4L4 .
Concernant le terme S3, nous écrivons
|S3| ≤ K+ C(b)1/2‖∇hn+1‖L4‖enb − en+1b ‖L2‖∇sn+1b ‖L2 + K+‖∇hn+1‖L4‖en+1b ‖1/2L2 ‖∇en+1b ‖1/2L2 ‖∇sn+1b ‖L2 ,
≤ K+
2 4

















‖enb − en+1b ‖2L2 +
K+
2














‖enb − en+1b ‖2L2 +
K+
2







−25 )Maxk∈(0,N+1)(‖ekb‖2L2)‖∇hn+11 ‖4L4 .











)‖enb − en+1b ‖2L2 + (K+1 + 2K4/3+ 2 +K2+7)‖∇en+1b ‖2L2




(‖∇hn+1‖4L4 + ‖∇hn+11 ‖4L4).
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La majoration du terme E2 se fera sur le même principe que celle de E1, plus
précisément nous avons:
|E2| 6 K+‖∇hn+11 ‖L4(Ω)‖∇sn+1b ‖L4(Ω)
(‖enb ‖L2(Ω) + ‖snb ‖L2(Ω))
≤ K+‖∇hn+11 ‖L4(Ω)
(‖enb − en+1b ‖L4 + ‖en+1b ‖L4)‖∇sn+1b ‖L2(Ω)
+K+‖∇hn+11 ‖L4(Ω)
(‖snb − sn+1b ‖L4 + ‖sn+1b ‖L4)‖∇sn+1b ‖L2(Ω) := T1 + T2.






‖enb − en+1b ‖2L2 +
K+
2







−25 )Maxk∈(0,N+1)(‖ekb‖2L2)‖∇hn+11 ‖4L4 .
Quant à la majoration de T2, nous remarquons que nous pouvons utiliser celle
établie pour S2 en substituant snb à e
n


































(1 + 4 + 5) +K
4/3
+ 2




−25 )Maxk∈(0,N+1)(‖ekb‖2L2)‖∇hn+11 ‖4L4 .

















E4 = ((h2 − hnb )K∇(hn+1b − hnb ),∇sn+1b )
et on écrit
hn+1b − hnb = −en+1b + enb + (Pb(hn+1)− hn+1)− (Pb(hn)− hn) + hn+1 − hn.
Ainsi
|E4| 6 h2C(b)K+‖en+1b − enb ‖L2‖∇sn+1b ‖L2
+h2K+
( ‖∇(Pb(hn)− hn)‖L2︸ ︷︷ ︸
6CIbk‖h‖Y (ΩT )
+ ‖∇(Pb(hn+1)− hn+1)‖L2︸ ︷︷ ︸
6CIbk‖h‖Y (ΩT )









‖en+1b − enb ‖2L2 +
δ
2















En rassemblant ces inégalités, nous trouvons après simplifications
Φ
2 δt
























(1 + 2 4 + 2 5) +K
4/3
+ 2
)‖∇sn+1b ‖2L2 − ( K+ C(b)2 1 )2 12 3 ‖snb − sn+1b ‖2L2
+(K− − K−
2
)‖√h2 − hnb∇(en+1b + sn+1b )‖2L2 + K−2 ‖√hnb − hn1,b∇sn+1b ‖2L2








+Cf (K− ,K+ , δ , h2 , CI)(bk + δt)2(1 + ‖∇hn+1‖4L4 + ‖∇hn+11 ‖4L4)Max(‖h‖2Y (ΩT ), ‖h1‖2Y (ΩT )).
Si les réels {i > 0}i=1,7 sont choisis de telle sorte que:
(δ
2
− (K+1 + 2K4/3+ 2 + K2+2 7) > 0 et (δ4 − (K+2 (1 + 2 4 + 2 5) +K4/3+ 2) > 0 (5.42)



















Φ(‖en+1b ‖2L2 − ‖enb ‖2L2) + Φ(‖sn+1b ‖2L2 − ‖snb ‖2L2) + 2 δt
(δ
2






(1 + 2 4 + 2 5) +K
4/3
+ 2
))‖∇sn+1b ‖2L2 ≤ 2 δt(3 + −32 )Maxk∈(0,N+1)(‖skb‖2L2)‖∇hn+11 ‖4L4
2 δt (3 + 
−3




(‖∇hn+1‖4L4 + 2 ‖∇hn+11 ‖4L4)
+Cf (K− ,K+ , δ , h2 , CI)(bk + δt)2(1 + ‖∇hn+1‖4L4 + ‖∇hn+11 ‖4L4)Max(‖h‖2Y (ΩT ), ‖h1‖2Y (ΩT )). (5.44)








k + δt)2Max(‖h‖2Y (ΩT ), ‖h1‖2Y (ΩT ))× δt
p∑
k=0
(1 + ‖∇hk+1‖4L4 + ‖∇hk+11 ‖4L4)
+2 (3 + 
−3






(‖∇hn+1‖4L4 + 2 ‖∇hn+11 ‖4L4).









‖∇fk+1‖4L4 ≤ ‖∇f‖4L4(ΩT ) ≤ C4,
alors (puisque nδt ≤ T )(




Φ− 2C4F2(2, 3, 5, 6)
)
Maxk∈(0,N+1)(‖skb‖2L2)
≤ Φ(‖e0b+‖2L2 + ‖s0b‖2L2)+ 2Cf (T + 2C4)(bk + δt)2Max(‖h‖2Y (ΩT ), ‖h1‖2Y (ΩT ))
Si le paramètre Φ satisfait:
(Φ− 10C4 F1(2, 3, 5, 6)
)
> 0, (5.45)
alors, puisque ‖e0b‖2L2 ≤ C2I (bk+δt)2‖h‖2Y (ΩT ) et ‖s0b‖2L2 ≤ C2I (bk+δt)2‖h‖2Y (ΩT ),
nous obtenons la stabilité L2 (5.29) -(5.30) du théorème 14. Nous prouvons les
estimations (5.31), (5.32) en additionnant (5.44) pour n = 1, ..., N .
Il nous reste à donner un sens aux conditions (5.42), (5.43) et (5.45), en partic-
ulier en calant les i, i = 1, 7.
Nous rappelons que δ représente l’épaisseur des interfaces diffuses, on peut sans




















































Les deux conditions (5.46) et (5.47) peuvent paraître contraignantes mais soulignons
que nous pouvons prendre le coefficient Φ arbitrairement grand en faisant un




6.1 Introduction et rappels sur la méthode des
volumes finis
La méthode des Volumes Finis consiste à intégrer sur des volumes élémentaires,
les équations écrites sous forme intégrale, c’est une méthode particulièrement
bien adaptée à la discrétisation spatiale des lois de conservation, contrairement
aux Eléments finis, elle est ainsi trés utilisée en mécanique des fluides. Sa mise
en oeuvre est simple si les volumes élémentaire sont des rectangles en 2D ou
des parallépipédes en 3D. Cependant, la méthode des Volumes Finis permet
d’utiliser des volumes de forme quelconque et donc de traiter des géométries
complexes, contrairement aux Différences Finis. De nombreux codes de simu-
lation numérique en mécanique des fluides reposent sur cette méthode: Fluent,
Star CD, CFX,elsA. Par ailleurs, la méthode des Volumes Finis est localement
’prudente’, car elle est fondée sur un équilibre approché: Un équilibre local est
écrit sur chaque cellule de discrétisation qui est souvent appelée "volume de
contrôle ", grâce à la formule de divergence, une formulation intégrale des flux
sur la frontière du volume de contrôle est alors obtenue. Les flux sur la frontière
sont discrétisés par rapport aux inconnues discrètes.
6.1.1 Volumes finis pour une loi de conservation
Considérons une loi de conservation d’une grandeur physique ω dans une maille
de volume Ω, faisant intervenir un flux F (ω) et un terme source S(ω). Son





























F.ndΣ représente la somme des flux à travers chaque face de la
maille. Le flux est supposé constant sur chaque face, l’intégrale se ramène à une
somme discrète sur chaque face de la maille. Il vient :∮
Σ
F.ndΣ = Σface de la maille Fface.n m(Σface)
La quantité Fface = F (ωface) est une approximation de flux F sur une face
de la maille, c’est le flux numérique sur la face considérée. La discrétisation
spatiale revient à calculer le bilan des flux sur une maille élémentaire. Ce bilan
comprend la somme des contributions évaluées sur chaque face de la maille. La
manière dont on approche les flux numériques en fonction de l’inconnue discréte
détermine le schéma numérique. L’écriture du schéma numérique peut égale-
ment utiliser des inconnues auxiliaires, par exemple le gradient de l’inconnue par
maille. Explicitons maintenant le terme de dérivée temporelle. Un élément fon-
damental de la discrétisation en Volumes Finis est de supposer que la grandeur ω
est constante dans chaque maille et égale à une valeur approchée de sa moyenne
sur la maille ou bien à sa valeur au centre de la maille. D’autre part, le terme de
dérivation en temps est évalué au moyen d’une méthode numérique d’intégration
d’équation différentielle (Runge -Kutta, Euler explicite au implicite,. ..) et faite
intervenir un pas de temps d’intégration ∆t. Ce dernier peut être constant
ou variable. Pour fixer les idées, on écrira la formulation avec une méthode
d’Euler explicite. Notons ∆ω l’incrément de la grandeur ω entre deux itérations
















+ ΣfaceFface .nface Σface = ΩS
6.1.2 Discrétisation par Volumes Finis pour une équation
de de type convection- diffusion
Dans ce chapitre, on présente un schéma de type volumes finis pour le probème
mono-dimensionnel non linéaire de type convection-diffusion
Φ(x)ut + b(u)x − (K(x)α(u)x)x = 0 dans (0, T )× (0, 1) (6.1)
u(0, x) = u0(x) dans (0, 1), (6.2)
u(t, 0) = 1 et u(t, 1) = 0. (6.3)
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• On note : xi+ 12 le centre de Ii+ 12 := [xi, xi+1], x 12 := 0, xNx+ 12 := 1.
• Ii :=
[
xi− 12 , xi+ 12
]
, i = 1, ............., Nx, le volume de contrôle , (cf. figure
suivante)
• hi := |Ii| = xi+ 12 − xi− 12 , et on pose h = mini (hi).




avec les conditions aux bords un1
2









• Pour des raisons de simplicité, on suppose la fonction K constante par
morceaux , on pose Ki+ 12 := K|Ii+ 12
.
• Soit uni [resp. uni+ 12 ] une approximation de u au point (xi, tn) supposée
constante sur le volume de contrôle Ii [ resp. au point (xi+ 12 , tn)].
Ces approximations seront définies par les schémas numériques qui suivent . On
aura besoin aussi de l’hypothèse sur la régularité du maillage :
∃β ∈]0, 1[, tel que β4x 6 h, où β est un constante indépendante de h.
Figure 6.1: Volume de contrôle
6.1.3 Hypothèses sur les données
Par la suite, on introduit les hypothèses suivantes :
107
• Ω := I × J ⊂ R2 .
• α ∈ C2([0, 1]) tel que pour a = α′ , a(0) = a(1) = 0 et a(s) > 0∀s ∈]0, 1[.
• b ∈ C1([0, 1]) est une fonction monotone telle que b′(s) > 0, ∀s ∈]0, 1[.
• α−1 est une fonction continue hölderienne d’exposant
θ ∈]0, 1[ et b ◦ α−1 une fonction continue hölderienne d’exposant 1+θ2 .
En intégrant (6.1) sur Ii × [tn, tn+1], on obtient le schéma suivant :























































sont respectivement le flux de conservation et le flux de diffu-












































(ui+1, ui) et G∗±i+ 12





appelées aussi flux numériques . La conservation
des flux numériques est une propriété caractéristique des schémas numériques
pour les lois de conservation, cette conservation est en général définie par l’égalité
entre le flux entrant et le flux sortant à travers une interface du maillage .
La consistance du flux numérique est en général définie pour que l’ordre de
l’approximation numérique choisi pour le flux doit être supérieur ou égale à
l’ordre du pas de maillage. Ainsi d’après ces définitions de la conservation et de
la consistance, pour les flux numériques des termes de convection et de diffusion
citées séparément dans [49], on peut les généraliser par :
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= 0, pour tout i = 1, ........., Nx − 1.
(6.8)

















où [G(s)]s=1s=0 := G(1)−G(0).




sont consistants au sens des volumes finis, si on a :
G∗±
i+ 12
(v, v) = ±b(v), pour tout v ∈ [0, 1],
F±
i+ 12






+ θ(h), pour tout u assez régulière où
|θ(h)| 6 Ch, (C ∈ R+ ne dépendant que de u).
Définitions ( Volumes Finis) On dira qu’un schéma numérique pour le
problème (6.5) est de type volumes finis, si les flux numériques approchés sont
conservatifs et consistants au sens des définitions (de conservativité et de con-
sistance ). De (6.4) on déduit trois familles de schémas de type volumes finis
conservatifs et consistants : l’un explicite, les deux autres sont implicite et
semi-implicite.
Schéma explicite
























où le terme de convection est approché par un schéma de Godunov décentré
amont, ce qui assure une conservation et une consistance pour le terme de
convection. Pour le terme de diffusion on choisit une approximation centrée,











Ainsi du fait que b
′
(u) > 0 et α′(0) = α′(1) = 0, d’après les dernières


















































Pour des raisons de simplicité des notations, on pose





) := α(unNx), et b(u
n
0 ) := b(1)




























































Ce qui assure la conservation des flux, la consistance est dûe au fait que les
approximations choisies sont d’ordre 1, et par suite le schéma explicite (6.15)
est de type volumes finis au sens de la définition de volume fini.
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Schéma semi- implicite
Ici on considère un approximation implicite pour le terme de diffusion et une
approximation explicite pour le terme de convection dans (6.4) , ainsi on a :



















α(un+1i )− α(un+1i−1 )
)
(6.18)





) := α(un+1Nx ), et b(u
n
0 ) := b(1)































α(un+1i+1 )− α(un+1i )
)
(6.20)
6.2 Résolution du problème dans le cas confiné
On définit le maillage rectangulaire T , de l’intervalle (0, Lx) × (0, Ly) con-
stitué de N ×M cellules notée Kij 1 ≤ i ≤ N. 1 ≤ j ≤M , les N ×M points
(xi, yj)1≤i≤N, 1≤j≤M de (0, Lx)×(0, Ly). tels queKij = (xi− 12 , xi+ 12 )×(yi− 12 , yi+ 12 )
doivent satisfaire les hypothèses suivantes
x = xi− 12 = 0 < x1 < x 12 ..... < xi− 12 < xi < xi+ 12 < xN < xN+ 12 = xN = Lx,
y = yi− 12 = 0 < y1 < y 12 ..... < yi− 12 < yi < yi+ 12 < yN < yN+ 12 = yN = Ly.
avec
hi = xi+ 12 − xi− 12 , i = 1, ...., N, ki = yi+ 12 − yi− 12 , i = 1, ....,M,
hi+ 12 = xi+1 − xi, i = 0, ...., N, ki+ 12 = yi+1 − yi, , i = 1, ....,M,
h−i = xi − xi− 12 , i = 1, ...., N, k
−
i = yi − yi− 12 , i = 1, ....,M,
h+i = xi+ 12 − xi, i = 0, ...., N, k
+
i = yi+ 12 − yi, i = 0, ....,M,
h = max{hi, i = 1, ..., N}, k = max{ki, i = 1, ...,M} et |Kij | = hikj .
Les inconnues discrètes hni,j correspondent à une approximation de h(tn, xi, yj)
(ou de la valeur moyenne de h sur Kij). Soit α(h) = − 12 (hb − h)2, etλ =
Ts(h) = (hb − h).
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L’intégration de la première équation sur chaque cellule [tn, tn+1]×Kij donne :
(hn+1ij − hnij)|Kij | =
∫ tn+1
tn
{(Fi+ 12 ,j + Fi− 12 ,j + Fi,j+ 12 + Fi,j− 12 )




où Qs(i, j) = 1|Kij |
∫
Kij
Qs(x, y)dxdy est la valeur moyenne de Qs sur Kij .
Les flux sont ensuite approchés par des équations aux différences finies par
rapport aux inconnues discrètes hi,j , i = 1, ..., N, j = 1, ...,M, :
Fi+ 12 ,j = kj
(α(h)i+1,j − α(h)i,j)
hi+ 12
, pour i = 0, ..., N, j = 1, ...,M
Fi,j+ 12 = hi
(α(h)i,j+1 − α(h)i,j)
hi+ 12
, pour i = 0, ..., N, j = 1, ...,M.
le terme (Ts(h)∂f∂x )(xi+ 12 ) est approché comme suit
Gi+ 12 ,j = λikj
fi+ 12 ,j − fij
h+i
sur Ki,j , = 1, ..., N,
et
Gi+ 12 ,j = −λikj
fi+ 12 ,j − fij
h−i
sur Ki+1,j , i = 0, ..., N.
En exigeant que les deux approximations ci-dessus de Ts(h)∂f∂x soient égales (
à cause de la conservativité du flux ), on obtient la valeur de fi+ 12 ,j , ∀ i =
1, ..., N − 1












avec λi+1,j = (hb − hi+1,j) et λi,j = (hb − hi,j).
Ce qui conduit à l’expression pour l’approximation Gi+ 12 ,j de Ts(h)
∂f
∂x (xi+ 12 , yj) :
Gi+ 12 ,j = kjτi+
1
2 ,j
(fi+1,j − fi,j), i = 1, ..., N − 1.
avec
τi+ 12 ,j =
λi,jλi+1,j
h+i λi+1,j + h
−
i+1λi,j
, i = 1, ..., N − 1,
Si le maillage est régulier i.e{
hi = h ∀ i ∈ {1, ...., N}
kj = k ∀ j ∈ {1, ....,M} ,
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hi+ 12 = h ( ∀ k), alors





On déduit que le schéma numérique explicite en temps pour l’approximation













































(fni,j − fni,j−1)} −Qsni,j . (6.21)
















(α(h)ni,j+1 − 2α(h)ni,j + α(h)ni,j−1))− hk(Qf +Qs)ni,j := Bni,j . (6.22)





(hni+1,j − 2hni,j + hni−1,j) +
1
k2
(hni,j+1 − 2hni,j + hni,j−1)
)
.




(fni+1,j − 2fni,j + fni−1,j) +
1
k2
(fni,j+1 − 2fni,j + fni,j−1)
)
.
6.3 Résolution du problème dans le cas libre
De la même façon, le schéma numérique explicite en temps pour l’approximation















































(fni,j − fni,j−1)} = −Qsn+1i,j . (6.23)
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(α(f)ni+1,j − 2α(f)ni,j + α(f)ni−1,j)−
1
k2




(α(h)n+1i+1,j − 2α(h)n+1i,j + α(h)n+1i−1,j) +
1
k2
(α(h)n+1i,j+1 − 2α(h)n+1i,j + α(h)n+1i,j−1)
= −(Qf +Qs)n+1i,j . (6.24)





(hn+1i+1,j − 2hn+1i,j + hn+1i−1,j) +
1
k2
(hn+1i,j+1 − 2hn+1i,j + hn+1i,j−1)
)
.




(fn+1i+1,j − 2fn+1i,j + fn+1i−1,j) +
1
k2






Nous allons appliqué à notre problème, les schémas avec la discrétisation spa-
tiale utilisant les éléments finis P1 Lagrange et celle utilisant les volumes finis
que nous avons détaillés dans les chapitres précédents. Concernant le schéma
éléments finis, nous avons adapté le package FreeFem++ à notre cas et nous
renvoyons à [64] pour plus de détails.
Dans chacunes des simulations suivantes, nous résolvons numériquement le prob-
lème complet 2D et nous représentons à différents temps, la section (par rap-
port à y) de la profondeur h de l’interface eau douce/eau salée ainsi que celle
de l’interface h1 entre le milieu saturé et le milieu insaturé.
Dans les tests numériques, nous approchons l’aquifère par le carré (−50m, 50m)×
(0, 100m) et nous prenons h2 = 10m pour la profondeur de l’aquifère, K =
39.024m/ jour pour la conductivité hydraulique et Φ = 0.3 pour la porosité.
7.1 Comparaisons Eléments finis - Volumes finis
7.1.1 Cas d’un aquifère confiné
Pour tester la solution numérique obtenue à partir des méthodes élément fini et
volume fini, nous comparons les résultats numériques à la solution analytique
proposée par Keulegan. Nous considérons un aquifère confiné d’épaisseur uni-
forme avec une interface verticale en x = 0, l’eau salée étant dans la partie x < 0
et l’eau douce dans la partie x > 0. A t = 0 , la grille est retirée et l’interface
commence à se déplacer en raison de la différence de densité. L’interface est alors
décrite par un profil linéaire pivotant autour d’un axe fixe (0, D/2). Keulegan
a donné une solution analytique pour le mouvement de l’élévation de l’interface
(cf. [77], [45])







La localisation de l’intersection de l’interface avec le bas de l’aquifère est donnée






où le paramètre α = ρsρf − 1 caractérise le contraste de densité.
La position initiale de l’interface a été fixée à l = 20m, position correspondant
au temps t0 = 12.28 jours. Dans la figure 7.1 nous traçons la solution linéaire
exacte aux deux temps t = t − t0 = 5, 10 jours (courbes ’resut’) et la solu-
tion numérique (courbes ’resuett’) obtenue avec la méthode des éléments finis
P1 Lagrange. Nous observons que l’interface numérique se déplace plus vite
que la solution théorique. Nous pouvons corriger cette différence en raffinant le
maillage, i.e. en prenant N = 160 (courbe ’erreraftps10’), cela nous permet de
diviser par 10 l’erreur obtenue avec N = 100 (courbe ’erreftps10’). (cf. figure
7.2). Par ailleurs, avec N = 160, le schéma numérique fit bien la solution ana-
lytique, ce qui est conforme aux résultats numériques presentés dans ([64], [69],
[93]). Enfin, la figure 7.3 montre la progression du pied de l’interface que l’on
compare à celui calculé avec la formule analytique. On constate que le pied de
l’interface se déplace exactement à la vitesse analytique.
Nous précisons que le pas de temps correspondant à N = 100 est δt = 10−2 et
que celui pour N = 160 est δt = 5.10−3. Nous soulignons que ces paramètres
ne sont pas aussi faibles que ceux préconisés par la condition stabilité donnée
dans les théorèmes d’estimation d’erreur.
Nous répétons cette comparaison avec la méthode des volumes finis et nous gar-
dons les mêmes pas de temps et d’espace. A nouveau, nous observons une
légère erreur au temps t = 5 jours qui augmente au temps t = 10 jours (cf
Figure 7.4). Cette erreur peut être amoindrie en augmentant N, le nombre de
points de la grille de discrétisation (cf Figure 7.5). Comme pour la méthode
des éléments finis P1 Lagrange, l’erreur obtenue pour N = 100 est divisée par
10 par rapport à celle obtenue avec N = 160. la comparaison numérique entre
les méthodes éł’ements finis et volumes finis montre que les 2 approches se com-
portent de façon similaire, au moins dans le cas de l’aquifère confiné.
Pour conclure, nous soulignons que schéma de volumes finis fonctionne même
si le paramètre δ (qui caractérse l’épaisseur des zones diffuses) est nul alors que
dans le cas de la méthode élément fini, nous avons pris δ = 10−4m.
Nous observons que, même si le principe du maximum n’a pas été établi dans
le cas de l’approximation éléments finis, les solutions semblent (numériquement
) satisfaire ce principe, sans doute cela est- il dû au fait que le modèle avec
l’approche i’nterface diffuse’ respecte cette hiérarchie entre les hauteurs des in-
terfaces. Il serait biensûr très intéressant d’appliquer à ce problème les schémas
volumes finis qui, par construction, préservent la positivité des inconnues.
Afin de terminer cette étude comparative, l’analyse d’erreur (menée pour la
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Figure 7.2: Erreur relative pour la MEF entre la solution obtenue pour N = 100
et N = 160.
7.1.2 Cas d’un aquifère libre
Nous allons à présent comparer les 2 méthodes dans le cas d’un aquifère libre. Le
problème consiste alors au couplage des 2 équations quasi-linéaires paraboliques
(5.1)-(5.2) rappelées au chapitre 5. Les schémas sont ceux donnés au chapitre
5 pour la discrétisation élément fini et au chapitre 6 pour la discrétisation vol-
ume fini. Dans la première partie de cette section, nous allons associer à notre
problème des conditions de Neumann homogèmes, ce qui permet de laisser la
solution évoluer librement et nous allons considérer 3 cas de figure: le premier
cas où aucun forçage exterieur n’est imposé au système, le second cas où on
injecte tout au long de la simulation de l’eau douce localisé autour du point
(15m,50m) et le dernier cas correspond au cas du pompage d’eau douce localisé
autour du point (15 m,50 m). Dans la seconde partie de la section, nous allons
imposer en x = −50m (ce qui correspond au côté ’mer’), des conditions oscil-
lantes de Dirichlet, simulant ainsi les effets que pourrait induire les marées sur
l’aquifère. A mouveau, nous regarderons successivement les 3 cas: sans forçage
exterieur, avec injection (ou pompage) d’eau douce.
Les séquences représentent les interfaces aux temps t = 0.1, 0.5, 1 jour.
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Figure 7.3: Mouvement du pied de l’interface; Comparaison entre la solution
exacte et la solution numérique .
La figure 7.6 illustre que les 2 méthodes conduisent à des résultats qualitat-
ifs similaires lorsque le système évolue sans forçage extérieur. En revanche, la
conclusion n’est plus la même dans les cas de l’injection ou du pompage.
Concernant le scénario du pompage, on voit que l’effet du pompage est moins
visible dans le cas de la méthode volume fini (MVF) que dans celui de la méth-
ode élément fini (MEF); ce constat se fait aussi bien pour l’interface eau douce/
eau salée pour laquelle le cône salé est plus aplati pour MVF que pour la ta-
ble d’eau dont la baisse du niveau est beaucoup moins visible pour MVF. Ce
comportement s’accentue au cours du temps. Par ailleurs, on remarque que
le processus d’injection affecte globalement l’aquifère pour MEF alors que le
changement est localisé autour de la zone de pompage pour MVF.
Nous pouvons faire les mêmes remarques dans le cas de l’injection: Avec MVF,
les interfaces semblent être affectées localement par l’injection d’eau douce et
les effets sont moindres comparés à ceux observés avec MEF.
Avec des conditions aux limites de Dirichlet
La figure 7.9 montre que, tout comme avec les conditions de Neumann, les
2 méthodes conduisent à des résultats qualitatifs similaires lorsque le système
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Figure 7.4: Evolution de l’interface obtenue à 1, 5, 10 jours avec MVF, N=100.
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Figure 7.6: Comparaison entre MEF et MVF sans forçage extérieur. Les con-

















































Figure 7.7: Comparaison entre MEF et MVF pour un scénario d’injection. Les















































Figure 7.8: Comparaison entre MEF et MVF pour un scénario de pompage.
Les conditions aux limites sont celles de Neumann homogènes.
évolue sans forçage extérieur et cela malgré les effets de la marée à gauche du
domaine.
Dans les cas du pompage ou de l’injection, nous aboutissons aussi aux mêmes
conclusions que précédemment, les effets des pompages et de l’injection sont
moins forts pour MVF que pour MEF. Par ailleurs, le processus d’injection (ou
de pompage) affecte globalement l’aquifère pour MEF alors que le changement
est localisé autour de la zone d’injection (ou de pompage) pour MVF.
7.2 Impact des paramètres physiques
Dans cette section, nous allons utiliser le schéma élément fini pour illustrer
l’impact des paramètres physiques sur le comportement des interfaces. Cette
étape est incontournable car, si ces codes ont vocation à renseigner sur la lo-
calisation des interfaces afin de mieux adapter les pompages d’eau douce, il est
essentiel de connaitre suffisamment précisément les caractéristiques physiques
du milieu telles que la porosité, la conductivité hydraulique ou la storativité afin















































Figure 7.9: Comparaison entre MEF et MVF sans forçage extérieur. Les condi-


































Figure 7.10: Comparaison entre MEF et MVF pour un scénario d’injection. Les

















































Figure 7.11: Comparaison entre MEF et MVF pour un scénario de pom-
page. Les conditions aux limites sont celles de Dirichlet prenant en compte
le phénomème des marées.
7.2.1 Porosité
Les tracés suivants (cf. Figure 7.12) montrent que, sans terme de forçage, la
différence entre le cas de l’aquifère confiné et celui de l’aquifère libre est nég-
ligeable lorsque la porosité n’est pas trop faible (Φ = 1, Φ = 0, 3). Pour
Φ = 0, 03 la différence devient perceptible comme nous pouvons le voir dans la
figure 7.13. Plus précisément, nous remarquons que cette différence est de plus
en plus importante lorsque la porosité devient de plus en plus faible: Dans la
figure 7.21, nous représentons sur le même tracé la différence pour les porosités
suivantes Φ = 1, Φ = 0, 3 et Φ = 0, 03. Pour Φ = 1 etΦ = 0, 3, la différence
est du même ordre que celui de la discrétisation en espace alors qu’il est 10 fois
supérieur dans le cas de Φ = 0, 03.
7.2.2 Coefficient d’emmagasinement
Les figures suivantes sont consacrées aux aspects phénoménologiques liés à la
compressibilité du sol. L’emmagasinement est caractérisé par le paramètre Sf .
Intuitivement, plus Sf est important, plus le sol peut stocker de l’eau . Les
modèles existants en général négligent le coefficient de stockage Sf . Nous allons
regarder si cette hyphothèse est légitime au cours d’un scénario d’injection d’eau
puis au cours de celui du pompage d’eau douce: la Figure 7.15 correspond à un
scénario d’injection. Puisque le sol est compréssible (Sf 6= 0), il peut contenir








































Figure 7.12: Comparaison de l’élévation de l’interface dans le cas d’un aquifère





















Figure 7.13: Comparaison de l’élévation de l’interface dans le cas d’un aquifère








































Figure 7.14: Différence entre les évolutions des interfaces dans le cas d’un
aquifère confiné et celui d’un aquifère libre.
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Figure 7.15: Comparaison de la profondeur des interfaces h and h1 pour un sol
compressible (lignes en pointillées, Sf = 0.25 6= 0) et pour un sol incompressible
(Sf = 0) durant un scénario d’injection. La séquence des résultats correspond aux
temps t = 0.1, 1, 4 jours.
la nappe phréatique et une sous-estimation de la hauteur de l’interface pour la
zone salée avec le modèle où la storativité est négligée (Sf = 0). Ces erreurs
d’estimation persistent plus de trois jours après la fin de la phase d’injection.
(Un tel processus d’injection est classiquement utilisé par les opérateurs pour
faire baisser l’interface salée).
Ainsi négliger Sf produit une sur-estimation de l’impact du processus d’injection,
en particulier dans la zone d’injection. La Figure 7.16 présente les sous/sur es-
timations au cours d’un processus de pompage. Nous observons une dépression
locale de la table d’eau et de l’apparition d’un cône salé.
7.2.3 Epaisseur des zones de transition
Nous comparons tout d’abord le modèle avec l’approche ’interface nette’ (δ = 0)
à celui avec l’approche ’interface diffuse’ (δ 6= 0). Nous vérifions que pour un δ
petit, les résultats des 2 expériences numériques coincident (cf. Figure 7.17).
Comme il a été souligné dans [38], la dispersion produit des effets non nég-
ligeables; en particulier, elle crée des pertes de charge qui réduisent la zone
de l’aquifère occupée par l’eau salée (l’eau salée se rejettant de la zone de dif-
fusion dans la mer) (cf. [35]). L’épaisseur de cette zone est caractérisée par
le paramètre δ dans notre modèle. Nous allons examiné la possibilité de faire
varier δ dans le domaine en mettant la zone de mélange plus épaisse du côté du
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Figure 7.16: Comparaison de la profondeur des interfaces h and h1 pour un sol
compressible (lignes en pointillées„ Sf = 0.25 6= 0) et pour un sol incompressible
(Sf = 0) durant un scénario de pompage. Le pompage est fait de manière constante
en temps et par un puits de rayon 1m centré en (x, y) = (15m, 50). La séquence des
résultats correspond aux temps t = 1, 2, 3 jours.
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Figure 7.17: Compatibilité entre le modèle ’interface diffuse’ (‘dif’) pour un δ petit,
δ = 0.1m, et le modèle ’interface nette’. Une grande quantité d’eau est injectée
durant un temps court (0.8 jour) en (x, y) = (15m, 50), les interfaces h et h1 évoluent
librement. La séquence des résultats correspond aux temps t = 0.1, 1, 4 jours.
rivage (à gauche de notre domaine). Nous imposons des conditions aux limites
de Neumann homogènes à gauche du domaine afin d’observer l’évolution libre
des interfaces compte tenu des rejets d’eau. Conformément à [38], nous obser-
vons dans la figure 7.18 que l’interface salée est moins élevée dans le cas d’une
valeur plus grande de δ. Si Max(δ) = O(1) on observe une différence de 2% au
niveau de l’élévation des interfaces. De plus cet effet augmente avec le temps.
Enfin, nous couplons le dernier phénomène avec les effets de marées. Les fluctu-
ations de marée produisent des ondes de pression progressives dans les aquifères
côtiers. Pour cette simulation, nous utilisons les paramètres donnés dans [38],
après une remise à l’échelle de notre aquifère. Nous imposons une condition de
Dirichlet en la frontière gauche x = -50 pour l’interface salée h. Le paramètre δ
est calibré en utilisant la formule de l’amplitude de la zone de dispersion (eq. (2)
dans [38]). Il est d’ordre un. Dans la figure 7.19, on observe les fluctuations des
marées dans les eaux souterraines. Les oscillations apparaissent bien entendu
pour les 2 modèles (avec δ = 0 ou avec δ = O(1)). En vue de comparer les résul-
tats entre les deux modèles, nous avons tracé aussi une solution de référence, ici
dérivée de la formule analytique de [51]. La courbe obtenue à partir du modèle
avec interface diffuse fit mieux la solution analytique. Cette observation est
également confirmée à une autre échelle par la figure 7.20 (courbe ’acdeltah’ :
avec δ, solution de référence donnée par Ferris, courbe’ ssdeltah’: sans δ).
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h : t = 0
h : δ(−50) = 0.1m, t = 30 days.
h : δ(−50) = 1m, t = 30 days.
h : δ(−50) = 0.1m, t = 60days.
h : δ(−50) = 1m, t = 60days.
h : δ(−50) = 0.1m, t = 120 days.
h : δ(−50) = 1m, t = 120 days.
Figure 7.18: Effet de la largeur caractéristique de la zone de mélange : La zone
de mélange étant plus épaisse sur le côté de la rive, nous testons avec δ(x) =
χ(−50,−20)(x)+0.1χ(10,50)(x)+(0.4−0.03x)χ(−20,10)(x) (cas δ(−50) = 1). Le résultat
est comparé à celui correspondant à une mince zone de mélange constante δ = 0, 1
(cas δ(−50) = 0, 1). Les résultats sont couplés correspondant aux simulations aux t =
30, 60, 120 jours. Pour les deux simulations, l’interface est initialement située sur la
diagonale. Elle tend alors vers une ligne horizontale en raison des effets de gravité.













Figure 7.19: Effet de la largeur caractéristique de la zone de mélange avec des condi-
tions oscillantes de Dirichlet à gauche du domaine. On a tracé l’interface h après un
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Figure 7.20: Effet de la largeur caractéristique de la zone de mélange avec des condi-
tions oscillantes de Dirichlet à gauche du domaine. On a tracé l’interface h1 après un
cycle de marée pour le modèle avec δ, celui sans δ .
7.3 Comparaison entre aquifère confiné et aquifère
libre
Pour conclure cette série de comparaison, nous proposons une simulation il-
lustrant la différence de comportement de l’interface selon qu’on considère un
aquifère confiné ou un aquifère libre, en particulier dans un scénario de pom-
page. Nous soulignons que dans la section portant sur l’impact de la porosité,
les tests ont montré que, sans forçage extérieur, la différence entre les 2 types (
aquifère confiné - aquifère libre) est perceptible pour des porosités faibles. Les
résultats ci-dessous (cf. figure 7.21) montrent que, même pour des porosités non
faibles et dans un scénario de pompage, l’évolution de l’interface entre la zone
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Figure 7.21: Comparaison de l’évolution de l’interface pour un aquifère confiné




Dans ce travail, nous avons proposé un algorithme précis et efficace pour ré-
soudre le problème d’intrusion marine. Cet algorithme dérive du modèle dé-
coulant de l’approche ’interface diffuse’ qui implique un terme diffusif supplé-
mentaire dans les edp’s gouvernant l’évolution des inconnues et qui permet de
garantir un principe du maximum permettant en outre de préserver la hiérarchie
entre les hauteurs des interfaces. Ces deux raisons nous ont conduit à privilégier
la méthodes des éléments finis pour la résolution numérique du problème plutôt
que la méthode des volumes finis qui semble, néanmoins, mieux adaptée au prob-
lème dans le cas de l’approche avec ’interface nette’ (car ce schéma préserve le
principe du maximum). Nous avons fait l’analyse numérique des schémas semi-
implicites en temps pour les 2 types d’aquifère en établissant des théorèmes
d’estimation d’erreur, montrant que la méthode Pk-Lagrange est d’ordre k en
espace et d’ordre 1 en temps sous une condition de stabilité entre le pas d’espace
et le pas de temps. Ce résultat a été prouvé en utilisant la régularité de la solu-
tion spécifique au problème, plus précisèment la régularité L4(ΩT ) établie pour
les gradients des inconnues. Les simulations numériques montrent que, même
si le principe du maximum n’a pas été prouvé pour le schéma éléments finis,
les solutions approchées vérifient ce principe, ce qui résulte du fait qu’à la base,
le modèle avec l’approche ’interface diffuse’ satisfait ce principe. Les compara-
isons entre les approximations éléments finis et volumes finis illustrent que les
2 méthodes conduisent à des résultats qualitatifs similaires lorsque le système
évolue sans forçage extérieur. En revanche, avec la méthode volume fini (MVF)
, les interfaces semblent être affectées localement par l’injection d’eau douce
(ou le pompage) et les effets sur les interfaces sont moindres comparés à ceux
observés avec la méthode élément fini (MEF). Nous avons utilisé le schéma élé-
ment fini pour illustrer l’impact des caractéristiques hydrogéologiques du milieu
poreux sur le comportement des interfaces, telles que la porosité et le coeffi-
cient d’emmagasinement. Enfin nous avons comparé numériquement les deux
approches ’interface nette’ et ’interface diffuse’; les simulations montrent que
l’existence même de cette zone de transition impacte clairement les évolutions
des interfaces et spécialement de l’interface salée, permettant ainsi d’obtenir des
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résultats plus conformes à la réalité.
Cette conclusion entraine naturellement les perspectives à court terme : à
savoir l’étude complète du schéma volume fini avec un résultat de convergence
dans le cas d’un aquifère confiné et d’un aquifère libre et la résolution théorique
et numérique des problèmes d’identification des paramètres. A plus long terme,
ce code a vocation à être couplé à d’autre problématiques telles que la contam-
ination de la nappe phréatique ou les problèmes de crue des rivièrres.
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