Abstract. In this paper, we introduce an iterative linearization scheme that allows to approximate the weak solution of the p-Poisson problem
Introduction
In this paper we study weak solutions of the p-Poisson equation
where Ω ⊂ R d is open and bounded and 1 < p < ∞. The solution might be scalar or vector-valued.
Nonlinear problems of this type appear in many applications, e.g. non-Newtonian fluid theory [Lad67] , turbulent flow of a gas in porous media, glaciology or plastic modeling. Moreover, the p-Laplacian has a similar model character for nonlinear problems as the ordinary Laplace equation for linear problems; see [Lin06] for an introduction.
As usual we are looking for the weak solution of (1.1). In particular, for we are searching for a function u ∈ W Due to the non-linear structure of the problem it is hard to obtain numerical solutions of this problem. Our goal is to construct solutions of (1.2) by means of a numerically accessible algorithm. In particular, we construct an iterative algorithm that approximates solutions of (1.2), where in each step only a linear problem has to be solved. We focus here on the iteration on the infinite dimensional space W 1,p 0 (Ω). However, the same algorithm will immediately apply also to discretized versions of the p-Poisson problem, e.g. by means of finite elements or wavelets. This coincides with the approach discussed in [CU05] to first finding an iteration on the infinite-dimensional solution space and later discretize in space.
In this paper we restrict ourselves to the case p ∈ (1, 2], since we are in particular interested in relative small values of p, also because the case of p > 2 is already addressed to a certain extent in [CU05] . We will see in Example 4.3 that our algorithm actually only works properly for the range of p ∈ (1, 2].
Coming from the weak formulation (1.2) one can interpret the problem as a weighted Laplace problem The advantage of this step is that the calculation of v n+1 only requires to solve a linear problem. This allows to discretize this step later numerically. The problem with this approach however, is that the weighted Laplace problem is only well posed if a is bounded from above and from below away from zero. However, the weight |∇v n | p−2 degenerates, at points where |∇u| = 0 or |∇u| = ∞. To overcome this problem we will use some relaxation arguments. Therefore, we introduce in our algorithm two relaxation parameters ε − , ε + ∈ (0, ∞) with ε − ε + that ensure that the weight is truncated properly from below and above. In particular, we replace a by its truncation
Note that this is just the (pointwise) closest point projection of a to the truncation interval [ε − , ε + ]. The limit ε − ց 0 and ε + ր ∞ will recover the unrelaxed or original problem. We also write ε := [ε − , ε + ] and interpret ε both as a pair (ε − , ε + ) and as the truncation interval [ε − , ε + ]. We will write ε → [0, ∞] as a short version of ε − ց 0 and ε + ր ∞. We will see later, see Corollary 3.13, that for nice data f the lower parameter ε − is the crucial one.
We suggest the following algorithm:
while desired accuracy is not achieved yet do Define a n := ε n,− ∨ |∇v n | ∧ ε n,+ ; Calculate v n+1 by means of
Choose new relaxation interval ε n+1 ⊃ ε n . Increase n by 1; end Since 0 < ε n,− ε n,+ < ∞ the equation for v n+1 in the algorithm is always well defined, since it is uniformly elliptic (with constant depending on ε n ). In Section 2 we provide a detailed derivation of this algorithm from a relaxed energy minimization problem with two parameters.
If we apply the algorithm with fixed relaxation parameter ε independent on n, i.e. 0 < ε − ε + < ∞, then our iterates v n converge to the unique minimizer u ε of another relaxed energy J ε . We study this limit in Section 4 and present (linear) exponential rates.
In Section 3 we study how the minimizers u ε of the relaxed energy J ε converge to the minimizer u of the original problem. This convergence can also be interpreted as a limit in the sense of Γ-convergence. We use a novel argument based on the Lipschitz truncation technique to establish a recovery sequence. However, we go beyond a pure Γ-limit and provide specific rates of convergence depending on ε.
Finally, in Section 5 we combine the estimates of the two previous sections to deduce an overall error analysis with algebraic rates.
Derivation of our Algorithm
In this section we show that the algorithm can be deduced from an alternating minimization of a relaxed energy. Recall that 1 < p 2 throughout this article. Since the case p = 2 is just the standard Laplace problem, it suffices in the following to consider the case 1 < p < 2 only.
Let us introduce some standard notation. We use W 1,p (Ω) and W 1,p 0 (Ω) for the Sobolev space without and with zero boundary values. We use c for a generic constant whose value may change from line to line. We also use f g for f c g. We also write f g for f g and g f .
The most important feature of the algorithm is that it only needs to solve linear sub-problems. Therefore, we extend the energy functional by an additional parameter a : Ω → [0, ∞) such that the new functional is quadratic with respect to v. In particular, we define
This energy is well-defined for all v ∈ W 1,p 0 (Ω) and measurable a : Ω → [0, ∞) but might take the value ∞. This relaxed energy in convex with respect to (v, a). This follows from the fact that β(t, a) :
is positive definite as a p−2 0 and det((∇ 2 β)(t, a)) = a 2p−6 t 2 (2 − p)(p − 1) 0. At this step we used 1 < p 2.
Remark 2.1. If p > 2, then the relaxed energy J (v, a) is neither bounded from below nor convex with respect to a. Therefore, the algorithm derived below using the minimization with respect to a does not lead to a feasible problem for p > 2. See also Remark 4.4.
Note that J (v, a) (for fixed a) is quadratic with respect to v and a minimization with respect to v leads formally to the elliptic equation
see (1.4) for its weak form.
Unfortunately, the ellipticity of this system degenerates for a(x) → 0 and a(x) → ∞. To overcome this problem we restrict the minimization with respect to a (for fixed v) to functions with values within a relaxation interval [ε − , ε + ] ⊂ (0, ∞), i.e. ε − a(x) ε + . This minimization with respect to a (for fixed v) has a simple solution, namely arg min
where ∨ denotes the maximum and ∧ the minimum, since
This allows us to define for fixed ε
This immediately implies that the relaxed energy J ε (v) is monotonically decreasing with respect to ε, i.e., an increasing interval ε in terms of inclusion decreases the energy J ε (v).
This new relaxed energy J ε somehow "hides" the constrained minimization with respect to a. We can write
Note that 1 p t p κ ε (t) for all t 0 and
Based on the above observations it is natural to iteratively minimize J (v, a) alternating between v and a. Certainly, we have also to increase the relaxation interval ε. Thus our algorithm reads as follows:
Algorithm: The relaxed p-Kačanov algorithm (energy version)
while desired accuracy is not achieved yet do Calculate a n by means of a n := arg min
Calculate v n+1 by means of
Choose a new relaxation interval ε n+1 ⊃ ε n ; Increase n by 1; end This is just the algorithm given in the introduction written in different form.
Convergence in the Relaxation Parameter
In this section we show that the minimizers u ε of the relaxed energy J ε converge to the minimizer u of J for ε → [0, ∞] and derive an upper bound for the relaxation error.
Since
0 (Ω), as we have seen above. Certainly, there is a gap between the space W 1,p 0 (Ω) and W 1,2 0 (Ω). To close this gap we need a finer analysis of the energies, which requires the use of Orlicz spaces. We state in the following some standard results for these spaces, see for example [KR61] .
A function ϕ : R 0 → R is called an N-function if and only if there is a rightcontinuous, for t > 0 positive and non-decreasing function ϕ ′ : R 0 → R with
An N-function is said to satisfy the ∆ 2 -condition if and only if there is a constant c > 1 such that ϕ(2t) c ϕ(t). For an N-function satisfying the ∆ 2 condition we define the Orlicz space to consist of those functions v ∈ L 1 loc (Ω) with Ω ϕ(|v|) dx < ∞. It becomes a Banach space with the norm f ϕ := inf {γ > 0 : 
The function κ ε cannot be an N-function, since κ ε (0) = 0, . However, if we define
then ϕ ε is an N-function. It can be verified that ϕ ε satisfies the ∆ 2 -condition with a constant independent of ε.
Since ϕ ε (t) ε p−2 + t 2 for large t and Ω is bounded, we have L ϕε (Ω) L 2 (Ω). However, the constant of the embedding L ϕε (Ω) ֒→ L 2 (Ω) depends on ε, so this equivalence is of no big use. Instead we use the chain of embeddings
with constants independent of ε. This follows from the fact that the Simonenko indices of ϕ ε are within [p, 2] .
Since ϕ ε is strictly convex and κ ε (t) = ϕ ε (t) + κ ε (0), the energy J ε admits a unique minimizer u ε ∈ W 1,ϕε 0
(Ω) whose Euler-Lagrange equation is
At this we used that
Remark 3.1. Let us consider the special case
p−2 t leads to the so-called shifted Nfunctions introduced in [DE08] , which has similar properties as our version, see for example Lemma 3.6 and Lemma 3.7 below. However, the version from this paper is much more suitable for our energy relaxation, since it is closer to the original function 1 p t p on the truncation interval ε (the derivatives agree there).
Since W 1,p 0 (Ω) is the smallest space, see (3.2), which contains the u ε and u, it is natural to consider all energies J and J ε as functionals on W 1,p 0 (Ω) with possible value ∞.
Let us recall that the goal of this section is to show that u ε converges to u in W 1,p 0 (Ω). Since W 1,p 0 (Ω) is uniformly convex, this strong convergence is a consequence of weak convergence and energy convergence J (u ε ) → J (u). It is possible to show the weak convergence as well as that of the energy by means of Γ-convergence. Indeed, we will see in Remark 3.9 that J ε → J in the sense of Γ-convergence. However, we will derive in the following much stronger results that provide us with a precise rate of convergence for the energies. This energy convergence implies strong convergence of the sequence, see the proof of Corollary 3.8.
Let us turn to the convergence of the energies J (u ε ) → J (u) for ε → [0, ∞]. Since J ε is monotonically decreasing with respect to ε, it follows from the minimizing properties of u and u ε that
Therefore, it suffices to prove the stronger claim
In fact, we will later need this stronger estimate in the other sections.
It follows from the minimizing property of u ε that
So it would be natural to estimate J ε (u) − J (u) in terms of ε and u. However, the solution u is unfortunately a priori only a W 1,p 0 -function, so J ε (u) might be infinity. Hence, we cannot assure that this difference is small. This is only possible if we assume higher regularity of u. In order to treat arbitrary right-hand sides f ∈ (W 1,p 0 (Ω))
* at this point, we have to use a much more subtle argument. For this we need a result from [DKS13, Subsection 3.5] and [BDS16, Theorem 2.7], which allows to change u on a small set such that it becomes a Lipschitz function. This technique is known as the Lipschitz truncation technique. Its origin goes back to [AF88] . As a tool we need the Hardy-Littlewood operator, e.g. (Ω) of v with the following properties:
0 (Ω) as λ → ∞. All our convergence results concerning the relaxation parameter ε are based on the following result, which shows how the energy relaxation depends on the truncation interval ε. 
holds for all λ ε + /c 1 , where c 1 is the (hidden) constant from Theorem 3.2 (d).
Proof. Let λ ε + /c 1 and let T λ u be the Lipschitz truncation of u. Then |∇T λ u| c 1 λ ε + .
Using the minimizing property of u ε and the equation for u we get
This, the previous estimate and Theorem 3.2 (e) imply
Proof. Due to (3.5) it suffices to prove J ε (u ε ) → J (u). Consider the right-hand side of (3.7) with λ := ε + /c 1 . The first term goes to zero as ε − → 0. Now consider the second term. Since O λ (u) ⊂ {M (∇u) > λ} and ∇u ∈ L p (Ω) we get by the weak L p -estimate of the maximal operator
Before we continue we need the following natural quantities, see [DE08] .
Definition 3.5. For P ∈ R d we define Lemma 3.6.
where the constants can be chosen independently of ε.
Lemma 3.7. The following estimates hold for arbitrary v ∈ W 1,ϕε 0
(Ω) and u ε being the minimizer of J ε :
We are now prepared to show the convergence of minimizers u ε of J ε to u.
It follows from the shift-change-lemma [DK08, Corollary 26] that for all δ > 0 there exists c δ > 0 such that
This and
Remark 3.9 (Γ-convergence). It is also possible to deduce J ε (u ε ) → J (u) and u ε → u in W 
So the properties of the Lipschitz truncation, see Theorem 3.2 (f ), imply that the right-hand side goes to zero as ε → [0, ∞]. Hence, T ε+/c1 v is a recovery sequence of v. Moreover, J ε J , so the standard theory of Γ-convergence proves
To our knowledge this is the first time that the Lipschitz truncation is used to construct a recovery sequence.
Up to now, we discussed the convergence of u ε → u without any additional assumptions on the data f ∈ (W 1,p 0 (Ω)) * and the domain Ω. If f is more regular and ∂Ω is suitably smooth, then we obtain specific rates for the convergence. The rates of convergence will follow from the regularity of ∇u in terms of the weak-L q spaces L q,∞ (Ω), which consists of those functions such that
Lemma 3.10. Let ∇u ∈ L q,∞ (Ω) for some q > p. Then,
is bounded. This follows for example by extrapolation theory, see [CUMP04, Theorem 1.1]. In particular,
Moreover, let L q,1 (Ω) denote the usual Lorentz space, which consists of functions v such that
where |O λ | denotes the Lebesgue measure of O λ . Applying Theorem 3.3 with λ := ε + /c 1 yields the statement.
To exemplify the consequence of our convergence result Lemma 3.10 we combine it with the regularity results of [CM10] and [Ebm02] : 
Theorem 3.12 ([Ebm02], (4.3)).
Let Ω be a polyhedral domain where the inner angle is strictly less than 2π and f ∈ L p ′ (Ω) and
Proof. Actually, it is proven in [Ebm02] (4.3) that |∇u| 
(Ω) and so for λ := ε + /c 1 and ε + large enough, O λ (u) = ∅. Hence, Theorem 3.3 implies the estimate.
Corollary 3.14. Under the assumptions of Theorem 3.12 we have
, an application of Lemma 3.10 finishes the proof. 
Convergence of the Kačanov-Iteration
In this section we study the convergence of the Kačanov-iteration for fixed relaxation parameter ε = [ε − , ε + ]. In particular, for v 0 ∈ W 1,2 0 (Ω) arbitrary we calculate recursively v n+1 by
We will show that v n converges to the minimizer u ε of the relaxed energy J ε . In particular, we show exponential decay of the energy error J ε (v n ) − J ε (u ε ). The proof is based on the following estimate, proved below.
Theorem 4.1. There is a constant c K > 1 such that
This theorem says that in each iteration we reduce the energy by a certain part of the remaining energy error. This implies
As a direct consequence we will obtain the following exponential convergence result.
Corollary 4.2. There is a constant c > 1 such that
Let us get to the proof of Theorem 4.1.
Proof of Theorem 4.1. Using Lemma 3.7, the equation for u ε and Young's inequality we get for arbitrary γ > 0
Let use define
For the first term I we calculate with the equation (4.1) for v n+1
For the second term II we use ε
− , Lemma 3.6 and Lemma 3.7 to get
Putting all estimates together we get
2−p yields the statement.
Example 4.3 (Peak function).
Let Ω := B 1 (0) and f (x) = − div(
Then the minimizer of J is given by u(x) = 1 − |x|, which look like a peak. Since |∇u| ≡ 1, the factor |∇u| p−2 in the p-Laplace does not appear for the minimizer. So in this case u also minimizes every J ε as long as ε − 1 and ε + 1. This follows from
Let us see how our algorithm performs with the start value v 0 := 0. It is easy to see that v n = α n u with α 0 := 0 and α n+1 :
Moreover,
This estimate with s := (2 − p) n ∈ (0, 1] and t := ε s − ∈ (0, 1] gives
is sharp. Indeed, the energy differences
2n for large n. This shows that it is impossible to get an energy reduction as in (4.2) with δ independent of ε. Indeed, Corollary 4.2 would imply
which contradicts the above calculations.
Nevertheless, our asymptotic shows that in this particular case
2 < 1 independent of ε. Therefore, it remains open if such an estimate holds in the general case.
Remark 4.4. Although our considerations are all under the assumption 1 < p 2 it is interesting to check how the algorithm performs in the case p > 2 for our Example 4.3.
If p 3 and ε + := 1 ε− for some ε − < 1, then it follows from (4.3) that α 0 = 0 and α n = ε
Therefore, our Kačanov iteration does not converge as p 3.
If p ∈ (2, 3) and ε + := for n 1 and v n still converges to u.
Algebraic Rate
As we learned in the last section the Kačanov iteration converges for fixed ε, but the rate depends badly on the choice of the relaxation interval ε = [ε − , ε + ]. Furthermore, we have algebraic convergence of the error J ε (u ε ) − J (u) induced by the relaxation. We will combine these results to deduce an algebraic rate of the full error J εn (v n ) − J (u) in terms of n for a specific predefined choice of ε n . To achieve our goal we will use that |∇u| ∈ L q,∞ (Ω) for some q > p, which is justified by Theorems 3.11 and 3.12.
Let us consider a sequence of solutions created by our relaxed p-Kačanov algorithm. In particular, ε n is now a sequence. Then exactly as in Theorem 4.1 we get the following estimate. ) we would get a reduction of the error J εn (v n ) − J (u) by the factor (1 − δ n ). On the other hand this last term is small if ε n,− → 0 and ε n,+ → ∞, so it should not bother too much. Nevertheless, the reduction factor (1 − δ n ) tends to 1 if ε n,− → 0 and ε n,+ → ∞. This proves the lemma.
Remark 5.4. We have seen that the choice ε n = [(n + 1) −α , (n + 1) β ] ensures that the error decreases at least with an algebraic rate. However, the decay of the relaxed energy error G n − G ∞ can never be faster than algebraically with this choice of ε n . Hence, this choice is also very restrictive. From numerical experiments we performed, we have seen that it is possible to decrease ε n,− and increase ε n,+ much faster and still obtain convergence. Moreover, the observed convergence is much faster than algebraic and more of exponential type. We will present the details of such numerical experiments in a future paper. Let us summarize: the algorithm of this section ensures an algebraic convergence rate, but in practice we expect a better behavior for other choices of ε n , still to be investigated.
