The Global Positioning System (GPS) is increasingly coming into use to establish geodetic networks. In order to meet the established aims of a geodetic network, it has to be optimized, depending on design criteria. Optimization of a GPS network can be carried out by selecting baseline vectors from all of the probable baseline vectors that can be measured in a GPS network. Classically, a GPS network can be optimized using the trial and error method or analytical methods such as linear or nonlinear programming, or in some cases by generalized or iterative generalized inverses. Optimization problems may also be solved by intelligent optimization techniques such as Genetic Algorithms (GAs), Simulated Annealing (SA) and Particle Swarm Optimization (PSO) algorithms. The purpose of the present paper is to show how the PSO can be used to design a GPS network. Then, the efficiency and the applicability of this method are demonstrated with an example of GPS network which has been solved previously using a classical method. Our example shows that the PSO is effective, improving efficiency by 19.2% over the classical method.
Introduction
In recent years, satellite methods such as the Global Positioning System (GPS) have gradually been replacing traditional procedures for conducting precise horizontal control surveys. In fact, GPS not only yields horizontal positions, but it gives ellipsoidal heights as well. Thus, GPS provides three-dimensional surveys (Ghilani and Wolf, 2006) . Upon development of the Global Positioning System (GPS), it became very attractive for surveyors due to its fast, accurate and economical results. GPS also can be operated in all weather and 24 hours a day, while still givin precise surveying measurements.
Theoretically, the best precision and reliability of the relative positions of a GPS network can be obtained if all visible satellites are tracked as long as possible and all possible baselines in the network are measured. Due to the limitations of time and expense, however, that will rarely happen in practice, and therefore an optimum survey design has to be made in order to achieve some prescribed design criteria while minimizing effort (Kuang, 1996) .
In the present study, the optimization procedure gives the optimal observational weights, which can be grouped into significant and zero or insignificant weights. The significant weights, some of which may be smaller than the initial weights, are then replaced by their corresponding initial weights. Baselines that obtain a zero or insignificant weight represent those that should be deleted from the final observing plan.
There are two methods for design of a GPS network, classical methods and intelligent optimization techniques. Classical methods include the trial and error method and the analytical method, while intelligent optimization techniques include global optimization techniques and local optimization techniques. Recently, some global optimization methods such as the Particle Swarm Optimization (PSO) algorithm or genetic algorithms have begun to be used in geodetic science (Yetki et all. 2008 ).
The PSO method was originally intended for simulating the social behavior of flocks of birds, but the algorithm was simplified and the realization was made that the agents, here typically called particles, were actually performing black-box optimization. In PSO the population of particles is typically called a swarm. In the PSO method, particles are initially placed at random positions in the search-space, moving in randomly defined directions. The direction of a particle is then gradually changed so it will start to move in the direction of the best previous positions of itself and its peers, searching in their vicinity and potentially discovering even better positions.
In the present study, our aim was to carry out observational plan optimization of GPS networks with respect to the accuracy criteria, based on the PSO technique.
Formulation the GPS Surveying Network Problem
A GPS network is distinctly different from a classical survey network in that no inter-visibility between stations is required. In GPS surveying, after defining the locations of the points for an area to be surveyed, GPS receivers will be used to map this area by creating a network of these coordinated points. These points, called control stations within the context of surveying, are fixed to the ground and located by an experienced surveyor according to the nature of the land and the requirements of the survey [Leick, 1995] . At least two receivers are required to simultaneously observe GPS satellites where one receiver is mounted on each station. The immediate outcome of the observation is covariance matrix of the observed vector between these two stations as follows [Doma and Elshouny, 2012] :
The total weight matrix P in adjustment model is
where Σ Li : is the covariance matrix of the observed vector i, and m: is the number of observed vector.
The preceding method can then be implemented to find the solution to the precision-approach SOD problem. The initial system of observing equations can be expressed as (Baselga, 2011) Ax
Along with weighting matrix P; where A is the design matrix; x is the solution vector; l is the vector of observed minus computed observations; and ε is the residuals vector.
Only A and P are known during the design stage. They are used to compute the prior covariance matrix or cofactor matrix (Kuang, 1996) :
Constraints can then be placed on the weights to be obtained; in the present study, as a new strategy, this includes at least the need for some of them to be negative so that they will be deleted from the final observational plan. A solution to Eq. (5) always exists, but the attained degree of approximation to the desired matrix will depend on the particular problem.
In the present study Eq. (5) will be solved using one an intelligent optimization technique (Particle Swarm optimization) leading to reduction of GPS baselines.
The Optimization Solution Techniques
In general, there are several techniques that can be applied for solving the problem of determining the maximum or minimum value of a function. The main kinds of these techniques are (see Fig. 1 ) classical optimization techniques and intelligent optimization techniques.
Classical Optimization Techniques
The classical optimization techniques are useful for finding the optimum solution or unconstrained maxima or minima of continuous and differentiable functions.
Figure 1. Optimization solution techniques
These techniques can be grouped into two major types: trial and error techniques and analytical techniques (see Fig. 1 ). For instance, Kuang (1991) used an analytical technique (linear programming) to solve the mathematical model in Equation (5), a technique which was developed during the Second World War by British scientists needing to solve the problem of finding the best sites for new defensive radar installations. Although the origin of this technique lies in Great Britain, the first mathematical method (the "simplex method") of linear programming was invented by American mathematician George B. Dantzig in 1947 (see Kuang, 1991) .
Intelligent Optimization Techniques
Classical techniques are not exempt from problems. For instance, there may be either no consistent solution [Müller 1985 ], or a solution wherein the proposed network contains many observations which are assigned a weight of zero, which makes these sites disappear from the observation plan and drastically diminishes network redundancy (Grafarend, 1974) . Many new attempts and applications have been derived for network design problems such as intelligent optimization techniques. The successful performance of these intelligent optimization techniques has also led to their application in many other problems in geodesy and geodynamics.
Intelligent optimization techniques represent a new approach to addressing complex problems with uncertainties. Intelligent systems are defined by such attributes as having a high degree of autonomy, being capable of reasoning under uncertainty, having higher performance in a goal seeking manner, working at a high level of abstraction, being able to fuse data from a multitude of sensors, learning and adapting to a heterogeneous environment, and so on. Intelligent optimization techniques can be divided into two categories: local and global optimization (Fig. 2) .
Figure 2. Local and Global Optimization
A local maximum is a candidate solution that has a higher value from the objective function than any candidate solution in a particular region of the search space. Many optimization algorithms are only designed to find the local maximum, ignoring both other local maxima and the global maximum. For example, if we choose the interval [0,2.5] as our search space in Fig. 2 , the objective function has a local maximum located at the approximate value x = 1.8.
A global (actual) maximum value from the same figure, however, would equal 3.8.
Recently, new solutions for optimization problems for geodetic networks have emerged which are intelligent (global) optimization techniques. These include Genetic Algorithms (GAs), Particle Swarm Optimization (PSO) and Simulated Annealing (SA).
In the present study, we will be use one of global optimization methods, "Particle Swarm Optimization" PSO, to choose the optimum baselines in a GPS network.
Particle Swarm Optimization (PSO)
Particle swarm optimization (PSO) is a population-based stochastic optimization technique developed by Kennedy and Eberhart (1995) , inspired by social behavior of bird flocking or fish schooling.
The implicit rules adhered to by the members of bird flocks and fish schools which enable them to move in a synchronized manner without colliding and with amazing choreography, had been studied and simulated by several scientists (Heppner and Grenander 1990; Reynolds, 1987) . When a swarm looks for food, its Individuals will spread in the environment and move around independently. Each individual has a degree of freedom or randomness in its movements, enabling it to find concentrated food sources.
Eventually one individual will find something digestible and, being part of a social group, will announce this to its neighbors. Other individuals can then approach the source of food (Weise, 2009). Numerous examples coming from nature enforce the view that social sharing of information among the individuals of a population may provide an evolutionary advantage. This was the core idea behind the development of PSO (Eberhart et al. 1996) .
PSO shares many similarities with evolutionary computation techniques such as Genetic Algorithms (GAs). The system is initialized with a population of random solutions and searches for optima by updating over generations. However, unlike GAs, PSO has no evolutionary operators such as crossover and mutation. In PSO, the potential solutions, called particles, fly through the problem space by following the current optimum particles (Sivanandam and Deepa 2008).
PSO Algorithm
The PSO algorithm consists of just three steps, which are repeated until some stopping condition is met (Hassan et al. 2004 ):
• Evaluate the fitness of each particle
• Update individual and global best fitnesses and positions
• Update the velocity and position of each particle
The first two steps of this algorithm are fairly trivial: fitness evaluation is conducted by supplying the candidate solution to the objective function, while individual and global best fitnesses and positions are updated by comparing the newly evaluated fitnesses against the previous individual and global best fitnesses, and replacing the best fitnesses and positions as necessary. Figure 3 shows the initial state of a four-particle PSO algorithm seeking the global maximum in a one-dimensional search space.
The velocity and position update step is responsible for the optimization ability of the PSO algorithm. The velocity of each particle in the swarm is updated using the following equation (Kennedy and Eberhart 1995) :
Where: v i (t) is the velocity of particle i at time t, x i (t): is the position of particle i at time t, w is the inertial coefficient is typically between 0.8 and 1. The first term wv i (t) is the inertia component, responsible for keeping the particle moving in the same direction it was originally heading. The second term c 1 r 1 [x i (t)-x i (t)], called the cognitive component, acts as the particle's memory, causing it to tend to return to the regions of the search space in which it has experienced high individual fitness. The third term c 2 r 2 [g(t) -x i (t)], called the social component, causes the particle to move to the best region the swarm has found so far.
Figure 3. The initial state of particles
Once the velocity for each particle is calculated, each particle's position is updated by applying the new velocity to the particle's previous position (Eberhart et al. 1996 ):
This process is repeated until some stopping condition is met.
Some common stopping conditions include going through a preset number of iterations of the PSO algorithm, a certain number of iterations since the last update of the global best candidate solution, or a predefined target fitness value.
Yetki et al. (2011), Doma and Sedeek (2012) , and Dwivedi and Dikshit (2013) .
A MATLAB implementation of the algorithm for the following example is provided along with the corresponding data matrices. The PSO code is easily adaptable to the reader's particular SOD applications.
Application Example
Following Kuang (1996), we will assume that we have a network of 18 stations to be positioned using the GPS relative positioning technique (Fig. 4) . Suppose that the selected GPS receivers can determine a baseline with the following precision σ s :
Where S is the length of a baseline. According to the proposed configuration of the ground, the maximum number of quasiindependent baselines is 153. 
and σ oij are the minimum attainable standard deviations of the coordinate components of the network stations achieved by observing all possible baselines.
We then take the maximum achievable weights calculated from the maximum achievable precision expressed by Eq. (8) as the initial approximate weights of observations for both the classical method according to Kuang (1996) and the proposed method (PSO). From Kuang (1996) , after decreasing of 2.0 mm in the precision of network, a total of 73 baselines could be deleted (leading to a savings of 47.7 % in field work). The standard deviations of the station coordinates as obtained from the optimized observing scheme are listed under σ P in column 3 of Table 1 . In the current study, the basic strategy for the implementation of the PSO technique to perform a SOD following the objective function expressed in Eq. (5) is given as follows:
1. Compute an initial cofactor matrix Q x : from calculation of A and P matrices, compute the cofactor matrix expressed in Eq. (4) for all possible combination baselines.
2. Select PSO parameters: incorporate factors such as an inertial coefficient, a cognitive coefficient and a social coefficient, listed in Table 2 . 5. Run PSO code: (see an appendix MATLAB code).
Using the proposed method (PSO) results in an optimization with zero or insignificant weights for a total of 87 baselines; these baselines can thus be deleted, leading to a savings of 56.9% of the field work (as seen in Table 3 ), while maintaining standard deviations of the coordinate components less than and close to the required value. The optimized observing scheme is shown by Fig. 6 . The standard deviations of the station coordinates as obtained from the optimized observing scheme are listed under σ P in column 6 of Table 1 . Column 7 of Table 1 lists the differences between σ o and σ P . According to these results, our criteria given in Eq. (9) are satisfied for all points, i.e., all the differences are less than or practically equal to 2.0 mm (see Fig. 5 ). 
Parameter Value
No. of particles 25
Iteration 300 w decreasing from 1 to 0 during the iterative process (c1) 1.5 (c2) 1.0
Conclusions
This study draws attention to the importance of new techniques in choosing optimum baselines for GPS networks using the global optimization methods. In this study we use the Particle Swarm Op- This paper presents an investigation on the efficacy of particle swarm optimization (PSO), a popular global optimization algorithm to solve complex optimization problems, for the second order design (SOD)-a process of selecting an optimal baseline con-figuration in a GPS network while satisfying the desired precision criteria at minimal cost. The algorithm is tested on a GPS network which can also be solved using the classical technique (Linear Programming) from Kuang 1996. Our results show that the PSO yields better results than linear programming in solving the SOD problem. Furthermore, our example shows that the PSO is effective because it yields networks that meet the optimization criteria with 14 more baselines removed, and thus saves more field work than the classical method. This can be quantified as a percent of improvement of
