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Diese Dissertation leistet einen Beitrag zum Themengebiet der Lokalisierung in
drahtlosen Netzwerken, indem zwei Klassen von kooperativen Lokalisierungsmetho-
den für gemischte Lokalisierungsumgebungen mit und ohne direkte Sichtverbindung
(LOS/NLOS) bereitgestellt werden. Als aus der praktischen Anwendung stammende
Einschränkungen wird hier angenommen, dass weder NLOS-Identifikation, noch exper-
imentelle Messungen durchführbar sind. Abhängig vom Umfang des Vorwissens über
das statistische Messmodell, werden zwei Klassen kooperativer Lokalisierungsmethoden
entwickelt. Zwei wichtige Beiträge sind zum einen Methoden, die eine zufriedenstel-
lende Lokalisierungsgenauigkeit bieten, während das benötigte Wissen über das statis-
tische Messmodell reduziert wird, zum anderen Methoden, die eine deutlich verbesserte
Lokalisierungsleistung bieten, ohne eine gute Initialisierung zu benötigen.
Der erste Teil der Dissertation behandelt die kooperative Lokalisierung in homogenen,
gemischen LOS/NLOS Umgebungen, wobei der Pfadverlust als Hauptmodellparame-
ter unbekannt ist. Der gewählte Ansatz basiert darauf, die Position und den Pfad-
verlust als Zufallsvariablen zu modellieren und die marginale, posteriore Verteilung
der unbekannten Parameter zu inferieren, aus denen Positionsschätzung und Unsicher-
heitsinformation gewonnen werden können. Dies wird mit Hilfe von message passing
Methoden erreicht, bei denen zwei Mengen von Funktionen, die als messages und
beliefs bezeichnet werden, iterativ aktualisiert werden. Durch die Kombination von
variabler Diskretisierung und Monte-Carlo-basierten numerischen Approximationss-
chemata erhält man zwei Mengen von Funktionen. Eine solche numerische Vorge-
hensweise erlaubt, die Regel zur Verbesserung der Nachrichten approximativ zu imple-
mentieren und somit den Rechenaufwand zu limitieren. Zusätzlich werden für Netzw-
erke mit Low-End-Sensoren, die nur quantisierte RSS-Messungen liefern, message pass-
ing Methoden und deren parametrische Varianten mit geringer Komplexität abgeleitet.
Im zweiten Teil der Dissertation wird der allgemeinere Fall behandelt, dass kein statis-
tisches Wissen über die LOS-/NLOS-Messfehler vorhanden ist, während präzisere Ent-
fernungsmessungen zur Verfügung stehen. Diese reagieren recht empfindlich auf NLOS-
Ausbreitung. Der Bias-Term jeder Abstandsmessung wird als unbekannter Parameter
behandelt und es wird gezeigt, dass die Bias-Parameter in LOS-dominierenden Szenar-
ien dünnbesetzt sind. Diese Eigenschaft wird dann ausgenutzt, indem zu den kon-
ventionellen Kostenfunktionen ein zusätzlicher Bestandteil hinzugefügt wird, der einen
dünnbesetzten Bias-Vektor fördert. Dies führt zu einer generischen, sparsity-promoting
regularisierten Methode. Durch Beschränkung der Kostenfunktion wird eine alterna-
tive, generische, bound-constrained regularisierte Methode entwickelt. Die Kostenfunk-
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tionen dieser beiden generischen Methoden werden so definiert, dass sie relaxiert wer-
den können, um mithilfe zweier semi-definite program (SDP)-basierter Methoden das
globale Optimum zu erreichen. Es wird theoretisch gezeigt, dass diese beiden SDPs
unter bestimmten Bedingungen in dem Sinne gleichwertig sind, dass sie sich die gle-
iche optimale Lösung teilen. Eine große Herausforderung der beiden vorgeschlagenen
SDPs liegt in der Wahl eines geeigneten Regularisierungsparameters. Es wird eine
effiziente, datengetriebene Methode entwickelt, um den Regularisierungsparameter zu
erhalten, welche auf der speziellen Struktur des bound-contrained regularisierten SDPs
basiert. Schließlich werden numerische Ergebnisse, basierend auf synthetischen und
experimentellen Daten, vorgestellt. Es wird gezeigt, dass die vorgeschlagenen SDP
Methoden insgesamt gute Lokalisierungsergebnisse liefern.
V
Abstract
This dissertation details two classes of cooperative localization methods for wireless
networks in mixed line-of-sight and non-line-of-sight (LOS/NLOS) environments. The
classes of methods depend on the amount of prior knowledge available. The methods
used for both classes are based on the assumptions in practical localization environ-
ments that neither NLOS identification nor experimental campaigns are affordable.
Two major contributions are, first, in methods that provide satisfactory localization
accuracy whilst relaxing the requirement on statistical knowledge about the measure-
ment model. Second, in methods that provide significantly improved localization per-
formance without the requirement of good initialization.
In the first half of the dissertation, cooperative localization using received signal
strength (RSS) measurements in homogeneous mixed LOS/NLOS environments is con-
sidered for the case where the key model parameter, the path loss exponent, is unknown.
The approach taken is to model the positions and the path loss exponent as random
variables and to utilize a Bayesian framework. The goal is to infer the marginal poste-
rior distribution of each unknown parameter, from which a position estimate, as well as
its uncertainty information, can be obtained. This is achieved by using message passing
methods in which two sets of functions, referred to as messages and beliefs, are itera-
tively updated. By combining variable discretization and Monte-Carlo-based numerical
approximation schemes, two sets of functions are obtained. Such a numerical strategy
allows the message updating rule to be implemented approximately while keeping the
computational complexity affordable. Additionally, for networks with low-end sensors
that only provide quantized RSS measurements, message passing algorithms and their
parametric variants of low complexity are derived.
The second part of the thesis considers the more general case where statistical knowl-
edge of the LOS/NLOS measurement errors is completely unknown, and range measure-
ments, which are believed to be more accurate but quite sensitive to NLOS propagation,
are available. The bias associated with each range measurement is modeled as an un-
known parameter, and it is shown that bias parameters possess a sparsity property in
LOS-heavy scenarios. This sparsity is exploited by introducing a sparsity-promoting
term in the conventional cost functions, giving rise to a generic sparsity-promoting
regularized formulation. By bounding the cost function, an alternative generic bound-
constrained regularized formulation is developed. To ensure global optimality, the cost
functions in these two generic formulations are specified so that they can be conve-
niently solved as two semi-definite programs (SDPs). It is theoretically shown, for
certain conditions, that these two SDPs are equivalent in the sense that they share the
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same optimal solution. A major challenge of these two SDPs lies in the selection of an
appropriate regularization parameter. An efficient data-driven strategy is developed
to determine the regularization parameter and this is based on the special structure of
the bound-constrained regularized SDP. Finally, numerical results, based on both syn-
thetic and experimental data, are detailed. It is shown that the devised SDP approach
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The advances in microelectromechanical system (MEMS) technology and wireless com-
munications underpin the recent development of different types of wireless networks,
such as wireless sensor networks, ultra-wideband wireless networks, Internet-of-Things,
etc. An indication of the growth and importance of wireless sensor networks can be
found in their market value: estimated to be USD 47 billion in 2019 and is expected
to reach USD 124 billion by 2025 [WSN].
Location-awareness is one essential and enabling feature of many wireless applications.
In some contexts, for example with environmental monitoring, wireless nodes have
to be deployed over a large area and this is only feasible if they are distributed, for
example, from an airplane. Naturally, with such distribution, there is a high degree
of randomness associated with the location of each wireless node. In such a context,
knowledge of the position of each node is of critical importance as it allows the in-
formation from the wireless nodes to be collated in a manner to facilitate high level
decision making. Despite the advances of global navigation satellite systems, such as
the Global Positioning System (GPS) and BeiDou Navigation Satellite System, it is
unrealistic to equip all wireless nodes with GPS/Beidou receivers which are very ex-
pensive and extremely power-consuming. Therefore, satellite independent localization
solutions have to be developed for such application scenarios.
The focus of this thesis is the development of satellite independent localization meth-
ods for these networks. The context is as described above where a network has part of
the following characteristics: First, a network which comprises of hundreds of wireless
nodes. Second, a network with little or no associated infrastructure, consistent with
only a small number of reference nodes whose positions are known. Third, wireless
nodes which have a very limited power supply such that the power of the transmitted
signal, and hence communication range, from an individual wireless node is limited.
Fourth, wireless nodes which have limited processing speed, storage capacity and com-
munication bandwidth. The first two features characterize different types of wireless
networks; while the last two pertain in particular to wireless sensor networks. The
last two characteristics are consistent with wireless nodes that can only provide posi-
tion related measurements that have low hardware requirements. More importantly,
conventional localization methods adopted in cellular networks and global navigation
satellite systems, are not suitable or even not straightforwardly applicable to wireless
network applications. This necessitates development of custom localization methods.
2 Chapter 1: Introduction
Specifically, this thesis details cooperative localization methods for wireless networks,
under the considerations of several limitations in real-world scenarios, such as mixed
line-of-sight and non-line-of-sight (LOS/NLOS) propagation environments, the absence
of full statistical knowledge of LOS/NLOS measurement errors, no training datasets
and no offline calibration.
Among different position related measurements, received signal strength (RSS) has
gained significant attention due to its ubiquitous use in radio frequency signal systems.
For example, an RSS indicator (RSSI) has been encoded in the IEEE 802.15.4 standards
[WG815]. Although an RSS measurement provides rather coarse distance information,
it can be exploited to enable low-cost, simple and opportunistic localization systems,
without the need for additional hardware. This is the motivation for the development
of cooperative localization algorithms using RSS measurements which is the focus of
the first part of the thesis. To be close to practical scenarios, path loss exponent, the
key parameter in the classical log-distance path loss propagation model, is considered
to be unknown.
The second half of the thesis considers a more general localization scenario, that of co-
operative localization using range measurements in mixed LOS/NLOS environments,
in which statistical knowledge about the measurement model is completely unknown.
In contrast to RSS measurements, which are generally available in various radio based
wireless networks, accurate range measurements are mainly provided in wireless net-
works with hardware of moderate to high quality, such as ultra wideband wireless
networks and some wireless sensor networks.
1.1 Cooperative Localization Methods
In conventional localization situations, a specific target node is usually connected to
several reference nodes. At a specific time instance, there is usually available a position
related measurement for each of the connections between the target node and the
reference nodes. Taking time-of-arrival (TOA) measurements, which is one type of
position related measurements, as an example, in a two dimensional context, three
TOA measurements, from three distinct reference nodes, are required to estimate the
position of a single target node without ambiguity. Such localization is known as non-
cooperative localization, has a long history and has been adopted in many contexts
including global navigation satellite systems.
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To ensure that each target node is connected to at least three reference nodes, it is
required that the reference nodes must be densely distributed. In general, this require-
ment is not met in many wireless networks, primarily due to the relatively low level of
network infrastructure (reference nodes). The limitation inherent in a wireless network
necessitates an alternative localization paradigm and one with potential is that of co-
operative localization where the position related measurements between target nodes,
called agents, are used along side the position related measurements available from the
reference nodes, called anchors. Research, over the past two decades, has shown that
cooperative localization can lead to significantly improved localization accuracy.
A variety of cooperative localization methods have been developed. Table 1.1 pro-
vides an overview of the five dominant types of methods. First, maximum-likelihood-
estimation-based methods are used when the localization measurements are known to
follow a specific statistical model (e.g., Gaussian or log-normal) and the parameters
of the statistical model are known in advance. One attractive advantage of estimators
arising from this approach is that their variance asymptotically approaches the Cramér
Rao bound, at least for the high signal to noise ratio case. Representative examples
include those published by Patwari et al. in [PHP+03a], Li in [Li07] and Simonetto
et al. in [SL14]. However, there are two major challenges with the use of maximum
likelihood estimation. First, the optimization problem that arises with such estimation
has many local optima and an initialization close to the global optimum is required for
good localization performance. Second, the assumption that the underlying statisti-
cal model is known in advance is often unrealistic. When measurements deviate from
the assumed model, the localization performance degrades with the use of maximum
likelihood estimation.
Second, least-squares-estimation-based methods are used when the statistical model as-
sociated with the localization measurements is unknown. The positions are estimated
by minimizing the sum of the squared distance residuals. A typical cooperative localiza-
tion method based on least-squares estimation is Algorithm 1 detailed by Wymeersch
et al. in [WLW09]. These methods are attractive due to their simplicity, since little,
or no, statistical knowledge is required in advance. However, similar to maximum like-
lihood estimators, the localization accuracy of these estimators can be affected by the
existence of many local optima. Further, even when some statistical knowledge is a
priori available, it is difficult to integrate this information into this approach.
Third, in multi-dimensional-scaling (MDS)-based methods, both the agents and an-
chors are first treated as having unknown positions and their positions are concate-
nated to build a matrix. The position matrix that minimizes the objective function is
then determined. The objective function is commonly a residual error function that
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measures the difference between the pairwise dissimilarity and the position related
measurements which may be relative ranges, pairwise RSS measurements [CPH06] or
even just connectivity information [SRZF04]. The estimated position matrix is then
transformed, including rotation, reflection, and translation, so that it is a best fit with
the known anchor positions. The advantages and disadvantages of MDS methods are
similar to that of least-squares-estimation-based methods.
Fourth, mathematical-programming-based methods avoid the problem associated with
local optima by converting the non-convex optimization problem to a convex problem
via convex relaxation. Well-known examples include second-order cone programming
(SOCP) [Tse07] and semi-definite programming (SDP) [BLWY06]. The advantage of
such mathematical-programming-based methods is that initialization is not a critical
issue since there are no local optima in convex optimization problems. In addition,
there exist several off-the-shelf toolboxes (e.g., SeDuMi [Stu99]) to solve such convex
problems. However, as with least-squares-estimation-based methods, statistical knowl-
edge cannot be fully exploited to improve the localization performance.
Fifth, message passing methods treat the positions as random variables with the
marginal posterior distribution of each position being calculated or approximated by
using message passing methods [IFMW05, WLW09]. Such methods are different from
those mentioned above in that a posterior probability density function is provided for
each agent location, while only a point estimate is provided by the methods mentioned
above. In general, this is advantageous but comes at the cost of significantly increased
computational complexity. Additionally, the statistical model of measurement error is
required in message passing methods.
1.2 Research Contributions
In this thesis, several advances with respect to cooperative localization methods for
wireless networks, operating under practical real-world constraints, are detailed. In
particular, mixed LOS/NLOS environments with only partial or even no statistical
knowledge about the measurement model are considered. It is assumed that neither
NLOS identification nor datasets from experimental campaigns conducted in advance
are available. In practice, good initialization is required to avoid local optima in coop-
erative localization methods and methods that avoid local optima solutions are detailed
in [JYF+16,JYF+20b,JYF+20a,JYZS21].
Advances include, first, when severely quantized RSS measurements are utilized it is
shown in [JYF+16] that message passing algorithms are effective for localization with
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Methods Advantages Disadvantages
Maximum likelihood - Asymptotic efficiency
- Local optima

























l of each position
- Computational complexity
- Statistical model required
Table 1.1: Advantages and disadvantages of representative cooperative localization
methods.
satisfactory localization accuracy. Two versions of message passing algorithms are
developed: a particle-based algorithm and a parametric-based one. It is shown, in a
typical scenario, that the latter is computationally more efficient than the former with
the trade-off being slightly degraded localization accuracy.
Second, in [JYF+20b], the problem of cooperative localization is generalized to the
scenario where RSS measurements are available but the path loss exponent is un-
known. Both positions and the path loss exponent are treated as random variables
and a Bayesian framework is developed so that jointly estimating positions and the
path loss exponent becomes a probabilistic inference problem. For this probabilis-
tic inference problem, message passing methods are developed in which the marginal
posterior of each unknown variable is approximately calculated. For mathematical
tractability, variable discretization and Monte-Carlo-based numerical approximation
mechanisms are combined. To reduce the computational complexity, an auxiliary im-
portance sampler is proposed for the belief update. This auxiliary importance sampler
has a complexity order which scales linearly with the number of samples. Moreover, a
novel strategy is developed for sampling from a normalized likelihood function, which
plays an important role in particle-based message passing methods and mathematically
interprets and corrects an existing heuristic sampling strategy.
Third, in [JYF+20a, JYZS21], a more general localization scenario is considered in
which statistical knowledge of the LOS/NLOS measurement errors is completely un-
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known but range measurements, which are generally more accurate but quite sensitive
to NLOS propagation, are available. For this case the bias associated with each range
measurement is treated as an unknown parameter and it is shown that the ranging bias
are sparse in LOS-dominating environments. By exploiting this sparsity property, the
localization problem can be formulated as two generic regularized optimization prob-
lems. Further modifications allow these two generic problems to be specified, giving rise
to two semi-definite programs which share equivalent optimal solutions under certain
conditions [JYZS21]. It is shown that an appropriate regularization parameter plays
a crucial role for accurate localization. Owing to the special structure of the bound-
constrained regularized SDP, an efficient data-driven method is proposed to determine
the regularization parameter.
1.3 Thesis Structure
In Chapter 2, necessary background information is detailed. First, position related
measurements as well as sources of error in such measurements are explained. Second,
fundamental concepts of inference on graphical models are reviewed, followed by a
short introduction to convex optimization. In Chapter 3, the problem of cooperative
localization for the case of severely quantized RSS measurements is considered. For
this case message passing methods are considered and are shown to provide satisfactory
location estimates. In Chapter 4, cooperative localization is considered for the case of
RSS measurements when the path loss exponent is unknown. The path loss exponent is
treated as a random variable and the associated localization problem is formulated in a
Bayesian framework. In Chapter 5, range measurements are considered for cooperative
localization in more general mixed LOS/NLOS environments, where the statistical
knowledge of the LOS/NLOS measurement error is completely unknown. Conclusions
and potential for further research are detailed in Chapter 6.
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In this chapter, some basic concepts that are relevant for the thesis are introduced.
First, different types of position related measurements as well as their advantages, dis-
advantages and main sources of error are introduced in Section 2.1. Second, necessary
background information on inference in graphical models is reviewed in Section 2.2,
including graphical models and (loopy) belief propagation. Third, several convex op-
timization related concepts, including convex sets, conic linear programming and the
Karush–Kuhn–Tucker conditions, are reviewed in Section 2.3. It is necessary to point
out that only necessary background information that is closely related to the thesis is
included in this chapter.
2.1 Position Related Measurements
The nature of the position localization system in a wireless network depends on the type
of technology being used, with radio-frequency-based technology being the most com-
mon one. Examples for such systems include the global navigation satellite systems of
the United States (the Global Positioning System), Russia (Global Navigation Satel-
lite System), China (BeiDou Navigation Satellite System) and the European Union
(Galileo System). Non radio-frequency-based systems include camera-based localiza-
tion systems, infrared-based localization systems and (ultra) sound-based localization
systems, to name a few. A thorough overview of different technologies is given in the
habilitation thesis [Mau12]. In this thesis, the focus is mainly on radio-frequency-based
localization methods.
With high performance radio-frequency-based systems, the position of a wireless node
can be directly inferred from the incoming radio signal, e.g. [Wei11]. With such sys-
tems, position localization is directly based on the waveform and corresponds to a one
stage process. In contrast, with the radio-frequency systems utilized in wireless net-
works, position localization is associated with two stages. In the first stage, position
related metrics are extracted from the radio frequency signal. In the second stage, from
the position related metrics, positions are estimated by using different localization al-
gorithms. Consistent with the majority of existing literature, this dissertation focuses
on the development of two-stage localization methods with the main focus being on
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the second stage. In the following, different position related measurements as well as
their sources of error are briefly introduced.
The first category is propagation time related measurements, including time-of-arrival
(TOA), round-trip propagation time and time-difference-of-arrival (TDOA). These
propagation time related measurements are inherently range related measurements,
since the relative distance is the product of the propagation speed and the true propa-
gation time along LOS propagation path. TOA measurement measures the difference
between the sending time at the transmitter and the receiving time at the receiver. One
requirement on the hardware is that local clocks at the transmitter and the receiver
must be synchronized. This requirement is unrealistic for many applications, especially
for wireless sensor networks with sensors of low cost. One alternative without the syn-
chronization requirement is round-trip propagation time. As indicated by its name, it
measures the propagation time in which one signal is propagated from a transmitter
to a receiver, replied by the receiver and returned to the same transmitter. Since this
round-trip time is calculated based on the same clock, there is no need for synchroniza-
tion. However, the delay caused by the processing at the receiver is one major source
of error for round-trip propagation time measurements. A second alternative avoiding
the synchronization requirement is TDOA that measures the difference between the ar-
rival time of the same signal transmitted by the same transmitter and received at two
different receivers. Clocks at all receivers are required to be synchronized, but clocks at
the transmitters are not required to be synchronized to the receivers. One localization
system based on TDOA measurements is the Global Localization System, in which
the clocks of all satellites are synchronized. The most widely used method for ob-
taining the propagation time related measurements is the generalized cross-correlation
methods [KC76], also called the maximum likelihood estimator for TOA.
The second class of position related measurements is received signal strength (RSS),
which is another type of range related measurements. RSS measures the power of
received signal, i.e., squared magnitude of signal strength. Compared with the prop-
agation time related measurements, RSS measurements are relatively unpredictable,
and the accuracy of range estimates inferred from RSS measurements is comparatively
low. However, RSS measurements are relatively inexpensive and easy to acquire, usu-
ally even without the need of additional hardware, which makes RSS measurements
attractive for network localization.
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where Pt is the transmit power, Gt is the antenna gain of the transmitter, Gr is the
antenna gain of the receiver, and λ is the wavelength of the transmitted signal. In real
world, multipath and shadowing are two major environmental factors that largely affect
the measured RSS. The existence of multipath may cause constructive or destructive
addition of signals at the receiver, leading to frequency-selective fading. This type
of fading can be eliminated by using a wideband method. Apart from the multipath
effect, RSS measurements are influenced by the shadowing effect as well. For instance,
one signal may be largely attenuated by obstructions (walls, trees, buildings, etc.). The
shadowing effect can be modeled as a random effect influencing the RSS measurements.
One typical statistical model characterizing the ensemble mean received power [dBm]
at distance d is given by






where P0(d0) is a reference power in dBm at the reference distance d0, α denotes the
path loss exponent, v is a zero-mean Gaussian random variable, and it represents the
log-normal shadowing error. Here, [dBm] denotes that the power is in dB milliwatts
units. The standard deviation of the received power, is in units of dB, and it may vary
between 4 and 12 in practical environments [Rap01]. It is evident that this statistical
model indicates a relation between the RSS measurement, Pr(d), and the distance, d.
From this perspective, RSS measurements can be seen as range related measurements
as well.
Though multipath and shadowing effects impair the accuracy of range estimates, spa-
tial RSS profile caused by the environmental randomness can be exploited for the
purpose of localization. The corresponding methods are RSS-profile-based localization
techniques, commonly called RSS-based fingerprinting [BP00]. In these techniques,
RSS measurements are treated as certain features that characterize each individual
position, and a signal strength map can be constructed for a specific area in advance.
Once a wireless node collects several RSS measurements, the position of this node can
be estimated by fingerprinting the RSS measurements and the RSS map.
The third category is angle-of-arrival (AOA) measurements. Complementary to the
range related measurements, AOA measurements provide information about the direc-
tion to connected wireless nodes. There are two common categories of techniques
for measuring AOA, including array processing techniques and phase interferome-
try [MFA07]. Measuring AOA typically requires an antenna array, which, however,
significantly increases the hardware cost. Typical AOA measurement methods include
maximum-likelihood-estimation-based algorithms and subspace-based algorithms, such
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as multiple signal classification (MUSIC) and estimation of signal parameters by ro-
tational invariance techniques (ESPRIT). For a detailed technical discussion on AOA
measurement methods, see [RRW96,Sch86,RK89].
In practice, the wireless nodes are probably placed with unknown orientation, and
the directivity of antennas may influence the AOA measurements. Apart from the
directivity of antennas, shadowing and multipath reflections are two environmental
factors impairing the accuracy of AOA measurements. An accurate AOA measurement
requires a direct LOS path between the transmitter and the receiver. A multipath
component or the blockage of the LOS path may lead to an AOA estimate of an
entirely different angle.
An additional type of position related measurements is connectivity measurements
which provide very coarse range related information. Examples of localization systems
using connectivity information include [NN03,SRZF04,DpG01].
As briefly mentioned above, all these position related measurements may be affected
by various factors. A summary of the major sources of error is given below.
• Equipment related noise: Typical equipment related noise includes thermal noise
in the electronic circuits of the hardware and quantized readings. For propagation
time related measurements, additional source of equipment noise is related to
the local clock, including clock offset and clock drift. For RSS measurements,
deviation or fluctuation of transmitted power is one further source of equipment
noise. As for AOA measurements, antenna directionality is an additional error
source.
• Environmental factors : Environmental factors include multipath propagation,
shadowing and NLOS propagation. These environmental factors are one of the
main challenges for accurate localization. Extensive research activities are con-
ducted for the purpose of alleviating the adverse effects caused by the environ-
mental influence.
2.2 Probabilistic Inference in Graphical Models
2.2.1 Graphical Models
In this section, several basic concepts on graphical models will be explained. A graph-
ical model is a graphical representation of a joint probability distribution and it de-
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scribes the statistical relationship between a large collection of random variables. A
graph G = (V , E) consists of a set of nodes, whose set is denoted by V , and a set of
edges, whose set is denoted by E =
{
(s, t)
∣∣s, t ∈ V}. Random variables are represented
as nodes and statistical dependence is represented by edges. A graph may be directed,
in which case each edge has a specific direction and the corresponding model is often
called a Bayesian network, or a graph may be undirected, in which case the model
is generally called a Markov random field (MRF). In the following, we will focus on
undirected graphs and introduce several graphical terminologies.
A simple example of an undirected graph is illustrated in Fig. 2.1-(a). The nodes that
are connected to one node, e.g., node x1, are called its neighbors. In this example,
neighbors of node x1 include node x2 and node x4. A clique is a collection of several
nodes which satisfy the condition that there is an edge between each pair of nodes . A
maximal clique is a clique that cannot be a subset of another clique, meaning that the
inclusion of any other node will break the clique property of this maximal clique. The
undirected graph in Fig. 2.1-(a) has the following three maximal cliques: {x1, x2, x4},
{x2, x3, x4}, {x4, x5}.
A fundamental concept in graphical models is the conditional independence. For undi-
rected graphs, conditional independence is defined as follows: For three sets of nodes
A, B and C, A and B are conditionally independent given set C if and only if C
separates A and B. This means that removing all nodes in set C, there exists no path
that connects any node from set A to any node from set B [Mur12]. For the undirected
graph example in Fig. 2.1-(a), node x1 and node x3 are conditionally independent given
nodes x2 and x4.
Now it comes to the question how is a graphical model related to its associated joint
distribution. For an undirected graph, each maximal clique is associated with one
potential function. This potential function is a non-negative function whose arguments
are the nodes in the maximal clique. The product of all potential functions is then
proportional to the joint distribution. A formal statement of this relation is given in
Hammersley-Clifford theorem below.
Theorem 1 (Hammersley-Clifford): A positive distribution p(x) satisfies the con-
ditional independence property of an undirected graph if and only if p(x) can be repre-

















Figure 2.1: A simple example of (a) an undirected graph with the maximal cliques:
{1, 2, 4}, {2, 3, 4}, {4, 5}, and (b) its corresponding factor graph.
where Cl is the set of all maximal cliques of the graph, Z is the normalization parameter,
xc is the collection of all nodes in the maximal clique c, and ψc(·) is the potential
function that is associated with the maximal clique c.
Based on this theorem, the joint distribution p(x1, x2, x3, x4, x5) associated with the
undirected graph in Fig. 2.1-(a) must have the form of
p(x1, x2, x3, x4, x5) = ψ1,2,4(x1, x2, x4)ψ2,3,4(x2, x3, x4)ψ4,5(x4, x5). (2.4)
Besides general directed and undirected graphs, an additional useful graphical repre-
sentation are factor graphs. Both directed and undirected graphs can be represented
using factor graphs. The advantage of factor graphs is that this graphical represen-
tation facilitates the derivation of certain probabilistic inference algorithms. A factor
graph is an undirected bipartite graph with two kinds of nodes: variables and fac-
tors. Figure 2.1-(b) depicts the factor graph associated with the undirected graph in
Fig. 2.1-(a). In this example, variable nodes are represented as circles and factor nodes
are represented as squares. A variable node is connected with a factor node using an
edge if and only if this variable node is an argument of the factor node. An edge cannot
connect two variable nodes or two factors nodes.
2.2.2 Belief Propagation and Loopy Belief Propagation
The focus of this section is to explain an exact statistical inference algorithm, i.e., belief
propagation, that provides the exact marginal posterior of each variable for general
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graphs without loops. Belief propagation is originally proposed by Pearl in [Pea88].
To start, we first consider belief propagation, also called sum product algorithm, for a
pairwise discrete MRF. Belief propagation for models with cliques of higher orders will











where ψs(xs) is the local evidence of node xs, and ψs,t(xs, xt) is the potential associated
with edge (s, t). The key idea of belief propagation is to update a set of messages
according to a certain message-updating rule. Each variable (node) has its associated
local belief, which depends on a certain collection of messages. After several steps of
message updating, the local belief is then the exact marginal posterior of a variable.
To explain the message-updating procedure in belief propagation, consider the example
in Fig. 2.2. Each edge is associated with two messages. Taking edge (s, t) as an example,
there are messages from node xs to node xt, denoted by ms→t(xt), and messages from
node xt to node xs, denoted by mt→s(xs). Each node has its associated local belief,
denoted by Bs(xs) for node xs. First, all messages are initialized to the all-one vector.
Next, each node performs the same actions, i.e., belief update and message update,
in parallel and in an iterative manner. Taking node xs at the n-th iteration as an
example, belief update and message update are introduced in the following. The local
belief Bs(xs) is updated by collecting messages from all its neighbors according to




where Γs denotes the set of node xs’s neighbors. Next, node xs has to update the











Here, Γs\t stands for the collection of node xs’s neighbors, excluding node xt. In this
message-updating step, all messages that node xs receives, except mt→s(xs), contribute
to ms→t(xt) in the way that the product of these incoming messages are passing through
the pairwise potential, ψs,t(xs, xt). For each of its neighbors, node xs has to calculate
one individual message, meaning that altogether node xs has to update |Γs| messages.
The belief update and message update are conducted iteratively. For a graph with
diameter D(N), after D(N) iterations, Bs(xs) represents exactly the marginal posterior
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Figure 2.2: Message passing on an undirected pairwise tree.
distribution of xs. A close inspection of the message-updating step in (2.7) indicates










Lastly, we remark that the procedure above is the parallel version of belief propaga-
tion. There exists a serial version of belief propagation. For general graphs without
loops, both versions provide equivalent results. The message-updating procedure of
the parallel version is simpler than that of the serial version, while the serial version
is the optimal approach for trees from the perspective of how many times messages
are updated. For details on the serial version of belief propagation, see Chapter 20.2.1
in [Mur12].
Algorithm 1 Loopy belief propagation for a pairwise MRF (Algorithm 22.1 in
[Mur12])
1: Input: node potentials ψs(xs), edge potentials ψs,t(xs, xt)
2: Initialize: messages ms→t(xt) = 1 for all edges
3: Initialize: beliefs Bs(xs) = 1 for all nodes
4: Repeat
5: update belief of each node according to (2.6)
6: calculate message on each edge according to (2.7)
7: Until no significant change of beliefs
One extension of belief propagation is loopy belief propagation that is an approximate
inference algorithm for general graphs that may contain loops [Mur12]. The basic idea
of loopy belief propagation is simple, that is, applying the belief propagation itera-
tively to the graph. More precisely, for an undirected graphical model with pairwise
factors, beliefs and messages are updated iteratively according to (2.6) and (2.7) until
convergence, if possible. A summary of loopy belief propagation algorithm is given in










Figure 2.3: An example of a factor graph and belief propagation on it.
Algorithm 1. It should be noted that loopy belief propagation is not guaranteed to
converge, and even with convergence local beliefs are not guaranteed to converge to the
true marginal posteriors. However, loopy belief propagation can be used as an approx-
imation scheme in loopy networks and it has shown its success in many engineering
examples.
For graphs with cliques of high orders, it is convenient to derive belief propagation on
a factor graph. There are two kinds of messages on a factor graph: messages from a
variable to a factor and messages from a factor to a variable. Taking the factor graph






Here, Γs denotes the set of all the factors that are connected to variable node xs. The
message passed from the factor g to the variable node xs is obtained as
m̄ng→s(xs) =
∑
xt1 , ..., xtT




Here, Γg denotes all the variable nodes that are connected to factor g. Collecting all






Such a message passing procedure iterates until convergence or until a certain termi-
nation condition is fulfilled. Upon convergence, the belief B(xs) is an approximation
of the marginal posterior of xs.
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2.3 Convex Optimization
The theory of convex optimization is broad and a comprehensive treatment of all
concepts is certainly out of the scope of the thesis. This section covers several key
concepts that are relevant for the contributions in Chapter 5. For a comprehensive
treatment on convex optimization, see the textbooks [BV04,Ber09,Dat05].
2.3.1 Convex Sets and Convex Cones
A set C is convex if for every x1 and x2 in C, the line segment connecting x1 and x2
lies in C. Mathematically speaking, this means that C is convex, if ∀x1, x2 ∈ C and ∀l
in the interval [0, 1], we have
(1− l)x1 + l x2 ∈ C. (2.12)
Several simple examples of convex and non-convex sets in R2 are given in Fig. 2.4.
(a) convex (b) non-convex (c) non-convex
Figure 2.4: Simple examples of convex/non-convex sets in R2.
A set K is called a cone, if for every x ∈ K and every l ≥ 0, it holds that l x ∈ K. A
set K is a convex cone, if it is a cone and convex. Equivalently speaking, K is a convex
cone, if l1 x1 + l2 x2 ∈ K for any x1, x2 ∈ K and any l1, l2 ≥ 0. Figure 2.5 illustrates
two examples of (convex) cones in R2. Several important and commonly used convex
cones are non-negative orthant Rn+, second-order cone K =
{
[x; y] ∈ Rn+1
∣∣‖x‖2 ≤ y}
and positive semi-definite cone Sn+, which will be defined below.
The set of all symmetric n × n matrices is denoted by Sn, i.e., Sn ={
X ∈ Rn×n
∣∣X = XT}. Based on this, the set of all n × n symmetric positive semi-




∣∣xTXx ≥ 0,∀x ∈ Rn}. (2.13)
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(a) a cone but not a convex cone (b) a convex cone
Figure 2.5: Simple examples of (convex) cones in R2.
As stated above, the set of symmetric positive semi-definite matrices Sn+ is a convex
cone. To verify this statement, we have to show that for every X1, X2 ∈ Sn+ and every
l1, l2 ≥ 0, we have l1 X1 + l2 X2 ∈ Sn+. The symmetry of matrix l1 X1 + l2 X2 follows
straightforwardly from the symmetry of matrices X1 and X2. The proof of the positive
semi-definiteness can be done straightforwardly based on the definition of positive
semi-definiteness [BV04]. More precisely, for any vector x ∈ Rn, if X1, X2 ∈ Sn+ and
l1, l2 ≥ 0, it holds that
xT
(
l1 X1 + l2 X2
)
x = l1 x
TX1x + l2 x
TX2x ≥ 0. (2.14)
The symbol  is commonly used to represent the positive semi-definiteness, that is
X ∈ Sn+ is equivalent to X  0, and X1  X2 means X1 −X2  0.




∣∣〈x,y〉 ≥ 0, ∀x ∈ K} (2.15)
is called the dual cone of K. Here, 〈·, ·〉 denotes the inner product of both variables.
A dual cone K∗ must be a convex cone, regardless of whether K is convex or not.
A cone K is called self-dual, if we have K∗ = K. Two examples of self-dual cones
are the non-negative orthant Rn+ and the positive semi-definite cone Sn+. For proof of
this statement, see Chapter 2 in [BV04]. The concept of a dual cone is useful for the
optimality conditions of a conic linear program, which will treated in the following two
sections.
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2.3.2 Conic Linear Programming
Conic linear programs are a typical class of convex optimization problems. The stan-
dard equality form of a conic linear program is given as follows:
min cTx
subject to x ∈ K,
Ax = b.
(2.16)
Here, K is a closed convex cone, x ∈ Rn is the optimization variable, and c ∈ Rn,A ∈
Rm×n and b ∈ Rm are given by the problem. In a conic linear program, both the
objective function and the constraint functions are linear. In general, K can be a
product of several closed convex cones, for instance, the Cartesian product of non-
negative orthants, second-order cones and positive semi-definite cones.
When K is Sn+, the positive semi-definite cone of n × n matrices, the conic linear
program in (2.16) then becomes a semi-definite program (SDP):
min 〈C,X〉
subject to X ∈ Sn+,
〈Ai,X〉 = bi, i = 1, . . . ,m,
(2.17)
where C,A1, . . . ,Am ∈ Sn. Here, matrix X is the optimization variable and
C,A1, . . . ,Am, b1, . . . , bm are given by the problem. The representation in (2.17) is
called the standard form of an SDP. An alternative form of an SDP is the inequality
form, that is
min cTx
subject to x1A1 + . . .+ xnAn  B.
(2.18)
Here, x ∈ Rn is the optimization variable, and c ∈ Rn, A1, . . . ,An, B ∈ Sn+ are given
by the problem.
The standard form of an SDP will be used for the remainder of the thesis, and the
inequality form is introduced simply for completeness. We remark that the inner-
product 〈·, ·〉 has an equivalent operation, that is

















= bi, i = 1, . . . ,m.
(2.20)
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Note that the transpose symbol (·)T is neglected due to the symmetry of matrix X.
Interior point methods are the most common generic methods to solve SDPs. Due
to the robustness and efficiency of interior point methods in solving general SDPs,
most off-the-shelf SDP solvers, e.g., SeDuMi, MOSEK, SDPT3, are based on interior
point methods. For a detailed explanation of interior point methods, see Chapter 11
in [BV04]. Interior point methods are in fact second-order methods and need to pro-
cess a large Hessian matrix in problems of a high dimension. This makes interior point
methods become readily computationally prohibitive in high-dimensional problems.
From the perspective of computational efficiency, first-order methods are more attrac-
tive than interior point methods, but at the cost of accuracy [OCPB16]. Moreover,
there exist also other methods that are specially designed for solving certain SDPs,
e.g., the augmented Lagrangian method.
2.3.3 Karush–Kuhn–Tucker Optimality Conditions
The Lagrangian of the conic linear program in (2.16) is given by
L(x,ν,λ) = cTx + νT (b−Ax)− λTx. (2.21)
Here, ν is referred to as the dual variables, also known as the Lagrange multiplier
vector, associated with the equality constraint, and λ is the dual variables associated
with the conic constraint, x ∈ K.











which is the minimum of the Lagrangian L(x,ν,λ) over x. Based on the fact that the





is always convex. Notably, a dual function is always convex regardless of whether its
associated primal problem is convex or not. A primal problem is simply the original
problem, i.e., problem in (2.16). Note that, with a slight notation abuse, we denote
the Lagrange dual function by g(ν,λ) in this chapter and denote a sparsity-inducing
function by g(·) in Chapter 5.
Let p∗ be the optimal value of the objective function in the primal problem:
p∗ = min cTx
subject to x ∈ K,
Ax = b.
(2.23)
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For any λ ∈ K∗ and any ν, we have
g(ν,λ) ≤ p∗. (2.24)
This means that the dual function g(ν,λ) provides a lower bound on the optimal value
p∗. The verification of this property is as follows. Let x̃ be a feasible point of the
primal problem in (2.16). The feasibility tells us that Ax̃ = b and λT x̃ ≥ 0, which is
due to the definition of dual cone. Based on this fact, we have
νT (b−Ax̃)− λT x̃ ≤ 0. (2.25)
Then, the following relation holds:
L(x̃,ν,λ) = cT x̃ + νT (b−Ax̃)− λT x̃ ≤ cT x̃. (2.26)
Moreover, the definition of a dual function indicates
g(ν,λ) = inf
x
L(x,ν,λ) ≤ L(x̃,ν,λ) ≤ cT x̃. (2.27)
The relation g(ν,λ) ≤ cT x̃ in (2.27) holds for each feasible point x̃. Therefore, the
inequality g(ν,λ) ≤ p∗ is true.





d∗ ≤ p∗, (2.29)
which follows from the relation in (2.27). This property is called weak duality. It tells
us that the duality gap, p∗−d∗, is always non-negative. The weak duality always holds,
even when the primal problem is non-convex.
If the equality in (2.29) holds, i.e.,
d∗ = p∗, (2.30)
meaning that the duality gap is zero, strong duality holds. Different from weak duality,
which always holds, strong duality does not hold in general. Strong duality holds only
under certain conditions, called constraint qualifications. Slater’s condition is a simple
and common constraint qualification for convex problems. Slater’s theorem states that
strong duality holds when the primal problem is strictly feasible. Notably, Slater’s
condition can be relaxed to some extent when some of the inequality constraints are
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affine functions. The inequality constraints of affine functions do not need to hold with
strict inequality.
Based on the concepts above, we will introduce one set of optimality conditions for the
conic linear program in (2.16). Assume that strong duality holds, i.e., p∗ = d∗, and both











= cTx∗ + (ν∗)T (b−Ax∗)− (λ∗)Tx∗
≤ cTx∗ = p∗.
(2.31)
Since the second term in the fourth line must be zero, it follows that (λ∗)Tx∗ = 0, which
is called complementary slackness condition. Moreover, when strong duality holds, the
inequality sign in the third line becomes an equality sign, indicating that x∗ minimizes
the Lagrangian L(x,ν∗,λ∗). This means that the gradient of the Lagrangian with
respect to x, i.e. ∇xL(x,ν∗,λ∗), is equal to zero at x∗, which is called stationarity
condition. Then, collecting all conditions together, we have
x∗ ∈ K, Ax∗ = b (primal feasibility)
λ∗ ∈ K∗ (dual feasibility)




= c−ATν∗ − λ∗ = 0 (stationarity)
(2.32)
The conditions listed in (2.32) are called the Karush-Kuhn-Tucker (KKT) conditions
[Gha12]. For the conic linear program in (2.16), any primal/dual points (x,ν,λ) that
fulfill the KKT conditions in (2.32) must be primal and dual optimal with zero duality
gap. This means that for the problem in (2.16), the KKT conditions are sufficient for
the points to be primal and dual optimal. Under Slater’s condition, one pair of optimal
primal/dual points must satisfy the KKT conditions in (2.32), meaning that the KKT
conditions in (2.32) are necessary for the points to be primal and dual optimal. Putting
these results together, we have the following statement: For a conic linear program that






Localization via Message Passing
In this chapter, severely quantized RSS measurements are considered for cooperative
localization in wireless sensor networks. This is motivated by the fact that low-end
sensors can only provide severely quantized RSS readings due to their limited sensor
readings, storage and bandwidth. Severely quantized RSS provides only coarse in-
formation on the relative range and sensor positions, thereby making the uncertainty
information of each position estimate of high significance. The goal is to estimate
the marginal posterior of each location, from which a position estimate, as well as its
uncertainty information, can be obtained. This is achieved by adjusting message pass-
ing methods for this specific localization problem. More specifically, two versions of
message passing methods: a particle-based algorithm and a parametric-based one, are
developed in this chapter. The latter is computationally more efficient than the former
one, but with the trade-off being slightly degraded localization accuracy.
This chapter is mainly based on [JYF+16]. The remainder of this chapter is organized as
follows: Section 3.1 formulates the problem of cooperative localization using quantized
RSS measurements mathematically. In Section 3.2, the particle-based message passing
algorithm and the parametric one are detailed. The proposed algorithms are evaluated
in Section 3.3 using real data. Finally, this chapter is summarized in Section 3.4.
3.1 Problem Formulation
We consider a wireless sensor network in a 2-dimensional space. There are two sets of
nodes: target nodes (agents), whose positions xi = [xi, yi]
T are unknown, and reference
nodes (anchors), whose positions are given. Let Su = {1, . . . , Nu} be the index set of
all agents and Sa = {Nu + 1, . . . , N} be the index set of all anchors. The position
of node i is modeled stochastically with a prior probability fi(xi) and the positions
are assumed to be a priori independent, i.e., f(x1, . . . ,xN) =
∏N
i=1 fi(xi). Node i can
communicate with a subset of sensors, which are called its neighbors and whose index
set is denoted by Γi. If we have k ∈ Γj, k /∈ Γi and j ∈ Γi, then node k is called a
2-hop neighbor of node i.
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Using the well-known log-distance path loss propagation model, the continuous-valued
RSS, denoted by rij, coming from node i and received by node j, is given by
rij = A0 − 10α log10(dij/d0)︸ ︷︷ ︸
gij(xi,xj)
+vij. (3.1)
Here, A0 denotes the reference power received at a predefined reference distance d0, α
denotes the path loss exponent, dij , ‖xi−xj‖ is the Euclidean distance between node
i and node j, and the measurement error vij ∼ N (0, σ2ij) accounts for the propagation
shadowing effect with N (0, σ2ij) denoting a Gaussian distribution with zero-mean and
variance σ2ij It is assumed that the measurement errors are mutually independent and
parameters A0, d0, α, σij are known.
The quantized RSS measurement, denoted by zij, is the output of a quantization op-
erator Q(·) with S levels,
zij = Q(rij) =

0 if P0 ≤ rij < P1,
1 if P1 ≤ rij < P2,
...
...
S − 1 if PS−1 ≤ rij < PS,
(3.2)
where P0, P1, . . . , PS are the quantization levels with P0 = −∞, PS = +∞. The vector
collection of all quantized RSS measurements is denoted by z. In light of (3.1) and
(3.2), we have
Pr(zij = s









where Φ(·) is the cumulative distribution function of the normal distribution. Our
objective is to estimate the marginal posterior probability density function (pdf) of
each agent position, f(xi|z), from which the corresponding position xi as well as its
associated uncertainty can be obtained.
3.2 Message Passing Algorithms for Quantized
RSS
To infer the marginal posterior of each position xi, i ∈ Su, we start with the joint
posterior f(x1, . . . ,xN |z). Under the assumptions made in the preceding section, it
has the form of
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f(x1, . . . ,xN |z) dx1:N\i, (3.5)
where dx1:N\i denotes dx1, . . . , dxN excluding dxi. In practice, such a straightforward
operation is intractable since, first, there is no analytical solution to this integral in
general, and second, this integral is computationally prohibitive for large scale problem.
A well-known local message passing method, called belief propagation or sum-product
algorithm, enables approximate marginalization for loopy graphs in an efficient fashion
[Pea88]. In this local message passing method, a set of messages is calculated in
an iterative manner, and each marginal posterior can be calculated or approximated
based on a certain set of messages. More details on belief propagation can be found in
Chapter 2.
3.2.1 Related Works
Belief propagation was used for cooperative localization by Ihler et al. in [IFMW05]
for the first time. An alternative representative work on cooperative localization via
message passing is the sum-product algorithm over a wireless network (SPAWN) by
Wymeersch et al. in [WLW09]. Since then, there are a variety of variants developed for
different purposes. To reduce the computational load, parametric representations of
local beliefs have been proposed in [LFS+12,CPWG10,OFW11,WL07]. Alternatively,
a reduction in computational complexity is achieved in [JYF+15] by, first, representing
local beliefs using Gaussian mixture models, and second, adopting the sigma point
methods. A further method is given in [SJMZ16], in which fast Fourier transform is
utilized to reduce the computational complexity. To increase the localization accuracy
in loopy networks, additional variants of the non-parametric belief propagation have
been proposed in [SPZG10,SZ13].
The majority of the existing message passing algorithms only consider the case where
measurements are relative distances. When other measurements, e.g., RSS, are avail-
able, a two-step procedure is commonly utilized for positioning via message passing,
e.g., in [SPZG10,SZ13]. These measurements are first converted to estimates of relative
distance. Then, positions are estimated using message passing algorithms with these
distance estimates. Such a two-step procedure is however not a good solution for our
problem. This is because, first, the distance estimates inferred from the severely quan-
tized RSS measurements are very inaccurate, and second, the statistical model of the
distance estimates deviates far from a Gaussian distribution, which is an assumption
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in the existing message passing algorithms. In this chapter, we focus on developing
message passing algorithms that are directly based on the severely quantized RSS mea-
surements. More precisely, we start with the statistical model of the severely quantized
RSS measurements and derive the SPAWN-type algorithms specifically for this statis-
tical model.
3.2.2 Message Passing Algorithms
The key idea of belief propagation is to update a set of messages which contribute
to calculating the marginal posteriors in an iterative manner. At each iteration, each
node performs the same actions, i.e., message update and belief update, in parallel.
Taking node i at the (n + 1)-th iteration as an example, message update and belief
update are given by
mnij(xi) =
∫
Pr(zij|xi,xj)Bnj (xj) dxj, (3.6a)




Here, mnij(xi) denotes the message about position xi coming from its neighbor j, and
Bn+1i (xi) denotes the local belief at node i about its own position xi. The message,
mnij(xi), can be perceived as the belief about node i’s position, coming from its neighbor,
node j. The local belief, Bi(xi), is then updated by collecting the messages from all its
neighbors. After a sufficient number of iterations, the belief message, Bi(xi), can be
regarded as an approximation of the marginal posterior, f(xi|z). Notably, the message-
updating step in (3.6a) differs slightly from the original belief propagation algorithm in
that mn−1ji (xj) is included in the calculation of m
n
ij(xi). Such a modification is proposed
by Wymeersch et al. in [WLW09] and the resulting method is called SPAWN.
3.2.3 Particle-Based Algorithm
The message passing method can be interpreted as finding two sets of functions, mij(xi)
and Bi(xi) for j ∈ Γi and i = 1, 2, . . . , N , that fulfill the message-/belief-updating rule
in (3.6). In general, there is no analytical solution for this problem and we must resort
to numerical approximation mechanisms. One feasible solution is to represent both the
messages and the beliefs using a set of weighted particles. The method corresponding
to this strategy is referred to as particle-based SPAWN algorithm.
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is a set of angle samples drawn from the uniform distribution
U [0, 2π) with boundaries 0 and 2π. For notational brevity, the iteration index n and
the subscript ij will be omitted.
The question is how to generate distance samples from Pr(z = s|d). Sampling distance
directly from Pr(z = s|d) is intractable due to its special shapes, which correspond to
the solid lines in Fig. 3.1. To solve this problem, we resort to an importance sampler in
which the samples are drawn from a proposal distribution, which is close to the target
distribution, Pr(z = s|d), but is simple to generate samples. Then these samples are
assigned certain weights that compensate the difference between the target distribution
and the proposal distribution. To find an appropriate proposal distribution, we observe
the shapes of Pr(z = s|d), which is depicted in Fig. 3.1. Depending on the value of s,
the shapes of Pr(z = s|d) can be classified into three cases. Based on this observation,
we design the proposal distributions for each case of Pr(z = s|d) independently. The
dashed lines and the solid lines in Fig. 3.1 correspond to the proposal distributions
and the target distributions, respectively.
In the first and second cases, where s = 0 or s = S−1, we construct a proposal distribu-
tion using a mixture of a uniform distribution and a triangle distribution. Specifically,










10α , dh = d010
A0−P1+3σ
10α , (3.8b)
where Ca is a scaling factor that makes q(d) continuous, dthres can be set to the commu-
nication range, fU [d1,d2)(d) denotes the pdf of the uniform distribution in the interval




(c−a)(b−a) if a ≤ d < c,
2(b−d)
(b−c)(b−a) if c ≤ d ≤ b,
0 otherwise.
(3.9)
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Figure 3.1: The likelihood function Pr(z = s|d) and the proposal distribution q(d)
are indicated by the solid line and dashed lines, respectively. From the left to the right,
the black lines correspond to the case s = S − 1, the red lines for s = 1, 2, . . . , S − 2,
and the blue lines for s = 0.










10α , dh = d010
A0−PS−1+3σ
10α . (3.10b)
Both dl and dh are chosen such that q(d) approaches 1 at dl and 0 at dh.























where σnew and C are chosen for a good match between the proposal distribution q(d)
and the target distribution Pr(z = s|d).
Up to this point, a distance sample, dl, can be generated according to (3.8), or (3.10)
or (3.11), depending on the value of the quantized RSS measurement. The weight is










summing up to 1.
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Eventually, a particle-based representation of the internal message can be generated
using (3.7) and the corresponding weights are given by















. Based on the weighted particles, the analytical approximation of the internal













stands for the pdf of a Gaussian distribution with mean xlj→i
and covariance matrix Σij which must be chosen appropriately.
Next, it comes to particle-based belief update according to (3.6b). Based






, should be generated from the belief, Bn+1i (xi), according to (3.6b).
This can be performed by using the mixture importance sampling strategy given
in [IFMW05] and will not be detailed here.
3.2.4 Parametric Algorithm
One major shortcoming of the particle-based algorithm is its high computational load.
This is because the manipulation of a large number of weighted particles, including
sampling and calculating the associated weights, can be computationally very extensive.
To reduce the computational load, we aim for designing an appropriate parametric
model to characterize the messages. To reduce the communication load, an appropriate
parametric model is designed to represent the local beliefs. Similar to our previous work


















j = 1, and Kj is the number of
Gaussian components. Here, Kj can be chosen either empirically or using, for instance,
the greedy expectation maximization algorithm which determines an appropriate num-

















32 Chapter 3: Quantized-RSS-Based Cooperative Localization via Message Passing
It is apparent from (3.16) that each integral Gkij(xi) is the convolution of a nonlinear
function with a Gaussian density function. We propose to approximate the convolu-
tion result, first, by replacing the Gaussian with its mean parameter, and second, by
expanding the resulting function appropriately. Consequently, Gkij(xi) is approximated
using G(xi;µ, σ̂) that is the nonlinear function itself with tunable parameters,











where Ps, Ps+1, A0, α, d0 are the parameters of this model, but ignored here for nota-
tional brevity. With this model, the convolution result is estimated using










φkj G(xi;µkj , σ̂kij). (3.19)
For completeness, the SPAWN-type algorithms, both the particle-based algorithm
and the parametric one, are summarized in Algorithm 2 for node i at the n-th iteration.
3.3 Numerical Results
The proposed algorithms are evaluated using the real sensor network and the
continuous-valued RSS measurements published in [PHP+03a]. The RSS measure-
ments are uniformly quantized with different quantization levels, S ∈ {2, 4, 8}, giving
rise to quantized RSS measurements. The environmental parameters, A0, α, d0, σ
2,
are chosen as reported in [PHP+03a]. The distributed maximum likelihood estimator
(MLE), i.e., Algorithm 1 in [WLW09], is used as a competitor. For the distributed
MLE, the initial position of each agent is randomly chosen over the space. For the
SPAWN-type algorithms, uniform distribution over the space is used for the prior dis-
tribution fi(xi) for i ∈ Su. In the SPAWN-type algorithms, L = 1000 particles are used
and the maximum number of Gaussian components is 5. The SPAWN-type algorithms
find the final position estimates using the minimum mean squared error (MMSE) esti-
mator based on the estimated marginal posteriors.
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Algorithm 2 SPAWN-type Algorithms for Quantized RSS



















2: Receive Bnj (xj) from all neighbors, j ∈ Γi







from each mnij(xi), j ∈ Γi
- Draw dl,nji from (3.8) or (3.10) or (3.11)
- Draw θl,n ∼ U [0, 2π)






- Calculate weights wl,nj→i according to (3.13)
4: Draw L|Γi| samples, x
l,n+1
i , from each m
n
ij(xi)










- mnij(xi) is defined as (3.14) ← particle-based SPAWN


















sary for parametric SPAWN













] MLE, S = 2
MLE, S = 4
MLE, S = 8
Figure 3.2: RMSE of the distributed MLE.
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] SPAWN, S = 2
SPAWN, S = 4
SPAWN, S = 8
para-SPAWN, S = 2
para-SPAWN, S = 4
para-SPAWN, S = 8
Figure 3.3: The localization accuracy of the SPAWN-type algorithms at different
iterations.
The overall root mean squared errors (RMSEs) of the distributed MLE and the
SPAWN-type algorithms for different quantization levels are shown in Fig. 3.2 and
Fig. 3.3. To keep the range of y axis in both figures as close as possible, the result of
the distributed MLE in the first 2000 iterations are omitted. There are several obser-
vations from both figures. First, the proposed SPAWN-type algorithms provide higher
localization accuracy than the distributed MLE. This result is expected and can be
explained as follows. The optimization problem in the distributed MLE contains many
local optima and the MLE may easily get stuck in a local optimum. Additionally, only
point estimates of positions are communicated between neighbors in the distributed
MLE; while estimated marginal posteriors are communicated between neighbors in the
proposed SPAWN-type algorithms. The estimated marginal posteriors surely contain
more information than the point estimates of positions, leading to the good perfor-
mance of the SPAWN-type algorithms. Second, the SPAWN-type algorithms converge
after only several iterations; while the distributed MLE requires several thousands it-
erations. In each iteration, the amount of parameters broadcast by each node in the
parametric SPAWN is comparable to that in the distributed MLE. Consequently, the
communication load of the parametric SPAWN is much lighter than that of the dis-
tributed MLE. Third, a comparison between both SPAWN-type algorithms shows that
the particle-based algorithm achieves a better localization performance than the para-
metric one. This is because the parametric models probably cannot approximate the
messages and the beliefs as accurate as the particle-based approximations.
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] para-SPAWN, S = 2
para-SPAWN, S = 4
para-SPAWN, S = 8
para-SPAWN, S = 2, 2-hop
para-SPAWN, S = 4, 2-hop
para-SPAWN, S = 8, 2-hop
Figure 3.4: The performance of the parametric SPAWN with and without the knowl-
edge about the 2-hop neighbors.



















Figure 3.5: Estimated positions using the parametric SPAWN based on proximity
measurements and knowledge about 2-hop neighbors.
Knowledge about the 2-hop neighbors can be obtained, but at the cost of a slightly in-
creased communication load. In this simulation, the goal is to investigate the influence
of the information from the 2-hop neighbors on the localization performance. Based
on the fact that the true distance between a node and its 2-hop neighbor should be
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larger than the communication range, the particles of a node’s position that are close
to its 2-hop neighbors should be punished.
Due to the large simulation time of the particle-based SPAWN, only the parametric
SPAWN is considered in this simulation. The RMSEs of the parametric SPAWN with
and without the knowledge about the 2-hop neighbors are depicted in Fig. 3.4. It is
shown that the additional information from the 2-hop neighbors improves the localiza-
tion performance of the parametric SPAWN. This result can be explained as follows.
Thanks to the additional information from the 2-hop neighbors, more constraints are
added to the localization problem and this improves the localization accuracy. The
representative position estimates obtained from the parametric SPAWN based on the
proximity measurements (S = 2) with the knowledge about the 2-hop neighbors are
shown in Fig. 3.5.
3.4 Summary
In this chapter, severely quantized RSS measurements were utilized for cooperative
localization. Message passing algorithms, including a particle-based algorithm and a
parametric one, were developed. Numerical results demonstrated that the message
passing algorithms are effective for localization with satisfactory localization accuracy.
In particular, it was shown that the parametric SPAWN is computationally more ef-
ficient than the particle-based one, but at the cost of slightly degraded localization
accuracy. It was further shown that knowledge about 2-hop neighbors has the poten-
tial of enhancing the localization accuracy of the parametric SPAWN.
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Chapter 4
RSS-Based Cooperative Localization via
Message Passing
In Chapter 3, quantized RSS measurements, which are provided by low-end sensors
with limited sensor readings, was considered for cooperative localization. Continuous-
valued RSS measurements are an additional type of measurements which are commonly
available in different types of wireless networks. In this chapter, the problem is gen-
eralized to the scenario where RSS measurements are available but one key model
parameter (path loss exponent) is unknown. Both positions and the path loss expo-
nent are treated as random variables and a Bayesian framework is developed so that
jointly estimating positions and the path loss exponent becomes a probabilistic infer-
ence problem. To solve this probabilistic inference problem, message passing methods
with appropriate numerical strategies are developed in which the marginal posterior of
each unknown variable is approximately calculated.
This chapter is mainly based on [JYF+20b]. The structure of this chapter is as follows:
In Section 4.1, the state-of-the-art methods and the challenge are introduced for coop-
erative localization using RSS measurements. In Section 4.2, the problem of RSS-based
cooperative localization with an unknown path loss exponent is formulated mathemat-
ically. Section 4.3 is dedicated to developing the message passing algorithms with
appropriate numerical strategies. Some important issues are discussed in Section 4.4.
The proposed algorithms are evaluated using extensive simulations in Section 4.5. Fi-
nally, Section 4.6 summarizes this chapter.
4.1 RSS-Based Cooperative Localization
Many existing works on RSS-based cooperative localization, such as [OWL10,
PHP+03a], are based on the assumption that the classical log-distance path loss prop-
agation model is perfectly known. This assumption is oversimplified and impractical
for two reasons. First, the knowledge on these model parameters usually relies on a
laborious calibration phase, where a large amount of datasets needs to be collected
and processed. Such a calibration step is very time consuming and even impossible in
many scenarios, such as monitoring and surveillance applications in hostile or inacces-
sible environments [Li06]. Second, these model parameters, particularly the path loss
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exponent, are time varying, due to the changing environment, e.g., weather conditions
or human behaviors [MAF07, Rap01]. Without a frequent re-calibration, the result-
ing mismatch may significantly deteriorate the localization performance. Among these
model parameters, the path loss exponent plays the most crucial role for accurate local-
ization. It has been theoretically and algorithmically demonstrated in [SGK12,SKG12]
that a slight deviation of path loss exponent may severely deteriorate the localization
performance. In this chapter, we focus on RSS-based cooperative localization with an
unknown path loss exponent.
The problem of localization with an unknown path loss exponent has been considered
by many researchers, but mostly in the context of non-parametric localization. Several
representative examples are given in the following. In [Li06], the target position and the
path loss exponent are jointly estimated by solving the optimization problem associated
with the maximum likelihood estimator using the Levenberg-Marquardt algorithm.
In [SKG12,CLIC11], the same optimization problem is first relaxed by linearizing the
original problem and then simplified by replacing the position variable with a function
of the path loss exponent. By doing so, the cost function depends only on the one-
dimensional path loss exponent, and the resulting optimization problem can be readily
solved by using grid search. In [Li06,GGL12], the location is estimated by eliminating
the nuisance parameter: the path loss exponent (or several other model parameters).
In [YFGZ13a], along with several model parameters, the location is estimated using the
expectation and maximization criterion. In [SL11,WCLJ12], the location and the path
loss exponent are estimated in an alternating manner. More precisely, the position is
estimated based on an initialized (or estimated) path loss exponent, and afterwards the
path loss exponent is estimated based on the updated position estimate. This procedure
iterates until a certain termination condition is met. In the context of cooperative
localization, RSS-based localization with an unknown path loss exponent is even more
challenging and only very limited works exist. In [WCLJ12, VGBS13, TBD15], the
alternating estimation strategy from the non-cooperative case is generalized to the
cooperative case. Though such an alternating strategy is straightforward and simple,
it is very heuristic and lack of theoretical support.
In this chapter, we treat the path loss exponent as a random variable and formulate the
problem in a Bayesian framework. The reasons are as follows. First, when the path loss
exponents between different propagation links differ, a random variable characterizing
the averaging behavior of the collection of all path loss exponents is more suitable than
just one deterministic path loss exponent. Second, characterizing the path loss expo-
nent as a random variable enables us to integrate any prior information, if available,
into the parameter estimation. Under the Bayesian umbrella, the cooperative localiza-
tion problem with an unknown path loss exponent becomes a probabilistic inference
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problem. To solve this problem, we derive the message passing algorithms in which
the marginalized posterior distribution of each unknown parameter is calculated. For
mathematical tractability, we combine the variable discretization and Monte-Carlo-
based numerical approximation mechanisms. In addition, to reduce the computational
complexity, we propose an auxiliary importance sampler for belief update that has a
complexity order which scales linearly with the number of samples. Moreover, we de-
velop a novel strategy for sampling from a normalized likelihood function, which plays
an important role in the auxiliary importance sampler and mathematically interprets
and corrects an existing heuristic sampling strategy. The proposed sampling strategy
will benefit many existing works, such as [IFMW05, WLW09], since this task is an
embedded step in many message-passing-based cooperative localization algorithms.
4.2 Problem Formulation
Consider a wireless network in 2-dimensional space with two types of nodes: target
nodes (agents) with unknown locations and reference nodes (anchors) with known lo-
cations. Let xi = [xi, yi]
T denote the location of each node, where i ∈ Su = {1, . . . , Nu}
for an agent and i ∈ Sa = {Nu + 1, . . . , N} for an anchor. The index set of all nodes is
denoted by S, and we have S = Su
⋃
Sa. Two nodes i and j are neighbors if they can
communicate with each other. We denote the index set of node i’s neighbors by Γi.
Using the well-known log-distance path loss propagation model, the RSS measurement
rij, coming from node i and received by node j, is given by
rij = Ai − 10α log10(dij/d0) + vij, (4.1)
where d0 is a predefined reference distance, Ai denotes the reference power in dBm
at d0 that is assumed to be known, α denotes the path loss exponent that is assumed
to be an unknown random variable, dij = ‖xi − xj‖ is the Euclidean distance, and
vij stands for the log-normal shadowing error that is modeled by vij ∼ N (0, σ2ij),
where N (0, σ2ij) denotes a zero-mean Gaussian distribution with variance σ2ij. We
assume measurements to be symmetric, i.e., rij and rji. The collection of all RSS
measurements is denoted by r , {rij : (i, j) ∈ Γ}, where (i, j) represents that nodes i
and j are neighbors, and Γ , {(i, j) : j ∈ Γi and j > i; i ∈ Su} denotes the set of all
pairs of neighboring nodes. In line with the majority of the existing works, we assume
that these shadowing measurement errors vij for all (i, j) ∈ Γ are independent. The
distribution of vij, denoted by fvij(vij), is assumed to be known.
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It is important to stress that the propagation environment implied by the measurement
model in (4.1) is homogeneous with all links having a common path loss exponent, α.
Practical localization environments are most likely inhomogeneous with each propaga-
tion link, e.g., connection link between node i and node j, having an individual path
loss exponent, αij. However, incorporating such inhomogeneity results in the measure-
ment model being under-determined, since besides the unknown locations, there will
be an unknown parameter αij associated with each measurement rij. As a compro-
mise between model accuracy and feasibility, a homogeneous propagation environment
is considered throughout this chapter. It is noticeable that even for a homogeneous
propagation environment, the problem of RSS-based cooperative localization with an
unknown path loss exponent is readily challenging and has been rarely studied.
From a Bayesian perspective, we treat the path loss exponent, α, and each position,
xi, i ∈ S, as random variables, whose prior distributions are denoted by f(α) and
f(xi), i ∈ S, respectively. All positions and the path loss exponent are assumed to be
mutually independent, i.e., f(α,x1, . . . ,xN) = f(α) · f(x1) · · · f(xN). Our purpose is
to infer the marginalized posterior distribution (marginal posterior) of each unknown
parameter, including f(α|r) or f(xi|r), i ∈ Su, from the measurements r and the prior
information about all parameters.
4.3 Message Passing Algorithms for RSS With Un-
known Path Loss Exponent
To infer the marginal posterior of the path loss exponent, α, and that of each position,
xi, i ∈ Su, we start with the joint posterior f(x1, . . . ,xN , α|r). Under the assumptions
made in the preceding section, it has the form of















f(x1, . . . ,xN , α|r) dx1:N\i dα. (4.3)
Such a straightforward approach is intractable, since no analytical solution exists and
a numerical approximation of this integral is computationally prohibitive in practice.
Following the same procedure as in Chapter 3, we adopt the message passing method,
belief propagation, which solves marginalization problems in a computationally efficient
manner.
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4.3.1 Message-Updating Rule
In Chapter 4, and in many existing works on cooperative localization via belief propa-
gation, e.g., [SIFW03, IM09], only pairwise potential functions are concerned. For the
marginalization problem associated with (4.2), potential functions of order three are
concerned. This makes the message-updating rule in Chapter 4 not directly applicable
to this problem and, hence, we will derive it explicitly in what follows.
For problem with cliques of high orders, it is convenient to derive the message-updating
rule based on a factor graph. The factor graph associated with the joint posterior
f(x1, . . . ,xN , α|r) is depicted in Fig. 4.1. With a slight notation abuse, we use fij as a
short-hand notation for the likelihood function f(rij|xi,xj, α) from now on. Here, fij
for all (i, j) ∈ Γ are the potential functions corresponding to the cliques of order three
and the path loss exponent variable is connected to all likelihood functions.
The key idea of the belief propagation is to update a set of messages iteratively, which
contribute to calculating the marginal posteriors. We denote the message from the
factor fij to the variable α by mfij→α(α) and that from fij to xi by mfij→xi(xi). The





















Here, Γ\(i, j) denotes the set of all pairs of connections excluding the connection (i, j).
To facilitate compact notation, we will simplify mfij→α(α) and mfij→xi(xi) to mij(α)
and mij(xi), respectively. An illustrative explanation of (4.4b) is depicted in Fig. 4.1,
where the messages enclosed in the blue dashed circle contribute to calculating the
message mij(xi). At the first glance, the message-updating rule in (4.4) seems tedious.
In the subsequent context, a reformulation of (4.4) will be given in (4.6), thereby
facilitating the interpretation of the messages mij(α) and mij(xi). Based on these
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Herein, Bn(α) and Bn(xi) denote the belief of the path loss exponent, α, and the belief
of the position variable, xi, in the n-th iteration, respectively. The belief-updating
rule in (4.5), such as Bn(xi), can be interpreted as multiplying the messages coming
from all factors connected to xi. As an illustrative example, the belief-updating rule
for B(xi) is depicted in Fig. 4.1, where the messages enclosed in the red dotted circle









fsi, s ∈ Γi\j
ftj, t ∈ Γj\i fuz, (u, z) ∈ Γ\(i, j)
mij(xi)
B(xi)
Figure 4.1: An illustration of factor graph and belief propagation associated with the
joint posterior in (4.2). For clarity, the overlap between three rectangular blocks are
omitted. Here, fi and fα are short notations for f(xi) and f(α), respectively, and fij
for the likelihood function f(rij|xi,xj, α).
Comparing (4.4) with (4.5), it is obvious that certain terms in (4.4) can be replaced by
(4.5). By doing so, the message-updating rule in (4.4) can be equivalently rewritten

















The resulting message-updating rules in (4.6) admit a succinct representation, and
the underlying meaning of the messages becomes more clear. Taking mnij(xi) as an
example, it implies that certain information on xi can be inferred from the likelihood
function f(rij|xi,xj, α), given the beliefs of xj and α. In other words, the message
mnij(xi) can be perceived as the belief on the position xi coming from the node j and
the node α. Alternatively, following the principle in [WLW09], the messages can be
approximated by ignoring the denominator terms in (4.6), giving rise to the following




f(rij|xi,xj, α)Bn−1(xi)Bn−1(xj) dxi dxj, (4.7a)
mnij(xi) ∝
∫ ∫
f(rij|xi,xj, α)Bn−1(xj)Bn−1(α) dxj dα. (4.7b)
In this chapter, the message passing algorithm in light of (4.5) and (4.6) is referred
to as the belief propagation; while that in light of (4.5) and (4.7) is referred to as the
SPAWN. Note that the difference between the belief propagation and the SPAWN lies
in the message-updating rule. As will be shown later in Section 4.4.1, the SPAWN
message-updating rule according to (4.7) achieves a significant reduction in computa-
tional complexity, compared with the belief propagation.
The gist of the message passing algorithms is to perform two steps iteratively: updating
the messages according to (4.6) (or (4.7)) and updating the beliefs according to (4.5).
To give an overview, we summarize the resulting framework for inferring the marginal
posteriors, f(α|r) and f(xi|r), i ∈ Su, in Algorithm 3. First, we initialize the beliefs,
B0(α) and B0(xi), i ∈ S. Here, one sensible choice for the initial beliefs is their prior
distributions. In the n-th iteration, the messages mnij(α) and m
n
ij(xi) are updated
using Algorithm 4 and Algorithm 5, respectively, that will be detailed in Section 4.3.2.
Then, the belief of each position, i.e., Bn(xi), i ∈ Su, is updated, either using an
importance sampler or using Algorithm 6, to be detailed in Section 4.3.3. Finally,
the belief Bn(α) is updated, which will be discussed again in Section 4.3.3. These
operations iterate until a certain termination condition is met, for instance, when the
maximal number of iterations Nmax is reached. Different from the existing works,
this Bayesian framework treats both α and xi, i ∈ S, as random variables. It has
the advantage that any prior knowledge on α and xi, i ∈ S, can be integrated. By
doing so, f(α) reflecting the prior knowledge for any particular environment and f(xi)
representing the prior knowledge of any degree can be exploited. For instance, an
anchor with imperfect position information can be easily handled in this framework.
Moreover, this framework provides a marginal posterior estimate for each unknown
parameter, which contains much more information than just one point estimate.
Except two special cases: case with discrete-valued variables and case with jointly
Gaussian-distributed continuous-valued variables [SII+10], there is no analytical solu-
tion to the message-updating rules. Consequently, in general, the main challenge lies
in finding two sets of functions, messages and beliefs, that fulfill the message-updating
rules. In our problem, where the variables are continuous-valued but not jointly Gaus-
sian distributed, we must resort to numerical approximation mechanisms. One naive
and simple numerical approximation scheme is to define a grid, on which the beliefs and
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Algorithm 3 Cooperative Localization Algorithms
1: Initialization: B0(α) and B0(xi) for all i ∈ S
2: for n = 1 : Nmax
3: for each i ∈ Su
4: for each j ∈ Γi
5: if j > i, then calculate mnij(α), see Algorithm 4
6: compute mnij(xi), see Algorithm 5
7: end for
8: update and broadcast Bn(xi), see the importance
sampler in Section 4.3.4 or Algorithm 6
9: end for
10: calculate Bn(α) using (4.14)
11: end for
the messages are evaluated. This approach has two shortcomings. First, the number
of the grid points grows exponentially with the dimensionality of the variable. Second,
for a certain fixed granularity, the number of the grid points along one dimension grows
linearly with its supported interval. Therefore, this approach is appropriate only when
the variable is of low dimensionality and defined on a bounded interval, for instance, α
varying in the range of [1.5, 6] [Rap01]. An alternative numerical method is the Monte-
Carlo-based numerical approximation methods proposed in [SIFW03,SII+10], in which
both the beliefs and the messages are approximated using a set of weighted samples.
These samples are generated using certain stochastic methods, for instance, Markov
Chain Monte Carlo methods in [SIFW03,SII+10]. Compared with the naive discretiza-
tion method, this sample-based method is suitable to deal with high-dimensional vari-
ables or variables with infinite or relatively large support, such as the position variable
xi, i ∈ Su.
Based on the analysis above, we will discretize α and sample xi, i ∈ Su, using stochastic
sampling methods. More specifically, the messages and the belief of α, e.g., mij(α) and
B(α), are evaluated on a set of predefined grid points {αrd}
R
r=1; while the messages and
the beliefs of positions, e.g., mij(xi) and B(xi), are approximated based on weighted
samples. In the next two sections, we will detail the approximation mechanisms for
message updating and belief updating.
4.3.2 Particle-Based Message Updating
In this section, we consider how to update the messages mij(α) and mij(xi) approxi-
mately. We proceed with the belief propagation message-updating rule, and message
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updating using the SPAWN can be derived in analogy with the belief propagation. For
the moment, we assume that {xl,n−1i }Ll=1, {x
l,n−1
j }Ll=1 and {B(αrd)n−1}Rr=1 are available,
which are the equally weighted samples of Bn−1(xi), those of B
n−1(xj) and the values
of Bn−1(α) evaluated at {αrd}
R
r=1, respectively.
The message mnij(α) can be updated by approximating the double integral in (4.6a)









i) ·mn−1ij (xlj) · q(xli,xlj)
. (4.8b)
Herein, {xli,xlj}Ll=1 are the samples generated from the proposal distribution q(xi,xj),




ij→α = 1. Based on the






, it is natural to split xi and xj in the proposal distribution, i.e., q(xi,xj) =
q(xi) · q(xj). The question that remains to answer is how to choose q(xi) and q(xj).
A sensible choice for q(xi) is the belief B
n−1(xi). The reasons are twofold. First, the




and it is an approximate of f(xi|r). Second, the samples from Bn−1(xi) are available,
and no extra effort is needed for sampling. For the same reasons, Bn−1(xj) is used


















Herein, {xl,n−1i }Ll=1 and {x
l,n−1
j }Ll=1 are samples from Bn−1(xi) and Bn−1(xj), respec-




ij→α = 1. Since we have defined the
grid points {αrd}
R
r=1, as the last step, m
n
ij(α) should be evaluated at {αrd}
R
r=1. As will
be seen later in Section 4.3.3, evaluating the messages of α at {αrd}
R
r=1 can facilitate
updating the belief B(α) significantly.
For mnij(xi) in (4.6b), we can directly combine the discretization approximation and
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ij→xi = 1. In contrast to m
n
ij(α) in (4.9a), the double-integral problem for





computationally intensive, incurring that updating the belief B(xi) will be computa-
tionally intensive as well. In order to approximate mnij(xi) in a computationally more
efficient manner, we treat α similarly as xj and perform importance sampling for both















j ) ·mn−1ij (αl,n−1)
. (4.11b)
Herein, {xl,n−1j }Ll=1 and {αl,n−1}Ll=1 denote the samples from Bn−1(xj) and Bn−1(α), re-




ij→xi = 1. Thank to the additional
sampling process, the double summation in (4.10a) is simplified to a single summation
in (4.11a).





∣∣xi,xl,n−1j , αl,n−1), (4.12a)
where f̃(rij
∣∣xi,xl,n−1j , αl,n−1) is the normalized likelihood function, as given by
f̃(rij




∣∣xi,xl,n−1j , αl,n−1) dxi, (4.12c)
and the mixture weight w̃l,nij→xi is given by
w̃l,nij→xi ∝ Zij · w
l,n
ij→xi (4.12d)




ij→xi = 1. The integral in (4.12c) can
be evaluated analytically with the details given in Appendix A.1. It is noteworthy
that (4.12a) differs from (4.11a) in that the mixture component f̃(rij
∣∣xi,xlj, αl ) is a
normalized likelihood function of xi, satisfying the properties of a probability density
function (pdf), while f(rij|xi,xlj, αl) in (4.11a) does not. As will be seen later in Section
4.3.3, mnij(xi) in the form of (4.12a) is more advantageous than that in (4.11a), since
it allow us to develop an efficient sampling procedure for updating B(xi). Finally,
Algorithm 4 and Algorithm 5 summarize the steps for updating the messages, mij(α)
and mij(xi), respectively.
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Remark: In the SPAWN, the messages are updated in the same manner as the proce-
dures above. The only difference is that the importance weights in (4.9b)-(4.11b) are
replaced by
wl,nij→α = 1/L, (4.13a)
wl,nij→xi = 1/L. (4.13b)
Algorithm 4 Message Update of mnij(α)
1: Input: Bn−1(xi) , {xl,n−1i }Ll=1
Bn−1(xj) , {xl,n−1j }Ll=1
2: Output: {mnij(αrd)}Rr=1
3: calculate wl,nij→α using (4.9b) ← belief propagation
or (4.13a) ← SPAWN
4: evaluate mnij(α) at {αrd}
R
r=1 using (4.9a)
Algorithm 5 Message Update of mnij(xi)
1: Input: Bn−1(α) , {Bn−1(αrd)}
R
r=1
Bn−1(xj) , {xl,n−1j }Ll=1
2: Output: {w̃l,nij→xi , f̃(rij
∣∣xi,xl,n−1j , αl,n−1)}Ll=1
3: draw αl,n−1 ∼ Bn−1(α)
4: calculate wl,nij→xi using (4.11b) ← belief propagation
or (4.13b) ← SPAWN
5: compute w̃l,nij→xi and f̃(rij
∣∣xi,xl,n−1j , αl,n−1) using (4.12)
4.3.3 Particle-Based Belief Updating
In this section, we will discuss the numerical approximation mechanisms for updating
the beliefs: B(α) and B(xi), i ∈ Su. First, we consider how to update the belief


















Thanks to the discretization, updating Bn(α) can be conducted by simply multiplying
|Γ| real-valued numbers at the R predefined grid points.
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Next, we consider how to update the beliefs of position variables, for instance Bn(xi).
















Our purpose is to conduct efficient sampling, i.e., xi ∼ Bn(xi). Here, the target
distribution, Bn(xi), is a product of |Γi| mixtures, each being a sum of L weighted
normalized likelihood functions. Note that the component f̃(rij
∣∣xi,xl,n−1j , αl,n−1) is
in general non-Gaussian. Therefore, updating B(xi) boils down to sampling from a











One straightforward sampling strategy is to construct all components explicitly and to
sample from them. This is, however, computationally prohibitive, since the product
of J mixtures, each containing L components, is itself a mixture of LJ components.
Besides, there exist several samplers in the existing works, including the Gibbs sampler
[SIFW03] and its related multi-scale sampling strategies in [ISFW03, RW07]. These
approaches, however, require a prerequisite that is each Mj(x) must be a Gaussian
mixture, and, hence, they are not applicable to our problem. In the following, we will
first revisit an existing sampling approach and then propose an alternative sampler,
which has a significantly reduced computational complexity.
4.3.4 Importance Sampling as Baseline
First, we consider the technique of importance sampling. The samples and the associ-
ated weights are obtained as follows:
xl ∼ q(x), (4.17a)
wl ∝ B(xl)/q(xl), (4.17b)




l = 1. Possible choices for q(x) include the prior distribution f(x), an
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evenly weighted sum of J mixtures
∑J
j=1 J
−1Mj(x) [IFMW05] and the message with
the smallest entropy, e.g., Mj(x), [LFS
+12]. The resulting Algorithm 3 with the beliefs
updated using the importance sampler in (4.17) is referred to as belief-propagation-IS
or SPAWN-IS, for which the messages are updated according to the belief propagation
or the SPAWN, respectively. One shortcoming of the importance sampler lies in the






requires operations of order O(JL2) [LFS+12]. In order to reduce the computational
load, we propose an alternative sampler in what follows.
4.3.5 Auxiliary Importance Sampler
Motivated by [BDS05], we develop an efficient sampler, named as auxiliary importance
sampler (AIS), for the sampling problem x ∼ B(x). The key idea is to introduce
an auxiliary variable ψj to each mixture Mj(x). The auxiliary variable ψj plays the







j(x), and it can take value ψj = κ, where κ ∈ {1, . . . , L}.




j (x) is drawn






j(x). Stacking all J auxiliary variables into a
vector, we have the compact auxiliary variable ψ = [ψ1, . . . , ψJ ]
T .
With the help of the auxiliary variable ψ, the sampling task x ∼ B(x) can be achieved
in two steps:
1. Draw ψl ∼ p(ψ),
p(ψ) =
∫







j (x) dx; (4.18)







Here, Z1 and Z2 are two normalization constants. The samples {xl}Ll=1 generated in
such a two-step procedure follow the distribution in (4.16). However, when directly
sampling from p(ψ) and f(x|ψl) is impossible, as in our case, we can generate samples
from two proposal distributions q(ψ) and q(x|ψl) and assign certain importance weights
to them. This gives rise to the following three-step procedure:
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1. Draw ψl ∼ q(ψ);
2. Draw xl ∼ q(x|ψl), conditional on ψl;






q(ψl) · q(xl|ψl )
(4.20)










Up to this point, the problem remained is how to design q(ψ) and q(x|ψl), which will
be addressed in the following.
Remark: Note that the underlying condition in the AIS is that the target distribution
B(x) must be a product of several mixtures, each being a sum of multiple weighted
pdfs. Thanks to the additional message transformation in (4.12), the belief in (4.15)
satisfies the properties of this condition, meaning that the message transformation in
(4.12) is a prerequisite for the development of the AIS.
4.3.5.1 Auxiliary Variable
First, we focus on designing an appropriate proposal distribution q(ψ). Ideally, q(ψ)
should resemble the corresponding target distribution p(ψ) as closely as possible, and,
at the same time, it should be feasible to draw samples from it. To this end, we first





in (4.18) with xi, w̃
ψj
ij→xi and f̃(rij







∣∣xi,xψjj , αψj) dxi. (4.22)
To ensure mathematical tractability, we assume that all auxiliary variables in









∣∣xi,xκj , ακ ) dxi = w̃κij→xi , (4.23)
where the second equality is due to (4.12b) and (4.12c).
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4.3.5.2 Position Variable x
In order to design q(x|ψl), again, we recover the original form of f(x|ψl). This is done
by replacing x and f
ψlj









∣∣xi,xψljj , αψlj). (4.24)









ψlj , rij) should resemble f̃(rij|xi,x
ψlj
j , α
ψlj) as closely as possible, and,
at the same time, drawing samples from it remains feasible. For notational clarity, we
will replace ψlj with l
′, thereby simplifying q(xi|x
ψlj
j , α




Next, we proceed with designing the proposal distribution q(xi|xl
′
j , α













l′)dxi. This task is actually an embedded step in many
other works, for instance, under different measurement models in [IFMW05, WLW09,
LFS+12, JYF+15, JYF+16]. Therefore, instead of being specific, we generalize this
sampling problem to a generic measurement model, as given by
rij = h(dij) + v, v ∼ fv(v). (4.26)
Here rij denotes any distance related measurement, h(dij) is a function of the distance
dij = ‖xi − xj‖, and v is an additive measurement error. Our purpose is to sample





j is a reference position, and Z is a normalization constant, to be precise, Z =∫
f(rij
∣∣xi,xl′j ) dxi. The proposal distribution q(xi∣∣xl′j , rij) for the sampling problem
in (4.27) can be designed in a bottom-up manner, meaning that we first develop a
sampling strategy and then derive the associated distribution q(xi
∣∣xl′j , rij). Given rij,
xl
′
j and the measurement model in (4.26), an intuitive and reasonable approach to
generate xli is as follows:
θlij ∼ U [0, 2π), (4.28a)
vl ∼ fv(v), (4.28b)
dlij = h





dlij · cos θlij, dlij · sin θlij
]T
. (4.28d)
52 Chapter 4: RSS-Based Cooperative Localization via Message Passing
In words, the sample xli is obtained by moving x
l′
j in a random direction θ
l
ij by a random
distance dlij, which is generated based on the measurement model and the measure-
ment rij. We denote the distributions of θij, dij and xi associated with the sampling
procedures in (4.28a), (4.28c) and (4.28d) by qθ(θij), qd(dij|rij) and q(xi|xl
′
j , rij), re-
spectively. Note that the subscripts θ and d in qθ(θij) and qd(dij|rij) indicate that they
are the distributions of θij and dij, respectively. However, it is not straightforward to
obtain the proposal distribution q(xi
∣∣xl′j , rij).
As one of our contributions, we provide a mathematical interpretation and justifi-
cation for the sampling procedure in (4.28), upon which, we further derive the pro-
posal distribution q(xi
∣∣xl′j , rij). The underlying idea of the sampling procedure in
(4.28) is the transformation between a pair of random variables, from polar coordi-
nate [dij, θij]
T to Cartesian coordinate xi. Equivalently speaking, drawing the po-
sition sample xli is transformed to a problem of drawing the sample pair of dis-






. Consequently, the distributions q(xi
∣∣xl′j , rij) and
qd,θ(dij, θij|rij) = qd(dij|rij ) · qθ(θij) are related according to
q(xi|xl
′
j , rij) =
qd
(








Thanks to (4.29), deriving q(xi
∣∣xl′j , rij) reverts to the problem of deriving qd(dij|rij),
which should not be difficult for most measurement models. In our problem, where the





























Replacing qd(dij|rij ) in (4.29) with (4.30) gives rise to the proposal distribution
q(xi|xl
′
j , rij), which is equivalent to q(xi
∣∣xl′j , αl′ , rij) in our original problem. The deriva-
tion of (4.30) is given in Appendix A.2.
4.3.5.3 Importance Weight wli
For the auxiliary variable sample ψl and the position sample xli, which are generated








∣∣xψljj , αψlj , rij) . (4.31)
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Finally, Algorithm 6 lists the steps for updating B(xi) using the proposed AIS. The
resulting Algorithm 3 with the beliefs updated using Algorithm 6 are named as belief-
propagation-AIS or SPAWN-AIS, for which the messages are updated according to the
belief propagation or the SPAWN, respectively.
Algorithm 6 Belief Update Using AIS
1: Input: mnij(xi) for all j ∈ Γi
2: Output: Bn(xi) , {xl,ni }Ll=1
3: draw ψl ∼ q(ψ) as follows:
4: for each j ∈ Γi
5: draw ψlj ∼ q(ψj)
6: end for
7: draw xli ∼ q(xi
∣∣ψl ) as follows:
8: for each j ∈ Γi
9: draw xli ∼ q(xi|x
ψlj
j , α
ψlj , rij) using (4.28)
10: end for
11: calculate wli using (4.29)-(4.31).
12: resampling
4.4 Some Important Issues
In this section, several important issues, including a theoretical analysis on the compu-
tational complexity, sampling from the normalized likelihood function and RSS-based
localization in inhomogeneous propagation environments, will be discussed.
4.4.1 Computational Complexity
The four main parts of Algorithm 3, including updating mij(α), mij(xi), B(xi) and
B(α), will be analyzed in terms of computational complexity. To be general, we write
Cc(M,N) to denote the complexity of drawing M samples from an N -categorical dis-
tribution. First, we consider updating mij(α) using Algorithm 4. Importance weights
{wl,nij→α}Ll=1 are calculated with a complexity order of O(L2) according to (4.9b) in the
belief propagation, but O(1) according to (4.13a) in the SPAWN. Evaluating mij(α) at
{αrd}Rr=1 requires operations of order O(L ·R). Second, for updating mij(xi) using Al-
gorithm 5, drawing samples {αl}Ll=1 from B(α) needs operations of order O(Cc(L,R)),
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mij(α)
importance weight
O(L2) (4.9b) in belief propagation







O(L2) (4.11b) in belief propagation
O(1) (4.13b) in SPAWN
normalization O(L)




importance weight O(|Γi| ·L2)
resampling O(L)
auxiliary importance sampling
label indicator O(|Γi| · Cc( L|Γi| , L))
position sample O(L)
importance weight O(|Γi| ·L)
resampling O(L)
B(α) evaluate B(αrd) O(|Γ| ·R)
Table 4.2: Complexity for updating B(xi) and B(α). Here, the bold fonts are used
to highlight the reduction in computational complexity, where the quadratic order in
the importance sampler is reduced to the linear order in the proposed AIS.
calculating {wl,nij→xi}
L
l=1 has the same complexity as for {w
l,n
ij→α}Ll=1, and converting
mij(xi) from (4.11a) to (4.12a) is done with a complexity order of O(L). Third, B(xi)
can be updated either using the importance sampler or using the proposed AIS. For the
importance sampler in (4.17), L position samples and the corresponding importance
weights are obtained with complexity orders of O(L) and O(|Γi| ·L2), respectively. The
subsequent resampling is conducted with a complexity order of O(L) [HSG06]. For the
proposed AIS in Algorithm 6, generating L label indicators has a complexity order of
O(|Γi| · Cc( L|Γi| , L)) approximately. Generating L position samples and calculating L
importance weights according to (4.31) have complexity orders of O(L) and O(|Γi| ·L),
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respectively. The resampling step requires additional operations of order O(L). Lastly,
B(α) is updated by simply multiplying |Γ| real-valued numbers for R times, according
to (4.14).
















































Figure 4.2: A comparison between the proposed sampler (middle) and the heuristic sam-
pler (below) versus the groundtruth (top) for sampling xi from Z
−1f(rij
∣∣xi,xl′j ) for the
measurement model rij = dij + v with dij = 7.5 and v ∼ U [−2.5, 2.5].
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The computational complexities for updating messages and beliefs are summarized in
Table 4.1 and Table 4.2, respectively. For updating mij(α) and mij(xi), the belief
propagation is computationally substantially more intensive than the SPAWN, see
Table 4.1. Regarding updating B(xi) using the importance sampler, calculating the
importance weights is computationally the most intensive step, requiring operations
of order O(|Γi| · L2). Thanks to the introduction of the auxiliary variable ψ in the
proposed AIS, the quadratic complexity order is reduced to the linear order O(|Γi| ·L),
see Table 4.2.
4.4.2 Sampling From a Normalized Likelihood Function
In this section, we return to the problem that we have addressed in developing
the AIS in Section 4.3.5. That is sampling from the normalized likelihood function
Z−1f(rij
∣∣xi,xl′j ). The sampling strategy proposed by us is essentially an importance
sampler combined with random variable transformation. With the help of random
variable transformation, the position samples are generated according to (4.28), and
the associated proposal distribution q(xi|xl
′
j , rij) is derived. In the context of this sam-








∣∣xl′j , rij) = f(rij
∣∣dlij)
qd(dlij
∣∣rij) · dlij, (4.32)
where f(rij
∣∣dlij) is f(rij∣∣xli,xl′j ) with ‖xli− xl′j ‖ replaced by dlij. This sampling strategy
is related to a heuristic sampling strategy in [IFMW05]. A straightforward extension
of this heuristic sampler leads to the same sample-generating mechanism, i.e., (4.28).
The heuristic sampling strategy in [IFMW05] differs from our sampler in that these
samples are deemed as following the normalized likelihood function, Z−1f(rij
∣∣xi,xl′j ),
though they actually follow q(xi
∣∣xl′j , rij). A question that naturally arises is that under
which condition are Z−1f(rij
∣∣xi,xl′j ) and q(xi∣∣xl′j , rij) proportional. Referring to the
relation in (4.32), it holds only under the condition
f(rij|dij) ∝ qd(dij|rij)/dij. (4.33)
Unfortunately, the condition in (4.33) is not fulfilled in general, and, hence, the heuristic
sampler may suffer from performance loss.
Next, we will compare these two samplers in a concrete example. Consider the mea-
surement model rij = dij + v with the true distance dij = 7.5. Suppose that the
measurement error v ∼ U [−2.5, 2.5] is uniformly distributed in the interval [−2.5, 2.5].
4.4 Some Important Issues 57
For a given measurement rij and a predefined sample x
l′
j , the purpose is to generate





that can approximately represent the normalized
likelihood function Z−1f(rij
∣∣xi,xl′j ). Without loss of generality, we consider that the
measurement is rij = 7.5 and x
l′
j is fixed at (0, 0). First, a large amount of samples
are generated using (4.28). For our sampler, the importance weight associated with
each sample is calculated using (4.32). Second, in order to visualize these two samplers
for comparison purposes, we reconstruct the plots based on the (weighted) samples,
which can be done, for instance, using a (weighted) kernel density estimator [Sil86].
The reconstruction of our sampler and that of the heuristic sampler are illustrated in
the middle and the below plots in Fig. 4.2, respectively. As groundtruth, the true
normalized likelihood function is depicted in the top plot in Fig. 4.2.
Several observations from Fig. 4.2 are listed as follows: First, the true normalized
likelihood function (top), i.e., Z−1f(rij
∣∣xi,xl′j ), shows a ring-shape, implying that the
measurement rij is equally probable for any position xi in the green area. Second,
both samplers are able to roughly represent the ring-shape of Z−1f(rij
∣∣xi,xl′j ), but
with different accuracy. The ring-shape of the heuristic sampler (below) is not equally
valued. The inner-ring has higher values than the outer-ring. This implies that, using
the heuristic sampling strategy, the measurement rij becomes more probable for xi
that is located closer to xj. Our sampler (middle) can approximate Z
−1f(rij
∣∣xi,xl′j )
more accurately than the heuristic sampler, since the ring-shape of our sampler is more
equally valued.
Note that the difference between both samplers lies essentially in the importance
weight. Our sampler computes the importance weight according to (4.32), for which
the underlying pdf q(xi|xl
′
j , rij) associated with (4.28) is derived rigorously. In con-
trast, the heuristic sampling strategy ignores the mismatch between q(xi|xl
′
j , rij) and
Z−1f(rij
∣∣xi,xl′j ), and simply assign equal weights to all samples. Consequently,
the equally weighted samples may not represent the normalized likelihood function,
Z−1f(rij
∣∣xi,xl′j ), well. Note that this deviation becomes severe, when the likelihood
function covers a broad area. On the other hand, when the likelihood function is sharp,
both samplers can provide very satisfactory approximation results. As shown in the
example above, the heuristic sampler deviates from the groundtruth. Such a deviation
can be justified theoretically. It has been shown that the equally weighted samples of
the heuristic sampler follow the desired normalized likelihood function Z−1f(rij
∣∣xi,xl′j )
only under the condition in (4.33). In this example, this condition is not fulfilled here,
since we have f(rij|dij ) = qd(dij|rij ) = fv(rij − dij).
58 Chapter 4: RSS-Based Cooperative Localization via Message Passing
4.4.3 RSS-Based Localization in Inhomogeneous Propagation
Environments
Although developing RSS-based cooperative localization algorithm for inhomogeneous
environments is beyond the scope of this chapter, a discussion on this issue is impor-
tant. If no prior experimental campaign can be conducted, RSS-based cooperative
localization for inhomogeneous environments is a challenging problem and has been
rarely studied. In the context of non-cooperative localization, there are several works
on RSS-based localization in inhomogeneous environments. In [MBL+09], the unknown
and unequal path loss exponents are estimated using measures of compatibility of the
distance estimates. In [Man16], a generalized two-region channel model is used and the
path loss exponent in the NLOS region is adapted online while positioning. Similarly,
a mode-dependent propagation model is proposed in [YFGZ13a], and all unknown
parameters are jointly estimated using the expectation-maximization criterion. More-
over, the recent work [LZJ+19] has proposed a piecewise convex approximation aided
localization dealing with the nonlinear and non-convex problem, resulting from the
unknown and unequal path loss exponents.
If it is affordable to conduct an experimental campaign to build a dataset, fingerprinting
methods, e.g., [BP00], can generally provide quite satisfying localization performance.
However, the major drawbacks of the fingerprinting approaches lie in the requirement
of a dataset and the inability to adapt to a new environment. Furthermore, besides
the dataset, if more advanced measurements can be collected, such as the waveform of
ultra-wideband signals, there are various potential solutions for cooperative localization
in inhomogeneous environments. One potential solution is the paradigm based on the
concept of soft-range-information [MCAW18,CMB+19]. In contrast to the conventional
techniques that rely on the most likely distance estimate, soft-range information enables
soft-decision localization by capturing the odds of all possible distances. Based on
the training data collected during the experimental campaign, a generative model is
estimated via machine learning and then stored, and the soft-range information is
estimated using the stored generative model.
4.5 Numerical Results
In this section, we comprehensively evaluate the proposed algorithms. For comparison
purpose, Tomic’s SDP estimator from [TBD15], which outperforms other existing works
[VGBS13, WCLJ12], is chosen as a competitor. Here, the SDP estimator is slightly
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Figure 4.3: Network layout: Network I (left) and Network II (right)













Figure 4.4: Example of B(α) over iterations with the true α = 3.5.
adjusted so that the estimate of the path loss exponent is constrained in the predefined
region, in accordance with f(α). Note that such an adjustment can improve the original
SDP estimator, since unreasonable estimates of the path loss exponent are avoided. The
SDP estimator terminates, either when Nmax = 100 iterations are achieved or when
|C(n) − C(n − 1)|/|C(n − 1)| is smaller than 10−5, where C(n) is the logarithm of
the cost function in the n-th iteration. The convex optimization problem in the SDP
estimator is solved using the CVX Toolbox [GB17] with the SeDuMi solver. For the
proposed algorithms, the maximal number of iterations is set to Nmax = 10, L = 1000
particles are used, and R = 100 grid points {αrd}Rr=1 are chosen. For a fair comparison
with the SDP estimator, in the proposed algorithms, a point estimate is further inferred
from the marginal posterior estimate for each unknown parameter. This is done by
finding the highest mode of the analytical form of B(xi), which is recovered using kernel
density estimation, based on the samples of B(xi). Due to the fact that both the belief-
propagation-IS and the belief-propagation-AIS are computationally very intensive, we
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Figure 4.5: Example of B(xi) in the 1st (a), 3rd (b) and 10-th (c) iteration. The
agent of interest locates at , the other agents locate at , and anchors locate at .
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will only demonstrate the performance of the SPAWN-IS and that of the SPAWN-AIS.
As shown in many experimental works, such as in [PHP+03a, CDG+14, Rap01], the
value of the path loss exponent is determined by the propagation environment. In
general, for an LOS propagation link, we have α ∈ [1.5, 2], and for an NLOS link, we
have α ∈ (2, 6]. The propagation environment considered in this chapter is homoge-
neous, meaning that a common path loss exponent, α, is shared by all propagation
links. Accordingly, the proposed algorithms will be evaluated mainly for homogeneous
environments. In Section 4.5.1, environments with the following six values of α, i.e.,
{1.5, 2, 3, 4, 5, 6}, are considered, corresponding to a tunnel-like scenario (α = 1.5), a
free-space scenario (α = 2) and different NLOS scenarios (α = 3, 4, 5 or 6). To make
the simulation complete, inhomogeneous propagation environments are considered in
Section 4.5.3 as well.
We choose two representative networks with 10 agents and 5 anchors: Network I, in
which some of the agents are outside the convex hull of the anchors, and Network II,
in which all agents are within the convex hull, see Fig. 4.3. The reference power is
set to Ai = −30 dBm for all i ∈ S at a reference distance of d0 = 1 meter. For a
fair comparison, we set the prior distribution of the path loss exponent α as a uniform
distribution, α ∼ U [1.5, 6], and that of each position as a uniform distribution in
a square area that is determined by the maximum and the minimum of all nodes’
positions. All simulation results are based on 100 Monte Carlo runs. The mean squared
error (MSE) of the estimator α̂, the bias of α̂ and the RMSE, defined in [YFJ+15], are
chosen as performance metrics.
4.5.1 Varying Path Loss Exponent
In this section, the goal is to investigate the performance of the proposed algorithms
at different values of the path loss exponent in different network layouts. We set the
standard deviation of the measurement error to σ = 3 and the communication range
to 20 meter. As an illustrative example, we first demonstrate how the beliefs evolve
with iterations and depict the kernel density estimates of B(α) and B(xi) in Figs. 4.4-
4.5, respectively. It is observed in Fig. 4.4 that over iterations, the uncertainty on α
reduces, and B(α) moves towards the true path loss exponent α = 3.5, as shown in
Fig. 4.5. Similarly, over iterations B(xi) becomes more and more concentrated and
shifts towards the true position. It is noteworthy that the prior distributions adopted
are quite coarse. More precisely, a uniform distribution U [1.5, 6] is used for the path loss
exponent. Even so, the proposed algorithms can provide marginal posterior estimates
that are relatively sharp and close to the true parameters.
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Figure 4.6: Network I: (a) The MSE of α̂, (b) the bias of α̂ and (c) the RMSE versus
the true path loss exponent α. Here, the standard deviation of the measurement error
is σ = 3, and the communication range is 20 meter.
The overall performance of different algorithms is evaluated in terms of the MSE of
α̂, the bias of α̂ and the RMSE. The results are depicted in Fig. 4.6 and Fig. 4.7 for
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Figure 4.7: Network II: (a) The MSE of α̂, (b) the bias of α̂ and (c) the RMSE versus
the true path loss exponent α. Here, the standard deviation of the measurement error
is σ = 3, and the communication range is 20 meter.
Networks I and II, respectively. For Network I, it is remarkable that, both proposed
algorithms (SPAWN-IS and SPAWN-AIS) have comparable performance for both the
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Figure 4.8: Position estimates obtained by the SPAWN-AIS (a) and by the SDP (b)
with anchors , agents , estimated agents .
path loss exponent α and the position xi, i ∈ Su, though the SPAWN-AIS has a sig-
nificantly lower computational complexity than the SPAWN-IS. Compared with the
SDP estimator, the proposed algorithms have improved performance for both α and
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xi, i ∈ Su. For a better visualization, we depict the representative position estimates
obtained from both the SPAWN-AIS and the SDP estimator in Fig. 4.8. It is clear to
see that the localization accuracy of the SDP estimator is quite low if part of the agents
are outside the convex hull of the anchors, while the SPAWN-AIS does not suffer from
this problem. We notice that this type of network topology is rarely examined in the
existing literature, although its existence is very probable in practical networks.
Furthermore, it is observed in Fig. 4.6 that the RMSE curves of the proposed algorithms
first drop and then rise as the true path loss exponent α varies. It results from two
factors: the true path loss exponent α and the estimation performance of α̂. For
α ∈ {1.5, 2, 3, 4, 5}, the proposed algorithms provide relatively accurate estimation
of α. It can be approximately treated as if the path loss exponent is known. As
theoretically demonstrated in [PHP+03a], for RSS-based localization with known path
loss exponent, the Cramér Rao bound is proportional to σ2/α2. It means that the
localization performance of RSS-based algorithms generally improves when the ratio
σ/α decreases (when α increases for a fixed σ). This explains why the RMSE curves
first drop. On the other hand, when the true underlying α is 6, α̂ tends to under-
estimate α. The influence of an incorrect path loss exponent (bias of α̂) on RSS-based
localization has been studied in [SKG12]. As shown in [SKG12], the localization error
becomes considerably large, when α̂ underestimates α. This explains why the curves
rise at α = 6.
For Network II (Fig. 4.7), again, the MSE curve of α̂ of the proposed algorithms is
under that of the SDP estimator, meaning that the proposed algorithms have quite
stable estimation performance for α. However, for this network, the localization ac-
curacy of the proposed algorithms is comparable to or slightly lower than that of the
SDP estimator. This localization performance degradation in the proposed algorithms
results from a biased estimation of α, which can be seen in the middle plot in Fig. 4.7.
The possible reason lies in that there could be certain performance loss when we in-
fer the unknown parameter from its marginal posterior, instead of jointly inferring all
unknown parameters from the joint posterior. Nevertheless, this problem will be alle-
viated either when the communication range increases or when the measurement noise
decreases, as will be demonstrated in the following simulations.
4.5.2 Varying Communication Range and Standard Deviation
The goal in this section is to assess the performance of the proposed algorithms at vary-
ing communication range and varying standard deviation of the measurement error.
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Figure 4.9: Network II: (a) The MSE of α̂, (b) the bias of α̂ and (c) the RMSE versus
the communication range. Here, the standard deviation of the measurement error is
σ = 3, and the true underlying path loss exponent is α = 3.
It has been shown that for Network I the proposed algorithms have quite satisfying
performance for both the positions and the path loss exponent. Hence, in the following
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Figure 4.10: Network II: (a) The MSE of α̂, (b) the bias of α̂ and (c) the RMSE
versus the standard deviation of the measurement error. Here, the true underlying
path loss exponent is α = 3, and the communication range is 25 meter.
simulations, we will only focus on Network II. For the simulation with varying commu-
nication range, the true path loss exponent and the standard deviation are set to α = 3
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Figure 4.11: Performance obtained in the inhomogeneous environments for (a) Net-
work I and (b) Network II. Part of the propagation links (LOS) have α = 2 and the
others (NLOS) have α = 4. The probability that one link is in the NLOS condition,
denoted as pNLOS, varies from 0.1 to 0.9 with a stepsize of 0.2. Here, the standard
deviation of the measurement is σ = 3, and the communication range is 25 meter.
and σ = 3, respectively, and for the other simulation, the true path loss exponent is
set to α = 3, and the communication range is set to 25 meter. The results are depicted
in Fig. 4.9 and Fig. 4.10 for the cases of varying communication range and varying
standard deviation, respectively.
From the figures we can see that for the proposed algorithms, all three error-curves
drop substantially and eventually attain relatively small values when the communica-
tion range increases or when the standard deviation decreases. In contrast, no obvious
improvement is seen for the SDP estimator. This result is expected and can be ex-
plained as follows. In the proposed Bayesian algorithms, the marginal posterior of
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each unknown parameter is inferred. When more information is collected, for instance
through increasing communication range (network connectivity) or through decreasing
measurement error, the marginal posterior can reflect the unknown parameter more
accurately. On the other hand, the SDP estimator suffers from certain performance
loss due to the relaxation procedure, and this performance loss may be so dominating
that the increase in the information cannot improve the estimation accuracy any more.
This result highlights that the proposed algorithms can benefit from the increase in the
information to a large extent. Lastly, we stress that although the SPAWN-AIS has a
significant reduction on computational cost, it achieves similar estimation performance
as the SPAWN-IS.
4.5.3 Inhomogeneous Propagation Environments
Here, we consider the case when part of the propagation links are LOS links and the
others are NLOS links. The probability that one measurement is in the NLOS con-
dition is denoted by PNLOS. To represent different scenarios, it varies from 0.1 to 0.9
with a stepsize of 0.2. A LOS measurement is generated using (4.1) with α = 2; while
an NLOS one is generated with α = 4. The other parameters stay the same as in
Section 4.5.1. The localization performance of all algorithms is depicted in Fig. 4.11
for both networks. A certain performance degradation is observed for the proposed
algorithms (SPAWN-IS and SPAWN-AIS), and for the competing algorithm as well.
Although the proposed algorithms have lower localization accuracy for network II,
they consistently outperform the SDP estimator for network I. It can be seen from
Fig. 4.11 that almost all error-curves follow the ascending-descending trend, for in-
stance, the RMSE curve of the SPAWN-IS algorithm in the top plot starts from 8 [m]
at PNLOS = 0.1, approaching 10 [m] at PNLOS = 0.5, ends at 7 [m] at PNLOS = 0.9. This
observation implies that as the propagation environment deviates more from a homo-
geneous one, the performance degradation becomes more prominent. However, such
performance degradation is expected, because none of these algorithms are developed
for the inhomogeneous environments.
4.6 Summary
In this chapter, cooperative localization using RSS measurements in homogeneous
mixed LOS/NLOS environments was considered for the case where the key model
parameter (path loss exponent) is unknown. The cooperative localization problem
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was formulated as a statistical inference problem in a Bayesian framework with all
unknown parameters being treated as random variables. The goal was to infer the
marginal posterior of each unknown parameter, from which a position estimate, as well
as its uncertainty information, can be obtained. This was achieved by deriving message
passing methods and designing appropriate numerical strategies. One notable advan-
tage of the resulting message passing methods is that the localization performance does
not require a good initialization. Comprehensive numerical studies were conducted to
demonstrate the performance of the proposed message passing methods. It was shown
that the proposed message passing methods have the potential of achieving improved
localization accuracy and provide accurate estimates of the path loss exponent.
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Chapter 5
Robust Cooperative Localization via
Exploiting Sparsity of Ranging Biases
In this chapter, we consider a more general case where statistical knowledge of the
LOS/NLOS measurement errors is completely unknown and range measurements,
which are believed to be accurate but quite sensitive to NLOS propagation, are avail-
able. This is addressed by first modeling each ranging bias as an unknown parameter.
It is shown that the ranging biases are sparse in LOS-dominating environments. This
sparsity is then exploited by introducing a sparsity-promoting term in the conventional
cost functions, giving rise to a generic sparsity-promoting regularized formulation. By
bounding the sum of the residual errors, an alternative generic bound-constrained reg-
ularized formulation is developed. To avoid the problem of local optima solutions, a
specific SDP-based solver is developed for each generic regularized formulation. It is
theoretically shown that, under certain conditions, these two SDPs provide equivalent
optimal solutions. Furthermore, in order to select an appropriate regularization param-
eter, an efficient data-driven strategy is developed which exploits the special structure
of the bound-constrained regularized SDP.
This chapter is mainly based on [JYF+20a, JYZS21]. The structure of this chapter
is as follows: Section 5.1 discusses the challenge caused by NLOS propagation and
the state-of-the-art methods dealing with NLOS measurements. Section 5.2 introduces
the measurement model and formulates the problem mathematically. Section 5.3 is
dedicated to the sparsity property of the ranging bias parameters and two generic
regularized optimization problems, which are then solved via SDP in Section 5.4. In
Section 5.5, we discuss the regularization parameter selection strategy. Numerical
results are given in Section 5.6. Finally, Section 5.7 summarizes this chapter.
Notation: Boldface lowercase letter a and boldface uppercase letter A are reserved
for vectors and matrices, respectively. A(l) and A
T
(l) denote the l-th column of matrix
A and A(l)’s transpose, respectively. A(a:b) and A
T
(a:b) denote the submatrix of A
constructed by its columns a to b and A(a:b)’s transpose, respectively. A[c:d,a:b] denotes
the submatrix of A constructed by its rows c to d and columns a to b. In is the n× n
identity matrix. ei is a vector whose i-th entry is one and the rest are zero. 1n is the
n× 1 vector whose entries are all equal to one. 0n is the n× 1 vector whose entries are
all zero. tr(A) stands for the trace of matrix A. ‖·‖ represents the Euclidean norm, and
| · | represents the cardinality of a set. N (µ, σ2) denotes a Gaussian distribution with
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mean µ and variance σ2. U [a, b] denotes a uniform distribution in the interval [a, b].
The symbol Rn+ stands for the n-dimensional non-negative orthant, and the symbol Sn+
represents the n-dimensional positive semi-definite cone. A  0 indicates that A is a
symmetric positive semi-definite matrix and A  B means that A−B  0.
5.1 Localization in Mixed LOS/NLOS Environ-
ments
NLOS propagation is one of the main challenges in practical localization because it
usually introduces a large positive bias to the range measurements, thereby severely
degrading the positioning performance. To mitigate this effect, different approaches
have been developed. The most common idea is to identify the LOS/NLOS condi-
tion of each link. Then, the measurements detected as NLOS are either discarded or
considered with a low weight. However, this approach has two major shortcomings.
First, reliable LOS/NLOS identification, such as applying machine learning-based tech-
niques in [MGWW10], usually relies on additional laborious experimental campaigns
to build a database. Such a data-collection phase is, in general, very time consuming
and requires intensive human resources, which is unrealistic for many wireless network
applications. Second, an environmental change may lead to mismatches between ex-
perimental propagation conditions and practical conditions, thereby deteriorating the
LOS/NLOS identification accuracy and resulting in considerable localization errors.
These two drawbacks also exist in other localization methods that require measure-
ment campaigns, e.g., [WML+18].
To avoid the aforementioned drawbacks, localization in mixed LOS/NLOS environ-
ments without requiring LOS/NLOS identification or any experimental campaigns is
of great interest. This problem has been studied in the literature. The majority of exist-
ing works are carried out in the context of the conventional non-cooperative paradigm
[WCLA14,CWA19,YZ12,YFGZ13b,YFGZ14,FHKZ09,HWZ09,HZ11,VB07]. For co-
operative localization, broadly speaking, there are two categories: parametric ap-
proaches [YZFG13, YFJ+15, YAZ+13, CWW+12] where the measurement errors are
assumed to follow a certain probability distribution versus non-parametric approaches
[GSG19, WZCL18, VB15, WGW+19, WGW+20] where no specific distribution is as-
sumed to model the measurement errors.
In [YZFG13,YFJ+15,YAZ+13], the measurement error is modeled as a Gaussian mix-
ture with unknown model parameters. Either the expectation-conditional maximiza-
tion (ECM) or the expectation maximization criterion is adopted to approximate the
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maximum likelihood estimator of the unknown positions as well as the Gaussian mix-
ture model parameters. In [CWW+12], similar estimators are developed for three
representative scenarios where different amounts of prior knowledge about the link
conditions and the NLOS measurement error statistics are considered. Such paramet-
ric methods, however, suffer from significant performance degradation when there is
a mismatch between the assumed model and the data. From this perspective, the
following non-parametric cooperative methods are more advantageous.
In [GSG19], a location estimator is developed based on the principle of maximum
entropy, i.e., the entropy of the distance residuals is maximized. In [WZCL18], the
measurement errors are limited in certain intervals but with unknown bounds. Follow-
ing the principle of robust optimization, localization is then formulated as a minimax
problem, in which the sum of the residual errors in the least favorable case is min-
imized. The authors claim that this method works well in NLOS-heavy scenarios.
In [VB15], a maximum likelihood estimator for the positions is approximated using
a semi-definite program where the ranging biases are treated as nuisance parameters
and a set of range-related constraints are designed. In addition, to constrain the rang-
ing bias to a feasible value, a regularization term is added to the objective function.
However, this method suffers from increased computational complexity and infeasibil-
ity, both are caused by the extra set of range-related constraints. In a similar vein,
the maximum likelihood estimator of the positions and NLOS biases is relaxed to a
semi-definite program in [WGW+19, WGW+20]. The novelty lies in that the spatial
geometric relationship of the ranging biases is exploited in terms of optimization con-
straints. However, its practical behavior needs further verification, since the simulation
results shown therein are merely based on small networks and all agents are closely
located.
In this chapter, we aim to develop a non-parametric cooperative localization approach
that requires neither LOS/NLOS identification nor experimental campaign in advance
while still being robust against NLOS measurements. By treating the ranging bias,
not only for NLOS but also for LOS, as an unknown parameter, we first indicate that
the ranging biases are sparse in LOS-dominating environments and then exploit this
sparsity property for NLOS mitigation.
5.2 Problem Formulation
Consider a wireless network in a 2-dimensional space. There are two sets of nodes:
target nodes (agents), whose positions xi = [xi, yi]
T are unknown, and reference nodes
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(anchors), whose positions xi are given. We let Su = {1, . . . , Nu} be the index set of
all agents and Sa = {Nu + 1, . . . , N} be that of all anchors. In general, the network is
not fully connected. If there is a range measurement between node i and node j, these
two nodes are called neighbors. Γi denotes the index set of node i’s neighbors, and Γ
denotes the set of all pairs of neighbors.
Following many existing studies, e.g., [CWW+12], the range measurement rij between
nodes i and j in a mixed LOS/NLOS propagation environment is modeled as
rij =
{
‖xi − xj‖+ vij for LOS,
‖xi − xj‖+ δij + vij for NLOS.
(5.1)
Here, ‖xi − xj‖ denotes the Euclidean distance between xi and xj, vij denotes the
measurement noise and δij denotes the NLOS bias which is positive and unknown. Note
that we consider a symmetric scenario, meaning that we have rij = rji. The range can
be estimated from the TOA as well as the RSS measurements, which can be obtained
using many technologies, such as WLAN, cellular networks, ultra-wideband based on
radio frequencies as well as ultra and audible sound. For TOA and RSS measurements,
NLOS propagation leads to large propagation time and strong attenuation, respectively
[ZB11]. Both effects result in range estimates with positive biases1.
The objective is to estimate the agent positions, xi,∀i ∈ Su, based on the anchor
positions and all range measurements. For localization in mixed LOS/NLOS environ-
ments, fundamental questions include: how much information about NLOS propaga-
tion is available? More concretely, is there any available prior knowledge regarding
LOS/NLOS identification? Is there any available prior statistical knowledge regarding
vij and δij; in other words, is the distribution of vij or δij available? In this chapter,
we consider the least favorable case. More precisely, we assume that 1) there is no
LOS/NLOS identification information, and 2) there is no statistical knowledge of vij
and δij, except an assumption that vij is zero-mean. Note that, however, this zero-mean
assumption on vij is a common and reasonable assumption.
5.3 Exploiting Sparsity of Ranging Biases
When the link status (LOS or NLOS) is not known in advance, it is natural to re-write
the measurement model (5.1) in a unified form
rij = ‖xi − xj‖+ δij + vij, ∀(i, j) ∈ Γ. (5.2)
1The path loss exponent used for the range estimate is assumed to be 2.
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If link (i, j) is an LOS connection, δij is zero. If it is an NLOS link, δij is an unknown
positive number. This leads to the following two remarkable properties of the bias
vector δ = {δij}(i,j)∈Γ:
• δ possesses a sparsity property in LOS-dominating environments, since the ma-
jority of the elements in vector δ are zero;
• δ is inherently elementwise non-negative, meaning that δij ≥ 0, ∀(i, j) ∈ Γ.
Surprisingly, and to the best of our knowledge, the sparsity property of the bias vector
δ has not been studied so far. Our goal in the following is to exploit sparsity for
cooperative localization.
5.3.1 Sparsity-Promoting Regularized Formulation
The objective now becomes inferring the unknown parameters, xi, i ∈ Su, from r =
{rij}(i,j)∈Γ according to (5.2), where δ is unknown. This set of |Γ| equations in (5.2)
describes an underdetermined system because there are |Γ|+2·Nu unknown parameters
but only |Γ| equations, where |Γ| denotes the cardinality of set Γ. To overcome this
problem, we propose to exploit the sparsity of δ and formulate the localization problem







+ γ g(δ). (5.3)
Here, X stands for the matrix of unknown positions, i.e., X = [x1,x2, . . . ,xNu ]. The
first term, ρ(·), is a cost function related to the residual error. The second term is a
regularization term. The function g(·) promotes the sparsity of δ. The predefined free
parameter, γ, controls the tradeoff between the residual error term and the sparsity-
inducing term. Such a compound objective function enables the optimizer to find a
solution that contains many zero elements in δ and results in a small residual error.
Hence, the purpose of jointly estimating the positions and the bias parameters can
be achieved by solving this optimization problem. Based on the fact that there is a
sparsity-promoting regularization term, we call the generic formulation of (5.3) the
sparsity-promoting regularized formulation.
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Name & Reference Cost function Advantage
Log-likelihood
[PHP+03a,SL14]







































Less sensitive to outliers
Table 5.1: A collection of well-known cost functions for localization purpose.
5.3.2 Bound-Constrained Regularized Formulation
In addition to the sparsity-promoting regularized formulation (5.3), the objective of















is bounded by a predefined parameter σe. In this




≤ σe plays the role of regularizing the optimization
problem, and the objective function g(δ) promotes the sparsity of δ. Consequently, the
regularization parameter γ is no longer needed, but the residual error bound σe becomes
a new regularization parameter in the formulation of (5.4). We call this alternative
generic form the bound-constrained regularized formulation.
5.3.3 Discussion
We remark that the formulations in (5.3) and (5.4) provide a general framework for
NLOS effect mitigation by exploiting the sparsity of ranging biases. Different residual
error functions and sparsity-promoting functions can be adopted, giving rise to different




are given in Table 5.1, being
the well-known cost functions ever used for localization purposes. Depending on the
objective, which could be, e.g., ending up with an optimization problem without local




is chosen or designed. Enumerating all possible realizations
of (5.3) and (5.4) is out of the scope of this paper. Here, we only focus on developing
one concrete realization of (5.3) and (5.4), to be elaborated in Section 5.4.
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5.4 Semi-definite Programming Model
In this section, we will show one concrete example of realizing the generic formula-
tions in (5.3) and (5.4). Location estimation using the formulations in (5.3) and (5.4)
relies on solving an optimization problem, which may contain local optima. Finding
the global optima of a high dimensional non-convex problem without an appropriate
initial guess is quite challenging. Therefore, convex realizations of (5.3) and (5.4) are
highly desired and serve as our target in this section. The difficulty, however, lies in
that the optimization problems in (5.3) and (5.4) are non-convex for most reasonable
choices of ρ(·). To overcome this difficulty, one common path is to design the cost
function ρ(·) properly so that the resulting non-convex problem can be transformed
into a convex one using relaxation methods. In this section, we follow this path and
design the cost function ρ(·) as well as the sparsity-promoting function g(·) so that the
resulting problem can be conveniently relaxed to an SDP. Aiming for an SDP relax-
ation method is driven by the following facts. Firstly, the SDP is a classical method for
cooperative localization. Though there exist other relaxation methods, e.g., second-
order-cone-programming relaxation in [Tse07], it is widely known that the semi-definite
relaxation is tight and provides quite satisfying localization performance, hence, has
been intensively pursued in the literature [CMS04, BLWY06, CWW+12, SL14, VB15].
Secondly, the bound-constrained regularized formulation of the resulting SDP will be-
come primal infeasible when σe is too small. This property can be exploited to develop
a data-driven methodology for selecting an appropriate σe.
5.4.1 Sparsity-Promoting Regularized SDP









∣∣r2ij −‖xi − xj‖2− (2‖xi − xj‖δij + δ2ij)︸ ︷︷ ︸
transformed bias: εij
∣∣.
A careful examination of the transformed bias, εij = 2‖xi − xj‖δij + δ2ij, shows that
• δij = 0 gives rise to εij = 0;
• δij > 0 gives rise to εij > 0.
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This guarantees that the vector ε = {εij}(i,j)∈Γ possesses the same properties as δ,
namely the sparsity property and the elementwise nonnegativity.
Following the same design principle of (5.3), the sparsity property of ε is exploited and





∣∣r2ij − ‖xi − xj‖2 − εij∣∣+ γ g(ε). (5.6)














∣∣r2ij − ‖xi − xj‖2 − εij∣∣+ γ ∑
(i,j)∈Γ
εij. (5.8)
The resulting optimization problem in (5.8) is though non-convex, it can be conve-
niently related to an SDP by following the same procedure as in [BLWY06]. For






∣∣r2ij − tr(EijZ)− εij∣∣+ γ ∑
(i,j)∈Γ
εij








with matrix Eij defined as
Eij =
{
[0, 0, eTi − eTj ]T [0, 0, eTi − eTj ], i, j ∈ Su,
[xTi ,−eTj ]T [xTi ,−eTj ], i ∈ Sa, j ∈ Su.
(5.10)
Herein, tr(·) denotes the trace of a matrix, I2 is the 2-dimensional identity matrix,
and ei is a vector with its i-th entry being one and the rest being zero. Next, the
quadratic constraint Y = XTX is relaxed to Y  XTX, which means that Y −XTX
is positive semi-definite. The relaxed constraint is equivalent to Z  0. Subsequently,
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∣∣r2ij − tr(EijZ)− εij∣∣+ γ ∑
(i,j)∈Γ
εij







The resulting problem has a similar form as the generic formulation of (5.3), and it
is referred to as the sparsity-promoting regularized SDP. Compared with (5.3), the
optimization problem in (5.11) contains two different optimization variables, ε and Z.
The position variable X is contained in Z. The variable δ is replaced by ε, which
inherits the same properties as δ.
5.4.2 Bound-Constrained Regularized SDP




∣∣r2ij−‖xi−xj‖2−εij∣∣ in (5.8) can be bounded by a predefined parameter.









∣∣r2ij − ‖xi − xj‖2 − εij∣∣ ≤ σe. (5.12)















∣∣r2ij − tr(EijZ)− εij∣∣ ≤ σe.
(5.13)
The resulting problem has a similar form as the generic formulation of (5.4), and it is
referred to as the bound-constrained regularized SDP. A detailed analysis of the relation
between (5.11) and (5.13) as well as two special cases is given in the following section.
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5.4.3 Analysis of the Convex Approximations
5.4.3.1 Equivalence of Problems (5.11) and (5.13)
A comparison of (5.11) and (5.13) shows that both formulations are the same except
for one difference: The residual error,
∑
(i,j)∈Γ
∣∣r2ij − tr(EijZ) − εij∣∣, is one term of
the objective function in (5.11), but it is bounded as one constraint in (5.13). One
question arises naturally: what is the relation between these two formulations? To
answer this question, we will introduce several conditions and three theorems which
state the relation of these two formulations.
Condition 1): The minima of Problems (5.11) and (5.13) exist, and Slater’s condition
is fulfilled for both problems.
Condition 2): The inequality constraint
∑
(i,j)∈Γ
∣∣r2ij − tr(EijZ)− εij∣∣ ≤ σe is strictly
active in Problem (5.13), meaning that the optimal KKT multiplier associated with
this inequality constraint is non-zero.
Condition 3): The KKT multiplier associated with the inequality constraint∑
(i,j)∈Γ
∣∣r2ij − tr(EijZ)− εij∣∣ ≤ σe is unique.
Condition 4): For any A > 0, let ε∗ and Z∗ be the optimal solution of Problem (5.11)
with γ = A. The value of the summation
∑
(i,j)∈Γ
∣∣r2ij − tr(EijZ∗)− ε∗ij∣∣ is unique.
Theorem 2 Let ε∗ and Z∗ be the optimal solution of Problem (5.13). Under Con-
ditions 1) and 2), ε∗ and Z∗ must be the optimal solution of Problem (5.11) with
γ = 1
λ∗σ
, where λ∗σ is the KKT multiplier associated with the inequality constraint∑
(i,j)∈Γ
∣∣r2ij − tr(EijZ)− εij∣∣ ≤ σe.
Proof: See Appendix A.3. 
Theorem 3 Let ε∗ and Z∗ be the optimal solution of Problem (5.11). Under Con-




∣∣r2ij − tr(EijZ∗)− ε∗ij∣∣.
Proof: See Appendix A.4. 
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Theorem 4 Under Conditions 1) - 4), for each σe, there exists one γ such that the
optimal solutions of both problems are equivalent, and for each γ, there exists one σe
such that the optimal solutions of both problems are equivalent.
Proof: See Appendix A.5. 
According to Theorem 4, under Conditions 1) - 4), both regularized problems in (5.11)
and (5.13) are equivalent in the sense that they have the same optimal solution.
Remark : We stress that this equivalence relation holds only for (5.11) and (5.13) but
not for the two generic formulations (5.3) and (5.4) or for (5.8) and (5.12). This is
because the equivalence requires another condition: both formulations must be convex
problems, and neither (5.8) and (5.12) nor (5.3) and (5.4) are convex in general.
5.4.3.2 Special case: infinite γ and σe
As both parameters γ and σe approach infinity, Problems (5.11) and (5.13) simplify to














which is equivalent to
find Z







Apparently, when a positive semi-definite matrix Z fulfills that Z[1:2,1:2] = I2 with
Z[1:2,1:2] denoting the submatrix of Z constructed by its first two rows and first columns,
it must be an optimal solution of Problem (5.15). Hence, the optimization problem in
(5.15) is meaningless for localization purposes.
5.4.3.3 Special case: inactive inequality constraint




∣∣r2ij − tr(EijZ)− εij∣∣ ≤ σe is inactive at ε = ε∗ and Z = Z∗, under
Condition 1), it holds that ε∗ = 0|Γ|.
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Here, |Γ| is the cardinality of Γ and 0|Γ| denotes the |Γ| × 1 vector whose entries are
all equal to zero.
Proof: See Appendix A.6. 
Corollary 1 If the inequality constraint
∑
(i,j)∈Γ
∣∣r2ij − tr(EijZ)− εij∣∣ ≤ σe is inactive
at the optimal solution, ε = ε∗, and Z = Z∗, Problem (5.13) is equivalent to the
following optimization problem:
find Z







∣∣r2ij − tr(EijZ)∣∣ ≤ σe.
(5.16)
Proof: See Appendix A.7. 
This tells us that when the inequality constraint is inactive, Problem (5.13) simplifies to
Problem (5.16). This happens when there exists a matrix, Z, that fulfills the constraints
in (5.16). As σe increases, it becomes increasingly likely that the feasible area of
Problem (5.16) is nonempty. In a pure LOS scenario, this may occur for a moderate
σe, while for a mixed LOS/NLOS scenario, this may occur only for a sufficiently large
σe. It is remarkable that the inequality constraint
∑
(i,j)∈Γ
∣∣r2ij − tr(EijZ) − εij∣∣ ≤ σe
cannot be ignored even if it is inactive. Without the inequality constraint, Problem
(5.13) becomes Problem (5.15), which is a feasibility problem. It is apparent that
the feasible area of Problem (5.15) is significantly larger than that of Problem (5.16).
Hence, the inequality constraint
∑
(i,j)∈Γ
∣∣r2ij − tr(EijZ)∣∣ ≤ σe is significant in Problem
(5.16) because it limits the feasible area.
5.4.4 Complexity Analysis
Here, we analyze the computational complexity of the proposed methods. Both (5.11)
and (5.13) are SDPs and can be solved in polynomial time by a standard interior point
method. It is shown in [BTN01] that the worst-case computational complexity for













·B(K) · ln(1/ω), (5.17)
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where Nvar is the number of variables, NSD is the number of semi-definite cone con-
straints, ki is the dimension of the i-th semi-definite cone, ω > 0 is the solution preci-
sion, and B(K) is the so-called barrier parameter associated with cone K, measuring
the geometric complexity of cone K. For an SDP, we have B(K) =
∑NSD
i=1 ki.
To obtain the worst-case complexity of the SDP in (5.11), we first need to convert it
into a standard form without taking the absolute value:
min

























= r2ij, ∀(i, j) ∈ Γ. (5.18c)





variables, 3|Γ| one dimensional semi-definite cones
associated with (5.18a)2, one semi-definite cone of size 2Nu + 2 associated with (5.18b)
and 2|Γ| one dimensional semi-definite cones associated with (5.18c). Hence, the worst-











·B1(K) · ln(1/ω) (5.19)





and B1(K) = 5|Γ|+2Nu+2. Following the same procedure,













with Nvar being defined as above and B2(K) = 5|Γ| + 2Nu + 3. This analysis shows
that both (5.11) and (5.13) have comparable worst-case complexity. Lastly, we note
that the complexity bounds in (5.19) and (5.20) are in the worst-case sense and both
(5.11) and (5.13) can be solved more efficiently by exploiting certain structure of the
constraint matrices.
5.5 Regularization Parameter Selection Strategy
In this section, we consider the question: how to determine an appropriate regulariza-
tion parameter γ or σe in (5.11) or (5.13), respectively. We first analyze the influence
2The linear constraint aTx − b ≥ 0 is equivalent to the one dimensional linear matrix inequality
constraint aTx − b ∈ S1+, where x is the optimization variable, a and b are the given constraint
coefficients.
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of both parameters on the localization accuracy. The analysis below shows that the
most appropriate regularization parameter, γ or σe, depends on the underlying local-
ization environment and sticking to a fixed parameter may lead to certain performance
loss. This motivates us to develop a reliable data-driven method that dynamically
determines an appropriate parameter for the specific localization environment.
5.5.1 Effect of γ and σe
The regularization parameter γ controls how strong the sparsity-inducing term∑
(i,j)∈Γ εij is penalized. If γ is too large, εij associated with an NLOS link may be re-
duced to zero. On the other hand, if γ is too small, εij associated with an LOS link may
become non-zero. In fact, the most appropriate γ depends on the specific propagation
environment, e.g., the percentage of NLOS links (PNLOS) and the statistics of vij and
δij. An example is given in Fig. 5.1. The localization accuracy is evaluated in terms
of the root-mean-squared-error (RMSE). Here, we focus on interpreting Fig. 5.1 and
postpone the definition of RMSE and the simulation setup to Section 5.6. In a pure
LOS scenario, i.e., PNLOS = 0%, γ ≥ 0.1 provides the highest localization accuracy,
while for the scenario of PNLOS = 60%, γ ≤ 0.01 is more appropriate. The value of
γ = 0.1 leads to 11% performance loss for PNLOS = 60%. Although this quantity is
not immense, it tells us that a fixed γ cannot be the most appropriate parameter for
all localization scenarios. Next, we investigate the influence of σe on the localization

















Figure 5.1: Influence of γ on localization accuracy when vij ∼ N (0, 0.012) and δij ∼
U [0, 0.5].


































































(c) PNLOS = 40%
Figure 5.2: Influence of σe on probability of primal infeasibility (Ppinf) and localization
accuracy in terms of RMSE at vij ∼ N (0, 0.012) and δij ∼ U [0, 1].
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accuracy as well as the probability of primal infeasibility (Ppinf). Figure 5.2 depicts
one representative result, where the blue curve, associated with the left y-axis, rep-
resents the probability of primal infeasibility Ppinf and the red curve, associated with
the right y-axis, represents the localization accuracy in terms of the RMSE. All primal
infeasible cases do not contribute to the calculation of the RMSE. There are several
observations related to Fig. 5.2. Firstly, the probability of primal infeasibility, Ppinf,
decreases monotonically with an increasing σe. This result is expected because if σe is
too small, there may not exist a Z that fulfills all the constraints and Problem (5.13)
becomes primal infeasible. Secondly, roughly speaking, the RMSE curves rise with an
increasing σe. A comparison of all three figures shows that the value of σe, at which
the lowest RMSE is achieved, declines as PNLOS increases. This tells us that, similar
to γ, the most appropriate σe depends on the specific scenario, e.g., the underlying
PNLOS. In addition to these three scenarios, we have examined various other scenarios:
PNLOS varying from 0% to 100% with different distributions of vij and δij. For all tested
scenarios, the Ppinf curve and the RMSE curve demonstrate similar behaviors.
5.5.2 Data-Driven Parameter Selection Strategy
We have seen that the most appropriate γ or σe varies with the localization scenarios,
e.g., PNLOS, which is unknown in practice. This motivates us to develop a reliable
data-driven parameter selection method, either for γ or for σe. By examining Fig. 5.2
more carefully, we have an interesting observation: the RMSE curve first shows a short
decreasing tendency and then starts to increase with σe. This short declining trend
implies that the boundary value σmine is too tight and a slight loosening of σe achieves
improved localization accuracy. Here, σmine denotes the minimal value of σe, for which
Problem (5.13) is primal feasible. Inspired by this observation, we propose to use the
boundary value σmine as a reference value and set σe = c · σmine with c ≥ 1 being a
user-defined constant.
This gives rise to the following data-driven parameter selection strategy. First, we











∣∣r2ij − tr(Eij Z)− εij∣∣ ≤ σe.
(5.21)
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Figure 5.3: Influence of c on the localization accuracy obtained with vij ∼ N (0, 0.012)
and δij ∼ U [0, 0.5].
Here, σmine is the global optimum of (5.21). Different from (5.13), σe is an optimization
variable in (5.21) while not a predefined constant. Then, based on σmine , the position













∣∣r2ij − tr(Eij Z)− εij∣∣ ≤ c · σmine .
(5.22)
Here, c ≥ 1 is a user-defined parameter. To illustrate the influence of c on the lo-
calization accuracy, we depict a typical case in Fig. 5.3. This figure shows that for
LOS-dominating scenarios, enlarging c to certain extent can help to improve the lo-
calization accuracy. On the other hand, the performance for NLOS-heavy scenarios,
e.g., PNLOS = 60%, remains almost unchanged. Besides, the localization accuracy is
not sensitive to c. In this example, any c in the range [1.5, 2.5] is a suitable choice.
We have two remarks on the proposed data-driven parameter selection strategy. First,
this parameter selection strategy makes use of the fact that Problem (5.13) is not always
primal feasible. This fact enables us to dynamically obtain a boundary value, σmine , for
each localization problem. Then, as an estimate of the most appropriate parameter,
we use σe = c ·σmine . Second, σe is determined at the cost of a slight increase in compu-
tational complexity, i.e., the computational cost of solving Problem (5.21). Compared
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with most existing parameter selection methods, which require solving Problems (5.11)
and (5.13) on a grid of γ and σe, respectively, this additional computational cost for
solving Problem (5.21) once is almost negligible.
5.6 Numerical Results
In this section, the performance of the proposed methods is evaluated in a variety
of scenarios. Following [BLWY06], we consider a 1 × 1 area in the normalized unit-
free scale. Note that the noise level and the localization accuracy should be scaled
accordingly to obtain the corresponding physical values. For instance, a standard
deviation of 0.01 in the normalized unit-free sense corresponds to 1 m for an actual area
of 100 m× 100 m. Each network consists of 100 agents and Na = 4 or Na = 8 anchors.
For all Monte Carlo runs, the anchor positions are fixed. The agent positions are
randomly and uniformly generated in each Monte Carlo run. We set the communication
range to 0.2 unless mentioned otherwise. For the measurement error, vij, different
distributions are considered, including a zero-mean Gaussian distribution N (0, σ2ij)
with homogeneous variance σ2ij = σ
2
LOS or inhomogeneous distance-related variance
σ2ij = κ
2‖xi − xj‖2 and the Laplace distribution. The NLOS bias δij is randomly
generated from a uniform distribution, U [a, b]. The localization accuracy is evaluated




















where xji and x̂
j
i are the location of node i and its estimate in the j-th Monte Carlo
run, respectively, and NMC is the total number of Monte Carlo runs. The performance
of all methods is evaluated over NMC = 500 Monte Carlo runs.
The MATLAB code that implements the proposed two SDPs and the data-driven
strategy is available at: https://gitlab.com/jindi.et/sdp_sparsity.git.
5.6.1 Simulation Results: Regularization Parameter Selection
In this section, we investigate the influence of the regularization parameter (γ and
σe) on localization performance and the efficacy of the proposed data-driven strategy
(5.22). For this purpose, four different configurations are examined, including the pro-
posed sparsity-promoting regularized SDP (5.11) with three representative candidates
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true distance measurement error NLOS bias








































Figure 5.4: Histogram of true distance, measurement error of vij and NLOS biases δij:
(a) vij ∼ N (0, 0.012), δij ∼ U [0, 0.5] (b) vij ∼ N (0, 0.012‖xi − xj‖), δij ∼ U [0.1, 0.5].
(γ = 0.01, 0.05, 0.1) and the proposed data-driven strategy (5.22) with c = 2, i.e.,
σe = 2σ
min
e . Note that these three values of γ are sensibly chosen and they provide
satisfying localization accuracy.
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σe = 2σ
min
e γ = 0.01 γ = 0.05 γ = 0.1











(a) vij ∼ N (0, 0.012) and Na = 8










(b) vij ∼ Laplace(0, 0.01) and Na = 8












(c) vij ∼ N (0, 0.012) and Na = 4
Figure 5.5: Localization accuracy of proposed methods at different values of PNLOS
with δij ∼ U [0, 0.5].
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σe = 2σ
min
e γ = 0.01 γ = 0.05 γ = 0.1













(a) vij ∼ N (0, σ2LOS), δij ∼ U [0, 0.2]














(b) vij ∼ N (0, σ2LOS), δij ∼ U [0, 0.5]











(c) vij ∼ N (0, κ2d2ij), δij ∼ U [0.1, 0.5]
Figure 5.6: Localization accuracy of proposed methods at different variances of mea-
surement error vij with Na = 8.
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Figure 5.7: Equivalent γ of σe = 2σ
min
e at vij ∼ N (0, 0.012), δij ∼ U [0, 0.5].
To mimic various practical localization scenarios, different measurement error distri-
butions, e.g., vij ∼ N (0, 0.012) or vij ∼ Laplace(0, 0.01), and different network layouts
(Na = 4 or Na = 8) are considered. To illustrate the noise statistics, we depict the
normalized histograms of vij, δij versus the true distance in Fig. 5.4. The statistics
of the LOS/NLOS measurement errors in Fig. 5.4-(a) corresponds to the scenarios in
which the measurement error is moderate relative to the true distance. On the other
hand, Fig. 5.4-(b) reflects a low noise scenario, which is typical for ultra-wideband
technology [DCF+09].
Figure 5.5 compares the localization performance of all methods in terms of RMSE at
different values of PNLOS, where, for instance, PNLOS = 10% corresponds to an LOS-
heavy case and PNLOS = 90% to an NLOS-heavy case. It can be seen that these four
configurations perform similarly in these three scenarios and the performance difference
of these four configurations is moderate. As expected, the localization performance of
all methods degrade with an increasing PNLOS, due to the adverse effect of NLOS mea-
surements on localization accuracy. A closer inspection shows that for the proposed
sparsity-promoting regularized SDP in (5.11), a fixed γ fails to achieve the highest
localization accuracy in all scenarios. At a low PNLOS (0 ≤ PNLOS ≤ 30%), γ = 0.1
seems to be the most appropriate parameter. However, for PNLOS > 30%, the highest
localization accuracy is provided by the lower value, γ = 0.01. Among these four con-
figurations, the proposed data-driven strategy keeps attaining the lowest localization
error at different PNLOS in all scenarios. Taking Fig. 5.5-(b) as an example, with respect
to the red curve (σe = 2σ
min
e ), the black curve (γ = 0.01) leads to a performance loss
5.6 Numerical Results 93
around 31% when PNLOS = 0%, and the blue curve (γ = 0.1) leads to a performance
loss around 9% when PNLOS = 50%. These results demonstrate the efficacy of the
proposed data-driven strategy for choosing an appropriate σe. It is important to point
out that this parameter selection strategy is not sensitive to c and the localization
performance remains comparable with c in the range of [1.5, 2.5].
To make the comparison more comprehensive, the localization scenarios are further
extended and the proposed methods are evaluated at varying noise variance for different
combinations of LOS/NLOS distributions. The results are depicted in Fig. 5.6. Here,
we have similar observations as in Fig. 5.5. Among all four curves, σe = 2σ
min
e achieves
the lowest RMSE in almost all tested scenarios. This result again shows the ability of
the proposed data-driven strategy in providing an appropriate σe. By contrast, a fixed
regularization parameter, γ, fails to achieve the highest localization accuracy when the
statistics of vij and δij vary or when PNLOS changes.
Next, we aim to analyze the remarkable localization performance of the proposed data-
driven parameter selection strategy. Recall that Theorem 4 states that under certain
conditions, there exists for each σe one γ such that Problem (5.11) and Problem (5.13)
have equivalent optimal solutions. This implies that for one localization problem, each
σe has an equivalent γ. As shown in the proof of Theorem 4, this equivalent value
is γ = 1
λ∗σ




∣∣r2ij − tr(Eij Z)− εij∣∣ ≤ σe. Relying on this theorem, the equivalent
γ of σe = c ·σmine , denoted by γ(σe = c ·σmine ), can be numerically calculated. Figure 5.7
depicts the numerical results of γ(σe = 2 σ
min
e ) in terms of its sample mean and its
sample standard deviation. It is shown that at a low PNLOS, the equivalent γ of
σe = 2σ
min
e is relatively high. As PNLOS increases, the equivalent γ decreases gradually.
This trend is in agreement with the requirement of an appropriate γ at varying PNLOS: a
large γ is more suitable for an LOS-heavy scenario and a small γ is more appropriate for
an NLOS-heavy scenario. This analysis reflects that the proposed parameter selection
strategy is able to dynamically adjust its sparsity weightings. This ability is attributed
to the fact that other than using one fixed parameter σe, the proposed parameter
selection strategy dynamically determines one σe; more precisely, it determines a unique
σmine for each localization problem.
5.6.2 Simulation Results: Comparison of Localization Perfor-
mance
In this section, we compare the localization performance of the proposed framework
with several state-of-the-art methods, including the centralized expectation-conditional
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maximization (ECM) [YFJ+15], the SDP [BLWY06] and its variant designed to be ro-
bust against NLOS measurements in [VB15], referred to as SDP-NLOS. Here, the
bound-constrained regularized SDP with σe = 2σ
min
e is selected to represent the
proposed framework. Regarding the ECM method, the distribution of vij is initial-





), where αNLOS = PNLOS when
PNLOS ∈ [10%, 90%], αNLOS = 0.95 when PNLOS = 100% and αNLOS = 0.05 when
PNLOS = 0. The position parameters are initialized as the true values plus a perturba-
tion generated in U [−0.2, 0.2].
Figure 5.8 depicts the localization accuracy of different methods versus PNLOS in sce-
narios where the statistics of the ranging bias δij vary. It is observed that, compared
with the SDP and the ECM methods, the proposed method (σe = 2σ
min
e ) achieves a
significant performance improvement in almost all scenarios, not only in LOS-heavy
scenarios but also in NLOS-heavy scenarios. This result indicates that our “sparsity”
does not always mean “zero” entries overwhelmingly dominate “non-zero” entries, but
can also mean that there is only a small fraction of “zero” entries. In both cases our
proposed algorithm can exploit the “sparsity” property to improve the positioning ac-
curacy. An additional observation is that the localization accuracy of the SDP-NLOS
method is close to our method. Nevertheless, note that the SDP-NLOS method has
two critical limitations: it is developed for Gaussian distributed measurement error and
it requires the knowledge about the variance of the measurement error. By contrast,
our method does not have these limitations.
Next, we evaluate how these methods perform at varying variance of measurement er-
ror. The localization RMSE curves are depicted in Fig. 5.9 for PNLOS = 0%, 20%, 40%.
Once again, we see that our method attains the highest localization accuracy in almost
all scenarios. The only exception occurs at PNLOS = 0% (a pure LOS scenario), at
which our method has a slight performance loss in comparison with the SDP method.
This result is expected since this SDP method was developed for the pure LOS sce-
nario. The simulation results presented so far demonstrate the ability of the proposed
framework for NLOS effect mitigation in various scenarios.
5.6.3 Experimental Results
In addition to the synthetic data, it is interesting to see how does our method perform
in a real sensor network. For this purpose, we evaluate all methods using the real
sensor network and the TOA measurements provided in [PHP+03b]. The experimental
setup is briefly reviewed below. The network consisted of 44 sensors in total, among
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ECM [YFJ+15] SDP [BLWY06]
SDP-NLOS [VB15] propose method (σe = 2σ
min
e )








(a) δij ∼ U [0, 0.2]








(b) δij ∼ U [0, 0.5]








(c) δij ∼ U [0.1, 0.5]
Figure 5.8: Localization accuracy of different methods at different values of PNLOS
with vij ∼ N (0, 0.012) and Na = 8.
96 Chapter 5: Robust Cooperative Localization via Exploiting Sparsity of Ranging Biases
ECM [YFJ+15] SDP [BLWY06]
SDP-NLOS [VB15] propose method (σe = 2σ
min
e )








(a) PNLOS = 0%











(b) PNLOS = 20%









(c) PNLOS = 40%
Figure 5.9: Localization accuracy of different methods at varying σLOS with
vij ∼ N (0, σ2LOS), δij ∼ U [0, 0.5] and Na = 8.
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which 4 anchors and 40 agents, and was deployed over an area of 14 m × 14 m.
Figure 5.10 shows the deployment of the real sensor network, along with the position
estimates obtained using our method with σe = 2σ
min
e . There was a TOA measurement
between each pair of sensors. The measurements were collected using a wideband
direct-sequence spread-spectrum (DS-SS) transmitter and receiver (Sigtek model ST-
515). For more details about the experiment, please see [PHP+03b].
To examine networks of different connectivity rates, we manually vary the communica-
tion range from 8 m to 14 m with a step size of 2 m. To test the fully connected scenario,
a communication range of 20 m is considered as well. According to the Kolmogorov-
Smirnov test, the distance measurement error fits well the model of N (0, 1.832), which
is used as the initial model parameters for the ECM method. The initial position pa-
rameters are set to the true agent positions for the ECM method. This means that
the most appropriate initialization parameters are provided for the ECM method. We
stress that it is unrealistic to obtain such ideal initialization parameters in practice,
since the true agent positions and measurement error model are rarely available.













Figure 5.10: Deployment of the real sensor network and the position estimates ob-
tained using the proposed framework with σe = 2σ
min
e .
The result is shown in Fig. 5.11 and there are several observations. First, the local-
ization error (RMSE ≥ 2.5 m) of the SDP-NLOS method is considerably larger than
the other methods. We show the RMSE only for a range lower than 2.5 m so that the
difference between the other methods becomes more evident. This poor performance
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ECM [YFJ+15] SDP [BLWY06] SDP-NLOS [VB15]
σe = 2 σ
min
e γ = 0.01 γ = 0.05 γ = 0.1

















Figure 5.11: Localization accuracy of different methods at different communication
ranges using real data.
of the SDP-NLOS method can be explained as follows. When there are excessively
many connections, corresponding to the many constraints in the SDP-NLOS method,
it becomes extremely challenging for the SDP-NLOS method to find a solution close to
the true parameters. Second, the proposed approach (σe = 2σ
min
e ) once again retains
the highest localization accuracy, followed by the SDP method. The good performance
of the SDP method is due to the fact that the underlying scenario is close to a pure-
LOS scenario. Regarding the sparsity-promoting regularized SDP, among these three
parameters, γ = 0.1 seems to be the most appropriate one, followed by γ = 0.05, with
γ = 0.01 being the least favorable one. However, all these three RMSE curves are above
the σe = 2σ
min
e curve. This is because for this localization scenario, which is close to
the pure-LOS scenario, a relatively large γ is more suitable. Evidently, γ = 0.1 is still
not large enough. On the other hand, σmine is dynamically determined for this special
scenario, leading to the reliable outstanding localization performance of the method
with σe = 2σ
min
e . This example highlights the potential benefit of the proposed frame-
work in conjunction with the proposed data-driven strategy in practical localization
scenarios.
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Methods: ECM SDP SDP-NLOS γ = 0.05 σe = 2σ
min
e
Time [s]: 10.94 1.31 12.00 1.70 3.54
Table 5.2: Comparison of computational complexity in terms of simulation time.
Here, the localization scenario is the same as that in Fig. 5.8-(b) with PNLOS = 20%.
5.6.4 Computational Complexity
In addition to the localization accuracy, computational efficiency is another impor-
tant measure for practical localization problems. Here, we compare the computational
efficiency of different methods in terms of simulation time. All SDPs are solved di-
rectly using the SeDuMi solver. The average simulation time, including preprocessing,
interior-point iterations and postprocessing, is tabulated in Table 5.2. There are two
main observations. First, the simulation time of σe = c · σmine is approximately twice
that of the method with a predefined γ. This is an expected result because for the pro-
posed parameter selection strategy, not only Problem (5.22) but also Problem (5.21)
should be solved. This results in a doubled computational load. Second, all proposed
methods, including the method with a predetermined γ and also the method with
σe = c · σmine , are computationally more efficient than the SDP-NLOS and the ECM
methods. This is because the SDP-NLOS has many range-related constraints, which
correspond to many semi-definite cones, which are quite time consuming to handle.
The ECM method requires many iterations to achieve its local optimum, leading to its
comparatively high computational load.
5.7 Summary
In this chapter, the general localization scenario, where range measurements are avail-
able but statistical knowledge of LOS/NLOS measurement errors is completely un-
known, was considered. It was shown that the ranging biases are sparse in LOS-
dominating environments. This sparsity was exploited so that the localization problem
was formulated as two generic regularized optimization problems. To avoid the prob-
lem of local optima solutions, a specific SDP-based example was developed for each
regularized formulation. It was theoretically shown, for certain conditions, that these
two SDPs are equivalent in the sense that they share the same optimal solution. To
select an appropriate regularization parameter, an efficient data-driven strategy was
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devised which exploits the special structure of the optimization problem. It was shown
in the numerical examples that our two SDP solutions, in particular, the proposed data-
driven parameter selection method, provide overall good localization performance. In
contrast to techniques with non convex objective functions, initialization of the pro-





The major advance detailed in this dissertation is that of cooperative localization meth-
ods for the practical case where full knowledge of the statistical measurement model
is not available and, in particular, where experimental campaigns are not affordable
and NLOS identification is not performed. The methods developed have a rigorous
mathematical base and avoid the common problem of solutions that are local, not
global.
For RSS measurements, and for the case where the model parameter is unknown, the
cooperative localization problem was formulated as a statistical inference problem in
a Bayesian framework with the positions and the unknown model parameter being
treated as random variables. It was shown that message passing methods, with appro-
priate numerical strategies, are suitable for solving the statistical inference problem.
In addition, the more general scenario, where range measurements are available but
statistical knowledge of LOS/NLOS measurement errors is completely unknown, was
considered. It was shown, first, that the bias parameters associated with measure-
ment errors are sparse in LOS-dominating environments. Second, it was shown that
this sparsity can be exploited and the localization problem can be formulated as two
generic regularized optimization problems. To avoid the problem of local optima so-
lutions, a specific SDP-based example was developed for each regularized formulation.
To select an appropriate regularization parameter, an efficient data-driven strategy was
utilized which exploits the special structure of the optimization problem.
The research documented in this thesis has led to some important open research ques-
tions and possible extensions. These are summarized below.
6.1 Inhomogeneous Environments
In Chapter 4, it was assumed that the localization environment is homogeneous with
all links having a common path loss exponent. This is a simplification as practical
localization environments are most likely inhomogeneous with each propagation link,
e.g., connection link between node i and node j, having an individual path loss expo-
nent. However, incorporating such inhomogeneity results in the measurement model
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being under-determined. The most straightforward methods that are well suited for
RSS-based localization in inhomogeneous environments are fingerprinting methods,
e.g. [BP00]. Fingerprinting methods require an RSS map that is constructed based
on experimental campaigns conducted in advance and such campaigns are likely to be
not affordable in many applications. This necessitates the development of RSS-based
cooperative localization methods for inhomogeneous environments when prior exper-
imental campaigns are not available. This problem has only rarely been studied, is
quite challenging and an open problem.
One promising research direction is to develop appropriate regularization methods deal-
ing with the under-determined problem. Consider the physical properties of the path
loss exponent:
αij = 2, if link (i, j) is LOS,
αij ∈ (2, 6], if link (i, j) is NLOS.
(6.1)
This implicitly indicates that vector α = {αij}(i,j)∈Γ possesses the following two prop-
erties:
• Vector α − 2 is inherently element wise non-negative, meaning that αij − 2 ≥
0, ∀(i, j) ∈ Γ;
• Vector α− 2 possesses sparsity property in LOS-dominating environments, since
there are many zero elements in vector α− 2.
By utilizing the principles detailed in Chapter 5, it should be possible to develop
appropriate regularization methods by exploiting the sparsity of vector α− 2.
6.2 Further Investigation of Regularized Methods
Chapter 5 detailed two generic methods to exploit the sparsity in the bias vector:
the sparsity-promoting regularized method (5.3) and the bound-constrained regular-
ized method (5.4). Two specific examples of these two generic methods, the sparsity-
promoting regularized SDP (5.11) and the bound-constrained regularized SDP (5.13),
were developed by specifying the choice for the residual error function and the sparsity-
inducing function. The theoretical analysis and the data-driven parameter selection
method given in Chapter 5 are limited to these two SDP methods.
In principle, other examples of these two generic methods can be constructed by choos-
ing different residual error functions and different sparsity-inducing functions. As a
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starting point, the residual error functions detailed in Table 5.1 can be considered and
the l0 norm can be considered as a sparsity-inducing function. In addition, the fol-
lowing warrants investigating. First, appropriate algorithms for solving the resulting
optimization problems. Such algorithms would enable performance evaluation, and
thereby providing an answer to the question as to whether introducing the sparsity
term mitigates the effects of NLOS. In addition, a theoretical analysis on the relation
between the resulting two examples of (5.3) and (5.4) is warranted. Another issue that
warrants further investigation is how to select an appropriate regularization parameter.
With respect to this problem, the sensitivity of localization performance with respect
to the regularization parameter needs to be analyzed and the possibility of developing
a data-driven parameter selection method needs to be investigated.
6.3 Computational Efficiency
Two core requirements for real-world wireless networks are high localization accuracy
and robustness against NLOS measurements. Two additional, and significant, require-
ments are a light computational load and scalability as defined by the capability to
process large networks. SDP methods are computationally much lighter than particle-
based message passing methods. For example, for a moderately connected network with
100 agents, SDP methods require between 1.3 and 3.5 seconds to determine position
estimates while particle-based methods can easily take several hours. The main reason
for the heavy computational load of particle-based methods is that an analytical solu-
tion for the message-updating rule does not exist and numerical approximate solutions
have to be utilized. Appropriate parametric forms have the potential to alleviate this
problem by approximating the beliefs and/or messages. Further, variational Bayesian
methods have the potential to provide approximate analytical solutions and, thus, have
the potential to avoid computationally expensive Monte Carlo sampling methods.
Though the processing time of SDP methods is acceptable for moderately connected
networks with of the order of 100 agents, the computational load becomes rapidly pro-
hibitive for large and densely connected networks. The issue as to whether it is possible
to achieve a reduction in computational load, but without a sacrifice of localization ac-
curacy, warrants further investigation. Notably, the problem data associated with stan-
dard SDP problems, e.g., (11), is sparse. Accordingly, one possible research direction is
to exploit the special structure of the SDP problems as in [FKMN00,NFF+03,ZFP+17].
In addition, the recently proposed first-order operator-splitting method, see [OCPB16],
has potential for efficiently solving homogeneous self-dual embedding problems. Thus,
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an alternative approach is to reformulate the problem as a homogeneous self-dual em-
bedding problem and then solve it using the first-order operator-splitting method,
e.g. [SZOL15].
6.4 Sources of Uncertainty
In real-world applications, the assumed statistical models commonly used do not per-
fectly match the underlying physical models. Two representative sources of uncertainty
are associated with the reference power and the location of the anchor positions. For
example, in Chapter 4, only the path loss exponent in the log-distance path loss propa-
gation model (4.1) was assumed unknown. In real-world scenarios, the reference power
may deviate from the reported value, e.g., caused by battery consumption. Further,
the reference power may even be completely unknown. An extension of the proposed
message passing methods to this harsh scenario would be useful. With respect to an-
chor positions, in practice, the locations of anchors are either manually calibrated or
provided by certain GNSS receivers. As a result, anchor positions are only known with
limited accuracy. When uncertainty information of the anchor positions is available,
the following two approaches have potential. First, message passing methods can be ex-
tended in a straightforward manner by including the uncertainty information of anchor
positions in the Bayesian framework. Alternatively, the sparsity-promoting regularized
method (5.3) could be extended to take this uncertainty into account. More precisely,









+ γ g(δ), (6.2)
where Sa is the uncertainty set of the anchor positions {xNu+1, . . . ,xN}. The key idea
in this extension is to minimize the objective function in the least favorable case among
all possible locations of anchors.
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Appendix
A.1 Derivation of (4.12c)
We consider the calculation of the integral in (4.12c). For notational simplicity, we

























































Here, fN (·) stands for the pdf of the Gaussian distribution N (0, σ2), 1© stands for
xij = xi − xj, and from 1© to 2© is achieved by transforming the Cartesian coordinate
xij to the polar coordinate [dij, θij]
T .
A.2 Derivation of (4.30a)
For the measurement model in (4.1), the distance sample dlij generated according to







· (Ai − rij) +
log10
10αl′
· vl︸ ︷︷ ︸
ṽ
. (5)

















Furthermore, it is given that the pdf of a log-normal-distributed random variable a ∼











Finally, substituting a, µa and σa in (8) with dij/d0, µ̃ and σ̃
2, respectively, concludes
the derivation.
A.3 Proof of Theorem 2
The proof is based on the KKT conditions of Problems (5.11) and (5.13). To derive the
KKT conditions, we first reformulate both problems to the standard form of a linear
conic program. We start with Problem (5.18), which is the equivalent form of Problem
(5.11) without the absolute value operator.
Definition 1 We define a bijection
fΓ : Γ→ ZΓ = {1, . . . , |Γ|} (9)
that is a one-to-one map between each pair of connection (i, j) ∈ Γ and one integer
l ∈ ZΓ.
By using the bijection defined above and dividing the objective function by factor γ,
Problem (5.18) is further reformulated to
min














subject to εl ≥ 0, β+l ≥ 0, β
−
















= r2l , l = 1, . . . ,
∣∣Γ∣∣.
(10)
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Then, Problem (10) can be written in the standard form of a linear conic program,




subject to x ∈ K
Ax = b
(11)
Here, x = [ε;β+;β−; vec(Z)] with vec(Z) being the vector constructed by the concate-










with 1|Γ| denoting the |Γ| × 1





+ ×Sn+ with R
|Γ|
+ being the |Γ|-dimensional non-negative orthant
and Sn+ being the n-dimensional positive semi-definite cone. For brevity, the constraint
matrix A and vector b are not explicitly given here. The Lagrangian L(x,λ,ν) asso-
ciated with Problem (11) is defined as
L(x,λ,ν) = cTx− λTx + νT (b−Ax) (12)
with λ = [λε;λβ+ ;λβ− ;λZ] and ν being the KKT multipliers.
It is guaranteed that the objective function is non-negative in Problem (5.11) for any
γ > 0, meaning that the optimal objective function cannot be −∞. Slater’s condition
guarantees the strong duality, i.e., the zero-duality gap. Moreover, it also implies that
there exists one pair of dual optimal points (λ∗,ν∗) when the dual optimal value is not
−∞, which is true due to the zero duality gap. Moreover, Condition 1) tells us that the
optimal primal point x∗ exists as well. Hence, there exists at least one pair of optimal

















zero duality gap. According to the KKT optimality, the following several conditions
are sufficient and necessary for the primal/dual optimal points. Before listing the KKT
conditions, several notations are first introduced. A(l) and A
T
(l) denote the l-th column
of matrix A and A(l)’s transpose, respectively. A(a:b) and A
T
(a:b) denote the submatrix
of A constructed by its columns a to b and A(a:b)’s transpose, respectively. A[c:d,a:b]
denotes the submatrix of A constructed by its rows c to d and columns a to b.
• Primal feasibility





















=⇒ λ∗ = c−ATν∗,
=⇒
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l = 0, l = 1, . . . , |Γ|,
λ∗β+, l β
+,∗
l = 0, l = 1, . . . , |Γ|,
λ∗β−, l β
−,∗

















Note that Step 1© follows from the fact that if the sum of several non-negative terms
is zero, then each non-negative term must be zero.
Next, the KKT conditions of Problem (5.13) are derived. Problem (5.13) is first refor-
mulated as
min




subject to εl ≥ 0, β+l ≥ 0, β
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Here, x = [ε;β+;β−; vec(Z)], c =
[
1|Γ|; 0|Γ|; 0|Γ|; 0n2
]
, cone K denotes the Cartesian




+ × Sn+. A and b are the same as in (11).
The Lagrangian L(x,λ, λσ,ν) associated with Problem (19) is defined as











+ νT (b−Ax) (20)

















, λ∗σ and ν
∗ be the optimal
primal/dual points. According to the KKT optimality, the following several conditions
are sufficient and necessary for the primal/dual optimal points.
• Primal feasibility




























∇xL(x∗,λ∗, λ∗σ,ν∗) = 0
=⇒ λ∗ = c−ATν∗ + λ∗σ
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∗ ≤ 1, l = 1, . . . , |Γ|,
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∗ ≤ λ∗σ, l = |Γ|+ 1, . . . , 2|Γ|,
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Proof: Under Condition 1), which guarantees the strong duality, the KKT opti-















, λ∗σ and ν
∗ be the optimal pri-
mal/dual points of Problem (5.13). This pair of primal/dual points x∗ , λ∗, λ∗σ and ν
∗
must fulfill the KKT Conditions (21) - (28).
Suppose that we have γ = 1
λ∗σ
. Condition 2) guarantees that λ∗σ 6= 0, i.e., λ∗σ > 0,
thereby γ > 0 and finite. Then, it is apparent that the primal/dual points x∗, λ∗ and
ν∗ fulfill the KKT Conditions (13) - (17) as well. Hence, x∗, more specifically ε∗ and
Z∗, must be the optimal solution of Problem (5.11) with γ = 1
λ∗σ
. 
A.4 Proof of Theorem 3















and ν∗ be one pair of optimal pri-
mal/dual points of Problem (5.11) with γ = A. This pair of primal/dual points x∗,λ∗
and ν∗ must fulfill the KKT Conditions (13) - (17).
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Suppose that we have parameter σe =
∑
(i,j)∈Γ
∣∣r2ij−tr(EijZ∗)−ε∗ij∣∣ = B. Our purpose





and ν∗ fulfill the KKT Conditions (21) - (28).





and ν∗ fulfill the KKT Conditions (21)-(22),
(24)-(25) and (27). We now have to show that the other KKT conditions, including





∣∣ = B, it follows that both (23) and (28) hold. Moreover, since we have λ∗σ = 1γ = 1A
and A > 0, it follows that λ∗σ ≥ 0 , i.e., Condition (26) is fulfilled as well.





and ν∗ must be the optimal solution of
Problem (5.13) with σe =
∑
(i,j)∈Γ
∣∣r2ij − tr(EijZ∗) − ε∗ij∣∣. Hence, ε∗ and Z∗ must be
the optimal solution of Problem (5.13) with σe =
∑
(i,j)∈Γ
∣∣r2ij − tr(EijZ∗)− ε∗ij∣∣.

A.5 Proof of Theorem 4
















, λ∗σ and ν
∗
be the optimal primal/dual points of Problem (5.13) with σe = B. We have to show
that there exists a unique A such that ε∗ and Z∗ are the optimal solution of Problem
(5.11) with γ = A.
Suppose A = 1
λ∗σ
. The proof in Section A.3 has shown that x∗, λ∗ and ν∗ must fulfill
the KKT conditions of Problem (5.11) with γ = 1
λ∗σ
= A, stating that ε∗ and Z∗ are the
optimal solutions of Problem (5.11) with γ = A. The uniqueness of A is guaranteed
by the uniqueness of λ∗σ, which is true under Condition 3).
(b). Let x̄∗ =
[














and ν̄∗ be the optimal
primal/dual points of Problem (5.11) with γ = A. We have to show that ε̄∗ and Z̄∗
are the optimal solutions of Problem (5.13) with σe = B.
Our proof is based on the KKT optimality conditions as well. Based on the proof in





, then x̄∗, λ̄∗ and ν̄∗ are the optimal primal/dual
points of Problem (5.13) with σe =
∑
(i,j)∈Γ
∣∣r2ij − tr(EijZ̄∗) − ε̄∗ij∣∣. Next, we have to
show that ∑
(i,j)∈Γ



















, λ∗σ and ν
∗ be the optimal
primal/dual points of Problem (5.13) with σe = B. Under Condition 2), the inequality
constraint of problem (5.13) with σe = B must be active, meaning that∑
(i,j)∈Γ
∣∣r2ij − tr(EijZ∗)− ε∗ij∣∣ = B. (30)
Based on Proof (a), the optimal solutions, ε∗ and Z∗, must be the optimal solutions of
Problem (5.11) with γ = A as well. This tells us that for Problem (5.11) with γ = A,
there exists at least one pair of optimal solutions that fulfill∑
(i,j)∈Γ
∣∣r2ij − tr(EijZ∗)− ε∗ij∣∣ = B. (31)





∣∣ for all optimal solutions of Problem (5.11) with γ = A. Hence, we have∑
(i,j)∈Γ




∣∣r2ij − tr(EijZ∗)− ε∗ij∣∣
=B.
(32)
(c). The proof for the reverse statement follows the same principle. 
A.6 Proof of Theorem 5
Proof: The proof is based on the KKT Conditions (21)-(28) given in Section A.3.
First, both A and b are explicitly given: b =
[








0, . . . , 0
β+︷ ︸︸ ︷
0, . . . , 0
β−︷ ︸︸ ︷
0, . . . , 0
vec(Z)︷︸︸︷
1,0T
0, . . . , 0 0, . . . , 0 0, . . . , 0 0, 1,0T
0, . . . , 0 0, . . . , 0 0, . . . , 0 0Tn+1, 1,0
T
1, 0, . . . , 0 1, 0, . . . , 0 −1, 0, . . . , 0 vec(E1)
. . . . . . . . .
...
0, . . . , 0, 1 0, . . . , 0, 1 0, . . . , 0,−1 vec(E|Γ|)

. (33)
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From the dual feasibility Condition (25) and λ∗σ = 0, we have
AT(l)ν
∗ = ν∗l+3 ≤ 1, l = 1, . . . , |Γ|,
AT(l)ν
∗ = ν∗l−|Γ|+3 ≤ 0, l = |Γ|+ 1, . . . , 2|Γ|,
AT(l)ν
∗ = −ν∗l−2|Γ|+3 ≤ 0, l = 2|Γ|+ 1, . . . , 3|Γ|.
(34)
Combining the last two results, we have 0 ≤ ν∗l+3 ≤ 0, l = 1, . . . , |Γ|, leading to
ν∗l+3 = 0 for l = 1, . . . , |Γ|. Therefore, we have ν∗ = [ν∗1 ; ν∗2 ; ν∗3 ; 0|Γ|].




3 may take. Since
λ∗Z = −AT(3|Γ|+1:3|Γ|+n2)ν∗
= [−ν∗1 ,−ν∗2 , 0, . . . , 0︸ ︷︷ ︸
n+ 1
,−ν∗3 , 0, . . . , 0] (35)










Due to symmetry, we have ν∗2 = 0, and due to the positive semi-definiteness, we have
ν∗1ν
∗











) Z∗11=Z∗22=1= −(ν∗1 + ν∗3) = 0. (38)
If ν∗1 + ν
∗




3 ≥ 0, we have ν∗1 = ν∗3 = 0. Therefore, we have ν∗ = 03+|Γ|.
Taking λ∗σ = 0 and ν
∗ = 03+|Γ| into account, from the stationarity Conditions (24), we
have
λ∗ε = 1|Γ| −AT(1:|Γ|)ν∗ = 1|Γ|,
λ∗β+ = λ
∗
σ1|Γ| −AT(|Γ|+1:2|Γ|)ν∗ = 0|Γ|,
λ∗β− = λ
∗
σ1|Γ| −AT(2|Γ|+1:3|Γ|)ν∗ = 0|Γ|,
λ∗Z = −AT(3|Γ|+1:3|Γ|+n2)ν∗ = 0n2 .
(39)
Moreover, due to the complementary condition λ∗ε, l ε
∗
l = 0 and λ
∗




A.7 Proof of Corollary 1









∣∣ ≤ σe, is inactive at the optimal points ε = ε∗ and Z = Z∗, it holds that













∣∣r2ij − tr(EijZ)− 0∣∣ ≤ σe
(40)
It is obvious that ε is useless in (40). Discarding ε gives rise to the following equivalent
feasibility problem:
find Z












The most important symbols in the dissertation are listed in alphabetical order.
0n n× 1 all-zero vector
1n n× 1 all-one vector
A0, Ai reference power of all nodes, of node i
Bi(xi) belief of position xi at node i
ei a vector with its i-th entry being one and the rest being zero
Eij weighting matrix
f(rij
∣∣xi,xj, α) likelihood function
f̃(rij
∣∣xi,xj, α) normalized likelihood function
fi(xi) prior probability of xi
fN (·) probability density function of normal distribution
fU [a,b)(·) probability density function of the uniform distribution U [a, b)
fv(v) probability density function of v
f∆(a,b,c)(·) probability density function of the triangle distribution ∆(a, b, c)
g(·) sparsity-promoting function
(i, j) one pair of neighbors
In n× n identity matrix
K cone
L total number of particles
L(x,λ,ν) Lagrangian
mfij→i(xi) message from factor fij to node i
mfij→α(α) message from factor fij to node α
mij(xi) message from node j to node i and shorthand-notation of mfij→i(xi)
mij(α) shorthand-notation of mfij→α(α)
ms→t(xt) message from node s to node t
N total number of nodes
Na total number of anchors
Nmax maximal number of iterations
Nu total number of agents
N (µ, σ2) Gaussian distribution with mean µ and variance σ2
p(·) probability mass function
PNLOS probability of NLOS
Ppinf probability of primal infeasibility
116 List of Symbols
Pr(·) cumulative distribution function
q(·) proposal distribution
rij RSS/range measurement between node i and node j
r collection of all measurements rij
R total number of grid points
R real numbers
Rn+ n-dimensional non-negative orthant
S index set of all nodes
Sa index set of anchors
Su index set of agents
Sn set of n× n symmetric matrices
Sn+ set of n× n symmetric positive semi-definite matrices
U [a, b) uniform distribution on the interval [a, b)


















set of weighted particles representing mij(xi)
xi x-coordinate of node i
xi position of node i
X position matrix
yi y-coordinate of node i
zij quantized RSS measurement between node i and node j
z collection of all measurements zij
Z,Zij positive semi-definite matrices containing all positions, containing xi
and xj
α, αij path loss exponent of all links, of link (i, j)
β−, β+ slack variables
γ regularization parameter
Γ set of all pairs of neighbors
Γa set of all pairs of agent-anchor neighbors
Γi index set of node i’s neighbors
Γu set of all pairs of agent-agent neighbors
δ bias parameter of range measurement
εij transformed bias associated with link (i, j)
ε collection of all transformed bias εij
λ KKT multiplier associated with the inequality constraints
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µk mean parameter of a Gaussian mixture
ν KKT multiplier associated with the equality constraints
ρ(·) cost function
σe residual error bound
σmine the minimal value of residual error bound
Σk covariance matrix of a Gaussian mixture
φk component coefficient of a Gaussian mixture
Φ(·) cumulative distribution function of normal distribution
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stständig und nur unter Verwendung der angegebenen Quellen verfasst wurde.
§9 Abs. 2 PromO Die Arbeit hat bisher noch nicht zu Prüfungszwecken gedient.
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