ABSTRACT. The main aim of the paper is to give a socle theory for Leavitt path algebras of arbitrary graphs. We use both the desingularization process and combinatorial methods to study Morita invariant properties concerning the socle and to characterize it, respectively. Leavitt path algebras with nonzero socle are described as those which have line points, and it is shown that the line points generate the socle of a Leavitt path algebra, extending so the results for row-finite graphs in the previous paper [12] (but with different methods). A concrete description of the socle of a Leavitt path algebra is obtained: it is a direct sum of matrix rings (of finite or infinite size) over the base field.
INTRODUCTION
Leavitt path algebras of row-finite graphs have been recently introduced in [1] and [9] . They have become a subject of significant interest, both for algebraists and for analysts working in C*-algebras. The Cuntz-Krieger algebras C * (E) (the C*-algebra counterpart of these Leavitt path algebras) are described in [27] . The algebraic and analytic theories, while sharing some striking similarities, present some remarkable differences, as was shown for instance in the "Workshop on Graph Algebras" held at the University of Málaga (see [11] ), and more deeply in the subsequent enlightening work by Tomforde [30] .
For a field K, the algebras L K (E) are natural generalizations of the algebras investigated by Leavitt in [26] , and are a specific type of path K-algebras associated to a graph E (modulo certain relations). The family of algebras which can be realized as the Leavitt path algebra of a graph includes matrix rings M n (K) for n ∈ N ∪ {∞} (where M ∞ (K) denotes matrices of countable size with only a finite number of nonzero entries), the Toeplitz algebra, the Laurent polynomial ring K[x, x −1 ], and the classical Leavitt algebras L(1, n) for n ≥ 2. Constructions such as direct sums, direct limits and matrices over the previous examples can be also realized in this setting. But, in addition to the fact that these structures indeed contain many well-known algebras, one of the main interests in their study is the comfortable pictorial representations that their corresponding graphs provide.
The development of the theory of Leavitt path algebras (as well as that of their analytic sisters, the graph C*-algebras) has had several different stages as far as questions of cardinality of the graphs are concerned. At first, in the C*-case, only finite graphs (represented by matrices) were considered: Cuntz [16] constructed and investigated the C*-algebras O n (nowadays called the Cuntz algebras), showing, among other things, that each O n is (al-the Cuntz-Krieger Uniqueness Theorem for Leavitt path algebras of arbitrary graphs given in [30] . What is more, this tool allowed us to weaken, in Theorem 3.7, the set of hypotheses of the aforementioned Cuntz-Krieger Uniqueness Theorem to a level that was useful for instance in [3, Proof of Proposition 5.1]. These uniqueness theorems allow us to obtain that for a graph, the socle of the Leavitt path algebra can be seen inside the socle of the corresponding graph C*-algebra.
The study of minimal left ideals of Leavitt path algebras of arbitrary graphs is carried out in Section 4. There are two phases for this: first, only principal left ideals generated by vertices are considered; afterwards, principal left ideals generated by an arbitrary element of L K (E) are determined. One of the key tools in [12] for this same enterprise in the row-finite case was the possibility to see the algebra L K (E) as a certain direct limit of algebras associated to finite complete subgraphs. However, this construction is no longer available in the general case of arbitrary graphs, so a completely different approach, of a more combinatorial nature, is needed here.
Having paved the way, the natural subsequent and final step is taken in Section 5, where the socle of a Leavitt path algebra of an arbitrary graph is determined. Thus, the graph description of the socle is given in Theorem 5.2 and is the following: the socle of a Leavitt path algebra is the two-sided ideal generated by the vertices of the graph whose trees (that is, the vertices which follow them in the graph) do not contain cycles nor bifurcations (i.e., by line points). On the other hand, the algebraic description of the socle is given in Theorem 5.6: the socle of a Leavitt path algebra is a direct sum of full matrix algebras over the field K of either finite or countable infinite size.
PATH ALGEBRAS AND LEAVITT PATH ALGEBRAS OF ARBITRARY GRAPHS
A (directed) graph E = (E 0 , E 1 , r, s) consists of two countable sets E 0 and E 1 , and maps r, s : E 1 → E 0 . The elements of E 0 are called vertices and the elements of E 1 edges. If for a vertex v, the set s −1 (v) is finite, then the graph is called row-finite. If E 0 is finite then, by the row-finite hypothesis, E 1 must necessarily be finite as well; in this case we say simply that E is finite. A vertex is called a sink if it does not emit edges, and a source if it does not receive edges. A vertex v such that |s −1 (v)| = ∞ is called an infinite emitter. Following [30] , if v is either a sink or an infinite emitter, we call it a singular vertex. If v is not a singular vertex, we will say that it is a regular vertex. A path µ in a graph E is a sequence of edges µ = e 1 . . . e n such that r(e i ) = s(e i+1 ) for i = 1, . . . , n − 1. In this case, s(µ) := s(e 1 ) is the source of µ, r(µ) := r(e n ) is the range of µ, and n is the length of µ, i.e, l(µ) = n. We denote by µ 0 the set of its vertices, that is: µ 0 = {s(e 1 ), r(e i ) : i = 1, . . . , n}.
An edge e is an exit for a path µ = e 1 . . . e n if there exists i such that s(e) = s(e i ) and e = e i . If µ is a path in E, and if v = s(µ) = r(µ), then µ is called a closed path based at v. If s(µ) = r(µ) and s(e i ) = s(e j ) for every i = j, then µ is called a cycle.
We say that a graph E satisfies Condition (L) if every cycle in E has an exit. For n ≥ 2 we define E n to be the set of paths of length n, and E * = S n≥0 E n the set of all paths. The set T (v) = {w ∈ E 0 | v ≥ w} is the tree of v, that is, the set of all the vertices in the graph E which follow v (v ≥ w means that there is a path µ with s(µ) = v and r(µ) = w). We will denote it by T E (v) when it is necessary to emphasize the dependence on the graph E. Now let K be a field and let KE denote the K-vector space which has as a basis the set of paths. It is possible to define an algebra structure on KE as follows: for any two paths µ = e 1 . . . e m , ν = f 1 . . . f n , we define µν as zero if r(µ) = s(ν) and as the path e 1 . . . e m f 1 . . . f n otherwise. This K-algebra is called the path algebra of E over K.
For a field K and a graph E, the Leavitt path K-algebra L K (E) is defined as the Kalgebra generated by a set {v | v ∈ E 0 } of pairwise orthogonal idempotents, together with a set of variables {e, e * | e ∈ E 1 }, which satisfy the following relations:
(1) s(e)e = er(e) = e for all e ∈ E 1 .
(2) r(e)e * = e * s(e) = e * for all e ∈ E 1 . (3) e * e ′ = δ e,e ′ r(e) for all e, e ′ ∈ E 1 . (4) v = ∑ {e∈E 1 |s(e)=v} ee * for every regular vertex v ∈ E 0 . The elements of E 1 are called (real) edges, while for e ∈ E 1 we call e * a ghost edge. The set {e * | e ∈ E 1 } will be denoted by (E 1 ) * . We let r(e * ) denote s(e), and we let s(e * ) denote r(e). If µ = e 1 . . . e n is a path, then we denote by µ * the element e * n . . . e * 1 of L K (E). Formally speaking we can say that L K (E) is the quotient of the free associative algebra generated by E 0 ∪ E 1 ∪ (E 1 ) * modulo the ideal induced by the identities (1)- (4) . Hence the universal property of the free associative algebra jointly with that of the quotient algebra can be used to construct homomorphisms with domain L K (E).
We will recall some facts that will be used freely along the paper. The Leavitt path K-algebra L K (E) is spanned as a K-vector space by {pq * | p, q are paths in E} (see [30, Lemma 3.1] ). Moreover, L K (E) has a natural Z-grading (see [30, Section 3.3] ): for each n ∈ Z, the degree n component L K (E) n is spanned by elements of the form pq * where
The set of homogeneous elements is S n∈Z L K (E) n , and an element x ∈ L K (E) n is said to be n-homogeneous or homogeneous of degree n, denoted by deg(x) = n.
The K-linear extension of the assignment pq * → qp * (for p, q paths in E) yields an involution on L K (E), which we denote simply as * . Clearly 
, where R n is the rose with n petals graph
Of course, combinations of the previous examples are possible. For example, the Leavitt path algebra of the graph (1, m) ), where n denotes the number of vertices in the graph and m denotes the number of loops. In addition, the algebraic counterpart of the Toeplitz algebra T is the Leavitt path algebra of the graph E having one loop and one exit
There exists a natural inclusion of the path algebra KE into the Leavitt path algebra L K (E) sending vertices to vertices and edges to edges. We will use this monomorphism without any explicit mention to it. Moreover, this natural monomorphism from the path algebra KE into the Leavitt path algebra L K (E) is graded, hence KE is a Z-graded subalgebra of L K (E).
We will revisit some basic results on the path algebra KE and on the Leavitt path algebra L K (E) for an arbitrary graph E. Given that the only difference between the definition of the Leavitt path algebra of a row-finite graph and of an arbitrary graph is the non-existence of a CK2 relation ((4) in the definition) at infinite emitters, it is perhaps not surprising that many of the results that hold for the row-finite case still hold in this more general situation. In particular, by rereading the result in [29 
where ∼ = denotes a graded isomorphism of K-algebras, and considering (by abuse of notation) c 0 = w and c −t = (c * ) t , for any t ≥ 1.
Proof. First, it is easy to see that if c = e 1 . . . e n is a cycle without exits based at v and
we prove now that if α ∈ A, deg(α) = mn + q, m, q ∈ N with 0 ≤ q < n, then α = c m e 1 . . . e q . We proceed by induction on deg(α). If deg(α) = 1 and s(α) = s(e 1 ) then α = e 1 . Suppose now that the result holds for any β ∈ A with deg(β) ≤ sn + t and consider any α ∈ A, with deg(α) = sn + t + 1. We can write α = α ′ f with α ′ ∈ A, f ∈ E 1 and deg(α ′ ) = sn + t, so by the induction hypothesis
We shall show that the elements α i β * i are in the desired form, i.e., c d with
It is a straightforward routine to check that ϕ is a graded monomorphism with image vL K 
DESINGULARIZATION, MORITA EQUIVALENCE AND SOCLE
Given an arbitrary graph E, one can associate a row-finite graph F, called a desingula-
as rings with local units [3, Theorem 5.2] . The process of building the graph F out of E is described in [18, 3] and it essentially consists, as the name suggests, on conveniently removing the singular vertices of E. We briefly recall the process here for the reader's convenience:
If v 0 is a sink in E, then by adding a tail at v 0 we mean attaching a graph of the form
If v 0 is an infinite emitter in E, then by adding a tail at v 0 we mean performing the following process: we first list the edges e 1 , e 2 , e 3 , . . . of s −1 (v 0 ), then we add a tail to E at v 0 of the following form
We remove the edges in s −1 (v 0 ), and for every e j ∈ s −1 (v 0 ) we draw an edge g j from v j−1 to r(e j ).
If E is a directed graph, then a desingularization of E is a graph F formed by adding a tail to every sink and every infinite emitter of E in the fashion above. When extending results to Leavitt path algebras of arbitrary graphs two main philosophies have been followed. The obvious one consists on just reproving the results for arbitrary graphs with some ad hoc methods, while the second approach uses the aforementioned desingularization construction which allows us to transfer, via a Morita equivalence, results from the arbitrary graph setting to the row-finite situation.
In this section, we will obtain information about the socle of an arbitrary Leavitt path algebra L K (E) out of the information provided by the socle of the Leavitt path algebra of its desingularization L K (F).
A vertex v in E 0 is a bifurcation (or there is a bifurcation at v) if s −1 (v) has at least two elements. A vertex u in E 0 will be called a line point if there are neither bifurcations nor cycles at any vertex w ∈ T (u). We will denote by P l (E) the set of all line points in E 0 .
As we will show, the set of line points plays a crucial role in the description of the socle of a Leavitt path algebra of an arbitrary graph E. The next results analyze the relation between the line points of E and those of the desingularized graph F.
Proposition 2.1. Let E be an arbitrary graph and F any desingularization of E. Then
(
Proof. (1) . Suppose that v ∈ P l (E). Then T E (v) does not contain bifurcations nor cycles in E; in particular, it does not contain infinite emitters in E. Therefore, no edges are added at any vertex of T E (v) in the desingularization process unless T E (v) contains a (necessary unique) sink w, in which case an infinite tail of the form
has been attached at w. In other words, T F (v) does not contain bifurcations nor cycles in F either, that is, v ∈ P l (F). To see the converse containment, take v ∈ P l (F) ∩ E 0 . Then T F (v) does not contain bifurcations nor cycles in F. Note that, by construction, neither vertex of T F (v) is a sink nor an infinite emitter. All this shows that there exists a countable family of vertices {v i } ∞ i=0 and edges
. Since v ∈ E 0 we have two situations. First, if every v i was already in E, then from the way the graph F is constructed we conclude that T E (v) = {v i } ∞ i=0 , and s
, and s
. Otherwise, if v is a vertex which was not originally if E, then it cannot be a vertex in {v i } i≥1 of any new infinite tail of the form
as the trees of all vertices {v i } i≥0 of these configurations necessarily have bifurcations. Therefore, v is a vertex of an infinite tail of F which was introduced at a sink z in E, but then clearly z ∈ P l (E). So that P l (E) = / 0 in this case too.
One of the main results of [3] was [3, Theorem 5.2]. There, the authors proved that if E is an arbitrary graph, then L K (E) is Morita equivalent to L K (F) for any desingularization F of E. We are going to exploit that fact in this section. First, we recall the notion of Morita equivalence for idempotent rings (a ring R is said to be idempotent if R 2 = R). Note that since Leavitt path algebras have local units, they are idempotent rings.
Let R and S be two rings, R N S and S M R two bimodules and
Then the following conditions are equivalent:
is a ring with componentwise sum and product given by:
is R-bilinear and S-balanced and the following associativity conditions hold:
[−, −] being S-bilinear and R-balanced and (−, −) being R-bilinear and S-balanced is equivalent to having bimodule maps ϕ :
so that the associativity conditions above read
A Morita context is a sextuple (R, S, N, M, ϕ, ψ) satisfying the conditions given above. The associated ring is called the Morita ring of the context. By abuse of notation we will write (R, S, N, M) instead of (R, S, N, M, ϕ, ψ) and will suppose R, S, N, M contained in the Morita ring associated to the context. The Morita context will be called surjective if the maps ϕ and ψ are both surjective. In classical Morita theory, it is shown that two rings with identity R and S are Morita equivalent (i.e., R-mod and S-mod are equivalent categories) if and only if there exists a surjective Morita context (R, S, N, M, ϕ, ψ). The approach to Morita theory for rings without identity by means of Morita contexts appears in a number of papers (see [20] and the references therein) in which many consequences are obtained from the existence of a Morita context for two rings R and S.
For an idempotent ring R we denote by R−Mod the full subcategory of the category of all left R-modules whose objects are the "unital" nondegenerate modules. Here, a left Rmodule M is said to be unital if M = RM, and M is said to be nondegenerate if, for m ∈ M, Rm = 0 implies m = 0. Note that, if R has an identity, then R−Mod is the usual category of left R−modules R-mod.
It is shown in [25, Theorem] Given two idempotent rings R and S, we will say that they are Morita equivalent if the respective full subcategories of unital nondegenerate modules over R and S are equivalent.
The following result can be found in [20] (see Proposition 2.5 and Theorem 2.7).
Theorem 2.2. Let R and S be two idempotent rings. Then the categories R−Mod and S−Mod are equivalent if and only if there exists a surjective Morita context (R, S, M, N).
The socles of Morita equivalent semiprime idempotent rings are closely related as we will see next. The proofs of the following results are largely based on the concept of local algebra at an element that we proceed to introduce.
For a ring R and an element x ∈ R, the local ring of R at x (denoted R x ) is defined to be the ring xRx, with the sum inherited from R, and product given by xax · xbx = xaxbx. The use of local rings at elements allows to overcome the lack of a unit element in the original ring, and to translate problems from a non-unital context to the unital one. See [21] for an equivalent definition and information about the exchange of properties between a ring and its local rings at elements. In particular, if e is an idempotent in the ring R, then the local ring of R at e is just the corner eRe.
If R is a semiprime ring, then the sum of all its minimal left ideals coincides with the sum of all its minimal right ideals. This sum is called the socle of R and will be denoted by Soc(R). When the ring has no minimal one-sided ideals, it is said that R has zero socle.
As the next lemma shows, taking local rings at elements and considering the socle are commuting operations. Proof. Note that for every element x ∈ R, being R semiprime implies R x is semiprime too (apply [21, Proposition 2.1 (i)]), hence it has sense to consider the socle of the local ring at the element.
, xax ∈ Soc(R). As the socle is a von Neumann regular ring, there exists y ∈ R such that xax = (xax)y(xax) = (xax)y(xax)y(xax); use that the socle is an ideal of the ring and that xax is in the socle of R to obtain axyxaxyxa ∈ Soc(R), so that xax = x(axyxaxyxa)x ∈ x(Soc(R))x.
For the converse, consider xax ∈ x(Soc(R))x, with a ∈ Soc(R). Apply again that the socle is an ideal to deduce that xax is in Soc(R). By [21, Proposition 2.1 (v)] xax ∈ Soc(R x ), as wanted. Proof. We start by setting several notation and results that will be used to prove the statements.
Denote by A the Morita ring associated to a surjective Morita context (R, S, N, M), and identify R, S, N and M, in the natural way, with subsets of A.
(i) Use Lemma 2.3 to settle that for any x ∈ R we have:
(ii) Soc(R) = Soc(A) ∩ R and Soc(S) = Soc(A) ∩ S. This follows from (i) together with the fact that R x = A x for every x ∈ R and the fact that an element is in the socle of a ring if and only if the local ring at the element is an artinian ring (see [21, 
Proposition 1.2 (v)]).
(1). Take a nonzero element x in Soc(R). By (ii), x ∈ Soc(A), and as the socle is an ideal, MxN, which is contained in S, is in the socle of A too. We claim that MxN is nonzero because otherwise 0 = NMxN = RxR, a contradiction since every element in the socle is von Neumann regular and x is nonzero. Therefore we have 0 = MxN ⊆ Soc(A) ∩ S ⊆ Soc(S).
It can be proved, in an analogous way, that Soc(S) = 0 implies Soc(R) = 0.
(2). If R coincides with its socle, R ⊆ Soc(A). Then S = MN = MNMN = MRN ⊆ M(Soc(A))N ⊆ Soc(A) ∩ S = Soc(S).
The results above can be readily adapted to the Leavitt path algebra setting. One of the main aims of the paper is the complete determination of the socle of a Leavitt path algebra of an arbitrary graph as the ideal generated by its set of line points. Unfortunately, this description of the socle is unreachable via Morita equivalence (that is, by using a desingularization process). Among other things, because two Morita equivalent idempotent rings can have socles of different size. For example: Example 2.7. Let R := RCFM(K) be the ring of infinite matrices with entries in a field K, and finite rows and columns. Consider in R the idempotent e 11 (defined as the matrix having 1 in place (1, 1) and zero elsewhere), and denote f := 1−e ∈ R. Then (eRe, f R f , f Re, eR f ) is a surjective Morita context for the two idempotent rings eRe and f R f , and while eRe is finite dimensional (in fact, it is isomorphic to the base field), f R f is not.
Corollary 2.5. Let E be an arbitrary graph and F any desingularization of E. Then
In the upcoming sections of the paper we will use specifically-adapted methods in order to achieve our main goal: the description of the socle.
ACTION OF THE MULTIPLICATION ALGEBRA OF L K (E)
The action of the multiplication algebra of a Leavitt path algebra on the algebra itself has proved to be a powerful tool which has allowed to shorten the lengthy proofs of some results in this theory. Recall that for a not necessarily associative K-algebra A, and fixed x, y ∈ A, the left and right multiplication operators L x , R y : A → A are defined by L x (y) := xy and R y (x) := xy. Denoting by End K (A) the K-algebra of K-linear maps f : A → A, the multiplication algebra of A (denoted M(A)) is the subalgebra of End K (A) generated by the unit and all left and right multiplication operators L a , R a : A → A. There is a natural action of M(A) on A such that A is an M(A)-module whose submodules are just the ideals of A. This is given by M(A) × A −→ A, where f · a := f (a) for any ( f , a) ∈ M(A) × A. Given x, y ∈ A we shall say that x is linked to y if there is some f ∈ M(A) such that y = f (x). This fact will be denoted by x ⊢ y.
The result that follows was proved in [12, Proposition 3.1] for row-finite graphs. It states that any nonzero element in a Leavitt path algebra is linked to either a vertex or to a nonzero polynomial in a cycle with no exits. So it gives a full account of the action of M(L K (E)) on L K (E). This result proved to be very powerful as the main ingredient to show that the socle of a Leavitt path algebra of a row-finite graph is the ideal generated by the line points. The same proof given there can be used in the case of not necessarily row-finite graphs. 
Proposition 3.1. Let E be an arbitrary graph. Then, for every nonzero element x
∈ L K (E), there exist µ 1 , . . . , µ r , ν 1 , . . . , ν s ∈ E 0 ∪ E 1 ∪ (E 1 ) * such that:(1
(1) Every Z-graded nonzero ideal of L K (E) contains a vertex. (2) Suppose that E satisfies Condition (L). Then every nonzero ideal of L K (E) contains a vertex.
Proof. The second assertion has been proved above. So assume that I is a graded ideal of L K (E) which contains no vertices. Let 0 = x ∈ I and use Corollary 3.2 to find elements y, z ∈ L K (E) such that yxz = ∑ n i=−m k i c i = 0. But I being a graded ideal implies that every summand is in I. In particular, for t ∈ {−m, . . ., n} such that k t c t = 0 we have 0 = (k t ) −1 c −t k t c t = w ∈ I, which is absurd.
It was shown in [3, Proposition 6.1] that L K (E) is a semiprime algebra for an arbitrary graph. The proof required the use of the desingularization process. Here, we can give an element-wise proof by using Proposition 3.1.
Proposition 3.4. Let E be an arbitrary graph. Then L K (E) is semiprime.
Proof. Take a nonzero ideal I such that I 2 = 0. If I contains a vertex we are done. On the contrary there is a nonzero element p(c, c * ) ∈ I by Corollary 3.2. If we consider the (nonzero) coefficient of maximum degree in c and write p(c, c * ) 2 = 0 we immediately see that this scalar must be zero, a contradiction.
To illustrate how powerful is Proposition 3.1 we can see how it reduces considerably in length the proofs given in [30] Proof. In both cases, the kernel of the ring homomorphism π is an algebra ideal (a graded ideal in the first one). By Corollary 3.3, Ker(π) must be zero because otherwise it would contain a vertex (apply (i) in the corollary to (1) and (ii) to the other case), which is not possible by the hypotheses.
In [30] , Tomforde used the previous theorems in order to prove that, for the field of complex numbers C, the Leavitt path algebra L C (E) could be embedded in the graph C*-algebra C * (E) via a homomorphism φ : L C (E) → C * (E) sending the generators of L C (E) to the generators of C * (E). As he noted, such a homomorphism is well-defined by the universal property of L C (E) and is injective, as can be shown precisely by applying the Graded Uniqueness Theorem. Here, we can use this embedding φ to get that the socle of the Leavitt path algebra of an arbitrary graph E is always contained in the socle of the graph C*-algebra of E (but may not be equal), as is shown in the next result. The counterexample contained in the following proposition was communicated to the authors by Pere Ara. Proposition 3.6. Let E be an arbitrary graph. Then Soc(L C (E)) ⊆ Soc(C * (E)). Moreover, there exists a row-finite graph E such that the inclusion is proper.
Proof. As explained in the previous paragraph, we can use Theorem 3.5 (1) and the ideas of [30, Proof of Theorem 7.3] to obtain that L C (E) is isomorphic to a dense *-subalgebra
Consider a minimal idempotent e ∈ A . We will show that e is a minimal idempotent in C * (E) as well. It suffices to show that eC * (E)e is a division ring. Take a nonzero element x ∈ eC * (E)e. Because A is a dense *-subalgebra of C * (E), there exists a sequence {x n } ∞ n=1 ⊆ A such that x = lim(ex n e). Suppose that n is such that the element ex n e ∈ eA e is nonzero. Since eA e is a division ring, there exists y n ∈ eA e such that ex n ey n = y n ex n e = 1| eA e = e. As x = 0, there exists m such that ex n e = 0 for every n ≥ m. Define y n = 0 for every n < m and y = lim y n . Then xy = lim(ex n e)y n = lim e = e = 1| eC * (E)e and analogously yx = 1| eC * (E)e . This proves our claim.
Recall that Soc(R) is the two-sided ideal generated by the minimal idempotents of a ring R. Denote by I the set of the minimal idempotents in A , and byI * the set of minimal idempotents in C * (E). Then:
To show that the inclusion might be proper we consider the row-finite graph E given by
In [29] , Siles Molina showed that the Leavitt path algebra of this graph is the algebraic Toeplitz algebra T = C x, y | xy = 1 , for which it is known that Soc(T ) = M ∞ (C). However, the completion of T is the analytic Toeplitz algebra, whose socle is the algebra of finite rank operators, which strictly contains M ∞ (C) (matrices of countable size with only a finite number of nonzero entries).
In spite of the power of the aforementioned Uniqueness Theorems, one may encounter different situations in which neither set of hypotheses in Theorem 3.5 are satisfied. This happens, for instance, in the proof of [3, Proposition 5.1]. Here, the authors showed that for any arbitrary graph E, and F any of its desingularizations, the Leavitt path algebra L K (E) is isomorphic to a subalgebra of L K (F). In proving this result, they built a homomorphism φ from L K (E) to L K (F) and needed to show its injectivity. In this situation, neither E satisfied Condition (L) nor φ was a graded homomorphism (because the desingularization process might enlarge some paths but not all of them), so the Uniqueness Theorems could not be applied. The key point of the proof they gave was just that the image of a certain cycle without exits was again a cycle, possibly with more edges than the original one. The hypotheses in this case were less general than the ones in the following generalization of the Cuntz-Krieger Uniqueness Theorem. 
MINIMAL LEFT IDEALS
Minimal left ideals are the building pieces of the socle of a semiprime ring. Clearly enough, in order to be able to compute Soc(L K (E)), it would be wise to collect as much information as possible on the structure of these ideals. Hence, the aim of this section is to find necessary and sufficient conditions so that a principal left ideal is minimal.
As a first step, we will find necessary and sufficient conditions on a vertex so that the left ideal it generates turns out to be minimal. We recall some notions introduced and results proved in [12] for row-finite graphs, which will be also useful in the context of arbitrary graphs.
We say that a path µ contains no bifurcations if the set µ 0 \ {r(µ)} contains no bifurcations, that is, if none of the vertices of the path µ, except perhaps r(µ), is a bifurcation.
The following two results are valid verbatim for arbitrary graphs because the use of relation (4) in their proofs is limited to the case of vertices v without bifurcations (and therefore finite-emitters). 
Note that the following proposition assumes that u is a finite-emitter. 
The next result, however, requires a slight adaptation from its row-finite analog.
Lemma 4.3. Let E be an arbitrary graph and let u
Recall that a left ideal I of an algebra A is said to be minimal if it is nonzero and the only left ideals of A that it contains are 0 and I. From the results above we get an immediate consequence. Thus we have found a first necessary condition for the minimality of the left ideal generated by a vertex. But as in the row-finite case, there is a second condition, introduced in [12] . The proof given there holds also in our more general setting.
, again by using (4) and the fact that there are no bifurcations at s( f 1 ).
We would like to determine the different types of monomials we might encounter in L K (E)u when u ∈ P l (E). In order to do this, we make the following definitions. Define L to be set of edges f ∈ E 1 so that s( f ), r( f ) ∈ T (u). It is clear that the sources of edges in E 1 \ L are not in in T (u) because there are not bifurcations at any vertex of T (u). Therefore, for all paths
) is a line graph (that is, a graph without bifurcations which has only u as a source).
Theorem 4.13. Let E be an arbitrary graph and let x be in L K
(E) such that L K (E)x is a minimal left ideal. Then, there exists a vertex v ∈ P l (E) such that L K (E)x is isomorphic (as a left L K (E)-module) to L K (E)v.
THE SOCLE OF A LEAVITT PATH ALGEBRA
Leavitt path algebras are semiprime by Proposition 3.4. This implies, in particular, that their left and right socles agree, which enables us to speak of the socle without distinguishing sides. However, it is more convenient for us to work with left ideals, hence we will obtain the socle as the sum of all minimal left ideals.
Recall that a homogeneous component of the socle is the sum of all minimal left ideals which are isomorphic among themselves. Each homogeneous component is also a (twosided) ideal and the sum of all of them is the socle. Having characterized in the previous section the minimal left ideals, we can apply these results to characterize Soc(L K (E)). First of all we would like to give a generating set of vertices of the socle as a two-sided ideal.
Proposition 5.1. For an arbitrary graph E we have that
∑ u∈P l (E) L K (E)u ⊆ Soc(L K (E)).
The reverse containment does not hold in general.
Proof. Use Theorem 4.12 to show that for any u ∈ P l (E), the left ideal L K (E)u is minimal and therefore it is contained in the socle.
The reverse containment is not true in general as shows the example given in [12, Proposition 4.1].
As in the case of a row-finite graph, the socle of a Leavitt path algebra L K (E) is generated as a two-sided ideal by P l (E), the set of line points. To prove this, we can follow the steps in the proof of [12, Theorem 4.2] but using Propositions 3.4, 4.13 and 5.1 rather than their row-finite versions, jointly with the fact that the ideal generated by a subset H of E 0 agrees with the ideal generated by the hereditary saturated closure of H (see the first assertion of [10, Lemma 2.1]).
Theorem 5.2. Let E be an arbitrary graph. Then Soc(L K (E)) = I(P l (E)) = I(H), where H is the hereditary and saturated closure of P l (E).
This result has an immediate but useful corollary. If R is a ring, we let M ∞ (R) denote the ring of matrices of countable size over R with only a finite number of nonzero entries.
Examples 5.4. By using these results, we can compute the socle of some Leavitt path algebras of not necessarily row-finite graphs.
(1) Consider the infinite edges graph E ∞ given by (1, n) )) = 0.
Proof. When both m and n are finite, we just apply [12, Corollary 4.4] . In other cases we consider the graph E m n given by 1, n) ) ∼ = L K (E m n ). This graph satisfies that P l (E m n ) = / 0, for every m, n ∈ N ∪ {∞} so that Corollary 5.3 yields the result.
We finish the paper by giving a structural characterization of the socle of a Leavitt path algebra L K (E) for an arbitrary graph E.
If the socle is nonzero, then we know that Soc(L K (E)) = ⊕ α C α , where the C α are the different homogeneous components which are simple K-algebras (agreeing with their socles).
The structure theorem of simple algebras which coincide with their socles states that any such an algebra is isomorphic to an algebra A = F M' (M) (see [ Recall that a matricial algebra is a finite direct product of full matrix algebras over K, while a locally matricial algebra is a direct limit of matricial algebras. Now, Litoff's Theorem [23, IV, §15 Theorem 3, p. 90] implies that each homogeneous component of the socle is locally matricial over K and so the socle itself is locally matricial over K. Thus we have proved the following Theorem 5.6. For any arbitrary graph E the socle of the Leavitt path algebra L K (E) is zero or a locally matricial algebra and we have:
where n i ∈ N ∪ {∞} and I is a countable set. 
