Abstract-We propose maximum likelihood (ML) and restricted maximum likelihood (REML) methods for estimating the mean and covariance parameters of multi-input multi-output (MIMO) Ricean and Rayleigh block-fading channels using measurements from multiple coherent intervals containing both amplitudes and phases of the received signal. Correlated and independent fading scenarios with structured and unstructured line-of-sight (LOS) array response models are considered. Computationally efficient ML and approximate ML (AML) estimators are proposed for unitary space-time modulation schemes and orthogonal designs in correlated fading. We also derive Cramér-Rao bounds (CRBs) for the unknown parameters, discuss initialization of the proposed algorithms, and evaluate their performance via numerical simulations under the block-and continuous-fading scenarios.
I. INTRODUCTION

S
TATISTICAL modeling of multi-input multi-output (MIMO) Ricean and Rayleigh fading channels has recently attracted considerable attention; see [1] - [3] and references therein. The effects of correlated MIMO Rayleigh and Ricean fading on capacity and error-probability performance are discussed in [1] - [9] . However, it is assumed in [1] - [9] that statistical properties of the fading process are known. In [10] , a method is proposed for consistent estimation of fading channel correlations in a single-input single-output frequency-selective Rayleigh fading scenario. In [11] , an expectation-maximization (EM) algorithm is derived for estimating the mean and covariance parameters of a multivariate complex Ricean density from noiseless measurements and applied to polarimetric synthetic aperture radar (SAR). Most existing approaches to estimating fading-channel statistical properties do not account for noise effects and are based on signal-power measurements only; see, e.g., [12] , [13] , and references therein. In this paper (see also [14] ), we present maximum likelihood (ML) and restricted maximum likelihood (REML) methods for estimating statistical properties of MIMO Ricean and Rayleigh block-fading channels using complex noisy measurements (containing both the phases and amplitudes of the received signals) from multiple coherent intervals. Knowing these properties is beneficial for (i) performance analysis [1] - [9] and design of wireless communication systems [6] , [15] , [16] , (ii) implementation of space-time transmit precoding schemes that utilize mean and covariance feedback (see, e.g., [17] and references therein), (iii) antenna and constellation selection in spatial-multiplexing MIMO systems [18] , (iv) implementation of noncoherent ML space-time receivers [5] , [6] , (v) mobile positioning [19] , and (vi) channel estimation and sounding 1 [10] , [22] , [23, ch. 5.3.7] . Furthermore, the estimation methods developed herein are applicable to sensor array processing for moving arrays (which shares a similar measurement model; compare, e.g., the models in [24] and Section II).
We introduce the measurement model in Section II. In Section III, expectation-conditional maximization either (ECME) algorithms 2 are developed for computing the ML and REML estimates of the mean and covariance parameters of MIMO channels under correlated and independent block-fading scenarios (Sections III-A and B, respectively). In Section III-A3, we derive closed-form ML and approximate ML (AML) estimators for unitary space-time modulation schemes and orthogonal designs in correlated fading. We also derive Cramér-Rao bound (CRB) expressions for the unknown parameters (Appendix E and Section III-B1), discuss initialization of the proposed algorithms (Section III-A1), and evaluate their performance via numerical simulations under both block-and continuous-fading scenarios (Section IV). Concluding remarks are given in Section V.
II. MEASUREMENT MODEL
We adopt a block-fading model where the fading coefficients are constant within a coherent interval but vary randomly from one coherent interval to another. Here, " " denotes a transpose, the Kronecker product, and the vec operator stacks the columns of a matrix one below another into a single column vector 3 . The matrix in (2.2b) is the signal matrix in the th coherent interval; we also define the "augmented" signal matrix of size . The "vectorized" model (2.2) is used in [5] and [6] to describe MIMO measurements from a single coherent interval.
We now decompose the channel response vector into a sum of the (deterministic) When the transmitter and receiver LOS array responses are not known and the variation of the LOS component from one coherent interval to another can be described with a simple Doppler-shift model, we select as
where is the LOS Doppler shift (in radians) due to the relative movement between receiver and transmitter. 4 We assume that is known, unless specified otherwise (see, e.g., Figs. 4, 9, and 10 in Section IV). Here, (2.4a) simplifies 3 For the definition and properties of the Kronecker product and vec operator, see [27, ch. 16 ]. 4 Note that ! corresponds to the continuous-time LOS Doppler shift = ! =1t, where 1t is the symbol duration.
to
, where is the unstructured LOS array response vector; hence, in this case.
If the transmitter and receiver LOS array responses are known, we utilize the structured LOS array response model (see [6] , [14] , [28] , and [29] vector. To describe the channel variation from one coherent interval to another, we assume that the scattering channel vectors are zero-mean independent, identically distributed (i.i.d.) complex Gaussian, with an covariance matrix:
In addition, and noise vectors are assumed to be independent, i.e., , where . Our goal is to estimate the unknown parameters in the above model:
• the LOS coefficient vector ;
• spatial fading covariance matrix ;
• noise variance ; which are assumed to be constant over the coherent intervals. This assumption is justified by the fact that the channel mean and covariance parameters depend on large-scale variations in the scattering environment, which are typically slow (see also the discussion in, e.g., [15] and [22] is the vector of variance components, and describes a parametrization of the fading covariance matrix . We consider two models for : i) unstructured (correlated fading)
Re vech Im vech
where the correlation structure of the fading channel is completely unknown; ii) diagonal (independent fading) diag and where the fading-channel coefficients are independent with nonequal variances. Here, the vech and vech operators create a single column vector by stacking elements below the main diagonal columnwise; vech includes the main diagonal, whereas vech omits it. Note that is a valid parametrization only if is a positive semidefinite Hermitian matrix.
In the following, we derive ML and REML algorithms for estimating the unknown parameter vector under the two fading scenarios described above. We also derive efficient algorithms for estimating when is a constant or an identity matrix.
III. ML AND REML ESTIMATION
We first outline the ML and REML approaches to estimating and then present the proposed algorithms. Under the measurement model in Section II, the spatiotemporal data vectors are independent, complex Gaussian with means and covariances
Thus, the log-likelihood function to be maximized is the logarithm of the joint probability density function (pdf) of where Note that (3.5) is a nonlinear function of the variance-component parameters that generally needs to be maximized using iterative algorithms. Once the ML estimate is computed by maximizing (3.5), the ML estimate of is obtained by substituting into (3.3). Interestingly, closed-form solutions for the ML estimates of exist under the correlated fading scenario with constant ; see Section III-A3. We now introduce the REML method for estimating the unknown variance components. The REML estimate of is obtained by filtering out the deterministic Ricean component from the received data and applying ML estimation to the error contrasts (i.e., filtered data), which corresponds to maximizing the REML log-likelihood function (see Appendix B) (3.6) with respect to , where is the concentrated log likelihood in (3.5). We can also derive (3.6) by using an integrated-likelihood approach for eliminating nuisance parameters [30] . Here, we treat as a nuisance parameter vector and integrate it out using a noninformative prior 5 ; see [31, ch. 3.3.3] . The REML method provides only estimates of the variance components ; however, a good estimate of is obtained by substituting the REML estimate of into (3.3), which we call the "REML" estimate of (with a slight abuse of terminology). Since the Ricean component has been filtered out, the REML estimate of is invariant to the value of , i.e., changing does not alter the REML estimate of . Finally, the REML estimates of the variance components have smaller bias than the corresponding ML estimates; see [31] and [32] .
In Appendix E, we compute general CRB expressions for the unknown parameters , assuming an arbitrary parametrization of the fading covariance matrix. We then specialize these general results to the independent and correlated fading scenarios with constant (e.g., equal to the identity matrix); see (3.23) in Section III-B1 and Appendices E-A and E-B.
A. Correlated Fading
We compute the ML and REML estimates of the unknown parameters under the correlated fading scenario. ECME algorithms for arbitrary are presented in Sections III-A1 and 2. In Section III-A3, we derive an alternating-projection ML algorithm for the case where are independent of . 1) ECME Algorithm for ML Estimation: In Appendix C.A, we derive an ML ECME algorithm for estimating under the correlated fading scenario. An ECME algorithm maximizes either the expected complete-data log-likelihood function (where 5 Choices of a noninformative prior pdf for x x x could be a complex Gaussian with an arbitrary mean and a covariance matrix whose inverse is a zero matrix, or Refx the expectation is computed with respect to the conditional distribution of the unobserved data given the observed measurements) or the actual observed-data log-likelihood; see [25, ch. 5.7] , [33] , and [34] . 
where is a method-of-moments estimate of :
which is a good initial estimate of , and is the smallest generalized eigenvalue of the matrices and . Note that can be efficiently computed as where denotes complex conjugation. The moment estimator in (3.10a) follows by pre-and post-multiplying by , summing over , taking the expectation of the resulting expression, and solving for ; the moment estimator in (3.10b) follows by verifying that its expectation is . To derive (3.10a), we applied a modification similar to [35, p. 244 ] to ensure that is always a valid (i.e., positive semidefinite) covariance matrix.
2) ECME Algorithm for REML Estimation: In Appendix C-B, we derive an ECME algorithm for REML estimation of , which follows by replacing (3.8a) and (3.8b) with (3.11a) (3.11b) in the iteration (3.7) and (3.8) and keeping the other steps intact.
The above ML and REML ECME algorithms always converge to estimates that are in the parameter space: and (i.e., is positive semidefinite) at each iteration step , provided that the initial values are in the parameter space. This is an important general property of the EM and related algorithms (such as ECME), see [26, ch. 12.4] . The fact that in (3.8b) follows from the derivation in Appendix C; see (C.4) and (C.7), and observe that a sample covariance matrix is always positive semidefinite. A similar argument applies to the REML case since the ECME REML algorithm is simply the ECME ML algorithm applied to the error contrasts. Rayleigh-fading versions of the above algorithms are obtained by removing the step (3.7b) and setting in (3.7c) and (3.8a) or (3.11a).
3) ML Estimation for Constant : We now present computationally efficient estimators for the scenario where constant (3.12a) (independent of ), which holds for many practically important signaling schemes, e.g., unitary space-time codes [36] and space-time block codes based on orthogonal designs [37] , [38] . The above condition implies that also does not depend on ; hence, we define The closed-form ML estimates in (3.13), (3.16) , and (3.20) can be used to implement noncoherent ML space-time receivers, which require fast estimation of the fading parameters.
The estimates of obtained using (3.14) and (3.15) and closed-form expressions (3.16b) and (3.20) are maximum likelihood only if they are positive semidefinite; otherwise, we can apply the ECME algorithm in Section III-A1, which always converges to solutions within the parameter space. Clearly, a necessary condition for (3.15), (3.16b), and (3.20) to be positive semidefinite is . The probability that (3.14)-(3.15), (3.16b), and (3.20) yield nonpositive semidefinite estimates of is asymptotically zero as either or . For the unstructured LOS array response model, we can remove (3.7b) from the ML and REML ECME iterations and use the closed-form expression for the ML estimate of in (3.16a).
B. Independent Fading
We develop ECME ML and REML algorithms for estimating under the independent fading scenario and simplify them in the case where is an identity matrix. Approximately independent fading occurs, for example, in virtual channel representations; see [22] and references therein. (In [14] , we derived Henderson's methods [40] for this scenario, which performed similarly to the algorithms proposed here.) 1) ECME Algorithm for ML Estimation: The ECME ML algorithm for independent fading follows using arguments similar to those in Appendix C-A (where ECME algorithms were derived for the correlated fading scenario): Iterate between (3.7a)-(3.7c) for and 2) ECME Algorithm for REML Estimation: The ECME REML algorithm for independent fading follows using arguments similar to those in Appendix C-B: Iterate between (3.7a)-(3.7c) for , and
where . For , we can use (3.22) to simplify (3.24a) and (3.24b).
As in the correlated fading case, the above ECME algorithms converge to variance estimates that are always in the parameter space (i.e., non-negative). They can be initialized using the moment estimators in (3.10b) and diagonal elements of (3.10a). For the unstructured LOS array response model, we can remove (3.7b) from the ML and REML ECME iterations and use the closed-form expression for the ML estimate of in (3.16a). Rayleigh-fading versions of these algorithms follow by removing (3.7b) and setting in (3.7c) and (3.21a) or (3.24a).
IV. NUMERICAL EXAMPLES
We evaluate the estimation accuracy and computational efficiency of the ML and REML methods in Section III. Our performance metric is the mean-square error (MSE) of an estimator, calculated using 5000 independent trials. Numerical simulations were performed using both block-and continuous-fading scenarios. Throughout this section, we employed the Alamouti transmission scheme for a MIMO system with quadrature phase-shift keying (QPSK) symbols per coherent interval (normalized so that ) and generated additive white complex Gaussian noise with variance .
A. Block-Fading Scenario
In the block-fading case, we generated the simulated data using the measurement model in Section II. The LOS component was generated using (2.4c) with , and .
1) Correlated Fading:
In the first set of simulations, we consider the correlated block-fading scenario and apply the ML and REML algorithms in Section III-A using the unstructured and structured LOS array response models in (2.4b) and (2.4c). The spatial fading covariance matrix was (4.1)
In Figs. 1 and 2 , we present the MSEs (and corresponding CRBs) for the ML and REML estimates of selected parameters as functions of the number of coherent intervals . The ML estimates of were computed using the closed-form expressions in (3.13) and (3.16) for the unstructured LOS model and the alternating-projection ML algorithm (3.14) and (3.15) for the structured LOS model. For , the alternating-projection algorithm converged in less than five iterations. In the cases where (3.16b) and (3.15) were not positive semidefinite, we ran the ECME ML algorithm described in Section III-A1. In terms of CPU time, the alternating-projection ML algorithm was five to seven times faster than the ECME ML algorithm. The REML estimation was performed using the ECME algorithm in Section III-A2, which converged in less than seven iterations.
In Table I , we show the percentages of trials in which the estimates of in (3.15) and (3.16b) were not positive semidefinite as functions of . These percentages decay rapidly with ; however, they are high for small , underlining the importance of the ECME approach, which handles parameter constraints automatically.
In Fig. 1 , the MSEs and CRBs for the ML and REML estimates of Re , and sum of all elements of are shown as functions of for the (left) unstructured and (right) structured LOS array response models. Due to the CRB decoupling between the mean and variance-component parameters [see (E.1a) in Appendix E], the CRBs for the variance components are the same regardless of the LOS array response parametrization; the corresponding MSEs are also approximately equal. In Fig. 2 , we present the MSEs and CRBs for the (left) ML and REML estimates of the unstructured LOS array response vector and (right) ML, REML, AML, and LS estimates of the structured-array LOS complex amplitude , as functions of . Here, the linear LS estimate of is computed by substituting (2.4c) into (3.9). As expected, the MSEs and CRBs are smaller for the structured LOS model. For larger , the (closed-form) AML and (iterative) ML and REML estimates of achieve similar MSE performances. However, the AML estimator performs poorly when is small; see also the discussion in Section III-A3. An analytical expression for the MSE of the linear LS estimate of is given below (for the special case of and assuming the block-fading scenario):
The CRBs were computed using the results in Appendix E-A.
Since the MSE performances of the ML and REML estimators are similar, it is of interest to compare their biases as well. Fig. 3 compares the absolute biases for the ML and REML estimates of the variance components (computed using 5000 independent trials) under the (left) unstructured and (right) structured LOS array response models; the biases are shown as functions of . The obtained results confirm the bias-correction property of REML variance-component estimation; see also the discussion in Section III. Compared with ML, the REML approach yields significant bias improvements when the rank of the deterministic component is large (e.g., unstructured LOS array model) and for small sample sizes .
Unknown : If the LOS Doppler shift is unknown, we estimate it using the ML estimator in (3.17) for the unstructured LOS model. Fig. 4 shows the MSE performance of this estimator as a function of .
2) Independent Fading: Consider the independent block-fading scenario with the following fading covariance matrix:
We have applied the ECME, ML, and REML algorithms in Section III-B; their MSE performances are shown in Figs. 5 and 6. For , the ECME algorithms converged in less than ten iterations. Fig. 5 shows the MSEs and CRBs for the ML and REML estimates of the fading variances , and as functions of for the (left) unstructured and (right) structured LOS array response models. As expected, the CRBs for these variances are the same regardless of the LOS array response parametrization, and the corresponding MSEs are approximately equal as well. In Fig. 6 , we compare the MSEs and CRBs for the ML and REML estimates of the (left) unstructured LOS array response vector and ML, REML, AML, and LS estimates of the (right) structured-array LOS complex amplitude . To compute the CRBs, we used (3.23) and the results in Appendix E-B.
B. Continuous-Fading Scenario
We now study the performance of the proposed methods in continuous fading, where the scattering channel coefficients are temporally correlated according to the Jakes' model; see, e.g., [12] , [41] , and references therein. First, denote by the scattering channel vector at time in the th coherent interval. Assuming adjacent coherent intervals, we model the vector of all scattering coefficients: and denotes the zeroth-order Bessel function of the first kind [12] , [41] . We further assume that the LOS component of the channel response matrix changes with according to the following model:
where the LOS angular Doppler shift should be bounded by the maximum Doppler frequency, i.e.,
. Combining the scattering and LOS channel components, we obtain the following continuous-fading measurement model:
for , where and have been defined in Section II, and vec . The above model accounts for correlations among the coherent intervals and time variations of the scattering and LOS channel coefficients within a coherent interval.
In the following examples, we consider the correlated fading scenario with given in (4.1), maximum Doppler frequency (consistent with the mobile speed of 100 mi/h for the carrier frequency 1.9 GHz and a symbol rate of 30 kHz; see also [36] ), and the LOS parameters , and . We first assume that the LOS Doppler shift is known, and then consider the case where is unknown. Known : We computed the ML and REML estimates of using the methods in Section III-A, where the coherent-interval length was chosen as . Figs. 7 and 8 show the MSEs for the ML and REML estimates of Re , sum of all elements of , and the LOS coefficients, as functions of ; Fig. 8 (right) shows the MSEs for the AML and LS estimates of the structured-array LOS complex amplitude . We also compare these MSEs with the corresponding block-fading CRBs, thus quantifying the performance loss that each method incurs due to continuous fading. Interestingly, for small , the MSEs of the ML and REML estimates are close to the block-fading CRBs. Under the continuous-fading scenario, the proposed variance-component estimates are mostly affected by correlations among the coherent intervals and time variations of the scattering component within a coherent interval, whereas the LOS-coefficient estimates are mostly affected by time variations of the LOS component. Figs. 7 and 9 ).
V. CONCLUDING REMARKS
We derived ML and REML methods for estimating the mean and covariance parameters of MIMO fading channels under correlated and independent block-fading scenarios. CRBs were computed for the unknown fading-covariance and line-of-sight parameters. For unitary space-time codes and orthogonal designs in correlated fading, we obtained closed-form exact and approximate ML estimates of the unknown parameters. We evaluated the performance of the proposed methods via numerical simulations under the block-and continuous-fading scenarios. Simulation results show that the proposed estimators are almost efficient under the block-fading scenario, having mean-square errors close to the corresponding CRBs.
Further research will include incorporating the proposed estimators into the design of space-time receivers and deriving efficient estimation algorithms and CRBs for the continuous-fading scenario. It is also of interest to develop estimators for the case where the LOS channel response vector follows the multivariate complex Ricean model in [11] .
APPENDIX A EXPRESSIONS FOR AND THE
LOG-LIKELIHOOD FUNCTION
We derive expressions for and simplify the log-likelihood expression in (3.2) . Using the matrix inversion lemma (in e.g., [27, Th. 18 
APPENDIX B RESTRICTED MAXIMUM LIKELIHOOD
We derive a REML log-likelihood expression for the measurement model in Section II. Define a vector of error contrasts , where is a matrix whose columns span the space orthogonal to the column space of . Then, the REML log-likelihood is obtained as the log-likelihood function for the error contrasts. Without loss of generality, we choose ; see [32] . Then, (3.6) follows by using the identities (see [32] , and [42, p. 77]) and neglecting terms that do not depend on . Note that (3.6) can be further simplified by using (A.3):
where has been defined in (3.3).
APPENDIX C ECME ALGORITHMS FOR CORRELATED FADING
A. ML Estimation
We derive the ECME ML algorithm in Section III-A1. The first conditional maximization (CM) step in (3.7b) follows by substituting the most recent estimate of into (3.3), where (3.3) is the ML estimate of that maximizes the observed-data likelihood function for fixed . The second CM step in (3.8a) follows by reparametrizing the variance components using and (rather than and ), which allows us to find the closed-form solution for the ML estimate of that maximizes the observed-data likelihood function for fixed and are the observed data. If were known (forming the complete data together with ), we could easily find the complete-data ML estimate of as follows:
where is also the natural complete-data sufficient statistic for estimating . Then, the third CM step for updating the estimate of in (3.8b) follows by computing the conditional expectation of (C.4) given the observed data . We first find the distribution of the missing data conditional on the observed data . The joint distribution of and is complex Gaussian with mean and covariance (C.5a) cov (C.5b) and then, [20, result 7, pp. 508 and 509] implies that conditional on are complex Gaussian vectors with means and covariances equal to
where (C.6a) and (C.6b) follow by using (A.1) and (3.4). Now, (3.7c) follows from (C.6a), and the third CM step in (3.8b) is obtained by substituting the most recent estimates of and into (C.7)
B. REML Estimation
We derive the ECME REML algorithm in Section III-A2. The CM step for updating the fading covariance matrix in (3.11b) follows by replacing in (C.7) with (see [43, (3.10) and substituting the most recent estimates of and . To obtain the right-hand side of (C.8), we used (A.1) and (A.2). The CM step in (3.11a) follows by reparametrizing the variance components using and , which allows us to find the closed-form solution for the REML estimate of that maximizes the observed-data restricted likelihood function for fixed and
where (C.10) and has been defined in (C.2). Then, the CM step for updating the estimate of in (3.11a) is obtained by substituting the most recent estimates of and into (C.9).
APPENDIX D ML ESTIMATION FOR CORRELATED FADING AND CONSTANT
We derive the ML estimation algorithm in Section III-A3 that is described by (3.13) and iteration (3.14) and (3.15). We estimate by iterating between the following two steps: i) (LOS component estimation) Fix , and estimate using (3.3) . ii) (variance-component estimation) Fix , compute using (C.3), and estimate the variance-component vector by maximizing the log-likelihood function [see (3. The above log-likelihood function is the logarithm of a multivariate complex Gaussian pdf that belongs to the multiparameter exponential family of distributions; see [44, 
