Structural equation modeling (SEM) has become increasingly popular in counseling, psychology, and rehabilitation research. The purpose of this article is to provide an overview of the basic concepts and applications of SEM in rehabilitation counseling research using the AMOS statistical software program.
S tructural equation modeling (SEM) is a collection of statistical techniques that enables a researcher to effectively assess relationships among both manifest (i.e., observed) and latent (i.e., underlying theoretical construct) variables for the purposes of testing complex theoretical models or confirming the factor structure of a psychological instrument (Tomarken & Waller, 2005) . In SEM, a construct can be treated as both a predictor construct and a criterion construct. SEM also supports the use of a collection of measured variables that can represent latent theoretical constructs more realistically than a single variable. Since constructs are not assumed to be measured without error, SEM procedures can be used to compute the reliability of both measurement instruments and estimated latent constructs. Further, SEM enables evaluation of the general compatibility (i.e., the goodness of fit) of the model as well as the strength of relationships among constructs. SEM can be used to compare competing theoretical models and reject alternative models based on the fit of these models with the pattern of empirical relationships reproduced in data (Quintana & Maxwell, 1999) .
For these reasons, SEM has become increasingly popular in rehabilitation counseling research. For example, Strohmer and Leierer (2000) evaluated three models of the rehabilitation counselor judgment process using path analysis. Bishop, Berven, Hermann, and Chan (2002) used path analysis to evaluate the goodness of fit of a quality-of-life model to better understand the relationships of the physical and psychosocial factors to each other and to quality of life among people with epilepsy. Brookings and Bolton (2000) evaluated the factorial validity of a comprehensive measure of intrapersonal empowerment, the Personal Opinions Questionnaire, using confirmatory factor analysis. Kosciulek and Merz (2001) used SEM to test a model of consumer-directed theory of empowerment (CDTE) in a Clubhouse Model. Kosciulek (2005) later used SEM to further test the hypothesized structural model of the CDTE in a vocational rehabilitation context.
With the development of several easy-to-use SEM computer software programs such as EQS (Bentler, 1995) and AMOS (Arbuckle & Wothke, 1999) , this mathematically and computationally complex technique is now readily accessible to rehabilitation counseling researchers. It can be expected that SEM will be used increasingly in rehabilitation research to confirm measurement structures of psychological instruments and to assess the appropriateness of theoretical models. Several tutorial articles have been published in The Counseling Psychologist, Annual Review of Psychology, and Annual Review of Clinical Psychology (MacCallum & Austin, 2001; Martens, 2005; Quintana & Maxwell, 1999; Tomarken & Waller, 2005) that provide excellent resources for rehabilitation counseling researchers who are interested in SEM. However, none of these articles has a strong focus on demonstrating the step-by-step use of SEM techniques and computer software programs in applied research. Our article attempts to fill this void by providing an overview of key SEM concepts and illustrating the basic applications of SEM analysis in rehabilitation counseling research using AMOS, which has a graphical user interface that makes it one of the easiest-to-use SEM software programs.
STRUCTURAL EQUATION MODELING
For illustration purposes, we have constructed a theoretical model of depression using the cognitive vulnerability-stress framework. Beck (1967 Beck ( , 1987 posited that some individuals are vulnerable to depression because, from an early age, they have developed negatively biased cognitive schemas of themselves and their life experiences. When they are challenged by stressful life events, these schemas become activated, which in turn elicits negative thoughts about the self, the world, and the future, leading to depression. Common cognitive distortions include overgeneralization, personalization, absolutistic thinking, and catastrophizing. Catastrophizing is a major cognitive vulnerability factor in intensifying the pain experience and psychological distress of individuals with chronic pain (Banks & Kerns, 1996) . In this example, we hypothesized that pain severity will lead directly to stressful life change events (e.g., family relationships and financial difficulties), catastrophizing, and depression. Life stress will also lead to depression. However, the relationship between life stress and depression will be mediated by catastrophizing. We will use SEM to test the validity of this cognitive vulnerability-stress model of depression in a sample of workers' compensation clients with chronic musculoskeletal pain.
Path Diagram and Symbol Notation
According to Ullman (2001) , path diagrams are fundamental to SEM because the diagrams allow researchers to depict explicitly the hypothesized set of relationships (i.e., the model) needed for the analysis. Several conventions are used in developing SEM diagrams. Specifically, circles or ovals are used to represent latent variables, and rectangles are used to represent measured variables (also known as observed variables, indicators, or manifest variables). One-way arrows indicate direct effects (structural regression coefficients), and curved two-way arrows represent covariances, or correlations between pairs of variables. Exogenous latent variables in SEM are similar to independent variables and "cause" fluctuations in the values of other latent variables in the model. Endogenous latent variables are synonymous with dependent variables and are directly or indirectly influenced by the exogenous variables in the model (Byrne, 2001) . Finally, error terms (e) for the measured variables (measurement error) are represented in lowercase. The residual or disturbance terms (D), representing errors in the prediction of endogenous latent variable from exogenous latent variables, are shown in uppercase. The AMOS Graphics program provides all the drawing tools for creating and working with SEM path diagrams. The icons for these drawing tools are designed to be intuitive. For example, the oval icon can be used to draw latent variables, the rectangle icon draws measured variables, the indicator icon draws a latent variable and the associated measured variables, the path icon draws regression path, the covariance icon draws covariance, and so forth.
Launching the AMOS Graphics, a special feature of AMOS, is straightforward. Simply click the Start menu from the Windows taskbar, select Programs, select the AMOS program set, and then select AMOS Graphics. You will see a blank AMOS Graphics diagram page (similar to the screenshot in Figure 1 ).
To read data into AMOS, open the File menu from the AMOS Graphics diagram page. Choose Data Files, and a dialog box will appear, as shown in Figure 2 . You can specify an SPSS data file as input by clicking the File Name button and then selecting an SPSS data file as input for AMOS.
To start drawing the path diagram in the blank path diagram page, activate a drawing tool by single-clicking on its icons from the toolbox with the mouse pointer; the icon will appear to be depressed or lowered when the tool is in use. Single-click again to deactivate the tool; the icon will change to look like the other tools on the toolbox. For an example of how to use the tools to draw a latent variable with the associated measured variables and error terms, begin by single-clicking the Draw Latent Variables and Indicators icon from the toolbox (see Figure 1) . Move the mouse pointer to the drawing surface, hold down the left button of the mouse, and draw an oval (a latent variable). Then, click once to associate one measured variable (rectangle) and one error term (oval) with the latent variable. This will produce one rectangle and one small circle. Click twice to draw two measured variables and two error terms and so on. To associate the measured variables with the variables in the SPSS file, right-click the specific measured variable in the path diagram, left-click Object Properties, and then type the associated SPSS variable name under the Variable Name section in the popup dialog box. To draw a regression path, single-click the Path icon (one-way arrow) on the toolbox, move the mouse pointer to the drawing surface, single-click a starting point for the measured or latent predictor variable and drag the mouse pointer to draw a line with a one-way arrow to the other measured or latent dependent variable. Figure 3 depicts the resulting diagram.
We used the AMOS Graphics drawing tools to graphically represent our proposed cognitive vulnerability-stress model of depression in Figure 4 .
Specifically, there are four latent variables (Pain Severity, Life Stress, Catastrophizing, and Depression), 10 observed variables, 10 error terms, and three disturbance terms in the model. Pain severity is measured by the Visual Analog Scale (VAS; Price, Harkins, & Baker, 1987) and the Medical Outcomes Study Pain Frequency Scale (MOS-P; Sherbourne, 1992) . Life stress is measured by the Home and Financial Stress domains of the Recent Life Change Questionnaire (RLCQ; Miller & Rahe, 1997) . Catastrophizing is measured by the Coping Strategies QuestionnaireCatastrophizing subscale (CSQ-CAT; Rosenstiel & Keefe (1983) . Although parceling is a controversial topic in SEM, for the purpose of this illustration we created two multi-item parcels by collapsing the six CSQ-CAT items into two empirically balanced measures, using a procedure for creating parcels recommended by Landis, Beal, and Radloff, 1977) . To specify and test the model properly, we need to consider several concepts related to SEM, including model identification, determination of sample size, and model fit.
Model Identification
An important issue related to SEM is identification, which indicates whether there is a unique set of parameters consistent with the data. According to Byrne (2001) , structural models may be (a) just-identified, (b) overidentified, or (c) underidentified. To test the hypothesis that there is a good fit between the theoretical model and the sample data, the model must be overidentified. In a just-identified model, the number of data variances and covariances is equal to the number of parameters to be estimated. Although a unique solution can be obtained for all of the parameters in a just-identified model, it is not scientifically useful, because it has no degrees of freedom and the model therefore cannot be rejected. In an underidentified model, the number of parameters to be estimated exceeds the number of data points (variances and covariances). As such, the model contains insufficient information from the data for the purpose of attaining a determinant solution of parameter estimation. An overidentified model, however, is scientifically interesting because the number of parameters to be estimated is less than the number of data points, resulting in positive degrees of freedom to obtain a determinant solution for accepting or rejecting the hypothesized model.
To specify an overidentified model in this illustration, the paths from the error terms (e) to the measured variables and the paths from the disturbance term (D) to the latent variables are fixed to 1.0, and for every latent construct, one of the paths (usually the scale with the highest reliability, close to 1.0) from the latent construct to the indicators for that construct is also fixed to 1.0. To further ensure that the number of parameters to be estimated is less than the number of data points, the regression paths among the latent variables should be identified carefully based on theory so that not every possible permutation of regression paths is included in the model. In general, parsimonious hypotheses (where at least some possible paths are omitted from the model) are scientifically more interesting; they also make maximal use of the theory-testing capabilities of SEM, because they can be examined via a test of nested models (i.e., from simple to complex models) (Quintana & Maxwell, 1999) . Mueller (1996) suggested that the ratio of number of participants to number of observed variables should be at least 10 to 1. Bollen (1989) recommended a ratio of 3 to 5 participants per estimated parameter, whereas Bentler and Chou (1987) recommended 5 to 10 participants per estimated parameter. Quintana and Maxwell (1999) observed that there is limited consensus for determining the sample size for adequate power. They indicated that some goodness-of-fit indices perform adequately with sample sizes as small as 100 participants. In general, statistical indices will perform adequately and yield meaningful and interpretable values when the sample size is 200 or more participants. Quintana and Maxwell recommended using Bentler and Chou's 5 to 10 participants per estimated parameter rule for computing sample size. Sample size is an important consideration in SEM analysis, as low sample size has several consequences, including (a) low power to detect significant path coefficients and variances, and (b) instability (sampling error) in the covariance matrix, leading to attenuation of fit indices.
Determination of Sample Size

Goodness-of-Fit Index
Several goodness-of-fit indices are commonly used to evaluate how well the structural model fits the data. The chi square goodness-of-fit test is one of the most commonly used indices. In SEM, a nonsignificant chi square value is an indication that the hypothesized model has a good fit with the data. The problem with using chi square, however, is that it is hypersensitive to sample size (Ullman, 2001 ). Because SEM is grounded in large-sample theory, finding well-fitted hypothesized models, where the chi square value approximates the degrees of freedom, has proven unrealistic, leading SEM methodologists to develop additional practical or ad hoc indices of fit.
One approach is to divide the chi square value by the degrees of freedom. According to Carmines and McIver (1981) , χ 2 /df ratios in the range of 2:1 or 3:1 indicated an acceptable fit between the hypothetical model and the sample data. The most popular alternative measures of fit for SEM analysis, however, are the goodness-of-fit index (GFI), the normed fit index (NFI), the comparative fit index (CFI), and the root mean square error of approximation (RMSEA). The GFI, NFI, and CFI all have values ranging from 0 to 1; a good fit is indicated by values greater than .90 for GFI and NFI and .95 and greater for CFI. For RMSEA, a value of 0 is interpreted as an exact fit; values less than .05 are a close fit, values between .05 and .08 are a fair fit, values between .08 and .10 are a mediocre fit, and values more than .10 are a poor fit. Regarding the precision of the RMSEA estimates, AMOS reports a 90% confidence interval around the RMSEA value. MacCallum, Browne, and Sugawara (1996) indicated that a small RMSEA and a very narrow confidence interval suggest good precision of the RMSEA value in reflecting model fit in the population. Finally, Martens (2005) indicated that χ 2 /df, GFI, and NFI tend to be substantially affected by sample size and number of indicators per factor and do not generalize well across samples. Marten recommended using CFI and RMSEA as the primary goodness-of-fit indexes.
Illustrative Analysis: An SEM Analysis of the Cognitive Vulnerability-Stress Model of Depression
After drawing the path diagram of our hypothetical cognitive vulnerability-stress model of depression and associating the measured variables to data in our SPSS data file for this example, we can now use AMOS Graphics to evaluate whether the hypothesized model fit the sample data and to compute parameter estimates. To run the model, open the View/Set menu, select Analysis Properties, and select the options you want for your SEM analysis; Figure 5 shows the options in the Analysis Properties dialog box.
Depressing the up-arrow icon (located on the upper left side of the AMOS Graphics drawing area, see Figure 6) displays the estimates for the structural path diagram, if the model can be properly estimated; the user will be unable to depress the up-arrow icon, if the model cannot be properly estimated, indicating errors in specifying the model.
Standardized estimates for the parameters in the cognitive vulnerability-stress model of depression are presented in Figure 4 . The AMOS text output for the parameter summary and selected goodness-of-fit statistics related to the cognitive vulnerability-stress model of depression are presented in Table 1 and Figure 7 . As displayed in the the table, there are 29 regression weights; 17 are fixed to 1 (10 error terms, 3 disturbance terms, and 4 factor loadings) and 12 are estimated. There are 14 variances, all of which are estimated, and there is no covariance to estimate. In total, there are 43 parameters, 26 of which are to be estimated. The required sample size for this study, taking the lower-bound requirement of Bentler and Chou's (1987) rule of thumb, will be 5 × 26 = 130, and the upper bound will be 10 × 26 = 260. The sample size of 171 for this illustrative study is closer to the lower bound than to the upper- bound requirement, indicating that the results of this illustration can be affected by low statistical power.
In Figure 7 , the chi square value of 84.26 is significant at the p < .001 level. As mentioned, given the known problem of the chi square test in SEM, it is more beneficial to use alternative indices. In this example, the χ 2 /df of 2.91 (2.905) and CFI of .94 (.939) indicate an adequate fit between the hypothetical model and the sample data, the GFI of .91 and NFI of .91 indicate that the model is a good fit, and the RMSEA (.11) suggests a poor fit. Based on the GFI, NFI, and the CFI indices, it can be concluded that there is a relatively good fit between the model and the data. Table 2 presents the AMOS text output for the unstandardized maximum likelihood estimates of the structural paths. The significance test is the critical ratio (CR), which represents the parameter estimate divided by its standard error. The parameter estimate is significant at p = .05 if CR is > ± 1.96. Three structural paths among the exogenous and endogenous latent variables were found to be significant. Specifically, depression is directly predicted by life stress and catastrophizing, and the structural path coefficients for these two variables were .33 and .63, respectively. Catastrophizing is directly predicted by pain severity, with a path coefficient of .82. However, the path between stress and catastrophizing, with a path coefficient of .20, was not significant. Also, pain severity was not found to be related to stress (.18) or depression (−.04). Therefore, in this model the direct effects of stress and depression are supported. However, the hypothesis that the relationship between stress and depression is mediated by catastrophizing is not supported. Conversely, in our current model, the effect between pain severity and depression is zero, after controlling for the effect of catastrophizing, indicating that catastrophizing is a strong mediator between pain severity and depression.
As a logical next step, researchers can perform a post hoc model modification to develop a better-fitting model based on the characteristics of the data. Quintana and Maxwell (1999) , however, have cautioned researchers about the pitfalls of post hoc model modification. They indicated that the use of SEM for model modification is problematic because it is a misapplication of what is essentially a confirmatory procedure for exploratory purposes. As a result, the respecified model may be capitalizing on chance variation specific to the sample and may not be generalizable beyond the actual sample obtained. There is no guarantee that the suggested modifications will lead to the true model. Quintana and Maxwell recommended that if post hoc model modification is used to generate new models, it is critical that the decision be based on conceptual/theoretical issues and not based solely on guidance from empirical indices. A model can be modified by eliminating existing paths and/or specifying new paths. The critical ratio index can be used as a guide for eliminating existing paths. In this example, three paths (pain severity → depression, pain severity → stress, and stress → catastrophizing) can be eliminated because of CR values less than 1.96. However, it is important to reiterate that even if a nonsignificant structural path coefficient is found, the structural path can be eliminated only if it can be justified on a conceptual or theoretical ground. Further, paths are usually eliminated for the purpose of enhancing parsimony and not to improve fit. In addition, the AMOS software program can compute a modification index (MI) to guide researchers in their decision of specifying new paths for the revised model. To obtain the modification indexes, select Analysis Properties from the View/Set menu and select the Modification indices option (see Figure 5 ). According to Byrne (2001) , MI can be conceptualized as a chi square statistic with one degree of freedom, representing the expected drop in chi square value for the respecified model if the new path is added. The associated expected parameter change (EPC) value represents the predicted value of this parameter estimate if it is free to vary. If the deletion and addition of certain paths make both theoretical and empirical sense, the researcher can rerun the SEM analysis for the respecified model and test for goodness of fit, parameter estimates, and further post hoc modifications if deemed necessary. In this example, an examination of the modification index suggests that the error term for the CES-D Positive Affect subscale and the error term for CES-D Interpersonal subscale can be correlated and justified on conceptual ground. However, a modification index value of only 8.88 suggests that the model fit will not change substantially even with the addition of this new path. Since we cannot justify eliminating existing paths or adding new paths based on a conceptual and theoretical ground, we do not feel that post hoc modification of the model is warranted for this study. If we rerun the analysis by eliminating the three nonsignificant paths and add a two-arrow path between the two CES-D error terms, the GFI increases to .92, the NFI to .92, and the CFI to .95, and the RMSEA is reduced to .09, indicating that the respecified model is much better fitted than the original model. However, this improvement may capitalize on chance variation in the sample, and the results may not be generalizable. It is also important to note that in a path model such as that shown in Figure 4 , it is usually the case that any or all arrows could be reversed, or converted to two-headed arrows, without altering the fit of the model. Thus, having "good" fit tells us nothing about the direction of causation between any pair of variables. Unless variables are measured at different time points (which strengthens the basis for causal inference), structural models may conform to the predictions of the theory, but they can never provide strong evidence for the validity of these predictions.
CONFIRMATORY FACTOR ANALYSIS
Confirmatory factor analysis (CFA) is appropriately used when the researcher has some knowledge of the underlying latent variable structure (Byrne, 2001 ). As such, it requires the researcher to think thoroughly about presumed constructs and corresponding indicators in using SEM to conduct factor analysis. The major advantage of SEM applied to CFA is that the validity of the a priori expected factor structure can be evaluated on multiple goodness-offit indices (Quintana & Maxwell, 1999) . For illustrative purposes, we will examine a first-order CFA model designed to test the factorial validity of the Coping Strategies Questionnaire 24 developed by Harland and Georgieff (2003) , using the same data set we have been using. In their study, Harland and Georgieff conducted an exploratory factor analysis and found four underlying factors for pain-coping strategies: catastrophizing, diversion, cognitive coping, and reinterpreting. We used the AMOS Graphics program to represent this model statistically in diagram form (see Figure 8 ) and to evaluate how well this model reproduced the observed patterns of empirical relationship in the data. Since the four factors in Harland and Georgieff's study are correlated, we connected all these latent factors with two-way arrows (covariance icon). Figure 8 presents the standardized estimates for the parameters in the hypothesized four-factor CFA model of pain coping strategies. AMOS text output for the parameter summary and selected goodness-of-fit statistics indicated that there are 46 regression weights (i.e., one-way arrows); 27 are fixed to 1 (23 error terms and 4 factor loadings), and 19 are estimated. There are 6 covariances (i.e., two-way arrows) and 27 variances (rectangles or circles), all of which are estimated. In total, there are 79 parameters, 46 of which are to be estimated. Using Bentler and Chou's (1987) rule of thumb for calculating sample size, the upper bound will be 10 × 46 = 460, and the lower bound will be 5 × 46 = 230; the sample size for this illustrative example is 171, indicating low statistical power. The overallchi square value, with 224 degrees of freedom, is computed to be 563.16, which is significant at p < .001. The GFI of .784, CFI of .855, and RMSEA of .094 also suggest that the four-factor CFA model of pain-coping strategies is not a good fit for the data.
The AMOS text output for the unstandardized maximum likelihood parameter estimates for the four-factor CFA model is presented in Table 3 . As can be observed, the factor loadings for the four factors are all significant (critical ratio greater than 1.96) at the .05 level. However, the correlations between catastrophizing and diversion and between catastrophizing and reinterpreting were not significant. This is not unexpected, as catastrophizing as a negative coping strategy has been found to be a factor uniquely different from the rest of the positive coping strategy factors (Keefe, Rumble, Scipio, Giordano, & Perri, 2004) . The correlations among diversion, cognitive coping, and reinterpreting were significant.
Since the four-factor CFA model does not seem to fit the data, we can try to modify and reestimate the model. However, as noted by Quintana and Maxwell (1999) , we must be mindful that this analysis is no longer confirmatory but exploratory in nature. The focus is on finding misfitting parameters in the original model (Byrne, 2001) . In terms of the CFA model in this illustrative analysis, we can consider eliminating the two-way arrows between catastrophizing and diversion and the path between catastrophizing and reinterpreting, since the critical ratio values for these two paths are nonsignificant. Furthermore, we can examine the modification indexes to determine whether additional paths can be added to the CFA model. In examining the modification indexes and the expected parameter change values in the AMOS output shown in Table 4 , we found that correlating (i.e., connecting with a two-way arrow) the error terms e30 (Item 30, "I feel my life isn't worth living") and e31 (Item 31, "I feel like I can't go on") reduced the chi square by 36.727, and the expected parameter change for this correlated path was 0.722. Correlating e14 (Item 14, "I replay in my mind pleasant experiences in the past") and e42 (Item 42, "I think of people I enjoy doing things with") further reduced the chi square by 24.194; the expected parameter change for this correlated path was 0.648. A review of the content of Items 30 and 31 suggested that they were very similar concepts and that the two error terms therefore could be correlated on conceptual grounds. Potentially, we could obtain a better-fitting model through these post hoc modifications if we could connect enough new paths to reduce the chi square value so that it was not statistically significant. The modification indexes also suggested that Items 26 and 36 could be loaded on the reinterpreting factor (see csq26 ← reinterp and csq36 ← reinterp in the AMOS output in Table 4 ); Items 3, 18, and 27 could be loaded on cognitive coping; Items 18, 30, and 43 could be loaded on catastrophizing; and Items 14 and 18 could be loaded on diversion. We found no good conceptual/ theoretical guidance for loading these items on multiple factors. However, if this empirical guidance could be supported by conceptual/theoretical reasons, and if we were to reestimate this respecified model based on these changes, the GFI would improve from .784 to .851, the CFI from .855 to .916, and the RMSEA from .094 to .077, and the four-factor CFA model would be a reasonably good fit to the data. Although we have not reported it here due to space limitations, it is actually very important to specify several nested models (e.g., a single-factor model, a twofactor model) and also a second-order factor model (e.g., a four-factor hierarchical model), and to compare the results of these models with the confirmatory factor model that is of interest to the researcher (e.g., the four-factor correlated model in this example). If the confirmatory factor model of interest is found to be the best-fit model, it will strengthen the credibility of the results. (Byrne, 2001) . It has become an increasingly popular data-analytic technique in psychology, counseling, and rehabilitation. Quintana and Maxwell (1999) highlighted several applications of SEM to counseling research that are equally relevant to rehabilitation counseling research, including the use of SEM for testing for mediational relationships, interaction effects, and mean differences; for confirmatory factor analysis and multiple sample analysis; for longitudinal designs; and for handling missing data. Recent innovations have allowed SEM to become a broad data-analytic framework with flexible and unique capabilities. Furthermore, SEM involves an analysis of carefully defined a priori hypotheses about the relationships among both measured and latent variables. It is imperative for rehabilitation counseling researchers to become familiar with this data-analytic technique so that they can use this technique in their research endeavors. It is equally important for rehabilitation counseling practitioners to become familiar with SEM to make judicious assessments of published studies. However, the prolific use of SEM has raised concerns about the appropriate use of SEM in psychological and counseling research (Martens, 2005; Steiger, 2001; Tomarken & Waller, 2005) . These concerns include lack of identification of plausible alternative models, failure to assess for multivariate normality, failure to assess path fit separately from measurement fit, failure to report all parameter estimates/effect sizes, and modification of models based on empirical rather than theoretical criteria (Martens, 2005) . Martens cautioned that counseling and psychology researchers need to develop a thorough background in SEM theory, statistical assumptions, and best practices to use SEM appropriately in their studies. Rehabilitation researchers should heed the same advice in using SEM in their research.
We endorse several recommendations for the reporting of SEM results, and along with others (e.g., McDonald & Ho, 2002) , we assert no special authority to provide a code of practice. We agree with and endorse the idea that "practice could be greatly improved simply by a conscious intention on the part of investigators to make reasoned choices on each aspect of their work and to report the basis of those choices" (McDonald & Ho, 2002, p. 78) . We recommend that researchers, prior to fitting a model, screen their data for outliers and include the results of this process in their report. Yuan and Bentler (2001) demonstrated that "even if a proposed structure is correct for the majority of the data in a sample, a small proportion of outliers can lead to biased estimators and highly significant test statistics" (p. 162). Thus, rejection of a model may be due to a few outlying observations; it is therefore misleading to evaluate models using fit indices without considering the influence of outliers. The authors also demonstrated that outliers will distort any power analysis, which should be a fundamental component of statistical analyses. We also endorse McDonald and Ho's recommendations to report the sample covariance or correlation matrix, which could be useful to the researcher in creating and evaluating probable alternative models, as well as to report all of the parameters and their standard errors in an unambiguous manner.
As a tutorial, this article aimed to provide an overview of some of the basic concepts and applications of structural equation modeling and to demonstrate the use of SEM techniques, in a step-by-step manner, using the AMOS 4.0 statistical software program. 432 N. Murray St., Madison, WI 53706; 
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