The focus of this work is on uncertainty characterization, sensitivity analysis, uncertainty propagation, and extreme-case analysis. To deal with the computationally expensive and complex NASA problem, a simpler toy problem is devised to mimic the NASA problem for which the true results were known. The toy problem helped in thoroughly testing the current methods and their repeatability. For uncertainty characterization, a novel cumulative density function matching method is proposed, which gave similar results as a standard Markov chain-Monte Carlobased Bayesian approach. An efficient reliability reanalysis-based probability-box sensitivity analysis method is employed to identify the most sensitive parameters to the risk analysis metrics. Uncertainty propagation to find extreme values for the risk analysis metrics is done using a single-loop efficient reliability reanalysis-based method. A modified version of the efficient reliability reanalysis is proposed that uses self-normalizing weights and caps on the weights; this is referred to as a capped self-normalizing efficient reliability reanalysis. This method showed considerably better performance at estimating risk analysis metrics for this application as compared to the generic efficient reliability reanalysis. The use of efficient reliability reanalysis was dictated by the cost of the black-box functions provided by NASA.
Nomenclature D = modified Kolmogorov-Smirnov statistic F = cumulative density function f = probability density function g = requirement metrics I = indicator function J 1 = expected value of worst-case requirement metric J 2 = probability of failure n = given number of observations n 0 = number of aleatory samples for generating an empirical cumulative density function p = uncertain random variables q = sampling probability density function for efficient reliability reanalysis w = worst-case requirement metric x = intermediate variables θ = subparameters (epistemic uncertainty) Θ = vector of subparameters I. Introduction T HIS work aims to address the challenge problem posed by NASA [1] that comprises the entire uncertainty quantification process, including the characterization, propagation, and robust design. The different subproblems in the challenge tackled in this work are as follows: Subproblem A is the uncertainty characterization or improvement in the initial uncertainty model based on experimental data, subproblem B is the sensitivity analysis of the parameters on the system performance to decide which uncertainty models should be improved, subproblem C is the uncertainty propagation to determine the range of system performance metrics, and subproblem D is the identification of realizations that lead to extreme cases of system performance.
Uncertainty quantification is becoming increasingly important in an effort to make design optimization more robust and prepare to face the worst. It is helpful in trying to reduce surprises in designs. There is epistemic uncertainty due to lack of knowledge or imprecise data that can be reduced or possibly eliminated with more information. The aleatory uncertainty, on the other hand, is due to the inherent variability of the physical system and is irreducible. Conducting more experiments or gathering more information cannot reduce this uncertainty. Oberkampf et al. [2, 3] explained these two types of uncertainties in detail. Although there is a consensus that aleatory uncertainty is modeled by probability distributions, various modeling techniques for epistemic uncertainty have been studied, such as interval theory, Dempster-Shafer evidence theory [4, 5] , possibility theory [6, 7] , and probability theory [8, 9] .
In this work, we will consider three different categories of uncertain random variables [1] , including layered uncertainties or mixed aleatory and epistemic uncertainties: 1) Only aleatory (irreducible) uncertainty is present. It is modeled as a given distribution with known parameters. There is no epistemic space associated with this category.
2) Only epistemic (reducible) uncertainty is present. It is modeled as having fixed but unknown constants that lie within given intervals.
3) Mixed aleatory and epistemic uncertainty is present. This is modeled as a random variable with a fixed functional form but unknown parameters. The unknown parameters have epistemic uncertainty prescribed in a given interval that can be reduced.
A cumulative distribution function (CDF) matching method for uncertainty quantification using optimization to identify reduced epistemic uncertainty based on some additional information is proposed in this work. In this method, we compare different confidence bands (or envelopes) for the empirical CDF of the given samples using a modified Kolmogorov-Smirnov statistic to get a refined range for the epistemic variables that well describe the 95% confidence bands associated with the empirical CDF of the given observations. We also compare this to a more brute force method using Bayesian approach.
A sensitivity analysis of the uncertain (epistemic) subparameters defining the random parameters is conducted to determine if we can fix some parameters without incurring error, and for which parameters more information would be most helpful. The sensitivity of the parameters is identified by the amount of change brought about in the p-boxes of each intermediate variable or ranges of values of interest due to a reduction in uncertain subparameter bounds. We use the efficient reliability reanalysis (ERR) [10] method, which is an importance sampling-based approach, as an approximation for the expensive NASA black-box functions. We propose some modifications to the generic ERR method to handle constant parameters with epistemic uncertainty and a version of self-normalized weights for ERR with a cap on the weights that is proportional to the sample size. We dubbed this modified version as a capped self-normalizing ERR (CSN-ERR). The cap on the weights and self-normalizing weights deters a single sample from essentially dominating all the other samples, which we found to be an obvious issue with the calculation of probability of failures. The uncertainty propagation process is done using a single-loop CSN-ERR-based approach to find the ranges of system performance metrics identifying the epistemic realization that prescribe extreme values of system performance. These results were compared to a brute force double-loop Monte Carlo simulation.
The NASA challenge is a complex problem having unknown structure and solution. This makes it difficult to judge the performance of the methods devised in this work. To validate and thoroughly test our methods, we devised a simpler toy problem to mimic the NASA problem. This helped us in identifying the level of confidence for each method accompanied by rigorous debugging of our algorithms.
II. Problem Formulation A. NASA Challenge Problem
The multidisciplinary system under investigation is defined by a mathematical model S. The system performance is evaluated based on a set of requirement metrics g (here, eight) that define the safe domain when g < 0. The requirement metrics depend on a vector of uncertain random variables (here, we call it a parameter) p (here, 21) and a vector of design variables d (here, 14) that can be set by the designer. The relationship between the outputs g and inputs, p and d, are given by some black-box functions:
where x is a vector of intermediate variables (here, five) based on p as given by 
The components of x, which can be interpreted as outputs of single discipline analyses, are the inputs to the cross-discipline analyses in Eq. (1) . The components of g and x are continuous functions of the inputs that prescribe them. The software to evaluate these black-box functions is provided by NASA [1] . The system performance is defined by the expected value of a worst-case requirement metric J 1 or a probability of failure J 2 . These two metrics are defined in terms of the largest violation:
f i x; d max 1≤i≤8 f i hp; d
J 1 and J 2 are given by Eqs. (8) and (9) , respectively:
The design variables are fixed by the analyst as d baseline (specified here by NASA). A flowchart showing the progression of the problem is shown in Fig. 1 .
B. Toy Problem
To debug our methods for the NASA problem, we first test the approach with a toy problem. The toy problem, for which we know the answer (or can easily calculate), is intended not only to hold basic procedures of the original NASA problem but also to be simple enough to analyze the results easily. The toy problem has two requirement metrics: g g 1 ; g 2 T , where g 1 and g 2 are the functions of three uncertain variables, p p 1 ; p 2 ; p 3 T , and two design variables, d d 1 ; d 2 T . The functions of g 1 and g 2 are given by the following equations:
Note that g 1 and g 2 are treated as black-box functions when we solve the problem. If g < 0, the system requirements are satisfied. Otherwise, the system is considered to be in a failure state. This is a trivial problem, and it is posed in this manner to help us quickly debug our methods and rigorously test diverse theories. System performance is measured by two metrics: J 1 and J 2 . J 1 is the worst-case requirement metric defined by
where wp; d maxg 1 ; g 2 . J 2 is the failure probability defined by The uncertainty models for p and their true values are given in Table 1 . The nominal design variables are set as d 1.5; 0.5 T . All the results for the toy problem are provided in Appendix C.
III. Uncertainty Characterization (Task A)
In this section, we describe a few ways of practically refining the epistemic uncertainties present in the random variables using information in the form of observed values. We demonstrate the process using observed values of x 1 (x 1;obs ) that have been provided by NASA in order to update the epistemic uncertainty of parameters of p [1] [2] [3] [4] [5] , given in Table 2 . Each epistemic parameter (here, we refer to it as a subparameter) for category 2 and category 3 random variables is denoted by θ. The category 1 random variables have only aleatory uncertainty. At first, 25 observations of x 1 are used to update the uncertainty (task A1) and an additional 25 observations are used to validate the updated model (task A2). Then, all 50 observations of x 1 are used to update the uncertainty model (task A3) and the effect of the number of observations on the fidelity of the resulting uncertainty models is checked (task A4). The refinement of epistemic parameters is done using a novel CDF matching method, which is described in the next section. A Bayesian approach [11] [12] [13] was also implemented to compare results to the CDF matching method, and the details are provided in Appendix A.
A. CDF Matching Uncertainty Quantification Approach
The CDF matching approach uses the concept of the two-sample Kolmogorov-Smirnov test to compare the empirical distribution function or empirical CDF (ECDF) for the x 1;obs , with the ECDF for the generated x 1 values using aleatory uncertainties for some realization of Θ. The ECDF F n for n independent and identically distributed samples X i is given by Eq. (14):
where I Xi<x is an indicator function that is equal to one when X i ≤ x and zero otherwise. A modified Kolmogorov-Smirnov (K-S) statistic, used here for comparing two ECDFs with n (given observations) and n 0 (randomly generated using aleatory uncertainty; 100 in this work) samples (D n;n 0 ), is given by Eq. (15) . It is the sum of distances at the observed values between the two ECDFs. For each Θ realization, we sample 100 random p and generate an ECDF using that to compare to the ECDF from x 1;obs and calculate D n;n 0 . The random stream for generating 100 samples of p for a particular Θ realization is fixed to reduce the noise in objective function calculation. The optimization is repeated several times with different random streams to placate this assumption:
Empirical CDF using the n given x 1,obs ( Fig. 3a) Solve optimization problem given by Eq. (16) Get one optimal set of subparameters Θ* i = 1 (first out of N CB confidence bands for empirical CDF of x 1,obs that are optimized)
Confidence bands for α in between 95 and 10% (e.g., α = 0.05 generates 95% confidence band as shown in Fig. 3b )
Solve optimization problem given by Equation (16) for lower (dotted line in Fig. 3b ) and upper (black dotted line in Fig. 3b ) confidence bounds individually
Get two optimal sets of subparameters Θ*
i ≤ N CB
New range for sub-parameters is given by the range obtained from all sets of optimal Θ* (a total of 2*N CB +1 optimizations or 31 in this work). Fig. 2 Flowchart describing CDF matching method. D n;n 0 is minimized to obtain optimum Θ , as shown by the optimization problem in Eq. (16) . A flowchart describing the CDF matching method is shown in Fig. 2 (see also Fig. 3 ). We find the optimal Θ for matching the given ECDF of x 1;obs and for matching different lower and upper confidence bounds (10-95% confidence bands) of the given ECDF for x 1;obs , as shown in Fig. 4 . This optimization is done for matching the given ECDF and repeated for matching 15 lower-bound and 15 upper-bound confidence bands (Fig. 4 ) of the given ECDF between 10 and 95% ** confidence bands. This gives us 31 optimal values for each Θ (the optimization problem is solved 31 times, requiring 3.1e6 p_to_x 1 function evaluations). Then, the refined bounds of Θ are found by taking the range of those values. Note that we do not assume any monotonicity between epistemic parameters and the response quantity as we solve for a set of confidence bands and take the range from the final optimal sets of Θ :
No Yes
In this case. there are eight θ for p [1] [2] [3] [4] [5] with upper and lower bounds as provided in Table 2 . The beta subparameters of a and b are found from the expected value and variance of the distribution, as shown in Appendix B. The unimodality condition for p 1 is enforced during the optimization by penalizing the objective function when a ≤ 1 or b ≤ 1. The confidence bands are evaluated using Greenwood's formula (ecdf function in MATLAB). The optimization problem is solved using the DIRECT optimizer developed by Finkel et al. [14] . This method actually gives us 31 separate sets of optimal Θ and can give us an idea of the correlation between the different θ. In this case, we only consider the refined range of θ to be used in the sensitivity analysis and uncertainty propagation, as it is simpler to implement and we choose not to trust the correlations from a limited dataset. This means that we continue to treat each a subparameter as an interval, as the information is originally posed in the challenge problem. Note that none of our methods preclude us from using correlation information in the methods for sensitivity analysis and extreme-case analysis, but we choose to ignore it to simplify the methods. An improvement on the current CDF matching method might be to consider optimizing for any ECDF that can be bounded by the p-box defined by the 95% confidence bands of the given ECDF. This would also help in choosing more ECDF combinations to optimize for and get a better understanding of the correlation between each θ at the expense of additional computational effort. **This is a user-defined number related to the computational time available.
B. Results for Uncertainty Characterization of NASA Problem
The epistemic uncertainties are updated using a first set of 25 given observations and then a second set of 25 given observations of x 1 for the NASA problem using the CDF matching uncertainty quantification (UQ) approach. Some results for comparing the CDF matching method to the Bayesian approach are given in Appendix A. The CDF matching method is initially verified and debugged using the simple toy problem, and the results can be seen in Appendix C. It faired reasonably well for the toy problem, showing substantial uncertainty reduction while keeping the true values in the range. The repeatability of the CDF matching method was also found to be satisfactory for the toy problem. The refined median bounds of Θ for five repetitions (with different random seeds) of the CDF matching UQ method using the first set of 25 and full set of 50 observations (x 1;obs ) are given in Table 3 . Using the first set of 25 observations, the CDF matching approach shows a trend of reducing the upper bound of Ep 1 . There were also significant changes observed in the upper bounds of Vp 1 and Ep 5 and the lower bound of Vp 5 . The maximum reduction in range is for Ep 5 .
Using the full set of 50 observations, the ranges of Ep 1 and Ep 5 are substantially reduced. But, these reductions in ranges were also identified while using the first set of 25 observations. The most significant difference in the reduction of range while using all 50 observations as compared to the first 25 observations can be seen for Vp 5 . The other difference is that, while using the first 25 observations, there was almost a 30% decrease in the range for Vp 1 but, after using all 50 observations, the decrease was only around 16%. This shows that using the smaller set of observations was more consequential and led to an excessive reduction of the range. This could be due to a biased set of small samples (as we see in the results for the toy problem with a small sample set, shown in Fig. C1 in Appendix C). The results from the Bayesian approach are mostly similar to the CDF matching method, as can be seen from Appendix A.
Tasks A2 and A4: Effect of Number of Observations on Uncertainty Models
For the validation of the updated uncertainty models, we use the Kolmogorov-Smirnov test. The K-S test measures the maximum distance between two ECDFs, called the K-S statistic, as an indicator of the agreement of the functions. We first evaluate the K-S statistics of ECDFs of x 1 based on random sets of Θ generated from the prior range (provided by NASA) to be compared with the ECDF of the given observations, x 1;obs . The K-S test is conducted by generating 7256 Θ realizations in the refined bounds (7000 using Latin hypercube sampling and 256 corner points in eight dimensions). For each Θ realization, 1000 x 1 samples are generated using the aleatory uncertainty and the ECDF from these generated samples is compared against the full set of 50 given observations of x 1 . This process is repeated for all the Θ realizations to obtain the variation in the K-S statistic. This is compared to results from generating 7256 Θ realizations in the prior range (as provided by NASA) with the same random seed to make it a fair comparison.
For the K-S test, all the ECDFs based on prior and refined ranges were compared to the ECDF of all 50 observations. As shown in Fig. 5 , the third quartile (the top of the box and the 75th percentile value) of the K-S statistic was substantially reduced as the number of observations used for the uncertainty quantification is increased for both the approaches. The median of the K-S statistic also decreased with the number of observations. This reflects the fact that the uncertainty quantification successfully discarded the combinations of subparameters that poorly approximated the ECDF of x 1 with 50 observations.
The results for rejection percentages of the null hypothesis of the K-S test with α 5% for different sample observation sizes are given in Table 4 . It can be seen that the rejection percentage decreases after updating the epistemic uncertainties. More than a 50% decrease in the rejection percentage is observed when a CDF matching method is used with all 50 observations as compared to the prior range. The CDF matching method performs efficiently, using a total of 1.5e − 7 aleatory samples (five repetitions) and compares well to the Bayesian approach that uses 1e − 8 samples (Appendix A).
IV. Sensitivity of Subparameters to Intermediate Variables (Task B1)
The first step of our sensitivity analysis as specified by the NASA challenge problem is to determine the degree of refinement in the p-box of the intermediate variables x that could be obtained from a refined uncertainty model for our uncertain subparameters θ. One important consideration in performing the sensitivity analysis is that we are concerned with the sensitivity of the p-box of each intermediate variable x to the bounds of their corresponding subparameters and not to the value of the subparameter. This is because we are seeking to acquire refined bounds for some parameter models; and the fact that the value of an intermediate variable is highly sensitive to the value of a subparameter does not necessarily imply that we will benefit from reducing the bounds of that subparameter. Consider a simple case of a single normal variable with the mean and variance prescribed as intervals. Though the value of this variable is highly sensitive to the value of the variance, a change in the lower bound of this variance will have no effect on the p-box of the variable. The relationship between the value of a subparameter and the area of the p-box of an intermediate variable is in fact only a measure of the interaction effects of the subparameter in question and the remaining interval-valued subparameters, and it may therefore be misleading.
To determine the sensitivity of each subparameter on the uncertainty of the intermediate variable x, we use a probability-box (p-box) area-based sensitivity analysis using a double-loop Monte Carlo approach. Starting with the updated bounds obtained for each subparameter in Sec. III, we randomly generate realizations of each subparameter within these bounds. For each of these subparameter realizations, we then generate random samples of each parameter and calculate the corresponding values of each intermediate variable. This means that, for each subparameter realization, we can calculate an empirical CDF for the intermediate variable (Fig. 6b) . By calculating the maximum and minimum values of each of these many empirical CDFs at each value x (Fig. 6c) , we may obtain an estimate of the p-box of the intermediate variable corresponding to the given subparameter bounds. Then we calculate the p-box area ( Fig. 6d ) that is used as the metric in the sensitivity analysis. This technique is described graphically in Fig. 6 .
We may then simulate a reduction in the bounds of each subparameter that we might expect from requesting a refined uncertainty model. These reduced bounds will affect our simulation of ECDFs of x as shown in Fig. 6b . Since every updated set of subparameter interval bounds is a subset of the initial bounds, every p-box generated with the reduced bounds will be strictly contained within the initial p-box. This means that if the change in area is very small, the new p-box will be very similar to the initial p-box. If the change is significant, it is then possible that the effect on J 1 or J 2 may be different for the same change in area, depending on how the p-box has changed. At this first stage of sensitivity, we are only focused on the degree of refinement of the p-box, as requested in challenge problem subpart B1. Although there are infinitely many possible reduced bounds that may be obtained from this refinement, we approximate the updated bounds using three simplified cases for a percent reduction in the range of possible subparameter values: a reduction entirely from the upper bound, entirely from the lower bound, or a centered reduction from both the upper and lower bounds. We elect to use a 25% reduction in the subparameter bounds to calculate the change in the p-box. We simulate each of these three cases for each of our 31 uncertain subparameters and again estimate the p-box of each intermediate variable. To compare the effect of these reduced bounds, we calculate the average change in the area of the p-box across these three cases for each subparameter, where a large change indicates a significant refinement in the p-box of the intermediate variable. Since a revised model of a given parameter will affect all related subparameters, we sum the expected change in the p-box of the intermediate variables for subparameters corresponding to the same parameter.
We use 5000 subparameter realizations with 250 parameter samples each to calculate the area of the p-box of each of the five intermediate variables. These subparameter realizations are generated using Latin hypercube sampling, with realizations not satisfying the unimodality condition for the parameter p 1 being randomly resampled. The average percent change in the p-box brought about by a change in subparameter bounds for each of our 16 parameters is shown in Table 5 .
Our next task is to determine if it is possible to fix any parameters without incurring a significant error in the intermediate variables. It should be noted that a subparameter that is found to be insensitive or able to be fixed when considering that subparameter's effect on the p-box of the intermediate variable does not imply that the subparameter is not important for calculating our values of interest: J 1 and J 2 . However, we will choose to make this assumption in order to reduce the dimensionality of the problem in later steps. In practice, this assumption could be based on information from experts in each subdiscipline; we use this assumption in order to satisfy our limited computational budget.
To calculate the optimal fixed parameters, we again use a double-loop Monte Carlo simulation to calculate the area of the p-box of each intermediate variable x; but in this case, we will define the value of one of the parameters p as a decision variable to be fixed across all samples. We use the DIRECT global optimization algorithm to find the optimal value of this fixed parameter that maximizes the area of the p-box of the intermediate variable. If the change in the area of the p-box is small, the representation of the intermediate variable remains relatively unchanged, even without the parameter in question varying freely. Again, we use 5000 subparameter realizations from Latin hypercube sampling and 250 parameter samples each. These 1.25 × 10 6 parameter realizations are fixed across DIRECT optimization cycles to avoid random noise in the optimization, meaning the only change will be in the value of the parameter that we are attempting to fix. Table 6 shows the optimized percent change in the intermediate variables for the case of attempting to fix each parameter, with the corresponding optimal parameter values in Table 7 .
The results of this analysis reveal eight candidate parameters for which the change in the p-box of their corresponding intermediate variable is small (less than 10%): 2, 4, 5, 7, 13, 14, 15, and 17. Of these eight candidates, four parameters (4, 5, 7, and 17) were found to be sensitive to the area of the p-box of x (greater than 10%), as shown in Table 5 . We choose not to fix these parameters, as their higher sensitivity means they may be more affected by the limited sample size available for our fixed-value optimization.
V. Testing Surrogates Models for Approximating J 1 and J 2
One common practice for dealing with computationally expensive problems such as this one is to use surrogates. We observe from the first round of results for the NASA challenge problem that many participants, including ourselves, elected to use surrogates to replace some of the Table 7 Optimal values of fixed parameters corresponding to percent changes in provided challenge problem functions. However, the types of surrogates, number of training points, and the quantities used in the approximation varied greatly [15] [16] [17] [18] [19] [20] [21] . It is therefore of interest to better understand how well some common surrogates perform for this problem, particularly since the challenge problem functions have several difficult attributes for fitting surrogates, such as high nonlinearity and high dimensionality.
To perform this comparison, we perform a case study of multiple surrogate types. We consider three different characteristics: the number of training points, the type of surrogate, and the quantity being estimated. For each case, we fit 100 random initial designs of experiments (DOEs) in the intermediate variable space x in order to estimate the potential variation. Table 8 shows the characteristics used to develop each case. and all possible combinations are tried.
We therefore have a total of 12 cases: each with 100 surrogates based on our 100 random DOEs. We then generate a random sample of epistemic realizations θ and construct a sample of our random variables p that can be used to calculate the intermediate variables x using the challenge problem function. We finally evaluate each of our fitted surrogates at these new intermediate variable values and calculate J 1 and J 2 . The distribution of J 1 and J 2 predicted by these surrogates is compared to the distribution calculated with double-loop sampling (DLS) [22] using the original NASA black-box functions with 1000 subparameter realizations and 1000 parameter realizations. These results are shown in Figs. 7-14 , where the thick black line represents the value from DLS and each of the small lines represent one surrogate prediction. The combination of these surrogates can be represented as a p-box, given by the shaded region.
It can be seen that none of these cases considered offer any reliability in predicting the true values of J 1 and J 2 . For J 1 , each of the cases predicts a much wider range than the true values, which lie between zero and one for these test points. This overestimation of J 1 tends to get worse with the addition of more test points. For J 2 , most cases show predictions that range from the extreme possible values of J 2 : zero and one. In cases where this range does shrink, it actually moves away from the true distribution of J 2 . The cross-validation metrics for all of these surrogates would suggest that any of these surrogates would be appropriate to be used; the issue is therefore the high nonlinearity and high dimensionality of this problem. It should be noted that, for the kriging surrogates, the hyperparameters are not optimized for each surrogate due to computational costs; this could potentially show some improvement in the kriging predictions. Overall, based on this study of surrogate performance, we determined that the surrogates that we considered were not fit for the NASA problem. 
VI. Efficient Reliability Reanalysis
Since we were unable to determine a surrogate model that would be acceptable for the challenge problem, we elect to explore another approach: efficient reliability reanalysis. ERR is a method of reducing the computational cost of a Monte Carlo simulation (MCS) when it is necessary to repeat the MCS for many different subparameters. In efficient reliability reanalysis, a set of initial samples is generated from a sampling probability density function (PDF) qp, the failure indicator function (or other function of interest) is evaluated at the sample points, and then the probability of failure (or mean of function of interest) can be estimated for a new PDF fpjθ by weighting the initial samples based on the likelihood ratio fpjθ∕qp [10] . Here, we use lowercase theta (θ) to denote a particular realization of the random subparameters Θ. Using ERR, the function of interest is only evaluated at the initial sample points from qp, and then the expected value of the function can be estimated for any new realization of subparameters θ without any additional function evaluations. ERR is very computationally efficient when the subparameters are random variables because, instead of generating new random samples from fpjθ and evaluating the function at the new samples for every realization θ, it is only necessary to update the sample weights fpjθ∕qp. Typically, the function of interest is the failure indicator function and the estimated mean is therefore the probability of failure. However, the method is applicable to other functions, such as the maximum constraint violation.
A. Efficient Reliability Reanalysis Approximations for J 1 and J 2
In the NASA UQ Challenge Problem, we are interested in the expected value of the maximum constraint violation J 1 and the probability of failure J 2 for many different realizations of the subparameters. The value of J 1 conditional on a particular realization of subparameters θ is defined as shown in Eq. (17) . This value of J 1 can be calculated using ERR as shown in Eq. (18) . It should be noted that the formulation of ERR requires the support of fpjθ to not be outside the support of qp. Similarly, the value of J 2 conditional on a particular realization of subparameters θ is defined as shown in Eq. (19) and the ERR formulation is shown in Eq. (20): 
wp; d baseline fpjθ dp (17)
Iwp; d baseline > 0fpjθ dp (19)
B. Approximating Fixed but Unknown Constants (Type 2 Parameters) as Normal Variables
Before the ERR method could be applied to the NASA UQ Challenge Problem, it was necessary to develop a modification to handle the fixed but unknown constants. Fixed constants present a challenge for ERR because the PDF for the fixed constants is a Dirac delta function centered at the realization of the constant. If the Dirac delta function is used to calculate the sample weights fpjθ∕qp, all the initial samples (or nearly all) would be weighted zero, since the finite sample size is unlikely to contain the precise realization of interest. To apply the ERR method to the NASA UQ Challenge Problem, we approximated the fixed but unknown constants as normal random variables with an unknown mean and fixed standard deviation. The range of the mean for the normal approximation was selected to be equal to the range of the fixed but unknown constant. A realization of the constant was interpreted as a realization of the mean for the narrow, normal PDF. Selecting an appropriate value for the fixed variance of the normal PDF is challenging because, if the variance is too large, the approximation will be significantly different than the true value. However, if the variance is too small, the majority of the samples will be weighted very low and the effective sample size will be too small to obtain a reasonable estimate. The standard deviation for the normal approximations was selected by comparing the relative error between ERR predictions and Monte Carlo simulation results at 100 test points. Plots of the mean, median, and maximum absolute relative errors in ERR prediction versus MCS at 100 test points are shown in Fig. 15 . Based on these plots, we used a standard deviation of 0.1 when using ERR to calculate J 1 and 0.15 when calculating J 2 .
C. Selection of Sampling Distributions for ERR
One challenge in the implementation of ERR is the selection of the sampling PDF. Note that the sampling PDF qp could correspond to a particular epistemic realization Θ but does not necessarily have to. That is, we could use qp fpjΘ as a sampling PDF where Θ is a particular epistemic realization. It is useful to examine the p-box of the p when selecting a sampling PDF. Since the p-boxes for all p except p 4 , p 5 , and p 21 cover the entire [0,1] interval with high probability, we use qp ∼ Uniform0; 1 for these p. For p 4 and p 5 , we use qp 4 ∼ Normal0; 4 2 and qp 5 ∼ Normal−2; 4.5 2 to cover the range of 3σ from the refined uncertainty model with the 2σ range of the sampling PDFs. Since the p-box for p 21 shows that high values of p 21 have a very low probability, we use qp 21 ∼ Beta1; 7.772. 
D. Self-Normalizing ERR
Another modification to the ERR formulation was to use a "self-normalized" formulation. In the self-normalized formulation, the sum of the weighted samples is divided by the sum of the weights instead of by the total number of samples. The self-normalized version of ERR is shown in Eqs. (21) and (22) . The self-normalized version of ERR is based on the importance sampling formulation for nonnormalized PDFs [23, 24] . It should be noted that, for sufficiently large sample sizes, there is unlikely to be a significant difference between the self-normalized and the standard formulations. A comparison study of the relative error between ERR predictions and Monte Carlo simulation results at 100 test points showed a significant improvement in the J 2 estimate when using this self-normalized formulation, as shown in Fig. 16 :
wp; d baseline fpjθ qp qp dp
E. Capped Self-Normalizing ERR
Another issue that we faced in the implementation of ERR is that, for some samples, the combination of the sampling PDF and true PDF can lead to unreasonably large sample weights. For example, if there is a singularity in the Beta distribution, then the weight for a particular sample can go to infinity (e.g., p 21 ∼ Beta0.421; 7.772 has singularity at zero). However, there does not have to be a singularity present for the sample weight to become too large. In our implementation, we cap the maximum sample weight in order to limit the influence a single sample can have on the estimated mean. Although this cap could affect the extreme values that we are interested in, we believe the extreme values we do find with the cap will be more likely to correspond to true extreme values in J 1 and J 2 , since they are not as strongly influenced by a single sample. The selection of the appropriate cap for the maximum sample weight is another challenge in the ERR implementation. It is more difficult to select a cap based on only a small number of test points, since the motivation is to have a cap that is only active in the cases where gaps in the samples, or unusual combinations of subparameters, lead to large errors. To select an appropriate value for the cap on maximum sample weight, we looked at the distribution of the ratio of the maximum weight to the sum of all weights at 100 test points and selected a cap to eliminate the outliers in this distribution. This quantity is used as we use the self-normalizing ERR, which normalizes the weights by the sum of all weights. We selected a cap of 10% of the sum of the weights based on the box plot of maximum normalized weight, shown in Fig. 17 (more than 10% maximum normalized weight corresponds to outliers). We dub this method the capped self-normalizing ERR. Henceforth, when we say ERR, we are referring to the capped self-normalizing ERR method. 
F. CSN-ERR Error Analysis
Before applying the CSN-ERR method in subsequent analysis steps, it was necessary to assess the accuracy of the CSN-ERR predictions. In assessing the CSN-ERR accuracy, we took the perspective that CSN-ERR acts as an approximation (similar to surrogates) for J 1 and J 2 as a function of subparameters θ. To check the accuracy of the CSN-ERR method, we used the same 500 Θ realizations as used in the surrogate error analysis in Sec. V. We then performed a Monte Carlo simulation at each of the 500 test points using 1000 random realizations of p to estimate J 1 and J 2 , using the true function for comparison. Figure 18 shows the comparison of the CDFs for J 1 and J 2 from MCS to the CDFs generated using CSN-ERR. The 95% confidence intervals for the CSN-ERR and MCS ECDFs (shown by dashed lines) overlap nearly everywhere for both quantities of interest. Additionally, box plots for the percent error in the predicted values of J 1 and J 2 for CSN-ERR are provided in Fig. 19 . We see that the majority of errors for J 1 and J 2 are within about 5 and 20%, respectively, and that the most extreme percent errors are on the order of 40 and 60%, respectively. The CSN-ERR method provides acceptable accuracy for the CDF of both J 1 and J 2 , as compared to the surrogates we tested, and can be used as a computationally cheap method of approximating J 1 and J 2 . Some strengths and limitations of the different ERR approaches are presented in Appendix E.
VII. Sensitivity of Subparameters to Quantities of Interest (Tasks B2 and B3)
Next, we must calculate the sensitivity of J 1 and J 2 separately to the ranges of each subparameter. Using the information from our intermediate variable sensitivity, we first fix parameters that were found to have little influence on the p-box of the intermediate variables in order to reduce the number of analyses to run on our limited computational budget. As before, we consider three cases of reductions in subparameter bounds: upper, lower, and centered reductions. Since the area of the p-box is not applicable for J 1 and J 2 , we consider the range of the value of interest as a scoring method to quantify the effect of this reduction in bounds. Since we are primarily concerned with extreme cases of J 1 and J 2 , the sensitivity of the range of these values will allow us to balance the effect on both the maximum and minimum extrema. These results for both ranges of J 1 and J 2 are provided in Table 9 .
To select four candidate parameters to get a reduced uncertainty model, we use a rank sum scoring, adding the ranking of each parameter based on the expected effect of both J 1 and J 2 separately in order to estimate the effect of a revised parameter model on both values of interest; these scores are shown in Table 9 , where a high rank indicates high combined sensitivity. Based on these findings, we would choose to acquire reduced uncertainty models for parameters 5, 4, 18, and 20. However, we have already requested updated models during the first round of the NASA challenge problem [15] using surrogate methods we later found to be inaccurate. Because of this, we actually have reduced uncertainty models for parameters 21, 1, 18, and 16.
We may now quantify the effect of fixing a value of a subparameter on the range of J 1 or J 2 , again using DIRECT optimization to find the optimal value of the parameter to maximize the remaining range. We perform this optimization for J 1 and J 2 separately using 100 random realizations of the nonfixed subparameters over 20 DIRECTevaluations. Since our CSN-ERR model provides us with values for J 1 and J 2 directly from the subparameters and does not consider parameter values, we choose to fix subparameter values rather than parameters as requested by the NASA challenge; this is a strictly weaker assumption. The remaining ranges and corresponding percent changes for J 1 and J 2 are shown in Table 10 . In this case, we use a more aggressive threshold on the percent change in the range of the values of interest in order to meet the requirements of our computational budget in finding extreme-case values. We elect not to fix subparameters that were found to be sensitive due to the fact that we have only a limited sample that we use to justify our fixed subparameter values. If J 1 or J 2 are insensitive to a certain subparameter, we have higher confidence that that subparameter can be fixed without incurring a loss in the range of J 1 or J 2 . However, the ability of a subparameter to be fixed and its sensitivity are not equivalent; e.g., if the range of J 1 or J 2 is monotonically increasing with respect to a given subparameter, we can fix this subparameter at its maximum value and still preserve the range of J 1 or J 2 , even though the range of J 1 or J 2 maybe highly sensitive to the bounds of this same subparameter (specifically, a decrease in the upper bound, in this example). Based on these results, we determine that we may be able to fix subparameters p 6 and a 21 when calculating J 1 , and subparameters Vp 4 and p 16 when calculating J 2 , without losing a significant portion of the possible range of values. However, by losing any range at all, we recognize we are losing at least one of the true extreme values; by maximizing the remaining range, we should still be close to the extreme value and are able to perform optimization in one fewer dimension for each subparameter that is fixed.
VIII. Uncertainty Propagation and Extreme-Case Analysis (Tasks C and D)
The approach used in this study was to solve "task C: uncertainty propagation" and "task D: extreme case analysis" together. Together, these tasks consist of finding the epistemic realizations of the subparameters that result in extreme values of J 1 and J 2 . These tasks therefore require the solution of eight stochastic global optimization problems each in 31 dimensions. The eight problems are to minimize and maximize, J 1 and J 2 , for the refined uncertainty model and for the reduced uncertainty model, as shown in Table 11 . The domain of the optimization problems is a hyperrectangle, since our refined and reduced uncertainty models are treated as intervals and we do not attempt to infer any correlation between subparameters (see Sec. III.A). For p 1 , we optimize the expected value and variance over the rectangular region and map the pairs of mean and variance to beta subparameters alpha and beta using a simple analytical relationship. To enforce the unimodal condition of p 1 , we apply a penalty to the objective function when a ≤ 1 or b ≤ 1. Solving the optimization problems is a very challenging task due to the stochastic nature of the objective functions, the high dimensionality of the optimization, and the computational cost of evaluating the black-box function x_to_g.
To overcome these challenges, we used a multifaceted approach. We used the results from p to x sensitivity analysis to fix p 2 , p 13 , p 14 , and p 15 . By fixing these p, the subparameters related to these p (seven θ in total) could be removed and the dimensionality of the optimization reduced. To reduce the computational cost of the objective functions, we performed the optimization using the CSN-ERR. It allows values of J 1 and J 2 to be estimated for different sets of subparameters using only a single set of initial samples (see Sec. VI). By reusing the same initial samples throughout the optimization, it was not necessary to evaluate the expensive black-box functions during the optimization. The use of CSN-ERR also has the benefit that the stochastic objective functions were replaced with the deterministic CSN-ERR function. The CSN-ERR function is deterministic, since the same initial samples are used for approximating every evaluation. We used the DIRECT optimization algorithm, which is a nongradientbased optimization method [14] , to solve the optimization problems posed in Table 11 . We limited the number of function evaluations for each optimization problem to 20,000. The proposed method was tested on the toy problem and showed very good performance (Appendix C). Before performing the optimization on the NASA problem, we performed an analysis using CSN-ERR to try to fix subparameters (see Sec. VII) and found that we were able to fix subparameters p 6 and a 21 when optimizing J 1 and subparameters Vp 4 and p 16 when optimizing J 2 .
As a point of reference, we compared the CSN-ERR results to the extreme values found using a double-loop Monte Carlo simulation (DLS) using 1000 θ samples each with 1000 p samples. We ran the DLS first, using the refined uncertainty model and then using the reduced uncertainty model. The combined computational cost of the two DLSs was 2e6 constraint function (x_to_g) evaluations. The computational cost of CSN-ERR was equivalent to the two DLSs, since it also required 2e6 constraint function evaluations for the initial samples and the same samples could be used with both uncertainty models. We neglect the additional computational cost of performing the optimization with CSN-ERR, since the computational cost of evaluating the true constraint functions using Monte Carlo is much higher than the computational cost of calculating the weights in CSN-ERR. To check the CSN-ERR and DLS results at the extreme locations, we ran a larger Monte Carlo simulation at these points with 10,000 p samples.
The extreme values of J 1 and J 2 for the refined uncertainty model are presented in Table 12 . For J 1 , the maximum value was estimated by CSN-ERR to be 275.5. However, when a MCS with 10,000 p samples was performed at this location, the calculated value of J 1 was only 5.7. Despite the large error in CSN-ERR approximation at this location, the optimization with CSN-ERR found a more extreme value of J 1 than was found using DLS (5.7 vs 1.6). The minimum value of J 1 found from optimization with CSN-ERR is also more extreme than the value found using DLS (0.02 vs 0.14). For J 2 , CSN-ERR has large errors at the maximum and minimum locations (0.84 vs 0.40 at maximum/0.11 vs 0.07 at minimum). In addition, the minimum and maximum J 2 values found with CSN-ERR are not as good as those obtained from DLS (0.11 vs 0.07 at minimum/0.40 vs 0.73 at maximum). The results are similar for the reduced uncertainty model, as shown in Table 13 . For both uncertainty models, optimization with CSN-ERR outperforms DLS when finding the extreme values of J 1 but does not work as well as DLS for finding the extreme values of J 2 .
The values presented in Tables 12 and 13 may be misleading if not taken within the context of the overall J 1 and J 2 distributions. In Fig. 20 , the CDFs of J 1 and J 2 from MCS for the reduced uncertainty model are compared to the extreme values found using optimization with CSN-ERR. For J 1 , the CSN-ERR results bound the entire range of the CDF, since the values are more extreme than any found during the DLS. For J 2 , we see that, although there is a large difference between the maximum CSN-ERR value of 0.40 and the MCS value of 0.73, the value of 0.40 is a high percentile of the overall distribution. Similarly, the minimum CSN-ERR value of 0.11 corresponds to a low percentile of the J 2 distribution. The optimization with CSN-ERR has bounded a large majority of the J 2 distribution, as indicated by the dashed vertical lines in the figure. In Fig. 21 , the same comparison is made for the reduced uncertainty model. For J 1 , we see that several DLS samples were more extreme than the CSN-ERR maximum. However, since these values are based on only 1000 p samples, we are not sure if the true value at these locations is actually larger than the CSN-ERR maximum or if this is due to random error (as can be seen from the comparison of values from 1000 to 10,000 Monte Carlo samples in Table 12 ). For example, when the maximum value from DLS was checked with more samples, the value dropped from 1.12 to 0.11, as shown in Table 13 . Some strengths and limitations of the different approaches are presented in Appendix E. 
each in 31 dimensions
Uncertainty model There are several issues that affect the confidence in the results. We take steps to reduce uncertainty in the results whenever possible but do not have an overall estimate of the confidence due to the computational cost of the NASA problem. The first issue is whether we have in fact located the global optimum for ERR. We cannot know for sure that we have located the true global optimum since the DIRECToptimization algorithm is a sampling-based search algorithm and our computational time is finite. However, by using an optimization algorithm, we expect to have a better chance of locating the global optimum than random sampling (i.e. DLS). The second issue is, even if we locate the global optimum for the CSN-ERR objective function, it may not coincide with the true optimum due to error in CSN-ERR or bias due to the fixed initial sample. For example, in both cases for the optimization for minima of J 2 , we found that the CSN-ERR approximation does not well identify the minima found by DLS. This is due to the noise in CSN-ERR, which becomes comparable to range of the J 2 function. However, since we cannot afford to optimize the true function using DLS as an objective function, we must accept this risk that comes with any sort of approximation-based technique (either surrogates or ERR). This risk is also unavoidable, as the computational cost of the NASA problem dictates that we consider some approximation techniques. We also take steps to improve the accuracy of CSN-ERR in order to limit this risk. In fact, the results showed that we can successfully identify an extreme percentile value as compared to a Monte Carlo test sample. The third issue is how accurate our estimate of J 1 and J 2 are at that point, assuming it is the global optimum. To check the CSN-ERR and DLS results at the predicted extreme locations, we ran a larger Monte Carlo simulation at these points. A potential improvement could be to use an adaptive sampling strategy to refine CSN-ERR by adding the information from the predicted optimum. This would refine our model in these regions, and we can continue iteratively. This would require the use of multiple sampling PDFs, which requires further research. Epistemic realizations leading to extreme values of J 1 and J 2 based on the most extreme values from optimization with CSN-ERR are presented in Table 14 . When based on optimization with ERR, epistemic realizations for p 2 , p 13 , p 14 , and p 15 are not available, since they are fixed by a sensitivity analysis.
IX. Conclusions
This work is aimed at tackling the uncertainty quantification challenge posed by NASA, consisting of mixed aleatory and epistemic uncertainties. One of the major challenges was dealing with the dimensionality and the computational cost of the challenge problem. Another challenge was testing the validity of all the different methods that were tested and debugging them. When faced with such a complex problem, it is difficult to test the validity of the results. A simpler toy problem was created, mimicking the performance of the NASA problem, which was faster and easier to analyze. The true solution for the toy was known, which enabled testing of the confidence in the results of different methods. It helped in rigorous debugging, as well as in learning useful lessons to enable modifications to make the methods more efficient.
A CDF matching UQ method is proposed for uncertainty reduction in epistemic parameters based on some available data. A standard Markov chain Monte Carlo-based Bayesian method is also tested for comparison. The CDF matching approach gave similar results as the Bayesian approach using considerably fewer samples. The effect of the number of given observations was also checked, and it showed that using a very low number of observations could be misleading. The methods were applied to the NASA problem, and results were validated to show the effectiveness of the uncertainty reduction. The two different methods for UQ showed similar reduction in bounds for epistemic uncertainty, which further increased confidence in the results. The complementary nature of the CDF matching method also opened ways for future research on using the CDF matching method to guide the Bayesian approach instead of Markov chain Monte Carlo.
A key challenge was the computational cost of the quantities of interest in the rest of the work. Efficient reliability analysis was leveraged to reduce the computational burden of the double-loop Monte Carlo simulation for the NASA problem computation. A way to handle fixed but unknown constants was proposed in the ERR methodology using narrow normal distributions with fixed standard deviations. In addition, two modifications to the ERR method were proposed by introducing a cap on the maximum sample weight and by using a self-normalized formulation. This method was dubbed capped self-normalized ERR or CSN-ERR. It was also shown that CSN-ERR outperformed the surrogates tested in approximating J 1 and J 2 .
A sensitivity analysis was conducted to understand the effect of revised uncertainty models. The analysis was based on a double-loop Monte Carlo simulation using the efficient reliability analysis and p-box area as a metric describing the remaining uncertainty. Estimates for the p-boxes of each parameter were obtained by comparing empirical CDFs from multiple uncertain subparameter realizations. The CSN-ERR method was used to reduce the computational burden. Finally, the DIRECT global optimization algorithm was used to attempt to fix values of certain parameters while maximizing the remaining uncertainty captured in the model.
The key contribution in uncertainty propagation and extreme-case analysis was the use of CSN-ERR to perform the optimization. The effectiveness of these methods was evaluated by comparing the results of CSN-ERR with optimization to the results of a double-loop Monte Carlo simulation (DLS) that had the same computational cost in terms of the number of constraint function evaluations. The CSN-ERR method outperformed the DLS method for finding extreme cases of J 1 , but DLS worked better on J 2 . But, for all the cases, it was seen that an extreme percentile value could be successfully identified as compared to a Monte Carlo test sample. It is hypothesized that the better performance of ERR on J 1 may be because the larger range of J 1 was clearly distinguishable from the noise in the ERR approximation. Since J 2 is confined to [0, 1] , it may be more difficult to find the extreme values, depending upon the noise in the ERR approximation.
Appendix A: Bayesian-Based Approach for Uncertainty Characterization
A Bayesian-based approach was also used for the uncertainty characterization. Let Θ θ 1 ; : : : ; θ 8 be a set of eight parameters for the uncertainty variables p [1] [2] [3] [4] [5] , such as the means and variances. By applying the Bayes's theorem [24] , the probability density function of the set of the parameters for the given observation x 1;obs , called posterior, is defined by
where LΘjx 1;obs is the likelihood function of a particular set of the parameters for given observation x 1;obs . We assume that the ranges of the parameters are known to the designer, as NASA provides, but the designer cannot tell which value is more likely to other values of each parameter. Thereby, the distribution of each parameter is modeled as a uniform distribution; that is, all possible values within the range are equally likely.
Since calculating a marginal distribution for eight parameters involves multiple numerical integrations, its computational cost is very expensive. To overcome this issue, we used an efficient sampling technique, the so-called Markov chain Monte Carlo (MCMC) simulation [11] . MCMC is a technique of drawing the values of parameters θ and keeping the ones that approximate the target distribution, i.e., posterior distributions. To obtain good convergence of the MCMC sampling, we applied the Gelman and Rubin method [12] to evaluate the convergence, and repeated the MCMC 10 times, for each of which 10; 000 2n posterior samples of Θ were calculated. Then, the last n draws from all MCMC repetitions were combined together as a set of posterior samples (10 × 5000 50; 000 draws in total). Figures A1 and A2 show the posterior distributions of the uncertain parameters and the results of the K-S test, respectively. Table A1 describes the corresponding 95% confidence interval of each uncertain parameter. The current implementation of the MCMC method requires 1e-8 aleatory samples. The Markov chain Monte Carlo-based Bayesian method also indicated that there is small linear correlation between the epistemic realizations. For the CDF matching approach, the K-S test is conducted by generating 7032 θ realizations in the updated median bounds from Table C1 (7000 using Latin hypercube sampling and 32 corner points in five dimensions). For each θ realization, 1000 g 1 samples are generated using the aleatory uncertainty, and the ECDF from these generated samples is compared against the ECDF of 20 given observations of g 1 . This process is repeated for all the θ realizations to obtain the variation in the K-S statistic. If the K-S statistics for the posterior distributions are smaller than those for the prior distributions, the uncertainty can be considered to be reduced. Figure C4 compares the box plots of the K-S statistics tested against the ECDF of all the 20 observations. We see that the K-S statistics for the posterior by all 20 observations are substantially smaller than the others for both approaches, which indicates a successful uncertainty reduction for both approaches.
We also look at the percentage of ECDFs for which the null hypothesis of the K-S test (the ECDFs are identical) is rejected with α 5%. The results for rejection percentages for different sample observation sizes are given in Table C2 . The CDF matching method yielded a low rejection rate of 1.6% when all 20 observations were used.
Thus, the toy problem shows that the proposed CDF matching method works successfully. The repeatability of the CDF matching method also showed very good performance, giving us more confidence in the method. 
Variation in upper bounds 
C.2. Sensitivity Analysis for Toy Problem
We next tested our sensitivity analysis methods on our toy problem. Because there are no intermediate variables in this toy problem, we calculate the effect of the bounds of each subparameter on the p-box of our two constraints. Table C3 shows the final ranking of the effect of revising the uncertainty model for each toy problem parameter on the p-boxes of both g 1 and g 2 .
We see that, as expected, p 2 and p 3 are the most influential factors for g 1 and g 2 , respectively. We also see that the bounds of p 1 and p 2 have a nonzero influence on g 2 , despite not entering the formulation of g 2 . This represents the magnitude of numerical error in the area estimate due to limited samples.
Next, we attempt to fix the values of parameters 1, 2, and 3, such that the area of the p-box of constraint 1 is maximized. Table C4 shows the percent change of the p-box of constraint 1 after fixing each parameter at the value shown.
We next calculate the effect of a reduction in the bounds of our subparameters on the ranges of both J 1 and J 2 for our toy problem. Averaging the effect of each of the three cases of bound reductions and combining effects into their relevant parameters, we obtain the final ranking for each parameter in terms of the range of J 1 and J 2 , displayed in Table C5 .
Finally, we attempt to find fixed values of each parameter that maximize the range of one of our values of interest: J 1 or J 2 . These results are shown in Table C6 . 
C.3. Extreme-Case Analysis for Toy Problem
Optimization for the toy problem was performed using ERR to find the epistemic realizations that resulted in extreme values of J 1 and J 2 . ERR was performed using a sample size of 1e − 4 samples. The results of optimization with ERR were compared to a DLS of equivalent computational cost using 100 θ samples each, with 100 p samples. After finding the locations that corresponded to extreme values of ERR, a MCS was performed at those locations using 1e − 6 p samples. Similarly, a MCS with 1e − 6 p samples was also performed at the locations corresponding to the extrema found using DLS. As shown in Table C7 , optimization with ERR found locations corresponding to more extreme values in all cases except for the minimum value of J 1 , where both methods returned similar results. In addition, the estimated values from ERR were close to the MCS results at those locations.
Appendix D: Prioritized Observation Uncertainty Quantification Approach
Both performance metrics (J 1 and J 2 ) measure in some way the risk of failure, so it makes sense to refine the epistemic uncertainties in the random parameters p by prioritizing observations that lead to dangerous designs or higher probability of failure. In general, this ranking can be done based on any desired system performance metric. We fix each of the observed values of x 1 and generate N Pf (here, 1000) sets of Θ using Latin hypercube sampling for epistemic parameters associated with p 6-21 . For each Θ, multiple aleatory samples of p are sampled using the distribution types provided in Table 2 . This gives us N pf matrices of p and, using Eqs. (3-6), we get N pf values of x 2-5 . Then, we can get a distribution of probability of failure or J 2 for each x 1;obs using Eqs. (7) and (9) . The 95 percentile value of J 2 is used to rank the x 1;obs . The ones with a higher probability of failure are ranked higher (top), as these observations lead to dangerous system performance and we want the refined uncertainty model to capture them more precisely. Now, this ranking R for each observation is used to effectively weight the observations during the analysis.
We use a weighting strategy to give more weight to the higher-ranked observations of x 1 . This leads to a weighted modified KolmogorovSmirnov statistic:
where, W R is the weight according to the ranking, R of observation x as given by Eq. (D2).
where the value of k is fixed at two to ensure that the maximum weight given to any observation is two (user-defined). This is a linear weighting function. Then, the same process as the CDF matching method is used with D W n;n 0 as the objective function to identify the optimum range of Θ using Eq. (16) . To reduce the noise, we divided the range of x 1;obs into three regions and randomly picked two observed values from each region to find their respective 95 percentile value of J 2 . Then, the three regions are ranked from 1 to 3 (highest to lowest probability of failure) based on the picked observations and assigned three weights according to Eq. (D2). Although using the NASA black-box function for getting g, we could not get the results for this method because of the computational cost. The workaround would be to use ERR to find the weights, which we plan to explore in the future. 2) Difficult to determine how many samples is sufficient 3) Probability of a random sample landing on each extreme value is likely to be small without performing optimization 4) If the range of epistemic uncertainty is changed, then a new DLS might be required Optimization with CSN-ERR 1) Epistemic realizations are updated intelligently so less samples are needed than with random sampling 1) A sufficient number of the computationally expensive function is still required 2) Cost of optimization is greatly reduced since black-box functions are not evaluated during optimization 2) Predictions may contain some fixed bias, since initial samples are finite 3) Optimization can be run for longer due to reduced cost as it does not require any new computation of the expensive function 4) Even if the range of epistemic uncertainty is changed, the same set of initial samples can be used for CSN-ERR
