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Abstract
Optimal error estimates of stable and stabilized Lagrange-Galerkin (LG) schemes for natural convection problems are
proved under a mild condition on time increment and mesh size. The schemes maintain the common advantages of the
LG method, i.e., robustness for convection-dominated problems and symmetry of the coefficient matrix of the system of
linear equations. We simply consider typical two sets of finite elements for the velocity, pressure and temperature, P2/P1/P2
and P1/P1/P1, which are employed by the stable and stabilized LG schemes, respectively. The stabilized LG scheme has
an additional advantage, a small number of degrees of freedom especially for three-dimensional problems. The proof of
the optimal error estimates is done by extending the arguments of the proofs of error estimates of stable and stabilized LG
schemes for the Navier-Stokes equations in previous literature.
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1 Introduction
In this paper we prove optimal error estimates of stable and stabilized Lagrange-Galerkin (LG) schemes for natural convection
problems under a mild condition on the time increment and the mesh size.
The LG method is the finite element method combined with an idea of the method of characteristics and has two common
advantages, i.e., robustness for convection-dominated problems and symmetry of the coefficient matrix of the resultant sys-
tem of linear equations. There are several papers on error estimates of LG schemes for the Navier-Stokes equations, e.g.,
Pironneau [13], Su¨li [15], Boukir et al. [3] and Achdou and Guermond [1], where the conventional inf-sup condition [8] is
assumed to be satisfied and conforming stable elements, e.g., P2/P1 (Hood-Taylor) element [8], are employed for them. On
the other hand, optimal error estimates of a stabilized LG scheme with one of the cheapest finite elements, P1/P1, have been
proved in [11]. To the best of our knowledge, however, there is no proof of the optimal error estimates of an LG scheme for
natural convection problems.
In this paper we study stable and stabilized LG schemes of first-order in time for natural convection problems, and prove the
optimal error estimates of the schemes. We simply consider two typical sets of finite elements for the velocity, pressure and
temperature, i.e., P2/P1/P2 and P1/P1/P1 elements, which are employed by the stable and stabilized LG schemes, respectively.
The schemes maintain the two common advantages of the LG method mentioned above. We note that the pair of the velocity
and pressure and the temperature are solved alternatively in the schemes, and that both of the resulting matrices are symmetric.
The stabilized LG scheme has an additional advantage, a small number of degrees of freedom, which leads to efficient
computation especially in three-dimensions.
The proof of the optimal error estimates is performed by extending the arguments of the proofs of error estimates of stable
and stabilized LG schemes for the Navier-Stokes equations established in [11, 15]. The essential part of the argument of the
proof for the stable LG scheme [15] is as follows. If the equation in the error (euh,eph) of the form∫
Ω
1
∆t (e
n
uh− en−1uh ) · vh dx+
∫
Ω
D(enuh) : D(vh) dx−
∫
Ω
(∇ · vh)enph dx−
∫
Ω
(∇ · enuh)qh dx =
∫
Ω
Rnuh · vh dx,
∀(vh,qh) ∈Vh×Qh, (1)
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with the estimate of the remainder Rnuh in the L2(Ω)d-norm
‖Rnuh‖L2(Ω)d ≤ c(‖un−1h ‖L∞(Ω)+ 1)(‖en−1uh ‖H1(Ω)d +∆t + hk)
is obtained, we can show the conditional stability and the optimal error estimates by mathematical induction, where ∆t is a
time increment, tn = n∆t is a time at step n, h is a mesh size, d is the space dimension, k is a positive integer depending
on the choice of finite element spaces Vh for the velocity and Qh for the pressure, D(v) is the strain-rate tensor with respect
to the velocity v, (euh,eph) = {(enuh,enph)}n is a set of functions of error for the velocity and pressure defined by (enuh,enph) =
(unh, p
n
h)−(uˆh, pˆh)(tn), (uh, ph) = {(unh, pnh)}n is the solution of the scheme, and (uˆh, pˆh) = {(uˆh, pˆh)(t)}t is a Stokes projection
of the exact solution (u, p) = {(u, p)(t)}t . The key issue of the argument is that the value ‖un−1h ‖L∞(Ω)d , L∞(Ω)d-norm of the
numerical velocity at the previous time step, can be employed for the estimate of ‖Rnuh‖L2(Ω)d .
The natural convection problem consists of a system of equations of velocity, pressure and temperature. For the error esti-
mates of the stable LG scheme for the problem, we can extend the argument above to the scheme by considering a set of
functions of error (euh,eph,eθh) = {(enuh,enph,enθh)}n defined by (enuh,enph,enθh) = (unh, pnh,θ nh )− (uˆh, pˆh, ˆθh)(tn) for the solu-
tion of the scheme (uh, ph,θh) = {(unh, pnh,θ nh )}n and a Stokes-Poisson projection (uˆh, pˆh, ˆθh) = {(uˆh, pˆh, ˆθh)(t)}t of the exact
solution (u, p,θ ) = {(u, p,θ )(t)}t . In fact, we derive a corresponding equation in error (euh,eph,eθh) to (1)∫
Ω
1
∆t
{
(enuh− en−1uh ) · vh +(enθh− en−1θh )ψh
}
dx+
∫
Ω
{
D(enuh) : D(vh)+∇enθh ·∇ψh
}
dx−
∫
Ω
(∇ · vh)enph dx
−
∫
Ω
(∇ · enuh)qh dx =
∫
Ω
(Rnuh · vh +Rnθhψh) dx, ∀(vh,qh,ψh) ∈Vh×Qh×Ψh,
with the estimates of the remainders Rnuh and Rnθh
‖Rnuh‖L2(Ω)d , ‖Rnθh‖L2(Ω) ≤ c(‖un−1h ‖L∞(Ω)d + 1)(‖en−1uh ‖H1(Ω)d + ‖en−1θh ‖H1(Ω)+∆t + hk),
where Vh, Qh and Ψh are finite element spaces for the velocity, pressure and temperature, respectively. Then, we prove the
optimal error estimates by mathematical induction. From the discussions of stabilized LG schemes for the Oseen and the
Navier-Stokes equations in [10, 11] it is not difficult to extend the argument to a corresponding stabilized LG scheme for
natural convection problems. Thus, we prove the optimal error estimates of both stable and stabilized LG schemes in this
paper.
This paper is organized as follows. Stable and stabilized LG schemes for natural convection problems are presented in
Section 2. The main results, the conditional stability and the optimal error estimates, are stated in Section 3, and they are
proved in Section 4. The conclusions are given in Section 5.
2 Lagrange-Galerkin schemes
The function spaces and the notation to be used throughout the paper are as follows. Let Ω be a bounded domain in Rd(d =
2,3), Γ ≡ ∂Ω the boundary of Ω , and T a positive constant. For m ∈ N∪{0} and p ∈ [1,∞] we use the Sobolev spaces
W m,p(Ω), W 1,∞0 (Ω), Hm(Ω)(= W m,2(Ω)) and H10 (Ω). For any normed space S with norm ‖ · ‖S, we define function spaces
C([0,T ];S) and Hm(0,T ;S) consisting of S-valued functions in C([0,T ]) and Hm(0,T ), respectively. We use the same notation
(·, ·) to represent the L2(Ω) inner product for scalar-, vector- and matrix-valued functions. The dual pairing between S and the
dual space S′ is denoted by 〈·, ·〉. The norms on W m,p(Ω)d and Hm(Ω)d are simply denoted by ‖ ·‖m,p and ‖ ·‖m (= ‖ ·‖m,2),
respectively, and the notation ‖·‖m is employed not only for vector-valued functions but also for scalar-valued ones. We often
omit [0,T ], Ω and/or d if there is no confusion, e.g., we shall write C(L∞) in place of C([0,T ];L∞(Ω)d). For t0 and t1 ∈R we
introduce the function space,
Zm(t0, t1)≡
{
ψ ∈ H j(t0, t1;Hm− j(Ω)); j = 0, · · · ,m, ‖ψ‖Zm(t0,t1) < ∞
}
with ‖ψ‖Zm(t0,t1) ≡
{
m
∑
j=0
‖ψ‖2H j(t0,t1;Hm− j(Ω))
}1/2
,
and set Zm ≡ Zm(0,T ). Hereafter we use special notations, X ≡ H1(Ω), Y ≡ Xd , M ≡ L2(Ω), V ≡ H10 (Ω)d , Q ≡ L20(Ω) ≡
{q ∈ M; (q,1) = 0}, Ψ ≡ H10 (Ω) and Hm+1 ≡ Hm+1(Ω)d ×Hm(Ω)×Hm+1(Ω), where ‖ · ‖V ≡ ‖ · ‖1, ‖ · ‖Q ≡ ‖ · ‖0 and
‖ · ‖Ψ ≡ ‖ · ‖1.
We consider the following natural convection problem; find (u, p,θ ) : Ω × (0,T )→ Rd ×R×R such that
Du
Dt
−∇ · [2νD(u)]+∇p−θβ = fu in Ω × (0,T), (2a)
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∇ ·u = 0 in Ω × (0,T), (2b)
Dθ
Dt
−κ∆θ = fθ in Ω × (0,T), (2c)
u = 0, θ = 0 on Γ × (0,T ), (2d)
u = u0, θ = θ 0 in Ω , at t = 0, (2e)
where u is the velocity, p is the pressure, θ is the temperature, fu ∈C([0,T ];L2(Ω)d) is an external force, fθ ∈C([0,T ];L2(Ω))
is a heat source, ν > 0 is a viscosity, κ > 0 is a thermal conductivity, β ∈C([0,T ];L∞(Ω)d) is a generalized thermal expan-
sion, u0 ∈ V is an initial velocity, θ 0 ∈Ψ is an initial temperature, D(u) ≡ (1/2)[∇u+(∇u)T ] is the strain-rate tensor and
D/Dt is the material derivative defined by D/Dt ≡ ∂/∂ t + u ·∇.
Remark 1. The last term of the left-hand side of (2a), −θβ , is a generalized expression of the Boussinesq approximation.
Indeed, buoyancy-driven flows can be treated by setting β (x, t) = (0,0,β3(x, t)), cf. [9, 16].
We have the weak formulation of (2); find (u, p,θ ) : (0,T )→V ×Q×Ψ such that, for t ∈ (0,T ),(
Du
Dt
(t),v
)
+
(
Dθ
Dt
(t),ψ
)
+A
(
(u, p)(t),(v,q)
)
+ aθ (θ (t),ψ)−
(
θ (t)β (t),v)= ( fu(t),v)+ ( fθ (t),ψ),
∀(v,q,ψ) ∈V ×Q×Ψ , (3)
with u(0) = u0 and θ (0) = θ 0, where A and aθ are bilinear forms on (V ×Q)× (V ×Q) and Ψ ×Ψ defined by
A
(
(u, p),(v,q)
)≡ au(u,v)+ b(v, p)+ b(u,q),
au(u,v)≡ 2ν
(
D(u),D(v)
)
, b(v,q)≡−(∇ · v,q), aθ (θ ,ψ)≡ κ(∇θ ,∇ψ).
We introduce the method of characteristics. Let ∆t be a time increment, NT ≡ ⌊T/∆t⌋ a total number of time steps and
tn ≡ n∆t for n = 0, · · · ,NT . Let φ and ψ be functions defined in Ω × (0,T ) and Ω , respectively. We generally denote φ(·, tn)
by φn. Let X = X(·;x, tn) : (0,T )→ Rd be the solution of the system of ordinary differential equations,
dX
dt (t) = u
(
X(t), t
)
,
with an initial condition X(tn) = x. Then, we obtain a first-order approximation of Dφ/Dt at (x, tn) as follows:
Dφ
Dt
(x, tn) =
Dφ
Dt
(X(t), t)
∣∣∣
t=tn
=
d
dt φ
(
X(t), t
)∣∣∣
t=tn
=
φn −φn−1 ◦X1(un−1,∆t)
∆t (x)+O(∆t),
where the symbol ◦ stands for the composition of functions (ψ ◦ v)(x)≡ ψ(v(x)) for v : Ω → Ω , and X1(w,∆t) : Ω → Rd is
a mapping defined by
X1(w,∆t)(x)≡ x−w(x)∆t
for w : Ω → Rd . The next proposition presents sufficient conditions to ensure that all upwind points by X1(w,∆t) are in Ω
and that its Jacobian J = J(w,∆t)≡ det(∂X1(w,∆t)/∂x) is around 1.
Proposition 1 ([14, 17]). (i) Let w∈W 1,∞0 (Ω)d be a given velocity. Then, under the condition ∆t|w|1,∞ < 1, X1(w,∆t) : Ω →Ω
is bijective. (ii) Furthermore, under the condition ∆t|w|1,∞ ≤ 1/4, the estimate 1/2 ≤ J(w,∆t)≤ 3/2 holds.
For the sake of simplicity we assume that Ω is a polygonal (d = 2) or polyhedral (d = 3) domain. Let Th = {K} be a
triangulation of ¯Ω (=
⋃
K∈Th K), hK a diameter of K ∈ Th, and h ≡ maxK∈Th hK the maximum element size. Throughout
this paper we consider a regular family of triangulations {Th}h↓0 with the inverse assumption [5], i.e., there exists a positive
constant α0 independent of h such that h/hK ≤ α0 for any K ∈ Th and h. We define two sets of finite element spaces,
(Vh,Qh,Ψh), depending on k as follows. Let
k = 1 or 2 (4)
be a fixed integer. Let Xh, Mh and Yh be finite element spaces defined by
Xh ≡ {vh ∈C( ¯Ω); vh|K ∈ Pk(K), ∀K ∈ Th} ⊂ X , Yh ≡ Xdh ⊂ Y, Mh ≡ {qh ∈C( ¯Ω ); qh|K ∈ P1(K), ∀K ∈ Th} ⊂ M,
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where for i = 1,2, Pi(K) is the space of polynomial functions of degree i on K ∈ Th. We set Vh ≡ V ∩Yh, Qh ≡ Q∩Mh and
Ψh ≡Ψ ∩Xh.
Let (·, ·)K be the L2(K)d inner product, and Ch and Ah bilinear forms on X ×X and (Y ×X)× (Y ×X) defined by
Ch(p,q)≡ ∑
K∈Th
h2K(∇p,∇q)K , Ah
(
(u, p),(v,q)
)≡A ((u, p),(v,q))− δ0Ch(p,q),
respectively, where δ0 is defined by
δ0 ≡
{
0 (k = 2)
1 (k = 1)
.
Remark 2. The well-known stable element P2/P1 (k = 2) satisfies the convectional inf-sup condition,
inf
qh∈Qh
sup
vh∈Vh
b(vh,qh)
‖vh‖V‖qh‖Q
≥ β ∗, (5)
and the cheap equal-order finite element P1/P1 (k = 1) satisfies a general version of (5), cf. [7],
inf
(uh,ph)∈Vh×Qh
sup
(vh,qh)∈Vh×Qh
Ah
(
(uh, ph),(vh,qh)
)
‖(uh, ph)‖V×Q‖(vh,qh)‖V×Q
≥ γ∗, (6)
where β ∗ and γ∗ are positive constants independent of h. Since (5) implies (6), (6) is satisfied for both cases k = 1 and 2.
Remark 3. We simply set δ0 = 1 in the case k = 1. For more discussion on the choice of δ0 see, e.g., [18, 19].
Suppose that the pair of approximate initial values, (u0h,θ 0h ) ∈Vh×Ψh, of (u0,θ 0) ∈ V ×Ψ is given. The LG scheme for (2)
is to find {(unh, pnh,θ nh )}NTn=1 ⊂Vh×Qh×Ψh such that, for n = 1, · · · ,NT ,(
unh− un−1h ◦X1(un−1h ,∆t)
∆t ,vh
)
+
(θ nh −θ n−1h ◦X1(un−1h ,∆t)
∆t ,ψh
)
+Ah
(
(unh, p
n
h),(vh,qh)
)
+ aθ (θ nh ,ψh)− (θ n−1h β n,vh)
= ( f nu ,vh)+ ( f nθ ,ψh), ∀(vh,qh,ψh) ∈Vh×Qh×Ψh.
(7)
Scheme (7) is equivalent to(
unh− un−1h ◦X1(un−1h ,∆t)
∆t ,vh
)
+ au(u
n
h,vh)+ b(vh, pnh)− (θ n−1h β n,vh) = ( f nu ,vh), ∀vh ∈Vh, (8a)
b(unh,qh)− δ0Ch(pnh,qh) = 0, ∀qh ∈ Qh, (8b)(θ nh −θ n−1h ◦X1(un−1h ,∆t)
∆t ,ψh
)
+ aθ (θ nh ,ψh) = ( f nθ ,ψh), ∀ψh ∈Ψh. (8c)
In the following we often call scheme (7) with P2/P1/P2 (k = 2) or P1/P1/P1 (k = 1) the stable or stabilized scheme, respec-
tively.
Remark 4. Suppose that a pair (un−1h ,θ
n−1
h )∈Vh×Ψh is given. Under the condition ∆t|un−1h |1,∞ < 1 we have X1(un−1h ,∆t)(Ω)
= Ω by Proposition 1. Since θ n−1h is employed for the last term of the left-hand side of (8a), we separately get (unh, pnh) ∈
Vh×Qh and θ nh ∈Ψh from (8a)-(8b) and (8c), respectively, where both resulting matrices are invertible and symmetric. The
invertibility of the matrix of (8a)-(8b) is assured by virtue of the inf-sup condition (5) and Brezzi-Pitka¨ranta’s stabilization Ch
for the stable and stabilized schemes, respectively. Thus, we get the unique solution (unh, pnh,θ nh ) ∈Vh×Qh×Ψh of (7).
3 Main results
In this section we state the main results, conditional stability and optimal error estimates for scheme (7), which are proved in
Section 4. We use the following norms and a seminorm,
‖u‖ℓ∞(S) ≡ max
n=0,··· ,NT
‖un‖S, ‖u‖ℓ2m(S) ≡
{
∆t
m
∑
n=1
‖un‖2S
}1/2
, ‖u‖ℓ2(S) ≡ ‖u‖ℓ2NT (S), |p|h ≡ Ch(p, p)
1/2,
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for m ∈ {1, · · · ,NT } and S = L∞(Ω), L2(Ω) and H1(Ω). Let D∆t be the backward difference operator defined by D∆tun ≡
(un− un−1)/∆t.
Hypothesis 1. The solution (u, p,θ ) of (3) satisfies u∈C([0,T ];W 1,∞(Ω)d)∩(Z2)d∩H1(0,T ;V ∩Hk+1(Ω)d), p∈H1(0,T ;Q∩
Hk(Ω)) and θ ∈C([0,T ];W 1,∞(Ω))∩Z2 ∩H1(0,T ;Ψ ∩Hk+1(Ω)) for the integer k in (4).
Definition 1 (Stokes-Poisson projection). For (w,r,φ) ∈ V ×Q×Ψ we define the Stokes-Poisson projection (wˆh, rˆh, ˆφh) ∈
Vh×Qh×Ψh of (w,r,φ) by
Ah
(
(wˆh, rˆh),(vh,qh)
)
+ aθ ( ˆφh,ψh) = A
(
(w,r),(vh,qh)
)
+ aθ (φ ,ψh), ∀(vh,qh,ψh) ∈Vh×Qh×Ψh. (9)
Since the Stokes-Poisson projection is well-defined, there exists a projection operator Π SPh : V ×Q×Ψ → Vh ×Qh ×Ψh
defined by Π SPh (w,r,φ) = (wˆh, rˆh, ˆφh). We denote the i-th component of Π SPh (w,r,φ) by [Π SPh (w,r,φ)]i for i = 1,2,3 and the
pair of the first and third components (wˆh, ˆφh) = ([Π SPh (w,r,φ)]1, [Π SPh (w,r,φ)]3) by [Π SPh (w,r,φ)]1,3 simply.
We state the main results.
Theorem 1. Let k be the integer in (4). Suppose Hypothesis 1 holds. Then, there exist positive constants h0 and c0 independent
of h and ∆t such that, for any pair (h,∆t),
h ∈ (0,h0], ∆t ≤ c0hd/4, (10)
the following hold.
(i) Scheme (7) with (u0h,θ 0h ) = [Π SPh (u0,0,θ 0)]1,3 has a unique solution (uh, ph,θh) = {(unh, pnh,θ nh )}NTn=1 ⊂Vh×Qh×Ψh.
(ii) It holds that
‖uh‖ℓ∞(L∞) ≤ ‖u‖C(L∞)+ 1. (11)
(iii) There exists a positive constant c† independent of h and ∆t such that
‖uh− u‖ℓ∞(H1),
∥∥∥D∆tuh− ∂u∂ t
∥∥∥
ℓ2(L2)
, ‖ph− p‖ℓ2(L2), ‖θh−θ‖ℓ∞(H1),
∥∥∥D∆tθh − ∂θ∂ t
∥∥∥
ℓ2(L2)
≤ c†(∆t + hk). (12)
Hypothesis 2. The Stokes and Poisson problems are both regular, i.e., for any gS ∈ L2(Ω)d and gP ∈ L2(Ω), the solution
(w,r) ∈V ×Q of the Stokes problem,
au(w,v)+ b(v,r)+ b(w,q) = (gS,v), ∀(v,q) ∈V ×Q,
and the solution φ ∈Ψ of the Poisson problem,
aθ (φ ,ψ) = (gP,ψ), ∀ψ ∈Ψ ,
belong to H2(Ω)d ×H1(Ω) and H2(Ω), respectively, and the estimates
‖w‖2 + ‖r‖1 ≤ cR‖gS‖0, ‖φ‖2 ≤ c¯R‖gP‖0,
hold, where cR and c¯R are positive constants independent of gS, gP, w, r and φ .
Theorem 2. Let k be the integer in (4). Suppose Hypotheses 1 and 2 hold. Then, there exists a positive constant c‡ indepen-
dent of h and ∆t such that
‖uh− u‖ℓ∞(L2), ‖θh−θ‖ℓ∞(L2) ≤ c‡(∆t + hk+1), (13)
where uh and θh are the first and third components of the solution of (7) of Theorem 1-(i).
Remark 5. We prepare the approximate initial value by the Stokes-Poisson projection, i.e., (u0h,θ 0h ) = [Π SPh (u0,0,θ 0)]1,3,
which does not lose any convergence orders in the two theorems above.
Remark 6. Hypothesis 2 holds, e.g., if Ω is convex in R2, cf. [8].
Remark 7. (i) To general stable Hood-Taylor(-type) elements Pℓ/P(ℓ-1)/Pℓ, ℓ > 2, with (5), the results of Theorems 1 and 2
can be extended, where the error estimates are of orders O(∆t + hℓ) and O(∆t + hℓ+1), respectively. (ii) For the stable
mini(-type) element P1+/P1/P1, cf. [8], we can prove (12) and (13) with k = 1 for δ0 = 0. (iii) For generalization of the
stabilized LG scheme with, e.g., Pℓ/Pℓ/Pℓ element, ℓ > 1, a modification of the bilinear form C is required in order to obtain
optimal error estimates, cf. [4].
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4 Proofs
In this section Theorems 1 and 2 are proved. We use generic positive constants c, cu, cθ , c(u,θ) and c(u,p,θ) independent of h
and ∆t. cu, cθ , c(u,θ) and c(u,p,θ) depend on u, θ , (u,θ ) and (u, p,θ ), respectively.
4.1 Preparations
We prepare lemmas and a proposition, which are directly used in our proofs.
Lemma 1 ([6]). Let Ω be a bounded domain with a Lipschitz-continuous boundary. Then, there exist positive constants α1
and α¯1 and the following inequalities hold.
‖D(v)‖0 ≤ ‖v‖1 ≤ α1‖D(v)‖0, ∀v ∈ H10 (Ω)d , ‖∇ψ‖0 ≤ ‖ψ‖1 ≤ α¯1‖∇ψ‖0, ∀ψ ∈ H10 (Ω).
Lemma 2 ([5]). There exist positive constants α2i, i = 0, · · · ,4, independent of h and the following hold.
|qh|h ≤ α20‖qh‖0, ∀qh ∈ Qh, ‖vh‖0,∞ ≤ α21h−d/6‖vh‖1, ∀vh ∈Vh,
‖vh‖1,∞ ≤ α22h−d/2‖vh‖1, ∀vh ∈Vh, ‖Πhv‖0,∞ ≤ ‖v‖0,∞, ∀v ∈C( ¯Ω)d ,
‖Πhv‖1,∞ ≤ α23‖v‖1,∞, ∀v ∈W 1,∞(Ω)d , ‖Πhv− v‖1 ≤ α24hk‖v‖k+1, ∀v ∈ Hk+1(Ω)d ,
where Πh : C( ¯Ω)d → Yh is the Lagrange interpolation operator.
Remark 8. We note α23 ≥ 1.
Proposition 2. (i) Let k be the integer in (4). Suppose (w,r,φ) ∈ (V ×Q×Ψ)∩Hk+1. Then, there exist positive constants α31
and α¯31 independent of h such that the Stokes-Poisson projection (wˆh, rˆh, ˆφh) ∈ Vh ×Qh ×Ψh of (w,r,φ) by (9) satisfies the
estimates,
‖wˆh −w‖1, ‖rˆh− r‖0, δ0|rˆh− r|h ≤ α31hk‖(w,r)‖Hk+1×Hk , ‖ ˆφh−φ‖1 ≤ α¯31hk‖φ‖Hk+1 . (14a)
(ii) Suppose Hypothesis 2 additionally holds. Then, there exist positive constants α32 and α¯32 independent of h such that for
any h
‖wˆh−w‖0 ≤ α32hk+1‖(w,r)‖Hk+1×Hk , ‖ ˆφh−φ‖0 ≤ α¯32hk+1‖φ‖Hk+1 . (14b)
4.2 An estimate at each time step
Let (uˆh, pˆh, ˆθh)(t)≡ Π SPh (u, p,θ )(t) ∈Vh×Qh×Ψh for t ∈ [0,T ], and let
enuh ≡ unh− uˆnh, enph ≡ pnh− pˆnh, enθh ≡ θ nh − ˆθ nh , ηu(t)≡ (u− uˆh)(t), ηθ (t)≡ (θ − ˆθh)(t).
Then, from (7), (9) and (3), we have for n ≥ 1
(D∆tenuh,vh)+ (D∆te
n
θh,ψh)+Ah
(
(enuh,e
n
ph),(vh,qh)
)
+ aθ (e
n
θh,ψh) = 〈Rnuh,vh〉+ 〈Rnθh,ψh〉,
∀(vh,qh,ψh) ∈Vh×Qh×Ψh, (15)
where
Rnuh ≡
7
∑
i=1
Rnuhi, R
n
θh ≡
4
∑
i=1
Rnθhi,
Rnuh1 ≡
Dun
Dt
− u
n− un−1 ◦X1(un−1,∆t)
∆t , R
n
θh1 ≡
Dθ n
Dt
− θ
n−θ n−1 ◦X1(un−1,∆t)
∆t ,
Rnuh2 ≡
1
∆t
{
un−1 ◦X1(un−1h ,∆t)− un−1 ◦X1(un−1,∆t)
}
, Rnθh2 ≡
1
∆t
{
θ n−1 ◦X1(un−1h ,∆t)−θ n−1 ◦X1(un−1,∆t)
}
,
Rnuh3 ≡
1
∆t
{
ηnu −ηn−1u ◦X1(un−1h ,∆t)
}
, Rnθh3 ≡
1
∆t
{
ηnθ −ηn−1θ ◦X1(un−1h ,∆t)
}
,
6
Rnuh4 ≡−
1
∆t
{
en−1uh − en−1uh ◦X1(un−1h ,∆t)
}
, Rnθh4 ≡−
1
∆t
{
en−1θh − en−1θh ◦X1(un−1h ,∆t)
}
,
Rnuh5 ≡−ηn−1θ β n, Rnuh6 ≡ en−1θh β n, Rnuh7 ≡−(θ n−θ n−1)β n.
We note that
(e0uh,e
0
ph,e
0
θh) = (u
0
h, p
0
h,θ 0h )− (uˆ0h, pˆ0h, ˆθ 0h ) = Π SPh (u0,0,θ 0)−Π SPh (u0, p0,θ 0). (16)
Proposition 3. (i) Let (u, p,θ )0 ∈ (V ×Q×Ψ )∩Hk+1 be given. Assume ∇ ·u0 = 0. Then, there exists a positive constant cI
independent of h such that for any h
√
ν‖D(e0uh)‖0 +
√
δ0
2
|e0ph|h +
√
κ
2
‖∇e0θh‖0 ≤ cIhk. (17)
(ii) Let n ∈ {1, · · · ,NT} be a fixed number and let (un−1h ,θ n−1h ) ∈Vh×Ψh be known. Suppose the inequality
∆t|un−1h |1,∞ ≤ 1/4 (18)
holds. Then, there exists a unique solution (unh, pnh,θ nh ) ∈Vh×Qh×Ψh of (7).
(iii) Furthermore, suppose Hypothesis 1 and the inequality
∆t|u|C(W1,∞) ≤ 1/4 (19)
hold. Let pn−1h ∈ Qh be known and suppose the equation
b(un−1h ,qh)− δ0Ch(pn−1h ,qh) = 0, ∀qh ∈ Qh, (20)
holds. Then, it holds that
D∆t
(
ν‖D(enuh)‖20 +
δ0
2
|enph|2h +
κ
2
‖∇enθh‖20
)
+
1
2
(‖D∆tenuh‖20 + ‖D∆tenθh‖20)≤ A1(‖un−1h ‖0,∞)
(
ν‖D(en−1uh )‖20 +
κ
2
‖∇en−1θh ‖20
)
+A2(‖un−1h ‖0,∞)
{
∆t
(
‖u‖2Z2(tn−1,tn)+ ‖θ‖2Z2(tn−1,tn)
)
+ h2k
( 1
∆t ‖(u, p,θ )‖
2
H1(tn−1,tn;Hk+1)+ 1
)}
, (21)
where Ai, i = 1,2, are functions defined by
Ai(ξ )≡ ci(ξ 2 + 1)
and ci, i = 1,2, are positive constants independent of h and ∆t. They are defined by (26) below.
For the proof we use the next lemma, whose proof is omitted here. We note that the proofs of estimates of ‖Ruhi‖0, i= 1, · · · ,4,
in the case k = 1 are given in [11], that those in the case k = 2 are similarly obtained by Proposition 2, that the proofs of the
estimates of ‖Rθhi‖0, i = 1, · · · ,4, are similar and that the proofs of the estimates of ‖Ruhi‖0, i = 5,6,7, are easier than them.
Lemma 3. Suppose Hypothesis 1 holds. Let n ∈ {1, · · · ,NT} be a fixed number and let un−1h ∈Vh be known. Then, under the
conditions (18) and (19) it holds that
‖Rnuh1‖0 ≤ cu
√
∆t‖u‖Z2(tn−1,tn), ‖Rnθh1‖0 ≤ c(u,θ)
√
∆t‖θ‖Z2(tn−1,tn), (22a)
‖Rnuh2‖0 ≤ cu
(‖en−1uh ‖0 + hk‖(u, p)n−1‖Hk+1×Hk), ‖Rnθh2‖0 ≤ cθ (‖en−1uh ‖0 + hk‖(u, p)n−1‖Hk+1×Hk), (22b)
‖Rnuh3‖0 ≤
chk√
∆t
(‖un−1h ‖0,∞ + 1)‖(u, p)‖H1(tn−1,tn;Hk+1×Hk), ‖Rnθh3‖0 ≤
chk√
∆t
(‖un−1h ‖0,∞+ 1)‖θ‖H1(tn−1,tn;Hk+1), (22c)
‖Rnuh4‖0 ≤ c‖un−1h ‖0,∞‖en−1uh ‖1, ‖Rnθh4‖0 ≤ c‖un−1h ‖0,∞‖en−1θh ‖1, (22d)
‖Rnuh5‖0 ≤ chk‖θ n−1‖k+1, ‖Rnuh6‖0 ≤ c‖en−1θh ‖0, ‖Rnuh7‖0 ≤ c
√
∆t‖θ‖H1(tn−1,tn;L2), (22e)
Proof of Proposition 3. We prove (i). From (16) we have
‖D(e0uh)‖0 ≤ ‖e0uh‖1 = ‖u0h− uˆ0h‖1 ≤ ‖u0h− u0‖1 + ‖u0− uˆ0h‖1 ≤ 2α31hk‖(u, p)0‖Hk+1×Hk ,
7
‖∇e0θh‖0 = ‖∇(θ 0h − ˆθ 0h )‖0 ≤ ‖θ 0h −θ 0‖1 + ‖θ 0− ˆθ 0h ‖1 = 2‖ ˆθ 0h −θ 0‖1 ≤ 2α¯31hk‖θ 0‖k+1,
and in the case δ0 = 1 (k = 1),
|e0ph|h = |p0h− pˆ0h|h ≤ |p0h− 0|h + |pˆ0h− p0|h + |p0|h ≤ α20
(‖p0h− 0‖0+ ‖ pˆ0h− p0‖0)+ h‖p0‖1
≤ (2α20α31 + 1)h‖(u, p)0‖Hk+1×Hk ,
which imply (17) for cI ≡ {2
√
να31 +
√
δ0/2(2α20α31 + 1)}‖(u, p)0‖Hk+1×Hk +
√
2κα¯31‖θ 0‖k+1.
(ii) is obtained from (18) and Remark 4.
We prove (iii). Substituting (D∆tenuh,0,D∆tenθh) into (vh,qh,ψh) in (15), we have
‖D∆tenuh‖20 + ‖D∆tenθh‖20 +D∆t
(
ν‖D(enuh)‖20 +
κ
2
‖∇enθh‖20
)
+ b(D∆tenuh,enph)≤ ‖Rnuh‖0‖D∆tenuh‖0 + ‖Rnθh‖0‖D∆tenθh‖0, (23)
where X1(un−1,∆t) in Rnuhi and Rnθhi, i = 1,2, maps Ω onto Ω by (19). From (20), (7) with (vh,qh,ψh) = (0,qh,0) ∈ Vh ×
Qh×Ψh and (uˆnh, pˆnh, ˆθ nh ) = Π SPh (un, pn,θ n) by (9) we have
b(uih,qh)− δ0Ch(pih,qh) = 0, ∀qh ∈ Qh, (24a)
b(uˆih,qh)− δ0Ch(pˆih,qh) = b(ui,qh) = 0, ∀qh ∈ Qh, (24b)
for i = n− 1 and n. The equalities (24) imply that
b(D∆tenuh,qh)− δ0Ch(D∆tenph,qh) = 0, ∀qh ∈ Qh,
which leads to
−b(D∆tenuh,enph)+ δ0Ch(D∆tenph,enph) = 0 (25)
by putting qh =−enph ∈ Qh. Adding (25) to (23) and using Lemma 3, we have
‖D∆tenuh‖20 + ‖D∆tenθh‖20 +D∆t
(
ν‖D(enuh)‖20 +
δ0
2
|enph|2h +
κ
2
‖∇enθh‖20
)
≤ 1
2
(‖D∆tenuh‖20 + ‖D∆tenθh‖20)+
1
2
( 7
∑
i=1
‖Rnuhi‖20 +
4
∑
i=1
‖Rnθhi‖20
)
≤ 1
2
(‖D∆tenuh‖20 + ‖D∆tenθh‖20)+ c(u,θ)
[
(‖un−1h ‖20,∞+ 1)(‖D(en−1uh )‖20 + ‖∇en−1θh ‖20)+∆t(‖u‖2Z2(tn−1,tn)+ ‖θ‖2Z2(tn−1,tn))
+ h2k‖(u, p,θ )‖2C(Hk+1)+(‖un−1h ‖20,∞ + 1)
h2k
∆t ‖(u, p,θ )‖
2
H1(tn−1,tn;Hk+1)
]
,
which implies that
D∆t
(
ν‖D(enuh)‖20 +
δ0
2
|enph|2h +
κ
2
‖∇enθh‖20
)
+
1
2
(‖D∆tenuh‖20 + ‖D∆tenθh‖20)
≤ c(u,θ)
min{ν,κ}(‖u
n−1
h ‖20,∞ + 1)
(
ν‖D(en−1uh )‖20 +
κ
2
‖∇en−1θh ‖20
)
+ c(u,p,θ)
[
∆t(‖u‖2Z2(tn−1,tn)+ ‖θ‖2Z2(tn−1,tn))+ (‖un−1h ‖20,∞ + 1)h2k
( 1
∆t ‖(u, p,θ )‖
2
H1(tn−1,tn;Hk+1)+ 1
)]
.
Putting
c1 ≡
c(u,θ)
min{ν,κ} , c2 ≡ c(u,p,θ), (26)
we obtain (21).
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4.3 Proof of Theorem 1
The proof is performed by induction through three steps.
Step 1 (Setting c0 and h0): Let cI and Ai, i = 1,2, be the constant and the functions in Proposition 3, respectively. Let a1, a2,
c∗, c¯∗ and c3 be constants defined by
a1 ≡ A1(‖u‖C(L∞)+ 1), a2 ≡ A2(‖u‖C(L∞)+ 1),
c∗ ≡ α1√
ν
c3, c¯∗ ≡ α¯1
√
2
κ
c3, c3 ≡ exp(a1T/2)max
{
a
1/2
2 (‖u‖Z2 + ‖θ‖Z2),a1/22
(‖(u, p,θ )‖H1(Hk+1)+T1/2)+ cI}.
We can choose sufficiently small positive constants c0 and h0 such that
α21
{
c∗(c0hd/120 + h
k−d/6
0 )+ (α24 +α31)h
k−d/6
0 ‖(u, p)‖C(Hk+1×Hk)
}≤ 1, (27a)
c0
[
α22
{
c∗(c0 + hk−d/40 )+ (α24 +α31)h
k−d/4
0 ‖(u, p)‖C(Hk+1×Hk)
}
+α23hd/40 ‖u‖C(W1,∞)
]≤ 1/4, (27b)
since all the powers of h0 are positive.
Step 2 (Induction): For n ∈ {0, · · · ,NT} we define property P(n) as follows:
P(n) :


(a) ν‖D(enuh)‖20 +
δ0
2 |e
n
ph|2h +
κ
2 ‖∇e
n
θh‖20 +
1
2(‖D∆teuh‖
2
ℓ2n(L2)
+ ‖D∆teθh‖2ℓ2n(L2))
≤ exp(a1n∆t)
[
ν‖D(e0uh)‖20 +
δ0
2
|e0ph|2h +
κ
2
‖∇e0θh‖20
+ a2
{
∆t2(‖u‖2Z2(0,tn)+ ‖θ‖2Z2(0,tn))+ h2k
(‖(u, p,θ )‖2H1(0,tn;Hk+1)+ n∆t)}],
(b) ‖unh‖0,∞ ≤ ‖u‖C(L∞)+ 1,
(c) ∆t|unh|1,∞ ≤ 1/4,
where ‖D∆teuh‖ℓ2n(L2) = ‖D∆teθh‖ℓ2n(L2) = 0 for n = 0. P(n)-(a) can be rewritten as
xn +∆t
n
∑
i=1
yi ≤ exp(a1n∆t)
(
x0 +∆t
n
∑
i=1
bi
)
, (28)
where
xn ≡ ν‖D(enuh)‖20 +
δ0
2
|enph|2h +
κ
2
‖∇enθh‖20, yi ≡
1
2
(‖D∆teiuh‖20 + ‖D∆teiθh‖20),
bi ≡ a2
{
∆t(‖u‖2Z2(ti−1,ti)+ ‖θ‖2Z2(ti−1,ti))+ h2k
( 1
∆t ‖(u, p,θ )‖
2
H1(ti−1,ti ;Hk+1)+ 1
)}
.
We firstly prove the general step in the induction. Supposing that P(n− 1) holds true for an integer n ∈ {1, · · · ,NT}, we
prove that P(n) also holds. Since P(n−1)-(c) is nothing but (18), there exists a unique solution (unh, pnh,θ nh ) ∈Vh×Qh×Ψh of
equation (7) from Proposition 3-(ii). We prove P(n)-(a). (19) holds thanks to the estimate,
∆t|u|C(W1,∞) ≤ c0hd/40 |u|C(W1,∞) ≤ c0α23hd/40 |u|C(W 1,∞) ≤ 1/4,
from condition (10), Remark 8 and (27b). (20) is obtained from (7) for n≥ 2 and from (u0h, p0h,θ 0h ) = Π SPh (u0,0,θ 0) for n = 1.
Hence (21) holds from Proposition 3-(iii). Since the inequalities Ai(‖un−1h ‖0,∞) ≤ ai (i = 1,2) hold from P(n− 1)-(b), (21)
implies
D∆txn + yn ≤ a1xn−1 + bn,
which leads to
xn +∆tyn ≤ exp(a1∆t)(xn−1 +∆tbn) (29)
by 1 ≤ 1+ a1∆t ≤ exp(a1∆t). From (29) and P(n− 1)-(a) we have that
xn +∆t
n
∑
i=1
yi ≤ exp(a1∆t)(xn−1 +∆tbn)+∆t
n−1
∑
i=1
yi ≤ exp(a1∆t)
(
xn−1 +∆t
n−1
∑
i=1
yi +∆tbn
)
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≤ exp(a1∆t)
[
exp
{
a1(n− 1)∆t
}(
x0 +∆t
n−1
∑
i=1
bi
)
+∆tbn
]
≤ exp(a1n∆t)
(
x0 +∆t
n
∑
i=1
bi
)
.
Thus, we obtain P(n)-(a).
For the proofs of P(n)-(b) and (c) we prepare the estimate of ‖enuh‖1. From P(n)-(a) and (17) we have that
ν‖D(enuh)‖20 +
δ0
2
|enph|2h +
κ
2
‖∇enθh‖20 +
1
2
(‖D∆teuh‖2ℓ2n(L2)+ ‖D∆teθh‖
2
ℓ2n(L2)
)
≤ exp(a1T )
[
c2I h2k + a2
{
∆t2(‖u‖2Z2 + ‖θ‖2Z2)+ h2k
(‖(u, p,θ )‖2H1(Hk+1)+T)}]
≤ exp(a1T )
[
a2∆t2(‖u‖2Z2 + ‖θ‖2Z2)+ h2k
{
a2
(‖(u, p,θ )‖2H1(Hk+1)+T)+ c2I}]
≤ {c3(∆t + hk)}2. (30)
(30) implies
‖enuh‖1 ≤ α1‖D(enuh)‖0 ≤
α1√
ν
c3(∆t + hk) = c∗(∆t + hk). (31)
We prove P(n)-(b) and (c) as follows:
‖unh‖0,∞ ≤ ‖unh−Πhun‖0,∞ + ‖Πhun‖0,∞ ≤ α21h−d/6‖unh−Πhun‖1 + ‖Πhun‖0,∞
≤ α21h−d/6(‖unh− uˆnh‖1 + ‖uˆnh− un‖1 + ‖un−Πhun‖1)+ ‖Πhun‖0,∞
≤ α21h−d/6{c∗(∆t + hk)+α31hk‖(u, p)n‖Hk+1×Hk +α24hk‖un‖k+1}+ ‖un‖0,∞
≤ α21{c∗(c0hd/120 + hk−d/60 )+ (α24 +α31)hk−d/60 ‖(u, p)‖C(Hk+1×Hk)}+ ‖u‖C(L∞)
≤ 1+ ‖u‖C(L∞),
∆t|unh|1,∞ ≤ c0hd/4(‖unh−Πhun‖1,∞ + ‖Πhun‖1,∞)≤ c0hd/4(α22h−d/2‖unh−Πhun‖1 + ‖Πhun‖1,∞)
≤ c0{α22h−d/4(‖unh− uˆnh‖1 + ‖uˆnh− un‖1 + ‖un−Πhun‖1)+ hd/4‖Πhun‖1,∞}
≤ c0[α22h−d/4{c∗(∆t + hk)+α31hk‖(u, p)n‖Hk+1×Hk +α24hk‖un‖k+1}+α23hd/4‖un‖1,∞]
≤ c0[α22h−d/4{c∗(c0hd/4 + hk)+ (α24 +α31)hk‖(u, p)n‖Hk+1×Hk}+α23hd/4‖un‖1,∞]
≤ c0[α22{c∗(c0 + hk−d/40 )+ (α24 +α31)hk−d/40 ‖(u, p)‖C(Hk+1×Hk)}+α23hd/40 ‖u‖C(W1,∞)]
≤ 1/4,
from (31), (10) and (27). Therefore, P(n) holds true.
The proof of P(0) is easier than that of the general step. P(0)-(a) obviously holds with equality. P(0)-(b) and (c) are obtained
as follows:
‖u0h‖0,∞ ≤ ‖u0h−Πhu0‖0,∞+ ‖Πhu0‖0,∞ ≤ α21h−d/6(‖u0h− u0‖1 + ‖u0−Πhu0‖1)+ ‖Πhu0‖0,∞
≤ α21(α31 +α24)hk−d/6‖(u, p)0‖Hk+1×Hk + ‖u0‖0,∞
≤ 1+ ‖u‖C(L∞),
∆t|u0h|1,∞ ≤ c0hd/4(‖u0h−Πhu0‖1,∞+ ‖Πhu0‖1,∞)≤ c0hd/4(α22h−d/2‖u0h−Πhu0‖1 + ‖Πhu0‖1,∞)
≤ c0{α22h−d/4(‖u0h− u0‖1 + ‖u0−Πhu0‖1)+ hd/4‖Πhu0‖1,∞}
≤ c0{α22(α31 +α24)hk−d/4‖(u, p)0‖Hk+1×Hk +α23hd/4‖u0‖1,∞}
≤ 1/4.
Thus, the induction is completed.
Step 3: Finally we derive the results (i), (ii) and (iii) of the theorem. Since P(NT ) holds true, we have (i), (ii) and the estimates
‖eθh‖ℓ∞(H1) ≤ α¯1‖∇enθh‖ℓ∞(L2) ≤ c¯∗(∆t + hk), ‖D∆teuh‖ℓ2(L2), ‖D∆teθh‖ℓ2(L2) ≤
√
2c3(∆t + hk), (32)
from (30). The first and second inequalities of (12) in (iii) are obtained from (31), (32) and the estimates
‖uh− u‖ℓ∞(H1) ≤ ‖euh‖ℓ∞(H1)+ ‖ηu‖ℓ∞(H1) ≤ ‖euh‖ℓ∞(H1)+α31hk‖(u, p)‖C(Hk+1×Hk),
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∥∥∥D∆tunh− ∂un∂ t
∥∥∥
0
≤ ‖D∆tenuh‖0 + ‖D∆tηnu‖0 +
∥∥∥D∆tun− ∂un∂ t
∥∥∥
0
≤ ‖D∆tenuh‖0 +
α31hk√
∆t
‖(u, p)‖H1(tn−1,tn;Hk+1×Hk)+
√
∆t
3
∥∥∥∂ 2u∂ t2
∥∥∥
L2(tn−1,tn;L2)
.
The proofs of the forth and fifth inequalities of (12) are similar.
We prove the third inequality of (12). From (6), (15) with (vh,qh,ψh) = (vh,qh,0), Lemma 3 and (11) we have
‖enph‖0 ≤ ‖(enuh,enph)‖V×Q ≤
1
γ∗ sup(vh,qh)∈Vh×Qh
Ah
(
(enuh,e
n
ph),(vh,qh)
)
‖(vh,qh)‖V×Q
=
1
γ∗ sup(vh,qh)∈Vh×Qh
〈Rnuh,vh〉− (D∆tenuh,vh)
‖(vh,qh)‖V×Q
≤ c(u,p,θ)
{√
∆t(‖u‖Z2(tn−1,tn)+ ‖θ‖H1(tn−1,tn;L2))+ hk
( 1√
∆t
‖(u, p,θ )‖H1(tn−1,tn;Hk+1)+ 1
)
+ ‖en−1uh ‖1 + ‖en−1θh ‖0 + ‖D∆tenuh‖0
}
.
Combining (31) and (32) with the above estimate, we obtain ‖eph‖ℓ2(L2) ≤ c(u,p,θ)(∆t + hk), which leads to the result from
‖ph− p‖ℓ2(L2) ≤ ‖eph‖ℓ2(L2)+ ‖ pˆh− p‖ℓ2(L2) ≤ ‖eph‖ℓ2(L2)+
√
Tα31hk‖(u, p)‖C(Hk+1×Hk).
4.4 Proof of Theorem 2
For the proof we use the next lemma without proof, since the proofs of estimates in the lemma are similar to or easier than
those of [11].
Lemma 4. Suppose Hypotheses 1 and 2 hold. Let n ∈ {1, · · · ,NT} be a fixed number and un−1h ∈Vh be known. Then, under
the conditions (18) and (19) we have that
‖Rnuh2‖0 ≤ cu
(‖en−1uh ‖0 + hk+1‖(u, p)n−1‖Hk+1×Hk), ‖Rnθh2‖0 ≤ cθ(‖en−1uh ‖0 + hk+1‖(u, p)n−1‖Hk+1×Hk), (33a)
‖Rnuh3‖V ′h ≤ cu
[
‖(u, p)n−1‖Hk+1×Hk
{
‖en−1uh ‖0 + hk+1(‖(u, p)n−1‖Hk+1×Hk + 1)
}
+
hk+1√
∆t
‖(u, p)‖H1(tn−1,tn;Hk+1×Hk)
]
, (33b)
‖Rnθh3‖Ψ ′h ≤ cu
[
‖θ n−1‖k+1
{
‖en−1uh ‖0 + hk+1(‖(u, p)n−1‖Hk+1×Hk + 1)
}
+
hk+1√
∆t
‖θ‖H1(tn−1,tn;Hk+1)
]
, (33c)
‖Rnuh4‖V ′h ≤ cu
(
1+ h−d/6‖en−1uh ‖1
)(‖en−1uh ‖0 + hk+1‖(u, p)n−1‖Hk+1×Hk), (33d)
‖Rnθh4‖Ψ ′h ≤ cu
{‖en−1θh ‖0 + h−d/6‖en−1θh ‖1(‖en−1uh ‖0 + hk+1‖(u, p)n−1‖Hk+1×Hk)}, (33e)
‖Rnuh5‖0 ≤ chk+1‖θ n−1‖k+1. (33f)
Proof of Theorem 2. Since we have ‖euh‖ℓ∞(H1) ≤ c∗(∆t + hk) ≤ c∗(c0 + hk−d/40 )hd/4 and ‖eθh‖ℓ∞(H1) ≤ c¯∗(∆t + hk) ≤
c¯∗(c0 + hk−d/40 )hd/4 from (31), (32) and (10), (33d) and (33e) imply
‖Rnuh4‖V ′h ≤ cuc∗
(‖en−1uh ‖0 + hk+1‖(u, p)n−1‖Hk+1×Hk), ‖Rnθh4‖Ψ ′h ≤ cu{‖en−1θh ‖0 + c¯∗(‖en−1uh ‖0 + hk+1‖(u, p)n−1‖Hk+1×Hk)}.
(34)
Substituting (enuh,−enph,enθh) into (vh,qh,ψh) in (15) and using Lemma 1, (22a), (22e), (33), (34) and ab≤ a2/(4β )+β b2 (β >
0), we have
D∆t
(1
2
‖enuh‖20 +
1
2
‖enθh‖20
)
+
2ν
α21
‖enuh‖21 + δ0|enph|2h +
κ
α¯21
‖enθh‖21 ≤ 〈Rnuh,enuh〉+ 〈Rnθh,enθh〉
≤
(
∑
i=1,2,5,6,7
‖Rnuhi‖0 + ∑
i=3,4
‖Rnuhi‖V ′h
)
‖enuh‖1 +
(
∑
i=1,2
‖Rnθhi‖0 + ∑
i=3,4
‖Rnθhi‖Ψ ′h
)
‖enθh‖1
≤ ν
α21
‖enuh‖21 +
κ
2α¯21
‖enθh‖21 +
α21
4ν
(
∑
i=1,2,5,6,7
‖Rnuhi‖0 + ∑
i=3,4
‖Rnuhi‖V ′h
)2
+
α¯21
4κ
(
∑
i=1,2
‖Rnθhi‖0 + ∑
i=3,4
‖Rnθhi‖Ψ ′h
)2
≤ ν
α21
‖enuh‖21 +
κ
2α¯21
‖enθh‖21 + c(u,θ)
[
(1+ c2∗+ c¯2∗+ ‖(u, p,θ )‖2C(Hk+1))‖en−1uh ‖20 + ‖en−1θh ‖20 +∆t(‖u‖2Z2(tn−1,tn)+ ‖θ‖2Z2(tn−1,tn))
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+
h2(k+1)
∆t ‖(u, p,θ )‖
2
H1(tn−1,tn;Hk+1)+ h
2(k+1)
{
(1+ c2∗+ c¯2∗+ ‖(u, p,θ )‖2C(Hk+1))‖(u, p,θ )‖2C(Hk+1)
}]
,
where ‖enuh‖0 ≤ ‖enuh‖1 and ‖enθh‖0 ≤ ‖enθh‖1 have been employed. Hence, we have that
D∆t
(1
2
‖enuh‖20 +
1
2
‖enθh‖20
)
+
ν
α21
‖enuh‖21 +
κ
2α¯21
‖enθh‖21
≤ c(u,p,θ)
{
‖en−1uh ‖20 + ‖en−1θh ‖20 +∆t(‖u‖2Z2(tn−1,tn)+ ‖θ‖2Z2(tn−1,tn))+ h2(k+1)
( 1
∆t ‖(u, p,θ )‖
2
H1(tn−1,tn;Hk+1)+ 1
)}
.
From discrete Gronwall’s inequality there exists a positive constant c4 independent of h and ∆t such that
‖euh‖ℓ∞(L2), ‖eθh‖ℓ∞(L2) ≤ c4(‖e0uh‖0 + ‖e0θh‖0 +∆t + hk+1). (35)
(35) and the estimates
‖e0uh‖0 ≤ ‖u0h− u0‖0 + ‖u0− uˆ0h‖0 ≤ 2α32hk+1‖(u, p)0‖Hk+1×Hk ,
‖uh− u‖ℓ∞(L2) ≤ ‖euh‖ℓ∞(L2)+ ‖ηu‖ℓ∞(L2) ≤ ‖euh‖ℓ∞(L2)+α32hk+1‖(u, p)‖C(Hk+1×Hk),
imply the first inequality of (13). The second is obtained similarly.
5 Conclusions
We have proved optimal error estimates of stable and stabilized LG schemes for natural convection problems under a con-
dition ∆t = O(hd/4). The stable and stabilized schemes employ P2/P1/P2 (k = 2) and P1/P1/P1 (k = 1) finite elements,
respectively. Both schemes have common advantages of the LG method, i.e., robustness for convection-dominated problems
and symmetry of the coefficient matrix of the system of linear equations, where the solution of each scheme is obtained
by solving alternatively the equations of flow and temperature. The stabilized scheme has an additional advantage, a small
number of degrees of freedom, which leads to efficient computation especially for three-dimensional problems. The proofs
of the optimal error estimates have been done by extending the arguments employed for the proofs of error estimates of stable
and stabilized LG schemes for the Navier-Stokes equations in [11, 15]. We note that more general elements can be also dealt
with, cf. Remark 7. It is not difficult to prove the optimal error estimates of corresponding two-step stable and stabilized
LG schemes of second-order in time by combining the argument in this paper with those of [3, 12], and the second-order
numerical convergence of a two-step stable LG scheme proposed in [2] is ensured mathematically.
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