Summary & Conclusions -This paper compares three numerical methods for reliability calculation of Markov, closed, fault-tolerant systems which give rise to continuous-time, timehomogeneous, finite-state, acyclic Markov chains. We consider a modified version of Jensen's method (a probabilistic method, also known as uniformization or randomization), a new version of ACE (Acyclic Markov Chain Evaluator) algorithm with several enhancements, and a third-order implicit RungeKutta method (an ordinary-differential-equation solution method). Modifications to Jensen's method include incorporating stable calculation of Poisson probabilities and steady-state detection of the underlying discretetime Markov chain. The new version of Jensen's method is not only more efficient but yields more accurate results. Modifications to ACE algorithm are proposed which incorporate scaling and other refinements to make it more stable & accurate. However, the new version no longer yields solution symbolic with respect to time variable. Implicit Runge-Kutta method can exploit the acyclic sfiucture of the Markov chain and therefore becomes more efficient. All three methods are implemented. Several reliability models are numerically solved using these methods and the results are compared on the basis of accuracy and computation cost. Based upon these results, we conclude:
INTRODUCTION^
Reliability of closed (non-repairable) fault-tolerant systems can be evaluated using transient analysis of CTMC with acyclic topology, There have been a few efforts to compute closed-form solutions of closed fault-tolerant systems. Ng & Avizienis proposed Lagrange-Sylvester interpolation equation as a solution technique for ARIES model [2] . This method does not work if the transition rate matrix of the Markov chain has repeated eigenvalues and cannot be diagonalized. Balakrishnan & Raghavendra [3] proved that transition-rate matrix of closed fault-tolerant systems can be made diagonal and therefore Lagrange-Sylvester interpolation equation can be used for closed systems. However, this method can not be used for general repairable systems. Marie, Reibman, Trivedi [4] proposed a specialized algorithm, ACE, for closed-form solution of acyclic CTMC. This can be used for solving models of closed systems since they always give rise to acyclic CTMC [3].
This paper, however, is concerned with numerical evaluation of reliability as opposed to the closed-form solution. An obvious way to compute numerical solution is by plugging numerical values of model parameters in closed-form solution obtained by one of the methods in the first paragraph. The method in 121 computes matrix-exponential using LagrangeSylvester interpolation. This is computationally expensive for large models. The ACE method is more efficient than this method and we use it as one of the numerical methods in this study. The ACE algorithm runs into several numerical problems if the generator matrix has many distinct eigenvalues and some eigenvalues have large multiplicities. We propose modifications to the ACE algorithm which prevent numerical overflow & underflow and reduce cancellation errors.
Many numerical methods for transient solution of CTMC have been proposed. Jensen [5] introduced a method (also known as randomization or uniformization). Grassmann [ 6 ] , Keilson [7] , and Gross & Miller [8] have analyzed this method. This method is very efficient for large, non-stiff CTMC. However, for stiff CTMC, it is inefficient [ 1, 9] . Muppala & Trivedi [ 101 have modified Jensen's method to incorporate steady-state detection of the underlying DTMC. We propose another modification to Jensen's method which not only incorporates steady-state detection of the underlying DTMC but also uses the Fox & Glynn [ 1 11 method for stable, accurate calculation of Poisson probabilities. This results in a version of Jensen's method that is not only more efficient but yields more accurate solutions. However, the acyclicity of the CTMC cannot be exploited. Van Moorsel & Sanders [12] introduced another variation of Jensen's 'Acronyms, nomenclature, and notation are given at the end of the Introduction.
0018-9529/95/$4.00 01995 IEEE method that reduces computation time for some CTMC with stiff eigen-structure. According to their algorithm, the computation of the probability of the number of jumps that might have occurred until the considered mission time requires transient analysis of a general birth-process rather than a Poisson process. Thus, efficient transient analysis of this particular class of acyclic Markov chains is important for the usability of their method.
Methods based on ODE solution techniques can also be used for numerical evaluation of reliability. Grassmann [6] used explicit Runge-Kutta method. Reibman & Trivedi [9] compared Jensen's method, explicit Runge-Kutta-Fehlberg method, and TR-BDF2 method [13] (a second order implicit L-stable method). They showed that TR-BDF2 is the most efficient for stiff CTMC and recommended Jensen's method for non-stiff CTMC. Subsequently, [l] showed that the third order implicit Runge-Kutta method was more efficient than TR-BDF2 if high accuracy was desired. More recently, hybrid methods that combine explicit ODE methods with implicit ODE methods to yield highly efficient stiffness-insensitive methods have been designed [ 141.
Almost 80% of the computation cost of implicit ODE methods is due to solution of a linear system at every time step. For acyclic CTMC, the linear system is easily solved by backsubstitution since the transition rate matrix is upper triangular. Thus implicit ODE methods become more efficient for acyclic CTMC. We use the third order implicit Runge-Kutta method with the above modification. This paper considers three methods (Jensen, ACE, and implicit Runge-Kutta) with their modifications to compute numerically the reliability of closed fault-tolerant systems. The Markov models of closed fault-tolerant systems are acyclic and therefore have at least one absorbing state. Although there have been a few studies to compare numerical methods for general CTMC, there has been no comparative study of numerical methods for acyclic CTMC to the best of our knowledge. Given the fact that some of these methods can exploit acyclicity of the CTMC, while others cannot, and in light of our proposed modifications to these methods, a comparative evaluation of various numerical methods to analyze a large class of faulttolerant systems is useful.
Section 3 formulates the problem mathematically. Section 4 discusses our three proposed solution methods & modifications. Section 5 describes the models used as examples and presents numerical results. 
Acronyms2
P(0) specifies the initial condition for this system of ODE. The reliability of a closed (without repair) fault-tolerant system at t is defined as Pr{system is operational during [O,t] ), which for a nonrepairable system is: Pr{system is operational at t}:
Thus calculation of reliability for various mission times implies calculation of state probabllities of the CTMC at different times.
Stiffness in a CTMC arises if the transition 'rates within the CTMC have widely varying magnitudes. Stiffness in a model of a closed system can arise typically due to extreme disparity between system failure and system reconfiguration rates; for more detail see [9] .
NUMERICAL SOLUTION METHODS
This section describes 3 numerical methods to calculate the reliability of closed systems: Improved ACE, Improved Jensen, and Implicit Runge-Kutta.
Improved ACE Method
Marie et d [ 4 ] introduced a non-iterative method for transient analysis of CTMC with an acyclic topology. This method can calculate transient (instant-of-time) and cumulative transient measures and has been called ACE [4] . The Laplace transform of the state probability of a particular state can be derived by considering all feasible paths from the initial state to the particular state. An inversion produces an exponential polynomial in the time domain. Thus, for an acyclic CTMC -
7 . a k=O K, (y,) determines the maximum power of t . The poles are immediately given by the diagonal elements of Q. The difficulty with this approach for transient analysis of CTMC is efficient calculation of the a2,n,k Standard methods such as the derivative equation or comparison of coefficients cannot be used for large CTMC due to the high computation complexity. ACE [4] provides a scheme for calculating these coefficients with complexity 0 (7). Therefore, in contrast to Jensen's method and numerical ODE solution methods, the computation complexity of ACE does not depend on the eigenvalues of the generator matrix and the mission time. Furthermore, ACE allows the computation of symbolic expressions in the mission time for the state probabilities of an acyclic CTMC.
Implementations of ACE using floating point arithmetic of a conventional programming language suffer ere & overflow occur while evaluating the exponential polynomial equation. While calculating ar,n,k, cancellation errors occur which can lead to numerical instability and inaccurate results. To overcome these difficulties, we propose a numerically refmed version of ACE, which is considerably better suited for numerical computations than the original ACE. However, this refined version of ACE cannot be used for computing symbolic expressions in the mission time t for the state probabilities. The two main refinements we incorporate are given in sections 3.1.1 623.1.2. Section 3.1.3 shows the results fromnumerical experiments.
Scaling the generator matrix of the Markov cha
The generator matrix Q is scaled by t, so that the e mission time, t = 1.0. Thus calculating the polyno results in simply adding the appropriate coeffici which are determined using the scaled generator matri (4) With this refinement, ACE becomes more suited to solve C with large multiplicity of a pole and a large t. A similar idea of scaling was used in the context of Jensen's method [l
Refined recursive scheme
The recursive way in which the coefficients are obtained is modified. As in old ACE, the recursive scheme of rejned ACE starts at the initial state 1 and proceeds 1 state at a time. However, it uses the poles of Q and initializes the first coefficient with expression exp(a,l). For the initial state 1:
For all other states i f 1 the algorithm considers the set J ( i ) :
For each state i the outgoing pole is a,l of the corresponding row in Q. Formally, the maximum powers are:
J € J ( I )
For the purpose of implementation, the states of the acyclic CTMC are topologically sorted, so that its generator matrix is upper triangular. The multiplicity of each pole can be less than the number of occurrences in the diagonal (according to the existence of parallel paths).
Eq (1 1) 
Notation
Ai,n,k q , n , k
Since the iij,n,k can be large and of opposite sign, computing the sums in (1 1) can be affected by cancellation errors. The sums in (lla), (llb), (Ild) involve coefficients of the immediate predecessor states of a state i; whereas the sum in (1 IC) involves all predecessor states of state i. Since the number of the latter ones is substantially larger, the use of (llc) is the most sensitive point of the ACE scheme. Hence, we present numerical refinements of the algorithm to reduce the cancellation errors.
The refined ACE applies to a considerably larger class of acyclic CTMC than the old ACE. The numerical improvements are most evident for acyclic CTMC with partially ascending ordered eigen-structure (eg, a hypoexponential lifetime distribution with K phases and parameters X, 2X, . . . , K-X as discussed in section 3.1.3. However, the numerical refinements do not prevent cancellation error for arbitrary CTMC .
To reduce cancellation errors, the sums in (11) are calculated in a way such that positive and negative terms are separately added in ascending order of their absolute values. This idea is also used in summing the coefficients for determining the transient probability of being in state i at time t .
Numerical experiments
To illustrate the benefits of refined ACE, we compare its achieved numerical accuracy to the accuracy of old ACE. Our implementation of old ACE uses Horner's scheme for evaluating the polynomial in t of (3). Moreover, old ACE does not use the scaled generator matrix Q and no separate addition of terms with opposite sign is used in computing the sums of (1 1). The achieved numerical accuracy of the two implementations is determined by comparing with a closed-form expression for the same model evaluated in infinite precision arithmetic, using has distinct diagonal elements which are in ascending order. Figure 3 shows that with the increasing number of distinct diagonal entries of the generator matrix, the numerical accuracy of rejned ACE degrades substantially slower than for old ACE. Thus refined ACE method can be used for a considerably larger 4 class of acyclic CTMC than old ACE. 
1=0 m
P ( t ) = rI(i).poim(i; q a t ) . (13) i = O
II (i) is computed iteratively using the power iteration:
If q > maxi(lql,i(), then the convergence of (14) is Qnly a finite number of terms are used to evaluate the sum guaranteed.
in (13 (14), to the steadystate probability vector by comparing the norm of the difference between successive iterates (state probability vectors in our case) of power iteration (14) . If the norm is within the user-specified error tolerance [22] , then the steady-state is reached. However, we may erroneously detect steady-state earlier than it is reached if the convergence is slow. To prevent this, we compare state probability vectors that are spaced x iterations apart, ie, compare II ( i -x ) . However, the right value of x depends on the convergence rate which is not known a priori. We choose x based on the iteration number so that the steady-state detection is performed neither too frequently nor too infrequentlY.
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The computation complexity of this method is: X2 = smallest absolute non-zero eigenvalue of Q; it determines the convergence of power iteration in (14).
Since Markov reliability models of closed systems lead to acyclic CTMC, having an upper triangular generator matrix, the eigenvalue X2 is easily determined as the smallest absolute non-zero diagonal element of Q. Thus, the computation cost of modified Jensen's method for acyclic CTMC can be determined aprion'. To do the same for non-acyclic models, h2 must be estimated. This property is also known as Lstability [24] . This method is L-stable [23] . Mathematically, state probabilities using this method are computed at each time step as [18]: 1 6 P ( t + h ) x ( I -%h.Q + -h2-Q2) = P ( t ) x ( I + ?hh*Q).
(17)
This method involves Q2. Two feasible approaches exist for solving the system in (17): 1. Compute the matrix polynomial directly. This involves only squaring the generator matrix and it is reasonable to anticipate that the fill is not extensive especially since the square of an upper triangular matrix is also upper triangular. Among the several models we tried, the fill was usually not more than 10%.
2. Factor the matrix polynomial on the 1.h.s. We then need to solve two successive linear algebraic systems. The 1.h.s polynomial in (17) can be factored as: Unfortunately, rl & r2 are complex conjugate and we must use complex arithmetic which increases the computation cost by a constant factor.
P ( t + h ) x ( I -
r
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We use approach #1 where the matrix polynomial is computed directly. In (17) a linear system must be solved at each time step. For closed systems,
is upper triangular. Solution of the linear system can therefore be done simply by back-substitution which takes very little time. Thus implicit ODE methods are anticipated to be quite efficient for solving acyclic CTMC.
Implementation aspects
The basic strategy is to discretize the solution interval into a finite number of time intervals separated by mesh points (tl,t2, ... , ti, . .., t,}. Given the solution at ti (mesh-point i ) ,
This is how the advancement in time is made starting at time 0 until the time at which the solution is desired (mission time) is reached. The step-size h in the actual implementation varies from step to step.
Initialize various control parameters such as ho, h-,
Amax. These values may well determine the accuracy of the final solution. It is prudent to begin with a small he As seen from (21), the LTE at each step depends upon the step-size. The smaller the step-size, the smaller the LTE. However, an extremely small step-size implies many time steps and consequently large computation cost and increased round-off errors. Thus, there is a tradeoff between accuracy and computation cost. We use:
2. Compute the 'matrix on the 1.h.s' and the 'r.h.s vector in (17)'. Since this matrix is upper triangular, the linear system in (17) can be solved simply by back-substitution. A sparse implementation of back-substitution is used to calculate P( t + h).
At each step of this method, the error in P(t+h) must be estimated. The LTE vector at time t+h is:
Using a user-specified norm, a scalar estimate of the LTE is computed from the LTE vector. If this estimate is within the user-specified local tolerance, then this step is accepted. The user must specify a local error tolerance instead of global error tolerance, because there is no good way to estimate global error from the local errors, and the errors at each step must be bounded somehow. If the mission time is reached, then stop, otherwise a new step-size is computed. Our step-size control technique is: order = order of accuracy of the method.
From (21), the order of accuracy of this method is 3 = [4 (exponent of h ) -11. The order of accuracy of this method indicates how the local (and therefore global) truncation error reduce with reduction in step size. A method with higher order of accuracy results in a larger reduction in LTE for the same IKAN>ALIIUN> U N KkLIABILII Y, VOL. 44, NO. 4, 1YY9 VkLbh4Bb.K decrease in step size than a method with lower 'order of accuracy'.
If the local error estimate is not within the tolerance, then the step-size is reduced (usually halved) and the previous time step is repeated. If the step-size is reduced below h, , , then tolerance is increased. Otherwise we continue with the calculations for the next time step with the new step size. The step size may not exceed hmax.
NUMERICAL EXPERIMENTS

Models Used
The models we use as examples to compare methods are based on two criteria:
A closed-form solution is known for these models They give rise to acyclic Markov chains whose stiffness can be varied by varying the model parameters.
The availability of closed-form solution allows us to measure the accuracy of numerical results from each method. We consider absolute accuracy, viz, absolute difference between the computed solution and the solution obtained by plugging numerical values in the closed-form expression. The system is operational iff at least 4 memory modules, 4
The multiprocessor-system reliability is : Ap = 68.9 10-6/hour, A, , , = 224-10-6/hour, A, = 202.10-6/hour [25] .
The CTMC for this system was generated using the software tool SPNP [26] . The CTMC contains 312 states and 432 transitions. The smallest-magnitude & largest-magnitude non-zero eigenvalues are 0.001685 & 0.004908. Thus, the spacing between these two eigenvalues is not much and we anticipate the model to be non-stiff. This is confirmed by the results. An E = and t = 100 hours are used in the experiments unless otherwise stated.
K-Component system with nearly concurrent faults
(CMTC in figure 5 )
...
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Figure 5. 5. Thus, the spacing between these two eigenvalues is quite large and we anticipate the model to be stiff. This is confirmed by the results. An E = and t = lo4 hours are used in the experiments unless otherwise stated.
Results
The experiments were conducted on a Sun SPARC station ELC. The criteria used for comparing the methods are: accuracy achieved computation cost.
The ACE algorithm is numerically unstable if the generator matrix has many distinct eigenvalues or if the spacing between the eigenvalues is very small. The generator matrix of the Kcomponent reliability model with nearly concurrent faults has 2K-1 distinct diagonal elements. For K = 100, even the refined ACE method yields very inaccurate results due to excessive cancellation and round-off errors. Therefore, we do not show results of ACE algorithm for this model.
Computation cost vs mission time
Figures 7 -9 show the results for the multiprocessor model, K-component model, and the duplex-disk model. Each data point in these figures reflects one run of the program up to the mission time associated with the data point. These results confirm one of the useful properties of ACE method: its computation cost does not depend upon the mission time. The computation does not rise much with increase in mission time. However, the computation cost of Jensen's method rises faster and is much higher than implicit Runge-Kutta method. This indicates that the K-component model is very stiff. In figure 9 the computation cost of Jensen's method rises faster with mission time than the cost of implicit Runge-Kutta method indicating that the duplex disk model is very stiff. cost of Jensen's method and implicit Runge-Kutta method usually rise with mission time. In figure 7 the computation cost of Jensen's method remains constant for different mission times, an indication that the multiprocessor model is not very stiff. For this model, the computation cost of implicit Runge-Kutta method is higher than that of Jensen's method and ACE method. In figure 8 the computation cost of implicit Runge-Kutta method
Since the computation cost of Jensen's method depends upon stiffness, we next consider computation cost vs model stiffness.
Computation cost vs model stiffness
Stiffness of a model is determined by its eigen-structure which is a function of model parameters. Increasing the recovery rate in the K-component model increases its stiffness. Figure   10 shows computation cost vs pc. The computation cost of Jensen's method rises fast as the recovery rate is increased. However, the computation cost of implicit Runge-Kutta method is almost independent of model stiffness. Similarly, increasing pd in the duplex-disk model increases its stiffness. Figure 11 shows that the computation cost of the ACE and implicit RungeKutta method remain constant with increase in model stiffness. However, Jensen's method becomes very inefficient as the stiffness increases. Figures 12 -14 show the results for the multiprocessor model, the K-component model, and the duplex disk model. Once again, we confirm that the ACE method has the useful property that its computation cost does not depend upon error tolerance. The error in the solution of ACE method arises mainly from cancellation and round-off errors. The computation cost of Jensen's method varies very slightly with the error tolerance.
However, the computation cost of implicit Runge-Kutta method increases as error tolerance tightens. Figures 15 -16 show the results for the multiprocessor model and the duplex disk model. Jensen's method is usually more accurate than the specified E . Implicit Runge-Kutta method achieves as much accuracy as specified by E up to E > lo-''.
4.2.3
As error tolerance is tightened, the accuracy achieved by implicit Runge-Kutta method falls a little short. There is no error control by means of specifying error tolerance for the ACE method. However, as the results from both models show, it yields very high accuracy if it remains stable.
Discussion
We have shown results only from a few models; although they do not guarantee similar performance for all models, we can infer some general characteristics from these.
Jensen's method meets the accuracy requirements as specified by the error tolerance. implicit Runge-Kutta method meets the accuracy requirements up to error tolerance of 10-l'. The accuracy achieved by ACE varies appreciably, based on eigen-structure of the model. For very stiff models, implicit Runge-Kutta method outperforms Jensen's method. For non-stiff or moderately stiff models, Jensen's method is more efficient than implicit Runge-Kutta method. ACE method has some very useful properties, eg, its computation cost is independent of the mission time and error tolerance. However, it becomes unstable and can yield very inaccurate results if the generator matrix of the Markov chain has many distinct eigenvalues or the spacing between the eigenvalues is very small. Thus it is not as reliable as Jensen's method or implicit Runge-Kutta method, both of which may take longer to produce results, but a certain amount of accuracy is insured.
