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Abstract
In this note we prove the existence of a family of basic solutions of the complex functional equation F(z) + F(2z) + · · · +
F(nz) = 0, which form an infinite dimensional vector space generated by the complex power functions zβ , where β ranges on the
set of zeros of the entire function Gn(z) ≡ 1 + 2z + · · · + nz. For the case n = 2, others solutions appear by considering the pe
function of Weierstrass.
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1. Introduction
The functional equations
f (x) + f (2x) = 0, x > 0, (1.1)
and
f (x) + f (2x) + f (3x) = 0, x > 0, (1.2)
were proposed by the author for modeling processes relative to the combustion of hydrogen in a car engine. In [4]
we obtained a subclass of continuous solutions of (1.1) and (1.2) with the peculiarity of densifying some special
compacts K of R2. It means that for arbitrary small α > 0 there exist solutions γα of (1.1) and (1.2) with graphs γ ∗α ,
contained in K , so that the Hausdorff distance
dH
(
γ ∗α ,K
)
 α,
implying that
lim
α→0dH
(
γ ∗α ,K
)= 0.
It can be interpreted as if K would be almost filled by the curves γα , each one simulating the trajectory of a molecule of
hydrogen. These curves, called α-denses in K , constitute in fact a generalization of the Peano curves since, whenever
α = 0, their images necessarily coincide with K and in consequence they fill it. On such curves we suggest to see [2,3].
E-mail address: gaspar.mora@ua.es.0022-247X/$ – see front matter © 2007 Elsevier Inc. All rights reserved.
doi:10.1016/j.jmaa.2007.08.045
G. Mora / J. Math. Anal. Appl. 340 (2008) 466–475 467In the present note our aim is to use some basic ideas from [4] to study the solutions of the general functional
equation
f (x) + f (2x) + · · · + f (nx) = 0, x > 0, (1.3)
for each arbitrary integer n 2. To do it we propose to take into account the following previous consideration:
In the complex plane Eq. (1.3) can be written under the same form, i.e. as
F(z) + F(2z) + · · · + F(nz) = 0, (1.4)
and if we suppose that F(z) is a solution of (1.4) on some complex domain A containing the positive real axis, the
functions of the form
a ReF(x) + b ImF(x)
are solutions of (1.3) for arbitrary reals a, b.
Reciprocally, if f (x) is a real solution of (1.3) then for arbitrary complex numbers λ, μ, the functions
F(z) ≡ λf (x) + μif (y),
with z = x + iy; x, y > 0, are complex solutions of (1.4). Therefore, we are going to focus on the search of the
solutions of the complex equation (1.4).
2. The functions Gn(z) ≡ 1 + 2z + ···+ nz
As we shall see below, the analytic solutions of (1.4) are closely related to the zeros of the function Gn(z) defined
as
Gn(z) ≡ 1 + 2z + · · · + nz
for each integer n 2, where as usual kz means ez lnk , 1 k  n.
Proposition 1. For each integer n 2, the function Gn(z) ≡ 1 + 2z + · · · + nz is entire of order 1 and it has infinitely
many zeros.
Proof. For any fixed n 2, taking a > 1 and according to
lim
R→∞
eR
a
1 + 2R + · · · + nR = ∞,
one deduces that, for sufficiently large |z|,∣∣Gn(z)∣∣ e|z|a . (2.1)
For a < 1 the inequality (2.1) is not true, for sufficiently large |z|, as we can easily see by taking z = x > 0. Then it
follows that Gn(z) is an entire function of order 1 (see, for instance, [1]).
In the case n = 2 the function Gn(z) vanishes at the points
zk = (1 + 2k)πiln 2 , k ∈ Z,
so it has infinitely many zeros.
In the case n > 2 assume that Gn(z) has no zero or that it has only finitely many zeros. Since the order is 1, by
using the Hadamard factorization theorem [1, p. 154], there exists a polynomial of degree at most 1, Az + B , such
that, for all z ∈ C, we can express
Gn(z) = eAz+BP (z), (2.2)
where P(z) is the canonical product. By our assumption P(z) will be a polynomial, possibly constant, corresponding
to the zeros of Gn(z). From (2.2) and noticing Gn(0) = 0, the constants A, B are given by
A = lnn! − P
′(0)
, B = log
(
n
)
. (2.3)n P (0) P (0)
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lim
z→∞
Gn(z)
eAz+B
would be constant. However, taking z = x > 0,
lim
x→∞
Gn(x)
eAx+B
= lim
x→∞
1 + 2x + · · · + nx
eAx+B
= ∞.
Therefore P(z) is not constant and again from (2.2) it follows that
∞ = lim
z→∞P(z) = limz→∞
Gn(z)
eAz+B
. (2.4)
Now, according to
Gn(z) = Gn(z),
the zeros of Gn(z) are conjugate, so P(0) and P ′(0) are both reals. Consequently A, B are reals. If in (2.2) we set
z = iy, y > 0, from (2.3) it follows∣∣∣∣Gn(iy)eAiy+B
∣∣∣∣ ∣∣P(0)∣∣,
which contradicts (2.4) and, hence, Gn(z) has infinitely many zeros, as claimed. 
In the following result we are going to prove that the zeros of Gn(z) are all in a vertical strip, for any n.
Proposition 2. For each n 2, there exist real numbers rn, sn, such that all the zeros of Gn(z) ≡ 1 + 2z + · · · + nz
are in the vertical strip {z ∈ C: rn  Re z sn}.
Proof. The case n = 2 is obvious as we have just seen in the proof of Proposition 1 and we can then take r2 = s2 = 0.
Suppose n > 2, since for any fixed k  2, kx → 0 as x → −∞, we define
rn ≡ sup
{
x < 0: 2x + 3x + · · · + nx < 1}. (2.5)
Let N be a positive integer; given x < rn consider the rectangle Γ −x,N whose vertices are the points x+ iN , x−N + iN ,
x − N − iN and x − iN . Because of (2.5), for arbitrary z ∈ Γ −x,N it is immediate that∣∣Gn(z) − 1∣∣< 1.
Thus by using the Rouché theorem [1, p. 88], the functions Gn(z) and 1 have the same number of zeros inside the
closed path Γ −x,N . Hence Gn(z) has no zero z with Re z < rn.
Let us write the function Gn(z) as
Gn(z) = nz
[(
1
n
)z
+
(
2
n
)z
+ · · · +
(
n − 1
n
)z
+ 1
]
and define
Hn(z) ≡
(
1
n
)z
+
(
2
n
)z
+ · · · +
(
n − 1
n
)z
+ 1.
Then
Gn(z) = nzHn(z)
and, consequently, Gn(z) and Hn(z) have the same zeros.
Since n > 2, we can consider the real number sn defined by
sn ≡ inf
{
x > 0:
(
1
)x
+
(
2
)x
+ · · · +
(
n − 1)x
< 1
}
. (2.6)n n n
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From (2.6), it is clear that∣∣Hn(z) − 1∣∣< 1 for all z ∈ Γ +x,N .
Then, again the Rouché theorem assures that Hn(z) and 1 have the same number of zeros inside the closed path Γ +x,N .
Therefore Hn(z) has no zero z with Re z > sn, and then the result follows. 
In the next result we are going to see that, uniquely for the case n = 2 all the zeros of Gn(z) are imaginary.
Proposition 3. The functions Gn(z) ≡ 1 + 2z + · · · + nz do not have all the zeros on the imaginary axis, except for
n = 2.
Proof. Because of Proposition 1 all the zeros of G2(z) are imaginary, so assume n > 2. Then, since the zeros of Gn(z)
are conjugate, if all of them are on the imaginary axis, they would be of the form ±iyk , with yk > 0 for any k. Thus,
by using the Hadamard factorization theorem [1, p. 154],
Gn(z) = eAz+B
∞∏
k=1
(
1 + z
2
y2k
)
, (2.7)
with A = lnn!
n
and B = lnn.
From (2.7) we get that e−AzGn(z) is an even function, so for z = x > 0 we have
e−x
lnn!
n Gn(x) = ex lnn!n Gn(−x)
or equivalently
Gn(x)
Gn(−x) = e
2x lnn!
n . (2.8)
Dividing the expression (2.8) by nx we get
( 1
n
)x + ( 2
n
)x + · · · + ( n−1
n
)x + 1
Gn(−x) = e
x
n
ln[ (n!)2
nn
]. (2.9)
Noticing
(n!)2 > nn, for all n > 2,
and taking the limit in (2.9) when x → ∞ we are led to a contradiction since the left side of (2.9) tends to 1 whereas
the right side tends to ∞. This completes the proof. 
3. Properties of the solutions of the functional equation F(z) + F(2z) + ···+ F(nz) = 0
In the next result we shall show that any solution of the above functional equation cannot be analytic at the origin,
except the trivial solution 0.
Proposition 4. Let f be any non-trivial complex solution of the functional equation F(z)+F(2z)+ · · ·+F(nz) = 0.
Thus f is not analytic at 0.
Proof. Assume that there exists a solution analytic at 0, say f , thus it means that f is analytic on an open set U that
contains 0. From the functional equation and by using the property of the existence of derivatives of all orders of f
on U [1, p. 31],
f (m)(z) + 2mf (m)(2z) + · · · + nmf (m)(nz) = 0
for each non-negative integer m. In particular, for z = 0 we have
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Then by the Taylor expansion in power series, f is null on a certain neighbourhood of 0. Consequently, by the identity
theorem of analytic functions [1, p. 40], f is identically 0. Now the proposition follows. 
Let us consider the open set Ω ≡ C \ (−∞,0] and denote byA(Ω) the vector space of all analytic functions on Ω .
For each integer n 2, let Vn be the vector subspace of all analytic solutions on Ω of the functional equation
F(z) + F(2z) + · · · + F(nz) = 0.
In the next result we shall see how Vn is invariant under a certain operator on the space A(Ω).
Lemma 5. In the space A(Ω), the subspace Vn is invariant under the linear operator D defined by D(f ) ≡ zf ′,
where f ′ is the derivative of f .
Proof. Let f be a function of Vn, denote by g the function D(f ). Then
g(z) + g(2z) + · · · + g(nz) = zf ′(z) + 2zf ′(2z) + · · · + nzf ′(nz)
= z(f (z) + f (2z) + · · · + f (nz))′ = 0.
Therefore g ∈ Vn and, consequently,
D(Vn) ⊂ Vn. 
Given a fixed complex number β , the power function is defined on the domain Ω ≡ C \ (−∞,0] as
zβ ≡ eβ log z,
where log z is the principal branch of the logarithm. These functions, when β belongs to the set of the zeros of the
function Gn(z) will be the key of the existence of solutions of our functional equation.
Theorem 6. The proper vectors of the operator D on the space A(Ω) are solutions of the functional equation F(z)+
F(2z) + · · · + F(nz) = 0 if and only if the corresponding proper values are the zeros of the function Gn(z) ≡ 1 +
2z + · · · + nz.
Proof. Let f be a proper vector of D corresponding to a generic proper value λ. Thus D(f ) = λf or, equivalently, f
satisfies the equation
zf ′ = λf,
whose solution is
f (z) = Kzλ,
with K an arbitrary constant. Now, the expression
f (z) + f (2z) + · · · + f (nz) = Kzλ(1 + 2λ + · · · + nλ)
vanishes for any z ∈ Ω if and only if
1 + 2λ + · · · + nλ = 0,
that is, if and only if λ is a zero of Gn(z). Hence, the theorem follows. 
Now we are ready to show that for any n 2, each subspace Vn does not reduce to {0}.
Theorem 7. For each fixed integer n 2 the functions fβn(z) ≡ zβn , with βn belonging to the set ZGnof the zeros of
Gn(z), are solutions of the functional equation
F(z) + F(2z) + · · · + F(nz) = 0.
Furthermore these solutions are linearly independent in the vector space A(Ω).
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F(z) + F(2z) + · · · + F(nz) = 0, for each βn ∈ ZGn .
For n fixed, let β(1)n , β(2)n , . . . , β(m)n be m distinct zeros of Gn(z). For each 1 j m write
β
(j)
n = u(j)n + iv(j)n
and, since Gn(z) has no real zero, the number
vn ≡ max
{∣∣v(j)n ∣∣: 1 j m} (3.1)
is positive.
Determine tn > 1 such that
vn ln tn < π, (3.2)
and define the numbers
cj ≡ (tn)j−1, 1 j m.
Denote by g1, g2, . . . , gm the power functions zβ
(1)
n , zβ
(2)
n , . . . , zβ
(m)
n , respectively. Then we claim that the determinant
Δn ≡
∣∣∣∣∣∣∣∣∣
g1(c1) g2(c1) · · · gm(c1)
g1(c2) g2(c2) · · · gm(c2)
...
...
. . .
...
g1(cm) g2(cm) · · · gm(cm)
∣∣∣∣∣∣∣∣∣
(3.3)
is non-null. Indeed, the elements of the first row
gj (c1) = 1 for all 1 j m.
The elements of the second row, denoted by dj ,
dj ≡ gj (c2) = tβ
(j)
n
n = eβ
(j)
n ln tn = (tn)u
(j)
n eiv
(j)
n ln tn , (3.4)
and, in general, the elements of the kth row satisfy
gj (ck) = (dj )k−1 for all 1 j m.
Thus the determinant (3.3) becomes∣∣∣∣∣∣∣∣∣
1 1 · · · 1
d1 d2 · · · dm
...
...
. . .
...
(d1)m−1 (d2)m−1 · · · (dm)m−1
∣∣∣∣∣∣∣∣∣
,
which is a Vandermonde and so
Δn =
∏
k>j (k,j=1,...,m)
(dk − dj ).
Assume the zeros β(1)n , β(2)n , . . . , β(m)n are arranged in p straight lines l1, l2, . . . , lp parallel to the imaginary axis.
Noticing (3.1) and (3.2)
−π < v(j)n ln tn < π, for all 1 j m,
which implies, because of (3.4), that
v
(j)
n ln tn
is the principal argument of dj for each 1 j m. Consequently all the dj , corresponding to those β(j)n belonging
to the same straight line, are distinct because they have different argument. Again from (3.4) it deduces that dj = dk
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This proves that all the dj , 1 j m, are distinct and so Δn is non-null, as claimed. Consequently the functions
fβn(z) ≡ zβn,
with βn ∈ ZGn , are linearly independent and then the theorem follows. 
This theorem involves as immediate consequence:
Corollary 8. For each n 2 the vector subspace Vn of all analytic solutions on Ω of the functional equation F(z) +
F(2z) + · · · + F(nz) = 0 has infinite dimension.
4. Boundness of the solutions of the functional equation F(z) + F(2z) = 0
Proposition 9. Any solution of the functional equation F(z) + F(2z) = 0 is bounded in any infinite sector
Sθ1,θ2 ≡
{
z ∈ C \ {0}: θ1 Arg z θ2
}
with −π < θ1  θ2 < π and Arg z the principal argument of z.
Proof. Let f be an arbitrary function not identically null of V2, the vector subspace of all analytic solutions on Ω of
the functional equation
F(z) + F(2z) = 0,
thus we claim that the number
Mθ1,θ2 ≡ sup
{∣∣f (z)∣∣: z ∈ Sθ1,θ2} (4.1)
is finite and it is attained at a point, say z1,2, belonging to some of the rays
Arg z = θ1, Arg z = θ2.
Indeed, let us take r , R with 0 < r < R2 and consider the subset
Sr,R,θ1,θ2 ≡
{
z ∈ Sθ1,θ2 : r  |z|R
}
.
By applying the Maximum Principle [1, p. 42] to f in Sr,R,θ1,θ2 , there exists a point z1,2 belonging to some of the line
segments Arg z = θ1, Arg z = θ2 such that for all z interior to Sr,R,θ1,θ2 we get∣∣f (z1,2)∣∣= max{∣∣f (z)∣∣: z ∈ Sr,R,θ1,θ2}> ∣∣f (z)∣∣. (4.2)
Otherwise, if
z1,2 /∈ {z: Arg z = θ1} ∪ {z: Arg z = θ2}
thus necessarily either |z1,2| = r or |z1,2| = R. In both cases, either 2z1,2 or z1,22 would be interior points, and then,
because of the functional equation, it would have either∣∣f (z1,2)∣∣= ∣∣f (2z1,2)∣∣
or
∣∣f (z1,2)∣∣=
∣∣∣∣f
(
z1,2
2
)∣∣∣∣,
contradicting (4.2).
Now we postulate that, for any 0 < r ′ < R′ with r ′ < r < R < R′, the point z1,2 of the relation (4.2) also satisfies∣∣f (z1,2)∣∣= max{∣∣f (z)∣∣: z ∈ Sr ′,R′,θ1,θ2}, (4.3)
where
Sr ′,R′,θ ,θ ≡
{
z ∈ Sθ ,θ : r ′  |z|R′
}
.1 2 1 2
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Then, if z′1,2 ∈ Sr,R,θ1,θ2 trivially it follows that |f (z′1,2)| = |f (z1,2)|. Therefore, firstly, assume r ′  |z′1,2| < r .
Determine the less positive integer k such that
2k
∣∣z′1,2∣∣ r
and, since r < R2 , one has
2k
∣∣z′1,2∣∣< R.
Consequently, the point 2kz′1,2 ∈ Sr,R,θ1,θ2 and then∣∣f (2kz′1,2)∣∣ ∣∣f (z1,2)∣∣.
Now by substituting in the functional equation one has∣∣f (2kz′1,2)∣∣= ∣∣f (z′1,2)∣∣,
implying that∣∣f (z′1,2)∣∣ ∣∣f (z1,2)∣∣. (4.5)
On the other hand from (4.4) we get∣∣f (z′1,2)∣∣ ∣∣f (z1,2)∣∣
and because of (4.5) it follows that∣∣f (z′1,2)∣∣= ∣∣f (z1,2)∣∣.
Whenever the point z′1,2 is such that R < |z′1,2|R′, determine the less positive integer h such that
2−h
∣∣z′1,2∣∣R.
Then, since r < R2 , we get
2−h
∣∣z′1,2∣∣> r
and so the point 2−hz′1,2 ∈ Sr,R,θ1,θ2 . Therefore∣∣f (2−hz′1,2)∣∣ ∣∣f (z1,2)∣∣.
Again the functional equation involves∣∣f (2−hz′1,2)∣∣= ∣∣f (z′1,2)∣∣
and noticing (4.4) we get again the inequality (4.5), i.e.∣∣f (z′1,2)∣∣ ∣∣f (z1,2)∣∣,
deducing in this case that also∣∣f (z′1,2)∣∣= ∣∣f (z1,2)∣∣.
Consequently, (4.3) follows, as we had postulated.
Taking r ′ and R′ tending to 0 and ∞, respectively, and applying (4.3) it follows that the number Mθ1,θ2 , defined in
the relation (4.1), is finite and coincides with |f (z1,2)|. Now the proof is complete. 
Denote, as usual, by H∞(Ω) the Banach space of bounded analytic functions on Ω endowed with the norm
‖f ‖ = sup{∣∣f (z)∣∣: z ∈ Ω}.
In spite of the preceding theorem, we shall see that V2 is not a subspace of H∞(Ω).
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Proof. The principal branch of log z maps Ω , one-to-one, onto the strip
B−π,π ≡
{
w ∈ C: −π < Imw < π}.
Thus by means of the change log z = w, or equivalently z = ew , our functional equation on Ω
F(z) + F(2z) = 0 (4.6)
can be studied on B−π,π under the form
G(w) + G(w + ln 2) = 0, (4.7)
by defining a new function
G(w) ≡ F (ew),
with w ∈ B−π,π . That is, Eqs. (4.6) and (4.7) are equivalent.
Now, assume the existence of a function g satisfying (4.7). Then
g(w + ln 2) + g(w + ln 2 + ln 2) = 0
and in consequence
g(w) = g(w + 2 ln 2), for all w ∈ B−π,π .
It means that all solution of Eq. (4.7) is periodic of period 2 ln 2. Thus if we denote by V∗2 the subspace of solutions
of Eq. (4.7) and by P2 ln 2 the class of periodic functions of period 2 ln 2 on the strip B−π,π , it follows that
V∗2 ⊂P2 ln 2.
Let k be an arbitrary integer and H any periodic function of period ln 2 and analytic on B−π,π . Thus any function
L(w), w ∈ B−π,π , defined by
L(w) ≡ H(w)ei 2k+1ln 2 πw (4.8)
is a solution of (4.6) since
L(w) + L(w + ln 2) = H(w)ei 2k+1ln 2 πw + H(w + ln 2)ei 2k+1ln 2 π(w+ln 2) = H(w)ei 2k+1ln 2 πw(1 + ei(2k+1)π )= 0.
Now, it only remains to define an appropriate analytic function H(w) of period ln 2 on the strip B−π,π . For this, let us
take the primitive periods (see [5, p. 272])
w = ln 2, w′ = 2πi
and consider the infinite sequence
w0 = 0,w1, . . . ,wk, . . . ,
where
wk = lw + mw′,
with l,m integers not simultaneously null, for any k  1. Thus the pe function of Weierstrass (see [5,6])
℘(w) ≡ 1
w2
+
∞∑
k=1
(
1
(w − wk)2 −
1
w2k
)
is an elliptic doubly-periodic function with double poles at the points wk . Now the function
H(w) ≡ ℘(w + πi)
is an unbounded analytic function on B−π,π periodic of period ln 2. Then by using the formula (4.8) we get an
unbounded solution of (4.7) on the strip B−π,π , and, consequently, an unbounded solution of (4.6) on Ω . Now the
theorem follows. 
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