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Abstract
Multi-view data analysis is a key technology for making effective decisions by leveraging
information from multiple data sources. The process of data acquisition across various
sensory modalities gives rise to the heterogeneous property of data. In my thesis,
multi-view data representations are studied towards exploiting the enriched information
encoded in different domains or feature types, and novel algorithms are formulated to
enhance feature discriminability. Extracting informative data representation is a critical
step in visual recognition and data mining tasks. Multi-view embeddings provide a
new way of representation learning to bridge the semantic gap between the low-level
observations and high-level human comprehensible knowledge benefitting from enriched
information in multiple modalities.
Recent advances on multi-view learning have introduced a new paradigm in jointly mod-
eling cross-modal data. Subspace learning method, which extracts compact features by
exploiting a common latent space and fuses multi-view information, has emerged proimi-
nent among different categories of multi-view learning techniques. This thesis provides
novel solutions in learning compact and discriminative multi-view data representations by
exploiting the data structures in low dimensional subspace. We also demonstrate the
performance of the learned representation scheme on a number of challenging tasks in
recognition, retrieval and ranking problems.
The major contribution of the thesis is a unified solution for subspace learning methods,
which is extensible for multiple views, supervised learning, and non-linear transformations.
Traditional statistical learning techniques including Canonical Correlation Analysis, Partial
Least Square regression and Linear Discriminant Analysis are studied by constructing
graphs of specific forms under the same framework. Methods using non-linear trans-
forms based on kernels and (deep) neural networks are derived, which lead to superior
performance compared to the linear ones. A novel multi-view discriminant embedding
method is proposed by taking the view difference into consideration. Secondly, a multi-
view nonparametric discriminant analysis method is introduced by exploiting the class
boundary structure and discrepancy information of the available views. This allows for
multiple projecion directions, by relaxing the Gaussian distribution assumption of related
methods. Thirdly, we propose a composite ranking method by keeping a close correlation
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with the individual rankings for optimal rank fusion. We propose a multi-objective solution
to ranking problems by capturing inter-view and intra-view information using autoencoder-
like networks. Finally, a novel end-to-end solution is introduced to enhance joint ranking
with minimum view-specific ranking loss, so that we can achieve the maximum global
view agreements within a single optimization process.
In summary, this thesis aims to address the challenges in representing multi-view data
across different tasks. The proposed solutions have shown superior performance in nu-
merous tasks, including object recognition, cross-modal image retrieval, face recognition
and object ranking.
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1 Introduction
1.1 Objective
The goal of the thesis is to analyze and learn data representations in different domains
or feature types. In particular, the aim is to improve the performance of multi-view data
analysis in numerous applications by exploiting the enriched information coming from
various sources. Different groups of feature vectors are considered as views, and a
view therefore includes feature vectors in a specific domain/modality, e.g. image, text or
speech, or from a dedicated descriptor, e.g. color descriptor, texture descriptor, shape
descriptor or audio descriptor. Cross-modal matching is also enabled on heterogeneous
data, where direct matchings of data samples across feature spaces is infeasible. This is
in contrast to applications like text-based image retrieval, which largely take advantage
of ground truth textual labels surrounding the images. Although these applications
are relatively successful under certain circumstances, the deficiency in developing the
cross-modal learning capability limits them in fully understanding images.
Extracting informative data representations is a critical step in visual recognition and data
mining tasks. It aims to bridge the semantic gap between the low-level feature represen-
tations and high-level human comprehensible knowledge. This thesis introduces several
techniques in learning multi-view data representations using subspace learning tech-
niques, and formulates novel algorithms to enhance feature discriminability. The learned
feature representation provides a discriminative input for the future tasks. Moreover,
end-to-end solutions are formulated to strenghten the learning capabability by optimizing
the entire system thoroughly. To this end, the performance of many challenging problems
in visual recognition and data mining is improved.
1.2 Motivation
Our intuition is that, visual objects are described from various view points and/or modali-
ties. The process of identifying an object can not only benefit from visual descriptions, but
interactions with image captions and enriched attributes [2]. With a huge volume of data
generated from sensor technologies, visual recognition and data mining problems urge
11
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people to dive into multi-view and cross-domain learning [3, 4]. Meanwhile, the process
of data acquisition across diverse domains or representations by using different types of
feature extraction methods give rise to the heterogeneous property of data. Therefore, in
order to analyze the heterogeneous data, multi-view and cross-modal learning algorithms
are formulated to significantly improve the performance of machine learning [4, 3]. The
research of multi-view data analysis is of great importance, and is able to improve the
performance of numerous applications, which include but are not limited to
• Cross-modal Multimedia Retrieval. This application uses queries from one do-
main (e.g. text) while seeking for similar contents from another domain (e.g. image).
Examples can be found in [5, 3, 6].
• Object Recognition. With high-level semantic information embedded in the recog-
nition model, the object recognition performance can be improved [7, 8].
• Face Photo-Sketch Recognition. The cross-modal matching between faces
and sketches is made possible when their features are embedded in the shared
subspace. Examples can be found in [9, 10].
• Multi-view Learning to Rank. The traditional ranking model evaluates the rele-
vance between every pair of query and data by combining the features in an optimal
way. In contrast, the relevance of the same pairs may differ from various ranking
sources. A potential compositive ranking is provided as the solution to maximize
the global agreement.
• Visual question answering. Two models are built to encode the visual and
language views. Image and question embeddings are combined to obtain a single
model, so that the visual question answering can be achieved [11].
1.3 Thesis Outline
The rest of the thesis is organized as follows. Chapter 2 reviews the literature of subspace
learning, regularization and in particularly multi-view learning. The thesis contribution
is presented in details in Chapter 3. A unified formulation to generalize the multi-view
subspace learning methods is introduced. It is then extended to nonlinear mappings
using kernels and neural networks. A new regularization scheme form linear multi-view
subspace learning is described to prevent overfitting. A nonparametric multi-view learning
technique is also introduced, which enables multiple projection directions, by relaxing the
Gaussian distribution assumption of related methods. In the end, a composite ranking
method from multiple sources is proposed to enhance the joint ranking and minimize the
view-specific ranking loss. A schematic diagram illustrating the relation between methods
in the thesis is shown in Figure 1.1.
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Figure 1.1: The schematic view of the thesis outline.
1.4 Contributions and Publications
The major contribution of this thesis is the proposal of a unified framework of multi-view
data mapping, which is described in [P1]. A nonparametric extension is introduced in [P2],
and further extension with Dropout-like regularization can be found in [P3]. Moreover,
a multi-view learning to rank method, as an importance application of multi-view data
analysis, is developed and described in [P4].
In [P1], an unified solution for subspace learning methods is proposed using the Rayleigh
quotient, which is extensible for multiple views, supervised learning, and nonlinear
embeddings. The proposed framework is generalized to numerous statistical learning
methods including Canonical Correlation Analysis, Partial Least Square regression and
Linear Discriminant Analysis with graphs in specific forms. It is also extented to nonlinear
mappings using kernel and neural network-based methods. A simple yet effective Multi-
view Modular Discriminant Analysis is proposed by introducing the view difference. The
proposed multi-view embedding methods have shown superior performance in visual
object recongition and cross-modal multimedia retrieval. The candidate is the first author
of this publication and is responsible for developing most of the methods, performing all
experiments and writing the manuscript.
In [P2], a novel multi-view nonparametric discriminant analysis method is proposed and
achieves superior performance in cross-modal image retrieval and zero-shot recognition.
The class boundary structure and view discrepancy is exploited to formulate an opti-
mization criterion which is automatically adjusted to the multi-view class structures. The
advantage of the new method is that it enables multiple projection directions, by relaxing
the Gaussian distribution assumption of related methods. A better class discrimination
is obtained using the new graph formulation leading to an improved performance. The
candidate is the first author of this publication and is responsible for developing the whole
methods, performing all experiments and writing the manuscript.
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In [P3], inspired by the regularization for neural networks, a novel regularizer is introduced
to artificially remove the effect of certain amount of feature bins using the probabilistic
approach to prevent linear multi-view subspace learning from overfitting. A joint dropout-
regularized multi-modal subspace learning algorithm is formulated which integrates within-
class similarities and between-class separabilties to achieve good class separation. The
objective function can be solved efficiently, and the method demontrates its effectiveness
in face-sketch recognition and cross-modal retrieval problems. The candidate is the first
author of this publication and is responsible for developing the whole methods, performing
all experiments and writing the manuscript.
In [P4], a multi-view learning to rank is developed, which is one of the few methods
in data mining. A composite ranking method is introduced to keep a close correlation
with the individual rankings. Multi-objective solutions to ranking is devised by capturing
the information of the feature mapping from both within each view as well as across
views using autoencoder-like networks. Moreover, we introduce an end-to-end solution to
enhance the joint ranking with minimum view-specific ranking loss, so that the maximum
global view agreement is achieved in a single optimization process. Superior ranking
results are achieved on university ranking, multi-view lingual text ranking and image data
ranking problems. The candidate is the first author of this publication and is responsible
for developing the whole methods, performing all experiments and writing the manuscript.
2 Related Work
In this chapter, we firstly review the subspace learning algorithms. Then, several impor-
tant regularization methods are reviewed. Relevent methods in multi-view learning are
elaborated. Finally, some applications of interest are provided.
2.1 Subspace Learning
Subspace learning is an important data analysis approach which is used to extract
salient features from data. The main idea is to project the high-dimensional data into
the low-dimensional space by fitting certain criteria, so that the relevant information
to the subsequent processing is maintained [12, 13]. This type of approaches can be
classified into three categories, based on the availability of class labels: unsupervised
methods, supervised methods and semi-supervised methods. Unsupervised methods
learn the underlying data patterns by using the similarities between samples. Traditional
methods like principal component analysis (PCA) belong to this category. Supervised
methods are effective in extracting discriminative features from the labeled data, and thus
leading to good results in classification. Linear discriminant analysis (LDA) as the most
representative supervised method, shows superior results in face recognition compared
to PCA [14]. Semi-supervised methods make use of both labeled and unlabeled data,
e.g. semi-supervised discriminant analysis (SDA) extends the objective function of LDA
by using a graph-based regularization term. Many subspace learning methods can be
described as specific cases of the graph embedding framework [15]. We describe these
techniques in details in following sections.
2.1.1 Graph Embedding
Graph embedding has been considered as a general framework for dimensionality
reduction [15, 16]. The basic idea is to find a mapping function F : X ∈ RD×N → Y ∈
Rd×N to map the data from the original high-dimensional space to a low-dimensional
space, where D > d is the dimensionality of the feature space and N is the number of
samples. The function F can be linear or nonlinear, implicit or explicit, depending on the
method used to define the data projection. The method assumes that we can develop
15
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a weighted graph G = {X,V} with similarity matrix V ∈ RN×N over the training data
X = [x1, · · · ,xN ] ∈ RD×N . A graph Laplacian matrix L = D−V can then be defined,
where
D[i, i] =
∑
j
Vij , and D[i, j] = 0 for ∀i 6= j. (2.1)
We also define a penalty graph Gp = {X,Vp} formed by the same vertices X but using
a different similarity weight matrix Vp. The data is projected to a latent space, where the
similarity charateristics of Vp are suppressed. Considering the sample-wise projection to
y = [y1, y2, · · · , yN ] ∈ Rd, the graph-preserving objective is
W∗ = arg min
Tr(yCy>)=q
∑
i 6=j
‖yi − yj‖2Vij = arg min
Tr(yCy>)=q
y Ly>, (2.2)
where q is a constant and C is a matrix used to constrain the minimization of the objective
function. C is also a diagonal matrix for scale optimization, and can also be the Laplacian
matix of a penalty graph Gp. In the latter case, C = Lp = Dp −Vp. Similar to (2.1), Dp
is the diagnal matrix. The graph-preserving objective is the criterion of graph embedding
for all vertices. While the graph vertices in direct graph embeddings only presents the
training data, it can be extended to new test data in the original feature space.
The mapping F : X→ Y defined by 2.2 can take three forms:
Linear: We consider linear projections of the original data xi ∈ RD to a low-dimensional
feature space Rd, d < D, which is expressed as Y = W>X, where W ∈ RD×d is the
data projection matrix. The objective function in (2.2) can be expressed as
W∗ = arg min
Tr(W>XCX>W)=q
∑
i 6=j
‖W>xi −W>xj‖2Vij = arg min
Tr(W>XCX>W)=q
W>XLX>W,
(2.3)
Kernel-based: The idea behind kernel methods is to map the data from the original
feature space RD to a higher dimensional Hilbert space F . Let us define φ(·) as the
nonlinear function mapping xi ∈ RD to F , and Φ = [φ(x1), . . . ,φ(xN )] as the data matrix
in F . The kernel trick [17] is exploited in order to implicitly map the data to arbitrary space
F , and the kernel matrix K = Φ>Φ contains the inner products between the training
samples in the Hilbert space, which can also be written as
[K]ij = κ(xi,xj)] = φ(xi)>φ(xj), (2.4)
where κ(·, ·) is the so-called kernel function. The centered Gram matrix is K¯ = K −
1
N 1 K− 1NK 1> + 1N2 1K 1, where 1 ∈ RN×N is an all-ones matrix. In order to find the
optimal projection, we can express W of each view as a linear combination of the training
samples in the kernel space based on the Representer Theorem [18, 19]. The data
projecttion matrix can be expressed by using a new weight matrix A as
W = ΦA. (2.5)
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The feature mapping in kernel methods can be derived as
Y = W>Φ = A>Φ>Φ = A>K. (2.6)
The objective function in (2.2) is written as
A∗ = arg min
Tr(A>KCKA)=q
∑
i 6=j
‖A>ki −A>kj‖2Vij = arg min
Tr(A>KCKA)=q
A>K L KA (2.7)
Neural networks-based: The data mappnig F can take the form of a neural network with
M layers, where θj contains the weight parameters in the jth layer, j = 1, . . . ,M . The
network weights Θ = [θ1, . . . ,θM ] are learned by applying stochastic gradient descent
(SGD), and F( · ; Θ) is a nonlinear mapping function which maps X to the representation
of the last hidden layer Z of the network, i.e.
Z = F(X; Θ). (2.8)
Θ is the weight matrix trained by applying backpropagation in the network. The objective
function in (2.2) for feature mapping using the hierarchical representation obtained using
the neural network is expressed as
W∗ = arg min
Tr(W>ZCZW)=q
W>ZLZ>W (2.9)
= arg min
Tr(W>W)=q
W>ZLZ>W
W>ZCZ>W , (2.10)
where C is the Laplacian matrix of the penalty graph Gp. The optimization problems in
(2.3), (2.7) and (2.10) can be solved as a generalized eigenvalue problem in the following
Lv = λC v, (2.11)
where λ is the set of eigenvalues and v is the set of eigenvectors.
2.1.2 Dimensionality Reduction
2.1.2.1 Unsupervised Methods
PCA is the classical method for dimensionality reduction by maximizing the variance of
data in the projection space. PCA makes three general assumptions:
1. Linearity: PCA is limited to re-expressing the data as a linear combination of its
basis vectors.
2. The data with large variances contains important structure. Specifically, by as-
suming the data has a high signal to noise ratio, principal components with larger
associated variances represent interesting information.
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3. The principal components are orthogonal. It allows an intuitive simplification which
makes PCA solvable with linear algebra decomposition techniques.
The detailed process is summarized as follows. Given X ∈ RD×N , where D is the
number of dimensions and N is the number of samples, we firstly center the data
X¯ = X− 1NX. Then, the SVD is calculated to the half of the input data which is 1√N X¯>,
or the eigenvectors of the covariance (ΣX = 1NXX>). W is a subset of the eigenvectors
corresponding to the leading eigenvalues. Finally, we can project X to the new space Y
with a reduced dimensionality as Y = W>X.
PCA finds and removes the projection directions with minimal variance, which can be
expressed in graph embedding as
W∗ = arg max
W>W=1
W>ΣW, (2.12)
where Σ = 1NX(I− 1N ee>)X> is the covariance matrix, e is an N-dimensional vector of
ones and I is an identity matrix.
Partial least squares (PLS) regression [20] also finds a linear combination of input basis
vectors for regression. It peroforms the eigenanalysis of a variance matrix between
inputs X and Y. As in the case of PCA, the scaling of the variables has a impact on the
solutions of the PLS. When expressing the PLS as a graph embedding , the variance
between X and Y, i.e.
Σ =
 0 ΣXY
ΣXY 0
 (2.13)
is used in (2.12).
2.1.2.2 Supervised Methods
Linear Discriminant Analysis (LDA) [21] finds a projection by maximizing the ratio of the
between-class scatter to the within-class scatter. Let us define by µc the mean vector of
the c’th class, formed by Nc samples, and µ the global mean. Then, LDA optimizes the
following criterion:
J = arg max
W>W=I
Tr(W>P W)
Tr(W>Q W) = arg maxW>W=I
Tr(W>XCX>W)
Tr(W>XL X>W) , (2.14)
where
P =
C∑
c=1
Nc(µc − µ)(µc − µ)> = X
( C∑
c=1
1
Nc
ecec> − 1
N
e e>
)
X>, (2.15)
Q =
N∑
i=1
(xi − µc)(xi − µc)> = X
(
I−
C∑
c=1
1
Nc
ecec>
)
X>. (2.16)
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Nonlinear extensions with kernels include KDA [22] and KRDA [23].
Locality Preserving Projections (LPP) [24] seeks the k nearest neighbors of the sample xi,
among the samples having the same class label as xi. It preserves the local information,
and obtains a latent space which contains the salient manifold structure. The data
projection matrix W is obtained using the same generalized optimization form as (2.14),
while its graph Laplacian matrix C of the penalty graph is formulated by integrating the
discriminative information as follows
C =
e−
‖xi−xj‖2
2σ2 , if xi ∈ Nk(xj) or xj ∈ Nk(xi);
0. otherwise.
(2.17)
2.2 Regularization
A model is trained involving all D dimensions, but the estimated coefficients are shrunken
towards zero relative to the least squares estimates. The regularization method also
known as shrinkage has the effect of reducing variance and can perform variable selection
[25]. It has been largely applied to tackle model overfitting. We discuss several recent
techniques for regularization.
2.2.1 `p-norm Regularization
An additional regularization term is added to the objective function to reduce the model
complexity. Suppose we have a loss function L(X,y|θ), the regularized objective then is
Lˆ(X,y|θ) = L(X,y|θ) + αR(θ), (2.18)
where R(θ) is the regularization term, and α is a control parameter.
The general form of `p-norm based regularization is R(θ) =
∑
j ‖θj‖pp. When p ≤ 1, the
objective is a convex optimization problem. In particular, the `2-norm regularization is
commonly used which is known as weight decay. When p ≤ 1, the resulting regularization
exploits the sparsity of the objective function with a non-convex optimization.
2.2.2 Dropout and DropConnect
Dropout [26, 27] has been originally proposed as a regularization strategy for neural
networks training. It prunes the neurons in the network to effectively regularize the model
in an online fashion. It can be also considered analogously as a bagging ensembles of
many large neural networks, which learns the network output weights. The outputs of the
synthetic hidden layer by dropout is written as
z = mi,t ◦ψi,t(W>x), i = 1, · · · , N, t = 1, · · · , T, (2.19)
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where ◦ denotes the Hadamard product of two vectors and mi,t ∈ Rnl is a binary mask
vector with each element equal to 1 with probability p and equal to 0 with (1 − p), and
nl the number of neurons in the lth layer. We denote i as the number of samples, and
t is the epoch of network training. The binary mask mi,t is selected independently for
each sample from a Bernoulli distirbution and changes over the training iterations, and
therefore, the trained model is a bagged ensemble of neural networks. The difference with
a traditional bagging method is that the neural networks using bagging share parameters
from the original (full) neural network.
Besides dropout regularization, we can also set the elements of output weight matrix W
to zero, which effectively drops the connections between neurons. The synthetic hidden
layer outputs by DropConnect are
z = ψi,t(M ◦W>)x), t = 1, · · · , N, t = 1, · · · , T, (2.20)
where Mi,t ∈ Rnl×n(l−1) is a binary mask matrix with its elements equal to 1 with
probability p and (1 − p) otherwise. Both Dropout and DropConnect use the masked
versions of weight for nerual network training.
2.3 Multi-view learning
2.3.1 Overview
In general, a view is referred to as a group of features extracted from a domain or modality.
The modern process of data acquisition across various sensory modalities gives rise
to the heterogeneous property of data. Multiple features can be generated in diverse
domains or using different descriptors to represent the same data sample. Multi-view
learning is the set of methods which leverage the information of heterogeneous data [4].
The goal of multi-view learning is therefore to integrate multiple views to make effective
decisions.
There is a considerable difference between conventional machine learning algorithms
and multi-view learning. The former takes a single-view input or a concatenation of
multiple views, trains a model and generates an output of single view. By contrast, its
multi-view counterpart joinly learns a model by optimizing a function from the multiple
views, and make predictions using the enriched information. Methods to exploit the
sensory redundancies, which contains both common and complementary information,
can be classified into three groups, including subspace learning, co-training and multiple
kernel learning.
We can categorize the methods of multi-view learning based on the tasks that we
want to achieve [28]: representation, translation, alignment, fusion and co-learning.
Representation learning is a task to extract a feature representation by learning a mapping
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function from the original data. Subspace learning providing a compact representation
belongs to this category. Translation considers feature mapping from one modality to
another, so that a cross-view learning can be achieved. Alignment is to find the matches
in elements between modalities. Fusion aims to integrate the multi-view information for
making predictions. Multiple kernel learning belongs to this category. Finally, co-learning
considers transferring knowledge across modaltiies. Co-training and zero-shot learning
are examples of this type of methods. We will elborated the important multi-view learning
methods in the following sections.
2.3.2 Multi-view Subspace Learning
The challenge in multi-view learning is that there exists a large discrepency between
views. Mapping each of the views to their own subspace does not provide good matches
between projected features. Multi-view subspace learning mitigates the problem by
projecting them into a common latent space by optimizing a joint criterion. We present
this idea in Figure 2.1.
Rd×N
X=[ x1x2⋮xn]
W
Y
Rd×N
X 1=[ x1x2⋮xn ]
W
Y
X 2=[ x1x2⋮xn ]
1
W2
X 3=[ x1x2⋮xn ]
W3
1
Y3 Y2
Single-view subspace learning Multi-view subspace learning
Figure 2.1: Single-view subspace learning projects one input to a latent space, while multi-view
subspace learning leverages a common space from multiple inputs.
2.3.3 Unsupervised Multi-view Subspace Learning Methods
2.3.3.1 Linear CCA
Canonical Correlation Analysis (CCA) [29, 30] is a conventional statistical technique
which finds the maximum correlation between two sets of data samples X1 ∈ RD1×N
and X2 ∈ RD2×N using the linear combination Y1 = W>1 X1 and Y2 = W>2 X2. W1 and
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W2 are determined by optimizing:
J = arg max
W1,W2
corr(W>1 X1,W>2 X2) (2.21)
= arg max
W1,W2
W>1 Σ12W2√
W>1 Σ11W1 ·
√
W>2 Σ22W2
, (2.22)
where
Σ =
[
Σ11 Σ12
Σ21 Σ22
]
= 1
N
[
X¯1X¯>1 X¯1X¯>2
X¯2X¯>1 X¯2X¯>2
]
(2.23)
2.3.3.2 Kernel CCA
Kernel CCA finds the maximum correlation between two views after mapping them to the
kernel space [31]. It is expressed mathematically as
J = arg max
W1,W2
corr(W>1 Φ1,W>2 Φ2) (2.24)
Using the kernel trick [17] and the Representer Theorem in (2.5), the objective function
for the kernel CCA becomes
J = arg max
Tr(A>1 CA2)=p
A>1 K1K2 A2√
A>1 K1K1 A1 ·
√
A>2 K2K2 A2
. (2.25)
2.3.3.3 Deep CCA
Deep CCA maximizes the correlation between a pair of views by learning nonlinear
representations from the input data through multiple stacked layers of neurons [32, 33].
A linear CCA layer is added on top of both networks, and the inputs to the CCA layer
depend on the network outputs Z1 and Z2. Similar to the nonlinear case in (2.25), a
modified objective function min
W1,W2
− 1N Tr
(
W1>Z1 Z>W2
)
is optimized, where W1,W2
are the projection matrices in the CCA layer, and the correlated outputs are Y1 = W>1 Z1
and Y2 = W>2 Z2. A modified SGD method is developed with respect to the inputs
Z1 and Z2 to the linear layer, which are also the outputs from the two networks. The
objective function is expressed as Tr
(
W>1 Z1 Z>2 W2
)
= Tr(T>T) 12 , which describes
the correlation as the sum of the top d singular vectors of T = Σ−1/211 Σ12Σ
−1/2
22 whose
definition can be found in [34]. The projection matrices are obtained from the singular
value decomposition of T, as T = W1DW>2 . The gradient is then computed as
∂(Tr(T>T) 12 )
∂Z1
= 2∆11Z1 + ∆12Z2, (2.26)
where
∆12 = Σ−1/211 W1W>2 Σ
−1/2
22 (2.27)
∆11 = −12Σ
−1/2
11 W1DW>1 Σ
−1/2
11 . (2.28)
and ∂(Tr(T>T) 12 )/∂Z2 takes the symmetric form of the above definition.
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2.3.4 Supervised Multi-view Subspace Learning Methods
2.3.4.1 Multi-view Discriminant Analysis (MvDA)
MvDA [35] is the multi-view verison of LDA which maximizes the ratio of the traces of
the between-class scatter matrix to that of the within-class scatter matrix. Its objective
function is
J = arg max
W
Tr(SB)
Tr(SW )
, (2.29)
where the between-class scatter matrix is
SB =
V∑
i=1
V∑
j=1
W>i Xi
( C∑
c=1
1
Nc
ecec> − 1
N
e e>
)
X>j Wj , (2.30)
and the within-class scatter matrix is
SW =
V∑
i=1
V∑
j=1
W>i Xi
(
I−
C∑
c=1
1
Nc
ecec>
)
X>j Wj . (2.31)
W contains the eigenvectors of the matrix S = SW−1SB corresponding to the leading d
eigenvalues λi.
2.3.5 Multi-view Uncorrelated Discriminant Analysis (MvUDA)
Multi-view Uncorrelated Discriminant Analysis is an extension of MvDA inspired by the
uncorrelated discriminant transform in [36]. We consider the method in 2 views. Following
the same form of objective function as MvDA in (2.29), it multiplies a uncorrelated term
with between-class scatter matrix, and the solution is[
P1 0
0 P2
][
Sb1 γΣ12
γΣ12 Sb2
][
W1
W2
]
= λ
[
Sw1 012
0 σSw2
][
W1
W2
]
, (2.32)
where P1 and P2 uncorrelate the between-class scatters, and are expressed by
P1 = I− Sw1W>1 (W1Sw1W>1 )−1W1,
P2 = I− Sw2W>2 (W2Sw2W>2 )−1W2.
γ and σ are scaling parameters.
2.3.6 Semi-supervised Learning
Co-training method [37] is a semi-supervised learning method which maximizes the
mutual agreement on a pair of distinct views of the unlabeled data. It provides a superior
classification performance under the following assumptions.
• The training samples contain two sufficient sets of features (X1,X2), while each
sample has two corresponding views (x = [x1,x2]).
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• The two views are independent given the class label, i.e.
P (X1|X2,y) = P (X1|y), (2.33)
P (X2|X1,y) = P (X2|y).
• The two views are consistent:
∃f1, f2 : fco-trained(X) = f1(X1) = f2(X2). (2.34)
The method has been well recognized, and many efforts have been made beyond its
original usage in text mining for search engine. Expectation-maximization (EM) was
successfully applied to classify new samples between classifiers using a probabilistic
approach [38]. Multi-view spectral clustering is enabled by introducing a co-regularization
to the clustering in [39]. Bayesian view of co-training is developed in [40]. Co-training is
also extended for learning to rank in [41].
2.4 Applications
Multi-view subspace learning can be used in numerous application domains. In the
following, we briefly describe the major applications used in the thesis to evaluated the
performance of the proposed methods.
2.4.1 Cross-modal Multimedia Retrieval
Traditional multimedia retrieval applications consider unimodal scenarios. Typical ex-
amples in this case include text search by matching strings or related topics, and
content-based image retrieval [42, 43]. In contrast to unimodal solutions, multimodal
retrieval systems have been developed mainly about image retrieval using text queries
[44, 45, 46, 47]. Large multimedia repositories such as TRECVID [48] and ImageCLEF
[49] have been collected to study and evaluate the retrieval over multiple modalities.
However, these methods are still based on the unimodal approach, e.g. people use text
queries to match the tags surrounding the images to search for the relevant images.
There is an increasing amount of efforts in cross-modal retrieval. Traditionally, the
text annotations of images can be scarsely found. Thanks to sensor technologies and
popularity of internet services, there is an explosion of multimedia content avaiable online,
and these data are richly annotated with full descriptions. Manifold learning has been
successfully applied from a matrix of distances between multimodal objects [50, 51, 52].
The multimodal distances are formulated as a function of distances between each pair of
modalities, which allows mis-matched pairs. However, it limits the queries to the training
set which is used to learn the manifold. Recently, a new cross-modal retrieval method [3]
is developed by exploiting the correlation between modalities and mapping the feature
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in the latent space towards to the semantic labels. Superior retrieval performance has
demonstrated the effective combination of correlation and semantic matching.
A very big building with many windows and a clock on it.
A very old tall building with a large clock tower sticking out of it.
The clock tower stands high above the city.
A clock that is on the side of a large building.
The bridge is in front of a huge building with a clock tower in the middle of it.
An open laptop sits on a desk in front of a window.
An Apple laptop sitting on a wooden desk.
An Apple laptop sitting on a wooden desk in an office.
An Apple laptop on a desk in an office.
A desk with a laptop sitting on top of it.
Text Space
Image Space
Latent Space Semantic Space
Semantic 
Concept1: Car
Semantic 
Concept2: Building
Semantic 
Concept3: Bedroom
Figure 2.2: An illustration of cross-modal image retrieval.
2.4.2 Zero-shot Object Recognition
Zero-shot object recogntion [53] is an emerging topic which aims to recognize objects
of unseen classes. It is inpired from the real-world scenario of human categorizing new
objects or generalizing novel concepts. The approach has a strong connection with
learning to learn [54], and lifelong learning [55]. The main idea is to establish a relation
from the objects in the source domain (seen classes) to the target domain (unseen
classes) using a universal semantic representation. There are several ways to generate
the semantic representation or attributes, which includes user-defined attributes [56, 57],
relative attributes [58, 59, 7], and data-driven attributes [60, 61]. The transferrable
knowledge enables the object recognition of unseen classes. Visual features are mapped
to the latent space of semantic representations. The unlabeled target class is projected
in the same space. One major problem of zero-shot recognition is that data distribution of
the source classes and target classes is different, and therefore a domain shift is found
when projecting both data from both domains to the same latent space. The problem
is allieviated by introducing a multi-view semantic latent space which fuses data from
multiple modalities [7].
2.4.3 Face-sketch Recognition
Face-sketch recognition is an important application enabling searches of potential sus-
pects in a mugshot database created by law enforcement. The main idea is to shortlist the
photos in the database which may match to the face of the suspect. Usually, sketches are
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drawn based on the description by the eyewitness, and the most distinctive facial features
are presented on the sketches. However, sketching a face involves many psychological
factors, which may result in misleading face recognition. Some examplar images from
the face-sketch database are shown in Figure 2.3.
Figure 2.3: Examplary face-sketch image pairs in the CUFSF dataset [1].
Subspace learning has been successfully applied in the face-sketch recognition [62, 63].
Linear mappings between faces and sketches using PCA was introduced in [62]. Kernel-
based LDA was also applied as the nonlinear mappings based on image patches [63].
Another extension in [64] is to perform random feature sampling and calculate kernel
prototype similarities before applying LDA. There are many efforts which project both
modalities into a common subspace. For example, coupled discriminant analysis is
introduced in [65] to learn from faces and sketches in a common latent space. Directly
learning the image filters from the raw faces and sketches simultaneously also shows its
effectiveness in heterogeneous face recognition [66]. Image patches are represented
using Markov random fields to incorporate the spatial information in patch neighborhoods
[67]. A novel similarity metric is also proposed to calculate the distance between faces
and sketches.
2.4.4 Learning to Rank
Ranking problems can be found in numerous applications, for example ratings of food or
movies, image retrieval and ranking [68, 69], image quality ratings [70], online advertising
[71], and text summarization [41]. In general, there is a series of data pre-processing and
indexing to generate the pairs of queries and samples for matching. The ranker, which is
the key comoponent, provides a relevance score between each pair of query and sample.
The score can be calculated based on some heuristic measure or learning approach.
Learning to rank aims to optimize the combination of data representation for ranking
problems [72]. We present its framework in Figure 2.4. Suppose we have N training
samples, which consists of qtr,Xtr and ytr. Xtr = [x1,x2, · · · ,xN ]> is the feature vec-
tors of the training data, where xn ∈ RD represents its nth sample. qtr = [q1, q2, · · · , qn]
is the corresponding query and ytr = [y1, y2, · · · , yn] is the relevance, respectively. A
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ranking model h is learned over the training data, and makes predictions over the test
data qte,Xte. We predict its relevance h(qte,Xte) using the trained model h.
Training Data
Ranking Model
Test Data
Learn
Predict
Prediction
Figure 2.4: The framework of Learning to Rank.
Solutions to this problem can be decomposed into several key components, including the
input feature, the output vector and the scoring function. The framework is developed by
training the scoring function from the input feature to the output ranking list, and then,
scoring the ranking of new data. Traditional methods also include engineering the feature
using the PageRank model [73], for example, to optimally combine them for obtaining the
output. Later, research was focused on discriminatively training the scoring function to
improve the ranking outputs. The ranking methods can be classified in three categories
for the scoring function: the pointwise approach, the pairwise apporach, and the listwise
approach.
The pairwise approach is considered in the thesis and therefore reviewed thoroughly
as follows. A neural network which learns a preference function was developed in [74]
to directly evaluated the pairwise order between pairs of documents. RankNet [75]
learns a neural network to optimize the pairwise ranking loss using a cross-entropy
loss. The pairwise methods generally assume the scoring function to be linear [76], so
the ranking data can be easily transformed to orders in pairs. The transformed data
enables a binary classification for ranking, and therefore numerous classifiers have been
applied. Adaboost algorithm [77] was successfully applied by iteratively reducing the
classfication errors between each pair of documents, which can subsequently improve
the overall output. Ranking SVM [78] adopted SVM to perform pairwise classification.
GBRank used Gradient Boost Trees [79] in ranking documents. Semi-supervised multi-
view ranking (SmVR) [41] is a co-training extension to ranking. Recently, there is an
increasing amount of research in optimizing the evaluation metric for ranking. Examples
include AdaRank [80], which optimizes the ranking errors iteratively, and LambdaRank
[81]. While certain success has been obtained by the aforementioned methods, ranking
multi-facet documents is important yet few can be found in literature [82, 83, 84].
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2.4.4.1 Bipartite Ranking
The pairwise transform is critical for the success in ranking and therefore described
explicitly in this section. The training data is defined in query-sample pairs {(xqi ,yqi )},
where q ∈ {1, 2, . . . , Q}, xqi ∈ Rd is the d-dimensional feature vector for the pair of query
q, the i-th sample, yqi ∈ {0, 1} is the relevance score, and the number of query-specific
samples is Nq. The pairwise transformation to generate the query-sample pairs, so that
only the samples that belong to the same query are evaluated [76].
The relevance between each pair is defined as
pqi (φ) =
1
1 + exp(φ(xi)− φ(xq)) ,
where φ : x → R is the linear scoring function as φ(x) = a>x, which maps the input
feature vectors to the scores. Due to its linearity, we can transform the feature vectors
and relevance score into (x′k,y′k) = (xq − xi,yqi ). In case of the ordered list (r) as the raw
input, each data sample xi paired with its query xq is investigated, and their raw orders
(ri, rq) are transformed as yqi = 1, if ri < rq; y
q
i = 0, else if ri > rq. In pairwise ranking,
the relevance yqi = 1, if the query and sample are relevant, and y
q
i = 0, otherwise.
The feature difference (x′k,y′k) becomes the new feature vector as the input data for
nonlinear transforms and subspace learning. Therefore, the probability can be rewritten
as
pk(φ) =
1
1 + exp(−φ(x′k))
= 11 + exp(−a>x′k)
. (2.35)
The ranking loss is formulated as the cross entropy loss such that,
`Rank = arg min
Q∑
q=1
Nq∑
i=1
(
yqi log p
q
i ) + (1− yqi ) log pqi )
)
= arg min
K∑
k=1
(
y′k log pk) + (1− y′k) log pk)
)
, (2.36)
which is proved in [75] that it is an upper bound of the pairwise 0-1 loss function and
optimized using gradient descent. The logistic regression or softmax function in neural
networks can be used to learn the scoring function.
3 Contributions
This chapter describes the novel contributions of the thesis. We will begin with the
generalized multi-view embedding method, which is the major contribution of the the-
sis. Its extention to a multi-view non-parametric method exploiting the class boundary
structure and discrepancy in views is subsquently described. Additionally, the dropout
regularization is introduced to the linear multi-view analysis. Finally, we will present
composite ranking methods for ranking problems which enhance the joint ranking with
minimum loss from each ranking source.
3.1 Generalized Multi-view Embedding
We propose a unified solution for multi-view subspace learning which generalizes several
statistical, supervised and nonlinear embeddings. Here, we solve the generalized
optimization problem
J = arg max
W
Tr(W>PW)
Tr(W>QW) (3.1)
where P and Q are the matrices describing properties of the data to be maximized and
minimized, respectively, through embedding. We consider it as the uniform objective
function, reaching out to a large number of subspace learning methods. A generalized
eigenvalue problem is addressed when maximizing the criterion:
PW = ρ QW, (3.2)
and the solution is given in the following form:
W =

W1
...
WV
 and ρ =
d∑
i=1
λi. (3.3)
W, ρ are the generalized eigenvector and the sum of the top d generalized eigenvalues
λi, respectively. W contains the projection matrices of all views, and ρ is the value of
Rayleigh quotient in (3.1). The nonlinear multi-view embeddings can be achieved by
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using kernel-based mappings, or (deep) neural networks optimized by SGD. In the case
of linear projections, i.e. when Y = W>X, we derive the objective function based on
[15, 85] as follows
J = arg max
W>W=I
Tr(W>XL′X>W)
Tr(W>XLX>W) . (3.4)
In the kernel case, we have
J = arg max
A>KA=I
Tr(A>K L′KA)
Tr(A>K L KA) . (3.5)
In the above, we define L as the total graph Laplacian matrix. Similarly, the penalty graph
Laplacian matrix is denoted by L′.
In the case of the nonlinear embedding using neural networks, we apply a joint linear
embedding layer on top of the neural networks Fv, where v = 1, · · · , V . The scheme is
presented in Figure 3.1. We train V sub-networks whose outputs are projected to a com-
mon subspace using a linear projection Wv. We denoteF(X) = [F1(X1), · · · ,FV (XV )]>
as the concatenation of the neural network outputs. By doing so, the objective has the
same form as in the linear case. By following the direction of the gradient for training the
neural network, we optimize the Rayleigh quotient criterion with respect to the nonlinear
feature representation from each view in the last hidden layer of the networks. The entire
network is trained in a single optimization process.
Neural Network 
Neural Network 
Neural Network 
Figure 3.1: Schematic presentation of Multi-view (Deep) Embedding Networks.
We illustrate the proposed framework graphically in Figure 3.2. Suppose we initially
extract three types of low-level features from images, texts, and intermediate representa-
tions. The multimodal features are projected using either linear or nonlinear projections
to the common latent space. The projected features characterize the properties of
the intra-view compactness and inter-view separability based on the Rayleigh quotient
criterion.
3.1.1 Scaling Up the Inter-view and Intra-view Covariance Matrices
Numerous statisitical subspace learning methods can be generalized in the form of (3.1)
by scaling up the inter-view and intra-view covariance matrices. Multi-view CCA (MvCCA)
presented in [P1] maximizes the correlation between all pairs of views. Its objective can
be rephrased as maximizing the inter-view covariance while minimizing the intra-view
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RD ×N
RD ×N2
Text Space
R
Attribute Space
R
Φ
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Figure 3.2: Overview of the generalized multi-view embedding: Features from different modalities
are extracted and either linearly or nonlinearly mapped into the common subspace by maximizing
the Rayleigh quotient criterion [P1].
covariance in the latent space. Therefore, we consider inter-view covariance matrices
between different view representations in P and the covariance matrices of each view
in Q. Multi-view PLS (MvPLS) maximizes the inter-view covariance directly, and its
difference with MvCCA is the intra-view minimization. Taking the class discrimination into
consideration, the proposed multi-view modular discriminant analysis (MvMDA) extends
to separate the data of different classes between views while making the intra-class data
compact. We present the structure of P and Q for each method in Table 3.1.
3.1.2 Linear Subspace Learning
When the subspace projection is linear, we can obtain the latent feature vectors from
each view as
Yv = W>v Xv, (3.6)
which corresponds to the case on the top of Figure 3.2 using the linear feature mappings.
Its projection matrix is obtained by directly solving the generalized eigenvalue problem
in (3.2). Multi-view CCA minimizes the diagnal matrix and maximizes the off-diagonal
matrix of the total covariance matrix shown in Table 3.1. we derive its projection matrix
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Table 3.1: The matrices P and Q for the proposed multi-view CCA, PLS and MvMDA [P1].
P Q
MvCCA

0 Σ12 · · · Σ1V
Σ21 0 · · · Σ2V
...
...
. . .
...
ΣV 1 ΣV 2 · · · 0


Σ11 0 · · · 0
0 Σ22 · · · 0
...
...
. . .
...
0 0 · · · ΣV V

MvPLS

0 Σ12 · · · Σ1V
Σ21 0 · · · Σ2V
...
...
. . .
...
ΣV 1 ΣV 2 · · · 0


I 0 · · · 0
0 I · · · 0
...
...
. . .
...
0 0 · · · I

MvMDA

P11 P12 · · · P1V
P21 P22 · · · P21
...
...
. . .
...
PV 1 PV 2 · · · PV V


Q11 0 · · · 0
0 Q22 · · · 0
...
...
. . .
...
0 0 · · · QV V

by optimizing the criterion
J = arg max
Wv,v=1,...,V
Tr
(
V∑
i=1
V∑
j 6=i
j=1
W>i Xi L X>j Wj
)
Tr
( V∑
i=1
W>i Xi L X>i Wi
) , (3.7)
where the Laplacian matrix L = I− 1N e e>.
Multi-view PLS considers the penalty graph only, and its objective is to maximize the
cross-covariance matrices between different views, as follows:
J = arg max
W>W=I
Tr
( V∑
i=1
V∑
j 6=i
j=1
W>i Xi L X>j Wj
)
. (3.8)
We propose two new methods for multi-view LDA. The first approach is the multi-view
extension of the standard LDA, and maximizes the distance between class centers of
each view pair. Its between-class scatter SB is
SB =
V∑
i=1
V∑
j=1
C∑
p=1
C∑
q=1
p 6=q
(mip −mjq)(mip −mjq)>
=
V∑
i=1
V∑
j=1
W>i XiLBX>j Wj , (3.9)
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and the between-class Laplacian matrix is
LB =

2
C∑
p=1
C∑
q=1
p 6=q
(
V
N2p
ep e>p −
1
NpNq
ep e>q
)
if i = j,
−2
C∑
p=1
C∑
q=1
p 6=q
1
NpNq
ep e>q if i 6= j.
(3.10)
mip denotes the mean from the ith view of the pth class in the latent space, and ep is
the N -dimensional class vector, with Np as the number of samples in the pth class. The
class q is different from the class p.
Moreover, we also consider maximizing the distance between different view-specific class
centers in the between-class scatter matrix. As the objective is to maximize the sample
distances from the subclasses of each specific view, we name the method as Multi-view
Modular Discriminant Analysis (MvMDA). The corresponding multi-view between-class
scatter matrix is
S′B =
V∑
i=1
V∑
j=1
C∑
p=1
C∑
q=1
p 6=q
(mip −miq)(mjp −mjq)>
=
V∑
i=1
V∑
j=1
W>i XiL′BX>j Wj , (3.11)
and the Laplacian matrix is
L′B = 2
C∑
p=1
C∑
q=1
( 1
N2p
ep e>p −
1
NpNq
ep e>q ). (3.12)
[P1] also provides a detailed derivation of the difference between the two multi-view
LDA methods, which is that SB has the term 1N2c (V − 1)
V∑
i=1
C∑
c=1
W>i Xiece>c X>i Wi, while
S′B has the term 1N2c
V∑
i=1
V∑
j=1
j 6=i
C∑
c=1
W>i Xiece>c X>j Wj . This difference suggests that the
first proposal only considers the maximum of the intra-view distances, while the second
proposal can maximize the distance between different views. It was also shown in the
experiments that the second approach achieves better results. The within-class scatter
matrix for both methods is formulated by directly scaling the single-view scatter matrix,
i.e.
SW =
V∑
i=1
W>i Xi
(
I−
C∑
c=1
1
Nc
ecec>
)
X>i Wi
=
V∑
i=1
W>i Qii Wi, (3.13)
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where Qii = XiLWX>i , and LW = I−
C∑
c=1
1
Nc
ecec>. From (3.9) and (3.13), it is shown
that the between-class and within-class scatters are equivalent to the projected inter-view
and intra-view covariance, respectively. That is, the objective function is optimized as
follows
J = arg max
Wv,v=1,...,V
Tr
( V∑
i=1
V∑
j=1
W>i XiL∗BX>j Wj
)
Tr
( V∑
i=1
W>i XiLWX>i Wi
) , (3.14)
where L∗B is denoted as the Laplacian matrix of either LB or L′B .
3.1.3 Kernel-based Nonlinear Subspace Learning
We also derive the nonlinear multi-view embedding using kernel-based feature mappings.
Exploiting the kernel trick in (3.30) and the Representer theorem in (2.5), the mapping is
expressed as follows
Yv = A>v Φ>v Φv = A>v Kv. (3.15)
The criterion of kernel multi-view CCA is then,
J = arg max
Kv,v=1,...,V
Tr
( V∑
i=1
V∑
j 6=i
j=1
A>i Ki L KjAj
)
Tr
( V∑
i=1
A>i Ki L KiAi
) , (3.16)
where the matrix Av can be obtained from (3.2).
Kernel multi-view PLS maximizes the covariance between different view pairs in the
kernel space and its objective function is
J = arg max
Kv,v=1,...,V
Tr
(
V∑
i=1
V∑
j 6=i
j=1
A>i Ki L KjAj
)
. (3.17)
The criterion for kernel multi-view discriminant analysis is
J = arg max
Kv,v=1,...,V
Tr
( V∑
i=1
V∑
j=1
A>i KiL∗BKjAj
)
Tr
( V∑
i=1
A>i KiLWKiAi
) (3.18)
3.1.4 Nonlinear Subspace Learning using (Deep) Neural Networks
Moreover, neural networks are employed for multi-view embedding, and its nonlinear
data projection of each view through feature mappings is
Yv = W>v h(Xv; Bv) = W>v Hv. (3.19)
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Since the neural network outputs Hv, v = 1, · · · , V are combined by a linear layer as
shown in Figure 3.1, the assembled networks are jointly optimized and the parameters
Bv of all networks are optimized together accordingly. In each training epoch, the data
projection can be considered the same as the linear multi-view embedding with respect
to Hv, and we only need an additional optimization solved by the SGD for updating the
parameters of the networks. An additional constraint to have uni-variant projection can
also be imposed as
V∑
i=1
W>i Hi LH>i Wi = I. (3.20)
We use the above constraint in Deep Multi-view CCA (DMvCCA). The objective of
Deep Multi-view PLS (DMvPLS) is optimized with a constraint to have unit variance
V∑
i=1
W>i Wi = I, while in Deep Multi-view Modular Discriminant Analysis (DMvMDA), we
project the within-class scatter o the identity, i.e. we apply a form of whitening
V∑
i=1
W>i HiLWH>i Wi = I (3.21)
Using the variance constraint, the gradients in DMvCCA and DMvPLS become
∂J
∂Hi =
∂
∂Hi Tr
(
V∑
i=1
V∑
j 6=i
j=1
W>i Hi LH>j Wj
)
=
V∑
i=1
V∑
j 6=i
j=1
Wi W>j Hj L, (3.22)
and the gradient of DMvMDA is expressed by
∂J
∂Hi =
∂
∂Hi Tr
(
V∑
i=1
V∑
j=1
W>i Hi L∗BH>j Wj
)
=
V∑
i=1
V∑
j=1
Wi W>j Hj L∗B , (3.23)
Detailed derivation of (3.22) and (3.23) can be found in [P1].
3.1.5 Results and Discussion
3.1.5.1 Results on Zero-shot Recogntion
We present recognition accuracy using different methods in Table 3.2. A description of
the datasets can be found in the experiment section of [P1]. The linear projection results
are shown in the first block, the second block presents the kernel-based methods, the
results of neural network based methods are shown in the third block, and the last block
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Table 3.2: RECOGNITION ACCURACY (%) on the AwA DATASET [P1].
Method 2 views 3 views 4 views
Proposed LMvCCA 55.86 75.88 82.01
Proposed LMvPLS 58.52 73.59 77.09
Proposed LMvMDA 55.85 77.64 82.88
Proposed SLMvDA 54.58 69.02 70.56
Proposed KapMvCCA 56.41 73.40 74.76
Proposed KapMvPLS 55.58 74.40 75.05
Proposed KapMvMDA 57.19 71.64 75.63
Proposed DMvCCA 51.25 71.12 82.27
Proposed DMvPLS 43.28 68.81 74.63
Proposed DMvMDA 53.87 75.61 83.66
MvDA [35] 49.95 68.55 70.00
GMA [86] 52.12 73.49 78.46
MULDA [87] 55.46 74.13 74.88
TMV-HLP [7] - 73.50 80.50
DCCA2 [32] 50.47 - -
provides comparative results from methods in the literature. LMvCCA perform favorably
comparing to other linear methods while the leading recognition rates can be found in the
nonlinear methods using neural nets with 4 views. We adopt the explicit kernel mappings
using random projections due to the large number of samples. However, the results are
inferior compared to linear methods due to the information loss in sampling [88].
In terms of the detailed performance, the 4-view DMvMDA is reported to have the
best result for zero-shot recognition. We also observe all methods consistently obtain
a better accuracy with more views. Specifically in linear methods, LMvPLS has the
highest accuracy with two input views. while LMvMDA provides a more discriminantive
representation in the latent space leading to a better recognition when more views are
presented. Nonlinear methods using neural networks were inferior to linear method in 2
and 3 views, but the model fitting improves significantly with enriched data from more
views.
3.1.5.2 Results on Cross-modal Image Retrieval
Multi-modal and cross-modal image retrieval are enabled by using the proposed multi-
view embedding method shown in Figure 3.3. Two image-to-text pairs are chosen
randomly as queries, to perform image-to-image retrieval using both the VGG-16 visual
feature and the projected visual feature by the 4-view DCCA. We also perform text-to-
image retrieval by querying the corresponding captions of the query image used in CBIR
in the last column. We observe the CBIR performance can be improved by embedding the
semantic information. Cross-modal image retrieval also provides a satisfying precision.
More results comparing related methods can be found in Table V and VI in [P1].
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Image Query Text Query
1. A very big building with many windows and a clock on it.
2. A very old tall building with a large clock tower sticking out of it.
3. The clock tower stands high above the city.
4. A clock that is on the side of a large building.
5. The bridge is in front of a huge building with a clock tower in the middle of it.
Precision: 53.33% Precision: 86.67% Precision; 100%
(a) Query by original image feature (b) Query by projected image feature (c) Query by text
Image Query Text Query
1. An open laptop sits on a desk in front of a window.
2. An Apple laptop sitting on a wooden desk.
3. An Apple laptop sitting on a wooden desk in an office.
4. An Apple laptop on a desk in an office.
5. A desk with a laptop sitting on top of it.
Precision: 60.00% Precision: 86.67% Precision: 66.67%
(a) Query by original image feature (b) Query by projected image feature (c) Query by text
Figure 3.3: Sample retrieval results on the COCO dataset. The first row of each table presents
the query image and text, and the second row shows the retrieved images by different query types.
False positive results are bounded in red [P1].
3.2 Multi-view Nonparametric Discriminant Analysis
In the previous section, we introduced a group of multi-view embedding methods under
the assumption that classes follow unimodal Gaussian distributions. Here a new criterion
for multi-view discriminant analysis is formulated to enable larger number of projection
directions by relaxing this assumption. It follows the same graph embedding framework
as before; the between-class and within-class scatters are modeled by two different
k-nearest neighbor graphs. We make use of all the samples in the intrinsic and penalty
graphs, and class discrimination is encoded in sub-classes of neighboring samples which
overpasses the assumption about the Gaussian distribution. A weighting scheme of
neighboring sample pairs based on their proximity to the class boundary is introduced,
which improves the feature discriminability in the latent space.
The criterion for multi-view nonparametric discriminant analysis (MvNDA) is
JMvNDA(W) = arg maxW
Tr(SNB )
Tr(SNW )
, (3.24)
where SNB ,SNW denote the nonparametric between-class and within-class scatter matri-
ces, respectively. The data projection W can be obtained by solving the generalized
eigenvalue problem in (3.2). The intrinsic graph is designed to strengthen the intra-view
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class compactness from the subclasses by using the k1-nearest neighbors, and the
within-class scatter matrix is
SNW =
V∑
i=1
W>i Xi(DW −VW )X>i Wi (3.25)
where LNW = DW −VW is the within-class Laplacian matrix and the intrinsic graph VW
is defined as
VWpq =
1, if p ∈ NNk1(q) or q ∈ NNk1(p)0, otherwise. (3.26)
NNk1(p) denotes the index set of the k1 nearest neighbors of the sample xp in the same
class.
The view-specific penalty graph is formulated to encode the variance of the marginal
samples from different classes of the same view as follows:
SVSB =
V∑
i=1
W>i Xi[Q ◦ (DB −VB)]X>i Wi, (3.27)
where LVSB = DB − VB is the between-class view-specific Laplacian matrix, and its
intrinsic graph is characterized as:
VBpq =
1, if (p, q) ∈ NPk2(cp) or (p, q) ∈ NPk2(cq)0, otherwise. (3.28)
NPk2(c) is a set of data pairs which contains the k2 nearest pairs in the set {(i, j), i ∈
pic, j /∈ pic}. The weight matrix Q enhances the feature discrinability by strenghthening
the importance of the samples on the classification boundary. Specifically, the value in Q
goes to 0.5 if the sample falls close to the boundary, but reduces to 0 otherwise. d(p, q) is
the Euclidean distance between two vectors p and q. Q is given by:
Qpq =

min{d(p, q),d(p,NNk2 (p))}
d(p, q)+d(p,NNk2 (p))
if (p, q) ∈ NPk2 (cp)
or (p, q) ∈ NPk2 (cq)
0 otherwise.
The penalty graph is a linear combination of SPB of MvDA (2.30) and SVSB of (3.27) to
enforce both inter-view and intra-view class discrimination
SNB = αSPB + (1− α) SVSB , (3.29)
where α ∈ [0, 1] is a weighting factor which is set close to 1 if the training data has a
Gaussian distribution, and some other value if the data distribution is unknown.
The intrinsic and penalty graphs are illustrated qualitatively in Figure 3.4. The within-class
compactness is enforced by connecting a sample to its k1-nearest-neighbors of the same
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class and view. The between-class separability is also enforced by both connecting
marginal point pairs from the same view but of different classes, and by using the distance
of different class centers.
Between-class 
Separability
Within-class 
Compactness
Penalty GraphIntrinsic Graph
Class 1
Class 2
μ1
μ2
Figure 3.4: The adjacency relationship of the intrinsic and penalty graphs of the proposed MvNDA.
The circular and rectangle dots indicate samples from different views. We illustrate the 2-nearest
adjacencies (i.e. k1 = k2 = 2) of one sample in each class per view origin for clarity [P2].
We also extend to nonlinear multi-view projections by employing kernel-based mapping.
The input feature is mapped to the kernel space Fv using a nonlinear function φ, i.e. Xv ∈
RDv×N φ(·)−→ Φ(Xv) ∈ R|Fv|×N . In Fv, according to the Representer Theorem [18, 19],
the data projection matrix can be expressed as Wv = Φ(Xv)Av and dot products
between data pairs are represented using the kernel matrix Kv = Φ(Xv)>Φ(Xv) [17].
Then,
JMvNDA(A) = arg maxA
Tr(A>K LNB KA)
Tr(A>K LNW KA )
, (3.30)
where LNB = αLPB + (1 − α)LVSB is the between-class Laplacian matrix, and K =
diag(K1, · · · ,KV ). If the direct solution of (3.30) is impractical with a large size of
the training data, we use the approximate kernel mapping proposed in [89] followed by
the linear mapping defined in (3.24).
3.2.1 Results and Discussion
We visualize the embedded feature by the nonparametric linear multi-view discriminant
analysis on AwA dataset in Figure 3.5. It can be seen that by increasing the number
of views, the latent vector progresses from being distributed incoherently to showing
more distinct groups associated with their corresponding semantic classes. Further
comparisons on Wikipedia dataset between the various multi-view embedding methods
are shown in Figure 3.6. The 4-view kernel-based methods are presented, and we ob-
serve that MvNDA is among the leading group in cross-modal image retrieval. Moreover,
numerical analysis on the effects of different numbers of nearest neighbors and the
weight factors α is illustrated in Figure 3.6. It shows the retrieval performs consistently
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(a) 2-view NDA (b) 3-view NDA
persian+cat
hippopotamus
leopard
humpback+whale
seal
chimpanzee
rat
giant+panda
pig
raccoon
(c) 4-view NDA
Figure 3.5: t-SNE Embedding of Latent Feature Representation: We visualize the embeddings
from different numbers of views using the proposed method [P2].
with the different values of k or α, while only using the view-specific discrimination (α = 0)
degrades the MAP score.
3.3 Dropout Regularization for Linear Multi-view Subspace
Learning
Dropout was originally proposed for regularizing the weights of neural network models by
training an ensemble of sub-networks with certain neurons removed from an baseline
network. Inspired by this technique, we propose a novel method to regularize the
linear multi-view embedding. We define the data vectors x1,x2, . . . ,xN , xi ∈ RD,
where N is the number of samples and D is the feature dimension. We also define
Xv ∈ RDv×N , v = 1, . . . , V for the feature vectors of the vth view. The representation of
each view samples in the latent space is given by a linear projection
Yv = W>v Xv. (3.31)
Inspired by dropout regularization, we apply an iterative optimization process. We create
a binary mask m i,t to remove the effects of certain values from the original feature vector
in each epoch t. The elements in m i,t equals to 1 with a probability value p following a
Bernoulli distribution, and equals to 0 with (1− p) probability. The resulting feature vector
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Figure 3.6: Clockwise from top left: The precision-recall curve by querying images for text
annotations, the retrieval performance of matching text to images, the MAP scores with various α
under different fixed numbers of nearest neighors k, (here k = k1 = k2), and the MAP scores with
the different k nearest neighbors and a fixed α = 0.5. The legends in the figures in the first row
indicate the method producing the PR curve, and we denote querying images for texts by “I2T”,
and querying texts by images by “T2I” in the figure in the bottom row. k is the number of nearest
neighbors [P2].
after applying dropout becomes
x i,t = m i,t ◦ xi, (3.32)
where ◦ denotes the operation for the Hadamard (element-wise) product. In order to
achieve a robust mapping, we aim to have the representations of the original samples xi
and the masked versions of them xi,t in the latent space as close as possible. By using
the notation x˜i,t = xi − xi,t the above objective can be expressed as follows
W>(x v,i − x v,i,t) = W>x˜ v,i,t = 0. (3.33)
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Expressing the above for all training samples across the various views and iterations, we
obtain the regularization term
R(W) = 12NT
V∑
v=1
N∑
i=1
NT∑
t=1
‖W>v xv,i −W>v xv,i,t‖2F (3.34)
= 12NT
V∑
v=1
NT∑
t=1
‖W>v X˜v,t‖2F (3.35)
When the number of epochesNT goes to infinity, based on the weak law of large numbers,
we know that R(W) will converge to its expected value
R(W) = 12NT
V∑
v=1
NT∑
t=1
E
(
W>v X˜v,tX˜>v,tWv
)
(3.36)
= 12NT
V∑
v=1
NT∑
t=1
W>v
(
X˜v,tX˜>v,t ◦P
)
Wv, (3.37)
where P =
[
(pp>) ◦ (11> − I)
]
+
[
(pI>) ◦ I
]
, and p = [(1− p), . . . , (1− p)]> ∈ RN is a
vector whose elements shows the probability that xi = 0. We also define that 1 ∈ RN×N
as a vector of ones, and I ∈ RN×N is the identity matrix.
Thus, the objective function for the dropout-based regularized linear multi-view subspace
learning is
J = arg max
W>W=I
Tr(SB)
Tr(SW + αR(W))
= arg max
W>W=I
Tr(W>PW)
Tr(W>QW + αR(W)) . (3.38)
where SB is the between-class scatter matrix defined in (3.11) and SW is the within-class
scatter matrix of (3.13). P and Q are the inter-view and intra-view covariance matrices.
α is the parameter adjusting the importance of regularization. The objective function
integrates the inter-view and intra-view similarities to the dropout regularization. It is a
modified form of Rayleigh quotient and can be solved as the generalized eigenvalue
problem in (3.2).
3.3.1 Results on Face-Sketch Recognition
We demonstrate the effectiveness of using dropout regularization in cross-modal recogni-
tion in this section. Table 3.3 shows the accuracy for both face-sketch and sketch-face
recognition by linear multi-view embedding methods including MvCCA, MvPLS, MvDA
[35], and the proposed LDA without and with the dropout regularization. We observe that
the MvMDA together with dropout regularization in the last row outperforms the relative
methods by a large margin. It shows the feature discriminative power and robustness of
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Table 3.3: Recognition Rate (%) on the CUFSF Dataset [P3].
Method Face-Sketch Sketch-Face Avg.
MvCCA 48.79 52.83 50.81
MvPLS 31.38 31.38 31.38
MvDA 45.55 49.60 47.58
MvMDA 47.17 51.62 49.40
MvMDA-Dropout 61.13 64.98 63.06
the new method against over-fitting. Moreover, we also study the influence of the proba-
bility p on the recognition performance at different levels of regularization importance (α)
in Figure 3.7. It can be seen that the recognition rate is generally consistent to different
dropout probabilities, and always better than the one without the regularization, i.e. p = 1.
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Figure 3.7: Face-Sketch Recognition Rate for different probability p [P3].
3.4 Multi-view Learning to Ranking
Learning to rank from multiple data sources is a relatively new problem in the area of
data mining. We develop a novel way of ranking multi-facet objects. A typical example of
such is found in university ranking. Figure 3.8 shows that several attributes in the THE
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dataset [90], including teaching, research, student staff ratio and student number are
highly correlated with all of the attributes in the ARWU dataset [91]. It enables finding
a composite ranking by exploiting the correlation between individual rankings. We can
observe that the indicators from different agencies may partially overlap and have a high
correlation between each other.
Figure 3.8: The correlation matrix between the measurements of Times Higher Education (THE)
and Academic Ranking of World Universities (ARWU) rankings. The data is extracted and aligned
based on the performance of the common universities in 2015 between the two ranking agencies.
The reddish color indicates high correlation, while the matrix elements with low correlation are
represented in bluish colors [P4].
We describe a novel composite ranking method which also keeps a close correlation with
the individual rankings simultaneously. A multi-objective solution to ranking is introduced
by capturing the information of the feature mapping from both within each view as well as
across views using autoencoder-like networks. Moreover, we present a novel end-to-end
solution to enhance the joint ranking with minimum view-specific ranking loss, so that the
maximum global view agreements within a single optimization process is achieved. In
the following sections, we will firstly describe the multi-view subspace learning to rank
(MvSL2R), and then its specific formulations of MvCCAE and MvMDAE are presented.
Finally, the end-to-end ranking solution is described.
3.4.1 Multi-view Subspace Learning to Rank (MvSL2R)
One straightforward way of multi-view learning to rank is to use the feature embeddings
for ranking. The projected features in the common subspace are adopted to train a
scoring function. The training data is generated from the intersection of ranking samples
between views to have the same samples but various representations from different view
origins. The overall ranking agreement is made by calculating the average voting from
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the intersected ranking orders as
r = 1
V
V∑
v=1
rv. (3.39)
The training input X = {X1,X2, . . . ,XV } of V views is obtained by performing the
pairwise transform on the raw data, and the cross-view relevance scores y is the average
ranking orders r. We predict the relevance of new sample pairs using the probability
function of the scoring function
pv(Xv) =
1
1 + exp(−a>W>v Fv(Xv))
, (3.40)
where Wv is the data projection matrix of the vth view, and a is the weight from the
logistic regressor described in (2.35). We summarize these steps in the algorithm below.
Algorithm 1: Multi-view Subspace Learning to Rank [P4].
1 Function MvSL2R (X,Y, k);
Input :The feature vectors of V views X = {X1,X2, . . . ,XV }, the relevance y,
and the dimensionality in the subspace k.
Output :The predicted relevance probabilities p = {p1,p2, . . . ,pV } of the new
data.
2 Train a neural network to update the low-dimensinonal representation
representation Zv e.g. in (3.45) and (3.50). and the projection matrix
W = [W1W2 . . .WV ]>.
3 Train a logistic regressor (2.35) as the scoring function to obtain the weight matrix
a.
4 Predict the new sample pairs for their relevance probabilities using (3.40) with the
trained sub-networks F and G, and the obtained weights W and a.
3.4.2 Multi-view Canonically Correlated Auto-Encoder (MvCCAE)
A multi-objective solution to multi-view ranking is proposed by maximizing the between-
view correlation while minimizing the reconstruction error from each view source, which
is largely different from DMvCCA and DMvMDA, where only the nonlinear correlation
between multiple views is optimized. Given the data matrix X = {X1,X2, . . . ,XV } of V
views, the encoding network F and the decoding network G, and the projection matrix
W, the objective of MvCCAE is formulated as follows,
JMvCCAE = arg max J ′DMvCCA − α
V∑
v
`AE
(
Xv;Gv(Fv(·))
)
, (3.41)
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where we introduce the new objective
J ′DMvCCA = arg max
W>W=I
Tr
(
V∑
i=1
V∑
j=1
j 6=i
W>i Zi L Z>j Wj
)
Tr
( V∑
i=1
W>i Zi L Z>i Wi
) , (3.42)
and the loss function of the vth autoencoder is `AE(Xv;Gv(Fv(·))) = ‖Xv−Gv(Fv(Xv))‖2+
ρ
∑
l ‖∇XvF lv(Xv)‖2, with the L2 regularization at the lth intermediate layer of the vth
view denoted by Zlv = F lv(Xv). Here, α and ρ are controlling parameters for the trade-off
between the terms. In the ranking problems, we devise a new method to directly optimize
the Rayleigh quotient criterion in (3.1) and let
f = Tr
(
V∑
i=1
V∑
j 6=i
j=1
W>i Zi L Z>j Wj
)
,
and
g = Tr
(
V∑
i=1
W>i Zi L Z>i Wi
)
.
Here, the output of each sub-network Fv is denoted by Zv = Fv(Xv). Then, we have
∂f
∂Zi
=
V∑
i=1
V∑
j 6=i
j=1
Wi W>j Zj L, (3.43)
and
∂g
∂Zi
=
V∑
i=1
Wi W>i Zi L. (3.44)
By using (3.43) and (3.44) and following the quotient rule, we derive the stochastic
optimization of MvCCAE to be
∂JMvCCAE
∂Zv
= 1
g2
(
g
∂f
∂Zv
− f ∂g
∂Zv
)
− ∂
∂Zv
α
V∑
v
`AE(Xv;Gv(Fv(·))). (3.45)
The gradient to compute the autoencoding loss `AE is derived from the view-specific
sub-networks Fv and Gv. The sub-network Fv is optimized with ∂Zv∂Fv to obtain the output
Zv, while the gradient of Gv network with respect to its parameters can be obtained using
the chain rule from ∂Gv(Xv)∂Zv .
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3.4.3 Multi-view Modularly Discriminant Auto-Encoder (MvMDAE)
Similar to MvCCAE, the objective of MvMDAE is to optimize the view-specific reconstruc-
tion error and the cross-view correlation as follows,
JMvMDAE = arg maxJ ′DMvMDA − α
V∑
v
`AE
(
Xv;Gv(Fv(·))
)
. (3.46)
We define a new objective for the cross-view correlation
J ′DMvMDA = arg max
W>W=I
Tr
( V∑
i=1
V∑
j=1
W>i ZiLBZ>j Wj
)
Tr
( V∑
i=1
W>i ZiLWZ>i Wi
) , (3.47)
3.4.3.1 Optimization
The detailed optimization is derived by replacing the laplacian matrix in MvCCAE with
LB and LW . We let
f = Tr
(
V∑
i=1
V∑
j 6=i
j=1
W>i Zi LB Z>j Wj
)
,
and
g = Tr
(
V∑
i=1
W>i Zi LW Z>i Wi
)
.
Then, we have
∂f
∂Zi
=
V∑
i=1
V∑
j 6=i
j=1
Wi W>j Zj LB , (3.48)
and
∂g
∂Zi
=
V∑
i=1
Wi W>i Zi LW . (3.49)
The stochastic optimization of MvMDAE can be derived by using (3.48), (3.49) and
applying the quotient rule as follows,
∂JMvMDAE
∂Zv
= 1
g2
(
g
∂f
∂Zv
− f ∂g
∂Zv
)
− ∂
∂Zv
α
V∑
v
`AE(Xv,Gv(Fv(·))). (3.50)
The gradient of the objective can be calculated using the chain rule, and the stochastic
gradient descent (SGD) is used with mini-batches for optimization.
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Figure 3.9: System diagram of the Deep Multi-view Discriminant Ranking (DMvDR). First, the
features X = {X1,X2, . . . ,XV } are extracted for data representations in different views and fed
through the individual sub-network Fv to obtain the nonlinear representation Zv of the vth view.
The results are then passed through two pipelines of networks. One line goes to the projection
W, which maps all Zv to the common subspace, and their concatenation is trained to optimize the
fused ranking loss with the fused sub-network H. The other line connects Zv to the sub-network
Gv, ∀v = 1, . . . , V for the optimization of the vth ranking loss [P4].
3.4.4 Deep Multi-view Discriminant Ranking (DMvDR)
Multi-view Subspace Learning to Rank devises a multi-objection solution, while it does
not have a direct connection to ranking. Alternatively, we propose another end-to-end
method to optimize the view-specific and the joint ranking together in the single network
as shown in Figure 3.9. University ranking can be used as an example, where different
lists are generated from different ranking agencies, and each agency has a different set of
measurements. Given the inputs X = {X1,X2, . . . ,XV }, the cross entropy loss (2.36) is
optimized with the view-specific relevance y during training and the joint view relevance y.
The attributes Xv, where v = 1, . . . , V , are trained through the view-specific sub-network
Fv based on their own evaluation metric. We exploit the intermediate representation from
the neural networks Zv = Fv(Xv), v = 1, . . . , V , which are the inputs of the joint network
H as W>v Zv, v = 1, . . . , V , after the mappings to generate the joint university ranking list.
Each of nonlinear embeddings is also the input to the view-specific network Gv, which
minimizes its distance to the original ranking rv. In contrast to MvCCAE and MvMDAE in
learning an embedding from the bottleneck of the neural network, we similarly exploit
the effectiveness of intermediate layers Zv in between the view-specific sub-networks Fv
and Gv, but towards the ranking loss for DMvDR. The detailed procedure of this method
3.4. Multi-view Learning to Ranking 49
is described below.
The gradient of each view-specific sub-network Gv is calculated from the output y with
respect to its parameters. Since the loss passes from each view-specific Fv to Gv sub-
network, the gradient can be calculated independently with respect to the output of each
view-specific Fv sub-network as ∂y∂Z = { ∂y1∂Z1 ,
∂yv
∂Zv , . . . ,
∂yV
∂ZV } Then, the gradient of
∂yv
∂Gv
with respect to its network weights can be determined through backpropagation [92]. All
sub-networks contain several layers with Sigmoid functions.
The fused sub-network H is updated with the gradient of the ranking loss from the
cross-view relevance scores y. Similar to the generation of training data in MvSL2R, we
find the intersection of the ranking data with different representations or measurements
from various sources, and perform the pairwise transform to have the sample pairs as
the input X and y from the cross-view ranking orders r in (3.39). As a result, the input S
to the fused sub-network H is the concatenation of the nonlinear mapping from the V
view-specific networks Fv as
S = [W>1 Z1 W>2 Z2 . . . W>V ZV ]>. (3.51)
We develop two possible scenarios during testing: (a) For the aligned testing samples,
the results from nonlinear mappings are concatenated in the same manner as the training
phase to generate a fused ranking list p at the end of common H sub-network; and (b) if
we have missing samples or completely missing views in testing, then we use S = W>v Zv
for the vth view. Note that the resulting view-specific prediction pv still maintains the
cross-view agreement which is ranked from the trained joint network. The gradient of ∂y∂S
and ∂y∂H can be easily calculated afterwards using the SGD.
A multi-view subspace embedding layer is developed and further trained for joint ranking.
The input to the sub-networkH is a concatenation of the projected features of the outputs
from the sub-networks Fv. The gradient of multi-view subspace embedding (MvSE) can
be derived from (3.48) and (3.49):
∂JMvSE
∂Zv
= 1
g2
(
g
∂f
∂Zv
− f ∂g
∂Zv
)
. (3.52)
We forward pass the gradient from the embedding layer to the fused sub-network H. The
embedding layer acts like a hub of the network as the layers of Fv is backward optimized
through it. Furthermore, it also influences the parameters in Gv for their view-specific
ranking loss.
The update of the common view-specific Fv depends both on the view-specific ranking
output y and the cross-view relevance y. The v-th sub-networks Fv and Gv are optimized
consecutively using backpropagation with respect to the gradient ∂y∂Xv . At the same
time, the loss with respect to the fused ranking y is passed through multi-view subspace
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embedding (MvSE) from S in (3.51) as the input to the fused sub-network H. The
resulting gradient of each sub-network Fv is given by
∂JDMvDR
∂Zv
=∂JMvSE
∂Zv
− α
V∑
v
∂
∂Zv
`Rank(Xv,yv;Gv(Fv(·)))
− β ∂
∂Zv
`Rank(S,y;H(·)), (3.53)
where α and β are the scaling factors controlling the magnitude of the ranking loss. The
gradients with respect to their parameters can be obtained by following the chain rule
similar to the other sub-networks.
We summarize the update of the entire network of DMvDR using the SGD with mini-
batches below, and denote the parameters of the sub-network as θ = {θF1 , θF2 , . . . , θFV ,
θG1 , θG2 , . . . , θGV , θH}. A gradient descent step is ∆θ = −η ∂∂θJDMvDR, where η is the
learning rate. The gradient update step at time t can be summarize according to the
chain rule as follows
∆θt = {∆θtF1 ,∆θtF2 , . . . ,∆θtFV ,
∆θtG1 ,∆θ
t
G2 , . . . ,∆θ
t
GV ,∆θ
t
H}
∆θtGv =−
∂`rank
∂y ·
∂y
∂Gv
∆θtH =−
∂`rank
∂y ·
∂y
∂H
∆θtFv =
∂JMvSE
∂Zv
· ∂Zv
∂Fv −
∂`rank
∂y ·
∂y
∂Zv
· ∂Zv
∂Fv
− ∂`rank
∂y ·
∂y
∂S ·
∂S
∂Zv
· ∂Zv
∂Fv . (3.54)
Data is generated by the pairwise transform for both training and testing. The test
samples are evaluated based on the relative relevance to their queries. Meanwhile, it is
also possible to feed the raw ranking data into the trained model to predict their overall
ranking positions.
3.4.5 Experiments and Discussion on University Ranking
We present the ranking performance of the proposed multi-view learning to rank methods
on university ranking problems. Related methods in subspace learning and co-training
methods are included as follows for comparison. The subspace learning methods follow
the MvSL2R method proposed in Section 3.4.1 for ranking.
• Best Single View: a method which shows the best performance of Ranking SVM
[78] over the individual views.
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• Feature Concat: a method which concatenate the features of the common samples
for training a Ranking SVM [78].
• LMvCCA [5]: a linear multi-view CCA method.
• LMvMDA [5]: a linear supervised method for multi-view subspace learning.
• MvDA [35]: another linear supervised method for multi-view subspace learning. It
differs from the above in that the view difference is not encoded in this method.
• SmVR [41]: a semi-supervised method that seeks a global agreement in ranking.
It belongs to the category of co-training. We develop the complete data in the
following experiments for training so that its comparison with the subspace learning
methods is fair. Therefore, SmVR becomes a supervised method in this paper.
• DMvCCA [5]: a nonlinear extension of LMvCCA using neural networks.
• DMvMDA [5]: a nonlinear extension of LMvMDA using neural networks.
• MvCCAE: the first proposed multi-view subspace learning to rank method proposed
in the paper.
• MvMDAE: the supervised multi-view subspace learning to rank method proposed
in the paper.
• DMvDR: the end-to-end multi-view learning to rank method proposed in the paper.
We show a rank correlation matrix of plots in Figure 3.10 with correlations among pairs
of ranking lists from the views 1-3 and the predicted list denoted by ’Fused’. Histograms
of the ranking data are shown along the matrix diagonal, while scatter plots of data pairs
appear off diagonal. We calculated the slopes of the least-squares reference lines in the
scatter plots from the displayed correlation coefficients. We generated the fused ranking
list by the proposed DMvDR from the common universities in 2015. From the correlations
between the views 1-3, we observe that the correlation coefficients are generally low, with
the highest (0.81) between view 1 and 3, while the others are around 0.70. In contrast,
the fused rank has a high correlation to each view. The scatter plots and the reference
lines are well aligned, and the correlation coefficients are all above 0.80, demonstrating
that the proposed DMvDR effectively exploits the global agreement with all view.
Moreover, we also report the average prediction results over 3 different university datasets
of the proposed and competing methods in Table 3.4. Due to the misalignment of ranking
data in 2015 across datasets, we make the ranking prediction based on the individual
view input, which is described in details in the Section 3.4.4. Ranking SVM [78] on the
single feature or its concatenation performs poorly compared to the other methods. It
shows that when the data is heterogeneous, the feature concatenation cannot enhance
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Figure 3.10: Rank correlation matrix for views 1-3 and the fused view [P4].
Table 3.4: Average Prediction Results (%) on 3 University Ranking Datasets in 2015 [P4].
Methods Kendal’s tau Accuracy
Best Single View 65.38 -
Feature Concat 35.10 -
LMvCCA [5] 86.04 94.49
LMvMDA [5] 87.00 94.97
MvDA [35] 85.81 94.34
SmVR [41] 80.75 -
DMvCCA [5] 70.07 93.20
DMvMDA [5] 70.81 94.75
MvCCAE (ours) 75.94 94.01
MvMDAE (ours) 81.04 94.85
DMvDR (ours) 89.28 95.30
joint ranking. Kendal’s tau from the linear subspace learning methods are comparatively
higher than their nonlinear counterparts. This is due to the fact that the nonlinear methods
aim to maximize to the correlation in the embedding space, while the scoring function
is not optimized for ranking. Finally, DMvDR has the highest ranking and classification
performance using its end-to-end optimization process.
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Figure 3.11: A summary of multi-view deep learning methods.
3.5 Contribution to Multi-view Deep Learning
We can summarize our contribution to multi-view deep neural networks in three groups
of methods shown in Figure 3.11. The first group merges the feature embeddings at
the end of each neural network. The second class of feature learning methods exploits
autoencoders and concatenates the features in between (sub-)networks. Both view-
specific reconstruction loss and the joint loss are optimized. The last category is the
end-to-end solution for direct decision making (ranking specifically in the thesis). The
compositive objective and the view-specific losses are optimized together towards to the
objective rankings.

4 Conclusion
Multi-view data analysis is an important and active research topic in the field of visual re-
ocognition and data mining. We are entering a world of heterogeneous data, which urges
extensive studies on unifying data representations from multiple sources to enhance
feature discriminability. Semantic gap has been mitigated by exploiting the multi-view
embeddings in various domains and feature types. Moreover, cross-modal matchings
are enabled using the methods presented in the thesis.
Multi-view learning was reviewed in Chapter 2. Subspace learning finds a common latent
space from different sensory modalities by fitting an optimization criterion. The compact
and discriminant feature is used for cross-modal multimedia retrieval, zero-shot object
recognition, face-sketch recognition and learning to rank. Regularization methods were
reviewed in particularly dropout and dropconnect to alleviate the outfitting problem in
neural networks. Multi-view learning methods in the literature were described extensively
including multi-view subspace learning and co-training. Unsupervised learning tech-
niques including Canonical Correlation Analysis, Partial Least Squares regression. Their
nonlinear correspondences were also briefly reviewed. Multi-view discriminant analysis
and several of its extensions were included in the thesis as supervised methods.
The methods developed throughout the thesis were presented in Chapter 3. The general-
ized multi-view embedding method using the graph embedding framework was introduced.
Multi-view CCA, PLS and LDA were shown to be characterized by their specific intrinsic
and penalty graph matrices within the same framework. Multi-view Modular Discriminant
Analysis was proposed by exploiting the distances between class centers of different
views. Meanwhile, nonlinear embeddings were studied, together with implicit and explicit
kernel mappings for multi-view learning. A unified scheme for learning by neural networks
was developed which combined the learned representations with a linear embedding
layer. The stochastic gradient descent for optimizing the proposed objective function
were formulated.
Secondly, a multi-view nonparametric discriminant analysis method were formulated by
using two different KNN graphs to encode view discrepancy and weighting the contribution
of neighboring pairs based on their proximity to the class boundary.The novel method
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allows for multiple projecion directions, by relaxing the Gaussian distribution assumpton
of related methods. Additionally, a dropout regularization for linear multi-view subspace
learning was introduced and demonstrated its effectiveness in overcoming the overfitting
problem in cross-modal recognition. Finally, novel deep multi-view learning to rank
methods were presented which can provide a composite ranking method while keeping a
close correlation with the individual rankings simultaneously. The proposed methods were
multi-objective solutions to ranking by capturing the information of the feature mapping
from within each view as well as across views. Moreover, intermediate representations
were exploited using either autoencoders or discriminant learning. The end-to-end
solution presented in the thesis is able to enhance the joint ranking with minimum
view-specific ranking loss within a single optimization process.
To conclude, the thesis addressed several challenging multi-view data analysis problems
by learning representations using the unified solution for multi-view embedding. Proposed
methods have shown promising performance in object recognition, cross-modal image
retrieval, face recognition and object ranking. In the future, we should further explore
the reduction of computational complexity for multi-view kernel methods for big data.
Learning from incomplete and unlabeled multi-view data should be studied for video
analysis. Potential applications in automated driving and video surveillance systems can
be explored to broaden the scope of applications.
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Abstract—In this paper, the problem of multi-view embed-
ding from different visual cues and modalities is considered.
We propose a unified solution for subspace learning methods
using the Rayleigh quotient, which is extensible for multiple
views, supervised learning, and non-linear embeddings. Numer-
ous methods including Canonical Correlation Analysis, Partial
Least Square regression and Linear Discriminant Analysis are
studied using specific intrinsic and penalty graphs within the
same framework. Non-linear extensions based on kernels and
(deep) neural networks are derived, achieving better performance
than the linear ones. Moreover, a novel Multi-view Modular
Discriminant Analysis (MvMDA) is proposed by taking the view
difference into consideration. We demonstrate the effectiveness
of the proposed multi-view embedding methods on visual object
recognition and cross-modal image retrieval, and obtain superior
results in both applications compared to related methods.
I. INTRODUCTION
People see the world differently, and objects are described
from various point of views and modalities. Identifying an
object can not only benefit from visual cues including color,
texture and shape, but textual annotations from different obser-
vations and languages. Thanks to data enrichment from sensor
technologies, the accuracy in image retrieval and recognition
has been significantly improved by taking advantage of multi-
view and cross-domain learning [1], [2]. Since matching the
data samples across various feature spaces directly is infea-
sible, subspace learning approaches, which learn a common
feature space from multi-view spaces, becomes an effective
approach in solving the problem.
Numerous methods have been proposed in subspace learn-
ing. They can be grouped into three major categories based
on the characteristics of machine learning: two-view learning
and multi-view learning; unsupervised learning and supervised
learning; and linear learning and non-linear learning. While
traditional techniques in multivariate analysis take two inputs
[3], multi-view methods have been proposed to find an optimal
representation from more than two views [4], [5]. Compared to
learning the feature transformation in an unsupervised manner,
discriminative methods, such as Linear Discriminant Analysis
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(LDA) have been extended to multi-view cases. Additionally,
the transformation can also be kernel-based or learned by
(deep) neural nets to exploit their non-linear properties.
Two-view learning and multi-view learning: One of the
most popular methods in multivariate statistics is Canonical
Correlation Analysis (CCA) [6]. It seeks to maximize the
correlation between two sets of variables. Alternatively, its
multi-view counterpart aims to obtain a common space from
V > 2 views [4], [5], [7]. This is achieved either by scaling the
cross-covariance matrices to incorporate the covariances from
more than two views, or by finding the best rank-1 approx-
imation of the data covariance tensor. A similar approach to
find the common subspace is Partial Least Square Regressions
[8]. It maximizes the cross-covariance from two views by
regressing the data samples to the common space. Besides
transformation and regression, Multi-view Fisher Discriminant
Analysis (MFDA) [9] learns the transformation minimizing
the difference between data samples of predicted labels. The
Dropout regularization was introduced for the multi-view
linear discirminant analysis in [10].
Unsupervised learning and supervised learning: In contrast
to unsupervised transformations, including CCA and PLS,
LDA [11], [12] exploits the class labels effectively by maxi-
mizing the between-class scatter while minimizing the within-
class scatter simultaneously. CCA has been successfully com-
bined with LDA to find a discriminative subspace in [13], [14],
[15]. Coupled Spectral Regression (CSR) [16] projects two
different inputs to the low-dimensional embedding of labels by
PLS regressions. Consistent with the original LDA, a Multi-
view Discriminant Analysis (MvDA) [17] finds a discriminant
representation over V views. The between-class scatter is
maximized regardless of the difference between inter-view
and intra-view covariances, while the within-class scatter is
minimized in the mean time. Generalized Multi-view Analysis
(GMA) [18] was proposed to maximize the intra-view dis-
criminant information. Recently, a semi-supervised alternative
[19] was also proposed for multi-view learning, which adopts
a non-negative matrix factorization method for view mapping
and a robust sparse regression model for clustering the la-
beled samples. Moreover, a multi-view information bottleneck
method [20] was proposed to retain its discrimination and
robustness for multi-view learning.
Linear and non-linear learning: Many problems are not
linearly separable and thereby kernel-based methods and learn-
ing representation by (deep) neural nets are introduced. By
mapping the features to the high dimensional feature space
using the kernel trick [21], kernel CCA [22] adopts a pre-
defined kernel and limits its application on small datasets.
Many linear multi-view methods subsequently made their
kernel extension [23], [15], [24]. Kernel approximation [5]
was adopted later to work on big data. Deep CCA [25]
was proposed using neural nets to learn adaptive non-linear
representations from two views, and uses the weights in the
last layers to find the maximum correlation. A similar idea has
been exploited on LDA [26]. PCANet [27] was introduced to
adopt a cascade of linear transformation, followed by binary
hashing and block histograms.
We make several contributions in this paper: First, we
propose a unified multi-view subspace learning method for
CCA, PLS and LDA techniques using the graph embedding
framework [11]. We design both intrinsic and penalty graphs
to characterize the intra-view and inter-view information,
respectively. The intra-view and inter-view covariance matri-
ces are scaled up to incorporate more than two views for
numerous techniques by exploiting their specific intrinsic and
penalty graphs. In our proposed Multi-view Modular Discrim-
inant Analysis (MvMDA), the two graphs also charaterize
the within-class compactness and between-class separability.
Based on the aforementioned characteristics of subspace learn-
ing algorithms, we propose a generalized objective function for
multi-view subspace learning using Rayleigh quotient. This
unified multi-view embedding approach can be solved as a
generalized eigenvalue problem.
Second, we introduce a Multi-view Modular Discriminant
Analysis (MvMDA) method by exploiting the distances be-
tween centers representing classes of different views. This
is of particular interest since the resulting scatter encodes
cross-view information, which empirically is shown to provide
superior results. Third, we also extend the unified framework
to the non-linear cases with kernels and (deep) neural net-
works. Kernel-based multi-view learning method is derived
with an implicit kernel mapping. For larger datasets, we use
the explicit kernel mapping [28] to approximate the kernel
matrices. We also derive the formulation of stochastic gradient
descent (SGD) for optimizing the objective function in the
neural nets.
Last but not least, we demonstrate the effectiveness of the
proposed embedding methods on visual object recognition and
cross-modal image retrieval. Specifically, zero-shot recognition
is evaluated by discovering novel object categories based on
the underlying intermediate representation [29], [30], [31]. Its
performance is heavily dependent on the representation in the
latent space shared by visual and semantic cues. We inte-
grate observations from attributes as a middle-level semantic
property for the joint learning. Superior recognition results
are achieved by exploiting the latent feature space with non-
linear solutions learned from the multi-view representations.
We also employ the proposed multi-view subspace learning
methods for cross-modal image retrieval [1], [32], [?], [33].
This type of methods differs from the co-training methods
for image classification [34] and web image reranking [35],
[36]. In the experiments, we show promising retrieval results
performed by embedding more modalities into the common
feature space, and find that even conventional content-based
image retrieval can be improved.
Fig. 1: Visualization of test images from the AwA dataset
grouped by the features in the subspace. We highlight one
of the representative classes “leopard” bounded in orange to
show images of the same animal categories are positioned in
their neighborhoods after multi-view embedding. Note the 2-
dimensional t-SNE map [37] is generated from a near circular
shape.
The rest of the paper is organized as follows. Section II
reviews the related work. In Section III, we show the unified
formulation to generalize the subspace learning methods. It
is followed by the extension to multi-view techniques and
derivation in kernels and neural nets. Then, in Section IV, we
present the comparative results in zero-shot object recognition
and cross-modal image retrieval on three popular multimedia
datasets. Finally, Section V concludes the paper.
II. RELATED WORK
In this section, we first define the common notations used
throughout the paper. Then, we will briefly review the related
methods for multi-view subspace learning. Moreover, recent
work on non-linear methods concerning kernels and (deep)
neural networks are discussed.
A. Notations
We define the data matrix X = [x1,x2, . . . ,xN ], xi ∈ RD,
where N is the number of samples and D is the feature
dimension. We also define Xv ∈ RDv×N , v = 1, . . . , V for
the feature vectors of the vth view, and discard the index in the
single-view case for notation simplicity. Note that the dimen-
sionality of the various feature spaces Dv may vary across
the views. The covariance matrix is a statistics commonly
used in CCA and PLS. We denote X¯v = Xv − 1NXv e e>
as the centered data matrix. The cross-view covariance matrix
between view i and j is then expressed as Σij = 1N X¯iX¯
>
j =
2
1
NXi
(
I − 1N e e>
)
X>j , where e ∈ RN is a vector of ones
and I ∈ RN×N is the identity matrix. For the supervised
learning problems, the class label of the sample xi is noted
as ci ∈ {1, 2, . . . , C}, where C is the number of classes. We
define the class vector ec ∈ RN with ec(i) = 1, if ci = c,
and ec(i) = 0, otherwise. Wv ∈ RDv×d, v = 1, . . . , V is the
projection matrix for each view, d is the number of dimen-
sions in the latent space. The feature dimension Dv in the
original space of each view is usually high, which makes the
distribution of the samples sparse, leading to several problems
including the small sample size problem [38]. Therefore we
want to project the samples to the latent space.
The generic projection function is defined to project X ∈
RD×N to Y ∈ Rd×N . We define the linear projection by
Y = W>X. In kernel methods, we map the data to a Hilbert
space F . Let us define φ(·) as the non-linear function mapping
xi ∈ RD to F , and Φ = [φ(x1), . . . ,φ(xN )] as the data
matrix in F . In multi-view cases, Φ = [Φ>1 , . . . ,Φ>V ]>. Since
the dimensionality of F is arbitrary, the kernel trick [39] is
exploited in order to implicitly map the data to F . The Gram
matrix is given by
Kv = κ(Xv,Xv) = Φ
>
v ·Φv, (1)
where κ(·, ·) is the so-called kernel function. The centered
Gram matrix is K¯v = Kv − 1N 1 Kv − 1NKv 1> + 1N2 1Kv 1,
where 1 ∈ RN×N is an all-ones matrix. In order to find the
optimal projection, we can express Wv of each view as a
linear combination of the training samples in the kernel space
based on the Representer Theorem [21], [40]. This can be
expressed by using a new weight matrix Av as
Wv = ΦvAv. (2)
In the case where a neural network with M layers is con-
sidered, βj contains the weight parameters in the jth layer,
j = 1, . . . ,M . The weights B = [β1, . . . ,βM ] are learned
by applying stochastic gradient descent (SGD), and h( · ; B)
is a non-linear mapping function which maps Xv to the
representation of the last hidden layer Hv , i.e.
Hv = h(Xv; Bv), (3)
where Bv is the weight matrix trained by applying backprop-
agation in the vth network.
B. Canonical Correlation Analysis (CCA)
Canonical Correlation Analysis (CCA) [6], [41] is a con-
ventional statistical technique which finds the maximum cor-
relation between two sets of data samples X1 ∈ RD1×N and
X2 ∈ RD2×N using the linear combination Y1 = W>1 X1 and
Y2 = W
>
2 X2. W1 and W2 are determined by optimizing:
J = arg max
W1,W2
corr(W>1 X1,W
>
2 X2) (4)
= arg max
W1,W2
W>1 Σ12W2√
W>1 Σ11W1 ·
√
W>2 Σ22W2
, (5)
where
Σ =
[
Σ11 Σ12
Σ21 Σ22
]
=
1
N
[
X¯1X¯
>
1 X¯1X¯
>
2
X¯2X¯
>
1 X¯2X¯
>
2
]
(6)
C. Kernel CCA
Kernel CCA finds the maximum correlation between two
views after mapping them to the kernel space [22]. This is
expressed by
J = arg max
W1,W2
corr(W>1 Φ1,W
>
2 Φ2) (7)
We use the kernel trick [39] and the Representer Theorem in
(2), and derive the objective function for the kernel CCA as
J = arg max
A1,A2
A>1 K1K2 A2√
A>1 K1K1 A1 ·
√
A>2 K2K2 A2
. (8)
D. Deep CCA
Deep CCA maximizes the correlation between a pair of
views by learning non-linear representations from the input
data through multiple stacked layers of neurons [25], [42].
A linear CCA layer is added on top of both networks, and
the inputs to the CCA layer depend on the network outputs
H1 and H2. Similar to the non-linear case in (8), a modi-
fied objective function min
W1,W2
− 1N Tr
(
W1
>H1 H>2 W2
)
is
optimized, where W1,W2 are the projection matrices in the
CCA layer, and the correlated outputs are Y1 = W>1 H1 and
Y2 = W
>
2 H2. A modified SGD method is developed with
respect to the inputs H1 and H2 to the linear layer, which
are also the outputs from the two networks. The objective
function is expressed as Tr
(
W>1 H1 H
>
2 W2
)
= Tr(T>T)
1
2 ,
which describes the correlation as the sum of the top d singular
vectors of T = Σ−1/211 Σ12Σ
−1/2
22 whose definition can be
found in [3].
E. Partial Least Squares (PLS) regression
Partial Least Squares (PLS) regression [8] is another di-
mensionality reduction technique derived from the linear com-
bination of the input vectors X1 together with the target
information which is considered as the second view X2. PLS
maximizes the between-view covariance by solving
J = arg max
W1,W2
[Tr(W>1 X1X
>
2 W2)], (9)
subject to W>1 W1 = I,W
>
2 W2 = I. (10)
The non-linear extensions of PLS are obtained in the similar
manner as the ones in CCA.
F. Generalized Multi-view Analysis (GMA)
GMA [18] is a generalized framework incorporating nu-
merous dimensionality reduction methods. It maximizes the
intra-view discriminant information, but ignores the inter-view
information.
3
J = argmax
W
Tr
 V∑
i
V∑
i<j
2λijW
>
i XiX
>
j Wj +
V∑
i=1
µiW
>
i PiWi
 ,
subject to
V∑
i
W>i QiWi = I. (11)
Here both P and Q are the intra-view covariance matrices. P
is a square matrix and Q is a square symmetric definite matrix.
We adopt Generalized Multiview Marginal Fisher Analysis
(GMMFA) in this framework. The method is also kernelizable
using the Representer Theorem and kernel trick.
G. Linear Discriminant Analysis (LDA)
Linear Discriminant Analysis (LDA) [11], [43] finds the
projection by maximizing the ratio of the between-class scatter
to the within-class scatter. Let us define by µc the mean vector
of the c’th class, formed by Nc samples, and µ the global
mean. Then, LDA optimizes the following criterion:
J = arg max
W
Tr(W>P W)
Tr(W>Q W)
, (12)
where
P =
C∑
c=1
Nc(µc − µ)(µc − µ)> = X
( C∑
c=1
1
Nc
ecec
> − 1
N
e e>
)
X>,
(13)
Q =
N∑
i=1
(xi − µc)(xi − µc)> = X
(
I−
C∑
c=1
1
Nc
ecec
>
)
X>. (14)
Non-linear extensions with kernels include KDA [44] and
KRDA [45].
H. Multi-view Discriminant Analysis (MvDA)
MvDA [17] is the multi-view verison of LDA which maxi-
mizes the ratio of the determinant of the between-class scatter
matrix to that of the within-class scatter matrix. Its objective
function is
J = arg max
W
Tr(SMB )
Tr(SMW )
, (15)
where the between-class scatter matrix is
SMB =
V∑
i=1
V∑
j=1
W>i Xi
( C∑
c=1
1
Nc
ecec
> − 1
N
e e>
)
X>j Wj , (16)
and the within-class scatter matrix is
SMW =
V∑
i=1
V∑
j=1
W>i Xi
(
I−
C∑
c=1
1
Nc
ecec
>
)
X>j Wj . (17)
W contains the eigenvectors of the matrix S = SMW
−1
SMB
corresponding to the leading d eigenvalues λi.
III. GENERALIZED MULTI-VIEW EMBEDDING
Here we propose a generalized expression of objective
function for multi-view subspace learning. The generalized
optimization problem is given by:
J = arg max
W
Tr(W>PW)
Tr(W>QW)
(18)
where P and Q are the matrices describing the inter-view
and intra-view covariances, respectively. The above equation
has the form of the Rayleigh quotient. Therefore, all subspace
learning methods that maximize the criterion can be reduced
to a generalized eigenvalue problem:
PW = ρ QW, (19)
and the solution is given in (20) below:
W =

W1
...
WV
 and ρ =
d∑
i=1
λi (20)
are the generalized eigenvector and the sum of the top d gener-
alized eigenvalues λi, respectively. W contains the projection
matrices of all views, and ρ is the value of Rayleigh quotient.
We address the Rayleigh quotient as the uniform objective
function, reaching out to all subspace learning methods in the
paper. The non-linear multi-view embeddings can be achieved
by kernel mappings, or (deep) neural networks optimized by
SGD. Suppose we have a linear projection Y = W>X,
Svij is a similarity weight matrix which encodes the intra-
view properties to be minimized, and S′vij is a penalty weight
expressing the inter-view properties to be maximized. Then
based on [11], [46], we can express the objective function as
follows
J = arg max
W>W=I
V∑
v=0
N∑
i=0
N∑
j=0
S′vij‖W>v Xvi −W>v Xvj‖2
V∑
v=0
N∑
i=0
N∑
j=0
Svij‖W>v Xvi −W>v Xvj‖2
(21)
= arg max
W>W=I
Tr(W>XL′X>W)
Tr(W>XLX>W)
. (22)
In the kernel case, we also have
J = arg max
A>KA=I
Tr(A>K L′KA)
Tr(A>K L KA)
. (23)
In the above, we define the diagonal matrix of each view pair
as Duv whose i-th element is [Duv]ii =
∑
j [Suv]ij , and the
total graph Laplacian matrix as L = D − S. Similarly, we
have D′,S′,L′ in the penalty graph.
For the non-linear mapping by neural networks, we deploy a
linear embedding layer on top of the networks. This scheme is
illustrated in Fig. 2. Since we have more than two input views,
we train multiple neural networks whose outputs are connected
to the linear layer and the objective is the same as in the linear
case. By backpropagating the error of the weight matrix, we
optimize the Rayleigh quotient criterion with respect to the
non-linear feature representation from each view in the last
hidden layer of the networks. The projection is found in the
same way as in the linear case, and we will address the SGD
formulation for the specific algortihms in the next section.
Fig. 3 illustrates the proposed framework graphically. We
can extract different types of low-level features from images,
texts, and intermediate representations. The multi-modal fea-
ture vectors are passed through linear or non-linear projec-
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Fig. 2: An illustration of Multi-view (Deep) Embedding Neural
Networks.
tions to the latent space. The projected features characterize
the properties of the intra-view compactness and inter-view
separability based on the proposed criterion. We show the
scaled inter-view and intra-view matrices for each multi-view
algorithm in the next section. Then, the projection matrices
are presented with respect to their own intrinsic and penalty
graph matrices and the optimization methods.
A. Scaling up the inter-view and intra-view covariance matri-
ces
The idea behind multi-view CCA (MvCCA) is to maximize
the correlation between all pairs of views. Its objective can be
rephrased as maximizing the inter-view covariance while mini-
mizing the intra-view covariance in the latent space. Therefore,
we consider inter-view covariance matrices between different
view representations in P and the covariance matrices of
each view in Q. Multi-view PLS (MvPLS) maximizes the
inter-view covariance directly. Since we also embed the target
information for the subspace learning, the proposed MvPLS
differs from MvCCA only in the intra-view minimization.
Taking the class discrimination into consideration, the novel
multi-view modular discriminant analysis (MvMDA) extends
to separate the data of different classes between views while
making the intra-class data compact. We illustrate the structure
of P and Q for each method in Table I.
TABLE I: The matrices P and Q for the proposed multi-view
CCA, PLS and MvMDA.
P Q
MvCCA

0 Σ12 · · · Σ1V
Σ21 0 · · · Σ2V
...
...
. . .
...
ΣV 1 ΣV 2 · · · 0


Σ11 0 · · · 0
0 Σ22 · · · 0
...
...
. . .
...
0 0 · · · ΣV V

MvPLS

0 Σ12 · · · Σ1V
Σ21 0 · · · Σ2V
...
...
. . .
...
ΣV 1 ΣV 2 · · · 0


I 0 · · · 0
0 I · · · 0
...
...
. . .
...
0 0 · · · I

MvMDA

P11 P12 · · · P1V
P21 P22 · · · P21
...
...
. . .
...
PV 1 PV 2 · · · PV V


Q11 0 · · · 0
0 Q22 · · · 0
...
...
. . .
...
0 0 · · · QV V

B. Linear subspace learning
When the subspace projection is linear, we can obtain the
latent feature vectors from each view as
Yv = W
>
v Xv, (24)
and the projection matrix is derived directly by solving the
generalized eigenvalue problem in (19). As shown in Table I,
multi-view CCA has the total covariance matrix Σ = P + Q,
and we derive its projection matrix by fulfilling the criterion
below
J = argmax
Wv,v=1,...,V
Tr
(
V∑
i=1
V∑
j 6=i
j=1
W>i Xi LX
>
j Wj
)
Tr
( V∑
i=1
W>i Xi LX
>
i Wi
) , (25)
where the Laplacian matrix L = I− 1N e e>.
Multi-view PLS has the same Laplacian matrix as the one in
Multi-view CCA. We only optimize the Rayleigh quotient by
maximizing the cross-covariance matrices between different
views as
J = arg max
W>W=I
Tr
( V∑
i=1
V∑
j 6=i
j=1
W>i Xi L X
>
j Wj
)
, (26)
whose solution is the projection matrix.
We propose two ways to determine the projection matrix
in multi-view LDA. The first appoach is the multi-view
extension of the standard LDA, and its between-class scatter
SB maximizes the distance between the class means from all
views:
SB =
V∑
i=1
V∑
j=1
C∑
p=1
C∑
q=1
p6=q
(mip −mjq)(mip −mjq)>
=
V∑
i=1
V∑
j=1
W>i XiLBX
>
j Wj , (27)
where the between-class Laplacian matrix is
LB =

2
C∑
p=1
C∑
q=1
p6=q
(
V
N2p
ep e
>
p − 1
NpNq
ep e
>
q
)
if i = j,
−2
C∑
p=1
C∑
q=1
p 6=q
1
NpNq
ep e
>
q if i 6= j.
(28)
mip denotes the mean from the ith view of the pth class in the
latent space, and ep is the N -dimensional class vector, with
Np as the number of samples in the pth class. The class q is
different from the class p.
Alternatively, we propose the between-class scatter matrix
which maximizes the distance between different class centers
across different views. Since it considers the samples from the
class of the specific view origin, we call it Multi-view Modular
Discriminant Analysis (MvMDA), and its forumulation is
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Fig. 3: Overview of the generalized multi-view embedding: Features from different modalities are extracted and either linearly
or nonlinearly mapped into the common subspace by maximizing the Rayleigh quotient criterion.
S′B =
V∑
i=1
V∑
j=1
C∑
p=1
C∑
q=1
p 6=q
(mip −miq)(mjp −mjq)>
=
V∑
i=1
V∑
j=1
W>i XiL
′
BX
>
j Wj , (29)
and the Laplacian matrix is
L′B = 2
C∑
p=1
C∑
q=1
(
1
N2p
ep e
>
p −
1
NpNq
ep e
>
q ). (30)
The difference between the two approaches is that SB
has 1N2c (V − 1)
V∑
i=1
C∑
c=1
W>i Xiece
>
c X
>
i Wi, while S
′
B has the
term 1N2c
V∑
i=1
V∑
j=1
j 6=i
C∑
c=1
W>i Xiece
>
c X
>
j Wj which suggests that
the first proposal only considers the maximum of the intra-
view distances, while the second proposal can maximize the
distance between different views. We also validate experimen-
tally that the second proposal achieves better results. Detailed
derivation of the two approaches of (27) and (29) are included
in the supplementary material.
We extend the same formulation of within-class Laplacian
matrix in the latent space as the single-view LDA, i.e.
SW =
V∑
i=1
W>i Xi
(
I−
C∑
c=1
1
Nc
ecec
>
)
X>i Wi
=
V∑
i=1
W>i Qii Wi, (31)
where Qii = XiLWX>i , and LW = I−
C∑
c=1
1
Nc
ecec
>. From
(27) and (31), it is shown that the between-class and within-
class scatters are equivalent to the projected inter-view and
intra-view covariance, respectively. The projection matrix of
the multi-view LDA is found by optimizing the following
objective function
J = argmax
Wv,v=1,...,V
Tr
( V∑
i=1
V∑
j=1
W>i XiL
∗
BX
>
j Wj
)
Tr
( V∑
i=1
W>i XiLWX
>
i Wi
) , (32)
where L∗B is denoted as the Laplacian matrix of either LB or
L′B .
C. Kernel-based non-linear subspace learning
Exploiting the kernel trick in (1) and the Representer
theorem in (2) and (24) can be expressed as follows
Yv = A
>
v Φ
>
v Φv = A
>
v Kv. (33)
The criterion of kernel multi-view CCA is then,
J = argmax
Kv,v=1,...,V
Tr
( V∑
i=1
V∑
j 6=i
j=1
A>i Ki LKjAj
)
Tr
( V∑
i=1
A>i Ki LKiAi
) . (34)
It can be easily shown that the solution for Av is the same
as (19).
Kernel multi-view PLS maximizes the covariance between
pairs of feature vectors in the kernel space and therefore the
objective function is
J = argmax
Kv,v=1,...,V
Tr
(
V∑
i=1
V∑
j 6=i
j=1
A>i Ki LKjAj
)
. (35)
The criterion for kernel multi-view discriminant analysis is
J = argmax
Kv,v=1,...,V
Tr
( V∑
i=1
V∑
j=1
A>i KiL
∗
BKjAj
)
Tr
( V∑
i=1
A>i KiLWKiAi
) (36)
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D. Non-linear subspace learning using (deep) neural net-
works
Exploiting the non-linear mapping using neural networks by
(3), (24) can expressed as
Yv = W
>
v h(Xv; Bv) = W
>
v Hv. (37)
Since the network outputs are combined by a linear layer
as shown in Fig. 2, the parameters Bv of each network are
jointly trained to reach the optimal criterion value. After the
transformation by neural networks, the projection becomes
the same as the multi-view linear subspace learning with
respect to Hv . Therefore, we need an additional optimization
solved by SGD. We experimented with SGD without variance
constraints, and found that we could obtain much better results
with the projections constrained to have the unit variance, i.e.
in Deep Multi-view CCA (DMvCCA), we have
V∑
i=1
W>i Hi L H
>
i Wi = I. (38)
Without intra-view minimization, the optimization of Deep
Multi-view PLS (DMvPLS) is constrained to have unit vari-
ance
V∑
i=1
W>i Wi = I, while in Deep Multi-view Modular
Discriminant Analysis (DMvMDA), we project the within-
class scatter into unit, i.e.
V∑
i=1
W>i HiLWH
>
i Wi = I (39)
With the variance constraint, the expressions of the gradients
in DMvCCA and DMvPLS are the same as
∂J
∂Hi
=
∂
∂Hi
Tr
(
V∑
i=1
V∑
j 6=i
j=1
W>i Hi LH
>
j Wj
)
=
V∑
i=1
V∑
j 6=i
j=1
WiW
>
j Hj L, (40)
and the gradient of DMvMDA is computed as
∂J
∂Hi
=
∂
∂Hi
Tr
(
V∑
i=1
V∑
j=1
W>i Hi L
∗
BH
>
j Wj
)
=
V∑
i=1
V∑
j=1
WiW
>
j Hj L
∗
B , (41)
Detailed derivation of (40) and (41) can be found in the
supplementary material.
IV. EXPERIMENTS
In this section, we evaluate the multi-view methods on
two important multimedia applications: zero-shot recognition
on the Animal with Attribute (AwA) dataset, and cross-
modal image retrieval on the Wikipedia and Microsoft-COCO
datasets.
A. Experimental Setup
We conduct the experiments on three popular multimedia
datasets. One common property in these datasets is that multi-
modal feature representations can be generated. The Animal
with Attribute (AwA) dataset consists of 50 animal classes
with 30, 475 images in total, and 85 class-level attributes. We
follow the same setup as in [31] by splitting 40 classes (24, 295
images) to train the categorical model while the rest 10 classes
with 6, 180 images for testing. Sample images from the test set
are shown in Fig. 1. Each animal class contains more than one
positive attribute, and the attributes are shared across classes
which enables zero-shot recognition. The detailed class labels
and attributes are provided in [31].
Wikipedia is a cross-modal dataset collected from the
“Wikipedia featured articles” [1]. The dataset is organized
in 10 categories and consists of 2, 866 documents. Each
document is a short paragraph with a median text length of
200 words, and is associated with a single image. We follow
the train/test split in [1] who use 2, 173 training and 693 test
pairs of images and documents.
The third dataset we use is the Microsoft COCO 2014
Dataset [47] (abbreviated as COCO in latter paragraphs). We
collect the images belonging to at least one fine-grained cat-
egory, which amounts to 82, 081 training images, and 40, 137
validation images. More than 5 human-annotated different
captions are associated to each image. We follow the same
definition in [47] to use 12 super classes as the class labels, and
91 fine-grained categories as the attributes. The class names
and attributes are presented in Table II. The classes that the
images belong to are highly semantic, and the same image
can have multiple class labels. Meanwhile, similar images may
belong to several different classes.
TABLE II: The class labels and attributes on the COCO
dataset.
Classes
outdoor, food, indoor, appliance, sports, person, animal,
vehicle, furniture, accessory, electronic, kitchen
Attributes
person, bicycle, car, motorcycle, airplane, bus, train,
truck, boat, traffic, light, fire, hydrant, stop, sign, parking,
meter, bench, bird, cat, dog, horse, sheep, cow, elephant,
bear, zebra, giraffe, backpack, umbrella, handbag, tie,
suitcase, frisbee, skis, snowboard, sports, ball, kite, bat,
baseball, glove, skateboard, surfboard, tennis, racket, bot-
tle, wine, glass, cup, fork, knife, spoon, bowl, banana,
apple, sandwich, orange, broccoli, carrot, hot dog, pizza,
donut, cake, chair, couch, potted, plant, bed, dining, table,
toilet, tv, laptop, mouse, remote, keyboard, cell phone,
microwave, oven, toaster, sink, refrigerator, book, clock,
vase, scissors, teddy, bear, hair, drier, toothbrush
We use the following feature representations in the experi-
ments:
• Image feature by CNN models: We employ the off-the-
shelf CNN models as stated in [48] and [?] on all image
datasets — Visual features are extracted by adopting two
powerful pre-trained models. We rescale the size of the
input images to 224×224, and generate the features from
the outputs of the fc8 layer in a VGGNet with 16 weight
7
layers [49] (denoted as VGG-16 in latter sections), and
the loss3/classifier layer from a GoogleNet [50]. Both
models produce 1000-dimension feature vectors.
• Class label encoding: Since each image corresponds
to one class label on the AwA and Wikipedia dataset,
we can describe the image category using the textual
feature mapped from the image feature. Specifically, we
firstly train a 100-dimension skip-gram model [51] on
the entire English Wikipedia articles composed of 2.9
billion words. Then we can extract a separate set of
word vectors from class labels of our datasets. In order
to correlate the labels with the image contents, we train a
ridge regressor with 10-fold cross-validation to map the
VGG-16 image features to each dimension of the word
vectors respectively. The regressor outputs are used as the
class label features.
• Attribute encoding: We also adopt another important
modality from visual attributes on the AwA and COCO
datasets. On the AwA dataset, we use the 50× 85 class-
attribute matrix in [52], [53] which specifies attribute
probabilities of each class, while on the COCO dataset,
we develop a 91-bin feature vector as attributes for each
image of which 1’s denote the image has the fine-grained
tag and 0’s otherwise. Then, we train a ridge regressor be-
tween the VGG-16 image feature and formulated attribute
probabilities. The predicted probabilities associated with
each image are used as the attribute feature.
• Sentence encoding: A vital feature of cross-modal re-
treival system is that we make use of textual features di-
rectly. We can find a paragraph of text describing each im-
age on the Wikipedia dataset, while on the COCO dataset,
a similar paragraph can be developed by concantenating
all captions from the annotators which are associated
to each image. We generated the sentence vectors from
the paragraphs by the pre-trained skip-thoughts model
[54]. The model was trained over the MovieBook and
BookCorpus dataset [55]. On the Wikipedia, we employ
the combined-skip vector of 4800 dimensions, while due
to the large size of COCO dataset, we only use the uni-
skip vector of 2400 dimensions.
The Experiment protocol and performance metrics are de-
scribed below:
• Zero-shot recognition on the AwA dataset: We follow
a similar experiment pipeline as in [56], and the compar-
ative results show the performance of the proposed multi-
view embedding methods. We project the multi-view
representations to the latent space. Zero-shot recognition
is achieved by semi-supervised label propagation on a
transductive hypergraph in the latent space. Specifically,
the cross-domain knowledge learned from the common
semantic space is tranferred to the target space of 10
test animal classes via attributes. The prediction of target
classes is undertaken on a hypergraph to better integrate
different views. We replace the multi-view linear CCA
for joint embedding in [56] with the generalized embed-
ding methods. Since the same hypergraph is used, the
recognition results indicate the different performance by
the multi-view methods in this paper. For the evaluation
metric, we use the average classification accuracy which
is also employed in [31], [56].
• Cross-modal retrieval on the Wikipedia and COCO
datasets: We perform two tasks in cross-modal retrieval,
i.e. text query for image retrieval and image query for
text retrieval. Moreover, a conventional content-based
image retrieval system is evaluated in Section IV-C4. We
first extract the test features in their own domains. A
latent space is joinly learned from the image features,
intermediate feature and sentence feature in the training
set. Test features are then projected to the latent space
by the trained model. The semantic matching from [1]
is performed by training a logistic regressor over the
embedded features from all of the ground truth samples
which maps the projected features of both queries and
to-be-retrieved images/texts towards the class labels. The
feature vectors generated from the ground truth class
labels are essentially the class vectors, whose dimen-
sionality is the number of classes. We use the class
probabilities from the regressor outputs for matching
between modalities.
We present the results using 11-point interpolated
precision-recall (PR) curves. The Mean Average Precision
(MAP) score, which is the average precision at the ranks
where recall changes, can be computed based on the
Precision Recall curves. The Average Precision (AP)
measures the relevance between a query and retrieved
items [57], and the MAP score calculates the mean AP
by querying all items in the test set.
B. Parameter Settings
The dimensionality d in the latent space is a pre-defined
parameter. We will evaluate the effects of different d values
in the following section. In the experiment, we use d = 50
for linear projections on all datasets. On the Wikipedia and
AwA dataset, we choose d = 150 for kernel mappings, and
d = 200 for the COCO dataset. For computational efficiency
on the AwA and COCO dataset, an approximated RBF kernel
mapping is adopted for the non-linear mappings. We set σ in
the RBF kernel as the average distance between samples from
different views/modalities, which is the natural scaling factor
for each dataset. In all of the experiments, the original training
set is further partitioned into a 80% training split and a 20%
validation split.
The topology of neural networks has more variabilities,
and we chose the optimal one according to the held-out
validation set. We refer to [58], [59] for a detailed discussion
on topologies. On the AwA dataset, we took 3 hidden layer,
each with 1, 024 neurons with the relu activation before the
50-dimensional linear embedding layer. We only adopted the
linear and kernel-based embeddings on the Wikipedia dataset
in view of its small size. On the COCO dataset, we chose a
single hidden layer with 1500 relu neurons, and the dimension-
ality of the final linear layer is also 1500. We experimented
both with the whole batch and multiple mini-batches for SGD,
and adopted a batch size of 200 which achieves a superior
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(a) 2-view LMvCCA (b) 3-view LMvCCA (c) 4-view LMvCCA
(d) 4-view MvDA [17] (e) 4-view GMA [18] (f) 4-view DMvMDA
Fig. 4: The first row shows the 2-D visualization of embed-
dings by LMvCCA with an increasing number of views on the
AwA dataset. The second row presents the embedding maps
by different methods all with 4 views on the same dataset. The
samples from different classes are denoted in different colors.
performance. The number of epoches is set to 50 empirically.
C. Experimental Results
The abbreviations of the numerous methods are shown in
Table III.
1) Results on zero-shot recogntion: We visualize the em-
bedded space in Fig. 4. We use the VGG-16 feature and
class label encoding for two views, and augment attribute and
GoogleNet encodings as the additional views. In the first row,
it is shown with the increasing number of views in MvCCA,
the latent feature vector progresses from being distributed
incoherently to showing more distinct groups. In the second
row, we compare different methods with 4 views. It is clearly
shown we obtain a set of more compact and separable features
by the proposed DMvMDA.
Recognition accuracy of different methods is compared
quantitatively in Table IV. The first group contains the linear
projection results, the second uses the kernel methods, the
third are the results by deep neural nets, and the last category
includes several comparative results in the literature. The
linear methods perform favorably in general while the leading
recognition rates can be found in the non-linear methods using
neural nets with 4 views. The kernel approximation does not
provide superior results compared to linear methods due to
the information loss in sampling [28]. Above all, the 4-view
DMvMDA is reported to be the best method for zero-shot
recognition. The results are also organized by the number of
views in columns, and it is shown for all methods that we
consistently obtain a better accuracy with more views. Specif-
ically, the proposed LMvPLS achieves the highest accuracy
with two input views. while the novel LMvMDA has a more
discriminant representation in the latent space leading to a
better recognition when more views are presented.
2) Cross-modal retrieval results on the Wikipedia Dataset:
Due to the limited number of samples, we use PCA before
performing the subspace learning. We use the VGG-16 and
sentence features for two views, and augment attribute and
GoogleNet encodings as the additional modalities. It is shown
that a better MAP score is obtained when enriching the
latent feature with more modalities as shown in Table V.
We also observe that the supervised methods perform better
than the unsupervised counterparts, and non-linear projections
by kernel methods are superior. KMvMDA achieves the best
retrieval results with supervision and non-linearity.
We present more detailed results in the form of PR curves in
Fig. 5. For image queries, KMvMDA consistently outperforms
the other methods across all views, which can be explained by
its utilization of class labels and kernel-based representations.
For text queries, the supervised and non-linear methods also
outperform their linear counterparts. KMvCCA and KMvMDA
are the leading methods in this category, which shows the
strength of cross-modal retrieval by making use of view
difference.
3) Cross-modal retrieval results on the COCO Dataset:
The COCO dataset is much larger than the Wikipedia dataset,
and we pay more attention to the non-linear methods especially
the ones using neural networks. Many images have more than
one class labels, and therefore we focus on the unsupervised
learning algorithms. Similar to the experiments above, the
MAP scores in Table VI show that a gain of retrieval accuracy
can be obtained by embedding additional modalities into the
latent space. DCCA2 [25] achieves a superior performance
with 2 views thanks to its non-linear projection which makes
the latent feature more discriminant for retrieval. However, its
formulation limits the algorithm to 2 views, and DMvCCA and
DMvPLS based on the proposed framework can improve the
state-of-the-art method by increasing the number of modalities.
From the PR curves in Fig. 6, we compare the methods using
the proposed objective function with DCCA2 which contains
two views. For image queries, KapMvCCA obtains the best
retrieval result with 2 views, but it is further improved by
the methods using neural networks benefitted by attributes
and GoogleNet features. For text queries, it also suggests
more modalities and neural network-based representations
contribute to the retrieval performance. The cross-modal re-
trieval by the 4-view DMvCCA achieves the overall highest
precision score on this dataset.
4) Content-based Image Retrieval (CBIR) Performance on
the COCO dataset: We also show the effectiveness of multi-
view embedding method on the conventional CBIR task in
Fig. 7. We randomly pick two image-to-text pairs as queries,
to perform image-to-image retrieval using both the VGG-16
visual feature and the projected visual feature by the 4-view
DCCA. We also perform text-to-image retrieval by querying
the corresponding captions of the query image used in CBIR
in the last column. We observe the CBIR performance can be
further improved by incorporating the semantic information.
In Table VII, we present the quantitative results of CBIR
by the projected visual features. “RAW” in the Table shows
the retrieval results by visual features directly, while the rest
are the multi-view embedding results. It is shown that more
modalities and non-linear projections yield a discriminant
latent visual feature, which improves the retrieval performance.
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TABLE III: List of Abbreviations
LMvCCA / KMvCCA / KapMvCCA / DMvCCA Linear / Kernel / Approximate Kernel / Deep Multi-view Canonical Correlation Analysis
LMvPLS / KMvPLS / KapMvPLS / DMvPLS Linear / Kernel / Approximate Kernel / Deep Multi-view Partial Least Square Regression
SLMvDA/ SKMvDA Standard Linear / Kernel Multi-view Discriminant Analysis using (28)
LMvMDA / KMvMDA / KapMvMDA / DMvMDA Linear / Kernel / Approximate Kernel / Deep Multi-view Modular Discriminant Analysis using (30)
MULDA / KMUDA [15] Multi-view Uncorrelated Linear / Kernel Discrimiant Analysis
MvDA [17] Multi-view Discrimiant Analysis
GMA [18] Generalized Mult-view Analysis
DCCA2 [25] Deep Canonical Correlation Analysis
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Fig. 5: PR curves across different number of views on the Wikipedia dataset for the Image-to-Text retrieval and the Text-to-
Image retrieval.
TABLE IV: RECOGNITION ACCURACY (%) on the AwA
DATASET
Method 2 views 3 views 4 views
Proposed LMvCCA 55.86 75.88 82.01
Proposed LMvPLS 58.52 73.59 77.09
Proposed LMvMDA 55.85 77.64 82.88
Proposed SLMvDA 54.58 69.02 70.56
Proposed KapMvCCA 56.41 73.40 74.76
Proposed KapMvPLS 55.58 74.40 75.05
Proposed KapMvMDA 57.19 71.64 75.63
Proposed DMvCCA 51.25 71.12 82.27
Proposed DMvPLS 43.28 68.81 74.63
Proposed DMvMDA 53.87 75.61 83.66
MvDA [17] 49.95 68.55 70.00
GMA [18] 52.12 73.49 78.46
MULDA [15] 55.46 74.13 74.88
TMV-HLP [56] - 73.50 80.50
DCCA2 [25] 50.47 - -
D. Parameter sensitivity analysis of dimension d in linear and
kernel cases
The number of dimension of the feature vectors in the
latent space is determined by the top d eigenvectors in the
projection matrix, and it is pre-defined in the former exper-
iments. Therefore in this section, we investigate the effect
by the variation of d shown in Fig. 8 and 9, ranging from
{10, 20, 50, 100, 150, 200}. The performance on the Wikipedia
dataset is reported with both text queries on images and image
queries on texts. The results on different number of views
are also recorded. In general, we obtain a better retrieval
performance when d is between 50 and 150. It can be
explained by the fact that the most informative eigenvectors are
included within the range. Therefore, d = 50 was chosen for
the multi-view linear embeddings in the experiments. Except
LMvPLS and KMvPLS, we find the majority of the methods
are robust to the dimensionality changes in the subspace.
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TABLE V: MAP Scores (%) on the Wikipedia
2 views 3 views 4 views
img. query txt. query avg. img. query txt. query avg. img. query txt. query avg.
MvDA [17] 39.73 37.14 38.43 39.34 35.04 37.19 41.07 39.21 40.14
GMA [18] 41.91 38.55 40.23 42.26 38.66 40.46 42.26 38.67 40.47
MULDA [15] 43.04 39.87 41.46 43.45 40.68 42.07 43.79 40.32 42.06
Proposed LMvCCA 41.37 39.07 40.22 42.10 39.64 40.87 42.53 39.98 41.26
Proposed LMvPLS 42.49 40.42 41.46 41.29 39.34 40.31 41.86 39.74 40.80
Proposed SLMvDA 43.20 40.07 41.64 43.14 39.86 41.50 43.77 40.24 41.80
Proposed LMvMDA 43.38 40.32 41.85 43.74 40.46 42.10 43.90 40.23 42.07
KMUDA [15] 44.38 39.52 41.95 45.40 39.96 42.68 44.29 38.12 41.20
Proposed KMvCCA 44.78 41.83 43.30 44.06 41.41 42.73 45.13 41.66 43.40
Proposed KMvPLS 42.94 40.46 41.70 42.03 39.40 40.71 41.94 38.84 40.39
Proposed SKMvDA 45.52 38.39 41.96 44.66 38.47 41.57 42.94 39.32 41.13
Proposed KMvMDA 46.01 40.96 43.49 45.40 40.16 42.78 46.48 40.73 43.61
TABLE VI: MAP Scores (%) on the COCO dataset
2 views 3 views 4 views
img. query txt. query avg. img. query txt. query avg. img. query txt. query avg.
Proposed LMvCCA 87.18 86.92 87.05 87.20 87.01 87.11 87.31 87.22 87.27
Proposed LMvPLS 84.76 85.05 84.91 84.83 85.07 84.95 84.82 85.05 84.94
Proposed KapMvCCA 88.42 87.58 88.00 88.35 87.52 87.94 88.45 87.60 88.03
Proposed KapMvPLS 87.16 86.58 86.87 87.14 86.56 86.85 87.14 86.56 86.85
Proposed DMvCCA 88.14 88.10 88.12 88.20 88.26 88.23 88.49 88.40 88.45
Proposed DMvPLS 88.01 88.03 88.02 88.06 88.03 88.05 88.45 88.34 88.40
DCCA2 [25] 88.30 88.27 88.29 - - - - - -
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Fig. 6: PR curves across different number of views on the COCO dataset for the Image-to-Text retrieval and the Text-to-Image
retrieval. Note the curve by DCCA2 [25] is presented across all numbers of views.
V. CONCLUSION
In this paper, we proposed a generalized multi-view em-
bedding method using the graph embedding framework. We
showed multi-view CCA, PLS and LDA can be characterized
by their specific intrinsic and penalty graph matrices within
the same framework. A novel discriminant analysis method
named MvMDA was introduced by exploiting the distances
between class centers of different views. Meanwhile, we also
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Image Query Text Query
1. A very big building with many windows and a clock on it.
2. A very old tall building with a large clock tower sticking out of it.
3. The clock tower stands high above the city.
4. A clock that is on the side of a large building.
5. The bridge is in front of a huge building with a clock tower in the middle of it.
Precision: 53.33% Precision: 86.67% Precision; 100%
(a) Query by original image feature (b) Query by projected image feature (c) Query by text
Image Query Text Query
1. An open laptop sits on a desk in front of a window.
2. An Apple laptop sitting on a wooden desk.
3. An Apple laptop sitting on a wooden desk in an office.
4. An Apple laptop on a desk in an office.
5. A desk with a laptop sitting on top of it.
Precision: 60.00% Precision: 86.67% Precision: 66.67%
(a) Query by original image feature (b) Query by projected image feature (c) Query by text
Fig. 7: Sample retrieval results on the COCO dataset. The first row of each table presents the query image and text, and the
second row shows the retrieved images by different query types. False positive results are bounded in red.
TABLE VII: MAP(%) scores of CBIR on the COCO dataset
Method 2 views 3 views 4 views
Raw 83.77
Proposed LMvCCA 85.64 85.76 85.93
Proposed LMvPLS 84.30 84.30 84.32
Proposed KapMvCCA 85.43 85.47 85.49
Proposed KapMvPLS 84.56 84.57 84.58
Proposed DMvCCA 89.33 89.62 89.84
Proposed DMvPLS 89.50 89.34 89.79
DCCA2 [25] 89.71 - -
studied non-linear embeddings, and found implicit and explicit
kernel mappings for multi-view learning. A unified scheme for
learning by neural networks was developed which combined
the learned representations with a linear embedding layer.
We thereby formulated the expression of stochastic gradient
descent for optimizing the proposed objective function.
We validated the formulation by conducting experiments
in zero-shot visual object recognition and cross-modal image
retrieval. It was shown that supervised and non-linear subspace
learning outperformed the unsupervised and linear methods
when large amount of images and texts were available. More-
over, the recognition or retrieval performance were consis-
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Fig. 8: Performance variation for image queries on texts of
Wikipedia dataset with respect to the different dimension d.
tently improved by embedding more views/modalities into the
latent feature space. We also performed the traditional CBIR
experiments where the multi-view embeddings can contribute
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Fig. 9: Performance variation for text queries on images of
Wikipedia dataset with respect to the different dimension d.
to the performance gain.
Interesting future research directions include learning from
the raw data to achieve an end-to-end solution for multi-view
learning. We should further reduce the computational cost
for kernel methods to cope with large scale of images. In
addition, learning from incomplete and unlabeled multi-view
data should be studied for video analysis.
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1Multi-view Nonparametric Discriminant Analysis
for Image Retrieval and Recognition
Guanqun Cao, Alexandros Iosifidis, Senior Member, IEEE, Moncef Gabbouj, Fellow, IEEE
Abstract—A novel multi-view nonparametric discriminant
analysis method is proposed for the application of cross-modal
image retrieval and zero-shot recognition. We exploit the class
boundary structure and discrepancy information of the available
views in order to formulate an optimization criterion which is
automatically adjusted to the multi-view class structures. The
proposed method allows for multiple projection directions, by
relaxing the Gaussian distribution assumption of related methods.
The experiments demonstrate that the proposed method can
achieve superior results comparing to several existing methods.
Index Terms—Multi-view learning, subspace learning, image
retrieval
I. INTRODUCTION
We have entered a world of multimedia big data. Multimedia
contents also become increasingly diverse in their representa-
tion and exist in different modalities. It urges the research
community to dive into the heterogeneous data to find the
desired content across modalities or classify them into the
right category from many views. For example, thanks to the
available text-image datasets from the collaborative content
creations in Wikipedia, matching textual description with their
corresponding images becomes a hot-button issue. People
start to revisit the image retrieval problem not only in the
conventional way of retrieving the best matching image using
the query text, but generating human understandable sentences
given an image [1]. A visual object can also be observed
in various domains in terms of illumination, noise level,
viewing angle, and self deformation. Integrating the knowl-
edge obtained from multiple views/modalities contributes to
improving the task of object recognition [2].
Subspace learning has proved to be successful among the
techniques in multi-view learning for multimedia analysis
[3]. It finds a common latent space from different input
modalities by fitting an optimization criterion. Among un-
supervised methods, Canonical Correlation Analysis (CCA)
[4] has been widely used to establish a correlation between
views [5], [6]. On the other hand, Multi-view Discriminant
Analysis (MvDA) [2] as a supervised algorithm is a direct
extension of Linear Discriminant Analysis (LDA) [7], [8]. It
seeks for the most discriminant features by maximizing the
determinant of the between-class scatters while minimizing
Copyright (c) 2017 IEEE. Personal use of this material is permitted.
However, permission to use this material for any other purposes must be
obtained from the IEEE by sending a request to pubs-permissions@ieee.org.
The authors are with the Laboratory of Signal Processing, Tampere Univer-
sity of Technology, Finland. A. Iosifidis is also with the Dept. of Engineering,
Electrical and Computer Engineering, Aarhus University, DK-8200, Aarhus
N, Denmark.
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Fig. 1: t-SNE visualization of word2vec represenations before
and after applying the proposed method. The samples are
grouped together automatically, and each class label indicates
the majority class in its group, which matches the correspond-
ing test class.
that of the within-class scatters regardless of view origins. This
method can be further extented to nonlinear cases by using
(approximate) kernel mappings [9], [10], or integrating with
neural nets [11], [6]. Generalized Multi-view Analysis (GMA)
[12] was proposed as a framework for numerous techniques
to maximize the intra-view discriminant information.
MvDA has certain limitations originating from LDA [13],
which is developed upon the assumption that data in each
class follow a Gaussian distribution. Only class centers are
considered when calculating the between-class scatter matrix
and within-class matrix. These parametric methods also suffer
performance degradation when the data is non-Gaussian. Sev-
eral nonparametric techniques [14], [15] were thereby devel-
oped to design alternative between-class scatters by exploiting
the distances of the data close to the class boundary. However,
these techniques are applied in the single-view cases, and view
discrepancies should not be overlooked using direct extensions
in the multi-view learning.
We propose a new formulation for multi-view discriminant
analysis which successfully exploits the boundary structure of
the classes on data from different sources, as well as the view
discrepancy for balancing the contribution of each view in the
overall optimization process. Following the graph embedding
framework [16], we design the intrinsic and penalty graphs
characterizing the within-class compactness and between-class
separability, while encoding both intra-view and inter-view
discrimination simultaneously. Class compactness is encoded
using a k1-nearest neighbor graph connecting neighboring
samples from the same class with the same view origin,
while class discrimination is modeled using another k2-nearest
neighbor graph connecting nearest sample pairs from the same
2view but belonging to different classes. We also enhance
the class discrimination of each node in the penalty graph
by weighting the contribution of neighboring pairs based on
their proximity to the class boundary. Moreover, global class
discrimination is combined to the adaptive local graph to better
adjust to the properties of heterogeneous classes.
We outline the strength of the proposed method as follows:
1) It allows for a larger number of projection directions than
MvDA, and makes use of all the samples when developing
the intrinsic and penalty graphs, while MvDA merely uses
the class centers. 2) It assumes that each class is formed by
multiple subclasses, denoted by the different views. In this
way, it relaxes the assumption of MvDA in that each class is
formed by samples drawn from a multi-dimensional Gaussian
distribution, independent from the view they come from. 3)
By exploiting both the between-class and within-class margins
in the same view, we obtain a better class discrimination in
the penalty graph and compactness in the intrinsic graph, and
result in an improved performance. 4) Multi-view extension of
Marginal Fisher Analysis (MFA) under the GMA framework
[12] only considers the intra-view discriminant information,
while MvNDA also takes into account of the inter-view
discrimination.
The rest of the letter is organized as follows. In Section
II, we will present our multi-view nonparametric discriminant
analysis in detailed after describing the previous work on
MvDA [2]. In Section III, we present quantitative results in
cross-modal image retrieval on the Wikipedia dataset and zero-
shot recognition on the Animal with Attribute (AwA) dataset.
Finally, Section IV concludes the letter.
II. APPROACH
We denote the data matrix by X = [x1,x2, . . . ,xN ],
xi ∈ RD, where N is the number of samples and D is
the feature dimension. In the multi-view case, we define
Xv ∈ RDv×N , v = 1, . . . , V for the feature vectors of the
vth view. The dimensionality of the various feature spaces
Dv can vary across the views. W = [W>1 ,W
>
2 , . . . ,W
>
V ]
>,
where Wv ∈ RDv×d, v = 1, . . . , V is the projection matrix in
view v, d is the number of dimensions in the latent (common)
space. For multi-class learning problems, the class label of
the sample xi is defined as ci ∈ {1, 2, . . . , C}, where C is
the number of classes. We also denote the index set of the cth
class by pic.
We use the graph embedding notation, where we define by
G = {X,V} an undirected weighted graph with vertex set
X and simlarity matrix V ∈ RN×N . The diagonal matrix D
and the Laplacian matrix L of a graph G in the vth view are
denoted as Lv = Dv −Vv, Dvii =
∑
j 6=i V
v
ij , ∀i.
A. Multi-view Discriminant Analysis (MvDA)
MvDA [2] is the multi-view version of parametric LDA
which maximizes the ratio of the determinant of the between-
class scatter matrix to that of the within-class scatter matrix.
Mathematically, it is written as
JMvDA(W) = argmax
W
Tr(SPB)
Tr(SPW )
, (1)
where the between-class scatter matrix is
SPB =
V∑
i=1
V∑
j=1
W>i Xi
( C∑
c=1
1
Nc
ecec
> − 1
N
e e>
)
︸ ︷︷ ︸
LP
B
X>j Wj (2)
and the within-class scatter matrix is
SPW =
V∑
i=1
V∑
j=1
W>i Xi
(
I−
C∑
c=1
1
Nc
ecec
>
)
︸ ︷︷ ︸
LP
W
X>j Wj (3)
LPB and L
P
W are the between-class Laplacian matrix and
within-class Laplacian matrix, respectively [17]. Both the
single-view and multi-view linear discriminant analysis are
parametric methods under the assumption that the data of each
class follows a Gaussian distribution. Their performance de-
grades when the data distribution is non-Gaussian. Moreover,
since the rank of the between-class matrix is at most C−1 in
the vth view, the number of the final MvDA feature is at most
(C−1)×V . The classification performance is constrained by
the limited number of dimensionality in the subspace.
B. Proposed Multi-view Nonparametric Discriminant Analysis
(MvNDA)
We propose a new criterion to learn a mapping from the
multiple feature spaces defined over the various views to a
common space as follows,
JMvNDA(W) = argmax
W
Tr(SNB )
Tr(SNW )
, (4)
where W is the projection matrix containing the eigenvectors
of S = SNW
−1
SNB associated with the top d eigenvalues λ,
and can be solved efficiently from the generalized eigenvalue
problem as in [2], [6]. We define the within-class scatter
matrix SNW and between-class scatter matrix S
N
B as follows.
In the latent space, we enforce the samples from the same
class of the same view to be close to each other. Therefore,
the intrinsic graph is designed to strengthen the intra-view
class compactness from these subclasses, and the within-class
scatter matrix is
SNW =
V∑
i=1
W>i Xi(DW −VW )X>i Wi (5)
where LNW = DW −VW is the within-class Laplacian matrix
and the intrinsic graph VW is defined as
VWpq =
{
1, if p ∈ NNk1(q) or q ∈ NNk1(p)
0, otherwise.
(6)
NNk1(p) denotes the index set of the k1 nearest neighbors of
the sample xp in the same class.
We also design a view-specific penalty graph to push apart
the marginal samples from different classes of the same view
with the following between-class scatter matrix:
SVSB =
V∑
i=1
W>i Xi[Q ◦ (DB −VB)]X>i Wi, (7)
where LVSB = DB − VB is the between-class view-specific
3Laplacian matrix, and its intrinsic graph is characterized as:
VBpq =
{
1, if (p, q) ∈ NPk2(cp) or (p, q) ∈ NPk2(cq)
0, otherwise.
(8)
NPk2(c) is a set of data pairs which contains the k2 nearest
pairs in the set {(i, j), i ∈ pic, j /∈ pic}. The weight matrix
Q aims to highlight the importance of the samples on the
classification boundary. Specifically, the value in Q goes to
0.5 if the sample falls close to the boundary, but reduces to
0 otherwise. d(p, q) is the Euclidean distance between two
vectors p and q. Q is mathematically described below,
Qpq =

min{d(p, q),d(p,NNk2 (p))}
d(p, q)+d(p,NNk2 (p))
if (p, q) ∈ NPk2 (cp)
or (p, q) ∈ NPk2 (cq)
0 otherwise.
In order to enforce both inter-view and intra-view class
discrimination, our penalty term is based on the linear com-
bination of SPB of MvDA (2) and S
VS
B of (7) as follows
SNB = αS
P
B + (1− α)SVSB , (9)
where α ∈ [0, 1] is a weighting factor which is set close to
1 if the training data has a Gaussian distribution, and some
other value if the data distribution is unknown.
We provide a qualitative illustration of the intrinsic and
penalty graph in Fig. 2. The intrinsic graph shows the within-
class compactness by connecting a sample to its k1-nearest-
neighbors of the same class and view. The between-class
separability is characterized by both the connected marginal
point pairs from the same view but of different classes, and
the distance of different class centers.
We also follow the standard kernel-based learning approach
to define non-linear multi-view mappings. Each input space is
then mapped to the so-called kernel space Fv using a non-
linear function φ, i.e. Xv ∈ RDv×N Φ(·)−→ Φ(Xv) ∈ R|Fv|×N .
In Fv , following the Representer Theorem [18], [19], a linear
projection can be expressed as Wv = Φ(Xv)Av and dot
products between data pairs can be expressed using the kernel
matrix Kv = Φ(Xv)>Φ(Xv) [20]. Then,
JMvNDA(A) = argmax
A
Tr(A>K LNB KA)
Tr(A>K LNW KA )
, (10)
where the between-class Laplacian matrix LNB = αL
P
B +(1−
α)LVSB , and K = diag(K1, · · · ,KV ). For the cases where the
direct solution of (10) is impractical, due to the training data
size, we employ the approximate kernel mapping proposed in
[10] followed by the linear mapping defined in (4).
III. EXPERIMENTS
A. Wikipedia dataset
The cross-modal retrieval dataset named “Wikipedia” was
collected from the “Wikipedia featured articles” [1]. The
dataset has 10 generic classes and is composed of 2, 866
documents. Each document is a short paragraph with a median
text length of 200 words, and is coupled with a single image.
Between-class 
Separability
Within-class 
Compactness
Penalty GraphIntrinsic Graph
Class 1
Class 2
μ1
μ2
Fig. 2: The adjacency relationship of the intrinsic and penalty
graphs of the proposed MvNDA. The circular and rectangle
dots indicate samples from different views. We illustrate the
2-nearest adjacencies (i.e. k1 = k2 = 2) of one sample in each
class per view origin for clarity.
We follow the train/test split in [1] using 2, 173 training
and 693 test pairs of images and documents. Furthermore, a
validation set is held out by 20% of the training image/text
pairs. We perform PCA beforehand and reduce the dimen-
sionality of input features to 100. We set the dimensionality
of the latent space d to 50 for all methods, and the maximal
number of dimesional by MvDA is used. We set α = 0.5 and
k1 = k2 = 20 in all experiments based on the validation set.
Here, we briefly describe the feaures extracted from each
view in this dataset. For images, two off-the-shelf CNNs
models are used to produce the visual features. VGGNet
provides the view 1 feature using the output from the fc8
layer in VGGNet with 16 weight layers [21]. We also use
the GoogleNet outputs as the view 3 features. View 2 feature
is extracted from the Wikipedia paragraphs surrounding the
images using a pre-trained skip-thoughts model [22]. An
additional view 4 feature is the regression outputs from the
Word2Vec by mapping the visual feature to the word feature
[23]. The same set of features has been adopted and detailed
description can be found in [6].
The cross-modal retrieval is conducted in both ways by
TABLE I: MAP Score (%) on the Wikipedia Dataset
Linear methods Kernel methods
Method img. query txt. query Avg. img. query txt. query Avg.
2 views
MvCCA [6] 36.92 34.96 35.94 44.78 41.83 43.31
MvPLS [6] 42.49 40.42 41.46 42.94 40.46 41.70
GMA [12] 41.91 38.55 40.23 45.65 36.97 41.31
MvDA [2] 39.73 37.14 38.44 44.16 37.82 40.99
MvNDA 43.51 40.72 42.12 48.41 41.97 45.19
3 views
MvCCA [6] 36.40 34.51 35.46 44.06 41.41 42.74
MvPLS [6] 41.29 39.34 40.31 42.03 39.40 40.71
GMA [12] 42.26 38.66 40.46 43.96 36.06 40.01
MvDA [2] 39.34 35.04 37.19 41.25 34.58 37.92
MvNDA 43.21 40.81 42.01 48.17 42.67 45.42
4 views
MvCCA [6] 40.50 37.91 39.21 45.13 41.66 43.40
MvPLS [6] 41.86 39.74 40.80 41.94 38.84 40.39
GMA [12] 42.26 38.67 40.47 43.30 35.95 39.63
MvDA [2] 41.07 39.21 40.14 41.31 37.16 39.24
MvNDA 43.44 40.63 42.04 48.00 42.43 45.21
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Fig. 3: Clockwise from top left: The precision-recall curve by
querying images for text annotations, the retrieval performance
of matching text to images, the MAP scores with various α
under different fixed numbers of nearest neighors k, (here k =
k1 = k2), and the MAP scores with the different k nearest
neighbors and a fixed α = 0.5. The legends in the figures in
the first row indicate the method producing the PR curve, and
we denote querying images for texts by “I2T”, and querying
texts by images by “T2I” in the figure in the bottom row. k
is the number of nearest neighbors.
querying every test image and searching for the most relevant
texts in the test set, and vice versa. The Mean Average
Precision (MAP) is used to evaluate the retrieval performance
based on the position of all retrieved images/annotations. We
compare the retrieval performance using the features in the
subspace of the proposed MvNDA with that of numerous
methods in the literature. Both matching images (view 1) to
text (view 2) and text to images are tested. Additional views are
projected to the latent space to show more results. In Table
I, we see MvNDA outperforms the previous methods in all
scenarios using different numbers of views. The further results
are confirmed by the Precision-Recall curves in Fig. 3, which
shows the retrieval results by the proposed MvNDA are among
the leading group in both querying images for text and using
text to seek relevant images. We also analyze the effects of
different numbers of nearest neighbors and the weight factors
α in Fig. 3. It shows the consistent retrieval performance with
the different values of k or α, while only using the view-
specific discrimination (α = 0) degrades the MAP score. We
also show the word embedding in its original feature space
and the projected latent space in Fig. 1.
B. Animal with Attributes (AwA)
We also demonstrate the effectiveness of multi-view em-
beddings in tackling the domain shift problem for zero-shot
recognition [24]. The Animal with Attribute (AwA) dataset
has 50 animal classes with 30, 475 images, and 85 class-
level attributes. We follow the experimental protocol in [6] by
splitting 40 classes (24, 295 images) to train the recognition
model while the other 10 classes with 6, 180 images for testing
TABLE II: Recognition accuracy (%) on the AwA dataset
Linear methods Approxmiate kernel methods
Method 2 views 3 views 4 views 2 views 3 views 4 views
MvCCA [6] 55.86 75.88 82.01 43.93 47.33 49.51
MvPLS [6] 58.52 73.59 77.09 45.37 47.50 52.10
MvDA [2] 49.95 68.55 70.00 36.65 42.73 42.72
GMA [12] 52.12 73.49 78.46 42.42 44.81 46.84
TMV-HLP [24] - 73.50 80.50 - - -
MvNDA 56.16 77.16 82.78 48.78 46.74 47.56
(a) 2-view NDA (b) 3-view NDA
persian+cat
hippopotamus
leopard
humpback+whale
seal
chimpanzee
rat
giant+panda
pig
raccoon
(c) 4-view NDA
Fig. 4: t-SNE Embedding of Latent Feature Representation:
We visualize the embeddings from different numbers of views
using the proposed method.
the zero-shot recognition. Each animal class contains more
than one positive attribute, and the attributes are shared across
classes which enables zero-shot recognition. The detailed class
labels and attributes are provided in [25]. Besides the visual
features (view 1,4) and the class label encoding (view 3)
generated in the same way as the Wikipedia dataset, a new
attribute encoding is added as view 2 by mapping the visual
feature to the attribute probabilities of the animal classes [25].
Table II shows the quantitative results in zero-shot recogni-
tion. α, k1, k2 are determined based on the grid search using
the held-out set. By integrating all available views, we see that
recognition accuracy improves with more input views. Due to
the size of the training set, we adopt the Nystrio¨m method for
the approximate kernel mapping [10]. MvNDA produces the
leading results in all linear cases. We can also observe that the
performance of nonlinear methods is inferior compared to the
linear ones, which can be explained by the high-dimensionality
of the input representations and the use of approximate kernel-
based learning. We also graphically show in Fig. 4 that with
more available views, the embedded features are grouped into
the correct animal classes using the proposed method.
IV. CONCLUSION
We proposed a novel multi-view nonparametric discriminant
analysis technique for the problem of cross-modal image
retrieval and recognition. This method has several advantages
in exploiting the view difference and class boundary structure
information, providing more available projection directions,
and achieving better class discrimination in different tasks on
both Wikipedia and AwA dataset.
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Abstract—There has been a surge of efforts in cross-modal
recognition and retrieval in recent multimedia research. Towards
this goal, we investigate a multi-modal subspace learning algo-
rithm together with the Dropout regularizer. Inspired by the
regularization for neural networks, we propose to aritificially
remove the effect of certain amount of feature bins using the
probabilistic approach to prevent the linear subspace learning
from over-fitting. The novel regularizer is well integrated into the
multi-modal learning algorithm which maximizes the between-
class scatter while minimizing the within-class scatter in the
projected latent space. The new objective function can be solved
efficiently as the generalized eigenvalue problem. Experimental
results have shown that superior performance can be obtained
in both face-sketch recognition and cross-modal retrieval appli-
cations.
Keywords-subspace learning; face-sketch recognition;
cross-modal retrieval;
I. INTRODUCTION
Multimedia content is diverse. It has been witnessed re-
cently that, a huge amount of images, videos and annotated
texts are generated on a daily basis. There is an increasing
need to match the contents sharing the same meaning or pur-
pose across different modalities. One example is identifying
criminals based on the forensic sketches. This problem is
intrinsically difficult as matching between the criminal faces
and the sketches is a challenging issue. Another problem is
retrieving the best matching image from a large image database
using the query text, or finding the best textual description of
an image. This so-call cross-modal image retrieval has also
attracted much attention in multimedia research.
Subspace learning method is a type of algorithms to build
the relationship between modalities. It aims to project dif-
ferent input features to a common latent space by fitting
an optimization criterion. Among these subspace learning
methods, Canonical Correlation Analysis (CCA) [1] becomes
widely used in establishing pairwise relations for numerous
applications [2], [3]. The idea behind CCA is to project dif-
ferent modalities into a latent space, where the inter-modality
correlation is maximized and the within-modality correlation is
minimized. Another popular technique is Partial Least Square
(PLS) regressions [4], which maximize the covariance between
modalities only. Recent attempts have been focused on exploit-
ing the class discrimination. Multi-view Discriminant Analysis
[5] is a technique which extends Linear Discriminant Analysis
(MvDA) [6] to project more than two input modalities into the
latent space. On top of MvDA, Joint Feature Selection and
Subspace learning (JFSSL) [7] is proposed for multi-modal
learning with class discriminant in the regularization term.
There are certain limitations in the existing subspace learn-
ing techniques. Traditional methods such as CCA and PLS
accept only pairwise information, and it has been shown
to provide performance gain from more modalities [8]. In
MvDA, the between-class scatter is maximized regardless
of the difference between inter-modality and intra-modality
covariances, while the within-class scatter is minimized in the
mean time. JFSSL has taken the cross-modality relation into
account by building a multi-modal graph regularization term.
However, the modality discrimination is only considered in
the regularization step. The class and modality information
is not well integrated and therefore the potential of joint
optimization cannot be sufficiently exploited. In contrast, the
Dropout regularizer inpired in neural networks [9], [10] can
be a simple yet powerful alternative to penalize the modality
difference and avoid over-fitting for linear subspace learning.
In this paper, we propose a Dropout regularized multi-modal
subspace learning algorithm based on [11] for face-sketch
recognition and cross-modal retrieval. The novel method
aims to reduce the modality discrepancy when projecting the
multiple features into a common space, which makes the
learning algorithm robust in case of over-fitting. We introduce
the Dropout regularizer for linear subspace learning which
randomly removes the effect of certain number of feature
vector bins. This artificially corrupting term is well combined
with the inter-modality and intra-modality scatters to become
a unified objective function. The proposed formulation inte-
grates the cross-modal scatters and cross-class covariances
as a whole, and can be solved efficiently as a generalized
eigenvalue problem. We conduct a series of experiments to
show the proposed learning algorithm consistently achieves
superior results in both recognition and retrieval applications.
The rest of the paper is organized as follows. In Section
II, we describe explicitly the joint multi-modal subspace
learning with Dropout. Then, in Section III, we present the
comparative results in face-sketch recognition and cross-modal
image retrieval on two popular multimedia datasets. Finally,
Section IV concludes the paper.
II. MULTI-MODAL SUBSPACE LEARNING WITH DROPOUT
REGULARIZATION
In this section, a novel multi-modal subspace learning
algorithm with Dropout regularization is presented. We firstly
introduce the regularization term. Then the multi-modal sub-
space learing is described. Finally, we show the integration of
the regularization into the multi-modal objective function, and
its solution as a generalized eigenvalue problem.
A. Dropout regularization for linear subspace learning
We define the data matrix X = [x1,x2, . . . ,xN ], xi ∈ RD,
where N is the number of samples and D is the feature
dimension. We also define Xv ∈ RDv×N , v = 1, . . . , V for the
feature vectors of the vth view. Note that the dimensionality
of the various feature spaces Dv may vary across the views.
Wv ∈ RDv×d, v = 1, . . . , V is the weight matrix for each
view, d is the number of dimensions in the latent space. After
the linear projection, we can obtain the latent feature vectors
from each view as
Yv =W
>
v Xv. (1)
The idea of Dropout regularization is to create a binary mask
m i,t to remove certain number of values from the original
feature vector at each epoch. It originates from dropping
out neurons and their connections while training the neural
networks. The elements in m i,t equals to 1 with a probability
value p following a Bernoulli distribution, and equals to 0
with (1−p) probability. Then the feature vector after applying
Dropout is
x i,t =m i,t ◦ xi, (2)
where ◦ denotes the operation for the Hadamard (element-
wise) product. We also express the feature vector for shrinkage
as x˜i,t = xi − xi,t, then it is easy to derive the regularized
feature vector in the latent space as
W>(x v,i − x v,i,t) =W>x˜ v,i,t = 0. (3)
The regularization term is shown as
R(W) =
1
2NT
V∑
v=1
N∑
i=1
NT∑
t=1
‖W>v xv,i −W>v xv,i,t‖2F (4)
=
1
2NT
V∑
v=1
NT∑
t=1
‖W>v X˜v,t‖2F (5)
We consider the case when the number of epoches NT goes to
infinity. Then from the weak law of large numbers, we know
that R(W) will converge to its expectation
R(W) =
1
2NT
V∑
v=1
NT∑
t=1
E
(
W>v X˜v,tX˜
>
v,tWv
)
(6)
=
1
2NT
V∑
v=1
NT∑
t=1
W>v
(
X˜v,tX˜
>
v,t ◦P
)
Wv, (7)
where P =
[
(pp>) ◦ (11> − I)
]
+
[
(pI>) ◦ I
]
, and p =
[(1−p), . . . , (1−p)]> ∈ RN is a vector whose elements shows
the probability that xi = 0. We also define that 1 ∈ RN×N
as a vector of ones, and I ∈ RN×N is the identity matrix.
B. Multi-modal subspace learning
Here we propose the expression of objective function for
multi-view subspace learning as
Maximize:
Tr(SB)
Tr(SW + αR(W))
=⇒ Tr(W
>PW)
Tr(W>QW + αR(W))
.
Subject to: W>W = I
(8)
where SB and SW are the matrices describing the between-
class and within-class scatters, respectively. P and Q are
the inter-view and intra-view covariance matrices. α is the
parameter adjusting the importance of regularization.
We exploit the Dropout regularization of the objective
function in the case of linear projection. Svij is a similarity
weight matrix which encodes the intra-view properties to be
minimized, and S′vij is a penalty weight expressing the inter-
view properties to be maximized. The weight matrix W is
thereby obtained from
Maximize:
∑V
v=0
∑N
i=0
∑N
j=0 S
′
vij‖W>v Xvi −W>v Xvj‖2∑V
v=0
∑N
i=0
∑N
j=0 Svij‖W>v Xvi −W>v Xvj‖2 + αR(W)
=⇒ Tr(W
>XLBX>W)
Tr(W>XLWX>W + αR(W))
,
Subject to: W>W = I
In the above, we define the diagnal matrix of each view pair
as Duv whose i-th element is [Duv]ii =
∑
j [Suv]ij , and the
total graph Laplacian matrix as LB = D − S. Similarly, we
have D′,S′,LW in the penalty graph.
We propose the between-class scatter matrix which maxi-
mizes the distance between different class centers of different
views as
SB =
V∑
i=1
V∑
j=1
C∑
p=1
C∑
q=1
p 6=q
(mip −miq)(mjp −mjq)>
=
V∑
i=1
V∑
j=1
C∑
p=1
C∑
q=1
W>i XiLBX
>
j Wj , (9)
and the Laplacian matrix is
LB = 2 (ep e
>
p − ep e>q ), (10)
where ep, eq are the class vectors, and both are defined as
ep ∈ RN with ep(i) = 1, if pi = p, and ep(i) = 0, otherwise.
We define the formulation of within-class Laplacian matrix as
SW =
V∑
i=1
C∑
c=1
W>i Xi
(
I−
C∑
c=1
1
Nc
ecec
>
)
X>i Wi
=
V∑
i=1
V∑
i=1
C∑
c=1
W>i Qii Wi, (11)
The above equation has the form of the Rayleigh quotient.
Therefore, all subspace learning methods that maximize the
criterion are reduced to a generalized eigenvalue problem:
P11 P12 · · · P1V
P21 P22 · · · P21
...
...
. . .
...
PV 1 PV 2 · · · PV V
W = ρ

Q11 0 · · · 0
0 Q22 · · · 0
...
...
. . .
...
0 0 · · · QV V
W,
(12)
and the solution is given below:
W =

W1
...
WV
 and ρ =
d∑
i=1
λi (13)
are the generalized eigenvector and the sum of the top d
generalized eigenvalues λi respectively. W contains the pro-
jection matrices of all views, and ρ is the value of Raleigh
quotient. We take the top d dimensions of eigenvectors into
the projection matrix, and their corresponding eigenvalues
for ρ as the solution. We address the Rayleigh quotient as
the uniform objective function, reaching out to all subspace
learning methods in the paper.
III. EXPERIMENTAL RESULTS
We perform several experiments to demonstrate the effec-
tiveness of the proposed method in multi-modal face-sketch
recognition and cross-modal image retrieval tasks. Firstly, we
describe the procedure of conducting each experiment, the
features that we employed, and the evaluation metrics. Then,
we show the comparative results of matching between faces
and sketches by algorithms including CCA [12], PLS [13],
MvDA [5] and the propose method. We continue to evaluate
the performance of multi-modal learning in cross-modal re-
trieval. In each section, we present figures and analysis of the
results and discuss the effect of using the proposed method on
different datasets.
A. Experimental Setup
In the Face-Sketch recognition experiment, we find the
best matching face to each sketch from the test database and
vice versa. Facial feature and sketch features are extracted in
their own domain. Specifically, all images are aligned based
on their fiducial points and cropped to 80 × 64 pixels. We
use the pre-trained CNN models produced by deep residual
net [14] to generate the facial feature. The output from the
’data’ layer is used as the feature vectors. The sketches
are represented by Histogram of oritented Gradients (HoG)
feature [15]. Principal Component Analysis (PCA) is applied
to reduce the dimensionality of both face and sketch features.
Empirically, we the set number of dimensionality to 500 to
show the best recognition accuracies. Thereafter, we train a
model by projecting both features into a common space, and
compute the matching between new faces and sketched in the
latent space.
CUHK Face Sketch FERET (CUFSF) [16], [2] is used to
evaluated the Face-Sketch recognition. The dataset is consist
of 1, 194 subjects with lighting variations from FERET dataset
[17]. Each subject is represented by a pair of face and sketch,
and each sketch is drawn manually with shape exaggeration
according to its face image. We use the first 700 subjects for
training and the rest for testing. The evaluation of matching
different modalities is presented quantitatively using rank-1
recognition rate.
In cross-modal retrieval, we perform both text query for
image retrieval and image query for text retrieval. Furthermore,
the experiments are extended to 2-view, 3-view and 4-view
cases and the retrieval performance are compared between
numerous algorithms. We first extract the query features in
their own domains. We learn a joint model from the latent
space using the image features, class label features and sen-
tence features. Query features are then projected to this latent
space. We also undertake a semantic matching step [3] which
trains a logistic regressor over the embedded features from all
of the ground truth samples mapping the projected features of
both queries or to-be-retrieved images/texts towards the class
labels. The feature vectors generated from the ground truth
class labels is essentially the class vectors, whose number of
dimension is the number of classes. We finally use the class
probabilities based on the logistic regressor outputs to perform
the cross-modal retrieval.
We use the following feature representations in the experi-
ments:
• Image feature by CNN models: We again employ the
off-the-shelf CNN models to extract the visual features.
We firstly rescale the size of the images to 224×224, and
set the mini-batch size to 50. We use the output from the
fc8 layer in VGGNet with 16 weight layers [18] (denoted
as VGG-16 in latter sections) and the loss3/classifier
layer from GoogleNet [19]. Both models produce 1000-
dimension feature vectors.
• Class label encoding: Since each image corresponds to
one class label on the Wikipedia dataset, we exploit the
textual feature from the category names mapped from
the image features. Specifically, we firstly train a 100-
dimension skip-gram model [20] on the entire English
Wikipedia articles composed of 2.9 billion words. Then
we can extract a separate set of word vectors from class
labels of our datasets. In order to correlate the word and
images, we train a ridge regressor with 10-fold cross-
validation to map the VGG-16 image features to each
dimension of the word vectors respectively. The regressor
outputs are used as the class label features.
• Sentence encoding: A vital feature of cross-modal re-
treival system is that we make use of textual features
directly. We can find a paragraph of text describing
each image on the Wikipedia dataset. We generated
the sentence vectors from the paragraphs by the pre-
trained skip-thoughts model [21]. The model was trained
over the MovieBook and BookCorpus dataset [22]. The
resultant feature extracted by the Skip-thought model
4800 dimensions.
Wikipedia is a cross-modal dataset collected from the
“Wikipedia featured articles” [3]. The dataset is organized
in 10 categories and consists of 2, 866 documents. Each
document is a short paragraph with a median text length of
200 words, and is associated with a single image. We follow
the train/test split in [3] who use 2, 173 training and 693 test
pairs of images and documents. PCA is also applied in before
the subspace learning. and we set the number of dimension to
100.
We present the retrieval results graphically using 11-point
interpolated precision-recall (PR) curves. The Mean Average
Precision (MAP) score, which is the average precision at the
ranks where recall changes, can be computed based on the
Precision Recall curves. The Average Precision (AP) measures
the relevance between a query and retrieved items [23], and
the MAP score calculates the mean AP by quering all items
in the test set.
B. Results on Face-Sketch Recognition
TABLE I: Recognition Rate (%) on the CUFSF Dataset
Method Face-Sketch Sketch-Face Avg.
CCA 48.79 52.83 50.81
PLS 31.38 31.38 31.38
MvDA 45.55 49.60 47.58
LDA 47.17 51.62 49.40
LDA-Dropout 61.13 64.98 63.06
Table I shows the accuracy for both face-sketch and sketch-
face recognition by CCA, PLS, MvDA, and the proposed LDA
without and with the Dropout regularization. It can be seen that
the proposed algorithm in the last row outperforms the relative
methods by a large margin. It exhibits the property of adoption
of supervised information and robustness against over-fitting.
The matching between different modalities benefits from the
discrimination and regularization. Moreover, we present a
graph showing the influence of the probability p on the
recognition performance at different levels of regularization
importance (α). We observe that the recognition rate is gener-
ally consistent to different Dropout probabilities, and always
better than the one without the regularization, i.e. p = 1.
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Fig. 1: Face-Sketch Recognition Rate for different probability
p.
C. Results on Cross-modal Retrieval
We use the VGG-16 features and sentence features for two
views, and augment class label and GoogleNet encodings as
the additional modalities. The quantitative results are shown
in Table II. It can be seen that a better retrieval is obtained
when enriching the latent feature with more modalities. We
also observe that the discriminant information improve the
performance, and both text-image and image-text retrieval
progress with more modalities. Moreover, the proposed meth-
ods with Dropout is the best algorithm in all categories of
using different number of modalities. We present more detailed
results in the form of PR curves in Fig. 2. It can be seen
that the proposed method consistently outperforms the other
methods across all views, while most methods are comparable
except CCA.
IV. CONCLUSION
We have proposed a novel Dropout regularized multi-
modal subspace learning algorithm. The regularizer articially
generates zero feature values to penalize the view difference
and avoid over-fitting during linear projections. The expression
for regularization is a natural extension in neural networks, and
is well integrated in the unified objective function .The joint
optimization formulation can maximize the inter-modality
scatters and minimize the intra-modality scatters. Meanwhile,
the between-class covariance are maximized while within-
class covariances are minimized. The formulation can be
solved efficiently as a generalized eigenvalue problem. We
conducted several experiments in Face-Sketch recognition
and Cross-modal retrieval. In both applications, the results
have shown that the proposed algorithm achieves consistently
superior results against state-of-the-art methods.
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Fig. 2: PR curves across different number of views on the Wikipedia dataset for the Image-to-Text retrieval and the Text-to-
Image retrieval.
TABLE II: MAP Score (%) on the Wikipedia Dataset
Method img. query txt. query Avg.
2 views
CCA 29.93 22.62 26.28
PLS 40.51 38.05 39.28
MvDA 42.12 38.65 40.38
LDA 41.96 38.80 40.38
LDA-Dropout 42.32 38.93 40.63
3 views
CCA 31.99 27.00 29.50
PLS 40.76 37.85 39.31
MvDA 41.94 38.48 40.21
LDA 42.28 38.81 40.55
LDA-Dropout 42.40 38.79 40.60
4 views
CCA 33.55 28.79 31.17
PLS 40.72 37.69 39.21
MvDA 43.20 39.74 41.47
LDA 43.46 39.94 41.70
LDA-Dropout 43.47 39.94 41.71
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Abstract—We study the problem of learning to rank from multiple sources. Though multi-view learning and learning to rank have been
studied extensively leading to a wide range of applications, multi-view learning to rank as a synergy of both topics has received little
attention. The aim of the paper is to propose a composite ranking method while keeping a close correlation with the individual rankings
simultaneously. We propose a multi-objective solution to ranking by capturing the information of the feature mapping from within each
view as well as across views using autoencoder-like networks. Moreover, a novel end-to-end solution is introduced to enhance the joint
ranking with minimum view-specific ranking loss, so that we can achieve the maximum global view agreements within a single
optimization process. The proposed method is validated on a wide variety of ranking problems, including university ranking, multi-view
lingual text ranking and image data ranking, providing superior results.
Index Terms—Learning to rank, multi-view data analysis, ranking
F
1 INTRODUCTION
Learning to rank is an important research topic in infor-
mation retrieval and data mining, which aims to learn a
ranking model to produce a query-specfic ranking list. The
ranking model establishes a relationship between each pair
of data samples by combining the corresponding features
in an optimal way [1]. A score is then assigned to each
pair to evaluate its relevance forming a global ranking list
across all pairs. The success of learning to rank solutions
has brought a wide spectrum of applications, including
online advertising [2], natural language processing [3] and
multimedia retrieval [4].
Learning appropriate data representation and a suitable
scoring function are two vital steps in the ranking problem.
Traditionally, a feature mapping models the data distribu-
tion in a latent space to match the relevance relationship,
while the scoring function is used to quantify the relevance
measure [1]; however, the ranking problem in the real world
emerges from multiple facets and data patterns are mined
from diverse domains. For example, universities are posi-
tioned differently based on numerous factors and weights
used for quality evaluation by different ranking agencies.
Therefore, a global agreement across sources and domains
should be achieved while still maintaining a high ranking
performance.
Multi-view learning has received a wide attention with
a special focus on subspace learning [5], [6] and co-training
[7], and few attempts have been made in ranking problems
[8]. It introduces a new paradigm to jointly model and
combine information encoded in multiple views to enhance
the learning performance. Specifically, subspace learning
finds a common space from different input modalities using
an optimization criterion. Canonical Correlation Analysis
(CCA) [9], [10] is one of the prevailing unsupervised method
used to measure a cross-view correlation. By contrast, Multi-
view Discriminant Analysis (MvDA) [6] is a supervised
learning technique seeking the most discriminant features
across views by maximizing the between-class scatter while
minimizing the within-class scatter in the underlying feature
space. Furthermore, a generalized multi-view embedding
method [5] was proposed using a graph embedding frame-
work for numerous unsupervised and supervised learning
techniques with extension to nonlinear transforms includ-
ing (approximate) kernel mappings [11], [12] and neural
networks [5], [13]. A nonparametric version of [5] was also
proposed in [14]. On the other hand, co-training [7] was
introduced to maximize the mutual agreement between
two distinct views, and can be easily extended to multiple
inputs by subsequently training over all pairs of views. A
solution to the learning to rank problem was provided by
minimizing the pairwise ranking difference using the same
co-training mechanism [8].
Although there are several applications that could ben-
efit from multi-view learning to rank approach, the topic
has still been insufficiently studied up to date [15]. Ranking
of multi-facet objects is generally performed using com-
posite indicators. The usefulness of a composite indicator
depends upon the selected functional form and the weights
associated with the component facets. Existing solutions for
university ranking are an example of using the subjective
weights in the method of composite indicators. However,
the functional form and its assigned weights are difficult to
define. Consequently, there is a high disparity in the eval-
uation metric between agencies, and the produced ranking
lists usually cause dissension in academic institutes. How-
ever, one observation is that, the indicators from different
agencies may partially overlap and have a high correlation
between each other. We present an example in Fig. 1 to show
that, several attributes in the THE dataset [16], including
teaching, research, student staff ratio and student number
are highly correlated with all of the attributes in the ARWU
dataset [17]. Therefore, the motivation of this paper is to find
a composite ranking by exploiting the correlation between
individual rankings.
Earlier success in multi-view subspace learning provides
a promising way for composite ranking. Concatenating
multiple views into a single input overlooks possible view
2Fig. 1: The correlation matrix between the measurements of
Times Higher Education (THE) and Academic Ranking of
World Universities (ARWU) rankings. The data is extracted
and aligned based on the performance of the common
universities in 2015 between the two ranking agencies. The
reddish color indicates high correlation, while the matrix
elements with low correlation are represented in bluish
colors.
discrepancy and does not fully exploit their mutual agree-
ment in ranking. Our goal is to study beyond the direct
multi-view subspace learning for ranking. This paper offers
a multi-objective solution to ranking by capturing relevant
information of feature mapping from within each view as
well as across views. We propose a generic framework for
multi-view subpsace learning to rank (MvSL2R). It incor-
porates novel feature embedding methods of both multi-
view unsupervised and discriminant autoencoders. More-
over, we propose an end-to-end method to optimize the
trade-off between view-specific ranking and a discriminant
combination of multi-view ranking. To this end, we can
improve cross-view ranking performance while maintaining
individual ranking objectives.
Intermediate feature representation in the neural net-
work are exploited in our ranking solutions. Specifically, the
first contribution is to provide two closely related methods
by adopting an autoencoder-like network. We first train a
network to learn view-specific feature mappings, and then
maximize their correlation with the intermediate represen-
tations using either an unsupervised or discriminant pro-
jection to a common latent space. A stochastic optimization
method is introduced to fit the correlation criterion. Both
the autoencoding sub-network per view with a reconstruc-
tion objective and feedforward sub-networks with a joint
correlation-based objective are iteratively optimized in the
entire network. The projected feature representations in the
common subspace are then combined and used to learn for
the ranking function.
The second contribution (graphically described in Fig.
2) is an end-to-end multi-view learning to rank solution. A
sub-network for each view is trained with its own ranking
objective. Then, features from intermediate layers of the sub-
networks are combined after a discriminant mapping to a
common space, and training towards the global ranking
objective. As a result, a network assembly is developed
to enhance the joint ranking with mimimum view-specific
ranking loss, so that we can achieve the maximum view
agreement within a single optimization process.
The rest of the paper is organized as follows. In Section
2, we describe the related work close to our proposed
methods. The proposed methods are introduced in Section
3. In Section 4, we present quantitative results to show the
effectiveness of the proposed methods. Finally, Section 5
concludes the paper.
2 RELATED WORK
2.1 Learning to rank
Learning to rank aims to optimize the combination of data
representation for ranking problems [18]. It has been widely
used in a number of applications, including image retrieval
and ranking [4], [19], image quality ratings [20], online
advertising [2], and text summarization [8]. Solutions to
this problem can be decomposed into several key compo-
nents, including the input feature, the output vector and the
scoring function. The framework is developed by training
the scoring function from the input feature to the output
ranking list, and then, scoring the ranking of new data.
Traditional methods also include engineering the feature
using the PageRank model [21], for example, to optimally
combine them for obtaining the output. Later, research was
focused on discriminatively training the scoring function to
improve the ranking outputs. The ranking methods can be
organized in three categories for the scoring function: the
pointwise approach, the pairwise apporach, and the listwise
approach.
We consider the pairwise approach in this paper and
review the related methods as follows. A preference net-
work is developed in [22] to evaluate the pairwise order
between two documents. The network learns the preference
function directly to the binary ranking output without using
an additional scoring function. RankNet [23] defines the
cross-entropy loss and learns a neural network to model the
ranking. Assuming the scoring function to be linear [24], the
ranking problem can be transformed to a binary classifica-
tion problem, and therefore, many classifiers are available
to be applied for ranking document pairs. RankBoost [25]
adopts Adaboost algorithm [26], which iteratively focuses
on the classfication errors between each pair of documents,
and subsequently, improves the overall output. Ranking
SVM [27] applies SVM to perform pairwise classification.
GBRank is a ranking method based on Gradient Boost
Tree [28]. Semi-supervised multi-view ranking (SmVR) [8]
follows the co-training scheme to rank pairs of samples.
Moreover, recent efforts focus on using the evaluation metric
to guide the gradient with respect to the ranking pair
during training. These studies include AdaRank [29], which
optimizes the ranking errors rather than the classification
error in an adaptive way, and LambdaRank [30]. However,
all of these methods above consider the case of single view
inputs, while limited work on multi-view learning to rank
has been studied [15], [31], [32].
32.1.1 Bipartite ranking
The pairwise approach of the ranking methods serves as
the basis of our ranking method, and therefore, reviewed
explicitly in this section. Suppose that the training data
is organized in query-sample pairs {(xqi ,yqi )}, where q ∈
{1, 2, . . . , Q}, xqi ∈ Rd is the d-dimensional feature vector
for the pair of query q, the i-th sample, yqi ∈ {0, 1} is the
relevance score, and the number of query-specific samples
is Nq . We perform the pairwise transformation before the
relevance prediction of each query-sample pair, so that only
the samples that belong to the same query are evaluated
[24].
The modeled probability between each pair in this paper
is defined as
pqi (φ) =
1
1 + exp(φ(xi)− φ(xq)) ,
where φ : x → R is the linear scoring function as φ(x) =
a>x, which maps the input feature vectors to the scores.
Due to its linearity, we can transform the feature vectors
and relevance score into (x′k,y
′
k) = (xq − xi,yqi ). In case
of the ordered list (r) as the raw input, each data sample
xi paired with its query xq is investigated, and their raw
orders (ri, rq) are transformed as y
q
i = 1, if ri < rq; y
q
i =
0, else if ri > rq . In pairwise ranking, the relevance y
q
i = 1,
if the query and sample are relevant, and yqi = 0, otherwise.
The feature difference (x′k,y
′
k) becomes the new feature
vector as the input data for nonlinear transforms and sub-
space learning. Therefore, the probability can be rewritten
as
pk(φ) =
1
1 + exp(−φ(x′k))
=
1
1 + exp(−a>x′k)
. (1)
The objective to make the right order of ranking can then be
formulated as the cross entropy loss such that,
`Rank = arg min
Q∑
q=1
Nq∑
i=1
(
yqi log p
q
i ) + (1− yqi ) log pqi )
)
= arg min
K∑
k=1
(
y′k log pk) + (1− y′k) log pk)
)
, (2)
which is proved in [23] that it is an upper bound of the
pairwise 0-1 loss function and optimized using gradient de-
scent. The logistic regression or softmax function in neural
networks can be used to learn the scoring function.
2.2 Multi-view deep learning
Multi-view learning considers enhancing the feature dis-
criminability by taking inputs from diverse sources. One
important approach to follow is subspace learning, which is
traced back to CCA [33], [34] between two input domains,
and its multi-view extension, which has been studied in [35],
[36], [37]. This approach can also be generalized using a
higher-order correlation [37]. The main idea behind these
techniques is to project the data representations in the two
domains to a common subspace optimizing their mutual
correlation. Subspace learning with supervision has also
been extensively studied. Multi-view Discriminant Analysis
[6] performs the dimensionality reducation of features from
multiple views exploiting the class information. Recently,
these methods were generalized in the same framework
[5], [38], which accommodates multiple views, supervision
and nonlinearity. Co-training [7] first trains two seperate
regressors and then, iteratively maximizes their agreements.
Deep learning, which exploits the nonlinear transform
of the raw feature space, has also been studied in the multi-
view scenario. The multi-modal deep autoencoder [39] was
proposed by taking nonlinear representations of a pair of
views to learn their common characteristics. Deep CCA [13]
is another two-view method which maximizes the pairwise
correlation using neural networks. Thereafter, a two-view
correlated autoencoder was developed [40], [41] with objec-
tives to correlate the view pairs but also reconstruct the in-
dividual view in the same network. By contrast, we propose
a generic framework which is extensible for multiple views
and both unsupervised and discriminant autoencoders for
ranking. The previous work on discriminant autoencoders
introduced an additional regularization term [42], while our
method embeds the class discrimination in the Laplacian
matrix, and is extensible for multiple views.
Multi-view Deep Network [43] was also proposed as an
extension of MvDA [6]. It optimizes the ratio trace of the
graph embedding [44] to avoid the complexity of solutions
without a closed form [45]. In this paper, however, we show
that the trace ratio optimization can be solved efficiently
in the updates of the multi-view networks. Deep Multi-
view Canonical Correlation Analysis (DMvCCA) and Deep
Multi-view Modular Discriminant Analysis (DMvMDA) [5]
are closely related to our work, and hence, they are de-
scribed in the following sections.
2.2.1 Deep Multi-view Canonical Correlation Analysis
(DMvCCA)
The idea behind DMvCCA [5] is to find a common subspace
using a set of linear transforms W = [W1,W2, . . . ,Wv]>
to project nonlinearly mapped input samples Zv from the
vth view where the correlation is maximized. Specifically, it
aims to maximize
JDMvCCA = argmax
V∑
i=1
W>i ZiLZ
>
i Wi=I
Tr
( V∑
i=1
V∑
j=1
j 6=i
W>i Zi LZ
>
j Wj
)
(3)
where the matrix L = I − 1N ee> centralizes the input data
matrix of each view v, and e is a vector of ones, . By defining
the cross-view covariance matrix between views i and j
as Σij = 1N Z˜iZ˜j , where Z˜v, v = 1, . . . , V , is the centered
view, the data projection matrix W, which has the column
vector of Wv in the vth view, can be obtained by solving the
generalized eigenvalue problem
0 Σ12 · · · Σ1V
Σ21 0 · · · Σ2V
...
...
. . .
...
ΣV 1 ΣV 2 · · · 0
W = λ

Σ11 0 · · · 0
0 Σ22 · · · 0
...
...
. . .
...
0 0 · · · ΣV V
W. (4)
It shows that the solution to this problem is derived with the
maximal inter-view covariances and the minimal intra-view
4covariances.
2.2.2 Deep Multi-view Modular Discriminant Analysis
(DMvMDA)
DMvMDA [5] is the neural network-based multi-view solu-
tion of LDA which maximizes the ratio of the determinant
of the between-class scatter matrix of all view pairs to that of
the within-class scatter matrix. Mathematically, it is written
as the projection matrix of the DMvMDA and is derived by
optimizing function
JDMvMDA = argmax
V∑
i=1
W>i ZiLWZ
>
i Wi=I
Tr
( V∑
i=1
V∑
j=1
W>i ZiLBZ
>
j Wj
)
,
(5)
where the between-class Laplacian matrix is
LB = 2
C∑
p=1
C∑
q=1
(
1
N2p
ep e
>
p −
1
NpNq
ep e
>
q ).
and the within-class Laplacian matrix is
LW = I−
C∑
c=1
1
Nc
ecec
>.
3 MODEL FORMULATION
We first introduce multi-view subspace learning to rank
(MvSL2R). It is followed by the formulations of MvCCAE
and MvMDAE. Finally, the end-to-end ranking method is
presented.
3.1 Multi-view Subspace Learning to Rank (MvSL2R)
Multi-view subspace learning to rank is formulated based
on the fact that the projected feature in the common sub-
space can be used to train a scoring function for ranking.
We generate the training data from the intersection of
ranking samples between views to have the same samples
but various representations from different view origins.
The overall ranking agreement is made by calculating the
average voting from the intersected ranking orders as
r =
1
V
V∑
v=1
rv. (6)
By performing the pairwise transform in section 2.1.1 over
the ranking data, we have the input X = {X1,X2, . . . ,XV }
of V views and the cross-view relevance scores y obtained
from the average ranking orders r. The proposed ranking
method consists of feature mapping into a common sub-
space, training a logistic regressor as the scoring function,
and predicting the relevance of new sample pairs using the
probability function
pv(Xv) =
1
1 + exp(−a>W>v Fv(Xv))
, (7)
where Wv is the data projection matrix of the vth view, and
a is the weight from the logistic regressor described in (1).
We summarize these steps in the algorithm below.
Algorithm 1: Multi-view Subspace Learning to Rank.
1 Function MvSL2R (X,Y, k);
Input : The feature vectors of V views
X = {X1,X2, . . . ,XV }, the relevance y, and
the dimensionality in the subspace k.
Output: The predicted relevance probabilities
p = {p1,p2, . . . ,pV } of the new data.
2 Train a neural network to update the
low-dimensinonal representation representation Zv
e.g. in (12) and (17). and the projection matrix
W = [W1W2 . . .WV ]
>.
3 Train a logistic regressor (1) as the scoring function to
obtain the weight matrix a.
4 Predict the new sample pairs for their relevance
probabilities using (7) with the trained sub-networks
F and G, and the obtained weights W and a.
3.2 Multi-view Canonically Correlated Auto-Encoder
(MvCCAE)
In contrast to DMvCCA and DMvMDA, where the non-
linear correlation between multiple views is optimized,
we propose a multi-objective solution by maximizing the
between-view correlation while minimizing the reconstruc-
tion error from each view source. Given the data matrix
X = {X1,X2, . . . ,XV } of V views, the encoding network
F and the decoding network G, and the projection matrix
W, the objective of MvCCAE is formulated as follows,
JMvCCAE = argmax J ′DMvCCA − α
V∑
v
`AE
(
Xv;Gv(Fv(·))
)
, (8)
where we introduce the new objective
J ′DMvCCA = arg max
W>W=I
Tr
(
V∑
i=1
V∑
j=1
j 6=i
W>i Zi L Z
>
j Wj
)
Tr
( V∑
i=1
W>i Zi L Z
>
i Wi
) , (9)
and the loss function of the vth autoencoder is
`AE(Xv;Gv(Fv(·))) = ‖Xv − Gv(Fv(Xv))‖2 +
ρ
∑
l ‖∇XvF lv(Xv)‖2, with the L2 regularization at
the lth intermediate layer of the vth view denoted by
Zlv = F lv(Xv). Here, α and ρ are controlling parameters for
the trade-off between the terms.
3.2.1 Optimization
Following the objective of DMvCCA [5], we aim to directly
optimize the trace ratio in (9) and let
f = Tr
(
V∑
i=1
V∑
j 6=i
j=1
W>i Zi L Z
>
j Wj
)
,
and
g = Tr
(
V∑
i=1
W>i Zi L Z
>
i Wi
)
.
5Here, the output of each sub-networkFv is denoted by Zv =
Fv(Xv). Then, we have
∂f
∂Zi
=
V∑
i=1
V∑
j 6=i
j=1
Wi W
>
j Zj L, (10)
and
∂g
∂Zi
=
V∑
i=1
Wi W
>
i Zi L. (11)
By using (10) and (11) and following the quotient rule, we
derive the stochastic optimization of MvCCAE to be
∂JMvCCAE
∂Zv
=
1
g2
(
g
∂f
∂Zv
− f ∂g
∂Zv
)
− ∂
∂Zv
α
V∑
v
`AE(Xv;Gv(Fv(·))). (12)
The gradient to compute the autoencoding loss `AE is
derived from the view-specific sub-networks Fv and Gv .
The sub-network Fv is optimized with ∂Zv∂Fv to obtain the
output Zv , while the gradient of Gv network with respect
to its parameters can be obtained using the chain rule from
∂Gv(Xv)
∂Zv
.
3.3 Multi-view Modularly Discriminant Auto-Encoder
(MvMDAE)
Similar to MvCCAE, the objective of MvMDAE is to op-
timize the combination of the view-specific reconstruction
error and the cross-view correlation as follows,
JMvMDAE = arg maxJ ′DMvMDA − α
V∑
v
`AE
(
Xv;Gv(Fv(·))
)
.
(13)
The new objective for the cross-view correlation is
J ′DMvMDA = arg max
W>W=I
Tr
( V∑
i=1
V∑
j=1
W>i ZiLBZ
>
j Wj
)
Tr
( V∑
i=1
W>i ZiLWZ
>
i Wi
) , (14)
3.3.1 Optimization
The detailed optimization is derived by replacing the lapla-
cian matrix in MvCCAE with LB and LW in (14). We let
f = Tr
(
V∑
i=1
V∑
j 6=i
j=1
W>i Zi LB Z
>
j Wj
)
,
and
g = Tr
(
V∑
i=1
W>i Zi LW Z
>
i Wi
)
.
Then, we have
∂f
∂Zi
=
V∑
i=1
V∑
j 6=i
j=1
Wi W
>
j Zj LB , (15)
and
∂g
∂Zi
=
V∑
i=1
Wi W
>
i Zi LW . (16)
The stochastic optimization of MvMDAE can be derived by
using (15), (16) and applying the quotient rule as follows,
∂JMvMDAE
∂Zv
=
1
g2
(
g
∂f
∂Zv
− f ∂g
∂Zv
)
− ∂
∂Zv
α
V∑
v
`AE(Xv,Gv(Fv(·))). (17)
The gradient of the objective can be calculated using the
chain rule, and the stochastic gradient descent (SGD) is used
with mini-batches for optimization.
3.4 Deep Multi-view Discriminant Ranking (DMvDR)
Multi-view Subspace Learning to Rank provides a promis-
ing method with MvCCAE and MvMDAE. However, it
does not have a direct connection to ranking. Continuing
the idea of multi-objective optimization, we propose to
optimize the view-specific and the joint ranking together
in the single network as shown in Fig. 2. Taking university
ranking as an example, various ranking lists are generated
from different agencies, and each agency uses a different
set of attributes to represent the universities. In training,
given the inputs X = {X1,X2, . . . ,XV }, the cross entropy
loss (2) is optimized with the view-specific relevance y
and the joint view relevance y. Based on their evaluation
metrics, the attributes Xv , where v = 1, . . . , V , are trained
through the view-specific sub-network Fv . The nonlinear
representations Zv = Fv(Xv), v = 1, . . . , V , are the inputs
of the joint network H as W>v Zv , v = 1, . . . , V , after the
mappings to generate the joint university ranking list. Each
of them is also the input to the view-specific network Gv ,
which minimizes its distance to the original ranking rv .
We similarly exploit the effectiveness of intermediate layers
Zv in between the view-specific sub-networks Fv and Gv ,
but towards the ranking loss for DMvDR. The detailed
procedure of this method is described below.
The gradient of each view-specific sub-network Gv is
calculated from the output y with respect to its parameters.
Since the loss passes from each view-specific Fv to Gv sub-
network, the gradient can be calculated independently with
respect to the output of each view-specific Fv sub-network
as ∂y∂Z = { ∂y1∂Z1 ,
∂y2
∂Zv
, . . . , ∂yV∂ZV } Then, the gradient of
∂yv
∂Gv
with respect to its network weights can be determined
through backpropagation [46]. All sub-networks contain
several layers with Sigmoid functions.
The fused sub-network H is updated with the gradient
of the ranking loss from the cross-view relevance scores
y. Similar to the generation of training data in MvSL2R,
we find the intersection of the ranking data with different
representations or measurements from various sources, and
perform the pairwise transform to have the sample pairs
as the input X and y from the cross-view ranking orders r
in (6). As a result, the input S to the fused sub-network H
6Fig. 2: System diagram of the Deep Multi-view Discriminant Ranking (DMvDR). First, the features X = {X1,X2, . . . ,XV }
are extracted for data representations in different views and fed through the individual sub-network Fv to obtain the
nonlinear representation Zv of the vth view. The results are then passed through two pipelines of networks. One line
goes to the projection W, which maps all Zv to the common subspace, and their concatenation is trained to optimize the
fused ranking loss with the fused sub-network H. The other line connects Zv to the sub-network Gv,∀v = 1, . . . , V for the
optimization of the vth ranking loss.
is the concatenation of the nonlinear mapping from the V
view-specific networks Fv as
S = [W>1 Z1 W
>
2 Z2 . . . W
>
V ZV ]
>. (18)
In testing, we can distinguish two possible scenarios: (a) If
the samples are aligned and all presented from each view,
the results from nonlinear mappings are combined in the
same manner as the training phase to generate a fused
ranking list p at the end of H sub-network; and (b) If there
are missing samples or completely unaligned in the test
data, S = W>v Zv for the vth view. The resulting view-
specific prediction pv still maintains the cross-view agree-
ment which is ranked from the trained joint network. The
gradient of ∂y∂S and
∂y
∂H can be easily calculated afterwards
using the SGD.
Joint ranking is achieved using a multi-view subspace
embedding layer. Similar to MvMDAE, we take the map-
pings from the outputs from the sub-networks Fv . The
gradient of multi-view subspace embedding (MvSE) in the
trace ratio form is calculated by combining (15) and (16):
∂JMvSE
∂Zv
=
1
g2
(
g
∂f
∂Zv
− f ∂g
∂Zv
)
. (19)
The embedding layer is important as its gradient is forward
passed to the fused sub-network H. Meanwhile, it is back-
ward propagated in the layers of Fv to reach the input Xv .
In turn, the parameters in Gv are also affected by the outputs
of Fv sub-networks.
The update of the view-specific Fv depends on the view-
specific ranking output y and the cross-view relevance y as
it is a common sub-network in both pipelines of networks.
Through backpropagation, the v-th sub-networks Fv and
Gv are optimized consecutively with respect to the gradient
∂y
∂Xv
. Meanwhile, the training error with respect to the
fused ranking y is passed through multi-view subspace
embedding (MvSE) from S in (18) as the input to the fused
sub-network H. The resulting gradient of each sub-network
Fv is given by
∂JDMvDR
∂Zv
=
∂JMvSE
∂Zv
− α
V∑
v
∂
∂Zv
`Rank(Xv,yv;Gv(Fv(·)))
− β ∂
∂Zv
`Rank(S,y;H(·)), (20)
where α and β are the scaling factors controlling the
magnitude of the ranking loss. Similar to the other sub-
networks, the gradients with respect to their parameters can
be obtained by following the chain rule.
The update of the entire network of DMvDR can
be summarized using the SGD with mini-batches. The
parameters of the sub-network are denoted by θ =
{θF1 , θF2 , . . . , θFV , θG1 , θG2 , . . . , θGV , θH}. A gradient de-
scent step is ∆θ = −η ∂∂θJDMvDR, where η is the learning
rate. The gradient update step at time t can be written down
7with the chain rule collectively:
∆θt = {∆θtF1 ,∆θtF2 , . . . ,∆θtFV ,
∆θtG1 ,∆θ
t
G2 , . . . ,∆θ
t
GV ,∆θ
t
H}
∆θtGv =−
∂`rank
∂y
· ∂y
∂Gv
∆θtH =−
∂`rank
∂y
· ∂y
∂H
∆θtFv =
∂JMvSE
∂Zv
· ∂Zv
∂Fv −
∂`rank
∂y
· ∂y
∂Zv
· ∂Zv
∂Fv
− ∂`rank
∂y
· ∂y
∂S
· ∂S
∂Zv
· ∂Zv
∂Fv . (21)
We generate the training data using the pairwise transform
presented in Section 2.1.1. The weights are normalized to
the unit norm during backpropagation. In testing, the test
samples can also be transformed into pairs to evaluate the
relative relevance of each sample to its query. The raw
ranking data can also be fed into the trained model to
predict their overall ranking positions.
4 EXPERIMENTS
In this section, we evaluate the performance of the proposed
multi-view learning to rank methods in three challeng-
ing problems: university ranking, multi-linguistic ranking
and image data ranking. The proposed methods are also
compared to the related subspace learning and co-training
methods. The subspace learning methods follow the steps
proposed in Section 3.1 for ranking. All neural network
topologies are chosen based on a validation set and trained
for 100 epoches. We compare the performance of the follow-
ing methods in the experiments:
• Best Single View: a method which shows the best
performance of Ranking SVM [27] over the individ-
ual views.
• Feature Concat: a method which concatenate the fea-
tures of the common samples for training a Ranking
SVM [27].
• LMvCCA [5]: a linear multi-view CCA method.
• LMvMDA [5]: a linear supervised method for multi-
view subspace learning.
• MvDA [6]: another linear supervised method for
multi-view subspace learning. It differs from the
above in that the view difference is not encoded in
this method.
• SmVR [8]: a semi-supervised method that seeks a
global agreement in ranking. It belongs to the cat-
egory of co-training. We develop the complete data
in the following experiments for training so that its
comparison with the subspace learning methods is
fair. Therefore, SmVR becomes a supervised method
in this paper.
• DMvCCA [5]: a nonlinear extension of LMvCCA
using neural networks.
• DMvMDA [5]: a nonlinear extension of LMvMDA
using neural networks.
• MvCCAE: the first proposed multi-view subspace
learning to rank method proposed in the paper.
• MvMDAE: the supervised multi-view subspace
learning to rank method proposed in the paper.
• DMvDR: the end-to-end multi-view learning to rank
method proposed in the paper.
We present the quantitative results using several evaluation
metrics including the Mean Average Precision (MAP), clas-
sification accuracy and Kendal’s tau. The Average Precision
(AP) measures the relevance of all query and sample pairs
with respect to the same query, while the MAP score calcu-
lates the mean AP across all queries [47]. After performing
pairwise transform on the ranking data, the relevance pre-
diction can be considered as a binary classification problem,
and therefore the classification is utilized for evaluation.
Kendal’s tau measures the ordinal association between two
lists of samples.
We also present the experimental results graphically, and
the following measures are used. The Mean Average Preci-
sion (MAP) score, which is the average precision at the ranks
where recall changes, is illustrated on the 11-point interpo-
lated precision-recall curves (PR curve) to show the ranking
performance. Also, the ROC curve provides a graphical
representation of the binary classification performance. It
shows the true positive rates against the false positive rate
at different thresholds. The correlation plots show linear
correlation coefficients between two ranking lists.
4.1 University Ranking
The university ranking dataset available in Kaggle.com [48]
collects the world ranking data from three rating agencies,
including the Times Higher Education (THE) World Univer-
sity Ranking, the Academic Ranking of World Universities
(ARWU), and the Center for World University Rankings
(CWUR). Despite political and controversial influences, they
are widely considered as authorities for university ranking.
The measurements are used as the feature vectors after
feature preprocessings, which includes feature standardiza-
tion and removal of categorical variables and groundtruth
indicators including the ranking orders, university name,
location, year and total scores. The 271 common universities
from 2012 to 2014 are considered for training. After the pair-
wise transform in each year, 36542 samples are generated
as the training data. The entire data in 2015 is considered
for testing. The data distribution (after binary transform)
of the 196 common universities in 2015 is shown in Fig. 3.
We use a topology of [16 32] in the hidden layers of Fv
for both MvCCAE and MvMDAE, and the final layer has
10 dimensions. The decoding network of each view has 64
hidden sigmoid nerons before reconstructing to the input.
In DMvDR, Fv consists of [50 10] hidden neurons, and both
the vth decoding network Gv andH have 100 neurons in the
hidden layer.
We can make several observations from the data distri-
bution in Fig. 3. Firstly, the pairwise transform is applied
on the university ranking data, which equally assigns the
original ranking data to two classes. Then, the dimension-
ality of the data is reduced to 2-dimensional using PCA
in order to display it on the plots of Fig. 3. The data is
then labelled with two colors red and green indicating the
relevance between samples. We can notice a high overlap
80
1
(a) Raw data distribu-
tion.
0
1
(b) Projected data distri-
bution.
Fig. 3: The left plot shows the data distribution by con-
catenating the measurements as features of the common
universities from 3 different agencies in 2015. The right
plot shows the concatenated and projected features using
MvMDAE for the same universities.
between the two classes in the case of raw data (left plot of
Fig. 3), while the data on the right is clearly better separated
after the projection using the proposed MvMDAE. This
shows the discrimination power of the proposed supervised
embedding method.
Fig. 4: Rank correlation matrix for views 1-3 and the fused
view.
Furthermore, a rank correlation matrix of plots is pre-
sented in Fig. 4 with correlations among pairs of ranking
lists from the views 1-3 and the predicted list denoted by
’Fused’. Histograms of the ranking data are shown along
the matrix diagonal, while scatter plots of data pairs appear
off diagonal. The slopes of the least-squares reference lines
in the scatter plots are equal to the displayed correlation
coefficients. The fused ranking list is produced by the pro-
posed DMvDR, and the results are also generated from the
common universities in 2015. We first take a closer look at
the correlations between the views 1-3. The correlation co-
efficients are generally low, with the highest (0.81) between
view 1 and 3, while the others are around 0.70. In contrast,
the fused rank has a high correlation to each view. The
scatter plots and the reference lines are well aligned, and
the correlation coefficients are all above 0.80, demonstrating
that the proposed DMvDR effectively exploits the global
agreement with all view.
Finally, the average prediction results over 3 different
university datasets of the proposed and competing methods
are reported in Table 1. Due to the misalignment of ranking
data in 2015 across datasets, we make the ranking prediction
based on each view input, which is further elaborated in
the Section 3.4. We observe that Ranking SVM [27] on
the single feature or its concatenation performs poorly
compared to the other methods. This shows that when
the data is heterogeneous, simply combining the features
cannot enhance joint ranking. Kendal’s tau from the linear
subspace learning methods are comparatively higher than
their nonlinear counterparts. This is due to the fact that
the nonlinear methods aim to maximize to the correlation
in the embedding space, while the scoring function is not
optimized for ranking. In contrast, DMvDR optimizes the
entire ranking process, which is confirmed with the highest
ranking and classification performance.
TABLE 1: Average Prediction Results (%) on 3 University
Ranking Datasets in 2015.
Methods Kendal’s tau Accuracy
Best Single View 65.38 -
Feature Concat 35.10 -
LMvCCA [5] 86.04 94.49
LMvMDA [5] 87.00 94.97
MvDA [6] 85.81 94.34
SmVR [8] 80.75 -
DMvCCA [5] 70.07 93.20
DMvMDA [5] 70.81 94.75
MvCCAE (ours) 75.94 94.01
MvMDAE (ours) 81.04 94.85
DMvDR (ours) 89.28 95.30
4.2 Multi-lingual Ranking
The Multi-lingual Ranking is performed on Reuters
RCV1/RCV2 Multi-lingual, Multi-view Text Categorization
Test collection [3]. We use Reuters to indicate this dataset
in later paragraphs. It is a large collection of documents
with news ariticles written in five languages, and grouped
into 6 categories by topic. The bag of words (BOW) based
on a TF-IDF weighting method [47] is used to represent
the documents. The vocabulary has a size of approximately
15000 on average and is very sparse.
We consider the English documents and their transla-
tions to the other 4 languages in our experiment. Specifically,
the 5 views are numbered as follows:
• View 1: original English documents;
• View 2: English documents translated to French;
• View 3: English documents translated to German;
• View 4: English documents translated to Italian;
• View 5: English documents translated to Spanish.
Due to its high dimensionality, the BOW representation of
each document is projected using a sparse SVD to a 50-
dimensional compact feature vector. We randomly select 40
samples from each category in each view as training data.
The training data composed of 28680 samples is generated
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Fig. 5: The PR and ROC curves with 2-5 views applied to Reuters dataset.
TABLE 2: Quantitative Results (%) on the Reuter Dataset.
2 views 3 views 4 views 5 views
Methods MAP@100 Accuracy MAP@100 Accuracy MAP@100 Accuracy MAP@ 100 Accuracy
Feature Concat 58.87 70.41 56.97 70.10 57.59 69.88 58.46 69.97
LMvCCA [5] 59.10 70.20 62.40 72.01 54.41 66.61 60.41 72.62
LMvMDA [5] 59.09 70.16 58.81 71.94 61.54 72.45 59.28 72.07
MvDA [6] 55.95 69.03 55.42 67.57 55.64 68.64 58.93 68.46
SmVR [8] 78.37 71.44 78.24 71.15 78.66 71.37 79.36 71.64
DMvCCA [5] 53.87 67.41 42.68 62.02 54.51 68.03 57.27 65.00
DMvMDA [5] 60.08 71.40 63.12 70.93 61.55 72.12 62.52 70.78
MvCCAE (ours) 48.75 66.43 49.10 62.90 60.70 71.86 48.80 63.05
MvMDAE (ours) 62.63 74.20 63.02 71.04 60.74 72.60 62.74 71.20
DMvDR (ours) 80.01 72.68 79.34 72.23 80.32 73.07 81.64 72.39
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between pairs of English documents based on the pairwise
transform in Section 2.1.1, and the translations to other
languages are used for augmenting the views. We select
another 360 samples from 6 categories and create a test
dataset of 64620 document pairs. If considering the ranking
function linear as proved in [24], we make document pairs
comparable and balance them by assigning some of the
data to the other class with the opposite sign of the feature
vectors, so that the number of samples is equally distributed
in both classes. For MvCCAE and MvMDAE, the encoding
network Fv has the topology of [100 10 10], while the
decoding network Gv has a hidden layer of 32 neurons. Fv
in DMvDR has the topology of [50 10], while Gv has sigmoid
neurons in the structore of [64 1].H is a sub-network of [100
1].
We first analyze the PR and ROC curves in Fig. 5.
Since we have all translations of the English documents,
each sample is well aligned in all views and, therefore we
perform joint learning and prediction in all multi-lingual ex-
periments. The experiments start with 2 views with English
and its translation to French, and then the views are aug-
mented with the documents of other languages. Subspace
ranking methods are trained by embedding with increasing
number of views, while SmVR as a co-training takes two
views at a time, and the average performance of all pairs is
reported. The proposed methods with two competing ones
are included in the plots in Fig. 5. The proposed DMvDR
clearly performs the best across all views as can be seen in
the PR and ROC plots in Fig. 5. SmVR is the second best with
a lower precision and less area under curve compared to
DMvDR. Among the remaining three methods, DMvMDA
performs favorably in the PR curves but not as well in the
ROC plots. The results are comparatively consistent across
all views.
We can observe the quantitative MAP and accuracy
results in Table 2. It shows that the linear methods together
with the feature concatenation have similar results which
are generally inferior to the nonlinear methods in classifica-
tion. Note also that nonlinear subspace learning methods
cannot provide any superior MAP scores, which can be
explained by the fact that the embedding is only intended
to construct a discrimative feature space for classifying the
pairs of data. We can also observe the MAP scores and
accuracies are stable across views. This can be interpreted
as the global ranking agreement can be reached to a certain
level when all languages correspond to each other. It is
again confirmed that the end-to-end solution consistently
provides the highest scores, while SvMR is a few percent-
ages behind. When the features from different views follow
a similar data distribution, the co-training method performs
well and competes with the proposed DMvDR.
4.3 Image Data Ranking
Image data ranking is a problem to evaluate the relevance
between two images represented by different types of fea-
tures. We adopt the Animal With Attributes (AWA) dataset
[49] for this problem due to its diversity of animal appear-
ance and large number of classes. The dataset is composed
of 50 animal classes with a total of 30475 images, and 85
animal attributes. We follow the feature generation in [5] to
adopt 3 feature types forming the views:
• Image Feature by VGG-16 pre-trained model: a 1000-
dimensional feature vector is produced from each
image by resizing them to 224× 224 and taken from
the outputs of the fc8 layer with a 16-layer VGGNet
[50].
• Class Label Encoding: a 100-dimensional
Word2Vector is extracted from each class label.
Then, we can map the visual feature of each image
to the text feature space by using a ridge regressor
with a similar setting as in [5] to genenate another
set of textual feature, with connection to the visual
world. The text embedding space is constructed by
training a skip-gram [51] model on the entire English
Wikipedia articles, including 2.9 billion words.
• Attibute Encoding: an 85-dimensional feature ve-
tor can be produced with a similar idea as above.
Since each class of animals contains some typical
patterns of the attribute, a 50 × 85 lookup table can
be constructed to connect the classes and attributes
[52], [53]. Then, we map each image feature to the
attribute space to produce the mid-level feature.
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We generate the image ranking data as follows. From the
50 classes of animal images, we find 400 pairs of images
with 200 in-class pairs and 200 out-of-class image pairs
from each class. We then end up with 20000 training data
pairs. Similarly, we will have 20000 test data pairs. We select
40 images from each class used for training data and a
separate set of 40 samples as test data. Another 10 images
are used as queries: 5 of them are associated with the in-class
images as positive sample pairs and 5 as negative sample
pairs. For the negative sample pairs, we randomly select
40 classes from 49 remaining animal classes at a time, and
one image per class is associated with each query image
under study. We found a common topology for both MvC-
CAE and MvMDAE from the validation set. The encoding
networks have the topology of [64 10] in the hidden layers
with sigmoid neurons and the output dimensionality in the
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common latent space is 10. The decoding networks have one
hidden layer with 50 sigmoid neurons and each has a final
layer of the input dimensionality. For DMvDR, each of the
encoding networks Fv has a topology of [100 100 10] and its
vth decoding netuwork G has [100 1] sigmoid neurons. The
merging network H has also the network structure of [100
1]. α = 0.01 is chosen from the grid search.
TABLE 3: Quantitative Results (%) on the AWA Dataset.
Methods MAP@100 Accuracy
Feature Concat 38.08 50.60
LMvCCA [5] 49.97 51.85
LMvMDA [5] 49.70 52.35
MvDA [6] 49.20 52.82
SmVR [8] 52.12 50.33
DMvCCA [5] 51.38 50.83
DMvMDA [5] 51.52 51.38
MvCCAE (ours) 49.01 53.28
MvMDAE (ours) 48.99 53.30
DMvDR (ours) 76.83 71.48
We can observe the performance of the methods on the
animal dataset graphically in Fig. 6 and quantitatively in
Table 3. DMvDR outperforms the other competing methods
by a large margin as shown in the plots of Fig. 6. Due
to the variety of data distribution from different feature
types as view inputs, the co-training type of SmVR can no
longer compete with the end-to-end solution. From Table
3, one can observe that the performance of the feature
concatenation suffers from the same problem. On the other
hand, our proposed subspace ranking methods produces
satisfactory classification rates while the precisions remain
somewhat low. This implies again the scoring function is
critical to be trained together with the feature mappings.
The other linear and nonlinear subspace ranking methods
have comparatively similar performance at a lower position.
Value of α and β
0.0001 0.01 0.001 0.1 1 2
Ac
cu
ra
cy
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
β
α
Fig. 7: Performance of DMvDR on different values of α and
β.
We also study the effects of selecting different values of
α and β during training on the classification performance
of DMvDR. The results are shown in Fig. 7. One parameter
varies across the neural network models while the other one
is fixed based on a grid search. While the performance is
mostly consistent with the value changes of α and β, it drops
when α is below 0.001. It shows the importance of jointly
optimizing the view-specific ranking.
5 CONCLUSION
Learning to rank has been a popular research topic with
numerous applications, while multi-view ranking remains
a relatively new research topic. In this paper, we aimed to
associate the multi-view subspace learning methods with
the ranking problem and proposed three methods in this
direction. MvCCAE is an unsupervised multi-view embed-
ding method, while MvMDAE is its supervised counter-
part. Both of them incorporate multiple objectives, with a
correlation maximization on one hand, and reconstruction
error minimization on the other hand, and have been ex-
tended in the multi-view subspace learning to rank scheme.
Finally, DMvDR is proposed to exploit the global agreement
while minimizing the individual ranking losses in a single
optimization process. The experimental results validate the
superior performance of DMvDR compared to the other
subspace and co-training methods on multi-view datasets
with both homogeneous and heterogeneous data represen-
tations.
In the future, we will explore the scenario when there
exists missing data, which is beyond the scope of the current
proposed subspace ranking methods during training. Mul-
tiple networks can also be combined by concatenating their
outputs, and further optimized in a single sub-network. This
solution may also be applicable for homogeneous represen-
tations.
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