We conduct a comprehensive search for X-ray emission lines from sterile neutrino dark matter, motivated by recent claims of unidentified emission lines in the stacked X-ray spectra of galaxy clusters and the centers of the Milky Way and M31. Since the claimed emission lines lie around 3.5 keV, we focus on galaxies and galaxy groups (masking the central regions), since these objects emit very little radiation above ∼ 2 keV and offer a clean background against which to detect emission lines. We develop a formalism for maximizing the signal-to-noise of sterile neutrino emission lines by weighing each X-ray event according to the expected dark matter profile. In total, we examine 81 and 89 galaxies with Chandra and XMM-Newton respectively, totaling 15.0 and 14.6 Ms of integration time. We find no significant evidence of any emission lines, placing strong constraints on the mixing angle of sterile neutrinos with masses between 4.8-12.4 keV. In particular, if the 3.57 keV feature from Bulbul et al. (2014) were due to 7.1 keV sterile neutrino emission, we would have detected it at 4.4σ and 11.8σ in our two samples. Unlike previous constraints, our measurements do not depend on the model of the X-ray background or on the assumed logarithmic slope of the center of the dark matter profile.
INTRODUCTION
The three known flavors of neutrinos all exhibit left-handed chirality, but the observed oscillations of neutrinos between these flavors have led many theorists to speculate about the possibility of right-handed neutrinos as well (e.g. Majorana 1937 , Minkowski 1977 , Mohapatra & Senjanovic 1980 . These right-handed neutrinos would lack the weak coupling of their left-handed counterparts and have therefore been termed "sterile neutrinos".
Sterile neutrinos offer natural solutions to several astrophysical problems. In addition to explaining neutrino mixing, their existence would also explain the matter-antimatter asymmetry in the Universe (Akhmedov et al. 1998 , Shaposhnikov 2008 . Moreover, they are non-baryonic and lack electromagnetic coupling, and therefore represent a possible dark matter candidate (Dodelson & Widrow 1994 , Shi & Fuller 1999 , Abazajian et al. 2001 , Dolgov & Hansen 2002 . In the "neutrino minimal standard model" (νMSM, Asaka et al. 2005) , there are three flavors of sterile neutrinos, of email: michevan@mpa-garching.mpg.de which the least massive has a mass > ∼ 400 eV, which could plausibly account for the bulk of the dark matter in the Universe.
While sterile neutrinos lack permitted electromagnetic interactions, they can decay spontaneously. The channel which is considered most likely to be detectable is spontaneous decay into a left-handed neutrino and a photon. The photon has an energy equal to half the mass of the sterile neutrino. For sterile neutrinos with masses in the keV range, this corresponds to an X-ray photon. The decay rate Γ is determined by the mixing angle θ1 of the sterile neutrino according to the following relation (Pal & Wolfenstein 1982; Barger et al. 1995; Boyarsky et al. 2009 ( 1) where mS is the mass of the sterile neutrino. The mixing angle is traditionally denoted as sin 2 (2θ) instead of θ1 (in any plausible model θ1 1), and we will use that notation in the rest of this work as well. Boyarsky et al. (2009) have compiled a number of constraints on mS and sin 2 (2θ) from the physics and astrophysics literature.
Within the last year, two teams have provided potential observational evidence for the existence of such a sterile neutrino. The first team (Bulbul et al. 2014, hereafter Bu14) examined the X-ray spectra of the intracluster media in 73 galaxy clusters with redshifts between 0.01 and 0.35 using the XMM-Newton telescope. After shifting the spectra to the rest-frame, they stacked them together, and also examined several sub-samples of these clusters. The effective exposure times of these stacks are 2 megaseconds on the PN instrument and 6 megaseconds on the MOS instruments, which are roughly equivalent to continuous integrations of 1 and 2.5 months duration, respectively.
After carefully modeling the continuum and any known atomic transitions in the spectra, Bu14 find a weak emission line in these spectra which corresponds to no known atomic transition. The exact energy of this line and its flux vary slightly depending on the detector and the subsample of galaxy clusters under consideration. The XMM-MOS spectrum of the full stack of 73 clusters shows the line at 3.57 ± 0.02 keV with a flux of 4.0 ± 0.8 × 10 −6 photons cm −2 s −1 (1σ confidence intervals). Including the line in their model improves the χ 2 of the fit by 22.8 at a cost of 2 degrees of freedom, which corresponds to a 4.4σ detection. The look-elsewhere effect 1 reduces the significance somewhat, but Bu14 claim their detection still exceeds 3σ significance.
To show that this result is not instrument-dependent, Bu14 also examine the spectra of two galaxy clusters observed with the Chandra observatory. They find the same unidentified line in observations of Perseus with the ACIS-S3 chip at an energy of 3.56±0.02 keV, although the significance is lower (∆χ 2 = 11.8 for 2 d.o.f.). They also find a similar result for Chandra ACIS-I observations of Perseus, albeit at even lower significance. In the Virgo cluster, this line is not detected with Chandra, but the upper limit is roughly consistent with the expected flux from the line based on their detections in other systems.
The second study (Boyarsky et al. 2014 hereafter Bo14) also examines XMM-Newton observations of the Perseus cluster. Their model for the intracluster plasma emission is somewhat simpler than the model adopted by Bu14, but the results are similar: they find an unidentified line at 3.50±0.04 keV in the stacked MOS spectra and at 3.46±0.04 in the stacked PN spectra. The significance of these detections is a bit lower than Bu14, with ∆χ 2 = 9.1 and 8.0 respectively (for 2 d.o.f.). However, they are also able to show that the strength of the line decreases with projected radius from the center of Perseus, and that the profile appears slightly (∼ 1.5σ) more consistent with the expected dark matter profile than with the intracluster gas profile.
Bo14 perform a similar analysis for XMM-Newton observations of M31. They find a line at 3.53 ± 0.03 keV with ∆χ 2 = 13.0 for 2 d.o.f., and show that this line also disappears at larger projected radii. A combined analysis of M31 and Perseus shows the line at 3.52 ± 0.02 keV, with ∆χ 2 = 25.9 for 3 d.o.f., a 4.4σ detection before accounting for the look-elsewhere effect. 1 The energy of the line is unknown a priori so the significance must be degraded based on the number of independent energies at which they searched for the line.
The inclusion of M31 is an important contribution, since it is the only object in these works which is not a galaxy cluster. Galaxies and galaxy clusters are both darkmatter-dominated systems, a galaxy cluster is suffused with a hot (kT > 2 keV) intracluster medium (ICM) which contains most of the baryonic mass associated with the cluster. This plasma produces a bright X-ray continuum (primarily, but not exclusively, thermal bremsstrahlung radiation) which can span the entire observable bands of Chandra and XMM-Newton even for intermediate temperature clusters like Perseus. The ICM is also substantially metal-enriched, so careful modeling of all known atomic transitions is necessary in order to distinguish potential emission lines from non-atomic sources like sterile neutrinos. Even worse, while single-temperature collisional ionization equilibrium models generally give adequate fits to observed ICM spectra, in detail the ICM is multiphase (e.g. Peterson et al. 2003) and contains shocks (e.g. Fabian et al. 2006) , so non-equilibrium effects must also be included in a model of X-ray emission from the ICM.
The X-ray spectra of galaxies have none of these complications. Massive ellipticals (Forman et al. 1985 , Fabbiano 1989 and at least some massive spirals (Anderson & Bregman 2011 , Dai et al. 2012 , Bogdán et al. 2013 ) are surrounded by hot gaseous halos, but the temperatures of these halos are < 1 keV, so their emission above ∼ 2 keV is negligible. There are a few other sources of harder X-rays in galaxies, but the majority of this emission can be localized to individual point sources which can be masked. Recent papers by Riemer-Sorensen (2014), Jeltema & Profumo (2014) , and Boyarsky et al. (2014) make use of this point to study sterile neutrino emission in galaxies, but these studies all examine galactic nuclei. These regions are often filled with hard X-ray emission and therefore lack some of the advantages offered by the outskirts of galaxies. These issues are discussed further in section 5.
In this paper, we focus on galaxies as potential sources of X-ray line emission from sterile neutrinos. We present a stacking methodology which is optimized for the detection of sterile neutrino emission from the outskirts of galaxies (section 2). We apply this methodology to a sample of 81 galaxies observed with Chandra and a sample of 89 galaxies observed with XMM-Newton (section 3), with total integration times of 15.0 and 14.6 megaseconds respectively. Stacking the spectra of these galaxies, we perform deep searches for unidentified X-ray lines in the range of 2.4 -6.2 keV (section 4). We do not detect any such lines. We present our upper limits and discuss the implications of these results in section 5.
METHODS

Generating Spectra
Chandra data reduction
We use the procedure outlined in Vikhlinin et al. (2005) in order to process the level 1 event files, generate exposurecorrected spectra over the full field of view of each observation, and combine these spectra into a single stacked spectrum for each galaxy.
We begin with the level 1 event files, and perform auto-mated processing to remove flares and periods of especially high background. We the combine the level 2 event files to produce a broad-band (0.5-7.0 keV) exposure map and vignetting-corrected image. We use these merged images in order to identify point sources to exclude from the spectral extraction regions. In order to identify point sources, we first run the wavdetect procedure from the Chandra Interactive Analysis of Observations (CIAO) version 4.4.1, supplying the merged broad-band image and exposure map, and using wavelet scales of powers of two ranging from 2 0 to 2 4 pixels. The sensitivity threshold is 10 −6 , which can be expected to flag a number of false positives in the large images we consider here. As a second step, we perform aperture photometry on each potential point source, using the individual images, exposure maps, and psf maps from every observation which includes that point source, and taking local backgrounds from locations near the point source in the observation. Any point source which is significant at ≥ 5σ is masked, out to a radius of 1.5 times the 90% encircled counts radius of the psf at 3.75 keV. We also visually examined the broad-band images to ensure this technique does an adequate job of identifying and masking the bright point sources, and mask additional sources by hand when necessary.
XMM data reduction
We use a modified version of the same procedure to process the XMM PPS data products. We calculate good time intervals by scaling the 9.0-12.0 keV lightcurve, and then generate a merged, vignetting-corrected broad-band image from the de-flared event files. We run wavdetect on these images, using default psf size of 8", in order to detect point sources. We then manually adjust individual source ellipses as necessary, primarily to increase the size of the mask around the center of extremely X-ray bright sources such as NGC 2992.
Generating Dark-Matter-weighted spectra
When we extract the X-ray spectrum from the un-masked regions covered by the event files, we weight each event (as a function of its energy and position on the detector) in order to correct for vignetting, using a power-law spectrum (Γ = 2) as a reference model. This produces an image with spatially uniform effective area equal to an on-axis ACIS-I observation (Chandra) or MOS observation (XMMNewton). This weighting scheme yields non-integer photon counts, so we must use Gaussian statistics instead of Poisson statistics, but with ∼ 15 MS of integration time in our stacked spectra, we have enough counts for Gaussian statistics to be an appropriate approximation.
In order to optimize the search for emission from sterile neutrinos, we also weight each event by the expected dark matter column at that location. To do this, we need an estimate of the virial mass and virial radius of each galaxy. Our estimates are fairly crude, but probably correct to within a factor of two for most individual galaxies, and unlikely to be biased significantly in either direction. We compute the absolute K-band magnitude of the galaxy, using the 2MASS observed total K-band magnitude and the average redshiftindependent distance to the galaxy (both taken from the NASA Extragalactic Database). We then assume a K-band M/L ratio of 0.5 to infer the stellar mass, noting that in the K-band this ratio is not very dependent on galaxy mass or morphology (Bell & de Jong 2001) . We then infer the halo mass by interpolating the stellar-to-halo-mass relation of Moster et al. (2010) (in Appendix A we examine the effect of using the Behroozi et al. 2010 relation instead) . Finally, we take the virial radius to be
where ρc is the critical density of the Universe, 9.1 × 10 −30 g cm −3 , and we neglect the redshift dependence of this parameter since all the galaxies we examine are at very low redshift (z < 0.03). Inferred halo masses and virial radii for each of our galaxies are listed in Table 1 .
Generally, this method gives reasonable results, but in a handful of cases either the average redshift-independent distance for a galaxy or the stellar mass inferred form the total 2MASS KS-band flux disagree significantly with accepted measurements. In five cases, this leads to implausibly large halo masses, so for these five cases we lowered the distance and/or halo masses in order to be conservative. These five cases are NGC 1316, NGC 1961, NGC 6482, NGC 6753, and NGC 6876.
Constraining the Mixing Angle
Here we present our formalism for weighting each photon by the expected dark matter density. We follow Bu14 and Bo14 in defining the parameter of interest to be the mixing angle sin 2 (2θ) of the sterile neutrino dark matter. Since sterile neutrino decay is a spontaneous process, its emissivity will depend on the column density ΣDM of dark matter within our beam (of angular size Ω). For this study, the dark matter in the beam is associated with a galaxy at distance D from Earth. We start from equation (1) and multiply both sides by the number of sterile neutrinos in the beam, assuming all the matter is in dark matter (3) where Ls is the number of photons generated by the decay of sterile neutrinos within the field of view of the beam. Each photon has an energy of mS/2 keV. Converting to specific intensity,
Noting that MDM = ΣDM ΩD 2 , this becomes
If we have a good a priori expectation for the distribution of dark matter within the virial radius, we can optimize the S/N of this estimate by dividing the image into bins (pixels). We use square bins with sides of length 1" for the Chandra observations and 2" for the XMM-Newton observations. We define an estimator α as
Where we have used
to denote the model prediction. If we neglect uncertainties in the model, then the uncertainty σα i in the estimate of α in pixel i is given by
Where σI i is the measurement uncertainty for I within that pixel. The parameter we seek to compute is the uncertaintyweighted mean of α, which is defined as
This gives us the optimal estimate for α which can be derived from the data. We assume the dark matter follows an NFW profile (Navarro et al. 1997) . We note that NFW profiles predict a cusp in the center of the halo, so weighting by ΣDM would cause the central pixels to dominate the total expected signal. Moreover, while the NFW profile is generally found to be acceptable (Gavazzi et al. 2007 , Newman et al. 2013 , the behavior at the center of the halo (particularly the central logarithmic slope) is controversial (e.g. de Blok 2010 and references therein). Finally, the centers of galaxies are also often hosts of active nuclei which could contaminate a potential signal. For all these reasons, we exclude the pixels within the central 0.01Rvir of the galaxy from our analysis (for M31 we include pixels down to radii of 0.005Rvir, or 0.94 kpc, which is roughly the size of the bulge).
An NFW profile has two shape parameters -Rvir and the concentration c -as well as a total mass Mvir which is tied to Rvir. We have already defined Rvir and Mvir (section 2.1.3). For c, we use the M -c relation of Prada et al. (2012) , which gives c as a function of Mvir and z (we take z = 0). We have explored the M -c relation of Zhao et al. (2009) as well, and find that the exact form of the relation is not very significant (Appendix A). The projected DM density at impact parameter b in an NFW profile is given by (see also Bartelmann 1996 for an alternate expression)
|x 2 −1|
and
SAMPLE SELECTION
We searched the HyperLEDA catalog for all galaxies whose virial radii (estimated by scaling the optical photometry) subtend more than an arcminute in the sky. We then crossmatched this list of galaxies with the Chandra and XMM archives, selecting any of these galaxies which have publicly available observations totalling 50 ks or longer. We discarded any galaxies which are members of galaxy clusters or groups with kT > ∼ 1 keV, in order to minimize the X-ray background. We also discarded a few observations (primarily Chandra observations taken during periods early in the lifetime of the telescope), for which the calibrations are less certain.
Several obsids contained multiple galaxies which fit our criteria. In these cases, we selected the most luminous galaxy in the field as our target, and discarded the others. This means that, for these systems, we underestimate the total projected column density of dark matter (since we neglect the other galaxies in the field). This is the most conservative way to model these fields, and leads to the most robust constraint on the emission from sterile neutrinos around the primary galaxy. We also note that the virial radii of NGC6861 and NGC6868 overlap, but the X-ray observations of these galaxies do not overlap. Each obsid we consider is matched to one and only one galaxy.
The final list of targets is presented below in Table C1 . The columns tCXO and tXMM are the total integration times with these telescopes for each galaxy; the flaring-corrected times are generally lower, but we apply the flaring correction to each chip (Chandra) or MOS detector (XMM) individually, so it is not straightforward to define a single flaringcorrected exposure time for each galaxy. The total integration times for our samples are 15.0 Ms for Chandra and 14.6 Ms for XMM-Newton.
RESULTS
In Figure 1 we present representative Chandra and XMMNewton spectra. The spectra are displayed in flux units of the estimator α, which is related to the mixing angle sin 2 (2θ) (see section 2.2).
Each spectrum has been shifted to the rest-frame using its measured recessional velocity (in practice, since our sample consists of galaxies within 100 Mpc, this shift is insignificant). No background subtraction has been applied, and all . Representative spectra of five galaxies, weighted by projected dark matter column density, displayed in units of our estimator α which is defined in the text. Above ∼ 2 keV, these spectra are dominated by the instrumental background. Prominent instrumental features are labeled, and for Chandra spectra the strength of the instrumental uptick at high energies depends on the ratio of FI to BI chips in each individual observation, as well as the activity of the Sun during the observations. of these spectra are background-dominated above ∼ 2 keV. The visible emission lines are instrumental features and are identified in the plot. We then compute the weighted average of each of these galaxies, using the formalism described in section 2.2. The weight depends on the measurement uncertainty in each spectrum and the total estimated exposure-weighted dark matter column within each observation. We use a canned rmf file tied to the ACIS-I FI chips for Chandra and to the MOS1 detectors for XMM-Newton. We stack the weighted, de-redshifted arf files in the same way as we stack the spectra.
In Figure 2 , we show the distribution of expected statistical strengths of the sterile neutrino emission from each galaxy. This is proportional to the expected S/N value for the emission from each galaxy, which it can be shown is proportional to the weighted sum over each pixel of the quantity ΣDMΩT /α, where T is the exposure time per pixel and α is our estimator defined in equation 6. We plot this ratio for each galaxy in Figure 2 , using the flux measured over the 3-4 keV band (note that α is energy-dependent).
The distribution spans roughly an order of magnitude, though the five most promising individual targets are all XMM-Newton sources. These five targets all have a combination of long exposure times, low distances (so their dark matter halos fill the entire XMM field of view) and low flux in the 3-4 keV band. Their contribution to the total stacked signal should be proportional to their statistical strength; these five galaxies collectively comprise 16% of the expected signal (and 6% of the sample), so they have an important effect on the result but do not dominate it. Figure 2. Distribution for our samples of 81 Chandra (blue) and 89 XMM-Newton (red) galaxies of the expected statistical strength of the sterile neutrino emission. This quantity is proportional to the expected signal-to-noise of an emission line (the constant of proportionality depends on the mixing angle and the exact energy of the line). Our galaxies span about a range of about an order of magnitude in expected signal-to-noise, and the XMM-Newton sample extends to stronger values than the Chandra sample. The five galaxies with the strongest expected signals are indicated; they collectively comprise 16% of the expected XMM-Newton signal.
Modeling the X-ray Spectrum
A major advantage of our approach is that galaxies have very little X-ray emission above ∼ 2 keV, especially after masking bright point sources. The dominant contribution to these spectra is the instrumental background. A common approach is to subtract the instrumental background, scaling it from canned observations while the telescope is stowed. However, the stowed background files are comprised of only < ∼ 1 Ms of integration time, which is much lower than the ∼ 15 Ms of integration time of our stacked spectra. The uncertainties in the stowed backgrounds are therefore much larger than the uncertainties in our stacked spectra, so if we subtract scaled stowed backgrounds we increase our total uncertainty budget significantly. An alternative would be to construct our own model of the spectral and spatial shape of the instrumental background, although this procedure would introduce additional assumptions and does not offer significantly tighter constraints than we are already able to derive.
Instead of modeling or subtracting the instrumental background, we fit it with a smoothing spline. We analyze the spectra using a combination of XSPEC v. 12.8.1 (Arnaud 1996), PyXspec v.1.0.3, and the UnivariateSpline class included in SciPy v. 0.13.3. This implementation uses error-weighted B-splines; we increase the degree of the polynomial (up to fourth degree) until we get an acceptable fit to the spectrum. We do not allow the spline to generate any new knots, so the two knots are fixed to the edges of the spectral extraction region. The spline allows us to fit the large-scale variations in the instrumental background visible in Fig. 3 (particularly the turn-up at large energies), while remaining sufficiently inflexible that it allows for lines to be distinguished from the continuum and their flux recovered correctly (Appendix B).
We select regions of the spectrum in between prominent instrumental lines, in order to get the cleanest measurement of the continuum (in particular, we avoid Au at the low end, Cr at the high end for XMM-Newton MOS, and Ni at the high end for Chandra ACIS). We fit to the 2.6-5.2 keV band for XMM-Newton and to the 2.4-6.2 band for Chandra. The spline fits to each of our stacked spectra are shown in Table  1 .
We also fit the same spectra with a model containing both a smoothing spline and a Gaussian component at 3.57 keV with zero width. In the "free line" case, we let the normalization of the line float (across positive and negative numbers), and in the "fixed line" case we freeze the normalization at a value corresponding to a mixing angle of 7 × 10 −11 (the best-fit value from Bu14). In both cases, the spline is fit to the difference between the data and the line profile (which is folded through the instrumental response). The smoothing is error-weighted, using the sum of errors on the data and noise in the line, added in quadrature.
In both cases, the "no line" model is much more strongly favored than the "free line" model. Using an F-test, we find that the "free line" model always has a best-fit mixing angle which is consistent with zero within 3σ. On the other hand, comparing the "fixed line" to the "free line" model, the former is ruled out at 4.4σ for the Chandra spectrum and at 11.8σ for the XMM-Newton spectrum. In Figure 3 , we compare the "free line" model to the "fixed line' model, including the residuals and the effective area curves.
ANALYSIS
Finally, we analyze the spectra shown in Figure 3 in order to constrain the possible emission from sterile neutrinos. To do this, we add a Gaussian component to our spectral model in similar fashion as Figure 3 . The width of this component is set to zero, but we vary the normalization and energy of the line. At each energy, we vary the normalization of the line (allowing for negative normalizations as well) and perform a joint line+spline fit to the data. Using the χ 2 statistic, we find the best-fit normalization for a line if one existed at that energy, as well as the 1σ and 3σ allowed intervals.
We present these results in Figure 4 , in a format which allows for consideration of systematic and statistical uncertainties. The 1σ statistical uncertainties are drawn around the best-fit value for the inferred mixing angle at each energy. The smooth lines denote the 3σ sensitivity curves, as inferred from the difference between the best-fit value and the 3σ limits at each energy. The systematic uncertainties can be assessed by comparing the large-scale fluctuations in the best-fit values to these sensitivity curves. Excursions of the best-fit value outside these bounds represent "detections" which are formally significant at ≥ 3σ. Such excursions occur at 10.2 keV and 12.2 keV in the stacked Chandra spectrum and at 5.3 and 5.6 keV in the stacked XMMNewton spectrum.
However, none of these excursions have the narrow widths that would be expected if they were astrophysical lines. Rather, they appear as broad, large-scale variations and we interpret them as systematic variations in the instrumental background. The lack of coincidence between these excursions in the two spectra supports this interpretation as well, as does the similarity in number and magnitude between positive and negative excursions. At energies where these variations extend beyond the 3σ statistical uncertainties, systematic uncertainties are dominant and improved continuum modeling could conceivably improve the sensitivity of our limits. On the other hand, pushing down the statistical uncertainties would require a dataset which is more sensitive to sterile neutrino emission, either due to longer effective integration time or to a more dark-matter-dominated sample.
As for 7.1 keV neutrinos (corresponding to 3.5-3.6 keV line emission), Figure 4 supports our claims in Figure 3 that we see no evidence of emission lines around this energy. In the Chandra spectrum, there is a weak (< 3σ) positive residual at about 3.45 keV which is not seen in the XMM-Newton spectrum, but both the Bo14 and Bu14 lines are ruled out at > 3σ. In the XMM-Newton spectrum, there is actually a statistically significant negative residual corresponding at neutrinos of mass 7.1 keV, and both the Bo14 and Bu14 detections are well outside our 3σ sensitivity curves.
It is important to emphasize that upper limits only conflict with Bu14 and Bo14 if the emission lines they detect are interpreted as sterile neutrino emission. Our nondetections of the same feature in galaxy spectra suggest that their emission lines have an astrophysical origin, possibly some missing piece of intracluster medium astrophysics (e.g. Jeltema & Profumo 2014).
There has also recently been some debate about the possible presence of a line in the centers of the Milky Way and of M31. In the Milky Way, Riemer-Sorensen (2014) examined 825 ks of Chandra observations of the Galactic center. This study finds no 3.5 keV feature in the combined diffuse Galactic spectrum, and is able to place 95% upper limits on the mixing angle of sterile neutrinos which are lower than the Bu14 and Bo14 results. Taken at face value, these upper limits are comparable to our limits (lower at some energies, higher at others), although they are significantly more model-dependent. The fields analyzed in this work all fall within 1% of the virial radius of our Galaxy, which is the region we exclude from our analysis because the results are so dependent on the assumed central logarithmic slope of the dark matter profile. Additionally, the Galactic center is suffused with a very large number of sources of non thermal X-ray emission, so the background at 3.5 keV is quite significant. Riemer-Sorensen therefore uses a line-free APEC model with dozens of Gaussian components to model known emission lines, but this model is still unable to produce statistically acceptable fits to the observed spectra (reduced χ 2 = 1.7 and 5.2 for the two energy bands considered).
The model-dependence of this result could possibly explain how Boyarsky et al. (2014) do see a line at 3.53 keV with flux consistent with Bu14 and Bo14 from the Galactic Center. This study also increases the significance of their detection of this line from the center of M31. On the other hand, Jeltema & Profumo (2014) examine the center of M31 and do not see an emission line. It is outside the scope of this paper to reconcile these various claims, but this disagreement underscores the difficulty of modeling the X-ray background and the dark matter profile in the centers of Figure 3 . Stacked spectra and best-fit spline model (top), residuals (middle), and effective area curves (bottom) of stacked Chandra and XMM-Newton MOS spectra. The black curve indicates a fit with the normalization of the line allowed to float across positive and negative values (the "free line" model); in the red curve the normalization of the was fixed to the best-fit value from Bu14 (the "fixed line" model). The upper panels also list the mixing angle for each model and the difference in χ 2 between the two models. For both spectra, the best-fit mixing angle is consistent with zero within 3σ. On the other hand, using an F-test, we find the "fixed line" model is ruled out at 11.8σ for the XMM-Newton spectrum and 4.4σ for the Chandra spectrum. Chandra ACIS Figure 4 . Constraints on the mixing angle of sterile neutrinos from the νMSM model, as derived from our stacked XMM-Newton (top) and Chandra (bottom) spectra. For each potential neutrino mass, we fit a series of Gaussian + spline models to the observed spectrum, with the mean of the Gaussian corresponding to the energy of the photon emitted by decay of sterile neutrinos of the indicated mass. The best-fit normalization of the Gaussian has been converted into a mixing angle and plotted above, as well as the 1σ confidence interval around the best-fit. The curves are approximate 3σ sensitivity curves, showing the sensitivity of our experiment as a function of neutrino mass. We interpret excursions outside these curves as systematic errors due to our features in the instrumental background which our spline failed to fit. Better modeling could reduce these uncertainties, but our constraints are already sufficient to rule out the possibility of 7.1 keV neutrinos with the mixing angles suggested by Bu14 and Bo14. Table 1 . Spectral fits to the stacked spectra shown in Figure 3 . Each fit uses a B-Spline which is described by two knots at the edges of the spectral band under consideration and five parameters C0-C4 corresponding to the coefficients of a fourth-degree polynomial. The "with line" fit also includes a Gaussian component in the model (folded through the instrumental response) with parameters corresponding to the best-fit value from Bu14 (see text), and the "free line" fit allows this Gaussian component to have any arbitrary normalization (positive or negative).
galaxies, and supports our decision to exclude these regions from our analysis.
CONCLUSIONS
In this work we have presented a comprehensive search for X-ray emission lines from sterile neutrinos. We focused on galaxies and galaxy groups (with kT < ∼ 1 keV) in order to avoid contamination from a hot intracluster medium. This sample selection (coupled with point source masking) leads to spectra which are dominated by the instrumental background. We examine 81 objects observed with Chandra and 89 observed with XMM-Newton, yielding total integration times of 15.0 and 14.6 megaseconds, respectively.
We extract spectra from large annuli around each object, spanning the range (0.01-1.0)×Rvir. We divide each annulus in pixels, and weight each pixel by the expected projected dark matter column density within that pixel. We then stack the spectra from each galaxy, this time weighting the spectra in order to maximize S/N.
We study the stacked spectra within energy bands which avoid prominent instrumental lines. Using B-splines, we can readily fit the instrumental background and distinguish emission lines from the background. We are able to rule out lines near 3.57 keV with the mixing angle implied by Bu14 at 4.4σ using our Chandra data and at 11.8σ using our XMM data.
We extend our search to other energies, and are able to place strong and robust constraints on possible sterile neutrino emission. The limits are shown in Figure 4 for both XMM-Newton and Chandra, and apply to sterile neutrinos with masses ranging from 4.8-12.4 keV. These limits, unlike previous studies, do not depend on assumptions about the X-ray background (since we fit it with B-splines instead of physical models). Moreover, we exclude the centers of the dark matter halos in our sample, so we are also not sensitive to assumptions about the logarithmic slope of the dark matter profiles in this regime.
For each galaxy, we assume a model dark matter profile which is used to weight the signal from each pixel. We assume the halo obeys an NFW profile (excluding the central 1% of the virial radius where the shape is more uncertain), so our model has just two free parameters: the total mass of the halo, and the concentration parameter. As discussed in sections 2.1.3 and 2.2, we set these parameters using scaling relations. For the total mass of the halo, we use the abundance matching relation of Moster et al. (2010) to scale from the inferred stellar mass to the inferred halo mass, and for the concentration we use the M − c relation of Prada et al. (2012) to scale from the halo mass to the concentration parameter (assuming z = 0).
In this Appendix, we test the dependence of our results on these assumptions, by adopting different scaling relations and repeating our analysis. For the abundance matching relation, we examine the Behroozi et al. (2010) assuming a BBKS1986 (Bardeen et al. 1986 ) power spectrum and WMAP7 cosmological parameters (Komatsu et al. 2011) to generate a list of masses and concentrations for z = 0, and we linearly interpolate between these values to derive concentrations for each galaxy we examine.
The results can be seen in Figs. A1 and A2. The sizes of the uncertainties are affected somewhat, but our overall conclusions are entirely unchanged.
APPENDIX B: VERIFYING FLUX RECOVERY FOR OUR SPLINE FITTING
Since our analysis uses a spline to fit the spectrum, it is important to verify that the spline is able to distinguish a spectral line from a variation in the continuum. To verify this, we added spectral lines (with noise, folded through the instrumental response) to both the Chandra and XMM stacked spectra. We injected these lines at a number of different energies, and at each energy we repeated the analysis for lines corresponding to three different mixing angles (7 × 10 −12 , 7 × 10 −11 , 7 × 10 −10 ). For each injection, we fit a Gaussian + spline model to the spectrum, with the Gaussian centered at the energy of the injected line. We compute the best-fit mixing angle at that location, and compare it to the best-fit mixing angle in the original spectrum (without any injected lines). The difference between these two mixing angles is plotted in Figure B1 . We repeat this procedure for 100 realizations, taking the central 68% of the resulting values as the 1σ confidence interval around the median value.
These simulations show that there is a systematic effect where the large-scale systematic fluctuations in the spectrum (see Figure 4) slightly bleed into the inferred mixing angles, biasing them upwards or downwards in the same direction as the larger-scale fluctuations. This effect is very small, however. At the Bu14 value of 7 × 10 −11 , it is comparable to the 1σ dispersion in the recovered mixing angle for the Chandra spectrum, and even smaller for the XMM spectrum. Even at injected mixing angles 10× smaller, the XMM data approximately obey Gaussian statistics, with 10/16 (63%) of the simulations overlapping with the true injected mixing angle within the 1σ dispersion. This gives us good confidence that our uncertainties are correctly estimated and that our method is unaffected by serious systematic errors. 94 188 307,308,309,310,311, 0109270101,0109270501, 312,1575,1577,1581, 0112570101,0112570401, 1582,1583,1585,1854, 0112570501,0112570601, 2895,2896,2897,2898, 0202230201,0202230301, 4360 0202230401 ,1730,6376,6377, 0102640101,0102640601, 6378,6379,6380,6381, 0102642301,0141980301, 6382,6383,6384,6385, 0141980501,0141980801, 6386,6387,6388,6389, 0650510101,0650510201 7170,7171,7196,7197, 7198,7199,7208,7226, 7344,7402 NGC720 28.252077 -13 ,5935,5936,5937, 0111800101,0657801601, 5938,5939,5940,5941, 0657801801,0657802001, 5942,5943,5944,5945, 0657802201 5946,5947,5948,5949, 9122,9805,12301 NGC3079 150.490848 55.679789 69.7 19.13 12.22 232 0110930201,0147760101 NGC3115 151.308250 -7.718583 1138 .6 10.17 12.22 232 2040 ,7797,7798,7799,7800, 8489,8490,10722,10723, 10724,10725,11846,11847, 12155,12156,13303,13304, 15294 M51 202.469629 47.195172 854.6 187.7 7.94 12.15 220 354,1622,3932,12562, 0112840201,0212480801, 12668,13812,13813,13814, 0303420101,0303420201, 13815,13816,15496,15553 0677980701 Note. -Galaxies and observations examined in this analysis. The columns t CXO and t XMM are the total integration times with these telescopes for each galaxy. The distance d is the redshift-independent average distance listed at NED; galaxies without redshift-independent estimates have their distances marked with asterisks, and for them we estimate the distance from the redshift assuming WMAP7 cosmology (Komatsu et al. 2011) . We estimate M halo and R vir from the 2MASS K-band total magnitude, as discussed in section 2.1.3 (galaxies without 2MASS K-band magnitudes have these values noted with asterisks, and K-band magnitudes from other surveys are used instead).
APPENDIX C: LIST OF STACKED GALAXIES
