This paper investigates the use of microphone arrays to acquire and recognise speech in meetings. Meetings pose several interesting problems for speech processing, as they consist of multiple competing speakers within a small space, typically around a table. Due to their ability to provide hands-free acquisition and directional discrimination, microphone m a y s present a potential alternative to close-talking microphones in such an application. We first propose an appropriate microphone array geometry and improved processing technique for this scenario, paying particular attention to speaker separation during possible overlap segments. Data collection of a small vocabulary speech recognition corpus (Numbers) was performed in a real meeting room for a single speaker, and several overlapping speech scenarios. In speech recognition experiments on the acquired database, the performance of the microphone array system is compared to that of a close-talking lapel microphone, and a single table-top microphone.
INTRODUCTION
Meetings are a fundamental human activity, in which speech (along with other modalities) is used to share and develop information between a group of people. For this reason, meetings present an important application domain for speech processing technologies.
One of the problems that arises in meeting speech is that of multiple concurrent speakers. Overlapping speech may occur when someone attempts to take over the main discussion, when someone interjects a brief comment over the main speaker, or when a separate conversation takes place in addition to the main discussion. In [I] it was identified that around 10.15% of words or 50% of speech segments in a meeting or telephone conversation contain some degree of overlapping speech. These overlapped speech segments are problematic for speech recognition, producing an ahsolute increase in word error rate of between 15.30% using closetalking microphones for a large vocabulary task [ I , 21.
In this paper, we investigate the use of a microphone array for acquisition of speech in meetings. Close-talking microphones are used in most applications, as their proximity ensures a high signal level, and also because the speaker constitutes an acoustic bamier that reduces room reverberation effects. The major disadvantage, however, is that meeting participants are required to wear lapel or head-mounted microphones. Microphone arrays offer a potential solution to remove this constraint.
A microphone array has the ability to discriminate between multiple competing speakers based on their location. Recent work 0-7803-7663-3/03/$17.00 0 2 0 0 3 IEEE has shown that microphone arrays can provide a viable altemalive to close-talking microphones for single speaker speech recognition in noisy environments [3, 41. While the robustness of microphone array recognition systems to background noise and general localised noise sources has been established, as yet, no recognition results have been published investigating the performance of an m a y system in the presence of genuine competing speech.
This paper makes several contributions. We first propose a microphone array system suitable for use in small meetings. For the enhancement, we present a simplification of the post-filtering approach presented in [5], which incorporates the theoretical noise field coherence in the post-filter estimation. In this framework, we propose a coherence model that takes both the background noise and localised speakers into consideration. A geometry is proposed and analysed to show the theoretical discrimination between speaker locations in a common meeting configuration.
Following this, we describe the collection of experimental data in a real meeting room. The Numbers recognition corpus is played through loudspeakers for various single and competing speaker scenarios, and re-recorded on lapel, table-top and array microphones. To address the current lack of multi-channel speech corpora, the resulting multi-channel database is being distributed [61.
Speech recognition experiments are performed on the database, comparing the performance of the proposed array processing system to that of the close-talking lapel microphones, as well as a single tabletop microphone. The results demonstrate both that arrays present a viable alternative to close-talking microphones for single speakers, and that they can be successful in combatting the effects of overlapping speech.
MICROPHONE ARRAY SYSTEM
In this section, we present a microphone array system for small meetings, discussing both the enhancement technique as well as a suitable array geometry
Enhancement Technique
A block diagram of the microphone array processing system is shown in Figure 1 . It includes a filter-sum beamformer followed by a post-filtering stage.
For the beamformer, we use the superdirective technique to calculate the channel filters wn maximising the array gain, while maintaining a minimum constraint on the white noise gain. This technique is fully described in [ 7 ] .
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Posr-filter Estimation
Use of a post-filter after the beamforming stage helps to further reduce the broadband noise energy [IO] . The Wiener post-filter transfer function is given by (omitting the frequency dependence for simplicity) ; daa + 4n.t
where &a and bnn are the signal and noise power spectral densities, respectively.
In [SI we proposed a technique for estimating a microphone array post-filter based on an assumed noise field coherence model, r,, . The formulation required the solution of a quadratic equation to estimate the signal power spectral density, This has the inconvenience of needing to choose between dual solutions, and also increased computational complexity over the standard Zelinski technique upon which it is based 18, 91. Here we present a simplification of the approach to address these limitations. Following application of the time alignment, and under the assumptions of ; the same desired signal component across sensors = ++33); no correlation between the signal and noise (dSn = 0): the same noise power spectrum on each channel (dnini = 4""); and a known noise field coherence model: we can write ;
where qLiaj is the cross spectral density between microphones a and j . From these equations, we obtain
As the coherence can vary between -1 5 r,, < 1, the problem of division by zero should be avoided by enforcing an upper 
Proposed Noise Field Coherence Model
The post-filter estimation requires a coherence model, rm,,. In the previous work, a diffuse noise field was assumed, as it gives a good approximation of a number of practical noise situations, such as office noise. In the experiments in this paper however, significant noise energy comes from localised noise sources, rendering a purely diffuse noise field model inappropriate. We thus propose using a coherence matrix which is the weighted sum of the diffuse noise coherence and that of the localised noise sources, as follows where ddd is the component of the noise power due to the diffuse noise field, and r#~l that due to the lth localised noise source. These components are not normally known in advance, and in practice, hand-adjusted, frequency-independent values can be used to achieve a compromise between diffuse and localised noise reduction.
Array Geometry
In this paper, we investigate a scenario where four people are equally spaced around a small meeting table. To give uniform discrimination over all possible speaker locations, we propose a circular array at the centre of the table. In particular, we use 8 equally spaced omnidirectional microphones, with diameter 20 cm. This configuration is shown in Figure 2 . Figure 3 shows the directivity pattems for the beamformer at 100 Hz and 1000 Hz using the proposed geometry. The pattems in all four speaker directions are superimposed, with speaker 1 shown in bold. From 3 (a) we see that, despite poor low frequencey V -498 
DATA COLLECTION
There are currently no publicly available corpora suitable for microphone array speech recognition research. Therefore, the initial focus of this work was to generate a multi-microphone corpus for experimentation and public distribution.
The database was collected by outputting utterances from the Numbers corpus (telephone quality speech, 30-word vocabulary) on one or more loudspeakcn, and recording the resulting sound field using a microphone array and various lapel and table-top microphones. The goal of this work was to compare relative speech recognition performance using different microphone configurations in various noise situations, and thus a small vocabulary corpus was considered appropriate.
Three loudspeakers (LI. L2. L3) were placed at 90deg spacings around the circumference of a 1.2113 diameter circular table at an elevation of 35cm. The placement of the loudspeakers simulated the presence of a desired speaker (LI) and two competing speakers (L2 and L3) in a realistic meeting room configuration.
An 8-element, equally spaced, circular array of 20cm diameter was placed in the middle of the table, and an additional microphone was placed at the centre of the table. Lapel microphones were attached to t-shirts hanging from each of the loudspeakers. The same type of omnidirectional microphone was used in all locations. The circular table was located at one end of a moderately reverberant, 8.2mx3.6mx2.4m rectangular room. The dominant non-speech noise source was a PC located at the opposite end of the room. The experimental configuration is illustrated in Figure  2 .
The energy levels of all utterances in the Numbers corpus were normalised to ensure a relatively constant desired speech level across all recordings. The corpus was then divided into a 6049-utterance training set, a 2026-utterance cross validation set, and a 2061-utterance test set. "Competing-speaker" versions of the crossvalidation and test sets were also produced by rearranging the order of their respective utterances.
The cross-validation and test sets were output from L1 with no overlapping speech and recorded on all microphone channels. This was then repeated multiple times in the presence of overlapping speech output from L2 andlor L3. All three possible competing speaker scenarios were considered. The output levels of L I , L2 and L3 were identical, and were kept constant in all recording scenarios. The multi-loudspeaker data playback and multimicrophone recording were managed by the same equipment, which ensured that all input channels were simultaneously sampled, and that the microphone recordings were synchronised with the loudspeaker outputs. The sampling rate used in all recordings was 8kHz. All subsequent discussion will refer to the recording scenarios as SI (no overlapping speech), SI% and S13 ( I competing speaker), and Si23 (2 competing speakers).
A multi-microphone corpus containing all recordings detailed above has been compiled, and is now publicly available [6] .
For these experiments, the microphone array processing described in Section 2 was applied to the microphone array recordings from each scenario in order to enhance the desired speech signal.
EXPERIMENTS AND RESULTS
A baseline speech recognition system was trained using HTK on the clean training set from the original Numbers corpus. The system consisted of 80 tied-state triphone HMM's with 3 emitting states per triphone and 12 mixtures per state. 39-element feature vectors were used, comprising 13 MFCC's (including the 0th cepstral coefficient) with their first and second order derivatives. The baseline system gave a WER of 6.32% using the Clean test set from the original Numbers corpus.
Three recorded "channels" resulting from the data collection and microphone array processing were retained for speech recognition model adaptation and performance evaluation. These channels were:
Centre tabletop microphone recording (Centre) a Desired speaker (LI) lapel microphone recording (Lapel) e Enhanced output of microphone m a y processing (Array) MAP adaptation was performed on the baseline models using the cross-validation set for each channel-scenario pair, and then the speech recognition performance of the adapted models was assessed using the corresponding recorded test set. Table 1 shows the word error rate (WER) results for all channel-scenario pairs.
From the SI results, the W E R s for the Array and Lapel channels were the same, and comparable to that of the baseline system. This shows that the recognition performance of the table-top microphone m a y is equivalent to the close-talking lapel microphone in low noise conditions. The WER for the centre microphone channel is slightly higher due to its distance from the desired speaker, and greater susceptibility to room reverberation n performance was equivalent to that of the lapel microphone. In the presence of overlapping speech, the microphone array successfully enhanced the desired speech, and gave the hest recognition performance of all microphone configurations tested. A microphone array speech recognition database based on the Numbers corpus was recorded during this work, and is now available for public distribution [6]
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Fig. 4. WER results for different numbers of competing speakers
The addition of a single competing speaker (SIZ and S13) (resulting in approximately OdB SNR at the centre microphone location) had a severe effect on the WER for the centre microphone channel. The lapel microphone channel performed substantially better due to its proximity to the desired speaker, This difference in WER was more pronounced when a second competing speaker was introduced in SI23 (resulting in approximately -3dB SNR at the centre microphone location). In all overlapping speech scenarios, the microphone array output gave better word recognition performance than both the centre and lapel microphone channels. These results are put in context when one considers that the individual microphones in the array were each subjected to essentially the same sound field as the centre microphone. The signal enhancement provided by the array processing overcame the lower SNR and increased reverberation susceptibility, and improved recognition accuracy to a level that exceeded that of the close-talking lapel microphone. Figure 4 illustrates the WER trends for each channel in scenarios with 0, 1 and 2 competing speakers. The values plotted for the single competing speaker case are the average of the Siz and S13 WER results shown in Table 1 .
CONCLUSIONS
In this work a table-top microphone m a y suitable for use in a meeting room was presented. A microphone array postfilter based on an assumed noise field coherence model was used where the coherence model was formulated to account for multiple localised noise sources within an otherwise diffuse noise field. Speech recognition performance using the output of the microphone array was compared to recognition performance using both a close-talking lapel microphone attached to the desired speaker, and a single microphone in the centre of a meeting table. When no overlapping speech was present, the array output recognition
