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Communicated by P. R. Krishnaiah 
Let x(t), t= l,..., T, be generated by a zero mean stationary process and let 
I(w) = 1 C x(t) exp itw I’/T be the periodogram. Under general conditions, and in 
particular assuming only a finite 2nd moment, it is shown that max,I(w)/ 
(2nf(w) log Tt < 1, a.s., and under stricter conditions it is shown that equality 
holds. 
1. THEOREMS ABOUT THE MAXIMUM 
We assume that x(t), t = 1, 2 ,..., T, is observed and, at first, that x(t) is 
generated by a stationary ergodic process 
x(t) = f a(j) &(l -j), E la(Al < 009 
0 0 
a(0) = 1, E(m) = 0, E{&(t)*} = u*. (1.1) 
We assume that c(t) is measurable 6, where & is the a-algebra of events 
determined by x(s), s Q t. We also assume that 
EW) I *- 11 = 0, E{&(C)2 IK_,} =u2. (1.2) 
Thus the c(t) are the linear innovations. The first of these merely asserts that, 
in the least-squares sense, the best linear predictor is the best predictor but 
the second is more difficult to justify. We shall introduce an alternative set of 
conditions that avoid the second part of (1.2) later in this section. Put 
W,(W)= T-l'* 5 x(t)@", WE [-?r,n]; Ix(w) = I %W12* 
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Then Z,(w) is the periodogram. Let f(w) = u2 1 C a(j exp wij12/27r be the 
spectral density. For the most part we assume 
f (w> > 03 0 E [-x1 7r]. (1.3) 
Under these conditions we shall establish 
li? s,up max Z,(w)/{2rrf(o) log T} < 1, as. (1.4) w 
Moreover, if the c(t) are independent and identkally distributed (i.i.d.) with 
finite 6th moment and, Q(6) being the characteristic function of e(t), 
then 
lim max Z,(w)/ { 2$(o) log T) = 1, 
T-co w 
as. (1.6) 
These theorems will be proved in four steps. In the first place, (1.4) is 
considered for w,(o), Z,(w) replaced by wE(w), Z,(o), where these are defined 
in the same way, using the s(t) in place of x(t). Then putting 
C,(w) = i E(f) cos tw, S,(w) = fj c(t) sin tw 
1 1 
it will be shown that 
lim sup max cT(0)2 < 1 
T -m w o’Tlog T ’ 
liy s,“p max STW2 
- w o*Tlog T 
< 1, as. (1.7) 
In establishing this result we follow [9, p. 1751 in observing that it is 
sufficient to prove the result for the maximum restricted to wj = 2lrj/T’, 
j = l,..., [ T’/2], T’/T ] co. (See [ 10, Chap. X, Theorem 7.281.) We choose 
T’ = Tlog T. 
The second step uses the following simple argument [4, p. 10761 to show 
that (1.4) holds for the s(t). Let a,(u), a,(u), al(u)’ + a2(u)2 = 1, 
u=l ,..., M, define M vectors uniformly spaced around the unit circle. 
Choose M so large that every vector of two components makes an angle, 8, 
with some one of these A4 unit vectors, having cos 8 > 1 - q, r~ > 0. Let u * 
define one of these unit vectors making the smallest possible angle, 8*, with 
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the vector having components C,(o), S,(o). Of course u*, 8* depend on w, 
T. Then 
liy s.p max I,(o)/log T 
+ w 
= liy s.p max ] aI C,(w) + az(u*) S,(w)]*/{Tlog Tcos’ 0*} 
w 
,< liyslp max max &(t){ar(u) cos tw+a,(u) sin to) 
2 
* w  w  1 Ii 
{Tlog T(l-q)‘}. 
However, this last expression is not greater than 02(1 - q)-’ because there 
are only Iinitely many values of u and for any one of them the proof is essen- 
tially the same as for (1.7). 
In the third place we put 
and shall show that 
lim max 1 rr(o)]‘/log T = 0, 
T + m  w 
a.s. (1.8) 
This establishes (1.4). Results stronger than (1.8) are available (see 
[2, p. 761, for example) but these are proved under stronger conditions and 
(1.8) is quite difficult to establish. 
Finally, for the s(t) i.i.d. with finite 6th moment and satisfying (1.5) we 
prove that 
li,m $f max I,(o)/{G* log T} > 1, a.s., (1.9) --t w 
which establishes (1.6), using (1.8). 
We shall also establish (1.4) by a different method, which makes the result 
appear rather general. Consider the case where x(t) is regular [5, p. 3011, 
and put 
Then 
u(t, t -j) = E(x(t) 1 &-j} - E{X(f) I&-j- I }> 
a(j)* = E(u(t, t-j)‘}. 
x(t) = 5 u(t, t -j). 
0 
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We further assume 
(1.10) 
which is stronger than c la(j)1 < co. Put 
y,(t) = f u(t +j, t) e”“, z,(t) = f jtJ u(t +j, t +j - I) e”j-““. 
0 j=l /=j 
We have 
(E{max I~,(t)1’}]~‘~ < 
0 
= ? 7 a(j+k)' 
jZl I CO 
(1.11) 
which is finite because of (1.10). Here we have used the orthogonality of the 
u(t, t -j) for t fixed and j varying. Now it is easily checked that 
x(t) = y,(t) + z,(t - 1) - z,(t) eiU 
so that 
E x(t) eito 
1 
= $ y,(t) eitw + z,(O) eiw - z,(T) ei(‘+ ‘jw. 
Moreover, (1.11) shows that (Tlog 7’) “2 by the second and third terms 
converges a.s. to zero, uniformly in w. Also, 
To see this it is only necessary to observe that E( 1 wx(w)l’ } converges to 
27@(w). Thus, because of (1.1 l), E{l 2 y,(t) e”“‘I’/T} also converges to 
27rf(o). Since the y,(t) are orthogonal and stationary the result follows. 
To prove (1.4) it is thus enough to prove that 
2 
liy szp max 1 y,(t) eitw I/ {Tlog ~w-(~)l~ 1, a.s., (1.12) w  
where y,(t) is, for each fixed o, a sequence of stationary, ergodic, square 
integrable (complex) martingale differences with E{ 1 y,(t)l*} = 2nf(w). 
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We observe that, for (l.l), u(t, t -j) = a(j) s(t -j) so that if x(t) is 
regular and (1.10) holds for a’@)’ = a(j)’ then the theorem holds, which 
shows that the implausible second part of (1.2) may be avoided. 
In [9, p. 18 I] Whittle sets out to establish 
P lim m~xIW41/1 w max 2$(w) + log T} = 1. (1.13) 
However, the stronger relation (1.6) holds under the conditions given above 
so that (1.13) is incorrect. Whittle’s proof seems incomplete, even when x(t) 
is replaced by s(t), though it contains ingenious arguments that we have 
used. 
Brillinger [ 1, p. 981 establishes, under conditions that we do not give here, 
liy s,“p max Z,(o)/log T < 4 max 27rf(w). 
0 w  
The factor 4 on the right side may be replaced by 2 by replacing Brillinger’s 
use of 
1 w&o)l’ = ca{W,(W)}2 + ~~{w,(o)]*. 
The remaining factor 2 may possibly be removed by an argument of the 
form of that given above in relation to C,(o)* + S,(o)*. Brillinger’s proof is 
much simpler than ours. 
Questions related to those of this paper are also considered in [ 10, 
Chap. V, Section 81. 
2. THE THEOREM AND PROOF 
THEOREM. Zf x(t) is generated by (1.1) and satisfies (1.2), (1.3) rhen 
(1.4) holds. The same result holds when x(t) is regular and (1.3), (1.10) are 
satisfied. Zf (1.3) does not hold, in either case, then still 
li? s,“p max Z,(w)/log T < max 27cf(w), as. (2.1) 
0 0 
Zf (1. 1), (1.3) hold where the E(L) are i.i.d. with finite 6th moment and (1.5) 
holds then (1.6) is true. 
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Let us put a* = 1, for convenience. 
(i) We first prove (1.4) for the s(t). As observed, we need consider 
only oj = ZrrjlT’, j = l,..., [;T’]. T’ = T log T. Put S = [f T’] for brevity. 
Following Stout [7, p. 21581, we truncate e(t), t > 2, forming e(t)’ = s(t) 
Z{ls(t)l < b,} + b,Z{e(t) > b,] - blZ{e(t) < A,}, b, = K,(t/log t)“*, where 
K, + 0, b, T 00. Then put c(t) = s(t)’ - E(E(~)’ 1 ST;- I}. Then, as in 171, where 
log t is replaced by 2 log log t in b,, it may be shown that the truncation 
effects are negligible by showing that 
5 E(lc(t) - e(t)‘/]/‘@ log t)“* < oi) 
2 
so that 
Hence 
and 
Put 
f 1 e(t) - e(t)’ I/(T log 7’)“’ -+ 0, as. 
2 
max 5 (s(t) - s(t)’ ) eilw 
Ii 
(T log T)“* + 0, a.s., 
w  2 
max $ E{s(t)’ } Y;- , } eilw 
Ii 
(T log 7’)“” 
w  
=k IE{e(t)’ -c(t) I-++p,)J/(Tlog T)1’2 
2 
< i E{I e(t)’ - e(t)1 I&-, }/(T log g”* * 0, a.s. 
2 
T  T  
Cj( T) = s r(t) COS tWj) c;(T)=~E(<(t)* I&-,) cos’ twj. 
2 2 
NOW (see [7, p. 21581, for example), 
~;~/T~~~E(~(~)*~~~,/cos~~~~=~~cos~~~~~~ (2.2) 
I I 
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and the convergence is uniform in j for 2;rr(log T)‘/T’ < coj< ?r - 
2zQog T)*/T’. It will be convenient to put max’ for a maximum over 
(log 7’)’ <j < f T’ - (log 7’)‘. Now we shall show that, in fact, 
liFm:x’ ] c;(T) T - f 1 = 0, a.s. (2.3) + 
Let q,(t) = s(t) 1{]&(t)] < b} + b1{s(t) > b} - M{&(t) < 4). Then put &,(t) = 
Q,(O - EM4 I K-, 1. Now for b, > b, E{LdQ2 I K- 1 1 < E{W2 I &- 1 1. 
Thus it is sufficient to show that, for b taken sufficiently large, and any 
E > 0, 
uniformly in (log 7)’ <j < f T’ - (log 02. However, the left side is 
~~E{i*(C)2/If-*}+~~E(~~(f)2~~-~}COS2t~j. 
2 
The first term converges to {E{&,(t)‘}, which may be made arbitrarily near 4 
by taking b large. Since E{&,(t)2 ] ;“;-i} < E{E(~)~ 15-i } = 1 then E{&(t)’ I 
s7;-,} is a bounded random variable. Now the proof in [3] shows that 
lim max 
T-m w 
+tE(&,(f)l I~-l}eifw =O, a.s., 
2 I 
except for the term 
lim max 
T+CC w 
f i W%W2 IT 
2 
= lim max 
T-m w 
fi %,W2 
2 
Put yb(f) = s(t) - C,,(t). Then 
max 
w 
$5 E{E(~)~ IT, 
2 
} /=“a” 
,} IK,] eifw 
ST_,} eit” . 
which converges to zero uniformly in o over the range 271 log T/T < w < rt - 
271 log T/T. Also, 
max 
w 
f $’ E( Gus I Xl,} eito 
2 
+Mf)2 IST_col+El~&)~l~ 
2 
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which is arbitrarily small for b large. Finally, 
which again can be made arbitrarily small for b large. Thus (2.3) is 
established. 
Now we follow the argument in [8, pp. 299-3021. We first wish to show 
that for any 6 > 0, 
P{max’ C](T) > (1 + S)(T log ZJ112, i.0. in T} = 0. 
To this end we consider 
P{max’ C,(T) > (1 + 6)(24(T) log T}l’*, i.o.1 (2.4) 
and it will suffke to show that this is zero because of (2.2). Following 
[8, pp. 299-3021, we let 7’,(j) be the smallest integer for which 
cT(T + 1) >pzk for suitable p > 1 and put C~‘(T) = C,(T) for T< Tk(j) and 
Ci(Tk(j)) for T > T,(j). Then for suitable 6’ > 0, p > 1, (2.4) is dominated, 
as in [8, p. 3001, by 
P[ ~7 max’ Cjk’(T) > (1 + B’){~P~~ logP2k}“2, i.o. in k). (2.5) 
Thus we must consider 
f P[ ;“>g max’ C,“(T) >, (1 + ij’)(2p2k logp2k}“2] 
k=l 
However, as in the same reference, this is dominated by 
6 
kel 
2k+’ logPZk+’ exp(-(1 + P) logp2k} < 03 P-6) 
so that 
lim sup max’ Cj(T)/(Tlog T)“’ < 1, 
T-00 
a.s. 
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We then consider the range 1 <j < (log 7)’ over which, uniformly in thesej, 
(2.2) may be replaced by 
f < lip &f cj(T)‘/T, cj(T)’ < 1, as. + 
Now 2cj(T) in (2.4) is to be replaced by c;(T) so that 2pZk logp2k in (2.5) 
is replaced by p2k logpZk and (1 + a”) logp2k by i(l + a”) logp2k in the 
exponent in (2.6). However, since there are now only (log T)’ values ofj to 
be considered, the term p2kt’ logpZktl in (2.6) is replaced by (logp2k+‘)2 
and we obtain, as before, 
The same result holds for the range f T’ - (log T)* <j < 4 T’. Repeating the 
same argument with -C,(w) we establish the first part of (1.7) and the 
second part is proved in the same way. Now (1.4) follows for x(t) = s(t) as 
explained in Section 1. 
(ii) We next establish (1.4) by proving (1.8). The proof of this is 
intricate. We shall give it fairly concisely since, if (1.1) is strengthened to 
(l.lO), a much easier proof applies. See also [2, p. 761. First we prove the 
following lemmas in which the expression a,(& w) will later be identified 
with quantities such as the real or imaginary parts of 
T  
1 a(j) ei(j+Ow, 
r--t+1 
LEMMA 1. If the E(C) satisfy (1.2) then if (a,(& oj)l Q c < co while 
5 a$(t, Wj) < Ta(T), lim S(T)= 0 
I T-toO 
then 
2 
lim max C &Cl) aT(t9 wj> 
I/ 
(Tlog T) = 0, a.s. 
T-cc I<j<T’ 
Proof We truncate s(t) as before and introduce r(t). As before, the trun- 
cation effects may be shown to be negligible. Put n(7) = max{&T), KT}. 
Then 
I&t) a&, wj);l(T)-“*I <c It(t)1 k(T)-“* < c(T/log Z’)“2 KY*. 
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For any E > 0, 
I 
T  
p c <(I) aT(t~ wj> > E(T1og T)“* 
2 
i r(t) (t -) >e” logT 
I=2 
aT Yw j  r/ / ’ 17 
where t = [log T/{ n(T)}] I’*, sT = E/A(~‘)“~. The right side is dominated by 
T-l 
exp(-sT lofix r) E c t-(t) aT(t, wj> 5 
2 I 
X E{exp r(T) ‘TtT3 wj) r I&- I 1 
1 
T-l 
<exP(--~~log T)E c t(t)aT(t,wj) 
2 I 
XexP +r"a:(T, Oj) 
I 
1 +~crTrl*ICT/logl~* T . 
For the last see [6, p. 378, below Eq. (8.115)]. We have used, again, 
WV)* I q- 1 I < EMT)* I-- 11. 
Repeating the same argument for t = T - 1, and so on, we obtain the bound 
exp 
1 T&T) log T 
--E,log T+-l 
WT) ! 
1 + +cA(T)I/* 
II 
. 
Since for T large enough we have E, arbitrarily large and A(T) arbitrarily 
small and A(r) > 6(T), this is then bounded by CT-“, a > 2. Repeating the 
same argument for --t(t) aT(t, oj) we see that 
P 1 I$yT, 1 i r(t) a,(& Wj) / >, e(Tlog T)“* 1 < CT-b, 
1 
and the lemma is proved. 
COROLLARY. Under the same conditions 
lim max 
T+CCI I(j(T’ 
1 f &(-f) aT(t9 oj) / */(T&t T)  = 0, 
b> 1, 
a.s. 
The proof is almost exactly the same. 
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TT(W) = --w,(o) -f a(j) pw - T-l’* i a(j) eijo c(g) ei’w 
Ttl j= I T-jtl 
T  0 
+ T-l/* c a(j) eijo x E(t) eilw 
j=l r=-jtl 
m T  
+ T-‘1’ v 
j=Tt I 
a(j) C e(t -j) eifW. 
I=1 
From (1.4) for the s(t) the first term on the right may be neglected in 
establishing (1 A). The second term is 
-T- “* f c(t) 
! 
T 
y a(j) eiU+fh . 
I T-1+, t 
Putting a,(& w) for the real part (or the imaginary part) of the bracketed 
expression it is easily seen that this satisfies the conditions of the lemma so 
that (log Z’- “* by the second term converges to zero uniformly in wj. The 
third term may be treated in the same way using the corollary. This leaves 
the last term on the right. Put ej(t) = E(C -j) Z(ja(t -j)l < b,} + 
b,Z{s(t -j) > b,} - btZ(e(t -j) < A,}, t > 2. Then put rj(t) = sj(t) - 
E{Ej(t) I K- 1 I* N ow the proof that the truncation effects may be neglected 
for this last term is much as before. For example, 
00 
F7 Cl(j) $ {E(t  -j) -  &j(t)} eifw 
TYI 
< 5 2 1 a(j)1 I Ccl -.d - Ej(‘>l 2 o 
and 
f I a( 5 E{I &(I-3 - &j(f)1 /l(t log t)“* 
0 2 
= 5 I 4j)l f E{I ~0) - &o(t)1 }/(t log t)“*, 
0 2 
which is finite as in 171. Thus we need consider only 
U(l) = E a(j) i <j(‘) e”“*, 
T+l I=2 
for which 
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Thus we can find integers nj, 1 = n, < n2 es. < nTel so that, putting nT= 00, 
u(Z) = i 
nkCL 
)J 2’ a(j) rj(t) e”OI, 
k=l s=nk+l 
where the inner sum is over 2 < t < T subject to j = s + t and j > T. Now put 
n/c+1 
a,(k, I) = c C’ a(j) rj(t) e”“‘. 
s=nkt I 
Then 
E{U,(k,z)Ijr_“k+,-,}=O, I ar(k /)I < bTh (2.7) 
G s=2+, F’: Ia(94jI lE{tiCt))* I~nk+,-~~E{~j(t)2 IST-nk+I-~ll”2~ 
j 
where the sum, Ci, is over the diagonal i = s + t, 2 < t < T, i > T and 
similarly for Ci with respect to j, t. However, for those i, t 
E{ti(t)2 Is”-,,+,-I} <E{E(t-Q2 I~Fn,+,-ll= l 
so that 
Now a,(k, I) is measurable.91,,k. We may now repeat the latter part of the 
proof of Lemma 1 using (2.7), (2.8) to see that 
P max 
! I 
i a,(k, Z) 2 c(T log q“* 
I 
<CT-~, a> 1, 
l(/<T’ k=l 
so that (1.8) is established. 
(iii) Next we establish (1.6) for x(t) = e(t) from which (1.6) holds for 
x(t), using (1.8), under (1.3). We now establish the following lemma. We put 
t?, = 2xj/T. 
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LEMMA 2. If the c(t) are i.i.d. with finite 6th moment and (1.5) holds 
then, for 0 < 6 < 1 and uniformly in j, 1, (In T)* <j, I < T, j # 1, 
P{Z,(ej) > (1 - 6) log T) = T-“-“( 1 + o(l)}, 
(2.9) 
P{I,(Bj) > (1 - 6) log T, I&f+) > (1 -a) log T} = T-2”-8’( 1 + o(l)}. 
(2.10) 
Proof: As in [2, pp. 77-781 let qT(.) be the density of the joint 
distribution of C,(e,), S,(ej) (which random vector has an absolutely 
continuous distribution). Then, uniformly in j, 
;$l + II Y II"> 1 q&) - so T-"* dPr(-4, i.Ay) / =W-*1, 
where 
Now by an easy calculation we obtain (2.9). Using the joint distribution of 
C,(e,), S,(e,), C,(e,), S,(e,) we obtain (2.10) in the same way. 
Now let 
Aj = {I,(e,) > (1 - 6) log T}. 
We now use the following inequality which we obtained from [9, p. 761, for 
any it events Aj, namely, 
The result is easily established. Then, putting max’ for the maximum over 
(ln T)* <j < S, as before, 
P{max’ Z&e,) > (1 - 6) log T} > ] I’@ PVjnA,ly c P(A,) 
where the sums are over (log T)* <j, k < S. Thus for suffkiently large T the 
left side is from (2.9), (2.10) not smaller than 
(S*/T*) T*‘{ 1 + o(l)} 
/[ 
; T’{ 1 + o(l)} + S(ST; ‘) T*‘{ 1 + o(l)) 
I 
> 1 -T-‘. 
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Consequently, for large T, 
P(max’ 1,(0,) < (1 - 6) log T} < T-‘. (2.11) 
Now we use the method of subsequences. Put Tk = [kzi6]. We also need to 
indicate that I, and 0, are at T = Tk and so we write d,(k) for 2nj/T,, I, for 
1, at T = T,. From (2.11) and the Borel-Cantelli lemma we obtain 
lip gf m;x’ Ik( Bj(k)}/log Tk > 1 - 6, a.s., (2.12) 
where we have written max; for the maximum over (log T,)’ <j < [ T,/2] - 
(log T,J*. Let Tk ( T < Tk+ 1. It will be sufftcient to show that 
1 
max 
TI,<T<Tkt I  IIItx’ (Tlog T)“’ 7 
G E(t) eit!3jCk) 
1 Tk 
- (Tk log Tk)“* T +) e 
itfliCk) (2.13) 
converges a.s. to zero as k+ co since this will imply 
IiF $rf mfx’ Z,{Oj(k)} log T > 1 - 6, a.s., 
+ 
where 1, is being evaluated at the O,(k) for the largest T, < T and a fortiori 
the above inequality holds for the maximum when o E [0, n]. Let 6 + 0 and 
this will imply (1.9). However, (2.13) is dominated by the sum of two terms, 
the first of which is 
/I 
1 1 
I 
Tk 
max max’ 
Tk<T<Tk+, k @log 7-)1/2 - (Tk log Tk)1/2 ?;: ‘(‘) ertei(k) ’ 
which clearly converges, as., to zero from (2.12). The second is 
max 
T,<T<TI,+l 
(2.14) 
Now we truncate s(t), replacing it by r(r), as before. Now 
max 
TkGT<Tk+l 
m;x’ {E(t) - e(t)‘} eitejck) 
I/ 
(Tlog T)“* 
Tk+ 1 
< i Is(t)-e(t)‘I/(Tlog T)1’2 
Tk+ I 
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and this certainly converges to zero as in the early part of (i) of this proof. 
Te same goes for 
max max’ 
Tk<T<Tk+, k 
5 E{&(I)‘} eitejck) 
I/ 
(Tlog T)“‘. 
Tk+I 
Now we may repeat the argument used in proving Lemma 1, observing that 
the real and imaginary parts of 
have variances that are O(T- Tk) = o(T). As in the Lemma we obtain the 
bound 
P 
I 
~ r(t) COS tej(k) ~ E(TlOg T)“’ < CT-“, 
Tktl 
where for T sufliciently large (i.e., k sufficiently large) a may be chosen 
(say) greater than 2. There are at most (T,, 1 - Tk) Tk elements over which 
the maxima are being taken so that we obtain a bound 
P 
1 
max 
*k<T<Tktl 
m;x’ i r(t) cos tOj(k) > E(T log q”’ 
rkt I 
b = 2(a - 2) + 1. 
Replacing r(t) by --r(t) and repeating the argument, with cos replaced by 
sin, shows that (2.14) converges a.s. to zero. This completes the proof of the 
theorem for a model of the form of (1.1) since it is obvious, from (1.8), that 
(2.1) holds even iff(w) does not satisfy (1.3). 
(iv) We go on to prove (1.12) when x(t) is regular and (l.lO), (1.3) 
hold. Again we consider the real and imaginary parts separately and first 
consider 
Call c,(t) the bracketed expression and put 
cc&>’ = c,(t) Z{I c,w < &I + b,Z{c,(t) > b,} - b,Z{c,(t) < -b,}, 
b, = &@/log t)“2 and r,,,(t) = c:(t) - E{c:(t) ( Y-, }. We need to show, as 
before, that 
i 1 c,(t) - c,(t)’ j/(T log 7)“’ 
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converges to zero uniformly in cu and for this it is sufficient to show that 
T  
c I c,w - c,(f)’ IlO log w2 
1 
converges uniformly in w  and hence that 
E 
1 
rnzx f (c,(t) - c,(t)’ ]/(t log t)“2 
I 
< co. 
I 
However, the left side is dominated by 
2 E(max ]c,(t) - c,,,(t)‘I}/(t log t)“‘. 
1 o 
Now that this is finite follows from the proof in [7] provided 
(E max \c,(t)l’}“” < 00 
w  
(2.15) 
as can be seen from the fact that 
Ebyx I c,(t) - c,(O’ Ii < F max I c,(f)12 \ ‘I2 ElWp I c,Wl > b,J 1. 
(See two lines below (6) on p. 2159 of [7].) However, (2.15) is dominated by 
g (E{u(t +j, ~)~])l/~ = f a(j) < 00, 
0 0 
the later in virtue of (1.10). In the second place we need to show that 
Jim, fi E{c,(c)~ Ic%;-I) =$(w), a.s., 
1 
and uniformly in w  for Za(log n2/T’ < w < K - 2rr(log T)‘/T’. NOW 
;fE 
[I 
2 u(t +j, t) co@ +j> c.0 * I T- 1 
1 A I I 
+ [z {E(u(t+j, t>2 i&-,),“2]2, 
1 A 
which converges to 
E p {E(u(t +.L 0’ I;i;,)i”‘ll 
A 
< p [E{u(t +j, t)2\]1’2)2 = (5 a(j))2, 
A A 
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which may be made arbitrarily small by taking A large. Thus to prove (2.16) 
it is sufficient to consider 
ffE [I i u(t + j, t) cos(t + j) w  i I 2 ICI I 0 (2.17) 
and hence to consider 
+ 4 E{u(t + j, t) u(t + k, t) / ,q;-, } cos(t + j) w  . cos(t + k) 0. 
1 
Now 
cos(t + j) o cos(t + k) w  = 4 cos(j - k) CO + i cos(2t + j + k) w. 
The first term on the right gives a contribution to (2.17) that converges, by 
ergodicity, uniformly in w, to 
1 z41 cos(j- k) oE{u(t + j, t) u(t + k. t)} 
0 
and as A increases this evidently increases to rrf(w) since it is evidently 
+9 E 
I I 
$ u(t + j, t) e”‘+j’” 
and for A replaced by co the expectation is 27rf(o). On the other hand, 
~~E{u(t+j,t)u(t+k,t)/.~~,)cos(2t+j+k)w 
1 
is the real part of 
( 
f 2 .X(t) eiZtw 
1 
eiCj+k(w , 
1 
where S(t) is regular with E{I.X(t)l} < CD. In [ 3, pp. 5 16-5 171 it is shown 
that 
max 
w 
ff [x’(t) - E(.R‘(t)}] eifw / 
1 
converges almost surely to zero, which establishes (2.16). 
Now the proof that 
liin+zp m;x 2 c,(t) 
I I/ 
(Tlog T. 27$(o)}” < 1, a.s., 
I 
(2.18) 
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follows precisely as in part (i) of this proof. The same results hold for 
Yu(t) = TJ u(t +j, t) sin(t +j) 0 
0 
by the same argument. Since, for u* + b* = 1, 
{a cos(t +j) o + b sin(t +j) w}{a cos(t + k) w  + b sin(t + k) co) 
= 4 cos(j - k) w  + ;(a’ - b*) cos(2t + j + k) w  + ab sin(2t + j + k) w  
then (2.16) continues to hold when c,(t) is replaced by 
r,(t) = f u(t + j, t){a cos(t +j) OJ +b sin@ +A ~1 
0 
and since the truncation argument is unaffected we find that (2.18) holds for 
c,(t) replaced by r,(t). Thus (1.13) holds by the argument given below (1.7). 
This completes the proof. 
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