The interdecadal variability as simulated by coupled ocean-atmosphere models is reviewed. Emphasis is given to that class of interdecadal variability that arises from ocean-atmosphere interactions. The interdecadal variability simulated can be classified roughly into four classes: tropical interdecadal variability, interdecadal variability that involves both the Tropics and the extratropics as active regions, midlatitudinal interdecadal variability involving the wind-driven ocean gyres, and midlatitudinal interdecadal variability involving the thermohaline circulation. Several coupled models predict the existence of different interdecadal climate cycles, with periods ranging from approximately 10-50 yr. This implies some inherent predictability at decadal timescales, provided that these interdecadal cycles exist in the real climate system.
Introduction
The causes of interdecadal climate variability can be quite different, including external and internal forcing mechanisms. On the one hand, external forcing mechanisms have been discussed for a long time. Variations in the incoming solar radiation, for instance, were proposed as one of the major sources of interdecadal variability (e.g., Labitzke 1987; Lean et al. 1995) . Cubasch et al. (1997) show indeed that some climate impact of the sun might exist on timescales of many decades and longer, but it is fairly controversial at present how strong the fluctuations in the solar insolation actually are. The forcing of interdecadal climate variability by volcanos is well established and therefore less controversial, and major volcanic eruptions can be easily seen in regional and globally averaged temperature records (e.g., Robock and Mao 1995) .
On the other hand, interdecadal variability arises from interactions within and between the different climate subsystems. The two most important climate subsystems are the ocean and the atmosphere. Nonlinear interactions between different space and timescales can produce interdecadal variability in both the ocean (e.g., Jiang et al. 1995; Spall 1996) and the atmosphere (e.g., James and James 1989) as shown by many modeling studies. More important, however, seem to be the interactions between the two systems. The stochastic climate model scenario proposed by Hasselmann (1976) is a ''one-way'' interaction: the atmospheric ''noise'' (the highfrequency weather fluctuations) drives low-frequency changes in the ocean, leading to a red spectrum in the ocean's sea surface temperature (SST), for instance, in analogy to Brownian motion. It has been shown that the interannual variability in the midlatitudinal upper oceans is consistent with Hasselmann's (1976) stochastic climate model (e.g., Frankignoul and Hasselmann 1977) . This concept has been generalized recently by Frankignoul et al. (1997) , who incorporated the winddriven ocean gyres into the stochastic climate model concept, which extends the applicability of the stochastic climate model to interdecadal timescales. The atmospheric noise can also excite damped eigenmodes of the ocean circulation on interdecadal to centennial timescales, as shown, for instance, by the model studies of Mikolajewicz and Maier-Reimer (1990) , Weisse et al. (1994) , and Griffies and Tziperman (1995) .
''Two-way'' interactions between the ocean and the atmosphere in the form of unstable ocean-atmosphere interactions were also proposed to cause interdecadal climate variability (e.g., Latif and Barnett 1994; Gu and Philander 1997; Chang et al. 1997 ). Similar to the El Niño-Southern Oscillation (ENSO) phenomenon (e.g., Philander 1990; Neelin et al. 1994) , ocean and atmosphere reinforce each other, so that perturbations can grow to climatological importance. The memory of the coupled system (which resides generally in the ocean) provides delayed negative feedbacks, which enable continuous, but probably damped, oscillations that are forced by the internal noise within the coupled oceanatmosphere system.
The intention behind this review paper is to summarize the mechanisms that lead to interdecadal variability in coupled ocean-atmosphere models. The prob-L A T I F lem of interdecadal variability is approached by using a hierarchy of coupled models. Some mechanisms were investigated with relatively complex coupled models in which at least one component is represented by a general circulation model (GCM) (e.g., Delworth et al. 1993; Latif and Barnett 1994; Grötzner et al. 1998; Saravanan and McWilliams 1997; Chen and Ghil 1996; Xu et al. 1998) , while other mechanisms were studied using relatively simple or conceptual models (e.g., Gu and Philander 1997; Chang et al. 1997) . It should be noted that this paper does not attempt to provide a complete overview of all mechanisms that can lead to interdecadal variability. Emphasis is given to those modes that were either identified in coupled ocean-atmosphere models, or for which ocean-atmosphere interactions are crucial. Several ''ocean-only'' modes (e.g., Weaver and Sarachik 1991; Weaver et al. 1993; Weisse et al. 1994; Jacobs et al. 1994) , for instance, identified in uncoupled ocean model simulations are not described here. Sensitivity studies with coupled models (e.g., Meehl 1996) are also not described in this review article.
Furthermore, this paper does not aim to provide a complete overview of the observational work documenting interdecadal variability. Observations are presented only to motivate some of the modeling studies and to verify some of the modeling results. The reader is referred to the observational papers of, for example, Folland et al. (1986) , Dickson et al. (1988) , Mysak et al. (1990) , Deser and Blackmon (1993) , Kushnir (1994) , Trenberth and Hurrell (1994) , Mann and Park (1994) , Levitus and Antonov (1995) , Zhang et al. (1997) , Mantua et al. (1997) , and references therein for further information on the observational aspects of interdecadal variability. A fairly comprehensive overview of the different aspects of interdecadal variability (including theoretical, modeling, and observational studies) can be found in the recent book published by Anderson and Willebrand (1996) . The paper is organized as follows. The interdecadal variability that originates in the Tropics is described in section 2. Interactions between the Tropics and midlatitudes that may lead to interdecadal variability are discussed in section 3. The interdecadal variability, which is associated with the midlatitudinal ocean gyres, is described in section 4, while the interdecadal variability, which arises from variations in the thermohaline circulation, is summarized in section 5. A brief overview of studies dealing with the predictability at decadal timescales is given in section 6. The paper is concluded with a discussion in section 7.
Interdecadal variability originating in the Tropics

a. The tropical Pacific
The tropical Pacific Ocean has a prominent role in forcing global climate anomalies. This is due to the existence of the El Niño-Southern Oscillation (ENSO) phenomenon, the strongest interannual climate fluctuation (see, e.g., Philander 1990) . It is likely that interdecadal fluctuations in tropical Pacific SST will also have a significant impact on regional and global climate. Interdecadal northeastern Australian rainfall anomalies, for instance, were shown to be highly correlated with interdecadal fluctuations in tropical Pacific SST (Latif et al. 1997a) .
ENSO is a classic example of an inherently coupled air-sea mode, which is characterized by a dominant period of about 4 yr. The spectrum of tropical Pacific SST, however, is relatively broad due to the presence of noise and/or nonlinear interactions between the annual cycle and the dominant ENSO mode. Here, results are shown from the study of Eckert and Latif (1997) , who investigated the role of the stochastic forcing on the lowfrequency variability in the tropical Pacific.
A series of experiments were performed with a hybrid coupled model (HCM), consisting of an oceanic general circulation model (OGCM) and a statistical atmosphere model. The latter is an equilibrium atmosphere (see, e.g., Barnett et al. 1993 ), which does not simulate any internal variability. The HCM simulates self-sustained oscillations with a period of about 5 yr at sufficiently strong coupling (Fig. 1a) . The spectrum of the simulated SST anomalies, however, is unrealistic when compared to that derived from the SST observations, with one relatively strong and narrow peak at the dominant ENSO frequency (Fig. 1d) . The inclusion of stochastic forcing leads to a much more realistic simulation (Fig. 1b) , and the spectrum of the simulated SST anomalies is now in better agreement with the spectrum of the observed SST anomalies. In particular, the stochastically forced HCM simulates considerable interdecadal variability. As can be inferred from the experiment with the uncoupled ocean model (zero coupling strength) forced by noise only (Fig. 1c) , the level of the simulated interdecadal variability is much lower relative to the coupled case. Thus, the coupling between ocean and atmosphere is important in generating not only ENSO itself but also some part of the interdecadal variability in the tropical Pacific by amplifying the noise in the system. However, the level of the interdecadal variability simulated in the coupled integration with noise is lower than that observed, indicating that other processes such as the nonlinear interactions between different timescales or interactions with phenomena outside the tropical Pacific may be also important in generating interdecadal variability in the tropical Pacific (see also section 3).
Similar results are obtained from the Lamont intermediate coupled model (ICM), described in detail by Zebiak and Cane (1987) , which is also a regional model of the tropical Pacific. The Lamont model simulates not only considerable interdecadal but also centennial variability (Fig. 2) . Since the atmospheric component of the Lamont model generates internal variability, it is likely that the occurrence of the low-frequency variability is VOLUME 11 also related, at least partly, to the stochastic forcing, as described above. Nonlinear effects, however, might be also important (e.g., Münnich et al. 1991; Jin et al. 1994) . In summary, coupled processes within the tropical Pacific climate system can produce considerable interdecadal variability, which will have global climate impacts through atmospheric teleconnections (e.g., Horel and Wallace 1981; Glantz et al. 1991) .
b. The tropical Atlantic
Interdecadal variability in the tropical Atlantic evolves rather differently than that in the tropical Pacific, which is probably due to the different basin geometries. While the zonal wind stress/SST feedback is the dominant growth mechanism in the equatorial Pacific and the surface heat flux acts as a damping, the surface heat flux has a much more active role in the tropical Atlantic [see Chang et al. (1997) for a good summary and references therein]. A weak ENSO-like mode, however, exists also in the equatorial Atlantic (e.g., Zebiak 1993; Carton and Huang 1994) , with a timescale of about 2.5 yr (Latif et al. 1996a) .
The existence of a decadal dipole mode with opposite SST anomalies north and south of the intertropical convergence zone (ITCZ) has been postulated by several authors (e.g., Mehta and Delworth 1995; Chang et al. 1997) . The SST dipole influences the rainfall over parts of South America, as shown by Moura and Shukla (1981) , and there is some evidence that Sahelian rainfall is also affected by the dipole [see, e.g., Lamb and Peppler (1991) for a good overview]. However, it is controversial as to whether there exists a distinct timescale, and even the existence of the dipole structure itself is questioned in some studies (e.g., Houghton and Tourre 1992; Enfield and Mayer 1997; Mehta 1998) . Carton et al. (1996) , for instance, accept the existence of the spatial dipole structure, but they argue that its dynamics can be described to first order by the stochastic climate model of Hasselmann (1976) . Chang et al. (1997) on the other hand regard the SST dipole as a ''true'' oscillatory mode with a period of approximately 12-13 yr.
To get more insight into the nature of the interdecadal variability in the tropical Atlantic, observed (GISST) annual mean SSTs were analyzed for the period 1904-94. An empirical orthogonal function (EOF) analysis was conducted, and the second most energetic EOF mode accounting for about 23% of the variance is associated with the north-south dipole structure (Fig. 3a) discussed above. A spectral analysis of the corresponding principal component (Fig. 3b) shows indeed enhanced variability at a period of approximately 13 yr (Fig. 3c) , which supports Chang et al.'s (1997) hypothesis. It should be noted, however, that the EOF mode accounts for a relatively large fraction of the variance in the Southern Hemisphere only. While the local explained variances amount to typically 40% in the southern center of action, they amount to about 20% only in the northern center of action. Furthermore, as will be shown below (section 4b), a mode in the North Atlantic with a period of about 12 yr was identified by Deser and Blackmon (1993) . It is unclear to which extent the tropical dipole and the midlatitudinal mode reflect the same phenomenon, or whether and how they interact with each other. Chang et al. (1997) derived a plausible theory that would explain physically the ''dipole-oscillation'' and its spatial structure by conducting a series of experiments with an ICM and a hybrid coupled model. Here, results are shown from the ICM. The ICM simulates self-sustained interdecadal oscillations for certain parameters, and the simulated spatial structure resembles that observed closely (Fig. 4) . The mechanism for the oscillation can be summarized as follows. Suppose the system is in a state similar to that shown in Fig. 4a , with warm SST anomalies north and cold SST anomalies south of the ITCZ. The associated wind response will be such that the trade winds are weakened over the warm SST anomaly in the north and strengthened over the cold SST anomaly in the south. This will lead to surface heat flux anomalies that reinforce the initial SST anomalies in both poles of the dipole. Thus, the air-sea interactions over the tropical Atlantic are unstable. The horizontal advection of heat by the steady ocean currents
The tropical Atlantic dipole mode as simulated by the ICM of Chang et al. (1996) . Shown is (a) the characteristic SST anomaly pattern as obtained from a regression analysis of the SST anomalies upon a dipole index, which is shown in (b). The dipole index is defined as the difference of the SST anomalies in the two centers of action. See Chang et al. (1997) for details.
will counteract the growth in SST by transporting anomalously cold (warm) water to the north (south). As pointed out by Chang et al. (1997) , the system gives rise to self-sustained oscillations when the positive and negative feedbacks balance properly. In this scenario, the Atlantic dipole is an inherently coupled air-sea mode, which might be predictable several years ahead. Preliminary results from decadal forecast experiments with a simplified (hybrid) coupled ocean-atmosphere model support this picture (P. Chang 1996, personal communication) .
In summary, unstable air-sea interactions can produce interdecadal variability in both the tropical Pacific and Atlantic Oceans. The characters of the interdecadal variabilities, however, are quite different in the two oceans. While the interdecadal variability in the Pacific is dominated by zonal asymmetries, the interdecadal variability in the Atlantic is dominated by meridional asymmetries. Furthermore, while the dynamical feedback between the zonal wind stress and SST is crucial in the Pacific, it is the thermodynamic feedback between the surface heat flux and SST, which is important to the growth of anomalous conditions in the Atlantic.
Tropics-midlatitudes interactions
A hypothesis for the generation of interdecadal variability based on Tropics-midlatitudes interactions was proposed by Gu and Philander (1997) . Their theory is based on the existence of a shallow meridional circulation, which links the Tropics to the extratropics. Certain pathways were identified in the ocean through which information can flow from the extratropics toward the Tropics (e.g., Liu et al. 1994; Liu and Philander 1995; Lu and McCreary 1995) . These pathways, which are mainly located in the central and eastern Pacific, are given by surfaces of constant densities (isopycnals). Temperature anomalies at the surface in the extratropics can affect the Tropics by traveling along the ispoycnals into the equatorial thermocline, where the anomalies are upwelled to the surface. Unstable air-sea interactions will further amplify the signal.
Suppose a warm interdecadal SST anomaly exists in the equatorial Pacific (Fig. 5a ). The local and remote atmospheric responses to this SST anomaly will be similar to those observed during El Niño situations, that is, westerly wind anomalies over the western equatorial Pacific and strengthened westerlies in midlatitudes (Fig.  5b ). The intensified westerlies will force a negative SST anomaly in the North Pacific, mostly through enhanced heat loss from the ocean to the atmosphere. The cold anomaly will be subducted and flow equatorward along isopycnals. Once it has reached the equatorial region, it will be upwelled to the surface and the SST tendency will be reversed. Gu and Philander (1997) show by means of a simple box model that their subduction mechanism can lead to continuous interdecadal oscillations with a period of the order of several decades. Observational evidence for Gu and Philander's (1997) theory is provided by the work of Deser et al. (1996) , who investigated the evolution of the subsurface temperatures in the Pacific for the period 1970-91. Deser et al. (1996) show that a negative temperature anomaly propagated slowly equatorward along isopycnals during the period analyzed (Fig. 6) .
The theory of Gu and Philander might explain the interdecadal variability observed in the ENSO activity and predictability (e.g., Balmaseda et al. 1995) . The ENSO cycle was not well developed, for instance, during the 1990s (e.g., Goddard and Graham 1997; Ji et al. 1996; Latif et al. 1997a) , and most ENSO prediction models failed to forecast correctly the evolution of tropical Pacific SSTs during this period (e.g., . It is well known from ENSO theory (Zebiak and Cane 1987; Neelin et al. 1994 ) that the instability characteristics depend on the position of the equatorial thermocline. A deeper thermocline, for instance, might inhibit the coupled system to oscillate, and this might have been the case during the 1990s. The theory of Gu and Philander (1997) , however, still needs to be proven by means of more complex coupled ocean-atmosphere models. Deser et al. (1996) , the negative temperature anomalies spread along isopycnals. See Deser et al. (1996) for details.
Midlatitudinal decadal variability involving the wind-driven gyres
A mechanism for interdecadal climate variability that can lead to interdecadal climate cycles in the North Pacific and North Atlantic Oceans was proposed by Latif and Barnett (1994) , Latif and Barnett (1996) , Latif et al. (1996b) , and Grötzner et al. (1998) by analyzing the results of a multidecadal integration with the coupled ocean-atmosphere general circulation model ECHO-1 described by Latif et al. (1994) . Similar results were obtained by Robertson (1996) for the North Pacific and Zorita and Frankignoul (1997) for the North Atlantic, who investigated the interdecadal variability simulated in the ECHAM1/LSG CGCM described by von Storch (1994) . The interdecadal modes derived from the ECHAM1/LSG coupled model, however, are much more damped relative to those simulated by the ECHO-1 coupled model. The same seems to be true for the modes identified in the Geophysical Fluid Dynamics Laboratory (GFDL) coupled model described by Manabe and Stouffer (1996) . There is gyre-related interdecadal variability in the GFDL coupled model, but it differs (like the ECHAM1/LSG model) from that simulated by the ECHO-1 model, probably due to the differing degrees of air-sea coupling, as discussed below. Pronounced interdecadal variability is also simulated by the Hadley Centre CGCM in the North Pacific and North Atlantic Oceans (Tett et al. 1998 ), but the mechanisms that lead to the interdecadal variability have not been investigated yet. The gyre modes are generated by large-scale oceanatmosphere interactions in midlatitudes and must be regarded as inherently coupled modes, as originally suggested by Bjerknes (1964) . The memory of the coupled system, however, resides in the ocean and is associated with slow changes in the subtropical ocean gyres. The existence of such interdecadal cycles provides the basis of long-range climate forecasting at decadal timescales in midlatitues (see section 6). A detailed description of the gyre mechanism can be found in Latif et al. (1996b) , who describe a series of coupled and uncoupled numerical experiments and in Weng and Neelin (1998, manuscript submitted to J. Climate), who derive analytical prototypes for ocean-atmosphere interactions in midlatitudes.
a. The North Pacific gyre mode Latif and Barnett (1994) introduced the hypothesis of the interdecadal North Pacific coupled mode. When, for instance, the subtropical ocean gyre is anomalously strong, more warm tropical waters are transported poleward by the western boundary current and its extension, leading to a positive SST anomaly in the North Pacific (Fig. 7) . The atmospheric response to this SST anomaly is the Pacific-North American (PNA) pattern, which is associated with changes at the air-sea interface that reinforce the initial SST anomaly, so that ocean and atmosphere act as a positive feedback system. The atmospheric response, however, consists also of a wind stress curl anomaly, which spins down the subtropical ocean gyre, thereby reducing the poleward heat transport and the initial SST anomaly. The ocean adjusts with some time lag to the change in the wind stress curl, and it is this transient ocean response that allows continuous oscillations. The corresponding evolution in upperocean heat content in the North Pacific, as derived from the Latif and Barnett (1994) simulation, is shown in Fig.  8 . The upper-ocean heat content anomalies as reconstructed from the leading complex EOF (CEOF) mode show a clockwise rotation around the subtropical gyre, which can be partly attributed to baroclinic Rossby wave adjustment and advection of temperature anomalies by the mean gyral circulation. Xu et al. (1997) was able to reproduce the results of Latif and Barnett (1994) with a hybrid coupled model of the North Pacific, confirming that the Tropics play a minor role. As will be shown below, this characteristic evolution of temperature anomalies at subsurface levels can be exploited for the prediction of decadal climate changes (Fig. 21) .
Observations support the existence of the interdecadal cycle in the North Pacific-North American climate system. Latif and Barnett (1996) , for instance, demonstrate the existence of a 20-yr periodicity by analyzing station data of surface temperature and rainfall over North America since 1860. This is consistent with the study of Haston and Michaelson (1994) , who reconstructed Central Californian coastal rainfall for the last 600 yr. Robertson (1996) found some evidence of a 30-yr periodicity in North Pacific SST. It should be kept in mind, however, that timescale estimates are subject to large uncertainties due to the relatively short observational records available. Finally, a similar rotation in upperocean heat content to that described by Latif and Barnett (1994) was identified by Zhang and Levitus (1997) in the observations (Figs. 9, 10 , and 11). They investigated the anomalous three-dimensional temperatures in the North Pacific during the period 1960-90 by means of EOF analysis. The two leading EOF modes of the combined temperature variability show a consistent phase relationship to each other, with EOF mode 2 leading EOF mode 1 by several years (Fig. 9) . Thus, the temperature variability reconstructed from the two leading EOFs can be described as a cyclic sequence of patterns (Figs. 10 and 11 ). In particular, the observations show a clockwise rotation of the subsurface temperature anomalies, similar to that in the ECHO-1 CGCM (Fig. 8) . 
b. The North Atlantic gyre mode
Similar modes are simulated by some coupled models in the North Atlantic. Zorita and Frankignoul (1997) describe such a mode simulated by the ECHAM1/LSG model, while Grötzner et al. (1998) identified it in the ECHO-1 model. T. Delworth (1996, personal communication) found a weak gyre mode in the GFDL (coarseresolution) coupled model, which was identified by performing a CEOF analysis of anomalous dynamic height. According to the theory of Latif and Barnett (1994) , the period of the North Atlantic gyre mode should be shorter relative to that of the North Pacific gyre mode, and observations support this (e.g., Deser and Blackmon 1993) . The characteristic time evolution, SST, and 500-hPa patterns associated with the North Atlantic interdecadal mode as simulated by the Latif et al. (1994) coupled model (ECHO-1) is shown in Fig. 12 . The main anomalies are a positive SST anomaly centered near 35ЊN and a negative SST anomaly to the northwest near 50ЊN (Fig. 12b) . The atmospheric response pattern is reminiscent of the North Atlantic Oscillation (NAO) with centers of action near Iceland and the Azores (Fig.  12c) . The evolution in the upper-ocean heat content is very similar to that simulated in the North Pacific (not shown), with a clockwise rotation of the anomalies around the subtropical gyre . The period of the simulated oscillation amounts to about 17 yr in the ECHO-1 model (Fig. 12a) , which is longer than observed, while it amounts to about 10 yr in the ECHAM1/LSG model . Deser and Blackmon (1993) identified an interdecadal mode in the North Atlantic by analyzing surface quantities observed in this century (Fig. 13) , and this interdecadal mode shares many aspects of the interdecadal variability simulated in the coupled GCMs investigated by Zorita and Frankignoul (1997) and Grötzner et al. (1998) . The spatial surface air temperature anomaly pattern, as expressed by the leading EOF mode, is characterized by a dipole structure (Fig. 13a) , and the spectrum (Fig. 13c) of the corresponding principal component (Fig. 13b) shows a statistically significant peak at a period of approximaly 12 yr. It should be noted, however, that although a corresponding EOF analysis of the SST anomalies revealed a peak at the same frequency, it was not statistically significant. The atmospheric pressure pattern accompanying the interdecadal surface air fluctuations is very similar to that simulated by the coupled models and reminiscent of the NAO (not shown). Likewise, subsurface temperature anomalies at ocean weather ship C in the North Atlantic at 125-m depth show some remarkable oscillatory behavior during the last few decades, with a period of the order of about 15 yr (Fig. 14) . As pointed out by Latif et al. (1996b) and Grötzner et al. (1998) , these variations might be forced by the atmosphere in response to variations in the subtropical gyre circulation.
c. Relative roles of stochastic and deterministic processes
A competing hypothesis for the generation of interdecadal variability was offered by Frankignoul et al. (1997) . They extended the stochastic climate model theory of Hasselmann (1976) to include the variations in the wind-driven ocean gyres. While the coupled interactions proposed by Latif and Barnett (1994) will be associated with a preferred period, the scenario of Frankignoul et al. (1997) predicts a red spectrum with a highfrequency Ϫ2 decay that levels off at low frequency. Different coupled models show quite different qualitative behaviors. The GFDL and the ECHAM1/LSG coupled models, for instance, do not exhibit statistically significant peaks in the spectra of the simulated SSTs in the regions of the subtropical gyres in the North Pacific and North Atlantic, while the Max-Planck-Institut für Meteorologie (MPI) coupled model ECHO-1 does exhibit siginificant decadal peaks in both the North Pacific and North Atlantic.
These differences can be understood partly in terms of the different air-sea coupling strengths (Münnich et al. 1998, manuscript (Fig. 15, upper panel) . When noise is added to the coupled model, a well-defined spectral peak is retained in the simulation that is superimposed on a red background (Fig. 15 , lower panel). This situation corresponds probably to the MPI (ECHO-1) model. When the noise-forced integration is repeated, but with the coupling between ocean and atmosphere turned off, the spectrum of the simulated thermocline depth anomalies is basically red and very close to that predicted by Frankignoul et al.'s (1997) theory (Fig. 15, middle panel) . The GFDL and ECHAM1/LSG coupled models reside probably in this latter parameter regime.
Thus, a critical factor determining the character of the interdecadal variability in midlatitudes is the sensistivity of the atmosphere to midlatitudinal SST anomalies. This issue is still a matter of intense scientific discussion. There are, however, some indications that the resolution of the atmosphere model needs to be sufficiently high, in order to represent the atmospheric response adequately, which involves changes in the transient activity (e.g., Palmer and Sun 1985) . This is supported by a new integration performed at GFDL. When the GFDL coupled model is run at higher resolution (R30), the nature of the interdecadal variability simulated in the North Pacific seems to change relative to the old run (which used a R15 atmosphere model), and the simulated spatial patterns and timescales are in qualitative agreement with that simulated by the MPI-(ECHO-1) model (T. Delworth 1996, personal communication), which employed an atmosphere model with comparable resolution (T42). In summary, fluctuations in the wind-driven ocean gyres are likely to cause interdecadal climate fluctuations in both the North Pacific and North Atlantic Oceans. The importance of the air-sea coupling and relative roles of stochastic and deterministic processes, however, need to be addressed in more detail.
Midlatitudinal interdecadal variability involving the thermohaline circulation
One can separate conceptually the oceanic wind driven from the oceanic thermohaline circulation. While the wind-driven circulation is forced by wind stress variations, the thermohaline circulation is forced by density anomalies. In reality, however, both circulations are coupled to each other, especially in the North Atlantic. Modes were described in the last section, which are to first-order ''pure'' gyre modes. In this section, modes are described that involve mainly the thermohaline circulation as an active component. Delworth et al. (1993) analyzed the multicentury integration with the GFDL (coarse resolution) coupled model described by Manabe and Stouffer (1996) . The CGCM simulates pronounced interdecadal variability, as can be inferred from the spectra of two indices of simulated North Atlantic SST Fig. 9 . See Zhang and Levitus (1997) for details. (Fig. 16a) . Enhanced variability is found at 56ЊN on timescales of several decades, with a spectral peak at a period of 50 yr. Likewise, a meridional overturning index describing the strength of the model's thermohaline circulation (Fig. 16b) shows a similar peak in its spectrum (Fig. 16c) . The spatial SST structure of the Delworth et al. (1993) mode agrees favorably with observations described by Kushnir (1994) , as shown in Fig. 17 . Delworth et al. (1993) describe their mode basically as an ocean-only mode that does not depend critically on the feedback by the atmosphere. In a later study, Griffies and Tziperman (1995) suggest that the Delworth et al. (1993) mode can be described to first order as a stochastically driven damped linear oscillation. The physics of the mode involves both the thermohaline and a horizontal (gyral) circulation. Salinity-related density anomalies in the sinking region (52Њ-72ЊN) drive anomalies in the strength of the thermohaline circulation. The transport of the salinity anomalies into the sinking region is controlled by a horizontal (gyral) circulation, which is mainly controlled by upper-ocean temperature anomalies farther to the south. The gyral circulation, however, is not in phase with the thermohaline circulation, and it is this phase difference between the two circulations that is important to the Delworth et al. (1993) oscillation. The Delworth et al. (1993) mechanism was basically reproduced by Lohmann (1996) , who studied the variations of the thermohaline circulation in an OGCM coupled to an energy balance model (EBM). It should be noted that the Delworth et al. (1993) mode seems to be linked to pronounced oscillations in the Greenland Sea (Delworth et al. 1997) and that these oscillations involve the atmosphere as an active component, which has important consequences to the predictability of SST anomalies in the Greenland Sea.
Another interdecadal mode involving the thermohaline circulation was described by Timmermann et al. (1998) , who analyzed a multicentury run with the ECHAM3/LSG CGCM. Preliminary results from the first 320 yr of this integration can be found in Latif et al. (1997b) . As can be inferred from the overturning index (which was defined in the same way as in Delworth et al. 1993 ), the coupled model simulates pronounced interdecadal variability, with a statistically significant peak at a period of about 35 yr (Fig. 18) . The peak is fairly robust, as was revealed from the full 800 yr of the coupled integration. The level of the interdecadal variability simulated is similar to that in the GFDL (coarse resolution) CGCM. However, in contrast to the Delworth et al. (1993) mode described above, the Timmermann et al. (1998) mode appears to be an inherently coupled ocean-atmosphere mode.
Let us consider the situation 10 yr before the maximum overturning occurs. A well-developed negative SST anomaly covers almost the entire North Atlantic (Fig. 19b) also well developed (Fig. 19a ) and is associated with freshwater flux anomalies (not shown) that force positive salinity anomalies off Newfoundland and in the Greenland Sea (Fig. 19c) . The convection is near normal at this time (Fig. 19d) . The salinity anomalies amplify and propagate into the region of strongest convection, which is located slightly south of Greenland (Fig. 19g) , where they strengthen the convection 5 yr later (Fig.  19h ). This will eventually lead to an anomalous strong thermohaline circulation, enhanced poleward heat transport in the upper ocean, and the generation of a largescale positive SST anomaly, which completes the phase reversal. The atmospheric response to this positive SST anomaly will be associated with freshwater flux anomalies, which in turn force negative salinity anomalies off Newfoundland and in the Greenland Sea, opposite to those shown in Fig. 19c , which will eventually initiate the next cold phase. Some elements of this feedback loop were also identified in observations by Wohlleben and Weaver (1995) .
The role of the air-sea coupling in generating interdecadal variability associated with the thermohaline circulation is, as in the case of the gyre modes, rather different in the different models. While the Delworth et al. (1993) mode seems to be an ocean-only mode, the Timmermann et al. (1998) mode appears to be an inherently coupled air-sea mode. The differences between the two model simulations may be well explained by the different sensitivities of the respective atmopsheric component models to midlatitudinal SST anomalies. At this stage of understanding, however, we are not in a position to decide which scenario is the more realistic one.
It is interesting to note that salinity anomalies play an important role in both the Delworth et al. (1993) and Timmermann et al. (1998) interdecadal modes. Some simpler coupled models give quite different results. Although similar interdecadal modes are simulated by these simplified models, the temperature effects dominate the salinity effects. The hybrid coupled model of Chen and Ghil (1996) , for instance, does not even include salinity effects, while the coupled model of Saravanan and McWillimans (1997) is based on an idealized geometry. These are severe limitations in the formulations of these two particular simplified coupled models. The CGCMs on the other hand employ relatively large flux corrections, especially in the heat and freshwater fluxes. The effects of all these model limitations on the simulation of interdecadal variability are relatively unknown, and much more work is needed in this research area.
Predictability at decadal timescales
The problem of the predictability at decadal timescales has two aspects. The first aspect involves the interdecadal variations in the predictability of interannual phenomena, such as ENSO. As shown in a number of studies (e.g., Balmaseda et al. 1995; Chen et al. 1997; Ji et al. 1996) , there is considerable variability in the ENSO prediction skill from decade to decade. The 1970s and the 1990s, for instance, were less predictable than the 1980s, as can be inferred from the ENSO skill scores presented by Chen et al. (1997) (Fig. 20) . Some of the interdecadal modes described above may well influence the nature of the ENSO variability and hence the ENSO prediction skill by slowly modulating the background conditions in the tropical Pacific. This issue, however, has not been addressed in great detail so far.
The other aspect of the predictability at decadal timescales involves the prediction of the interdecadal phenomena themselves. S. Venzke (1997, personal communication) Delworth et al. (1993) and (b) derived from observations by subtracting the periods 1950-64 (warm) and 1970-84 (cold) from each other by Kushnir (1994) . See Delworth et al. (1993) lationship to the observed SST anomalies in the central North Pacific (Fig. 21) , with the anomalous heat content leading the anomalous SST by several years. This suggests that decadal North Pacific SST anomalies are predictable several years ahead. In particular, the strong decadal SST change in the mid-1970s was preceded by a corresponding decadal change in upper-ocean heat content about 5 yr earlier. This feature was also noticed by Zhang and Levitus (1997) , who investigated observed surface and subsurface temperature observations (see Figs. 9 and 10). Griffies and Bryan (1997) dictability of the coupled system. Griffies and Bryan (1997) derived basically an upper limit of predictability, since they assumed perfect oceanic initial conditions. Their results indicate that the state of the interdecadal mode described by T. Delworth et al. (1993) as measured by subsurface quantities is predictable up to lead times of one to two decades (Fig. 22) . The SST fluctuations associated with the decadal mode, however, appear to be predictable up to lead times of a few years only. The Delworth et al. (1993) mode seems to be connected also to the Arctic climate system, and air-sea interactions may be important in this region (Delworth et al. 1997 ). This has important consequences for the predictability of SST anomalies in the Greenland Sea, which appear to be predictable about 5-10 yr in advance (T. Delworth 1996, personal communication) .
Similar decadal predictability experiments are currently conducted with the ECHAM3/LSG CGCM at MPI (A. Grötzner 1997, personal communication) in order to study the predictability of the interdecadal mode described by Timmermann et al. (1998) .
The Delworth et al. (1993) and Timmermann et al. (1998) interdecadal modes appear to have quite different characteristics. While the former can be described to first order as an ocean-only mode, the latter depends crucially on the air-sea coupling. It will be interesting to investigate how this difference manifests itself in the predictabilities of the two modes. Ensembles of uncoupled AGCM experiments prescribing observed SSTs and sea ice distributions for several decades are currently performed at different institutions worldwide, in order to study the predictability of the atmosphere at decadal timescales. An example from the Hadley Centre AGCM is described here (Rowell and Zwiers 1997). A six-member ensemble of integrations was conducted for the period October 1948 to December 1993, each experiment starting from different initial conditions. Rowell and Zwiers (1997) found that the Tropics are generally more predictable than the extratropics. The extratropics appear predictable during particular seasons and in particular regions only. Climate anomalies over North America and central Europe, for instance, appear to be predictable in summer but not in winter. Some of these results, however, will be model dependent, and many more such experiments are needed, in order to gain further insight into the nature of the atmospheric response to interdecadal variations in the boundary conditions.
Discussion
Coupled ocean-atmosphere models simulate a wide range of interdecadal variability, and many aspects of the simulations show an encouraging similarity with the interdecadal variability observed. Different competing hypotheses, however, were put forward to explain the interdecadal variability in the simulations. Some models, for instance, are largely consistent with Hasselmann's (1976) stochastic climate model scenario, exhibiting relatively featureless red spectra in some oceanographic key quantities. Other models simulate interdecadal oscillations, with statistically significant spectral peaks superimposed on the red background.
One major problem in verifying the different mechanisms proposed is certainly the lack of an adequate observational database, which inhibits us from verifying rigorously the different hypotheses for the generation of interdecadal variability. Reliable surface observations over the oceans exist for approximately the last 100 yr, while reliable land observations may exist for the last 150 yr. High quality subsurface measurements exist for the last few decades only. Thus, there is a strong need to make more use of paleoclimatic data, in order to enhance our understanding of the interdecadal variability. However, it should be possible within the CLI-VAR (Climate Variability and Predictability) period to make good progress in the understanding of the shortterm decadal variability that occurs on timescales of about 10 yr by an integrated analysis of all available datasets (including paleo-observations, direct observations, and model results) and the collection of new observations.
The role of large-scale air-sea interactions in causing interdecadal variability must be addressed in more detail. One key factor determining the nature of the simulated interdecadal variability, for instance, appears to be the atmospheric response to midlatitudinal SST anomalies. Some atmosphere models seem to be relatively insensitive, while other atmosphere models exhibit a detectable response to extratropical SST anomalies. We are at a relatively early stage in the understanding of the dynamics of this atmospheric response, and further numerical experimentation with state-of-theart AGCMs will help to advance our understanding. Similarly, the oceanic adjustment in response to changes in the fluxes at the air-sea interface, especially the freshwater flux, is not well understood yet. In particular, it is not clear how well the coarse-resolution OGCMs (which are commonly used in coupled ocean-atmosphere models) simulate the ''real'' ocean.
There are, however, many other problems that need to be addressed in the modeling community, such as the role of flux corrections or the relative importance of salinity and temperature anomalies in the generation of interde- Griffies and Bryan (1997) . The top two panels [(a) and (b) ] show the evolutions of the first two leading EOFs of dynamic topography, which describe basically the Delworth et al. (1993) mode. The thick lines denote the ensemble means, while the thin lines denote the individual realizations. The normalized ensemble variances are given in (c). See Griffies and Bryan (1997) for details.
cadal variability. Likewise, the relative roles of the Tropics and the extratropics, of stochastic and deterministic processes need to be investigated in more detail. Furthermore, the dependence of the results on model parameterizations and parameters has not yet been adequately explored. The problem of decadal predictability has been addressed so far in very few studies only, and a coordinated international decadal prediction programme under the auspices of CLIVAR would be desirable.
It is likely that the interdecadal variability has some impact on the interannual variability on the one hand, but that the interdecadal variability itself is influenced by cen-VOLUME 11 J O U R N A L O F C L I M A T E tennial variability and global warming on the other hand. The nature of these interactions are largely unexplored, and much more work is needed during the CLIVAR program to reach a better understanding of these interactions. The anomalous 1990s in the tropical Pacific, for instance, which were characterized by persistent warm conditions and a weak ENSO activity, may be a good example of how the different timescales interact with each other. Some studies argue that the 1990s are already an expression of global warming (e.g., Trenberth and Hoar 1996) , while other studies attribute the anomalous 1990s to interdecadal variability (e.g., Latif et al. 1997a) , which affected the statistics of the ENSO cycle (Gu and Philander 1997) . The bottom line is that models that are applied to the greenhouse warming problem need to simulate realistically both the interannual and interdecadal variability. This, however, is generally not the case. Thus, coupled model development is still a major issue.
