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の一つとなり得ると考えられる. 」とされている. こうした知的財産権は, 企業に将来













ンスを検証し, ７章では結論と将来の課題を述べる.  
 
２. 先行研究 







デルとして, Altman(1968)の Z-Score 分析が挙げられる. これは多変量判別分析による
倒産予測モデルである. 1946 年から 1965 年までの米国企業の 66 社分のサンプル（デ
フォルト企業と業種・規模について近しい企業をペアサンプルとして, デフォルト企
業と非デフォルト企業各 33 社ずつ抽出したもの. ）に対して分析を行ったものである. 
Z ＜ 1. 81 の企業を「デフォルト」, 1. 81 ≦ Z ≦ 2. 99 の企業を「グレーゾーン」, Z




ただしここで WCTA は時刻𝑡の第𝑖企業の運転資本を総資産で除した値, RETA は利
益剰余金を総資産で除した値, EBITTAはEBITを総資産で除した値, MVTAは時価純資
産を総資産で除した値, SLSTA は売上高を総資産で除した値とされている.  
次に, デフォルト企業・非デフォルト企業のデフォルト確率を予測するモデルとし
て, Ohlson(1980)の O-Score 分析が挙げられる. これはロジスティック回帰分析による
倒産予測モデルである. 1970 年から 1976 年の米国企業の 105 のデフォルト企業と2, 058
の非デフォルト企業をサンプルとして分析を行ったものである. 最終的に企業のデフ









で除した値, INTWO は２期連続当期利益マイナスダミー, OENEG は債務超過ダミー, 
CHIN は当期利益伸び率とされている.  
 近年においては, 信用格付推定やデフォルト判別といったクラス分けの問題につい
てサポートベクターマシンを適用した研究も増加している. Van Gestel et al. (2003)は, 
サポートベクターマシン手法を用いて信用格付推定を行い, 線形判別手法と比べて, 
サポートベクターマシン手法の方がより優れた判別精度を有していることを示してい












は, 清水（1985）の構造的倒産要因分析が挙げられる. 実際に倒産した企業 174 社を分
析し, 実際に倒産に至った企業の倒産要因, 企業年齢, 業態, 金融機関からの資金調達
力, 資産（不動産）保有状況, 経営者の資質, 技術開発力などの切り口から集計し倒産






𝑇𝑡,𝑖 = −1. 32 − 0. 407𝐿𝑆𝐼𝑍𝐸𝑡,𝑖 + 6. 03𝑇𝐿𝑇𝐴𝑡,𝑖 − 1. 43𝑊𝐶𝑇𝐴𝑡,𝑖     
+0. 0757𝐶𝐿𝐶𝐴𝑡,𝑖 − 1. 72𝑂𝐸𝑁𝐸𝐺𝑡,𝑖 − 2. 37𝑁𝐼𝑇𝐴𝑡,𝑖    












特許に関する先行研究について示す. 特許に関する研究として, 井出（2013）は, 企
業が保有する特許資産に着目し, 特許を経済価値ベースで評価した YK 値1を用い, 製
造業の YK 値と将来の財務指標の関係について言及している. YK 値が高い企業ほど収
益力が高く, 株式リターンにおいても YK 値が高い企業ほど株式リターンが高いとい






有する内部情報を分析した Grunert et al. (2005)や枇々木他(2010)と異なる. 本分析で




数, LPATENTは有効特許権数の対数値, PATENTTA は有効特許権数を総資産で除した
値, PATENTEMPLOYEE は有効特許権数を期末従業員数で除した値を用いる. これら
は, 企業の技術力の数を表し, その企業の信用力に影響を与える可能性がある. 各企
業によって有効特許件数は非常に大きなばらつきが確認でき, 有効特許権数を有して
いない企業も存在している. そのため, 有効特許権数の対数をとった値については, 
一律１を加えた後に対数をとることとした.  
 
３.  仮説設定 
2.1, 2.2および2.3での先行研究を踏まえて, 本研究では, 非財務情報である有効特許
特許権数を導入し, パラメータ推定を行い有効特許権数と企業のデフォルト確率との
相関分析を行い説明変数としての有意性を分析する.  
                                                   
1 YK 値は, 工藤一郎国際特許事務所が提供している「企業特許価値評価指標（特許番号 特









H1: 有効特許権数と企業のデフォルト確率とは負の相関関係を持つ.  
 











く会社更生手続, 民事再生法に基づく再生手続, 破産手続を申請した企業や, ６ヵ月
以内に２回目の手形不渡りを出し, 銀行取引停止処分を受けた企業のいずれかに該当
し上場廃止となった企業と定義した. 各分析モデルの被説明変数となるよう, 非デフ
ォルトのときは０, デフォルトのときは１というダミー変数とした. そのため, 分析
に用いる指標が悪いほどデフォルトを意味する１に近付くこととなる. 2000 年から
2018 年までの間で, 東証一部および二部に上場していた企業の上場廃止事由別にみる
と, 民事再生法に基づく再生手続で 67 企業, 次に会社更生法に基づく会社更生手続で





て, 有効特許権数の有効性を検証する.  
 
4.1 ロジスティック回帰モデル 
 ロジスティック回帰分析は, ２値（非デフォルトのときは０, デフォルトのときは１）






ルを構築し, 最尤法によりパラメータを推定する.  














を評価する指標はいくつかある. 本分析では代表的な指標である擬似決定係数, AR 値, 
AIC および BIC を用いてモデルを評価する.  
擬似決定係数は, McFadden(1974)の擬似決定係数である. ロジスティック回帰モデ











𝑍𝑡,𝑖 = 𝛽0 + 𝛽1𝑥1 + ⋯ + 𝛽𝑛𝑥𝑛
 (3) 
𝑍𝑡,𝑖 = 𝐿𝑆𝐼𝑍𝐸𝑡,𝑖 + 𝑇𝐿𝑇𝐴𝑡,𝑖 + 𝑊𝐶𝑇𝐴𝑡,𝑖 + 𝐶𝐿𝐶𝐴𝑡,𝑖 + 𝑁𝐼𝑇𝐴𝑡,𝑖 + 𝐶𝐹𝑂𝑇𝐿𝑡,𝑖         
+𝑂𝐸𝑁𝐸𝐺𝑡,𝑖 + 𝐼𝑁𝑇𝑊𝑂𝑡,𝑖 + 𝐶𝐻𝐼𝑁𝑡,𝑖 + 𝜀𝑡,𝑖                                         
 (4) 
𝑍𝑡,𝑖 = 𝐿𝑆𝐼𝑍𝐸𝑡,𝑖 + 𝑇𝐿𝑇𝐴𝑡,𝑖 + 𝑊𝐶𝑇𝐴𝑡,𝑖 + 𝐶𝐿𝐶𝐴𝑡,𝑖 + 𝑁𝐼𝑇𝐴𝑡,𝑖 + 𝐶𝐹𝑂𝑇𝐿𝑡,𝑖




は, 遅くデフォルトの総数に達する. AR 値は, 0%～100%で表され, モデルの精度が高
いほど 100%に近づく評価指標である.  










 AIC は, より小さい方がよいモデルであるといわれる. 第１項「−2 × 最大対数尤度」
では, モデルの当てはまりのよさを表し, 第２項「2 × パラメータ数」では, パラメータ









同様であるが, 第２項「log (パラメータ推計に用いたデータ数) × パラメータ数」では, 




 線形判別分析は, ２値（非デフォルトのときは０, デフォルトのときは１）の事象に
ついて分けられるときに, どちらかのクラスに属するかを判別するための分析手法で
ある. 企業の信用力を表す評価値が(8)のように表されると仮定する.  
 
AIC = −2 × 最大対数尤度+ 2 × パラメータ数 (6) 
BIC = −2 ×最大対数尤度                                                                                         
+ log(パラメータ推計に用いたデータ数) × パラメータ数
 (7) 
𝑍𝑡,𝑖 = 𝛽0 + 𝛽1𝑥1 + ⋯ + 𝛽𝑛𝑥𝑛  (8) 
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企業 iの評価値を 0と比較して, 𝑍𝑖 > 0のとき非デフォルト, 𝑍𝑖 ≤ 0のときデフォルト
と判別を行う. 企業の財務情報等に基づく指標を用いて多変量線形判別モデルを構築
し推定する. Z の値が大きいほど信用力が高いと評価される.  
線形判別分析では, 判別関数は説明変数の線形結合により表わすことができる.  
係数ベクトルを, (9)のように表す.  
 
 
群間の分散を, (10)のように表す.  
 
𝑔は群の数, 𝑚𝑖は群𝑖の個体数, ?̅?𝑖は群𝑖の平均ベクトル, ?̅?は全体の平均ベクトルを表
している.  
群内の分散を, (11)のように表す.  
 
 
𝑚 = ∑ 𝑚𝑖
𝑔




















































デルで, 高い分類性能を有していると言われている.  
本分析では, カーネルトリック（ガウシアンカーネル）を用いて非線形問題の解を
求める. 特徴空間にサポートベクターマシンを適用するとその重みベクトル（パラメ
ータ）は, (15)のように表される.  
 
 
αはラグランジュ乗数, y は２値のクラス（非デフォルトのときは０, デフォルトのと
きは１）を表している. このとき識別関数は, (16)のように表すことができる.  
 
 
また, 特徴空間は(17)のように表す.  
 
𝑍𝑡,𝑖 = 𝑊𝐶𝑇𝐴𝑡,𝑖 + 𝑅𝐸𝑇𝐴𝑡,𝑖 + 𝐸𝐵𝐼𝑇𝐷𝐴𝑇𝐴𝑡,𝑖 + 𝑀𝑉𝑇𝐴𝑡,𝑖 + 𝑆𝐿𝑆𝑇𝐴𝑡,𝑖  (13) 
𝑍𝑡,𝑖 = 𝑊𝐶𝑇𝐴𝑡,𝑖 + 𝑅𝐸𝑇𝐴𝑡,𝑖 + 𝐸𝐵𝐼𝑇𝐷𝐴𝑇𝐴𝑡,𝑖 + 𝑀𝑉𝑇𝐴𝑡,𝑖 + 𝑆𝐿𝑆𝑇𝐴𝑡,𝑖











           = ∑ 𝛼𝑖𝑦𝑖
𝑛
𝑖=1





以上の識別関数により, ２値のクラスに分ける. 本分析で用いるモデルは, 4. 1 およ
び 4. 2 で示したモデルを使用する.  
モデルの評価指標として判別率を用いる. 判別率は, 企業のデフォルトの有無を正







本分析で使用するデータの概要を示す. 2018 年９月末時点において, 東証一部およ
び二部に発行株式を上場している企業と, 2000 年から 2018 年までの 18 年間に「会社
更生法」, 「民事再生法」, 「破産」, 「特別清算」のいずれかの適用を受け上場廃止
となった企業について, 通期決算にかかる有価証券報告書に記載のある財務情報を株
式会社 Quick が提供するデータベース Astra Manager より取得した. このうち, 本分
析に合わせて非デフォルト企業とデフォルト企業とのペアサンプルを抽出するにあた
り下記（１）から（５）の観点を考慮した. この結果, 企業サンプルの総数（延べ企業




（２）１会計年度が 12 ヵ月に満たないサンプル 
 １会計年度が 12 ヵ月に満たないサンプルについては比較することが困難であるた
め除外した.  
（３）データの期間が１会計年度のみのサンプル 














subject to 0 ≤ 𝛼𝑖 ≤ 𝐶                          
∑ 𝛼𝑖𝑦𝑖 = 0
𝑛
𝑖=1















タベース「IIP パテントデータベース」を利用した. これは, 1964 年１月から 2018 年３
月に出願された特許データが登載されている. 特許庁が公開した平成 28 年度第 50 回
作成分の整理標準化データと文部科学省科学技術・学術政策研究所が公開している
NISTEP 企業名辞書2を用いて本分析用のデータベースを作成した. 有効特許権数は, 
各企業が保有している有効特許権数を月次で集計したものである. 権利者が複数名存
在する特許については, 出願番号に対応する権利者記載順序の最大値（権利者の人数）


















































































ており, 企業のデフォルト予測に有効なファクターである可能性がある. また,  企業
の経営の安定度や安全性を表す企業の資産規模（LSIZE, MVTA）, 利益情報（NITA, 
CHIN, RETA, EBITDATA）とデフォルトとの間には負の相関関係が存在している. 同
時にこれらの企業の資産規模や利益情報を表す変数と有効特許件数情報との間には, 
正の相関関係が存在しているので, 有効特許件数情報は収益性とも関連がある可能性




お,  モデル(5)およびモデル(15)では, 高い相関関係のある変数を同時に用いることは










































































































LSIZE 1.00 0.19 -0.11 0.09 0.01 0.03 -0.03 -0.07 -0.05 0.05 0.03 -0.21 -0.14 0.45 0.45 -0.08 0.06 -0.18
TLTA 0.10 1.00 -0.71 0.79 -0.47 -0.59 0.40 0.32 -0.17 -0.82 -0.52 -0.76 0.08 -0.15 -0.15 -0.30 -0.14 0.38
WCTA -0.04 -0.79 1.00 -0.97 0.38 0.37 -0.28 -0.28 0.13 0.64 0.35 0.52 -0.10 0.18 0.18 0.30 0.18 -0.27
CLCA -0.01 0.75 -0.93 1.00 -0.41 -0.45 0.28 0.29 -0.14 -0.69 -0.40 -0.59 0.16 -0.20 -0.20 -0.31 -0.18 0.30
NITA 0.14 -0.53 0.45 -0.41 1.00 0.46 -0.30 -0.53 0.62 0.54 0.70 0.46 0.10 0.00 0.00 0.01 -0.09 -0.31
CFOTL 0.00 -0.53 0.39 -0.36 0.24 1.00 -0.17 -0.24 0.22 0.51 0.67 0.54 0.05 0.21 0.21 0.23 0.08 -0.30
OENEG -0.03 0.54 -0.47 0.48 -0.50 -0.14 1.00 0.21 -0.18 -0.38 -0.19 -0.22 -0.04 -0.11 -0.11 -0.11 -0.06 0.35
INTWO -0.08 0.30 -0.31 0.33 -0.26 -0.20 0.21 1.00 -0.15 -0.39 -0.38 -0.23 -0.03 -0.01 -0.01 0.01 0.03 0.25
CHIN -0.03 -0.10 0.07 -0.06 0.18 0.05 -0.12 -0.02 1.00 0.16 0.32 0.17 0.04 0.00 0.00 0.04 -0.03 -0.14
RETA 0.18 -0.64 0.58 -0.52 0.57 0.37 -0.38 -0.28 0.06 1.00 0.54 0.59 0.00 0.24 0.24 0.26 0.14 -0.45
EBITDATA 0.12 -0.55 0.46 -0.42 0.71 0.44 -0.30 -0.27 0.11 0.59 1.00 0.57 0.11 0.12 0.12 0.15 -0.02 -0.29
MVTA -0.20 -0.41 0.34 -0.29 0.13 0.47 -0.10 -0.12 0.06 0.08 0.24 1.00 0.00 0.11 0.11 0.29 0.08 -0.22
SLSTA -0.14 0.14 -0.09 0.07 -0.11 -0.05 0.02 -0.03 0.04 -0.06 0.04 -0.09 1.00 -0.04 -0.04 0.01 -0.13 -0.11
PATENT 0.29 -0.06 0.04 -0.06 0.02 0.03 -0.03 -0.05 -0.01 0.06 0.01 0.04 -0.03 1.00 1.00 0.82 0.84 -0.35
LPATENT 0.44 -0.17 0.18 -0.23 0.13 0.15 -0.11 -0.02 -0.02 0.15 0.14 -0.04 -0.08 0.36 1.00 0.82 0.84 -0.35
PTATENTTA -0.14 -0.16 0.19 -0.18 -0.04 0.02 -0.09 0.05 -0.01 -0.18 -0.04 0.08 -0.01 0.20 0.52 1.00 0.91 -0.28
PATENT
EMPLOYEE
0.00 -0.12 0.15 -0.14 -0.01 0.02 -0.07 0.01 -0.03 -0.02 -0.01 0.05 -0.12 0.19 0.58 0.71 1.00 -0.25




を行う.  検定結果について表４に示す. ２群のサンプルが互いに等分散かそうでない
か確認し, 分散が等しい場合には Student t-test を行い, 分散が等しくない場合には
Welch の t-test を行う. その結果,  非デフォルトサンプルとデフォルトサンプルとで平












t -value p -value
LSIZE 11.654 10.871 3.878 0.000
TLTA 0.621 0.978 -6.727 0.000
WCTA 0.161 -0.114 4.829 0.000
CLCA 0.752 1.357 -5.654 0.000
NITA -0.004 -0.172 4.213 0.000
CFOTL 0.107 -0.058 6.191 0.000
OENEG 0.154 0.450 -4.399 0.000
INTWO 0.025 0.267 -4.162 0.000
CHIN -77.050 -512.345 1.745 0.083
RETA 0.170 -0.428 3.909 0.000
EBITDATA 0.064 -0.032 3.908 0.000
MVTA 0.421 0.275 1.603 0.110
SLSTA 1.000 0.940 0.746 0.458
PATENT 470.275 38.141 3.395 0.001
LPATENT 3.975 1.644 8.098 0.000
PATENTTA 0.001 0.001 1.070 0.289










の比較を行った. 擬似決定係数, AR 値および判別率は, 値が大きいほどモデルの精度が
高く, AIC, BICは値が小さいほどモデルの精度が高いこと意味する. 分析結果をみると, 
説明変数に有効特許権数の対数を取った変数を投入したモデル３は, 擬似決定係数, 
AR 値, 判別率は概ね上昇し, AIC, BIC は低下した. それ以外のモデルは, 改善幅が小さ




***は 1％, **は 5％, *は 10％で統計的に有意であることを示す.  
VARIABLES Model1 Model2 Model3 Model4 Model5
Constant -4.655 ** -5.075 ** -4.091 ** -4.128 * -4.162 **
LSIZE -0.552 *** -0.425 *** -0.352 ** -0.585 *** -0.542 ***
TLTA 5.312 *** 5.162 *** 5.103 *** 5.176 *** 4.960 ***
WCTA 7.567 *** 6.814 ** 5.899 ** 7.917 *** 7.520 ***
CLCA 4.389 *** 3.774 *** 3.061 ** 4.436 *** 4.273 ***
OENEG -0.452 -0.426 -0.232 -0.454 -0.468
NITA -2.904 * -3.102 ** -3.246 ** -3.075 ** -3.486 **
CFOTL -5.504 *** -5.034 *** -4.006 ** -5.347 *** -5.377 ***
INTWO 0.494 0.616 0.905 ** 0.565 0.530





Observations 462 462 462 462 462
Log Likelihood -106.516 -103.511 -93.202 -105.460 -104.894
AIC 233.033 229.022 208.404 232.921 231.788
BIC 274.389 274.513 253.895 278.419 277.279
Prob>chi2 0.000 0.000 0.000 0.000 0.000
Pseudo R2 0.403 0.420 0.478 0.409 0.412
Accuracy ratio 0.813 0.820 0.848 0.812 0.815
判別率 0.916 0.913 0.926 0.918 0.913
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 各説明変数に関してみると, LSIZE, TLTA, WCTA, CLCA, NITA, CFOTL は, いずれ
のモデルにおいてもデフォルトと統計的に有意な関連が認められた. また, PATENT お
よび LPATENT の符号はマイナスで, かつ, デフォルトと統計的に有意な関連が認めら
れた. 一方で, OENEG, CHIN, PATENTTA, PATENTEMPLOYEE は, 統計的に有意な関




 次にモデル１とモデル３を比較し, 説明変数 LPATENT が有意かどうかを確認する. 
ここでは, χ2 値の差分が統計的に有意かどうかを確認することによる. モデル１に加
えた変数は LPATENT の１つであるので, 差分の自由度は１となる. χ2（１）＝22. 40, 








で-0.0921 であった.  
 最後に, 各モデルについて, 精度による評価を行う. 評価については, 下記（１）から
（５）の観点により行う.  
（１）擬似決定係数の比較 
 擬似決定係数が最も高かったのはモデル３で 47. 8％である. 次に, モデルごとに擬似
決定係数の改善幅をみるとモデル３が 7. 5％ポイント（＝モデル３の擬似決定係数 47. 
8％－モデル１の擬似決定係数 40. 8％）, モデル２が 1. 7％ポイント, モデル５が 0. 9％
ポイント, モデル４が 0. 6％ポイントと大きくなっている. 有効特許権数に関する変数
を投入したモデルはいずれも改善している.  
（２）AR 値の比較 
 AR値が最も高かったのはモデル３で84.8％である. 次に, モデルごとにAR値の改善
幅をみるとモデル３が 3.5％ポイント（＝モデル３の AR 値 84.8％－モデル１の AR 値
81.3％）と最も大きくなっている. それ以外のモデルは, 0.2％ポイント～0.7％ポイント
と改善幅が小さい, または改善しなかった.  
（３）判別率の比較 
判別率が最も高かったのはモデル３で 92.6％である. 次に, モデルごとに判別率の改
善幅をみるとモデル３が 1.0％ポイント（＝モデル３の判別率 92.6％－モデル１の判別
率 91.6％）と最も大きくなっている. それ以外のモデルは, 改善幅が小さい, または改
善しなかった.  
（４）情報量基準の比較 
AIC が最も低かったのはモデル３で 208. 404 である. 次に, モデルごとに判別率の改
善幅をみるとモデル３が－24.629（＝モデル３のAIC208.404－モデル１のAIC233.033）




 以上を踏まえ, 財務情報に特許情報を加えたモデル３は, 財務情報のみのモデル１に
比べ, 企業のデフォルト予測能力が向上したといえる. 説明変数の統計的有意性, 疑似
決定係数の改善, AR 値の改善, 判別率の改善を確認することができた. また AIC, BIC
はともに低下しており, モデルの適合度も高まったことも併せて確認することができ
た. 次にモデル３が他のモデルに比べて改善したのかについて確認する. モデル２, モ
デル３, モデル４及びモデル５は, いずれも有効特許権数に関する変数を投入している. 
表２に示したように, 企業が保有する有効特許権数は企業によって大きなばらつきが




対数変換により, デフォルト確率は, １つのファクターのみを用いている場合に , 













率が低下した. モデル３からモデル５はいずれもモデル１の判別率を上回った.  
 
  
𝑇(𝑃𝐴𝑇𝐸𝑁𝑇𝑖 + 1) = ln(𝑃𝐴𝑇𝐸𝑁𝑇𝑖 + 1)  (18) 
𝑃𝐷 =
1
1 + exp(−𝛽0 − 𝛽1ln(𝑃𝐴𝑇𝐸𝑁𝑇1 + 1))
              =
1
1 + exp(−𝛽0)exp(ln(𝑃𝐴𝑇𝐸𝑁𝑇1 + 1)−𝛽1)
=
1
1 + 𝛼0(𝑃𝐴𝑇𝐸𝑁𝑇1 + 1)−𝛽1















た値との相関係数で-0.2546, 有効特許件数との相関係数で-0.2232 であった.  
 最後に, 各モデルについて, 精度による評価を行う. 評価については, 判別率により
行う. 最も判別率が高かったモデルはモデル３で, 判別率は 90.9％であった. 次に, モ
デルごとに判別率の改善幅をみると, モデル３が 1.5％ポイント（＝モデル３の判別率
90.9％－モデル１の判別率 89.4％）と最も大きくなっている. それ以外のモデルは, 改
善幅が小さい, または改善しなかった.  
6.1の結果同様,  財務モデルに有効特許権数に関する情報を加えたモデルにおいて判
別率が向上した. その中でも特に有効特許権数の対数値を加えたモデル３の判別率が





る. モデル１は, 財務指標のみの説明変数で構成されたモデルである. モデル２からモ
デル５は, 財務指標および有効特許権数で構成されたモデルである. 分析結果をみると,
有効特許権数に関する説明変数を投入したモデルのうち, 有効特許権数をそのまま用




VARIABLES Model6 Model7 Model8 Model9 Model10
WCTA -1.948 -1.945 -1.331 -1.520 -1.669
RETA -0.941 -0.919 -0.836 -1.133 -1.003
EBITDATA -4.334 -4.375 -3.284 -4.200 -4.323
MVTA 0.160 0.167 0.027 0.142 0.146























VARIABLES Model1 Model2 Model3 Model4 Model5
LSIZE ○ ○ ○ ○ ○
TLTA ○ ○ ○ ○ ○
WCTA ○ ○ ○ ○ ○
CLCA ○ ○ ○ ○ ○
OENEG ○ ○ ○ ○ ○
NITA ○ ○ ○ ○ ○
CFOTL ○ ○ ○ ○ ○
OENEG ○ ○ ○ ○ ○
NITA ○ ○ ○ ○ ○
INTWO ○ ○ ○ ○ ○





判別率 0.944 0.942 0.955 0.944 0.946
VARIABLES Model6 Model7 Model8 Model9 Model10
WCTA ○ ○ ○ ○ ○
RETA ○ ○ ○ ○ ○
EBITDATA ○ ○ ○ ○ ○
MVTA ○ ○ ○ ○ ○





判別率 0.931 0.922 0.946 0.920 0.931
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次に各モデルについて, 精度による評価を行う. 評価については, 判別率により行う. 
判別率が最も高かったモデルはモデル３で, 判別率 95.5％であった. 次に, モデルごと
に判別率の改善幅をみると, モデル８が 1. 5％ポイント（＝モデル８の判別率 94.6％－
モデル６の判別率 93.1％）と最も大きくなっている. 判別率が最も高かったモデル３の
改善幅は 1.1％ポイントであった. それ以外のモデルは, 改善幅が小さい, または改善し
なかった.  
6.1, 6.2 の結果同様, 財務モデルに有効特許権数に関する情報を加えたモデルにおい
て判別率が向上した. その中でも特に有効特許権数の対数値を加えたモデル３および
モデル８の判別率が最も改善したといえる.  








７.  結論および将来の課題 
 本章では, 分析結果から得られたことをまとめ考察を行い, 将来の課題について述べ











最後に, 将来の課題について述べる. 第１に, 本研究は, 分析データの取得が容易な
東証上場企業を対象に行ったが, 非上場企業を対象とした分析を行うことは有用であ
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上場廃止年 会社更生手続 民事再生手続 破産手続 銀行取引停止 総計
2000 4 5 0 0 9
2001 1 4 0 0 5
2002 7 14 3 0 24
2003 0 8 0 0 8
2004 1 4 0 0 5
2005 0 3 0 0 3
2007 0 3 0 0 3
2008 2 13 1 0 16
2009 7 4 3 0 14
2010 2 1 0 0 3
2011 0 2 0 1 3
2012 1 2 1 0 4
2015 0 3 0 0 3
2017 0 1 0 1 2
2018 1 0 0 0 1
総計 26 67 8 2 103
VARIABLES Model1 Model2 Model3 Model4 Model5
LSIZE -0.188 -0.195 -0.027 -0.195 -0.183
TLTA 0.756 0.780 0.485 0.702 0.694
WCTA 3.551 3.559 3.134 3.587 3.649
CLCA 2.449 2.449 2.062 2.418 2.442
OENEG 1.017 1.014 1.023 0.995 0.988
NITA -2.941 -2.917 -2.978 -3.060 -3.069
CFOTL -1.285 -1.278 -1.094 -1.325 -1.328
INTWO 0.372 0.373 0.494 0.400 0.393





判別率 0.898 0.900 0.900 0.903 0.898
