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Résumé
Dans ette étude, nous onsidérons des réseaux de
ontraintes quantitatives temporelles ou spatiales évo-
luant au ours du temps de manière périodique. Ces
réseaux de ontraintes sont une extension des STP
(Simple Temporal Problems). Nous étudions les proprié-
tés de base de es réseaux de ontraintes, et nous pro-
posons également un algorithme de propagation loale
de ontraintes. Nous montrons que pour plusieurs as
intéressants et algorithme est omplet et don résout
le problème de la ohérene.
1 Introdution
Dans de nombreuses appliations de l'Informatique et
en partiulier de l'Intelligene Artiielle il est nées-
saire de raisonner sur des informations temporelles.
De nombreux formalismes permettant de raisonner
à partir de ontraintes temporelles ont été proposés.
Les réseaux de ontraintes qu'ils onsidèrent dièrent
d'une part sur les entités temporelles représentées par
les variables. Ces entités peuvent être par exemple
des points temporels, des intervalles de temps, des
durées ou bien enore des distanes. La nature des
ontraintes utilisées permet également de distinguer
es formalismes, elle peut être qualitative [1, 13, 10℄,
métrique/quantitative [6, 4℄ ou bien enore les deux
[8, 11, 3℄.
Les STP (Simple Temporal Problem) [4℄ font partie de
la lasse des réseaux de ontraintes temporelles quan-
titatives. Ils représentent des entités temporelles par
des points de la droite et permettent de ontraindre
les distanes/durées entre es points par des valeurs
numériques spéiées par des intervalles. La résolu-
tion d'un STP peut être réalisée en temps polynomial,
ei explique l'utilisation importante de es réseaux de
ontraintes. Les STP ont été à de nombreuses reprises
étendus pour dénir des réseaux de ontraintes plus
expressifs [5, 9, 2℄.
Dans e papier, nous onsidérons des réseaux de
ontraintes quantitatives temporelles évoluant au
ours du temps de manière périodique. Ces réseaux
de ontraintes sont une extension des STP et des
ontraintes yliques dénis par Tripakis [12℄, ils
sont appelés STP ultimement périodiques (UPSTP en
abrégé). Cette notion interprétée dans un ontexte
spatial peut être vue omme un STP temporisé : plus
préisément, onsidérons un ensemble d'objets pon-
tuels de la droite dont les positions hangent au ours
du temps. À haque instant, haque objet a une posi-
tion donnée. Ave un UPSTP nous pourrons exprimer
des ontraintes sur les positions relatives des objets
au ours du temps et en partiulier des ontraintes de-
vant être satisfaites sur haque instant à partir d'un
ertain instant (des ontraintes périodiques). Dans
un ontexte temporel, une ativité ou un événement
pontuel réurrent peut posséder un nombre ni ou
inni d'ourrenes au ours du temps. Dans er-
taines appliations es ourrenes doivent satisfaire
des ontraintes sur les durées les séparant. Un UPSTP
permettra de spéier de telles ontraintes.
Nous étudions les propriétés de base de es réseaux de
ontraintes. Nous proposons également un algorithme
de propagation loale de ontraintes spéiques à es
réseaux de ontraintes. Nous montrons que pour plu-
sieurs as intéressants et algorithme est omplet et
don résout le problème de la ohérene.
La struture de et artile est la suivante. La setion 2
est onsarée à des rappels sur les STP. Dans la setion
3 nous dénissons les réseaux de ontraintes UPSTP.
Dans la setion 4 nous montrons prinipalement om-
ment peuvent être reliées la ohérene d'un UPSTP et
la ohérene d'une séquene de STP lassiques. La se-
tion 5 est dévolue à l'étude de UPSTP partiuliers : les
UPSTP fermés. Un algorithme de propagation loale
de ontraintes est proposé dans la setion 6. La setion
7 onlut notre papier.
2 Préliminaires sur les STP
Nous dénotons l'ensemble des intervalles de la droite
des nombres rationnels par INT
Q
. Les bornes des in-
tervalles de et ensemble peuvent être nies ou in-
nies, fermées ou ouvertes. Cet ensemble ontient éga-
lement l'intervalle vide que nous dénoterons par ;.
Étant donnés deux intervalles I et J ,  I dénotera l'in-
tervalle opposé à I , 'est-à-dire l'intervalle déduit de
I par la symétrie x 7!  x par rapport à l'origine.
I \ J dénotera l'intervalle orrespondant à l'interse-
tion de I et J , I + J orrespondra à la somme des
deux intervalles I et J , 'est-à-dire l'intervalle ayant
pour borne inférieure la somme des bornes inférieures
des deux intervalles I et J et pour borne supérieure
la somme des bornes supérieures des deux intervalles
I et J . Étant donné un entier positif , :I orres-
pond à l'intervalle dont la borne inférieure (resp. la
borne supérieure) est la borne inférieure (supérieure)
de I multipliée par . À des ns d'illustration, onsi-
dérons les deux intervalles ℄   1; 3℄ et ℄1; 5℄. Nous
avons  ℄   1; 3℄ = [ 3;+1[,  ℄1; 5℄ = [ 5; 1[,
℄   1; 3℄\℄1; 5℄ =℄1; 3℄, ℄   1; 3℄+℄1; 5℄ =℄   1; 8℄
et 2:℄1; 5℄ =℄2; 10℄. Les STP [4℄ sont des réseaux de
ontraintes quantitatives binaires permettant de dé-
nir des ontraintes sur les distanes mutuelles d'un en-
semble de points de la droite. Chaune des ontraintes
est dénie par un intervalle orrespondant aux valeurs
possibles de la distane entre les deux points oner-
nés. Les ontraintes des STP que nous onsidérons sont
dénies par des intervalles de INT
Q
:
Dénition 1 Un STP S est un ouple (V;C) où :
 V est un ensemble ni de variables
fv
0
; : : : ; v
n 1
g, ave n un nombre entier po-
sitif ;
 C est une appliation de V V dans INT
Q
, asso-
iant à haque ouple (v
i
; v
j
) 2 V  V un inter-
valle C(v
i
; v
j
) de INT
Q
(que nous noterons égale-
ment C
ij
) telle que C(v
i
; v
i
)  [0; 0℄ et C(v
j
; v
i
) =
 C(v
i
; v
j
) pour tout v
i
; v
j
2 V .
Chaque variable v
i
représente un point de la droite des
nombres rationnels. Un intervalle C(v
i
; v
j
) stipule l'en-
semble des valeurs admissibles pour la distane (v
j
v
i
)
entre les points représentés par v
i
et v
j
. Les solutions
d'un réseau de ontraintes de type STP sont dénies
formellement de la manière suivante :
Dénition 2 Soit un STP S = (V;C).
 Une instaniation  de S est une fontion de V
dans Q assoiant à haque variable v
i
de V un
nombre rationnel (v
i
) (que nous dénoterons éga-
lement par 
i
).
 Une instaniation  de S est une solution ssi pour
tout v
i
; v
j
2 V , 
j
  
i
2 C
ij
.
Un STP sera dit ohérent ssi il admet une solution.
Le problème de la ohérene des STP onsiste à dé-
terminer, étant donné un STP, si elui-i est ohérent
ou non. Ce problème est un problème onnu omme
étant un problème polynomial. Nous dirons qu'un STP
S = (V;C) est un sous STP de S
0
= (V
0
; C
0
), e qui
se note S  S
0
, lorsque V = V
0
et que C(v
i
; v
j
) 
C
0
(v
i
; v
j
) pour tout v
i
; v
j
2 V (on notera S  S
0
lorsque pour au moins un ouple v
i
; v
j
2 V nous avons
C(v
i
; v
j
)  C
0
(v
i
; v
j
)).
Nous dirons qu'un STP S = (V;C) est fermé par
hemin-ohérene ssi pour tout triplet v
i
; v
j
; v
k
2 V ,
C(v
i
; v
j
)  C(v
i
; v
k
) + C(v
k
; v
j
). Il est bien onnu
qu'un STP fermé par hemin-ohérene et ne onte-
nant pas l'intervalle vide omme ontrainte est o-
hérent et est également globalement ohérent (toute
solution partielle sur un sous-ensemble de variables
pourra toujours être étendue à une autre variable).
Étant donné un STP S, il existe un unique STP équi-
valent et fermé par hemin-ohérene, nous le dénote-
rons par PC(S). Des méthodes polynomiales onsistant
prinipalement à itérer l'opération de triangulation :
C
ij
 C
ij
\ (C
ik
+ C
kj
) sur tout triplet de variables
v
i
, v
j
et v
k
jusqu'à l'obtention d'un point xe. Nous
pouvons par exemple utiliser l'algorithme PC1 [7℄ qui
ne réalise qu'une seule boule prinipale dans le as
des STP et qui a don une omplexité en temps de
0(jV j
3
).
3 Les réseaux de ontraintes quantita-
tives ultimement périodiques
Dans un ontexte temporel, un STP exprime des
ontraintes quantitatives entre les omposantes tem-
porelles pontuelles d'un ensemble d'ativités ou
d'événements. Un STP peut également être uti-
lisé dans un ontexte spatial pour représenter des
ontraintes sur les positions relatives d'un ensemble
d'objets pontuels sur la droite. Nous dénissons
maintenant la notion prinipal de e papier que nous
appelons réseau de ontraintes quantitatives ultime-
ment périodique ou bien enore STP ultimement pério-
dique (UPSTP en abrégé). Cette nouvelle notion inter-
prétée dans un ontexte spatial peut être vue omme
un STP temporisé : plus préisément, onsidérons un
ensemble d'objets pontuels de la droite dont les posi-
tions hangent au ours du temps. À haque instant,
haque objet a une position donnée. Ave un UPSTP
nous pourrons exprimer trois types de ontraintes :
 des ontraintes entre les positions de deux objets
à un instant donné,
 des ontraintes entre les positions de deux objets
à des instants diérents,
 des ontraintes entre les positions de deux objets
devant être satisfaites sur tous les instants futurs
d'un ertain instant.
Nous supposons que le temps est modélisé par les en-
tiers naturels. Ainsi, à haque nombre entier t  0 or-
respond un instant. Dans un ontexte temporel, une
ativité ou un événement pontuel réurrent peut pos-
séder un nombre ni ou inni d'ourrenes au ours
du temps. Dans ertaines appliations es ourrenes
doivent satisfaire des ontraintes sur les durées les sé-
parant. Un UPSTP permettra de spéier de telles
ontraintes.
Formellement, nous dénissons un STP ultimement pé-
riodique de la manière suivante :
Dénition 3 Un UPSTP est un quadruplet U =
(V;C; t
min
; t
max
) où :
 V = fv
0
; : : : ; v
n 1
g est un ensemble ni de n va-
riables ;
 t
min
et t
max
sont deux entiers positifs tels que
t
min
 t
max
;
 C est une appliation de V  f0; : : : ; t
max
g 
V  f0; : : : ; t
max
g dans INT
Q
telle que
C(v
i
; t
i
; v
j
; t
j
) =  C(v
j
; t
j
; v
i
; t
i
) et
C(v
i
; t
i
; v
i
; t
i
)  [0; 0℄ pour tous v
i
; v
j
2 V
et t
i
; t
j
2 f0; : : : ; t
max
g.
Intuitivement, dans un ontexte spatial, haque va-
riable v
i
2 V représente un point de la droite des
nombres rationnels dont la position évolue au ours du
temps. Le ouple (v
i
; t
i
), ave t
i
2 N, représente ette
position à l'instant t
i
. La ontrainte C(v
i
; t
i
; v
j
; t
j
)
ontraint la distane entre le point v
i
à l'instant t
i
et le point v
j
à l'instant t
j
. Dans un ontexte tempo-
rel, la variable v
i
représente, non plus la omposante
spatiale pontuelle d'un objet, mais une ativité ou un
événement réurrent. Le ouple (v
i
; t
i
) 2 V N repré-
sente don la (t
i
+ 1)
ème
ourrene de l'événement
représenté par v
i
.
L'appliation C exprime de manière expliite les
ontraintes entre les positions des diérentes our-
renes des variables de V pour les instants ompris
entre 0 et t
max
. L'appliation C exprime également
des ontraintes qui devront être satisfaites au ours des
instants futurs. En eet, les ontraintes sur la période
de temps orrespondant aux instants ft
min
; : : : ; t
max
g
devront être également satisfaites sur les périodes de
temps futures, 'est-à-dire sur haune des périodes
ft
min
+ i; : : : ; t
max
+ ig pour tout i  0. Conformé-
ment à es interprétations, nous dénissons les solu-
tions d'un UPSTP de la manière suivante :
Dénition 4 Une solution  d'un UPSTP U =
(V;C; t
min
; t
max
) est une appliation de V  N dans
Q telle que pour tout v
i
; v
j
2 V et t
i
; t
j
2 N :
1. si t
i
; t
j
 t
max
alors (v
j
; t
j
)   (v
i
; t
i
) 2
C(v
i
; t
i
; v
j
; t
j
) ;
2. si t
min
 t
i
 t
j
et t
j
  t
i
 t
max
  t
min
alors
pour tout t
0
i
; t
0
j
tels que t
min
 t
0
i
 minft
max
; t
i
g
et t
min
 t
0
j
 minft
max
; t
j
g et t
j
  t
i
= t
0
j
  t
0
i
nous avons (v
j
; t
j
)  (v
i
; t
i
) 2 C(v
i
; t
0
i
; v
j
; t
0
j
).
Nous étendons de manière naturelle les notions de o-
hérene, d'inohérene et d'équivalene aux réseaux
de ontraintes de type UPSTP. Les exemples suivants
illustrent les dénitions préédentes.
Exemple 1 Dans un adre représentation de données
spatiales, onsidérons trois objets O
0
, O
1
et O
2
, dont
les positions spatiales sont représentées par trois va-
riables v
0
, v
1
et v
2
ayant pour domaine l'ensemble
des nombres rationnels. Supposons que es objets se
meuvent au ours du temps ave les ontraintes sui-
vantes :
 à l'instant 0, O
0
est à gauhe de O
1
et à gauhe
de O
2
à une distane omprise entre 3 et 5 ;
 la position de O
2
à l'instant 0 est à gauhe de sa
position à l'instant 1 ;
 à l'instant 1, et pour tous les instants futurs, O
0
est à droite de O
1
à une distane maximale de 10 ;
 à partir de l'instant 1, O
0
se déplae sur sa
gauhe, et O
1
se déplae sur sa droite ;
 à partir de l'instant 2, O
2
bouge sur sa gauhe et
reste aux alentours de O
1
à une distane maxi-
male de 4.
Ces ontraintes peuvent être exprimées par le UPSTP
U = (V;C; t
min
; t
max
), où V = fv
0
; v
1
; v
2
g, t
min
= 1,
t
max
= 3. Les ontraintes dénies par C sont re-
présentées dans la gure 1. Comme d'habitude, ne
sont pas représentées dans la gure les ontraintes sui-
vantes : la ontrainte entre une variable et elle même,
la ontrainte universelle (℄   1;+1[), la ontrainte
opposée à une ontrainte déjà représentée. Ce UPSTP
est ohérent, une de ses solutions est dérite dans la
gure 2.
Exemple 2 Considérons maintenant deux événe-
ments pontuels réurrents E
0
et E
1
représentés par
deux variables v
0
et v
1
ayant pour domaine l'ensemble
v0
v
1
v
2
v
1
v
2
v
0
v
0
v
1
v
2
v
0
v
1
v
2
℄0;+1[
℄ 1; 0[
℄0;+1[
℄ 1; 0[
℄0;+1[
[3; 5℄
[ 10; 0[
t = 2 t = 3(t
max
)t = 1(t
min
)t = 0
[ 4; 4℄
Fig. 1  Le UPSTP U orrespondant à l'exemple 1.
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t = 0
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t = 3
v
2
v
1
v
0
5 + (1=i)
v
0
1 2 3 4 5 6 70
t = i (i > 3)
v
1
3  (1=i) 3 + (1=i)
v
2
Fig. 2  Une solution du UPSTP U de l'exemple 1.
des nombres rationnels. Supposons que les diérentes
ourrenes de es événements soient ontraintes de la
manière suivante :
 pour tout i  0, la i
ème
ourrene de E
1
apparaît
toujours après la i
ème
ourrene de E
0
. Ces o-
urrenes sont séparées d'au moins une seonde.
 Pour tout i  0, la (i + 1)
ème
ourrene et la
i
ème
ourrene de E
0
sont séparées d'au moins
deux seondes, elles de E
1
sont toujours distantes
d'exatement une seonde.
Ces ontraintes peuvent être exprimées par l' UPSTP
U = (V;C; t
min
; t
max
), où V = fv
0
; v
1
g, t
min
= 0,
t
max
= 1. Les ontraintes dénies par C sont repré-
sentées dans la gure 3. Le leteur peut vérier que et
UPSTP n'est pas ohérent.
v
0
v
0
v
1
v
1
t = 0(t
min
) t = 1(t
max
)
[1;+1[
[2;+1[
[1; 1℄
Fig. 3  Les ontraintes C du UPSTP U de l'exemple 2.
Pour lore ette setion remarquons que le problème de
la ohérene d'un UPSTP quelonque peut être ramené
(de manière polynomiale) au problème d'un UPSTP
dont les ontraintes ont pour bornes nies des nombres
entiers :
Proposition 1 Soit un UPSTP U =
(V;C; t
min
; t
max
) et soit d l'entier orrespondant
au produit des dénominateurs des bornes nies
1
des
intervalles dénissant C (d = 1 dans le as où toutes
les bornes sont innies). Soit U
0
= (V;C
0
; t
min
; t
max
)
le UPSTP déni par C
0
(v
i
; t
i
; v
j
; t
j
) = d:C(v
i
; t
i
; v
j
; t
j
)
pour tout v
i
; v
j
2 V et t
i
; t
j
2 f0; : : : ; t
max
g . Alors U
est ohérent ssi U
0
est ohérent.
Preuve Soit  une solution de U . Soit 
0
l'appliation de V  N dans Q dénie par

0
(v
i
; t
i
) = d((v
i
; t
i
)   (v
0
; 0)) pour tout v
i
2 V et
t
i
2 N. Nous pouvons montrer que 
0
est une solution
de U
0
. Maintenant, supposons donnée une solution 
0
de U
0
. En dénissant une appliation  de V  N vers
Q par (v
i
; t
i
) = (
0
(v
i
; t
i
)   
0
(v
0
; 0))=d pour tout
v
i
2 V et t
i
2 N nous obtenons une solution de U . a
Fort de e fait, dans la suite de e travail nous
onsidérerons sans perte de généralité des UPSTP
dont les ontraintes ont pour bornes nies des nombres
entiers.
4 Contraintes impliites versus
ontraintes expliites
Dans ette setion nous allons relier le problème de la
ohérene d'un UPSTP  qui potentiellement exprime
un nombre inni de ontraintes  aux problèmes de
la ohérene de STP. Pour e faire nous réalisons les
étapes suivantes :
1. nous assoions à tout UPSTP un STP représen-
tant ses ontraintes périodiques. Ce STP sera ap-
pelé le motif du UPSTP.
2. En utilisant ette notion de motif, nous dénis-
sons une séquene de STP au support tempo-
rel roissant. Chaun de es STP expliite les
ontraintes du UPSTP sur un ertain nombre
de premiers instants. Nous les appelons les k-
renforements du UPSTP.
3. Nous relions la ohérene d'un UPSTP à des
propriétés onernant la ohérene de ses k-
renforements.
Nous allons maintenant proéder à la réalisation en dé-
tails de es trois étapes. Nous dénissons tout d'abord
le motif d'un UPSTP :
1
Nous supposons que la valeur d'une borne nie d'une
ontrainte est dénie par une fration p=q ave p un entier et q
un entier stritement positif
Dénition 5 Soit U = (V;C; t
min
; t
max
) un UPSTP.
Le motif de U , dénoté par motif(U), est le STP
S
m
= (V
m
; C
m
) où V
m
= V  f0; : : : ; lgg (ave
lg = t
max
  t
min
) et C
m
((v
i
; t
i
); (v
j
; t
j
)) = C(v
i
; t
i
+
t
min
; v
j
; t
j
+ t
min
) pour tout v
i
; v
j
2 V et pour tout
t
i
; t
j
2 f0; : : : ; lgg.
Dans la suite lg dénotera la diérene t
max
  t
min
. Le
motif du UPSTP U de la gure 1 est représenté dans
la gure 4.
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Fig. 4  Le motif du UPSTP U .
En utilisant la notion de motif, nous allons maintenant
dénir des réseaux de ontraintes nis qui, d'une er-
taine manière, expliitent des ontraintes d'un UPSTP
devant être satisfaites durant les (k + 1) premiers ins-
tants (où k  t
max
). Pour un tel k, nous dénirons le
k-renforement du UPSTP. Avant de donner une dé-
nition formelle donnons une desription intuitive de
ette notion. Supposons que nous ayons sur papier une
représentation des ontraintes du UPSTP sur les ins-
tants f0; : : : ; t
max
g. Imaginons que nous ayons main-
tenant la desription du motif sur une feuille transpa-
rente à part. Étant donné un entier k  t
max
, nous
superposons le motif de la feuille transparente sur le
réseau de ontraintes initial, puis de manière répéti-
tive nous déalons e motif d'un instant, puis de deux
instants, puis de trois instants et ainsi de suite, jusqu'à
e que l'instant k soit atteint. À haque fois nous ajou-
tons les ontraintes de la feuille transparente à elles
obtenues à l'étape préédente (en prenant l'interse-
tion). Le k-renforement est le réseau de ontraintes
obtenu lorsque l'instant k est atteint. Donnons main-
tenant une dénition formelle :
Dénition 6 Soit U = (V;C; t
min
; t
max
) un UPSTP
et S
m
= (V f0; : : : ; lgg; C
m
) son motif. Étant donné
un entier k  t
max
, le k-renforement de U , dénoté
par k renforement(U), est un STP S
k
= (V
k
; C
k
) dé-
ni réursivement par :
 V
k
= V  f0; : : : ; kg ;
 C
t
max
((v
i
; t
i
); (v
j
; t
j
)) = C(v
i
; t
i
; v
j
; t
j
) pour tout
v
i
; v
j
2 V et t
i
; t
j
2 f0; : : : ; t
max
g ;
 pour tout k  t
max
et pour tout v
i
; v
j
2 V et
t
i
; t
j
2 f0; : : : ; k + 1g ave t
i
 t
j
,
 C
k+1
((v
i
; t
i
); (v
j
; t
j
)) = C
k
((v
i
; t
i
); (v
j
; t
j
)), si
t
i
< (k + 1)  lg et t
j
< k + 1,
 C
k+1
((v
i
; t
i
); (v
j
; t
j
)) = C
k
((v
i
; t
i
); (v
j
; t
j
)) \
C
m
((v
i
; t
i
  ((k+1)  lg)); (v
j
; t
j
  ((k+1)  lg))),
if t
i
 (k + 1)  lg et t
j
< k + 1,
 C
k+1
((v
i
; t
i
); (v
j
; t
j
)) = C
m
((v
i
; t
i
  ((k + 1)  
lg)); (v
j
; t
j
  ((k + 1)   lg))), si t
j
= k + 1 et
t
j
  t
i
 lg,
 C
k+1
((v
i
; t
i
); (v
j
; t
j
)) =℄ 1;+1[, si t
j
= k + 1
et t
j
  t
i
> lg,
 C
k+1
((v
j
; t
j
); (v
i
; t
i
)) =  C
k+1
((v
i
; t
i
); (v
j
; t
j
)).
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Fig. 5  Le 4-renforement du UPSTP U .
La gure 5 dérit le 4-renforement du UPSTP U de
la gure 1. Nous utiliserons également dans la suite la
notion de fenêtre d'un k-renforement qui est un STP
apturant ses ontraintes sur (lg + 1) instants onsé-
utifs :
Dénition 7 Soit S
k
= (V  f0; : : : ; kg; C
k
) le k-
renforement d'un UPSTP U = (V;C; t
min
; t
max
), ave
k  t
max
. La t-fenêtre de S
k
, ave t
min
 t  k   lg,
dénotée par t   fenetre(S), est le STP S
t
= (V
t
; C
t
)
où : V
t
= V  f0; : : : ; lgg et C
t
((v
i
; t
i
); (v
j
; t
j
)) =
C
k
((v
i
; t
i
+ t); (v
j
; t
j
+ t)), pour tout v
i
; v
j
2 V et
t
i
; t
j
2 f0; : : : ; lgg.
La n de S
k
orrespond à sa dernière fenêtre, 'est à
dire à sa (k   lg)-fenêtre. La gure 6 représente la n
du 4-renforement se trouvant dans la gure 5.
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Fig. 6  La n du 4-renforement du UPSTP U .
Nous donnons un dernière dénition avant d'étudier
l'interation entre les propriétés de ohérene des dié-
rents réseaux de ontraintes introduits préédemment.
Dénition 8 Soit U = (V;C; t
min
; t
max
) un UPSTP
et S
k
= (V  f0; : : : ; kg; C
k
) son k-renforement pour
un entier k  t
max
. Une appliation  de V  N
vers D est une solution de S
k
ssi la restrition de
 à V  f0; : : : ; kg est une solution de S
k
, 'est-à-
dire ssi (v
i
; t
i
) C
k
((v
i
; t
i
); (v
j
; t
j
)) (v
j
; t
j
) pour tout
v
i
; v
j
2 V et t
i
; t
j
2 f0; : : : ; kg.
Un premier résultat est qu'une solution d'un UPSTP
fournit des solutions de ses k-renforements :
Proposition 2 Soit U un UPSTP et  une solu-
tion de U . L'appliation  est une solution de k 
renforement(U) pour tout k  t
max
.
Une preuve de ette proposition peut être réalisée par
indution sur k, ave k = t
max
omme as de base. La
proposition suivante exprime le fait qu'une solution
potentielle peut être testée sur l'ensemble de ses k-
renforements :
Proposition 3 Soit U = (V;C; t
min
; t
max
) un
UPSTP et  une appliation de V N dans D. Si  est
une solution de k renforement(U) pour tout k  t
max
,
alors  est une solution de U .
Une preuve de ette proposition onsiste en une dé-
monstration par l'absurde où l'on suppose que  n'est
pas une solution de U , e qui onduit au fait que 
n'est pas solution d'un k-renforement pour un er-
tain entier k supérieur à t
max
et, par onséquent à
une ontradition.
Remarquons que la ohérene de l'ensemble des k-
renforements d'un UPSTP n'implique pas, dans le
as général, la ohérene de e UPSTP. Pour s'en
onvainre il sut de onsidérer le UPSTP repré-
senté dans la gure 3. Malgré son inohérene il est
possible de dénir une solution de haun de ses k-
renforements.
La proposition nale de ette setion est un résul-
tat tehnique qui sera utilisé plus tard. Il peut être
diretement prouvé en utilisant la dénition d'un k-
renforement et elle de sa n :
Proposition 4 Soit U un UPSTP. Pour tout k 
t
max
, le STP n(k renforement(U)) est un sous-réseau
de motif(U).
5 Le problème de la ohérene des
UPSTP fermés
Dans ette setion nous allons étudier des UPSTP
partiuliers : les UPSTP fermés. Nous allons montrer
que le problème de la ohérene de es réseaux de
ontraintes peut être ramené à elui de la ohérene
de leur t
max
-renforement et est don faile à ré-
soudre. Dans la setion suivante nous proposerons un
algorithme de propagation loale de ontraintes ayant
pour objetif de transformer un UPSTP quelonque en
un UPSTP fermé.
Avant de dénir la propriété de fermeture d'un UPSTP
nous introduisons une opération appelée opération de
translation. Partant du motif d'un UPSTP, l'opération
de translation permet de onstruire un STP superpo-
sant les ontraintes de e motif et elles qui doivent
être satisfaites sur la période suivante (elles de-
vant être satisfaites à l'instant suivant en déalant
d'un instant les ontraintes du motif). Cette opération
est inspirée d'une des opérations utilisées par Tripakis
[12℄ dans le adre de la résolution de ontraintes pé-
riodiques pouvant être ramenées à des UPSTP U =
(V;C; t
min
; t
max
) où t
min
= 0 et t
max
= 1. Formelle-
ment, nous dénissons l'opération de translation de la
manière suivante :
Dénition 9 Soit S = (V
0
; C) un STP ave V
0
= V 
f0; : : : ;maxg (V étant un ensemble ni fv
0
; : : : ; v
m
g
et m;max  0). La translation de S, déno-
tée translation(S), est le STP S
tr
= (V
tr
; C
tr
) où
V
tr
= V
0
, et pour tout v
i
; v
j
2 V et pour
tout t
i
; t
j
2 f0; : : : ;maxg, C
tr
((v
i
; t
i
); (v
j
; t
j
)) =
C((v
i
; t
i
); (v
j
; t
j
))\C((v
i
; t
i
  1); (v
j
; t
j
  1)) si t
i
> 0
et t
j
> 0, et C
tr
((v
i
; t
i
); (v
j
; t
j
)) = C((v
i
; t
i
); (v
j
; t
j
))
sinon.
La translation du motif représenté dans la gure 4 est
représentée dans la gure 7. Nous étendons la notion
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Fig. 7  La translation de motif(U).
de fermeture par hemin-ohérene et de translation
aux UPSTP de la manière suivante :
Dénition 10 Soit U = (V;C; t
min
; t
max
) un
UPSTP. La fermeture par hemin-ohérene de U
(resp. la translation de U), dénoté par PC(U) (resp.
translation(U)), est le UPSTP (V;C
0
; t
min
; t
max
) où
C
0
est l'appliation de V  f0; : : : ; t
max
g  V 
f0; : : : ; t
max
g dans INT
Q
dénie par :
 C
0
(v
i
; t
i
; v
j
; t
j
) = C(v
i
; t
i
; v
j
; t
j
) pour tout v
i
; v
j
2 V
et t
i
; t
j
2 f0; : : : ; t
max
g tel que t
i
< t
min
ou t
j
< t
min
,
 C
0
(v
i
; t
i
; v
j
; t
j
) = C

m
((v
i
; t
i
  t
min
); (v
j
; t
j
  t
min
))
pour tout v
i
; v
j
2 V et t
i
; t
j
2 ft
min
; : : : ; t
max
g, où
C

m
dénote les ontraintes de la fermeture par hemin-
ohérene (resp. de la translation) du motif de U .
À partir de es opérations nous dénissons la propriété
de fermeture :
Dénition 11 Soit U = (V;C; t
min
; t
max
) un
UPSTP. Le UPSTP U (resp. le motif motif(U)) sera dit
fermé ssi U = PC(translation(U)) (resp. ssi motif(U) =
PC(translation(motif(U))).
Conernant la fermeture nous pouvons prouver les pro-
priétés suivantes :
Proposition 5 Soit U un UPSTP.
 U est fermé ssi motif(U) est fermé,
 U est fermé ssi U = translation(U) et U = PC(U),
 motif(U) est fermé ssi motif(U) =
translation(motif(U)) et motif(U) =
PC(motif(U)).
Nous avons également le résultat suivant.
Proposition 6 Soit U = (V;C; t
min
; t
max
) un
UPSTP fermé. Soit S
k
= (V  f0; : : : ; kg; C
k
) et
N
k+1
= (V  f0; : : : ; k + 1g; C
k+1
) le k-renforement
et le (k + 1)-renforement de U , respetivement, ave
k  t
max
. La restrition de l'appliation C
k+1
à
V  f0; : : : ; kg  V  f0; : : : ; kg est l'appliation C
k
.
Nous allons établir maintenant le résultat fondamental
onernant le problème de la ohérene des UPSTP
fermés.
Théorème 1 Soit U = (V;C; t
min
; t
max
) un UPSTP
fermé. Toute solution de k renforement(U), ave k 
t
max
, peut être étendue en une solution de (k+ 1) 
renforement(U).
Preuve(idée) À partir d'une solution  de
k   renforement(U) nous pouvons extraire une
solution partielle de n((k+ 1)  renforement(U)).
n((k+ 1)   renforement(U)) est un sous-réseau
du STP motif(U) qui est fermé et don fermé
par hemin-ohérene. motif(U) est don éga-
lement globalement ohérent. Il en résulte que
nous pouvons étendre la solution partielle en une
solution de motif(U). Puisque les ontraintes oner-
nant l'instant lg sont les mêmes pour motif(U) et
n((k+ 1) renforement(R)), ette solution est aussi
une solution de n((k+ 1) renforement(U)). Cette
solution peut être utilisée pour ompléter la solution 
an d'obtenir une solution de (k+ 1) renforement(U).
a
Un orollaire de e théorème est le résultat sui-
vant :
Algorithme 1 Fermeture
Calule la fermeture d'un UPSTP U =
(V;C; t
min
; t
max
)
1: Faire
2: U
0
:= U
3: U := translation(U)
4: U := PC(U)
5: Tant Que (U 6= U
0
)
6: retourner U
Corollaire 1 Le problème de la ohérene des UPSTP
fermés est polynomial et peut être résolu en appli-
quant la méthode de la hemin-ohérene sur le t
max
-
renforement du UPSTP, e qui peut être réalisé ave
une omplexité en temps de O((t
max
 jV j)
3
).
6 La méthode de la fermeture des UPSTP
Dans la setion préédente nous avons montré que le
problème de la ohérene des UPSTP fermés était un
problème polynomial failement soluble. Fort de e ré-
sultat nous proposons dans ette setion une méthode
de propagation loale de ontraintes tentant de trans-
former un UPSTP quelonque en un sous UPSTP équi-
valent et fermé. Comme nous le verrons dans la suite
ette méthode qui orrespond à l'algorithme Fermeture
est saine dans le sens où lorsqu'elle s'arrête le UPSTP
est bien un sous UPSTP fermé équivalent au réseau
initial. Mais elle n'est pas omplète dans le as géné-
ral : en eet, nous verrons que l'algorithme Fermeture
peut ne pas s'arrêter. Malgré tout nous aratérise-
rons deux as très intéressants où l'algorithme s'ar-
rête forément au bout d'un temps ni. Étudions don
l'algorithme Fermeture. Cet algorithme utilise l'opé-
ration de translation et la méthode de la fermeture
par hemin-ohérene pour aluler la fermeture d'un
UPSTP. Nous pouvons tout d'abord montrer que l'al-
gorithme est sain au sens où il alule un UPSTP équi-
valent au réseau initial. La proposition suivante établit
l'équivalene d'un UPSTP ave ses transformations et
permet don d'armer que l'algorithme Fermeture al-
ule bien un UPSTP équivalent au réseau initial :
Proposition 7 La fermeture par hemin-ohérene et
la translation d'un UPSTP U sont équivalents à U .
Preuve(idée)
 PC(motif(U)) est un sous-réseau de motif(U). Par
onséquent, haque k-renforement de PC(U) est
un sous-réseau du k-renforement de U . Ainsi,
une solution solution de PC(U) est aussi une so-
lution de U . Ave une ligne de raisonnement si-
milaire, nous pouvons prouver qu'une solution de
translation(U) est aussi une solution de U .
 Chaque solution  de U est une solution de
tous les k-renforements de PC(U) et une solu-
tion de tous les k-renforements de translation(U).
Cela peut être prouvé par indution sur k
ave k = t
max
omme as de base. La
preuve utilise les faits suivants : (i) toute so-
lution de la n de haque k-renforement de
U satisfait motif(U) et ainsi est une solu-
tion de PC(motif(U)) qui est motif(PC(U)) ; (ii)
toute solution de la n de tout k-renforement
de U satisfait translation(motif(U)) qui est
motif(translation(U)).
a
L'algorithme Fermeture ne s'arrête pas forément.
Pour s'en onvainre il sut de onsidérer le UPSTP
se trouvant représenté dans la gure 3 et de lui
appliquer l'algorithme Fermeture. On remarque que
l'algorithme ne s'arrête pas et boule indéniment. Le
UPSTP obtenu après la i
ème
itération de l'algorithme
Fermeture est représenté dans la gure 8. En fait, le
v
0
v
0
v
1
v
1
t = 0(t
min
) t = 1(t
max
)
[2;+1[
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Fig. 8  Le UPSTP obtenu après la i
ème
itération de
l'algorithme Fermeture.
non arrêt de l'algorithme Fermeture permet de déider
du problème de la ohérene du UPSTP, ar on a la
propriété suivante :
Proposition 8 Le non arrêt de l'appliation de l'al-
gorithme Fermeture à un UPSTP U implique l'inohé-
rene du UPSTP U .
Preuve Si l'algorithme Fermeture boule indéni-
ment, 'est qu'il existe un des intervalles dénissant
une ontrainte C(v
i
; t
i
; v
j
; t
j
) de U qui rapetisse
indéniment par intersetion. Cet intervalle diminue
d'au moins une unité (les bornes nies des intervalles
sont des entiers) à haque intersetion. Cet intervalle
possède forément une borne nie et une borne
innie. En eet, dans le as ontraire C(v
i
; t
i
; v
j
; t
j
)
deviendrait l'intervalle vide. À partir de es onsta-
tations et du fait que l'algorithme Fermeture est
sain, nous pouvons armer qu'il est impossible de
dénir une appliation  solution de U . En eet,
quelle que soit la distane (v
j
; t
j
)  (v
i
; t
i
) il existe
une itération de l'algorithme à partir de laquelle
(v
j
; t
j
)  (v
i
; t
i
) 62 C(v
i
; t
i
; v
j
; t
j
). a
Une question restant sans réponse est de savoir
s'il existe un moyen de déteter que l'algorithme
Fermeture boulera indéniment au bout d'un ertain
nombre d'itérations.
Pour ertain types de ontraintes nous sommes
assurés que et algorithme s'arrête après un nombre
ni d'itérations. Nous pouvons par exemple iter les
deux types de ontraintes suivants :
1. les intervalles utilisés omme ontraintes ont uni-
quement des bornes nies ;
2. les intervalles utilisés omme ontraintes ont pour
bornes des bornes innies ou des bornes nies ou-
vertes ou fermées assoiées à la valeur 0.
Pour le premier type de ontraintes, le nombre d'ité-
rations réalisé par l'algorithme Fermeture est borné
par m(jV j  (lg + 1))
2
où m est la taille du plus
grand des intervalles utilisés omme ontraintes. Cei
provient du fait qu'à haque itération, au moins
une des ontraintes diminue d'une unité. Conernant
le deuxième type de ontraintes remarquons que le
nombre d'itérations est borné par 3(jV j  (lg + 1))
2
puisque haune des ontraintes peut diminuer au plus
trois fois. Ce deuxième type de ontraintes est uti-
lisé pour représenter des ontraintes qualitatives issus
de formalismes tels que le alul des intervalles d'Al-
len [1℄ ou le alul des points [13℄. Le problème de la
ohérene des UPSTP possédant des ontraintes de es
deux types est don polynomial.
7 Conlusion
Nous avons dans et artile introduit la notion
de réseau de ontraintes quantitatives ultimement
périodiques. Cette notion permet d'exprimer des
ontraintes quantitatives (spatiales ou temporelles)
qui, après une période initiale, évoluent en se répé-
tant de manière périodique, reproduisant un même
shéma que nous appelons motif. Pour e type de ré-
seau, nous proposons un algorithme de propagation de
ontraintes pour résoudre le problème de la ohérene.
Cet algorithme peut dans ertains as ne pas s'arrê-
ter, et dans e as le réseau n'est pas ohérent. On est
ependant assuré de l'arrêt pour des types partiuliers
importants de réseaux. Une implantation de et algo-
rithme est atuellement en ours. L'étude menée ouvre
diérentes perspetives de travaux futurs. L'un d'eux
onerne la aratérisation de nouveaux as où le pro-
blème de la ohérene des UPSTP est polynomial. Un
autre travail futur onsiste à déterminer de manière
préise la lasse de omplexité dans laquelle appartient
le problème de ohérene des UPSTP et de dénir de
nouveaux algorithmes permettant de résoudre e pro-
blème.
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Annexe
Preuve (Proposition 6) S
m
= (V f0; : : : ; lgg; C
m
)
dénotera motif(U). Remarquons que S
m
est fermé.
Soient v
i
; v
j
2 V et t
i
; t
j
2 fk   lg + 1; : : : ; kg.
À partir de Prop. 4 nous pouvons armer que
C
k
((v
i
; t
i
); (v
j
; t
j
))  C
m
((v
i
; t
i
  (k   lg)); (v
j
; t
j
 
(k   lg))). C
m
étant fermé, nous avons C
m
((v
i
; t
i
 
(k   lg)); (v
j
; t
j
  (k   lg)))  C
m
((v
i
; (t
i
  (k  
lg))   1); (v
j
; (t
j
  (k   lg))   1)). Ainsi, pour tout
v
i
; v
j
2 V et pour tout t
i
; t
j
2 fk   lg + 1; : : : ; kg
nous avons C
k
((v
i
; t
i
); (v
j
; t
j
))  C
m
((v
i
; (t
i
  (k  
lg))   1); (v
j
; (t
j
  (k   lg))   1)). À partir de ela
prouvons la propriété prinipale. Soient v
i
; v
j
2
V et t
i
; t
j
2 f0; : : : ; kg, supposons que t
i

t
j
. Examinons tous les as possibles. Supposons
que t
i
< (k + 1)   lg. Par Déf. 6, nous avons
C
k+1
((v
i
; t
i
); (v
j
; t
j
)) = C
k
((v
i
; t
i
); (v
j
; t
j
)). Main-
tenant, supposons que t
i
 (k + 1)   lg. Tou-
jours par Déf. 6, nous avons C
k+1
((v
i
; t
i
); (v
j
; t
j
)) =
C
k
((v
i
; t
i
); (v
j
; t
j
))\C
m
((v
i
; t
i
 ((k+1) lg)); (v
j
; t
j
 
((k + 1)   lg))). À partir du premier résultat de
ette preuve nous savons que C
k
((v
i
; t
i
); (v
j
; t
j
)) 
C
m
((v
i
; t
i
 ((k+1)  lg)); (v
j
; t
j
 ((k+1)  lg))). Il ré-
sulte que C
k+1
((v
i
; t
i
); (v
j
; t
j
)) = C
k
((v
i
; t
i
); (v
j
; t
j
)).
a
Preuve (Théorème 1) S
k
= (V  f0; : : : ; kg; C
k
) et
S
k+1
= (V f0; : : : ; k+1g; C
k+1
) dénoteront respeti-
vement k renforement(U) et (k+ 1) renforement(U).
S
m
= (V  f0; : : : ; lgg; C
m
) est motif(U). Soit 
k
une
solution de S
k
. Montrons que nous pouvons étendre

k
en une solution 
k+1
de S
k+1
.
 Pour tout v
i
2 V et t
i
2 f0; : : : ; kg, nous dé-
nissons 
k+1
(v
i
; t
i
) par 
k+1
(v
i
; t
i
) = 
k
(v
i
; t
i
).
Pour tout v
i
; v
j
2 V et t
i
; t
j
2 f0; : : : ; kg, nous
avons C
k+1
((v
i
; t
i
); (v
j
; t
j
)) = C
k
((v
i
; t
i
); (v
j
; t
j
))
(Prop. 6). Ainsi, 
k+1
(v
j
; t
j
)   
k+1
(v
i
; t
i
) 2
C
k+1
((v
i
; t
i
); (v
j
; t
j
)).
 Il reste à dénir 
k+1
(v
i
; k + 1) pour tout v
i
2 V .
Dénotons par S
f
= (V f0; : : : ; lgg; C
f
) la n de S
k+1
.
Soit 
f
l'appliation de V f0; : : : ; lg  1g dans Q dé-
nie par 
f
(v
i
; t
i
) = 
k+1
(v
i
; t
i
  ((k + 1)   lg)). 
f
est une solution partielle de S
f
sur V  f0; : : : ; lg  
1g. S
f
étant un sous STP de S
m
(Prop. 4), 
f
est
aussi une solution partielle de S
m
. S
m
est un STP
hemin-ohérent et est don globalement ohérent.
Ainsi, 
f
peut être étendu en une solution 
m
de
S
m
. 
m
est une appliation de V  f0; : : : ; lgg dans
Q ave 
m
(v
i
; t
i
) = 
f
(v
i
; t
i
) = 
k+1
(v
i
; t
i
+ t
min
)
pour tout v
i
2 V et t
i
2 f0; : : : ; lg   1g. En remar-
quant que pour tout v
i
; v
j
2 V et t
i
; t
j
2 f0; : : : ; lgg,
C
f
((v
i
; t
i
); (v
j
; t
j
)) = C
m
((v
i
; t
i
); (v
j
; t
j
)) dans le as
où t
i
= lg ou t
j
= lg, nous pouvons armer que 
m
est aussi une solution de S
f
. À partir de tout ela, en
dénissant (v
i
; k + 1) par (v
i
; k + 1) = 
m
(v
i
; lg)
pour tout v
i
2 V , nous pouvons armer que pour
tout v
i
; v
j
2 V et t
i
; t
j
2 fk + 1   lg; : : : ; k + 1g,
(v
j
; t
j
)) (v
i
; t
i
) 2 C
k+1
((v
i
; t
i
); (v
j
; t
j
)) dans le as
où t
i
= k+1 ou t
j
= k+1. De plus, pour tout v
i
; v
j
2 V
et t
i
2 f0; : : : ; k   lgg, C
k+1
((v
i
; t
i
); (v
j
; k + 1)) =
C
k+1
((v
j
; k+1); (v
i
; t
i
)) =℄ 1;+1[, es ontraintes
sont don toujours satisfaites. À partir de tout ei
nous pouvons onlure que 
k+1
est une solution de
S
k+1
. a
Preuve (Proposition 7) La fermeture par hemin-
ohérene du motif du UPSTP U = (V;C; t
min
; t
max
)
est un sous STP de e motif. En onséquene, tout k-
renforement de la fermeture par hemin-ohérene de
U (ave k  t
max
) est un sous STP du k-renforement
de U . Ainsi, une solution de la fermeture par hemin-
ohérene de U est une solution de U . Maintenant
prouvons que haque solution  de U est une so-
lution de la fermeture par hemin-ohérene de U .
Pour ela nous montrerons que toute solution  de
U est une solution de tout k-renforement de la fer-
meture par hemin-ohérene de U . Dans la suite,
S
k
= (V f0; : : : ; kg; C
k
) dénotera k renforement(U),
S
m
= (V  f0; : : : ; lgg; C
m
) sera motif(U) et  est
une solution de U . S
0
k
= (V  f0; : : : ; kg; C
0
k
) est
k renforement(PC(U)) et S
0
m
= (V f0; : : : ; lgg; C
0
m
)
dénotera motif(PC(U)). Nous remarquons que S
0
m
est
un équivalent sous STP de S
m
fermé par hemin-
ohérene. Montrons que  satisfait S
0
k
.
 Supposons que k = t
max
est satisfaite.
Soit v
I
; v
J
2 V et t
I
; t
J
2 f0; : : : ; t
max
g.
Si t
i
< t
min
ou t
j
< t
min
nous avons
C
0
k
((v
i
; t
i
); (v
j
; t
j
)) = C
k
((v
i
; t
i
); (v
j
; t
j
)), en onsé-
quene, (v
j
; t
j
)   (v
i
; t
i
) 2 C
0
k
((v
i
; t
i
); (v
j
; t
j
)).
Maintenant, onsidérons la as où t
i
 t
min
et
t
j
 t
min
. Soit 
0
l'appliation de V  f0; : : : ; lgg
dans Q par 
0
(v
k
; t
k
) = (v
k
; t
k
+ t
min
) pour
tout v
k
2 V et t
k
2 f0; : : : ; lgg. 
0
est une so-
lution de S
m
et ainsi, est aussi une solution de
S
0
m
. Nous pouvons déduire que 
0
(v
j
; t
j
  t
min
)  

0
(v
i
; t
i
 t
min
) 2 C
0
k
((v
i
; t
i
); (v
j
; t
j
)). En onséquene,
(v
j
; t
j
)  (v
i
; t
i
) 2 C
0
k
((v
i
; t
i
); (v
j
; t
j
)).
 Supposons que la propriété est vraie pour le as
k  t
max
et prouvons le pour k + 1. Soient v
i
; v
j
2 V
et t
i
; t
j
2 f0; : : : ; k + 1g (nous supposons que t
i
 t
j
).
Examinons tous les as possibles.
 Considérons le as t
i
< (k + 1)   lg et
t
j
< k + 1. Nous avons C
0
k+1
((v
i
; t
i
); (v
j
; t
j
)) =
C
0
k
((v
i
; t
i
); (v
j
; t
j
)). En onséquene, à partir de
l'hypothèse de réurrene (v
j
; t
j
)   (v
i
; t
i
) 2
C
0
k+1
((v
i
; t
i
); (v
j
; t
j
)).
 Considérons le as où t
j
= k+1 et t
j
 t
i
> lg, nous
avons C
0
k+1
((v
i
; t
i
); (v
j
; t
j
)) =℄   1;+1[, ainsi,
(v
j
; t
j
)  (v
i
; t
i
) 2 C
0
k+1
((v
i
; t
i
); (v
j
; t
j
)).
 Considérons le as où t
i
 (k + 1)   lg. Soit 
0
l'appliation de V f0; : : : ; lgg dans Q dénie par

0
(v
k
; t
k
) = (v
k
; t
k
  ((k + 1)   lg)). 
0
est une
solution de S
m
et ainsi, est aussi une solution de
S
0
m
. Il suit que nous avons 
0
(v
j
; t
j
  ((k + 1)  
lg))   
0
(v
i
; t
i
  ((k + 1)   lg)) 2 C
0
m
((v
i
; t
i
 
((k + 1)  lg)); (v
j
; t
j
  ((k + 1)  lg))). Il résulte
que (v
j
; t
j
)   (v
i
; t
i
) 2 C
0
m
((v
i
; t
i
  ((k + 1)  
lg)); (v
j
; t
j
 ((k+1)  lg))). Deux sous as doivent
être onsidérés. Supposons que t
j
= k + 1. Il suit
que C
0
k+1
((v
i
; t
i
); (v
j
; t
j
)) = C
0
m
((v
i
; t
i
 ((k+1) 
lg)); (v
j
; t
j
  ((k + 1)   lg))). Ainsi, (v
j
; t
j
)  
(v
i
; t
i
) 2 C
0
k+1
((v
i
; t
i
); (v
j
; t
j
)). Supposons que
t
j
< k + 1. Il suit que C
0
k+1
((v
i
; t
i
); (v
j
; t
j
)) =
C
0
k
((v
i
; t
i
); (v
j
; t
j
)) \ C
0
m
((v
i
; t
i
  ((k + 1)  
lg)); (v
j
; t
j
  ((k + 1)   lg))). Par hypothèse
de réurrene nous avons (v
j
; t
j
)   (v
i
; t
i
)
2 C
0
k
((v
i
; t
i
); (v
j
; t
j
)). De plus, nous avons pré-
édemment prouvé que (v
j
; t
j
)   (v
i
; t
i
) 2
C
0
m
((v
i
; t
i
  ((k+1)  lg)); (v
j
; t
j
  ((k+1)  lg))).
Ave une ligne de raisonnement similaire nous pou-
vons démontrer l'équvalene pour l'opération de
translation. a
