Context sensitivity is an essential technique for ensuring high precision in Java pointer analyses. It has been observed that applying context sensitivity partially, only on a select subset of the methods, can improve the balance between analysis precision and speed. However, existing techniques are based on heuristics that do not provide much insight into what characterizes this method subset. In this work, we present a more principled approach for identifying precision-critical methods, based on general patterns of value flows that explain where most of the imprecision arises in context-insensitive pointer analysis. Accordingly, we provide an efficient algorithm to recognize these flow patterns in a given program and exploit them to yield good tradeoffs between analysis precision and speed.
INTRODUCTION
Pointer analysis is a fundamental family of static analyses that estimate the possible values of pointer variables in a program. Such information is essential for reasoning about aliasing and inter-procedural control flow in object-oriented programs, and it is used in a wide range of software engineering tools, e.g., for bug detection [Chandra et al. 2009; Naik et al. 2006 Naik et al. , 2009 , security analysis [Arzt et al. 2014; Grech and Smaragdakis 2017; Livshits and Lam 2005] , program verification [Fink et al. 2008; Pradel et al. 2012] , and program debugging and understanding Sridharan et al. 2007] .
For decades, numerous analysis techniques have been developed to make pointer analysis more precise and more efficient, especially for object-oriented languages [Hind 2001; Smaragdakis and Balatsouras 2015; Sridharan et al. 2013] . One of the most successful ideas for producing high precision is context sensitivity [Milanova et al. 2002 [Milanova et al. , 2005 Sharir and Pnueli 1981; Shivers 1991; Smaragdakis et al. 2011] , which allows each program method to be analyzed under different contexts, to separate the static abstractions of different dynamic instantiations of the method's variables and thereby reduce spurious object flows. However, despite great precision benefits, context sensitivity comes with heavy efficiency costs Lhoták and Hendren 2006; Oh et al. 2014; Tan et al. , 2017 Xu and Rountev 2008] . One reason is that, with conventional context-sensitivity techniques, every method in a program is treated the same, meaning that many methods that do not benefit from context sensitivity are analyzed for multiple contexts redundantly. As a consequence, too much space and time is consumed [Smaragdakis et al. 2014] .
This naturally raises the question of whether it is possible to apply context sensitivity selectively, only for the methods where it is beneficial to the overall analysis precision. It is far from trivial to determine when a context-sensitive analysis will yield precision benefits (or conversely, to determine when omitting context sensitivity for a method would introduce imprecision). This challenge of effectively identifying the precision-critical methods has been the focus of past work [Hassanshahi et al. 2017; Jeong et al. 2017; Smaragdakis et al. 2014; Wei and Ryder 2015] . Those techniques are based on heuristics that seem to correlate with imprecision, but they do not provide a comprehensive understanding of how and where the imprecision is introduced in a context-insensitive pointer analysis. For example, introspective analysis [Smaragdakis et al. 2014 ] requires tuning multiple parameters involving sizes of various kinds of points-to sets, and data-driven analysis [Jeong et al. 2017 ] is parameterized by a collection of syntactic features and relies on machine learning for selecting good heuristics.
In this paper, we provide a more principled approach, named Zipper, to efficiently identify precision-critical methods, based on insights about how imprecision is introduced. The key observation is that most cases in which imprecision arises in a context-insensitive pointer analysis fit into three general patterns of value flows, which we call direct, wrapped, and unwrapped flows. Moreover, we show that these three kinds of value flows can be recognized efficiently. Based on information obtained from a fast, context-insentive pointer analysis, Zipper constructs a precision flow graph (PFG) that concisely models the relevant value flow. The identification of precision-critical methods can then be formulated as a graph reachability problem on the PFG and solved in negligible time, compared to the pointer analysis itself. By applying context sensitivity to the precision-critical methods identified by Zipper, a pointer analysis runs significantly faster than conventional techniques that apply context sensitivity indiscriminately to all methods, while retaining most of the precision.
In summary, we make the following contributions.
• We describe three fundamental patterns of value flows that help in explaining how and where most of the imprecision is introduced in a context-insensitive pointer analysis (Section 2).
• We present the Zipper approach to effectively recognize the three value-flow patterns and thereby identify the precision-critical methods that benefit from context sensitivity (Section 3).
Zipper can guide context-sensitive pointer analysis to run faster while keeping most of its precision. In contrast to other techniques that apply context sensitivity selectively, the Zipper approach is based on a tangible understanding of imprecision and not on heuristics that require non-transparent machine learning or other tuning of analysis parameters.
• We provide an extensive experimental evaluation of our implementation of Zipper to evaluate its effectiveness (Section 4). On average, Zipper reports that only 38% of the methods are precision-critical, which preserves 98.8% of the precision (measured as average across a range of popular analysis clients) for a 2-object-sensitive pointer analysis with a context-sensitive heap, for a speedup of 3.4X and up to 9.2X. These results demonstrate that the three patterns of value flows indeed capture the vast majority of methods that benefit from context sensitivity. the incoming abstract values (or points-to sets, in the case of pointer analysis) [Sharir and Pnueli 1981] . Figure 1 shows a simple example. If method m is analyzed context-insensitively, then the two objects are mixed together, so the analysis conservatively concludes that both x2 and y2 may point to both the A object and the B object.
In contrast, a context-sensitive analysis would analyze m twice, corresponding to the two different call sites, and thereby conclude that x2 can only point to an A object and y2 can only point to a B object. The price of that extra precision is that the method needs to be analyzed multiple times, so context sensitivity should ideally only be applied when the precision gain outweighs the extra analysis time.
To characterize the relevant value flows, we first introduce some terminology.
Definition 2.1 (In and Out methods). Given a class C and a method M that is declared in C or inherited from C's super-classes, if M contains one or more parameters then M is an In method of C, and if M's return type is non-void then M is an Out method of C. (In the example in Figure 1 , m is both an In and an Out method of the surrounding class.) Definition 2.2 (Object wrapping and unwrapping). If an object O is stored in a field of an object W (or in an array entry of W , in case W is an array), then O is wrapped into W . Conversely, if an object O is loaded from a field of an object W (or from an array entry of W in case W is an array), then O is unwrapped from W . (The simple example in Figure 1 contains no wrapping or unwrapping.)
With these definitions in place, we can describe the three precision-loss patterns as different kinds of value flows, depicted in Figure 2 . Definition 2.3 (Direct flow). If, in some execution of the program, an object O is passed as a parameter to an In method M 1 of class C, and then flows (via a series of assignments, field load/store operations, method calls, or returns) to the return value of an Out method, M 2 , of the same class C, then we say the program has direct flow from M 1 to M 2 . (The example in Figure 1 is a simple instance of this pattern.) Definition 2.4 (Wrapped flow). If, in some execution of the program, an object O is passed as a parameter to an In method M 1 of class C and then flows to a store operation that wraps O into an object W , where W subsequently flows to the result of an Out method, M 2 , of the same class C, then we say the program has wrapped flow from M 1 to M 2 . More generally, the wrapped flow pattern also covers value flow through multiple object wrapping steps, for example when W is itself wrapped into another object W ′ , which flows to the return value of M 2 .
Definition 2.5 (Unwrapped flow). If, in some execution of the program, an object O is passed as a parameter to an In method M 1 of class C and then flows to a load operation that unwraps an object U from O, where U subsequently flows to the return value of an Out method, M 2 , of the same class C, then we say the program has unwrapped flow from M 1 to M 2 . As in the previous definition, unwrapped flow also covers value flow through multiple object unwrapping steps.
Pattern 1: Direct Flow
The setter and getter example shown in Figure 3 demonstrates how direct flow is an indication of precision loss for a context-insensitive analysis. The Person class provides methods setName and getID to modify a person's name and retrieve his or her ID. Whenever a person's name is modified, the ID is updated accordingly (line 5).
After executing this code, id1 in line 21 (resp. id2 in line 26) points to object 1 in line 19 (resp. 2 in line 24) only. However, if the three methods of Person are analyzed using a context-insensitive pointer analysis, then id1 and id2 will both imprecisely point to objects 1 and 2 . Let us examine how this imprecision is connected to the direct flow pattern.
The right-hand side of Figure 3 illustrates how two objects 1 and 2 , respectively pointed to by name1 and name2, first flow from their creation sites in lines 19 and 24 to the parameter nm of the In method setName in line 3, and then to id in line 12 through a series of store and load operations (line 4 → line 8 → line 9 → line 12), and finally out of the Out method getID to id1 and id2 in lines 21 and 26. Hence, by Definition 2.3, the red arrows in Figure 3 form a direct flow.
Notice that with a context-insensitive analysis, objects 1 and 2 are merged in the same points-to set and further propagated according to this direct flow. In the analysis, the merged objects will flow out of the Out method, causing id1 and id2 to point to spurious objects. Such imprecision will only get worse when some operations are further applied on id1 and id2 (not shown in this example), possibly polluting other parts of the program. One way to avoid the imprecision is to apply context sensitivity to the methods that participate in the direct flow. We consider these to be precision-critical methods, since analyzing just one of them context-insensitively will likely introduce imprecision. With a context-sensitive analysis (for most variants of context sensitivity), in Figure 3 , all variables and field references along the direct flow will be analyzed separately. For example, object sensitivity will use the two allocation sites at lines 18 and 23 as contexts. Accordingly, the merged paths along this direct flow are separated by the two contexts, like unzipping a zipperÐhence the name of our technique. A similar strategy of separating merged paths also applies to wrapped and unwrapped flows, as shown next.
Pattern 2: Wrapped Flow
The collection and iterator example shown in Figure 4 demonstrates how the wrapped flow pattern yields precision loss for a context-insensitive analysis. To keep the example simple, the collection only stores one element, however the code pattern is directly analogous to realistic code, for arbitrarily-sized collections. Class Collection provides an add method to add an element to the collection and an iterator method to return an iterator that has a pointer, next, pointing to the collection element (as set in line 15). The element is passed as an argument to the newly created iterator (line 8), which establishes a connection between the collection and its iterator. Two objects 1 (line 25) and 2 (line 31) are stored in two different collections, c1 (line 26) and c2 (line 32). The two objects are then accessed by the iterators of the collections (lines 28 and 34).
After executing the code, o1 in line 28 (resp. o2 in line 34) points to object 1 (resp. 2 ) only. However, if any of the four methods of Collection and Iterator are analyzed context-insensitively, o1 and o2 will both imprecisely point to both objects 1 and 2 . Let us examine how this imprecision is connected to the wrapped flow pattern.
As shown on the right-hand side of Figure 4 , similarly to the direct flow example in Figure 3 , objects 1 and 2 flow into the In method add of class Collection, and then further to lines 7, 8, and 14. Unlike a direct flow, the objects 1 and 2 do not directly flow out of the Out method iterator of class Collection; instead, a wrapper Iterator object, , (created on line 8) in which object 1 or 2 is stored, flows out of this Out method.
Object wrapping (Definition 2.2) occurs in line 15: objects 1 and 2 (pointed to by obj) are stored into the next field of the object pointed to by this, and this points to the receiver object of the constructor call in line 8, which is also pointed to by itr in line 8. As a wrapper object (that stores object 1 or 2 ) flows out of an Out method of the same class, by Definition 2.4, the solid blue arrows in Figure 4 form a wrapped flow.
With a context-insensitive analysis, objects 1 and 2 are merged in the same points-to set and further propagated according to this wrapped flow. However, unlike a direct flow, imprecision is not introduced until the access operation (e.g., the next calls in lines 28 and 34) is applied on the flowing-out wrapper object, causing variables o1 and o2 to point to spurious objects. The wrapper objects carry the flowing-in objects, which originate from outside the class, so context sensitivity can separate the merged objects all along their flow through the Collection class.
The example also helps illustrate some subtleties of the flow definitions. Note that the precision loss patterns are expressed relative to a class: for each of the three patterns, the In method and the Out method must be in the same class, although the value flow may involve other classes, as described in Definitions 2.3Ð2.5. Intuitively, if the precision loss flows introduced in each class (through method calls on the objects of the class) could be identified and then avoided by use of context sensitivity, the imprecision of the whole program could be accordingly controlled via such a divide-and-conquer scheme. In addition, this design choice enables an efficient and elegant algorithm for identifying occurrences of the patterns in a given program, by considering each class one by one, as explained in Section 3.
Therefore, the dashed arrows (bottom right of Figure 4 ) formed by calling the next method in lines 28 and 34, do not belong to the wrapped flow, because the calls happen after the wrapper objects flow out from the Out method of class Collection. Thus, as explained in Section 2.1, only methods add and iterator (in Collection) and the constructor Iterator (in Iterator) are included in the wrapped flow and thus considered precision-critical. However, if we consider In and Out methods from the point of view of class Iterator, then method next is also precision-critical, since it is involved in a direct flow together with the Iterator constructor, much like the setter and getter methods in Section 2.1.
Pattern 3: Unwrapped Flow
We use a synchronized box example (based on classes SynchronizedSet and Set in the JDK but heavily simplified) to illustrate an unwrapped flow, as shown in Figure 5 . Class SyncBox encapsulates class Box by providing synchronization in the encapsulating method getItem (lines 6ś12). Two objects 1 and 2 are stored into two Box objects (represented by and pointed to by b1 and b2 in lines 27 and 32), which are further stored into two SyncBox objects (lines 28 and 33).
After executing the code, o1 in line 29 (resp. o2 in line 34) points to object 1 (resp. 2 ) only. However, if any of the four methods of classes SyncBox and Box are analyzed context-insensitively, o1 and o2 will both imprecisely point to both objects 1 and 2 . Let us examine how this imprecision is connected to the unwrapped flow pattern.
As shown on the right-hand side of Figure 5 , similar to the direct flow in Figure 3 , two Box objects 1 and 2 (pointed to by b1 and b2, respectively) flow into the body of class SyncBox through its constructor, which acts as an In method, and then further to b in line 8. Unlike in a direct flow, the flowing-in objects 1 and 2 do not flow out of the Out method getItem of class SyncBox; instead, the two unwrapped objects 1 and 2 (respectively stored in 1 and 2 ) are the ones that flow out of this Out method. Object unwrapping (Definition 2.2) occurs in line 20, as a result of the call in line 9: the Box objects ( 1 and 2 pointed to by b) are the receiver objects of this virtual call, and this in line 20 will also point to them during pointer analysis. The load operation in line 20 lets the unwrapped objects ( 1 and 2 ) flow to it (line 20), and finally to o1 and o2 (lines 29 and 34) through consecutive method return values (line 21 → line 9 and then line 10 → lines 29 and 34). As the unwrapped objects (retrieved from the flowing-in objects) flow out of an Out method of the same class, by Definition 2.5, the green arrows (in Figure 5) form an unwrapped flow.
We can observe that objects 1 and 2 (and hence the unwrapped objects 1 and 2 they contain) are merged in the same points-to set and further propagated according to this unwrapped flow. Although the flowing-in objects do not flow out of an Out method of the same class to introduce imprecision, the unwrapped objects do, causing the receiving variables, in this case o1 and o2 (lines 29 and 34), to point to spurious objects.
Note that the program points where the unwrapped objects are stored in the flowing-in objects (lines 26ś27 and 31ś32) do not belong in the unwrapped flow, as the objects have not yet entered the In method of class SyncBox. Thus, only constructor SyncBox, method getItem (in SyncBox), and method getItem (in Box) belong in the unwrapped flow and are considered precision-critical. However, as in the explanation of the wrapped flow example in Section 2.2, if we consider In and Out methods from the point of view of class Box, its constructor, Box, will still be analyzed context-sensitively as it is part of a direct flow (together with the getItem method in Box).
Finally, some imprecision cannot be described by one pattern alone but only by combinations. Consider the example of an object W that flows into an In method, where an object O is unwrapped from W . Then O is wrapped into another wrapper object, W ′ , which flows out from an Out method of the same class. Imprecision may arise in this case, and although none of the three basic flow patterns in isolation match this flow, it is captured by a combination of unwrapped and wrapped flows. Zipper identifies not only occurrences of the three patterns but also such combinations. Our experiments (Section 4) show that the patterns and their combinations account for essentially all the imprecision that may appear in context-insensitive analysis. 
ZIPPER
This section introduces Zipper: our approach to identifying precision-critical methods based on the precision loss patterns of Section 2. Even if the patterns successfully characterize the main causes of precision loss in context-insensitive analysis, two challenges remain. First, the precision loss patterns are defined in dynamic execution terms, while Zipper has to capture the potential for these patterns using static information. Second, useful static information has to be computable from a mere context-insensitive analysis, in order to guide a context-sensitive one. That is, the potential for precision loss has to be detected from an analysis that already exhibits this loss. The Zipper approach is defined with these goals in mind, and manages to make context-sensitive pointer analysis run faster while preserving most of its precision.
We present the overview of Zipper in Section 3.1 and the concepts of object flow graphs and precision flow graphs in Sections 3.2 and 3.3, respectively.
Overview of Zipper
The goal of Zipper is to efficiently recognize the precision-critical methods in a given program. The central part of Zipper is the notion of precision flow graphs (PFGs) that allow us to express all three precision loss patterns in a uniform way, in the sense that each kind of flow can be represented by a path in a PFG. Intuitively, a PFG is much like the right-hand side graphs of Figures 3ś5, but replacing the field expressions by the abstract objects and their fields. Via the PFGs, we can convert the problem of identifying precision-critical methods to an abstract graph computation. All methods that are involved in one of the three kinds of flows can be efficiently extracted by solving a simple graph reachability problem on the PFGs.
Constructing the PFGs requires information about how objects flow in the program. We leverage the concept of object flow graphs (OFGs) [Tonella and Potrich 2005] as explained in Section 3.2. The OFG for a program allows tracing the flow of objects through local assignments, calls and returns, and field load and store operations in the program. Therefore, it can naturally express the direct flow pattern, in a static analysis that approximates the dynamic flows of objects. However, the original OFG formulation does not represent wrapped and unwrapped flows, thus we cannot directly use it to identify precision-critical methods. For this reason, we build the PFGs on top of the OFG to uniformly express all three precision loss patterns. Figure 6 shows the overall structure of Zipper, which itself contains three components: the object flow graph construction, the precision flow graph construction, and the graph reachability computation. First, a fast but imprecise context-insensitive pointer analysis is performed as a pre-analysis for Zipper. To simplify the discussion, we assume that the pre-analysis abstracts objects by their allocation-sites [Chase et al. 1990 ], but our technique also works for other object abstractions [Kanvar and Khedker 2016] . This pre-analysis provides the information for the OFG construction, in the form of a relation pt(v) that captures the points-to set for each variable v. Based on the OFG, a PFG is constructed for each class. Afterwards, Zipper computes graph reachability on each PFG to determine which methods are precision-critical. Finally, a selective context-sensitive 
where o pt (a) pointer analysis is performed, guided by Zipper's results, so that the pointer analysis applies context sensitivity to only the precision-critical methods reported by Zipper.
Object Flow Graphs
The object flow graph (OFG) of a program, as in its original form by Tonella and Potrich [2005] , is a directed graph that expresses how objects flow in the program. The nodes in the OFG represent program pointers, which can point to objects, and the edges represent basic object flow among the pointers. More precisely, the OFG contains a node for each variable in the program and for each field of each abstract object. Objects are abstracted in the same way as in the pre-analysis, as described in Section 3.1: we here assume allocation-site abstraction is being used, which is the most common choice, but the technique also works for other choices. An edge a→b in the OFG means that the objects pointed by pointer a may flow to (and also be pointed to by) pointer b.
Another way to view the OFG is that it is the subset constraint graph in an Andersen-style points-to analysis [Andersen 1994; Sridharan et al. 2013 ]. Tonella and Potrich [2005] propose to build the OFG with more precision by cloning the variables of a method for each of its receiver objects (conceptually like object sensitivity [Milanova et al. 2002 [Milanova et al. , 2005 ), so that the flow involved in different receiver objects of the same method can be distinguished. However, this is unnecessary for Zipper, since it builds the OFG based on the results of a context-insensitive analysis, and all flow queries are done at the class level instead of the object level, as explained in Section 2. Therefore, we perform no such cloning.
Due to the close connection between OFGs and Andersen-style analysis, constructing the OFG is trivial, based on the points-to relation pt(v) provided by the context-insensitive pre-analysis. Figure 7 illustrates this construction. The left-hand side of Figure 7 lists (from left to right) the four basic object flows, the related Java statements that induce the flows, and the corresponding graph edges in the OFG.
Consider the code fragment and its corresponding OFG on the right-hand side of Figure 7 . There are five statements labeled 1 ś 5 , and each statement causes an edge (with the same label) to be added to the OFG. With the OFG, the object flow information can be directly obtained simply by checking graph reachability without the need to explicitly track alias information among variables or field accesses. For example, variable e is reachable from b in the OFG, which means that the objects pointed to by b may flow to (and also be pointed to by) e.
As a result, direct flows can be expressed naturally by the paths in the OFG, however, that is not the case for wrapped and unwrapped flows. In the next section, we describe how to augment the OFG to express all three kinds of flows. 
Precision Flow Graphs and Graph Reachability
We first explain how to construct precision flow graphs (PFGs) and then how to identify precisioncritical methods by performing graph reachability on each PFG.
Precision Flow Graph Construction. As explained in Section 3.2, one OFG is built for the entire program. Since the PFGs serve to express the three kinds of precision loss patterns, which are all defined relative to a class, as explained in Section 2, we construct one PFG for each class in the program. As the OFG can already describe direct flow (Section 3.2), the task of building the PFG is to add edges that can express the other two kinds of flows: wrapped and unwrapped flows. Algorithm 1 (PfgBuilder) shows how to build PFG c for a given class c. For simplicity, we represent the PFG and the OFG by their sets of graph edges, and the graph nodes are implicitly those that appear in the edge sets.
Three sets are initialized to empty sets in line 1: the PFG edges, the set of visited nodes, and WUEdges, which denotes a set of extra edges for wrapped and unwrapped flows. As all three kinds of flows begin from the parameters of an In method (see Section 2), the algorithm starts by iterating through those methods (lines 2ś3, where In c denotes the set of In methods of the input class c).
Function Dfs (line 6) traverses the input OFG and adds the edges for wrapped and unwrapped flows. As a result, the returned PFG c (line 5) includes all the nodes that can be reached from each parameter of In methods of c, through direct, wrapped, and unwrapped flows, or combinations of these. Specifically, unwrapped and wrapped flows are handled in lines 11ś12 and lines 13ś15, respectively, by adding the corresponding edges to WUEdges. Finally, the generated PFG includes direct flows (from the OFG) and wrapped/unwrapped flows (from WUEdges) via the statements in lines 16ś17. Now let us see the details of handling wrapped and unwrapped flows.
Recall that each OFG node represents either a variable or a field of an abstract object. If node N in line 10 is a variable node N a , then for every load operation (b = a.f in line 11) that may load the (unwrapped) objects (which are stored in a field of an object pointed to by a) to variable b, we add an edge from node N a to node N b . This allows us to model unwrapped flow, as defined in Definition 2.5 and illustrated in Section 2.3.
The most intricate part of the algorithm is lines 13ś15, which handle wrapped flows. If node N in line 10 is a variable node N a , then for every store operation (b.f = a in line 13) that can store the objects (pointed to by a) in wrapper objects o pointed to by b (line 14), we add an edge from node N a to N [o] . Here we use the notation [o] to denote the variable that the abstract object o was originally assigned to when created: for example, if o is created at a statement v = new . . . then [o] is the variable v. These added edges enable tracking wrapped flow as defined in Definition 2.4 and illustrated in Section 2.2. As an example, for the object wrapping this.next = obj of line 15 in Figure 4 , pt(this) contains an abstract object created at itr = new Iterator(e) in line 8, so we add an edge from obj to itr.
Note that if (in line 15) instead of adding an edge from N a to N [o] we had added an edge from N a to N b (mirroring the handling of unwrapped flows), we would miss some flows. Conceptually, according to Definition 2.4, modeling wrapped flow requires tracking the wrapper objects (from where they are created) rather than the variable b in the store operation b.f = a (line 13). For example, in the case of Figure 4 , consider the store operation this.next = obj (line 15) where this (line 15) and itr (line 8) both point to the Iterator object created in line 8. If we added an edge from node N obj to node N this (rather than N obj to N itr ), the flow tracking from N this would not lead to the return statement (line 9) in the Out method, because the wrapped flow flows out through node N itr in this case. However, it is safe to add an edge to node N itr instead (as we do in line 15 in Algorithm 1) since the wrapper object is originally assigned to itr, so that the flow of the wrapper object is taken into account as required by Definition 2.4.
Through Algorithm 1, we can see that wrapped and unwrapped flows can be naturally expressed in the PFG by handling the store/load operations (lines 10ś15) recursively during the graph traversal. In addition, the newly added edges for wrapped and unwrapped flows build new connections with existing OFG edges that model direct flows. As a result, the generated PFG also naturally expresses combinations of all three kinds of flows. Figure 8 shows a partial PFG example for class Collection from Figure 4 . The existing OFG is constructed following the rules in Figure 7 . In Figure 8 , in the three object field nodes (C1.elem, C2.elem, and Itr.next), the abstract objects respectively denoted by C1, C2, and Itr represent the objects of classes Collection and Iterator. Node obj corresponds to N a in line 15 in Algorithm 1; the edge from node obj to node Itr.next corresponds to the store operation this.next = obj in line 15 in Figure 4 , and also the store operation b.f = a in line 13 in Algorithm 1. According to Graph Reachability on Precision Flow Graphs. We now explain how Zipper extracts the precisioncritical methods based on the PFGs. Generally, Zipper first computes all the nodes that are involved in the three kinds of flows by solving a simple graph reachability problem on the PFG, and then collects the methods that contain the nodes as the precision-critical methods.
Given a class c, each flow in the precision loss patterns corresponds to a path from a parameter node of an In method of c to a return variable node of an Out method of c in PFG c . Therefore, obtaining the statements that are involved in the flows is equivalent to computing which nodes are reachable from a parameter of an In method and can also reach a return variable of an Out method in PFG c . Since Zipper builds PFG c starting from the parameters of the In methods (lines 2ś3 in Algorithm 1), all nodes in PFG c are reachable from the In methods. Therefore, we only need to find out which nodes in PFG c can reach the return variables of Out methods of class c.
Algorithm 2 (PcmCollector) defines the collection of precision-critical methods for an input class c based on PFG c . In line 1, two sets are initialized to empty: FlowNodes denotes the set of nodes that are involved in the flows from In methods to Out methods of class c, and PCM c denotes the set of precision-critical methods for class c, i.e., the methods that contain the nodes in FlowNodes.
In lines 2ś4, PcmCollector fills FlowNodes by iterating through the return variables of all Out methods of c (denoted by Out c ) and collecting all nodes that can reach the return variables in PFG c . The function NodesCanReach used in line 4 is a standard backward graph reachability algorithm which traverses the PFG c starting from N r and returns all nodes that can reach N r on PFG c .
In lines 5ś9, PcmCollector fills PCM c . There are two kinds of nodes in PFG c that are handled differently. For a variable node N a , PcmCollector adds the method where the variable a is declared to PCM c (lines 6ś7). For an object field node N o .f , PcmCollector adds the method where the abstract object o is allocated to PCM c (lines 8ś9).
As a result, the algorithm collects the precision-critical methods for each class in a given program. With this information, Zipper can guide context-sensitive pointer analyses to apply context sensitivity only for the precision-critical methods.
The precise statements of Algorithms 1 and 2 capture the design choices of Zipper. Inferences on flow patterns are made on a per-class basis, and context sensitivity is applied on a per-method basis. It is easy to imagine applying context sensitivity at a finer granularity. That is, we could apply context sensitivity to only the variables and object fields that are involved in the flows in the precision loss patterns (i.e., the nodes stored in FlowNodes in Algorithm 2) instead of the entire containing methods. In this way, although within the same precision-critical methods, other variables and object fields that are irrelevant to precision loss patterns can be analyzed contextinsensitively, which may lead to better efficiency. For simplicity, in this paper we only consider context sensitivity at the granularity of methods, and leave the potential of more refined options for future work.
EVALUATION
In this section, we investigate the following research questions for evaluation. Vallée-Rai et al. 1999] . To investigate its effectiveness, we have integrated Zipper with Doop, a state-of-the-art whole-program pointer analysis framework for Java. Interacting with existing context-sensitive pointer analysis is simple, as Zipper's output is just a set of precision-critical methods, as shown in Figure 6 . For example, we only need to slightly modify three Datalog rules in Doop to enable Doop to apply context sensitivity to only the precision-critical methods reported by Zipper. We expect a similarly simple integration for other pointer analysis tools.
RQ1. Is
Experimental Settings. We run all experiments on a machine with an Intel Xeon (E5) 2.6GHz CPU and 48G memory. The time budget is set to 1.5 hours as in previous work [Jeong et al. 2017; Smaragdakis et al. 2014] . We evaluate Zipper using a large OpenJDK (1.6.0_24) library and 10 large Java programs: five are popular real-world applications (the first five entries in Table 1 ) and five are from the standard DaCapo 2006 benchmarks [Blackburn et al. 2006] (the last five entries in Table 1 ). We discuss the reason for this subset of the DaCapo benchmarks after introducing the metrics and analysis settings.
In RQ1, we consider a 2-object-sensitive pointer (2obj) analysis (with one context element for heap objects) [Milanova et al. 2002 [Milanova et al. , 2005 as the conventional context-sensitive pointer analysis we seek to match in terms of precision. 2obj is regarded as the most practical high-precision pointer analysis for Java [Lhoták and Hendren 2006; Smaragdakis et al. 2011; and is widely adopted in recent literature [Hassanshahi et al. 2017; Jeong et al. 2017; Scholz et al. 2016; Smaragdakis et al. , 2014 Tan et al. 2017; Thiessen and Lhoták 2017] and analysis tools, including popular static analysis frameworks for Android [Arzt et al. 2014; Gordon et al. 2015] . Relative to other k-object-sensitive analyses, 2obj is significantly more precise than 1obj Smaragdakis et al. 2011] , and 3obj does not scale for most DaCapo benchmarks [Tan et al. 2017] .
In RQ2, we compare Zipper with the introspective analysis of Smaragdakis et al. [2014] , which is the most closely related state-of-the-art analysis that employs context sensitivity only for a subset of the methods. These methods are selected by a pre-analysis according to two heuristics (the pre-analysis is also based on a fast context-insensitive pointer analysis, like Zipper), resulting in two variants of introspective analyses, IntroA and IntroB. (The naming and heuristics are from Smaragdakis et al. [2014] . The Doop integration of Zipper is using the version published for the artifact evaluation process of PLDI'14, which contains the exact setup for these algorithms, for direct comparison.) Generally, IntroA is faster but less precise than IntroB.
In the DaCapo benchmarks, 2obj fails to scale for jython and hsqldb within 1.5 hours. Zipper also cannot help scale for these two known problematic benchmarks Smaragdakis et al. 2011; Tan et al. , 2017 , as, unlike the introspective analysis of Smaragdakis et al. [2014] , Zipper is designed to keep most of the analysis precision: its precision-guided principle prevents it from further removing more contexts, since that could degrade precision. Regarding introspective analysis, IntroB also fails to scale for jython but scales for hsqldb; IntroA scales for both but only achieves precision slightly better than a context-insensitive analysis. Consequently, to provide an observable precision baseline (i.e., the most precise results achieved by 2obj), we consider the remaining five large DaCapo benchmarks for which 2obj is scalable. We will examine how Zipper performs on the smaller, trivially-scalable benchmarks in Section 4.4.
RQ1: Precision and Efficiency of Zipper-Guided Pointer Analysis
In this section, we first examine the precision and efficiency of Zipper-guided pointer analysis by comparing it with 2obj as explained above, and then show the overhead of running Zipper itself. As a conventional context-sensitive pointer analysis, to produce high precision, 2obj applies context sensitivity to each method of the program indiscriminately. This is still the mainstream context-sensitivity scheme deployed in most pointer analysis frameworks for Java [Bravenboer and Smaragdakis 2009; Naik et al. 2006; WALA 2018] ) and Android [Arzt et al. 2014; Gordon et al. 2015] . Table 1 shows the results of all analyses. Each program has five rows of data, respectively representing context-insensitive pointer analysis (ci), conventional object-sensitive pointer analysis (2obj), Zipper (zipper-2obj), and two introspective pointer analyses (introA-2obj and introB-2obj). The last two analyses will be discussed in Section 4.2.
How Much Precision of a Conventional Analysis Is Preserved by
Zipper. To measure precision, we consider four independently useful client analyses, (subsets of which) also used as the precision metrics in past literature [Jeong et al. 2017; Lhoták and Hendren 2006; Smaragdakis et al. 2014; Sridharan and Bodík 2006; Tan et al. 2017 ]: a cast-resolution analysis (metric: the number of cast operations that may fail, denoted #fail-cast), a devirtualization analysis (metric: the number of virtual call sites that cannot be disambiguated into monomorphic calls, denoted #poly-call), a method reachability analysis (metric: the number of reachable methods, denoted #reach-mtd), and a call-graph construction analysis (metric: the number of call graph edges, denoted #call-edge). These metrics should give a thorough idea of analysis precision for useful clients. The results are shown in the last four columns in Table 1 . In all cases, lower is better. Fig. 9 . Example of the no-out flow case.
Comparing Zipper with the conventional pointer analysis 2obj, we see that Zipper is able to achieve nearly identical precision as 2obj for every metric in every program. In summary, on average, 98.8% of the precision of 2obj can be preserved considering all client analyses. 1 Specifically, the average number for each client analysis is 96.8% for #fail-cast, 98.9% for #poly-call, 99.8% for #reach-mtd and 99.7% for #call-edge.
Zipper can produce such great precision because it is designed according to its precision-guided principle: all the methods that are involved in the three basic flows (direct, wrapped, and unwrapped flows), or their combinations, will be analyzed context-sensitively. Since the three flows capture the essence of value flows in Java programs where imprecision may arise through method calls (as explained in Section 2), most context-related imprecision can be discovered by Zipper. However, on average, Zipper still misses 1.2% of the precision. Although these cases are rare and it is extremely hard to enumerate all of them, it is informative to examine some of them to understand the capabilities of Zipper more comprehensively. Next, let us take two examples to illustrate some of the rare cases where Zipper loses precision.
The No-Out Flow Case. This case is observed in real code in our experiments, and we simplify the code as in Figure 9 . The InputStreamReader object (created in line 9) and the FileReader object (created in line 12) flow into the In method BufferedReader (a constructor) through parameter in (line 3). The objects are stored (line 4) and further loaded and become the receiver objects of the virtual call in.close() (line 6). The flow does not flow out through an Out method and thus the two methods in class BufferedReader are analyzed context-insensitively. As a result, the virtual call in line 6 will not be disambiguated into a monomorphic call, resulting in precision loss in the devirtualization analysis client. Note that there would be no observable (in our metrics) precision loss compared to a conventional object-sensitive analysis if the call in line 14 existed (i.e., if it were not commented out). The call site on line 6 is truly polymorphic, and can be exercised for multiple receiver objects, as the addition of line 14 demonstrates. The Parameter-Out Flow Case. A second instance where Zipper loses precision, this time made up but interesting theoretically, is shown in Figure 10 . An In method m of some class accepts two parameters input and output, and unlike any of our three precision loss patterns, there is no flow out of an Out method. Instead, the flowing-in object through input flows out through another parameter output via a store operation, output.field = input. Thus, Zipper reports m as non-precision-critical. However, if m is analyzed contextinsensitively, the flowing-in objects may be merged in the wrapper object (say w, which is pointed to by output) and imprecision would be introduced when the objects are then loaded from w outside 1 To further validate the generality of Zipper's precision-guided capability, we also compare Zipper with a 2-type-sensitive pointer analysis (2type), another key context sensitivity for Java which is less precise but faster than 2obj. On average, 99.1% of the precision of 2type is preserved by Zipper; the detailed results are shown in Table 6 in Appendix A. method m. This case is rare, since it is unusual in Java programs to modify some field of an object by calling methods such as m. In Java, such modification is usually done with a call as in the last line of the example.
How Fast Is Zipper-Guided Pointer Analysis Compared with a Conventional Analysis?
The analysis times for Zipper-guided pointer analysis and 2obj are shown in the third column in Table 1 . On average, Zipper-guided pointer analysis achieves 3.4X speedup compared with 2obj. The best case is program xalan where 2obj spends about 17 minutes while Zipper-guided analysis finishes running in well under 2 minutes (9.2X speedup). The worst case is program bloat where 2obj spends 52 minutes while Zipper-guided analysis is 7 minutes faster (1.2X speedup).
Recall that the goal of Zipper is not simply to speed up context-sensitive pointer analysis, but to do so while retaining its precision. All methods considered precision-critical are analyzed contextsensitively with the Zipper approach, even though context-insensitive analysis might be faster. This explains the bloat case: despite not seeing much efficiency improvement, high precision (98.8%) has been successfully maintained.
Zipper-2obj* for bloat. The strict precision-guided design of Zipper can be relaxed for better efficiency if some heuristics are considered. That is, among the precision-critical methods identified by Zipper, some of them can be further excluded by keeping only the highly-precision-critical methods which may cause a significant precision loss if not analyzed context-sensitively. As a proof-of-concept, to identify these highly-precision-critical methods, we simply modify Zipper by adding one more heuristic and apply the modified Zipper (named zipper-2obj* in Table 1 ) to analyze bloat as described below.
The added heuristic is that we do not consider basic flow tracking from an In method unless the flowing-in objects have a large number of different types (for this proof-of-concept experiment, we set the number to 50). As a result, the modified Zipper (zipper-2obj*) reports only 14% of the methods as highly-precision-critical (in comparison, the original Zipper reports 40% of the methods as precision-critical), and the achieved efficiency and precision is shown in the last row of Table 1 . The speedup now becomes 60.2X, which is much faster than the original 1.2X; however, as explained above, precision is accordingly hurt: 95.5% of the precision is preserved, which is less than the 98.8% achieved by the original Zipper (zipper-2obj) .
This extra experiment demonstrates that heuristic approaches can be developed on top of Zipper via its construction of precision flow graphs. How to make other precision and efficiency trade-offs by leveraging Zipper is not the focus of this paper; however, it may be interesting to explore further in future work.
Note that, as Zipper only reports on average 38% of the methods in a program as precisioncritical (see Section 4.3.1), most methods are analyzed context-insensitively, which results in memory savings compared to a conventional context-sensitive pointer analysis. Thus, Zipper is expected to be even more beneficial for memory-constrained analysis environments.
What Is the Overhead of Running
Zipper? As shown earlier, in Figure 6 , the overhead of Zipper consists of: (1) running a context-insensitive pointer analysis (ci) as Zipper's pre-analysis and (2) running Zipper itself which identifies the precision-critical methods. The analysis time of ci is given in Table 1 . On average, ci costs 52 seconds for each program. Table 2 (last row) shows the performance of Zipper itself: the average analysis time of Zipper is just 32 seconds per input program. Table 2 also lists some related metrics about program size (the number of classes) and elements of Zipper's reasoning, i.e., the number of nodes and edges of the object flow graph (OFG) per program, and the average number of nodes and edges of the precision flow graph (PFG) per class. The overhead of running Zipper is very small considering the considerable speedup it achieves for costly context-sensitive pointer analysis as shown in Table 1 .
RQ2: Zipper-Guided Pointer Analysis vs. Introspective Pointer Analyses
We next compare Zipper-guided pointer analysis with the most closely related state-of-the-art work: the two introspective analyses, IntroA and IntroB [Smaragdakis et al. 2014] , in terms of precision and efficiency.
Detailed comparison results are shown in the last three entries for each program in Table 1 . On average, IntroA preserves 74.0% and IntroB keeps 86.5% of the 2obj precision while Zipper maintains 98.8% of it. Moreover, Zipper achieves better precision than both IntroA and IntroB for all four client analyess in all the evaluated programs, with the exception of one instance (out of 80): #reach-mtd for xalan with IntroB (which is almost 7 times slower than Zipper).
As both Zipper and introspective analysis involve a pre-analysis to select the methods that will be analyzed context-sensitively in the main analysis, the efficiency comparison has two parts: the costs of their pre-analyses and the guided main analyses.
Regarding the pre-analysis, its cost consists of the time of running context-insensitive pointer analysis (for providing basic analysis information) and the time of running Zipper and introspective analysis themselves (for selecting the precision-critical methods). For the former, their costs are the same as they rely on the same context-insensitive pointer analysis provided by Doop. For the latter, for each program, on average, IntroA and IntroB spend 19 and 24 seconds, respectively, while Zipper spends 32 seconds (as shown in Section 4.1.3).
Regarding the main analysis, their results are shown in Table 1 (the third column). In summary, IntroA runs faster than Zipper in 9 out of 10 programs; this comes with no surprise given that the precision of IntroA is only slightly better than context-insensitive analysis while Zipper preserves almost all the precision of a conventional one, i.e., 2obj in our setting. Zipper runs faster than IntroB in 7 out of 10 programs (except sunflow, findbugs, and bloat) while achieving better precision than IntroB in all cases except #reach-mtd for xalan, as described above.
RQ3: Effect of Each Precision Loss Pattern
Zipper identifies precision-critical methods and guides context-sensitive pointer analysis based on the three precision loss patterns introduced in Section 2. In this section, we further evaluate Zipper by measuring the impact of each pattern. We consider four combinations of the three patterns: (1) direct flow alone (Direct), (2) direct flow and wrapped flow (Direct+Wrapped), (3) direct flow and unwrapped flow (Direct+Unwrapped) and (4) all three flows, i.e., Zipper (Direct+Wrapped+Unwrapped).
Note that, as direct flow is the basic flow on which wrapped and unwrapped flows depend (Zipper requires direct flow to track the flows of the wrapper and unwrapped objects), the above four combinations cover all reasonable combined cases of the three precision loss patterns. We first evaluate the number of precision-critical methods reported by Zipper under different flow combinations in Section 4.3.1, and then present the precision and efficiency of Zipper-guided pointer analyses with respect to the different flow combinations in Section 4.3.2.
How Many Methods Does
Zipper Consider Precision-Critical, and How Does Each Precision Loss Pattern Contribute? Figure 11 gives the numbers of precision-critical methods reported by Zipper under the different combinations of direct, wrapped, and unwrapped flow. #Reachable Methods denotes the numbers of methods that are reachable by Zipper's pre-analysis, i.e., a context-insensitive pointer analysis. Let us first focus on Direct+Wrapped+Unwrapped, which denotes the combination of all the three patterns and also represents the final results of Zipper. On average, Zipper reports that only 38% of the methods need contexts per program under Direct+Wrapped+Unwrapped. As shown in Section 4.1.1, applying context sensitivity to only this 38% of the methods is able to preserve 98.8% of the precision of conventional 2-object-sensitive pointer analysis.
In Figure 11 , we can see that Zipper reports that 22.3% of the methods need contexts under Direct, 36.4% under Direct+Wrapped, and 24.9% under Direct+Unwrapped, which shows that wrapped flow introduces significantly more precision-critical methods than unwrapped flow. Direct+Unwrapped introduces 2.6% more methods than Direct, while Direct+Wrapped+Unwrapped introduces 1.6% more methods than Direct+Wrapped. This means that some methods are involved in multiple precision loss patterns, e.g., both wrapped flow and unwrapped flow, simultaneously.
How Does Each Precision Loss Pattern Affect the Precision and Efficiency of Zipper-Guided
Pointer Analysis? We evaluate the impact of each precision loss pattern by using Zipper with different combinations of patterns to guide 2obj analysis.
Precision. To evaluate the precision of 2obj under Zipper's different elements, we focus on the #poly-call metric as it is one of the most representative metrics and also widely considered in Java pointer analysis research [Jeong et al. 2017; Lhoták and Hendren 2006; Smaragdakis et al. 2011 Smaragdakis et al. , 2014 Sridharan et al. 2005; Tan et al. 2017] . It denotes the number of virtual calls that cannot be disambiguated into monomorphic calls. Generally, a pointer analysis with better precision can disambiguate more virtual calls and reports smaller #poly-call. The direct flow pattern covers the usage of simple object flow (e.g., getter/setter methods), which is common in Java programs. However, Figure 12 shows, perhaps surprisingly, that Zipper under Direct is only slightly more precise than context-insensitive pointer analysis. These results demonstrate that only applying context sensitivity to the methods involved in direct flow is far from sufficient for achieving good precision.
When wrapped flow comes into play, the precision is improved significantly. For example, compared to Direct, Zipper under Direct+Wrapped further eliminates 683 false polymorphic calls for jpc, and this improvement is much greater than that of Direct compared to ci (89 calls). The data for other programs exhibit similar trends, which means that wrapped flow is the key to preserving the precision of conventional object-sensitivity.
Unwrapped flow is also useful for improving precision. For example, for sunflow, Zipper under Direct+Unwrapped eliminates 243 false polymorphic calls based on Direct. However, the improvements of unwrapped flow become less significant after combining with wrapped flow. For example, for sunflow, Zipper under Direct+Wrapped+Unwrapped only eliminates 13 false polymorphic calls based on Direct+Wrapped. One reason is that some precision-critical methods introduced by unwrapped flow can also be introduced by wrapped flow, as discussed in Section 4.3.1.
Efficiency. Table 3 gives the elapsed time of Zipper-guided pointer analysis under different combinations of the three precision loss patterns. Generally, when more patterns are enabled, Zipper reports more methods as precision-critical, and the corresponding guided pointer analysis run faster. For all programs, Zipper under Direct+Wrapped runs faster than Direct alone, and for 6 out of 10 programs, Zipper under Direct+Wrapped+Unwrapped runs faster than Direct+Wrapped.
These results clearly demonstrate that losing precision may also introduce performance decline. This is especially typical for context-sensitive pointer analysis, as the spurious data flow (caused by imprecision) will be replicated and propagated under different contexts, which can make the [Bodden et al. 2011 ] reflection logs) and the packed jars (to enable whole-program static analysis) from the current Doop project repository. We consider only 4 benchmarks for this experiment: xalan, avrora, batik and sunflow. Of the rest, fop, tomcat, tradesoap are not considered as their log files or packed jars are not available in the repository; lusearch, luindex and pmd are not considered, just as in DaCapo 2006, as they are trivially scalable; jython, eclipse, h2 and tradebeans are not considered as the baseline analysis (2obj) cannot finish running even in three hours (as opposed to the default 1.5 hours of our previous experiment). Table 4 shows the results for the four available DaCapo 2009 benchmarks. On average, Zipper achieves 99.5% of the precision of 2obj with a speedup of 3.0X. In addition, IntroB is both less precise and less efficient than Zipper in most cases, and IntroA runs faster but is significantly less precise than Zipper in all cases. These results are consistent with the ones for the DaCapo 2006 benchmarks and other real-world Java applications as reported in Section 4.1.
Precision for łTrivially-Scalablež Programs. We also evaluate Zipper's precision for those łtrivially-scalablež DaCapo 2006 and DaCapo 2009 benchmarks that were excluded from our earlier presentation. Although Zipper would likely not be used for such programs (since a highly-precise pointer analysis can already analyze them very fast), it is interesting to ask if it still maintains most of the precision of a highly-precise context-sensitive analysis (i.e., 2obj) for these programs. Table 5 shows the precision results of Zipper for the seven trivially-scalable DaCapo (2006 and 2009) benchmarks (note that the DaCapo 2009 benchmark suite does not contain antlr). The results demonstrate that Zipper is able to preserve most of the precision (98.3% on average) of 2obj even for those trivially-scalable programs that are outside the target domain of Zipper.
RELATED WORK
In this section, we mainly discuss related work that leverages pre-analysis to achieve good precision and efficiency balances for whole-program context-sensitive pointer analysis.
Introspective analysis [Smaragdakis et al. 2014] applies context sensitivity to a subset of the program's methods selected based on two heuristics, resulting in two introspective analyses, IntroA and IntroB, which have been compared with Zipper in Section 4.2. Like Zipper, introspective analysis first performs a cheap pre-analysis, i.e., a context-insensitive pointer analysis, to extract required information to guide the main pointer analysis. Unlike Zipper, it relies on a set of six manually-selected metrics (e.g., the cumulative size of points-to set over all local variables of each method) to define the two heuristics for determining which methods are potentially precisioncritical. As these heuristics lack a theoretical explanation of when omitting context sensitivity for a method would introduce imprecision, the precision-critical methods cannot be identified accurately by introspective analysis. As a result, as shown in Section 4.2, IntroB is less precise and less efficient than Zipper in most cases, and IntroA runs faster but is significantly less precise than Zipper in all cases. Hassanshahi et al. [2017] also leverage manually-selected metrics to define some heuristics to guide object-sensitive pointer analysis for large codebases. Their pre-analysis contains several phases that each need different metrics and heuristics. Basically, a program kernel (where a callsite-insensitive or object-sensitive pointer analysis may not be precise enough) is first extracted based on a context-insensitive pointer analysis, and then this kernel is analyzed by a fixed objectsensitive pointer analysis to determine the appropriate context depth for each selected object. Such information is finally used to guide a selective object-sensitive pointer analysis, which has been demonstrated to work well for the OpenJDK library [Hassanshahi et al. 2017] . However, unlike introspective analysis [Smaragdakis et al. 2014] and Zipper, the overhead of their pre-analysis is uncertain, as it is sensitive to the complexity of the extracted kernel, which further depends on various threshold values given by the user before the pre-analysis.
Different from introspective analysis and the approach by Hassanshahi et al. [2017] , Zipper does not rely on any inputs (i.e., various threshold values needed by heuristics) provided by users. Instead, Zipper's precision-guided principle enables it to identify the precision-critical methods by exploiting the precision loss patterns only from the programs themselves. As a result, Zipper can exhibit more stable analysis results.
Metrics and heuristics can be selected and defined manually, as in the above approaches [Hassanshahi et al. 2017; Smaragdakis et al. 2014] , or can be learned from machine learning techniques, as in the two pieces of work we describe next. Wei and Ryder [2015] introduce an adaptive context-sensitive analysis for JavaScript. Some user-specific method features are first extracted from an inexpensive pre-analysis, and a machine learning algorithm is then applied to obtain the relationship between these method features and the potential context-sensitivity candidates. The relationship is expressed as a decision tree, which is further manually adjusted (based on domain knowledge) to produce certain heuristics. Guided by these heuristics, different methods are finally analyzed with different context sensitivity.
Jeong et al.
[2017] present a data-driven approach to guiding context-sensitive analysis for Java. Unlike introspective analysis and Zipper, where for each method, context sensitivity is either applied or not, the data-driven analysis assigns each method an appropriate context length including zero (i.e., context insensitivity). By appropriately applying context sensitivity with deeper context for only a subset of the methods, more efficient context-sensitive analysis can be achieved with good precision. To assign an appropriate context length for each method, 25 metrics (atomic features) are selected, and, based on these metrics, a machine learning approach is used to learn heuristics. However, unlike Zipper's lightweight pre-analysis, the learning phase is heavy and costs 54 hours in Jeong et al. 's experimental setting. Still, the learned heuristics can help the main analysis scale for even some trouble programs (e.g., jython) with good precision [Jeong et al. 2017] . One reason that may contribute to the beneficial effect of the learned heuristics is that the training programs and the testing programs partly share the same Java library code.
Generally, machine learning approaches are sensitive to the training process on the selected input programs, and the learned results are usually difficult to explain, e.g., why the learning algorithm considers method A rather than B as precision-critical. Differently, Zipper is a principled approach derived from the insight of exploiting the precision loss patterns inherent in a program; thus its guiding is interpretable and its guided results are tractable, resulting in more uniform and stable effectiveness achieved.
The Bean approach by is also based on a pre-analysis. Conventional contextsensitivity uses consecutive context elements for each context, whereas Bean identifies and skips context elements that are useless for improving the precision. As a result, more space is saved and, thus, more precision-useful context elements can be added to distinguish more contexts, making the pointer analysis more precise with a small efficiency overhead. Instead of improving precision by sacrificing some efficiency, Zipper makes a context-sensitive pointer analysis run faster while preserving essentially all of its precision.
Scaler [Li et al. 2018 ] achieves scalable context-sensitive points-to analysis by considering the relationship between scalability and memory size. It leverages the object allocation graph (OAG) proposed by , to efficiently estimate the amount of context-sensitive points-to information that would be needed for each method. Then, given a threshold related to the available memory size, Scaler selects an appropriate context-sensitivity variant for each method so that the total amount of points-to information is bounded. As a result, Scaler utilizes the available space to provide scalability while maximizing precision. Unlike Zipper which prioritizes precision, Scaler is a scalability-first approach. The two techniques can be combined, using Scaler to estimate the context-sensitive points-to information only for the precision-critical methods identified by Zipper.
Based on a cheap pre-analysis, Tan et al. [2017] present Mahjong, a heap abstraction for pointer analysis of Java, which enables allocation-site-based pointer analysis to run significantly faster while achieving almost the same precision for type-dependent clients, such as call graph construction. Differently, Zipper works for general pointer analysis, including alias analysis (i.e., not just typedependent clients), which cannot be handled effectively by Mahjong.
Bean and Scaler [Li et al. 2018 ] leverage object allocation graphs (OAGs), and Mahjong [Tan et al. 2017 ] exploits field points-to graphs (FPGs), in a pre-analysis to extract necessary information to guide a later main analysis. Similarly, in Zipper, we introduce precision flow graphs (PFGs) to express the three kinds of value flow patterns (Section 2) and identify the precision-critical methods by solving a graph reachability problem on the PFG (Section 3.3). OAGs and FPGs cannot express value flow information and are therefore conceptually different from PFGs. However, other graphs, conceptually similar to PFGs, are used in pointer analysis, as briefly discussed next. Li et al. [2011] leverage value flow graphs (VFGs) to accelerate pointer analysis for C/C++ programs. VFGs are also designed to express value flow information but they have two key differences from PFGs. First, they represent pointer information differently, e.g., dereferencing a pointer in C/C++ does not involve a field reference. Second, VFGs cannot express wrapped/unwrapped flows.
Pointer assignment graphs (PAGs) are used as the representation of the analyzed program in Java pointer analysis [Lhoták and Hendren 2003] . A field reference node in a PAG is a field dereference on a variable while an object field node in a PFG is a field dereference on the object pointed to by a variable. Thus, unlike PFGs, the value flow through load/store operations is not connected in PAGs, e.g., given statements p.f = a and b = q.f, there is no path from a to b in the PAG even if variables p and q point to the same object. Therefore, unlike PFGs, PAGs cannot express the flow of objects in a program directly.
Recent research has produced efficient demand-driven pointer analyses (e.g., [Späth et al. 2016; Wang et al. 2017] ). A demand-driven analysis typically only computes points-to information for program points that may affect a particular site of interest for specific clients. Differently, the Zipper analysis and other whole-program pointer analyses [Hassanshahi et al. 2017; Jeong et al. 2017; Smaragdakis et al. 2014; Tan et al. , 2017 compute points-to information for all sites, thereby providing information for all possible clients.
CONCLUSION
Context sensitivity is an important technique for ensuring high precision in pointer analysis for Java. Previous work has shown that it is beneficial to apply context sensitivity selectively, instead of uniformly for all methods, as conventionally done. In this paper, we have presented Zipper: a principled approach to identifying precision-critical methods, with a focus on keeping as much precision as possible compared to a conventional analysis.
The conceptual contribution of this work consists of the three basic patterns of value flows (direct, wrapped, and unwrapped flows) that explain where and how most imprecision is introduced in a context-insensitive pointer analysis, together with the concept of precision flow graphs that concisely model the relevant value flow. The practical contribution consists of the implementation and experiments, which demonstrate the effectiveness of the technique on real-world Java programs. The experimental results show that the three precision loss patterns successfully capture the vast majority of the methods that benefit from context sensitivity, and as a result, we obtain a significant analysis speedup while retaining essentially all of the precision of conventional context-sensitive pointer analysis. Zipper is conceptually simple and easy to integrate with existing pointer analysis tools.
For future work, it is interesting to further explore the opportunities for relaxing the precisionguided principle (as suggested in Section 4.1.2), and to use the Zipper approach at a more fine-grained level, on variables and object fields instead of methods (as mentioned in Section 3.3).
