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1 Introduction
Let X be a time-homogeneous Markov process. Hunt’s hypothesis (H) says that “every semipolar
set of X is polar”. This hypothesis plays a crucial role in the potential theory of (dual) Markov
processes. To illustrate its importance, let us recall some potential-theoretic principles.
Suppose that E is a locally compact space with a countable base. Let (X,P x) and (Xˆ, Pˆ x) be
a pair of dual standard Markov processes on E as described in Blumenthal and Getoor [2, VI].
Denote by Bn the family of all nearly Borel measurable subsets of E. For D ⊂ E, we define the
first hitting time of D by
σD := inf{t > 0 : Xt ∈ D}.
A set D ⊂ E is called polar (respectively, essentially polar) if there exists a set C ∈ Bn such that
D ⊂ C and P x(σC < ∞) = 0 for every x ∈ E (respectively, almost every x ∈ E with respect
to the reference measure). D is called a thin set if there exists a set C ∈ Bn such that D ⊂ C
and P x(σC = 0) = 0 for every x ∈ E. D is called semipolar if D ⊂
⋃∞
n=1Dn for some thin sets
{Dn}∞n=1.
Denote by Ex the expectation with respect to P x. Let α > 0. A finite α-excessive function f
on E is called a regular potential provided that Ex{e−αTnf(XTn)} → Ex{e−αTf(XT )} for x ∈ E
whenever {Tn} is an increasing sequence of stopping times with limit T . Denote by (Uα)α>0 the
resolvent operators for X .
• Bounded positivity principle (P ∗α): If ν is a finite signed measure such that Uαν is
bounded, then νUαν ≥ 0, where νUαν := ∫
E
Uαν(x)ν(dx).
• Bounded energy principle (E∗α): If ν is a finite measure with compact support such that
Uαν is bounded, then ν does not charge semipolar sets.
• Bounded maximum principle (M∗α): If ν is a finite measure with compact support K
such that Uαν is bounded, then sup{Uαν(x) : x ∈ E} = sup{Uαν(x) : x ∈ K}.
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• Bounded regularity principle (R∗α): If ν is a finite measure with compact support such
that Uαν is bounded, then Uαν is regular.
• Polarity principle (Hunt’s hypothesis (H)): Every semipolar set is polar.
Proposition 1.1 Assume that all 1-excessive (equivalently, all α-excessive, α > 0) functions are
lower semicontinuous. Then
(P ∗α)⇔ (E∗α)⇔ (M∗α)⇔ (R∗α)⇔ (H).
Proof. (R∗α) ⇔ (H) is proved in Blumenthal and Getoor [2] and (M∗α) ⇔ (H) is proved in
Blumenthal and Getoor [3]. (P ∗α) ⇒ (M∗α) is proved in Rao [21] and (M∗α) ⇒ (P ∗α) is proved
in Fitzsimmons [5]. By [3, Propsition (2.1)], (E∗α) ⇒ (M∗α). By [3, Proposition (5.1)] and the
equivalence of (M∗α) and (H), (M
∗
α)⇒ (E∗α).
Hunt’s hypothesis (H) is also equivalent to some other important properties of Markov pro-
cesses. For example, Blumenthal and Getoor [3, Proposition (4.1)] and Glover [10, Theorem (2.2)]
showed that (H) holds if and only if the fine and cofine topologies differ by polar sets; Fitzsimmons
and Kanda [7] showed that (H) is equivalent to the dichotomy of capacity.
In spite of its importance, (H) has been verified only in some special situations. Some forty
years ago, Getoor conjectured that essentially all Le´vy processes satisfy (H).
From now on we let (Ω,F , P ) be a probability space and X = (Xt)t≥0 be an Rn-valued Le´vy
process on (Ω,F , P ) with Le´vy-Khintchine exponent ψ, i.e.,
E[exp{i〈z,Xt〉}] = exp{−tψ(z)}, z ∈ Rn, t ≥ 0,
where E denotes the expectation with respect to P and 〈·, ·〉 denotes the Euclidean inner product
of Rn. The classical Le´vy-Khintchine formula tells us that
ψ(z) = i〈a, z〉 + 1
2
〈z, Qz〉 +
∫
Rn
(
1− ei〈z,x〉 + i〈z, x〉1{|x|<1}
)
µ(dx),
where a ∈ Rn, Q is a symmetric nonnegative definite n×n matrix, and µ is a measure (called the
Le´vy measure) on Rn\{0} satisfying ∫
Rn\{0}(1 ∧ |x|2)µ(dx) < ∞. Hereafter, we use Re(ψ) and
Im(ψ) to denote the real and imaginary parts of ψ, respectively, and use (a,Q, µ) to denote ψ.
Let us recall some important results obtained so far for Getoor’s conjecture. When n = 1,
Kesten [18] (cf. also Bretagnolle [4]) showed that if X is not a compound Poisson process, then
every {x} is non-polar if and only if∫ ∞
0
Re([1 + ψ(z)]−1)dz <∞.
Port and Stone [20] proved that for the asymmetric Cauchy process on the line every x is regular
for {x}, and thus (H) holds in this case. Further, Blumenthal and Getoor [3] showed that all
stable processes with index α ∈ (0, 2) on the line satisfy (H).
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Kanda [16] and Forst [8] proved that (H) holds if X has bounded continuous transition den-
sities (with respect to the Lebesgue measure dx) and the Le´vy-Khintchine exponent ψ satisfies
|Im(ψ)| ≤ M(1 + Re(ψ)) for some positive constant M . Rao [21] gave a short proof of the
Kanda-Forst theorem under the weaker condition that X has resolvent densities. In particular,
for n ≥ 1, all stable processes with index α 6= 1 satisfy (H). Kanda [17] proved that (H) holds
for stable processes on Rn with index α = 1 if we assume that the linear term vanishes. Sil-
verstein [23] extended the Kanda-Forst condition to the non-symmetric Dirichlet forms setting,
Fitzsimmons [6] extended it to the semi-Dirichlet forms setting and Han et al. [12] extended
it to the positivity-preserving forms setting. Glover and Rao [11] proved that α-subordinates of
general Hunt processes satisfy (H) (cf. Theorem 3.1 below). Rao [22] proved that if all 1-excessive
functions of X are lower semicontinuous and |Im(ψ)| ≤ (1 + Re(ψ))f(1 + Re(ψ)), where f is an
increasing function on [1,∞) such that ∫∞
N
(λf(λ))−1dλ = ∞ for every N ≥ 1, then X satisfies
(H).
Let X be a Le´vy process on Rn with Le´vy-Khintchine exponent (a,Q, µ). In [15], we showed
that if Q is non-degenerate then X satisfies (H); if Q is degenerate then, under the assumption
that µ(Rn\√QRn) <∞, X satisfies (H) if and only if the equation√
Qy = −a−
∫
{x∈Rn\√QRn: |x|<1}
xµ(dx)
has at least one solution y ∈ Rn. We also showed that if X is a subordinator and satisfies (H)
then its drift coefficient must be 0.
In this paper, we will continue to explore (H) for Le´vy processes. The rest of the paper is
organized as follows. In Section 2, we present a comparison result on Le´vy processes which shows
that big jumps have no effect on the validity of (H) in some sense. Based on this result and
the Kanda-Forst-Rao theorem, in Section 3, we give examples of subordinators satisfying (H). In
Section 4, we give a new necessary and sufficient condition for (H) and obtain an extended Kanda-
Forst-Rao theorem. By virtue of this theorem, we give a new class of Le´vy processes satisfying
(H). In section 5, we construct a type of subordinators that does not satisfy Rao’s condition. To
the best of our knowledge, no existing criteria can be applied to this example. It suggests that
maybe new ideas and methods are needed in order to completely solve Getoor’s conjecture even
for the case of subordinators.
2 A comparison result on Le´vy processes
In this section, we prove a comparison result on Le´vy processes which implies that big jumps
have no effect on the validity of (H) in some sense.
Let X be a Le´vy process on Rn with Le´vy-Khintchine exponent (a,Q, µ). Suppose that µ1 is
a finite measure on Rn\{0} such that µ1 ≤ µ. Denote µ2 := µ− µ1 and let X ′ be a Le´vy process
on Rn with Le´vy-Khintchine exponent (a′, Q, µ2), where
a′ := a+
∫
{|x|<1}
xµ1(dx).
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Theorem 2.1 Let X and X ′ be Le´vy processes defined as above. Then
(i) they have same semipolar sets.
(ii) they have same essentially polar sets.
(iii) if both X and X ′ have resolvent densities, then X satisfies (H) if and only if X ′ satisfies
(H).
Proof. Denote by ψ and ψ′ the Le´vy-Khintchine exponents of X and X ′, respectively. Then,
ψ′(z) = i〈a′, z〉 + 1
2
〈z, Qz〉 +
∫
Rn
(
1− ei〈z,x〉 + i〈z, x〉1{|x|<1}
)
µ2(dx),
ψ(z) = i〈a, z〉+ 1
2
〈z, Qz〉 +
∫
Rn
(
1− ei〈z,x〉 + i〈z, x〉1{|x|<1}
)
µ(dx)
= ψ′(z) +
∫
Rn
(
1− ei〈z,x〉)µ1(dx). (2.1)
(i) Suppose that Y is a compound Poisson process with Le´vy measure µ1 and is independent
of X ′. By (2.1), X has the same law as that of X ′ + Y . Let T1 be the first jumping time of Y .
Then T1 possesses an exponential distribution and thus P (T1 > 0) = 1. Hence, for any set A and
any point x ∈ Rn, x is a regular point of A relative to X if and only if it is a regular point of A
relative to X ′. Therefore X and X ′ have same semipolar sets.
(ii) Set C := µ1(R
n\{0}). By (2.1), we get
Reψ′(z) ≤ Reψ(z) ≤ Reψ′(z) + C (2.2)
and
|Imψ(z)| ≤ |Imψ′(z)| + C, |Imψ′(z)| ≤ |Imψ(z)|+ C. (2.3)
For λ > 0, we have
Re
(
1
λ+ ψ(z)
)
=
λ+ Reψ(z)
(λ+ Reψ(z))2 + (Imψ(z))2
, (2.4)
Re
(
1
λ+ ψ′(z)
)
=
λ+ Reψ′(z)
(λ+ Reψ′(z))2 + (Imψ′(z))2
. (2.5)
By (2.2) and (2.3), we find that if λ ≥ √2C then
λ+ Reψ(z)
(λ+ Reψ(z))2 + (Imψ(z))2
≥ λ+ Reψ
′(z)
(λ+ Reψ′(z) + C)2 + (|Imψ′(z)| + C)2
≥ λ+ Reψ
′(z)
2[(λ+ Reψ′(z))2 + 2C2 + (Imψ′(z)2]
≥ 1
4
λ+ Reψ′(z)
(λ+ Reψ′(z))2 + (Imψ′(z))2
. (2.6)
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Similar to (2.6), we find that if λ ≥ 2C then
λ+ Reψ′(z)
(λ+ Reψ′(z))2 + (Imψ′(z))2
≥ λ+ Reψ(z)− C
(λ+ Reψ(z))2 + (|Imψ(z)|+ C)2
≥
1
2
λ+ Reψ(z)
(λ+ Reψ(z))2 + 2C2 + 2(Imψ(z))2
≥ 1
4
λ+ Reψ(z)
(λ+ Reψ(z))2 + (Imψ(z))2
. (2.7)
By (2.4)-(2.7), we obtain that if λ ≥ 2C then for any z ∈ Rn,
1
4
Re
(
1
λ+ ψ′(z)
)
≤ Re
(
1
λ+ ψ(z)
)
≤ 4 Re
(
1
λ+ ψ′(z)
)
. (2.8)
By (2.8) and Hawkes [14, Theorem 3.3], we obtain that a set is essentially polar for X if and only
if it is essentially polar for X ′.
(iii) This is a direct consequence of (i), (ii) and [14, Theorem 2.1].
For δ > 0, we define
Bδ := {x ∈ Rn : 0 < |x| < δ}.
Corollary 2.2 Let Xδ be a Le´vy process on R
n with Le´vy-Khintchine exponent (aδ, Q, µ|Bδ),
where
aδ :=
{
a +
∫
{δ≤|x|<1} xµ(dx), if 0 < δ < 1,
a, if δ ≥ 1.
Then, all the assertions of Theorem 2.1 hold with X ′ replaced by Xδ.
Remark 2.3 If
∫
|x|≤1 |x|µ(dx) <∞, then ψ can be expressed by
ψ(z) = i〈d, z〉+ 1
2
〈z, Qz〉 +
∫
Rn
(
1− ei〈z,x〉)µ(dx),
where −d is called the drift of X. In this case, we call (d,Q, µ) the Le´vy-Khintchine exponent
of X. For δ > 0, we define Bδ and Xδ as above. Let X
′
δ be a Le´vy process on R
n with Le´vy-
Khintchine exponent (d,Q, µ|Bδ). We claim that Xδ and X ′δ have the same law and then all the
assertions of Theorem 2.1 hold with X ′ replaced by X ′δ. In fact, we have
d = a+
∫
{|x|<1}
xµ(dx). (2.9)
If 0 < δ < 1, then
aδ +
∫
{|x|<1}
xµ|Bδ(dx) =
(
a+
∫
{δ≤|x|<1}
µ(dx)
)
+
∫
{|x|<δ}
xµ(dx) = d; (2.10)
if δ ≥ 1, then
aδ +
∫
{|x|<1}
xµ|Bδ(dx) = a+
∫
{|x|<1}
xµ(dx) = d. (2.11)
By (2.9)-(2.11), we know that Xδ and X
′
δ have the same Le´vy-Khintchine exponent (d,Q, µ|Bδ)
and thus have the same law.
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3 Examples of subordinators satisfying (H)
In this section, we will present new examples of subordinators satisfying (H) by virtue of the
comparison result given in Section 2 and the Kanda-Forst-Rao theorem. To the best of our
knowledge, which subordinators satisfy (H) is unknown in general. To appreciate the importance
of the validity of (H) for subordinators, let us recall the following remarkable result of Glover and
Rao.
Theorem 3.1 (Glover and Rao [11]) Let (Xt)t≥0 be a standard process on a locally compact space
with a countable base and (Tt)t≥0 be an independent subordinator satisfying Hunt’s hypothesis (H).
Then (XTt)t≥0 satisfies (H).
Let X be a subordinator. Then, its Le´vy-Khintchine exponent ψ can be expressed by
ψ(z) = −idz +
∫
(0,∞)
(
1− eizx)µ(dx), z ∈ R,
where d ≥ 0 (called the drift coefficient) and µ satisfies ∫
(0,∞)(1 ∧ x)µ(dx) <∞. In [15], we have
proved the following result.
Proposition 3.2 If X is a subordinator and satisfies (H), then d = 0.
By Proposition 3.2, when we consider (H) for subordinators, we may concentrate on the case
that d = 0. Hereafter we use c1, c2, . . . to denote constants whose values can change from one
appearance to another.
3.1 Special subordinators
Let X be a subordinator. Recall that the potential measure U of X is defined by
U(A) = E
[∫ ∞
0
1{Xt∈A}dt
]
, A ⊂ [0,∞).
For α > 0, the α-potential measure Uα of X is defined by
Uα(A) = E
[∫ ∞
0
e−αt1{Xt∈A}dt
]
, A ⊂ [0,∞).
X is called a special subordinator if U |(0,∞) has a decreasing density with respect to the
Lebesgue measure.
Theorem 3.3 Let X be a special subordinator. Then X satisfies (H) if and only if d = 0.
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Proof. By Proposition 3.2, we need only prove the sufficiency. Suppose that d = 0. If µ is a
finite measure, then X is a compound Poisson process and thus satisfies (H).
Now we consider the case that µ is an infinite measure. By Bretagnolle [4, Theorem 8], X does
not hit points, i.e., any single point set {x} is a polar set ofX , which together with the assumption
that U |(0,∞) has a decreasing density with respect to the Lebesgue measure, implies that U |[0,∞)
has a density with respect to the Lebesgue measure. Since for any α > 0, Uα(·) ≤ U(·), we obtain
that for any α ≥ 0, Uα is absolutely continuous with respect to the Lebesgue measure. Then
by Hawkes [14, theorem 2.1], we know that for any α ≥ 0, all α-excessive functions are lower
semicontinuous. Therefore, by the fact that X does not hit points and Blumenthal and Getoor
[3, Proposition (5.1), Theorem (5.3)], following the same argument for stable subordinators [3,
page 140], we obtain that X satisfies (H).
3.2 Locally quasi-stable subordinators
Let S be a stable subordinator of index α, 0 < α < 1. Then, its Le´vy-Khintchine exponent ψS
has the form
ψS(z) = c|z|α(1− i sgn(z) tan(piα/2)), z ∈ (−∞,∞),
where c > 0. Its Le´vy measure µS is absolutely continuous with respect to the Lebesgue measure
dx and can be expressed by
µS(dx) =
{
c+x−α−1dx, if x > 0,
0, if x ≤ 0, (3.1)
where c+ > 0.
Definition 3.4 Let X be a subordinator with drift 0 and Le´vy measure µ. We call X a locally
quasi-stable subordinator if there exist a stable subordinator S with Le´vy measure µS, positive
constants c1, c2, δ, and finite measures µ1 and µ2 on (0, δ) such that
c1µS − µ1 ≤ µ ≤ c2µS + µ2 on (0, δ).
Proposition 3.5 Any locally quasi-stable subordinator satisfies (H).
Proof. Let X,S, µ1, µ2 and δ be as in Definition 3.4. By Theorem 2.1 and Remark 2.3, we assume
without loss of generality that µ|[δ,∞) = 0 and µ1 = 0. Denote by ψ and ψS the Le´vy-Khintchine
exponents of X and S, respectively. Let µS be as in (3.1). Then
Reψ(z) =
∫ ∞
0
(1− cos(zx))µ(dx)
≥ c1
∫ δ
0
(1− cos(zx))µS(dx)
= c1
(∫ ∞
0
(1− cos(zx))µS(dx)−
∫ ∞
δ
(1− cos(zx))µS(dx)
)
= c1ReψS(z)−K1
= c′|z|α −K1, (3.2)
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where c1, c
′, K1 are positive constants.
|Imψ(z)| ≤
∫ ∞
0
| sin(zx)|µ(dx)
≤ c2
∫ δ
0
| sin(zx)|µS(dx)
= c2
∫ ∞
0
| sin(zx)|µS(dx)− c2
∫ ∞
δ
| sin(zx)|µS(dx)
≤ c2c
{∫ 1/|z|
0
| sin(zx)|x−1−αdx+
∫ ∞
1/|z|
| sin(zx)|x−1−αdx
}
+K2
≤ c2c
{
|z|
∫ 1/|z|
0
x−αdx+
∫ ∞
1/|z|
x−1−αdx
}
+K2
= c′′|z|α +K2, (3.3)
where c2, c
′′, K2 are positive constants. By (3.2) and (3.3) we know that the Kanda-Forst condition
holds for ψ. By (3.2) and Hartman and Wintner [13], we know that X has bounded continuous
transition densities. Therefore, X satisfies (H) by the Kanda-Forst theorem.
Corollary 3.6 Let ϕ be a Le´vy-Khintchine exponent and µ be a Le´vy measure of some special
subordinator with drift 0 or some locally quasi-stable subordinator. Then, the Le´vy process with
Le´vy-Khintchine exponent
Φ(z) :=
∫
(0,∞)
(
1− e−ϕ(z)x)µ(dx) (3.4)
satisfies (H).
Proof. Let X be a Le´vy process with Le´vy-Khintchine exponent ϕ and (Tt)t≥0 be a subordinator
with drift 0 and Le´vy measure µ, which is independent of X . Then Yt := XTt has the Le´vy
exponent Φ defined by (3.4). Therefore, by Theorem 3.1, Theorem 3.3 and Proposition 3.5, we
obtain that Y satisfies (H).
3.3 Further examples
In this subsection, we give further examples of subordinators satisfying (H) by virtue of the
comparison result given in Section 2 and the following theorem of Rao.
Theorem 3.7 (Rao [22]) Let X be a Le´vy process such that all 1-excessive functions are lower
semicontinuous. Suppose there is an increasing function f on [1,∞) such that ∫∞
N
(λf(λ))−1dλ =
∞ for any N ≥ 1 and |1 + ψ| ≤ (1 + Re(ψ))f(1 + Re(ψ)). Then (H) holds.
9
Let 0 < α < 1 and 0 < δ < 1. We define
µT (dx) :=
1
− log(x)x1+αdx, 0 < x < δ
and
µV (dx) =
− log(x)
x1+α
dx, 0 < x < δ.
Let X be a subordinator with drift 0 and Le´vy measure µ.
(i) If c1µT − µ1 ≤ µ ≤ c2µS + µ2 on (0, δ) for some positive constants c1, c2 and finite measures
µ1, µ2 on (0, δ), then X satisfies (H).
In fact, by Theorem 2.1 and Remark 2.3, we may assume without loss of generality that
µ|[δ,∞) = 0 and µ1 = 0. For any z ∈ R with |z| > 1, we have
Reψ(z) =
∫ ∞
0
(1− cos(zx))µ(dx)
≥ c1
∫ δ
0
(1− cos(zx))µT (dx)
= c1
∫ ∞
0
(1− cos(zx))µT (dx)− c1
∫ ∞
δ
(1− cos(zx))µT (dx)
≥ c1
∫ 1/|z|
1/2|z|
(1− cos(zx)) 1− log(x)x1+α dx−K3
≥ c′1z2
∫ 1/|z|
1/2|z|
x2
− log(x)x1+αdx−K3
≥ c′1
z2
log(2|z|)
∫ 1/|z|
1/2|z|
x2
x1+α
dx−K3
= c1
′′ |z|α
log(2|z|) −K3, (3.5)
where c′1, c
′′
2, K3 are positive constants. By (3.3) and (3.5), we obtain that |Imψ(z)| ≤ c∗(1 +
Reψ(z)) log(1 + Reψ(z)) for some positive constant c∗. By Hartman and Wintner [13] and (3.5),
we know that X has bounded continuous transition densities. Therefore, X satisfies (H) by
Theorem 3.7.
(ii) If c1µS − µ1 ≤ µ ≤ c2µV + µ2 on (0, δ) for some positive constants c1, c2 and finite measures
µ1, µ2 on (0, δ), then X satisfies (H).
In fact, by Theorem 2.1 and Remark 2.3, we may assume without loss of generality that
µ|[δ,∞) = 0 and µ1 = 0. For any z ∈ R with |z| > 1/δ, we have
|Imψ(z)| ≤
∫ ∞
0
| sin(zx)|µ(dx)
≤ c2
∫ δ
0
| sin(zx)|µV (dx) +K4
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≤ c2
{∫ 1/|z|
0
| sin(zx)|− log(x)
x1+α
dx+
∫ δ
1/|z|
| sin(zx)|− log(x)
x1+α
dx
}
+K4
≤ c′2
{
|z|
∫ 1/|z|
0
− log(x)
xα
dx+ log(|z|)
∫ ∞
1/|z|
x−1−αdx
}
+K4
≤ c′′2
{
|z|
∫ 1/|z|
0
−(1− α) log(x)− 1
xα
dx+ |z|α log(|z|)
}
+K4
= 2c
′′
2 |z|α log(|z|) +K4, (3.6)
where c′2, c
′′
2, K4 are positive constants. By (3.2) and (3.6), we obtain that |Imψ(z)| ≤ c∗∗Reψ(z)
log(Reψ(z)) for some positive constant c∗∗. By (3.2) and Hartman and Wintner [13], we know
that X has bounded continuous transition densities. Therefore, X satisfies (H) by Theorem 3.7.
4 A new necessary and sufficient condition for (H) and an
extended Kanda-Forst-Rao theorem
Let X be a Le´vy process on Rn. From now on we assume that all 1-excessive functions are lower
semicontinuous, equivalently, X has resolvent densities. Define
A := 1 + Re(ψ), B := |1 + ψ|.
Theorem 4.1 (Rao [22]) Let ν be a finite measure of finite 1-energy, i.e.,∫
Rn
B−2(z)A(z)|νˆ(z)|2dz <∞.
Then
lim
λ→∞
∫
Rn
|νˆ(z)|2(λ+ Reψ(z))|λ+ ψ(z)|−2dz (4.1)
exists. The limit is zero if and only if U1ν is regular.
Based on Theorems 4.1 and 3.7, we can prove the following result.
Lemma 4.2 Let ν be a finite measure of finite 1-energy and f be an increasing function on [1,∞)
such that
∫∞
N
(λf(λ))−1dλ =∞ for some N ≥ 1. Then U1ν is regular if and only if
lim
λ→∞
∞∑
k=1
∫
{B(z)>A(z)f(A(z)), k≤ |Imψ(z)|
A(z)
<k+1, A(z)≤λ<(k+1)|Imψ(z)|}
λ
λ2 + (Imψ(z))2
|νˆ(z)|2dz = 0.
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Proof. Since f is an increasing function on [1,∞), ∫∞
N
(λf(λ))−1dλ =∞ for some N ≥ 1 if and
only if
∫∞
N
(λf(λ))−1dλ = ∞ for any N ≥ 1. From the proof of Theorem 3.7 (see Rao [22]), we
know that the limit
lim
λ→∞
∫
A(z)≤λ
λ
λ2 +B2(z)
|νˆ(z)|2dz (4.2)
exists and equals the limit in (4.1). We now show that the limit in (4.2) equals 0 if and only if
lim
λ→∞
∫
{A(z)≤λ,B(z)>A(z)f(A(z))}
λ
λ2 +B2(z)
|νˆ(z)|2dz = 0. (4.3)
To this end, we need only show that (4.3) implies that
lim
λ→∞
∫
A(z)≤λ
λ
λ2 +B2(z)
|νˆ(z)|2dz = 0. (4.4)
Suppose that (4.3) holds. Then, the limit
lim
λ→∞
∫
{A(z)≤λ,B(z)≤A(z)f(A(z))}
λ
λ2 +B2(z)
|νˆ(z)|2dz
exists since the limit in (4.2) always exists. Note that∫ ∞
1
λ−1f(λ)−1dλ
∫
{A(z)≤λ,B(z)≤A(z)f(A(z))}
λ(λ2 +B2(z))−1|νˆ(z)|2dz
=
∫
{B(z)≤A(z)f(A(z))}
|νˆ(z)|2dz
∫ ∞
A(z)
[f(λ)(λ2 +B2(z))]−1dλ
≤ pi
2
∫
{B(z)≤A(z)f(A(z))}
[B(z)f(A(z))]−1|νˆ(z)|2dz
≤ pi
2
∫
Rd
B−2(z)A(z)|νˆ(z)|2dz
< ∞.
Since
∫∞
1
λ−1f(λ)−1dλ =∞,
lim
λ→∞
∫
{A(z)≤λ,B(z)≤A(z)f(A(z))}
λ
λ2 +B2(z)
|νˆ(z)|2dz = 0.
Therefore, (4.4) holds by (4.3).
For each k ∈ N, we have
1{k≤ |Imψ(z)|
A(z)
<k+1, λ≥(k+1)|Imψ(z)|}
λ
λ2 + (Imψ(z))2
|νˆ(z)|2
≤ 1{k≤ |Imψ(z)|
A(z)
<k+1, λ≥(k+1)|Imψ(z)|}
1
λ
|νˆ(z)|2
≤ 1
k + 1
1{k≤ |Imψ(z)|
A(z)
<k+1}
|νˆ(z)|2
|Imψ(z)| . (4.5)
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We assume without loss of generality that f(1) =
√
2. Note that B(z) > A(z)f(A(z)) implies
that B(z) ≤ √2|Imψ(z)|. Then, we obtain by ∫
Rn
B−2(z)A(z)|νˆ(z)|2dz <∞ that
∞∑
k=1
1
2(k + 1)
∫
{B(z)>A(z)f(A(z)), k≤ |Imψ(z)|
A(z)
<k+1}
|νˆ(z)|2
|Imψ(z)|dz <∞. (4.6)
By (4.5), (4.6) and the dominated convergence theorem, we get
lim
λ→∞
∞∑
k=1
∫
{B(z)>A(z)f(A(z)), k≤ |Imψ(z)|
A(z)
<k+1, λ≥(k+1)|Imψ(z)|}
λ
λ2 + (Imψ(z))2
|νˆ(z)|2dz = 0.
Therefore, the proof is complete by noting (4.3).
Note that if ν is a finite measure such that U1ν is bounded then ν has finite 1-energy (cf.
Rao [22, page 622]). By Lemma 4.2 and Proposition 1.1, we obtain the following necessary and
sufficient condition for (H).
Theorem 4.3 Let f be an increasing function on [1,∞) such that ∫∞
N
(λf(λ))−1dλ =∞ for some
N ≥ 1. Then (H) holds if and only if
lim
λ→∞
∞∑
k=1
∫
{B(z)>A(z)f(A(z)), k≤ |Imψ(z)|
A(z)
<k+1, A(z)≤λ<(k+1)|Imψ(z)|}
λ
λ2 + (Imψ(z))2
|νˆ(z)|2dz = 0 (4.7)
for any finite measure ν with compact support such that U1ν is bounded.
Remark 4.4 Theorem 4.3 indicates that the validity of (H) is closely related to the behavior of
ψ(z) where Im(ψ(z)) is not well controlled by Re(ψ(z)), which is possible and can be seen from
the uniform motion on R and the example given in Section 5.
By virtue of Theorem 4.3, we obtain the following result extending the Kanda-Forst-Rao
theorem on (H).
Theorem 4.5 (H) holds if the following extended Kanda-Forst-Rao condition ((EKFR) for short)
holds:
(EKFR) There are two measurable functions ψ1 and ψ2 on R
n such that Im(ψ) = ψ1 + ψ2, and
|ψ1| ≤ Af(A),∫
Rn
|ψ2(z)|
(1 + Reψ(z))2 + (Imψ(z))2
dz <∞, (4.8)
where f is an increasing function on [1,∞) such that ∫∞
N
(λf(λ))−1dλ =∞ for some N ≥ 1.
Remark 4.6 If ψ2 = 0, then the (EKFR) condition is just Rao’s condition. In particular, if
f = 1, then it is just the Kanda-Forst condition. An integrability condition similar to (4.8) has
been used in Glover [9, Theorem 3.1].
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Proof of Theorem 4.5. By Theorem 4.3, we need only show that the limit in (4.7) equals
0. We assume without loss of generality that f(1) = 1/3. Note that B(z) > 3
√
2A(z)f(A(z))
implies that |Imψ(z)| > A(z) and |Imψ(z)| > B(z)/√2, and |ψ2(z)| > 2A(z)f(A(z)) implies that
|ψ2(z)| > |Imψ(z)|/2. Then, by (4.8), the fact that A(z) ≤ c(1 + |z|2) for some positive constant
c and the dominated convergence theorem, we obtain that
∞∑
k=1
∫
{B(z)>3√2A(z)f(A(z)), k≤ |Imψ(z)|
A(z)
<k+1, A(z)≤λ<(k+1)|Imψ(z)|}
λ
λ2 + (Imψ(z))2
|νˆ(z)|2dz
≤
∞∑
k=1
∫
{|Imψ(z)|>3A(z)f(A(z)), k≤ |Imψ(z)|
A(z)
<k+1, A(z)≤λ<(k+1)|Imψ(z)|}
1
2|Imψ(z)| |νˆ(z)|
2dz
≤
∞∑
k=1
∫
{|ψ2(z)|>2A(z)f(A(z)), k≤ |Imψ(z)|A(z) <k+1, A(z)≤λ<(k+1)|Imψ(z)|}
|ψ2(z)|
|Imψ(z)|2 |νˆ(z)|
2dz
≤
∞∑
k=1
∫
{k≤ |Imψ(z)|
A(z)
<k+1, A(z)≤λ<(k+1)|Imψ(z)|}
2|ψ2(z)|
B2(z)
|νˆ(z)|2dz
≤
∞∑
k=1
∫
{k≤ |Imψ(z)|
A(z)
<k+1, λ<(k+1)2A(z)}
2|ψ2(z)|
B2(z)
|νˆ(z)|2dz
≤
∞∑
k=1
∫
{k≤ |Imψ(z)|
A(z)
<k+1, λ<c(k+1)2(1+|z|2)}
2|ψ2(z)|
B2(z)
|νˆ(z)|2dz
→ 0 as λ→∞.
The proof is complete.
In the following, we give an application of Theorem 4.5.
Theorem 4.7 Let γ > 0 and X be a Le´vy process on R satisfying
lim inf
|z|→∞
Reψ(z)
|z| logγ(|z|) > 0. (4.9)
Then X satisfies (H).
Proof. By (4.9), we get
lim
|z|→∞
Reψ(z)
log(1 + |z|) =∞.
Hence X has bounded continuous transition densities by Hartman and Wintner [13]. Let f(λ) =
log(λ) for λ ∈ [1,∞) and set ψ1(z) := 1{|Imψ(z)|≤A(z)f(A(z))}Imψ(z), ψ2(z) := 1{|Imψ(z)|>A(z)f(A(z))}Imψ(z)
for z ∈ R. Condition (4.9) implies that there exists a constant c > 0 such that
|ψ2(z)| ≥ c1{|ψ(z)|>A(z)f(A(z))}|z| log1+γ(|z|)
when |z| is sufficiently large. Therefore, (4.8) holds and the proof is complete by Theorem 4.5.
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Example 4.8 By Theorem 4.7, Theorem 2.1 and Corollary 2.2, we obtain a new class of 1-
dimensional Le´vy processes satisfying (H). Let X be a Le´vy process on R with Le´vy-Khintchine
exponent (a,Q, µ). Suppose that there exist constants γ > 0, 0 < δ < 1, c > 0, and a finite
measure µ′ on {x ∈ Rn : 0 < |x| < δ} such that
dµ ≥ c(− log(|x|))
γ
x2
dx− dµ′ on {x ∈ R : 0 < |x| < δ}.
Similar to (3.5), we can show that (4.9) holds. Then, X satisfies (H). Note that in this example
it does not matter if a or Q equals 0.
Let Y be another 1-dimensional Le´vy process which is independent of X. Theorem 4.7 implies
that the perturbed process Y +X also satisfies (H).
Remark 4.9 Blumenthal and Getoor introduced in [1] the following index β ′′ defined by
β ′′ = sup
{
τ ≥ 0 : Reψ(z)|z|τ →∞ as |z| → ∞
}
. (4.10)
Let X be a Le´vy process on R. Then, Theorem 4.7 implies that (H) holds when β ′′ > 1. This
result is also a direct consequence of the following proposition.
Proposition 4.10 Let X be a Le´vy process on R. Suppose that
lim inf
|z|→∞
|ψ(z)|
|z| log1+γ |z| > 0 (4.11)
for some constant γ > 0. Then (H) holds.
Proof. Let f ≡ 1 and set ψ1(z) := 1{|Imψ(z)|≤A(z)f(A(z))}Imψ(z), ψ2(z) := 1{|Imψ(z)|>A(z)f(A(z))}Imψ(z)
for z ∈ R. Condition (4.11) implies that
lim sup
|z|→∞
{ |ψ2(z)|
(1 + Reψ(z))2 + (Imψ(z))2
· |z| log1+γ |z|
}
<∞.
Therefore, (4.8) holds and the proof is complete by Theorem 4.5.
We remark that Proposition 4.10 can also be proved by Theorem 4.1. In fact, the limit in (4.1)
equals the limit in (4.2) and hence equals 0 by (4.11) and the dominated convergence theorem.
5 A type of subordinators that does not satisfy Rao’s con-
dition
As pointed out in Rao [22], from the proof of Theorem 3.7 it seems that the condition B ≤ Af(A)
is not far from being necessary. In this section, however, we will construct a type of subordinators
that does not satisfy Rao’s condition.
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5.1 Construction of the example
We fix an α such that 1
2
< α < 1. In the sequel, we define a function ρ on R which will be used
as the density function of a Le´vy measure µ.
First, we set n1 = 2. Define a function ρ1 on R as follows.
ρ1(x) =
1
x1+α
, if
1
2n21
< x <
1
n21
; 0, otherwise.
We define µ1(dx) = ρ1(x)dx and denote by ψ1 the Le´vy-Khintchine exponent of µ1. Then, for
z ∈ [n1
2
, 2n1], we have
Reψ1(z) =
∫ 1
0
(1− cos(zx))µ1(dx)
≤ 1
2
∫ 1/n21
1/2n21
z2x2
1
x1+α
dx
≤ 2n
2α−2
1
2− α
≤ 2 (5.1)
and
Imψ1(z) =
∫ 1
0
sin(zx)µ1(dx)
=
∫ 1/n21
1/2n21
sin(zx)µ1(dx)
≥
∫ 1/n21
1/2n21
zx
2x1+α
dx
≥ 1
8
n2α−11 . (5.2)
We increase n1 so that
1
8
n2α−11 >
6
1−α .
For any z ∈ R, we have
Reψ1(z) =
∫ 1
0
(1− cos(zx))µ1(dx) ≤
∫ 1
1/2n21
1
x1+α
dx ≤ 2
αn2α1
α
≤ 4n2α1 (5.3)
and
|Imψ1(z)| ≤
∫ 1
0
| sin(zx)|µ1(dx) ≤
∫ 1
1/2n21
1
x1+α
dx ≤ 2
αn2α1
α
≤ 4n2α1 . (5.4)
We choose an n2 ∈ N such that n22 > 2n21. We define a function ρ2 on R as follows.
ρ2(x) =
1
x1+α
, if
1
2n22
< x <
1
n22
; 0, otherwise.
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Note that there is no overlap between ρ1 and ρ2. We define µ2(dx) = ρ2(x)dx and denote by ψ2 the
Le´vy-Khintchine exponent of µ2. Then, similar to the above, we can show that for z ∈ [n22 , 2n2]
Reψ2(z) ≤ 2 and Imψ2(z) ≥ 1
8
n2α−12
(
>
6
1− α
)
. (5.5)
Note that for z ∈ [n1
2
, 2n1] we have
Reψ2(z) =
∫ 1
0
(1− cos(zx))µ2(dx)
≤ 1
2
∫ 1/n22
1/2n22
z2x2
1
x1+α
dx
≤ 2n
2
1n
2α−4
2
2− α (5.6)
and
|Imψ2(z)| ≤
∫ 1
0
| sin(zx)|µ2(dx)
≤
∫ 1/n22
1/2n22
| sin(zx)| 1
x1+α
dx
≤
∫ 1/n22
1/2n22
2n1x
1
x1+α
dx
≤ 2n1n
2α−2
2
1− α . (5.7)
We increase n2 (with n1 fixed) so that n2 ≥ n5/(2−2α)1 . By (5.6) and (5.7), we get
Reψ2(z) ≤ 2
(1− α)n41
, |Imψ2(z)| ≤ 2
(1− α)n41
, z ∈
[n1
2
, 2n1
]
. (5.8)
Then, by (5.1), (5.2) and (5.8), we obtain that for z ∈ [n1
2
, 2n1],
Reψ1(z) + Reψ2(z) ≤ 2 + 2
(1− α)n41
(5.9)
and
Imψ1(z) + Imψ2(z) ≥ 1
8
n2α−11 −
2
(1− α)n41
. (5.10)
We further increase n2 so that n2 ≥ (96)1/(2α−1)n(4+2α)/(2α−1)1 which ensures that for any z ∈ R
(cf. (5.3), (5.4) and (5.5)),
Reψ1(z) ≤ 1
3n41
Imψ2
(n2
2
)
, |Imψ1(z)| ≤ 1
3n41
Imψ2
(n2
2
)
. (5.11)
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By (5.5) and (5.11), we obtain that for z ∈ [n2
2
, 2n2],
Reψ1(z) + Reψ2(z) ≤ 1
3n41
Imψ2
(n2
2
)
+ 2 (5.12)
and
Imψ1(z) + Imψ2(z) ≥
(
1− 1
3n41
)
Imψ2
(n2
2
)
. (5.13)
Define
ϑ := max
{
5
2− 2α,
4 + 2α
2α− 1
}
. (5.14)
We can set n2 to be cn
ϑ
1 , for some positive constant c depending only on α, such that (5.9), (5.10),
(5.12) and (5.13) hold.
For any z ∈ R, we have
Reψ2(z) =
∫ 1
0
(1− cos(zx))µ2(dx) ≤
∫ 1
1/2n22
1
x1+α
dx ≤ 2
αn2α2
α
≤ 4n2α2 (5.15)
and
|Imψ2(z)| ≤
∫ 1
0
| sin(zx)|µ2(dx) ≤
∫ 1
1/2n22
1
x1+α
dx ≤ 2
αn2α2
α
≤ 4n2α2 . (5.16)
We choose an n3 ∈ N such that n32 > 2n22. We define a function ρ3 on R as follows.
ρ3(x) =
1
x1+α
, if
1
2n23
< x <
1
n23
; 0, otherwise.
Note that there is no overlap among ρ1, ρ2 and ρ3. We define µ3(dx) = ρ3(x)dx and denote
by ψ3 the Le´vy-Khintchine exponent of µ3. Then, similar to the above, we can show that for
z ∈ [n3
2
, 2n3],
Reψ3(z) ≤ 2 and Imψ3(z) ≥ 1
8
n2α−13 (5.17)
and for any z ∈ R,
Reψ3(z) ≤ 4n2α3 , |Imψ3(z)| ≤ 4n2α3 .
Similar to (5.6) and (5.7), we obtain that for z ∈ [n1
2
, 2n1],
Reψ3(z) ≤ 2n
2
1n
2α−4
3
2− α , |Imψ3(z)| ≤
2n1n
2α−2
3
1− α (5.18)
and for z ∈ [n2
2
, 2n2],
Reψ3(z) ≤ 2n
2
2n
2α−4
3
2− α , |Imψ3(z)| ≤
2n2n
2α−2
3
1− α . (5.19)
We increase n3 (with n1, n2 fixed) so that n3 ≥ n5/(2−2α)2 . By (5.18) and (5.19), we get
Reψ3(z) ≤ 2
(1− α)n42
, |Imψ3(z)| ≤ 2
(1− α)n42
, z ∈
[n1
2
, 2n1
]⋃[n2
2
, 2n2
]
. (5.20)
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Hence, by (5.9), (5.10) and (5.20), we obtain that for z ∈ [n1
2
, 2n1],
Reψ1(z) + Reψ2(z) + Reψ3(z) ≤ 2 + 2
(1− α)n41
+
2
(1− α)n42
(5.21)
and
Imψ1(z) + Imψ2(z) + Imψ3(z) ≥ 1
8
n2α−11 −
2
(1− α)n41
− 2
(1− α)n42
. (5.22)
By (5.12), (5.13), (5.20) and (5.5), we obtain that for z ∈ [n2
2
, 2n2],
Reψ1(z) + Reψ2(z) + Reψ3(z) ≤ 2
3n41
Imψ2
(n2
2
)
+ 2 +
2
(1− α)n42
(5.23)
and
Imψ1(z) + Imψ2(z) + Imψ3(z) ≥
(
1− 1
3n41
− 1
3n42
)
Imψ2
(n2
2
)
. (5.24)
We further increase n3 so that n3 ≥ (192)1/(2α−1)n(4+2α)/(2α−1)2 which ensures that for any
z ∈ R (cf. (5.3), (5.4), (5.15), (5.16) and (5.17)),
Reψ1(z),Reψ2(z), |Imψ1(z)|, |Imψ2(z)| ≤ 1
6n42
Imψ2
(n3
2
)
. (5.25)
Therefore, we obtain by (5.17) and (5.25) that for z ∈ [n3
2
, 2n3],
Reψ1(z) + Reψ2(z) + Reψ3(z) ≤ 1
3n42
Imψ3
(n3
2
)
+ 2 (5.26)
and
Imψ1(z) + Imψ2(z) + Imψ3(z) ≥
(
1− 1
3n41
− 1
3n42
)
Imψ3
(n3
2
)
. (5.27)
We set n3 to be 2
1/(2α−1)cnϑ2 , where ϑ and c are as the same as above.
Continue in this way, we define ρ4, ρ5, . . . All of these functions have no overlap and we have
estimates similar to (5.21)-(5.24), (5.26) and (5.27). Now we define
ρ =
∞∑
i=1
ρi.
One finds that µ(dx) = ρ(x)dx is the Le´vy measure of a subordinator X with the Le´vy-Khintchine
exponent
ψ =
∞∑
i=1
ψi.
Moreover, we have that for k ≥ 2,
nk = (k − 1)1/(2α−1)cnϑk−1, (5.28)
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and for z ∈ [nk
2
, 2nk],
Imψk(z) ≥ 1
8
n2α−1k , (5.29)
Reψ(z) ≤ 1
3n4k−1
Imψk
(nk
2
)
+ 2 +
2
1− α
∞∑
k=1
1
n4k
, (5.30)
and
Imψ(z) ≥
(
1− 1
3
∞∑
k=1
1
n4k
)
Imψk
(nk
2
)
. (5.31)
5.2 Discussions
In this subsection, we make discussion about the subordinators constructed in Subsection 5.1.
Below we use c1, c2, . . . to denote positive constants depending only on α.
1. By the estimates (5.30) and (5.31), we can show that Rao’s condition does not hold for the
subordinators. In fact, by (5.28), there exists a constant c1 > 1 such that
nk > c
ck1
1 , k ∈ N. (5.32)
By (5.29), (5.30) and (5.31), we find that there exist constants c2, c3, c4 > 0 such that for any
k ≥ 2,
Imψ(z)
1 + Reψ(z)
≥ c2n4k−1 ≥ c3n3/ϑk ≥ c3
(z
2
)3/ϑ
, ∀z ∈ [nk/2, 2nk]. (5.33)
Reψ(z) ≤ c4nαϑ−3k−1 , ∀z ∈ [nk/2, 2nk]. (5.34)
The estimates (5.33) and (5.34) imply that there does not exist an increasing function f on [1,∞)
satisfying
∫∞
N
(λf(λ))−1dλ =∞ for some N ≥ 1 and |1+ψ| ≤ (1 +Re(ψ))f(1 +Re(ψ)). That is,
Rao’s condition does not hold for the subordinators constructed in Subsection 5.1.
By Theorem 2.1, we can modify the Le´vy measure µ defined in Subsection 5.1 by a finite
measure and hence obtain a subordinator which does not satisfy Rao’s condition and whose Le´vy
measure µ has a smooth density ρ with respect to the Lebesgue measure on (0,∞).
2. Besides the index β ′′ (see (4.10)), Blumenthal and Getoor introduced also in [1] the indexes β
and σ defined by
β = inf
{
τ > 0 :
∫
{|x|<1}
|x|τµ(dx) <∞
}
and
σ = sup
{
τ ≤ 1 :
∫ ∞
1
xτ−1∫∞
0
(1− e−xy)µ(dy)dx <∞
}
.
From the construction of the subordinators given in Subsection 5.1, we obtain by [1, Theorem
6.1] that
σ = β = α.
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By (5.28) and (5.30) (cf. (3.3)), we get
β ′′ ≤ α− 4
ϑ
.
3. Take α = 3/4. For the subordinators constructed in Subsection 5.1, we claim that there exists
a finite signed measure dν = g1dx− g2dx with g1, g2 ∈ L1+(R; dx) such that∫
R
B−2(z)A(z)|νˆ(z)|2dz <∞ (5.35)
but
lim
λ→∞
∫
R
|νˆ(z)|2(λ+ Reψ(z))|λ+ ψ(z)|−2dz =∞. (5.36)
Let ω be a sufficiently large number. We define
ζω(x) :=
{
1− 1− 1/(ω)
0.1
ω
· |x|
}
, if |x| ≤ ω; 1|x|0.1 , otherwise,
and
ηω(x) :=
{
1− 1− 1/(ω)
0.1
ω
· |x|
}
∨ 0, x ∈ R.
By Polya’s theorem (cf. Lukacs [19, Theorem 4.3.1]), both ζω and ηω are characteristic functions
of absolutely continuous symmetric distributions. Define ςω := ηω−ζω. Then, ςω(x) = 0 if |x| ≤ ω;
ςω(x) = 1/|x|0.1 if |x| ≥ (1.1)ω; and 0 ≤ ςω(x) ≤ 1/|x|0.1 otherwise.
Let k0 ∈ N be a sufficiently large number. For k ≥ k0, we define ξk := ςnk
2
− ς 2nk
1.1
. We
find that ξk is a characteristic function of the difference of two functions g
k
1 , g
k
2 ∈ L1+(R; dx) with
‖gk1‖L1 , ‖gk2‖L1 ≤ 2. Define g1 :=
∑∞
k=1 g
k
1/2
k, g2 :=
∑∞
k=1 g
k
2/2
k and dν := g1dx − g2dx. By
applying (5.14), (5.28), (5.32) and the first inequality of (5.33) to B(z)/A(z) and applying (5.29),
(5.31) to B(z), we find that there exists a constant c5 > 0 such that∫
R
B−2(z)A(z)|νˆ(z)|2dz =
∫
R
1
B(z)
A(z)
· B(z)
|νˆ(z)|2dz
≤ c5
∞∑
k=1
1
n
4
ϑ
− 1
22
k · n2α−1k · 22k
∫ 2nk
nk/2
1
z0.2
dz
= c5
∞∑
k=1
1
n
9/11
k · 22k
∫ 2nk
nk/2
1
z0.2
dz
< ∞.
However, there exists a constant c6 > 0 such that (cf. (3.3 and (5.32))∫
R
|νˆ(z)|2 n
α
k
(nαk )
2 + (Imψ(z))2
dz ≥ c6 1
n
3
4
k · 22k
∫ 2nk
1.1
(0.55)nk
1
z0.2
dz
→ ∞ as k →∞,
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which implies (5.36).
By (5.35) and (5.36) we can also conclude that Rao’s condition does not hold for the subor-
dinators constructed in Subsection 5.1. In fact, from the proof of Theorem 3.7 (see Rao [22]), we
can see that under Rao’s condition,
lim
λ→∞
∫
R
|νˆ(z)|2(λ+ Reψ(z))|λ+ ψ(z)|−2dz = 0
holds for any finite signed measure of finite 1-energy.
It is interesting to compare (5.35) and (5.36) with the following result, which is a consequence
of Theorem 4.1.
Theorem 5.1 Let X be a Le´vy process on Rn such that all 1-excessive functions are lower semi-
continuous. Then (H) holds if and only if
lim
λ→∞
∫
Rn
|νˆ(z)|2(λ+ Reψ(z))|λ+ ψ(z)|−2dz = 0 (5.37)
for any finite measure ν of finite 1-energy.
Proof. By Theorem 4.1, Rao [22, Remark, page 622] and Blumenthal and Getoor [2, VI. (4.8)],
we need only prove the necessity. Suppose that (H) holds for X . Let ν be a finite measure of
finite 1-energy and κ be the standard Gaussian measure on Rn. Then, ν + κ has finite 1-energy,
which implies that ∫
Rn
U1(ν + κ)d(ν + κ) <∞. (5.38)
By (5.38), κ({x : U1(ν + κ)(x) =∞}) = 0. Hence U1(ν + κ) is locally integrable (with respect to
the Lebesgue measure dx) by [2, VI. (2.3)]. By (H) and [2, VI. (4.9)], we find that U1(ν + κ) is
regular. Therefore, (5.37) holds by Theorem 4.1 and the proof is complete.
So far we have not been able to prove or disprove that (H) holds for the subordinators con-
structed in Subsection 5.1. This example suggests that maybe completely new ideas and methods
are needed for resolving Getoor’s conjecture.
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