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Resumen
En este trabajo se presenta una extensio´n al algoritmo de Graphplan que durante la
resolucio´n de un problema de planificacio´n genera conocimiento automa´ticamente (expe-
riencia) que podra´ ser utilizado para resolver nuevos problemas del mismo dominio de
planificacio´n. El conocimiento generado puede ser utilizado para mejorar el algoritmo de
Graphplan tanto en la fase de expansio´n del grafo, como en la eleccio´n de acciones durante
la fase de bu´squeda del plan.
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1 Introduccio´n
Planificar eficientemente requiere de heur´ısticas de bu´squeda espec´ıficas a cada dominio de
planificacio´n. Sin embargo, construir heur´ısticas apropiadas para cada nuevo dominio es una
tarea dif´ıcil. Graphplan [1] se ha convertido en uno de los planificadores de propo´sito ge-
neral ma´s promisorios. Sin embargo, la bu´squeda que realiza sobre el grafo de planificacio´n
podr´ıa mejorarse. La alternativa que se presenta en este trabajo es extender el algoritmo de
Graphplan para que durante la resolucio´n de un problema de planificacio´n genere conocimiento
automa´ticamente (experiencia), el cual podra´ ser utilizado para resolver nuevos problemas del
mismo dominio de planificacio´n.
La extensio´n propuesta incorpora a Graphplan la capacidad de generar conocimiento au-
toma´ticamente durante la fase de bu´squeda. El conocimiento generado tendra´ la forma de
reglas rebatibles a favor o en contra de seleccionar un conjunto de acciones, dependiendo del
e´xito o fracaso que hayan tenido estos conjuntos al ser seleccionados durante la bu´squeda. Estas
reglas pueden ser utilizadas luego por el planificador para guiar la bu´squeda de un plan para un
nuevo problema. El conjunto de reglas rebatibles generadas define un programa lo´gico rebatible
y puede utilizarse un mecanismo de argumentacio´n rebatible (por ejemplo DeLP [2]), para ra-
zonar y generar argumentos a favor y en contra de elegir acciones en determinadas situaciones
de la bu´squeda.
Este trabajo esta´ organizado de la siguiente manera. En la seccio´n siguiente se presenta
una breve descripcio´n del algoritmo de Graphplan. Luego, en la seccio´n 3 se describira´ la idea
de la extensio´n propuesta. En la seccio´n 4 se mostrara´ la forma en que el planificador genera
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y utiliza el conocimiento. En particular se ejemplificara´n los siguientes aspectos: generacio´n
de reglas a favor y en contra de seleccionar acciones, utilizacio´n del conocimiento para guiar la
fase de bu´squeda y para controlar la expansio´n del grafo.
2 Graphplan
El algoritmo de Graphplan [1] esta´ basado en el paradigma de “ana´lisis del grafo de plani-
ficacio´n”. Utiliza una estructura llamada grafo de planificacio´n que codifica el problema de
planificacio´n de manera que muchas restricciones inherentes al problema se manifiestan ex-
pl´ıcitamente, reduciendo as´ı la bu´squeda en el grafo.
Un grafo de planificacio´n (ver Figura 1) es un grafo dirigido con dos tipos de nodos or-
ganizados en niveles: los niveles pares contienen nodos de proposicio´n (representados con un
c´ırculo), esto es, precondiciones o efectos de acciones. El nivel 0 consiste precisamente de las
proposiciones que son verdaderas en el estado inicial del problema de planificacio´n. Los niveles
impares contienen nodos de accio´n (representados con recta´ngulos) que corresponden a instan-
cias de acciones cuyas precondiciones esta´n presentes en el nivel anterior, y cuyos efectos esta´n
en el nivel siguiente. El grafo tiene tres tipos de arcos que representan relaciones entre las
acciones y las proposiciones. Los nodos de accio´n en un nivel de accio´n i esta´n conectados a
sus precondiciones en el nivel de proposicio´n i − 1 por arcos de precondicio´n, y a sus efectos
en el nivel i + 1 por arcos de agregacio´n (add-edges) representados por l´ıneas so´lidas y arcos
de eliminacio´n (delete-edges) representados por l´ıneas punteadas. Existe un tipo especial de
accio´n llamado no-op o frame action (cuadrado so´lido), que representa la posibilidad que una
proposicio´n se mantenga inalterada de un nivel de proposicio´n i al siguiente i+ 2.
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Figura 1: Esquema del grafo de planificacio´n
Como puede observarse en la Figura 1, el grafo representa acciones “paralelas” en cada
nivel de accio´n. Sin embargo, que dos acciones este´n presentes en el mismo nivel de accio´n, no
significa que puedan ser ejecutadas simulta´neamente, pues pueden ser mutuamente excluyentes
o mutex. La relacio´n de mutex se define recursivamente como sigue (ver Figura 2).
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Dos acciones son mutex en el nivel i, si:
• Efectos inconsistentes: los efectos de una accio´n, eliminan parte de lo que agregan los
efectos de la otra accio´n.
• Interferencia: los efectos de una accio´n eliminan las precondiciones de la otra.
• Precondiciones excluyentes: las acciones tienen precondiciones que son mutuamente
excluyentes (Soporte inconsistente) en el nivel anterior i− 1.
Dos proposiciones son mutex en el nivel i, si:
• Soporte inconsistente: todas las acciones cuyos efectos agregan estas proposiciones,















Figura 2: Relaciones de Exclusio´n Mutua (l´ıneas curvas)
El algoritmo alterna entre dos fases: expansio´n del grafo y bu´squeda del plan. Durante la
fase de expansio´n, el grafo de planificacio´n se extiende hacia adelante en el “tiempo”, hasta
lograr una condicio´n necesaria (aunque insuficiente) para la existencia de un plan. En la fase
de bu´squeda del plan se realiza una bu´squeda hacia atra´s (backward-chaining) sobre el grafo
generado hasta el momento, buscando un plan que resuelva el problema. Si se encuentra un
plan, el proceso termina, de lo contrario, el ciclo se repite expandiendo el grafo ma´s niveles.
En la fase de expansio´n el grafo se extiende a partir del u´ltimo nivel de proposicio´n i,
agregando: el siguiente nivel de accio´n i + 1, correspondiente a todas las acciones cuyas pre-
condiciones esta´n en el nivel i, y el nivel de proposicio´n i+ 2, correspondiente a los efectos de
la acciones del nivel i+1. La condicio´n necesaria para la existencia de un plan, se logra cuando
todas las proposiciones del estado final (metas) esta´n presentes en el u´ltimo nivel del grafo y
no son mutex unas con otras.
La bu´squeda comienza en el u´ltimo nivel de accio´n del grafo y procede hacia el nivel de
proposicio´n 0. En cada nivel de accio´n i del grafo se debe seleccionar un subconjunto S de
las acciones (incluidas no op) presentes en el nivel i que cumplan las metas del nivel i + 1.
Adema´s las acciones en S no deben ser mutex entre s´ı el nivel i. Luego se debe seleccionar un
subconjunto SI de acciones del nivel i− 2 que cumplan las metas del nivel i− 1,representadas
por las precondiciones de las acciones en S. Si el conjunto S I existe, se continu´a hacia atra´s
hasta llegar al nivel 0. De lo contrario, si SI no existe en i−2 se debe seleccionar un subconjunto
alternativo en i (backtracking).
Note que Graphplan genera planes parcialmente ordenados, es decir, las acciones elegidas
en cada nivel de accio´n pueden ejecutarse en cualquier orden y lograra´n el mismo efecto. Por
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ejemplo, supongamos que el plan se encontro´ en un grafo expandido hasta el nivel 4. En el
nivel de accio´n 1 se eligio´ la accio´n A1, y en el nivel de accio´n 3 las acciones A2 y A3. Luego el
plan se representara´ como una lista de conjuntos de la siguiente manera: [{A1}, {A2, A3}], esto
es, A1 debe ejecutarse antes que A2 y A3, pero A2 y A3 pueden ejecutarse en cualquier orden o
simulta´neamente. Tambie´n es importante notar que aunque las acciones no op son consideradas
en la eleccio´n de acciones durante la bu´squeda, no son consideradas parte del plan.
3 Extensio´n propuesta
La propuesta de este trabajo es incorporar a Graphplan la capacidad de generar conocimiento
automa´ticamente durante la fase de bu´squeda, con el fin de utilizarlo para mejorar la perfor-
mance del planificador en problemas futuros. El conocimiento generado tendra´ la forma de
reglas rebatibles a favor o en contra de seleccionar un conjunto de acciones. Estas reglas pueden
ser utilizadas luego por el planificador para guiar la bu´squeda de un plan para un nuevo prob-
lema. El conjunto de reglas rebatibles generadas define un programa lo´gico rebatible y puede
utilizarse un mecanismo de argumentacio´n rebatible (por ejemplo DeLP [2, 3]), para razonar
y generar argumentos a favor y en contra de elegir acciones en determinadas situaciones de la
bu´squeda.
Durante la bu´squeda de un plan, un punto importante a tener en cuenta es cuando se produce
backtracking. El backtracking en un nivel de accio´n i indica que el subconjunto de acciones
A elegido en el nivel i no fue el correcto para lograr las metas del nivel i + 1. Sin embargo,
es posible que so´lo un subconjunto de acciones S ⊆ A sea responsable del backtracking. Este
subconjunto puede ser identificado a trave´s de las relaciones de exclusio´n mutua que se producen
durante la bu´squeda, en niveles de accio´n anteriores a i. Una vez identificado este subconjunto,
la propuesta es generar una regla rebatible que indique que subconjunto de acciones no conviene
elegir para lograr las metas del nivel i + 1. En este caso, la regla rebatible tendra´ la forma
“∼select(S) –< m1, ..,mk ”, donde S es el subconjunto identificado y m1, ..,mk son las metas del
nivel i+ 1.
En el caso que un conjunto de acciones A elegido en un nivel i resulte satisfactorio (forme
parte del plan) para lograr las metas del nivel i + 1, se generara´ una regla que indica que es
conveniente elegir A para lograr las metas del nivel i+1. En este caso, la regla rebatible tendra´
la forma “select(A) –< m1, ..,mk ”, donde m1, ..,mk son las metas del nivel i+ 1.
Supongamos que el planificador ha generado en problemas anteriores un conjunto ∆ de
reglas rebatibles, y que Π son las metas del nivel en el cual se encuentra la bu´squeda en un
nuevo problema. Entonces P=Π ∪ ∆ define un programa lo´gico rebatible formado por un
conjunto de hechos Π y el conjunto de reglas rebatibles ∆. A partir de P, es posible construir
un argumento A a favor de un literal “select(A)”, si es posible derivar select(A) con algu´n
subconjunto de hechos y reglas rebatibles de P. As´ı como es posible construir un argumento
A a favor de un literal, tambie´n es posible construir contra-argumentos que si resultan mejores
que A se convierten en derrotadores para A. En DeLP un literal esta´ garantizado cuando
el argumento que lo sustenta no tiene derrotadores, o todos sus derrotadores esta´n a su vez
derrotados. Mayores detalles sobre DeLP pueden encontrarse en [2, 3].
En esta aplicacio´n en particular, decir que un literal select(A) esta´ garantizado, significa
que de acuerdo al conocimiento adquirido por el planificador, resulta conveniente seleccionar
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el conjunto de acciones A para lograr las metas. De esta forma, cuando el planificador se
enfrente a un nuevo problema de planificacio´n, puede utilizar las reglas generadas en bu´squedas
anteriores como una heur´ıstica para guiar la eleccio´n de acciones en cada nivel. Como se
explicara´ ma´s adelante, el conocimiento generado tambie´n puede utilizarse para decidir entre
iniciar la bu´squeda o expandir el grafo ma´s niveles durante la fase de expansio´n.
4 Generacio´n automa´tica de conocimiento y planifi-
cacio´n guiada por la experiencia
En esta seccio´n se mostrara´ a trave´s de una serie de ejemplos, la forma en que el planificador
genera y utiliza conocimiento. En particular se ejemplificara´n los siguientes aspectos:
• Generacio´n de reglas a favor de seleccionar acciones.
• Generacio´n de reglas en contra de seleccionar acciones.
• Utilizacio´n del conocimiento para guiar la fase de bu´squeda.
• Utilizacio´n del conocimiento para controlar la expansio´n del grafo.
El dominio de planificacio´n elegido es una variacio´n del problema conocido en la literatura como
dinner-date problem [7], y consiste en preparar una cena sorpresa para alguien que se encuentra
durmiendo en la casa. Las acciones posibles de este dominio de planificacio´n son: cook, wrap,
washH, carry, dolly. En la Figura 3 puede verse una especificacio´n de las acciones en notacio´n
STRIPS.
Action Preconditions add-eﬀects delete-eﬀects
cook cleanH dinner
wrap quiet present
washH dirtyH cleanH dirtyH
carry garbIn garbOut cleanH
dirtyH
dolly garbIn garbOut quiet
Figura 3: Especificacio´n STRIPS del problema de la Cena Sorpresa
La accio´n cook requiere como precondicio´n las manos limpias (cleanH) para poder ser
ejecutada y produce la cena (dinner). Wrap es la accio´n de envolver un regalo (present) y tiene
como precondicio´n silencio en la casa (quiet), ya que el regalo es una sorpresa y no queremos
despertar al receptor. WashH es la accio´n de lavarse las manos, requiere que las manos este´n
sucias (dirtyH), y logra que las manos este´n limpias (cleanH). Por u´ltimo las acciones carry y
dolly son dos formas alternativas de sacar la basura (garbOut) y ambas requieren que la basura
este dentro de la casa (garbIn). Como consecuencia de realizar la accio´n carry las manos
quedara´n sucias por el contacto directo con la basura. Con la accio´n dolly se utiliza un carro
para sacar la basura, lo cual evita ensuciarse las manos pero produce mucho ruido y se rompe
el silencio de la casa.
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A continuacio´n se presenta una secuencia de ejemplos, donde se va generando conocimiento
automa´ticamente, y este conocimiento es utilizado en los ejemplos siguientes. En el ejemplo 1 se
presenta un problema sencillo donde el planificador genera una regla rebatible a favor de selec-
cionar un conjunto de acciones. Luego, en el ejemplo 2 se muestra como a ra´ız del backtracking
en la fase de bu´squeda se genera una regla rebatible en contra de seleccionar un conjunto de
acciones. Adema´s, una vez que el plan es encontrado, se generan dos reglas ma´s. En el ejemp-
lo 3 las cuatro reglas generadas en los ejemplos 1 y 2 son utilizadas para guiar la bu´squeda en
un nuevo problema y el plan es encontrado directamente, sin necesidad de backtracking. Por
u´ltimo, en ejemplo 4 se muestra como puede utilizarse el conocimiento generado para controlar
la expansio´n del grafo, ma´s precisamente, para decidir entre expandir ma´s niveles o iniciar la
bu´squeda.
Ejemplo 1 : Consideremos dentro de este dominio un problema sencillo que, comenzando con
las manos limpias y la casa en silencio, tiene como meta tener la cena lista y el regalo envuelto.
El estado inicial esta representado por {cleanH, quiet} y el estado final por {dinner, present}.
Asumamos que el planificador no cuenta con conocimiento de resolver problemas anteriores,
en cuyo caso se comportara´ de la misma forma que el algoritmo original de graphplan. En la
Figura 4 puede verse el grafo expandido para este problema. En este caso, el grafo es expandido
hasta el nivel 2 ya que en este nivel esta´n presentes las metas {dinner, present} y no son mutex
entre s´ı. Luego se inicia la fase bu´squeda (parte resaltada en la Figura 1) que encuentra el
siguiente plan: [ {cook, wrap} ].
Como mencionamos anteriormente, si la eleccio´n de un conjunto de acciones resulta satis-
factorio durante la bu´squeda, se genera una regla rebatible a favor de elegir dicho conjunto. En
este caso, se genera la siguiente regla:
(R1) select({cook, wrap}) –< dinner, present
donde {dinner, present} son las metas del nivel (2 en este caso) donde fue elegido el conjunto
de acciones {cook, wrap}. Esta regla representa el siguiente conocimiento: “Si las metas son










Figura 4: Grafo de planificacio´n del Ejemplo 1.
Ejemplo 2 : Consideremos ahora un problema un poco mas complejo. Inicialmente, al igual
que el Ejemplo 1 la casa esta en silencio y las manos esta´n limpias, pero en este caso hay basura
dentro de la casa. Las metas son: tener la cena lista, el regalo envuelto y adema´s la basura
fuera de la casa. El estado inicial esta´ representado entonces por {cleanH, quiet, garbIn} y
el estado final por {dinner, present, garbOut}. En la Figura 5 puede verse el grafo expandido
hasta el nivel 2. Como en este nivel esta´n presentes las metas {dinner, present, garbOut} y no
son mutex entre s´ı, entonces se inicia la fase bu´squeda.
Utilizando el programa lo´gico rebatible formado por la regla R1 (el conocimiento generado
en el ejemplo 1), y tomando como hechos las metas {dinner, present, garbOut}, existe un
















Figura 5: Expansio´n del grafo hasta el nivel 2 y bu´squeda (parte resaltada)
argumento para select({cook, wrap}). Por lo tanto, el planificador elige primero las acciones
cook y wrap que logran las metas dinner y present. Sin embargo, la bu´squeda del plan fracasara´
porque no existe un subconjunto de acciones que no sea mutex y que logre todas las metas.
Note que para lograr dinner la u´nica alternativa es cook y para lograr present la u´nica es
wrap. Para lograr garbOut hay dos alternativas: carry o dolly, pero son mutex con cook y
wrap respectivamente. Como no es posible encontrar un plan, el grafo es expandido dos niveles
ma´s, como se muestra en la Figura 6.
La fase de bu´squeda se inicia ahora en el nivel 4, y al igual que antes, el conocimiento
representado por la regla R1 proporciona un argumento para elegir primero las acciones cook
y wrap. A diferencia de la bu´squeda anterior, ahora contamos con otra alternativa para lograr
la meta restante garbOut, que es elegir la accio´n no op. Por lo tanto, el conjunto de acciones
elegidas en el nivel 3 es {cook, wrap}. La bu´squeda continu´a a partir del nivel 2, con las
metas { garbOut, cleanH, quiet }. La u´nica forma de lograr las metas cleanH y quiet es
utilizando no op, ya que son verdaderas en el estado inicial. Para lograr garbOut, otra vez
hay dos posibilidades (dolly y carry) y las dos son mutex con las acciones no op elegidas (ver
Figura 6). Por lo tanto no hay forma de lograr las metas { garbOut, cleanH, quiet } en el nivel
2, y debe seleccionarse un conjunto alternativo de acciones en el nivel 3 (backtracking).Como
mencionamos anteriormente, el backtracking indica que el conjunto {cook, wrap} elegido en
el nivel 3 no es el adecuado, y podemos generar automa´ticamente una regla rebatible para
capturar esta situacio´n.
Para generar la regla, primero debemos identificar cuales de las acciones dentro del conjunto
{cook, wrap} son las que provocaron el backtracking. Esto se logra a trave´s de las relaciones
de exclusion mutua del nivel de accio´n 1. En la Figura 6 podemos ver que la accio´n carry
en el nivel 1, es mutex con la accio´n no op que logra la meta cleanH. Esto nos indica que la
accio´n cook del nivel 3, que tiene como precondicio´n cleanH, es una de las responsables del
backtracking. Lo mismo ocurre para la accio´n wrap del nivel 3, ya que dolly en el nivel 1 es
mutex con la accio´n no op que logra quiet (una de las precondiciones de wrap). Por lo tanto el
conjunto de acciones identificado como responsables del backtracking es { cook, wrap }. Luego
se genera la siguiente regla:
(R2) ∼select({cook, wrap}) –< dinner, present, garbOut
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Figura 6: Expansio´n del grafo hasta el nivel 4 y bu´squeda (parte resaltada)
Esta regla representa el siguiente conocimiento: “Si las metas son {dinner, present, garbOut}
existen razones para no elegir el conjunto de acciones {cook, wrap} ”.
No´tese que la regla R2 (en contra de seleccionar {cook, wrap}) contradice a la regla R1 (a
favor de seleccionar {cook, wrap}). Como se explico´ antes, la regla R1 expresa que “Si las
metas son {dinner, present} existen razones (rebatibles) para elegir {cook, wrap} ”. La regla
R2 refina este conocimiento, indicando que ante la presencia de las metas dinner, present y
garbOut, entonces existen razones para no elegir “{cook, wrap}”. Esto es, el cuerpo de R1
describe una situacio´n diferente al descripto por el cuerpo de R2, el cual tiene una meta ma´s:
garbOut. De esta manera, si se cumple {dinner, present}, entonces se tendra´ un argumento
para select{cook, wrap}. En cambio, si se cumple {dinner, present, garbOut}, entonces habra´
un argumento (ma´s espec´ıfico) para ∼select{cook, wrap} que derrota al argumento a favor de
select{cook, wrap} (ver Ejemplo 3). Ma´s detalles sobre la derrota entre argumentos pueden
encontrase en [2].
Despue´s de generar la regla se continu´a con la bu´squeda, seleccionando un conjunto de
acciones alternativo en el nivel 3. Como el conocimiento generado no sugiere la seleccio´n de
otras acciones, se puede continuar la bu´squeda utilizando cualquier heur´ıstica de seleccio´n. En
la figura 7 se muestra uno de los planes posibles [{wrap}, {dolly, cook}] encontrado al continuar
la bu´squeda.
En el nivel 3 se eligio´ el conjunto de acciones {dolly, cook} para lograr las metas
{dinner, present, garbOut} del nivel 4, y en el nivel 1 se eligio´ el conjunto de acciones {wrap}
para lograr las metas {garbIn, cleanH, present} del nivel 2. Por lo tanto se generan las
siguientes reglas rebatibles, que se agregan al conocimiento del planificador:
(R3) select({dolly, cook}) –< dinner, present, garbOut
(R4) select(wrap) –< garbIn, cleanH, present
Ejemplo 3 : En este ejemplo mostraremos como el conocimiento generado en los ejemplos 1
y 2 gu´ıa al planificador en la bu´squeda de un plan para un nuevo problema. El estado inicial de
este nuevo problema esta representado por {garbIn, dirty, quiet}, es decir, inicialmente la casa
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Figura 7: Uno de los planes posibles (parte resaltada) para el ejemplo 2
esta en silencio, las manos sucias y la basura dentro de la casa. Las metas del problema son
{dinner, present, garbOut}, es decir, tener la cena lista, el regalo envuelto y la basura fuera de
la casa. Como puede verse en la Figura 8, el grafo se expande hasta el nivel 4, por ser el primer
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Figura 8: Grafo de planificacio´n del Ejemplo 3 y bu´squeda (parte resaltada)
Consideremos el programa lo´gico rebatible formado por las reglas (R1),(R2),(R3) y
(R4) (conocimiento generado en los ejemplos 1 y 2), y tomando como hechos las metas
{dinner, present, garbOut}. El u´nico literal garantizado es select({dolly, cook}) sustentado
por el argumento no derrotado {select({dolly, cook}) –< dinner, present, garbOut}, generado con
la regla (R3). Tambie´n existe un argumento para select({cook, wrap}) generado con la regla
(R1), pero es derrotado por un argumento en contra generado por la regla (R2). Por lo tan-
to el planificador elegira´ primero las acciones dolly y cook, que satisfacen las metas dinner y
garbOut. Para lograr la meta restante present, la u´nica opcio´n es seleccionar la accio´n no op, ya
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que wrap es mutex (por interferencia) con la accio´n ya seleccionada dolly. Luego el planificador
seleccionara´ el conjunto {dolly, cook} para lograr las metas del nivel 4.
La bu´squeda continu´a en el nivel 2, siendo ahora las metas las precondiciones de las acciones
elegidas, esto es {garbIn, cleanH, present}. Para poder utilizar el conocimiento en la eleccio´n
de las acciones debemos actualizar los hechos del programa, debido a que ahora las metas son
otras. Consideremos entonces el programa formado por las reglas (R1),(R2),(R3) y (R4) y
tomando ahora como hechos las metas {garbIn, cleanH, present}. Como existe un argumento
no derrotado para select(wrap) generado con las regla (R4), el planificador elegira´ primero la
accio´n wrap que logra la meta present. Para lograr las metas restantes garbIn y cleanH, las
u´nicas alternativas son elegir la accio´n no op para garbIn y la accio´n washH para cleanH.
Por lo tanto el planificador seleccionara´ el conjunto {washH,wrap} para lograr las metas del
nivel 2. Las precondiciones {garbIn, dirtyH, quiet} de las acciones elegidas constituyen las
metas del nivel 0. Como estas proposiciones esta´n presentes en el estado inicial, las acciones
elegidas constituyen un plan: [{washH,wrap}, {dolly, cook}]. Es importante destacar que el
plan fue encontrado directamente, sin necesidad de backtracking, debido a que la bu´squeda
fue guiada por el conocimiento adquirido en los problemas anteriores.
Ejemplo 4 : Por medio del siguiente ejemplo mostraremos como puede utilizarse el
conocimiento generado para controlar la expansio´n del grafo, mas precisamente, para decidir
entre expandir ma´s niveles o iniciar la bu´squeda. El estado inicial del problema elegido es
{garbIn, cleanH, quiet}, es decir, la basura esta en la casa, las manos limpias y la casa esta en
silencio. La meta es {garbOut, cleanH, dinner, present}, esto es, la basura fuera de la casa ,las
manos limpias, la cena lista y el regalo envuelto.
El grafo se expande inicialmente hasta el nivel 2. Como las metas esta´n presentes y no son
mutex entre s´ı, el algoritmo original de graphplan iniciar´ıa la fase de bu´squeda. Sin embargo,
esta bu´squeda fallara´ porque en este ejemplo no es posible obtener un plan de un grafo de dos
niveles. Esta bu´squeda infructuosa resulta una pe´rdida de tiempo y so´lo sirve para detectar
que el grafo debe ser expandido ma´s niveles. El conocimiento generado puede utilizarse para
detectar esta situacio´n y as´ı expandir el grafo lo suficiente antes de realizar una bu´squeda
infructuosa.
Tomando el programa lo´gico rebatible formado por las reglas (R1),(R2),(R3) y (R4) y toman-
do como hechos las metas {garbOut, cleanH, dinner, present} existe un argumento no derro-
tado para ∼select({cook, wrap}) generado con la regla (R2). Note adema´s que (ver Figura 9)
la u´nica forma de lograr las metas dinner y present en el nivel 2 es a trave´s de las acciones
cook y wrap. Por lo tanto, contamos con un argumento para no seleccionar las acciones cook
y wrap, que son las u´nicas alternativas para lograr las metas dinner y present en el nivel 2.
Esto es una clara indicacio´n de que el grafo debe ser expandido ma´s niveles, para que haya
ma´s alternativas. Luego, gracias al conocimiento adquirido, la fase de bu´squeda en el nivel 2
no se realiza y el grafo se expande directamente hasta el nivel 4. A diferencia del nivel 2, en el
nivel 4 existen mas alternativas para lograr diner y present (las acciones no op) y el plan es
encontrado.
5 Conclusiones
La extensio´n propuesta, incorpora al algoritmo de Graphplan la capacidad de generar
conocimiento automa´ticamente durante la resolucio´n de un problema y utilizarlo para resolver
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Figura 9: Grafo de planificacio´n del Ejemplo 4
problemas futuros. Como se mostro´ a trave´s de los ejemplos de la seccio´n 4, la utilizacio´n del
conocimiento adquirido mejora el algoritmo de Graphplan tanto en la fase de expansio´n como
en la fase de bu´squeda.
Como el conocimiento es generado automa´ticamente por el planificador al resolver proble-
mas, su rendimiento mejora a medida que nuevos problemas son resueltos. Esto permite que
el planificador sea “entrenado” resolviendo problemas sencillos y adquiera conocimiento que
mejore su rendimiento en problemas ma´s complejos.
Para probar el funcionamiento de la extensio´n propuesta en este trabajo se realizo´ una
implementacio´n en Prolog con resultados satisfactorios.
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