We study the inverse fluorescent source problem for optical molecular imaging. In particular, we recover key properties of a fluorescent source inside a halfspace composed of a uniform absorbing and scattering medium from angularly resolved measurements at the boundary plane. We use the radiative transport equation to model the multiple scattering of light in tissues. Using Green's function, given as an analytical expansion in plane wave solutions, we subtract contributions from the measured angular data due to surface sources yielding a quantity that depends only on the interior fluorescent source. We analyse this reduced problem and obtain explicit solutions for a point source and a voxel source. Using the point source and voxel source solutions, we estimate the location, size and total strength of a general source. We perform numerical studies to validate this theory as well as investigate modelling errors due to incorrectly assumed optical properties of the medium.
Introduction
Optical molecular imaging shows promise for monitoring several cellular and structural changes associated with predisease states such as dysplastic progression [1] [2] [3] [4] [5] . Other optical diagnostic techniques usually image macroscopic tissue changes that are a late manifestation of a cellular process. In contrast, optical molecular imaging aims to probe the abnormalities at a cellular level before the disease evolves. Near-infrared fluorescent probes are used to mark specific cellular targets within the tissue that re-emit light upon excitation by an external light source [6, 7] . As a consequence, these markers act as internal sources that can be imaged from measurements of the light intensity at the tissue surface. The goal of determining the internal fluorescent source distribution (proportional to the concentration distribution of the marker) from boundary measurements can be stated as an inverse source problem. We refer to this problem as the inverse fluorescent source problem.
Several challenges arise in optical molecular imaging due to the multiple scattering of light in tissues. To model diagnostic measurements, one must account for the multiple scattering of light in tissues accurately as well as the processes of absorption by the fluorophores and their fluorescence. Physically, multiple scattering causes severe image blurring. Hence, one cannot make use of direct images. Rather, one must develop methods to reconstruct images from scattered light measurements. Hence, understanding how information is contained in diagnostic scattered light measurements is essential in developing image reconstruction methods. Furthermore, these reconstruction methods must be robust and fast if they are to be useful in practice. Several optical imaging approaches, such as diffuse optical tomography [8] [9] [10] [11] , confocal imaging [12] and multiphoton imaging [13] , among others, have been devised for this purpose. In optical tomography, for example, one reconstructs images of the optical properties of tissues from measured data at the tissue boundaries. An update of the spatial distributions of the optical properties is sought at each step of an iterative process to minimize the mismatch between the computed and experimental data.
To model diagnostic measurements, we use the radiative transport equation. It describes accurately light propagation in tissues [14] [15] [16] [17] . The diffusion equation, an approximation to the radiative transfer equation, has also been used for this purpose. In fact, diffuse fluorescence has been investigated as a means of tumour detection in deep tissue by locating the centre of the fluorescent source [18] . The main advantage in using the diffusion equation over the radiative transport equation is that it is much easier to solve. However, the diffusion approximation does not describe accurately light propagation in optically thin media nor light near sources and boundaries. Because of these limitations, the diffusion approximation is not adequate for imaging small animals, for example, which is an important model system for biomedical research. Even though solving the radiative transport equation is more difficult, researchers have used it already with success for optical tomography problems [10] .
The inverse source problem for the transport equation has been studied analytically by others in various contexts. One of the first studies of this problem was done by Larsen [19] . In that work, Larsen established uniqueness of the inverse source problem in a halfspace and characterized its ill-posedness . Siewert has solved the inverse problem in a plane-parallel slab using a spherical harmonics method [20] . Klose et al used the radiative transfer model along with a nonlinear optimization approach for the inverse fluorescent source problem [21] . The image reconstruction scheme is based on the adjoint operator that finds a direction in which the mismatch between the predicted and the measured data decreases. Recently, Bal and Tamasan have studied the inverse source problem in the context of optical molecular imaging [22] . In that work, they establish uniqueness results and derive an explicit iterative procedure to reconstruct the source term for the case in which scattering is sufficiently regular and small.
In this paper, we study the inverse fluorescent source problem. To do so, we study the integral formulation of the radiative transfer equation in three dimensions. According to that formulation, the specific intensity at the tissue boundary is given by the superposition of (fluorescent) interior sources and surface sources. For the first step in our analysis, we determine how to remove the contributions due to surface sources from the measured angular data. The resulting quantity contains only the contribution of the interior fluorescent source that we want to retrieve. Next, we use the analytical representation of Green's function as an expansion in plane wave solutions to analyse the reduced problem. With that explicit representation, we obtain analytical results for a point source and a voxel source. Using those results, we develop a novel method to recover the location, size and total strength of a general source from angularly resolved data at the boundary. This method exploits properties in the analytical results that we obtain for the point source and the voxel source and provides explicit inversion formulae. In that way, we overcome the ill-posedness of the inverse fluorescent source problem. Moreover, because we seek only a few characteristic parameters describing the source, we reduce greatly the dimensions of the problem.
In our analysis, we make some simplifying assumptions. We take as measured data the specific intensity at the boundary over all directions pointing out of the domain. In addition, we assume that the refractive index of the tissue at the boundary is the same as that of the surrounding medium. In light of these assumptions, we propose that this theoretical analysis be the first stage of a more complete theory.
The paper is organized as follows. In section 2, we discuss the radiative transport equation in the context of modelling fluorescence. In section 3, we discuss the recovery of the fluorescent source from scattered light data measured at the tissue boundary. In section 4, we review Green's function for the radiative transport equation. In section 5, we review the computation of Green's function. Using Green's function, we develop a method to remove surface sources from the measured data in section 6. In section 7, we analyse the direct problem for a point source and a voxel source and use those results to develop a method to estimate the location and size of the fluorescent source. Section 8 contains numerical calculations demonstrating the use of this theory. Section 9 presents the conclusions. The appendix presents the numerical method used to calculate plane wave solutions that are used throughout this analysis.
Modelling fluorescence using radiative transport
Modelling fluorescence in tissues must account for the following five issues. We assume that the absorption and emission spectra of the fluorescent molecules do not overlap. Accordingly, the excitation and emission processes take place at different wavelengths denoted by λ x and λ m > λ x , respectively.
We assume that the excitation light incident on the tissue surface is continuous. The propagation of this light in tissues is governed by the time-independent radiative transport equation [23, 24] :
Here, I x is the specific intensity for the exciting light at wavelength λ x . It depends on direction Ω ∈ S 2 (S 2 denotes the unit sphere) and position r ∈ R 3 . At the excited wavelength λ x , the absorption and scattering coefficients are denoted by µ . The emission process is described by a second radiative transport equation:
Here, I m denotes the specific intensity for the emission light. In (2), µ m a and µ m s are the absorption and scattering coefficients, respectively, at the emission wavelength λ m .
The scattering operations LI x,m in (1) and (2) are defined as
The scattering phase functions f x,m in (3) give the fraction of light scattered in direction Ω due to light incident in direction Ω at wavelengths λ x,m , respectively. We assume here that scattering is rotationally invariant, so f depends only on Ω · Ω . We assume that the tissue optical properties vary on a much larger time scale than those of the experiment. Hence, (1) and (2) are coupled only through the source term in (2) defined as
The isotropic source S x→m (r) is the product of the quantum efficiency η of the fluorophore, the average excited intensity defined as
and the fluorophore absorption coefficient µ x→m a
. This average excited intensity excites the fluorophore molecules from their ground state to an excited state. The quantum efficiency η quantifies the conversion to fluorescence.
Reconstructing the fluorescent source using boundary measurements
Our objective here is to reconstruct important parameters of the fluorescent source S x→m (r) in the domain D using measured data taken from the boundary surface ∂D. Consequently, we consider only (2) in modelling this problem. In principle, one can solve (4) for ηµ a x→m (r) once S x→m (r) is known and upon solution of (1) for I x (Ω, r). Therefore, reconstructing S x→m (r) is tantamount to reconstructing the fluorophore concentration inside the tissue.
The direct problem
The direct problem is given by
Hereafter we drop the subscripts and superscripts m and x → m. To solve (6), we must supplement it with boundary conditions that specify the intensity at the boundary ∂D for all directions pointing into D. Because the only source of light in this problem is the fluorescent source, we prescribe boundary conditions of the form
with n(ρ) denoting the inward normal at ρ ∈ ∂D. Moreover, we impose that I is bounded everywhere in the halfspace. Equation (6) subject to (7) comprises a complete description of the direct problem.
The inverse fluorescent source problem
We take as our measured data R the specific intensity at the boundary for all directions pointing out of D:
For the inverse fluorescent source problem, we wish to reconstruct the fluorescent source S(r) with the measured data given by (8) and the direct problem given by (6) subject to (7) . A common approach used in solving this inverse source problem is to discretize the physical domain into pixels or voxels (for two-or three-dimensional problems, respectively) and seek an approximation of the source that is constant within each pixel or voxel. The source strength for each pixel/voxel is determined through the minimization of the mismatch between the numerical solution of the direct problem and the measurements. This minimization can be accomplished using the so-called weight matrix [25] . The weight matrix maps the source strengths at each discrete pixel/voxel to the measurements. However, inverting the weight matrix to determine the map from the measurements to the source strengths is problematic. The linear system is ill-conditioned. Standard regularization techniques such as Tikhonov regularization or a truncated singular value decomposition can be used to cope with this difficulty. Another difficulty with this problem is that the linear system is usually very large and underdetermined when one seeks reconstructions with high spatial resolution since there are several more parameters to recover than independent data measurements.
Recently, shape recovery approaches in diffuse optical tomography have been used to retrieve the boundaries of anomalous structures [26] [27] [28] . In this approach, the internal structure is assumed to have constant optical properties that are different from those of the surrounding medium. Then, one seeks only to reconstruct the support of the internal structure. This shapebased reconstruction approach greatly reduces the dimensionality of the inverse problem thereby leading to less ill-posed inverse problems to solve.
Here, we focus on the case of planar fluorescent reflectance imaging. The domain is modelled as a halfspace D = {z > 0} bounded by the plane ∂D = {z = 0}. The halfspace is composed of a uniform absorbing and scattering medium. The constant absorption and scattering coefficients, denoted by µ a and µ s , respectively, are assumed to be known. Moreover, the scattering phase function f is assumed to be known.
We begin by analysing the direct problem in detail. Using Green's function for the radiative transport equation, we represent the measured data R as the superposition of interior sources and surface sources. Using this representation, we can subtract off contributions from surface sources explicitly from the measured data yielding a quantity, denoted by , that depends only on contributions from the interior source. By computing Green's function as an expansion of plane wave solutions, we derive analytical expressions of for a point source and a voxel source. These analytical calculations reveal explicitly the properties of the direct problem that yield ill-posedness challenges for the inverse source problem. Furthermore, the analytical results provide a means to develop explicit methods to overcome the inherent ill-posedness. By restricting our attention to simple sources, we reduce the dimensionality of the inverse problem allowing for the derivation of closed-form solutions using only data that contains the pertinent information. We carry out numerical studies to determine depth resolution and the impact modelling errors. In summary, we develop our analysis of this problem below in the following order. 
Green's function for the radiative transport equation
The volume Green's function for the radiative transport equation G is the solution to
in the whole space. It is the specific intensity flowing in direction Ω located at r due to a unit-directional point source radiating in direction Ω located at r . According to the general representation formula, the solution to (6) in the halfspace D = {z > 0} bounded by the plane ∂D = {z = 0} is given by (10) with z = Ω ·ẑ. Equation (10) gives the specific intensity in terms of G as the superposition of interior sources (first term) and surface sources (second term). Typically, the surface Green's function is used in the second term of (10) . For the transport equation, the surface Green's function G s is given in terms of the volume Green's function G as G s = |n(ρ ) · Ω |G [29] . For the halfspace D, the unit inward normal is given byẑ and so the surface Green's function is given by G s = z G which is used in the second term in (10) .
Equation (10) is not an explicit formula for the solution because it requires knowledge of the specific intensity at the boundary over all directions. The boundary condition (7) gives the specific intensity at the boundary only for directions pointing into D. For the direct problem, the specific intensity at the boundary for directions pointing out of D is not known.
We now use (10) to obtain a representation for the specific intensity at the boundary, I R , over all directions. The representation given by (10) is valid for r ∈ D. Because Green's function is discontinuous at the source location [16] , we must take care in evaluating (10) in the limit as r → ρ, with ρ ∈ ∂D. Let ρ in denote the limit as r → ρ from within D and ρ out denote the limit as r → ρ from outside of D. Evaluating (10) in the limit as r → ρ in and substituting (7) and (8) into that result yields
with
Here, S 2 ± = z ≷ 0 denotes the northern and southern hemispheres of directions, respectively. Note that the representation for the measured data given in (11) is implicit in terms of R.
Computing Green's function
The use of (11) requires knowledge of G. Hence, we must compute the solution to (9) . This solution can be written analytically as an expansion of (two-dimensional) plane wave solutions [16] . The plane wave solutions are computed numerically. Since the analysis that follows relies on the detailed properties of Green's function in terms of plane wave solutions, we review the associated calculations in detail below.
Plane wave solutions
Plane wave solutions are special solutions to the homogeneous problem
We Fourier transform (13) with respect to x and y and obtain
withÎ
Note that q = (q x , q y ) appears in (14) only as a parameter. For each q, we seek a solution of (14) in the form of a plane wave solution:
Substituting (16) into (14) yields the eigenvalue problem
with Ω = ( x , y , z ). Two important properties of the eigenvalue problem given by (17) are
The special case in which q x = q y = 0 will play an important role in the analysis that follows. The plane wave solutions for which q x = q y = 0 are those which penetrate most deeply into the domain. Hence, it is with these plane wave solutions that we will retrieve the most information regarding the fluorescent source. We derive our key inversion formulae for this case in sections 6 and 7.
For q x = q y = 0, the plane wave solutions satisfy
The eigenvalues λ for (19) are strictly real. We represent the plane wave solutions as the Fourier series:
with ϕ = tan −1 ( y / x ) and
Because
By substituting (20) into (19) and exploiting the orthogonality of the Fourier modes, we arrive at the reduced eigenvalue problem 
We cannot solve either (17) nor (24) analytically. Hence, we calculate the plane wave solutions numerically. We will see in section 6 that for q x = q y = 0 we only need to solve (24) for l = 0. The appendix gives the method we use to calculate the plane wave solutions. For the numerically calculated eigenvalues with q = 0, we order them by their real part and index them so that Re[λ j (q)] ≶ 0 for j ≶ 0. We denote the corresponding eigenvectors by V j (Ω; q). For the case in which q = 0, we denote the numerically calculated eigenvalues for each Fourier mode with index l as λ jl with λ jl ≶ 0 for j ≶ 0. We denote the corresponding eigenvectors by v jl ( z ). In the notation that follows, we mix continuous integrals with discrete sums to simplify the notation overall in the analysis. We work with V j and v jl as if they are continuous functions of Ω and z , respectively. However, all integrations will be replaced by the quadrature rules that we use in the numerical method described in the appendix.
Computing Green's function as an expansion in plane wave solutions
Green's function can be computed analytically as an expansion in plane wave solutions. We present those results here and refer the reader to [16] for the details of that computation. Fourier transforming (9) with respect to x and y yields
(26) We computeĜ by evaluating the following expansion of plane wave solutions:
For the case in which q x = q y = 0, we find that
Because the eigenvalues are ordered by their real parts, the slowest decaying modes are those for which j = ±1. Hence, all other plane wave modes (e.g., those modes for which j = ±1) become negligibly small as |z − z | → ∞. Therefore,Ĝ is approximated well bŷ
(29) For the special case in which q x = q y = 0, (29) reduces tô
The asymptotic approximations forĜ given by (29) and (30) are valid far away from the unit-directional point source. The diffusion approximation is valid also in that regime. In fact, (29) and (30) are equivalent asymptotically with the diffusion approximation [15] . Hence, (29) and (30) are the plane wave solution representations of the diffusion approximation. We know from the diffusion approximation that these results have a relatively weak dependence on Ω [24] .
Subtracting surface source terms from the measured data
According to (11) , the specific intensity at the boundary is given as the sum of two terms. The first term is the superposition of the interior source S with the Green's function. The second term is the contribution due to surface sources. This term accounts for the boundary condition given by (7) . To that end, one can interpret the second term as the correction to the first term that is needed to satisfy the boundary condition. Because of this correction, the specific intensity is discontinuous with respect to Ω as reflected in the definition of I R given by (12) . The interior source S appears only in the first term of (11) . Moreover, the left-hand side and the second term of (11) are given in terms of the measured data R. To isolate contributions from the fluorescent source, we introduce the quantity which is equal to the first term of (11):
According to (31), is a continuous function of Ω since G, and therefore F, is regular for all r = r . Since S(r) is unknown in our problem, we cannot use (31) to compute the contributions from the source. Rearranging terms in (11), we find that is given also by
If G is known, can be computed explicitly using the measured data R, according to (33). Rather than analyse (11) for I R , we first process the data by computing given by (33) and then analyse (31). Next, we derive the equations that lead to the formulae for the location, size and total strength of the fluorescent source. By Fourier transforming (31) with respect to x and y, we obtain
withF
Substituting the plane wave solution expansion forĜ given by (27) into (35) yieldŝ
Substituting (36) into (34), we obtain
Next, we take advantage of the orthogonality property given by (18) . We multiply (38) by z V k (Ω; q) for k > 0, integrate over S 2 , and obtain
In (39), we obtain a negative sign on the right-hand side due to the normalization of the plane wave solutions given in the appendix by (A.11). For the case in which q x = q y = 0, we substitute (28) into (35) and obtain
Therefore, we find that
is independent of ϕ. Multiplying (43) by z v k0 ( z ) for k > 0 and integrating with respect to z , we obtain
Equations (39) and (44) show that the portion of the measured data resulting from the z-dependence of the source is the result of Laplace-type integral operation (recall that λ is complex with Re[λ j (q)] > 0 for j > 0). It is well known that computing an inverse Laplace transform is ill-conditioned due to the inherent exponential decay. This exponential decay is dictated by the eigenvalues λ j (q) and informs us of the loss of directional information as the penetration depth increases. Equations (39) and (44) are our key formulae.
Analytical solutions for the point source and voxel source
We compute (39) and (44) for a point source and a voxel source. With these explicit results, we understand how location and size information are manifested in measured angular data. As a consequence, we give a simple method to determine the location, size and total strength of a source provided appropriate angular data are available. 
The point source
Suppose S is a point source of the form
The Fourier transform of (46) with respect to x and y iŝ
Substituting (47) into (39) yields
For the case when q x = q y = 0, we substitute (47) into (44) and obtain
Equation (49) shows explicitly how depth information is lost due to multiple scattering. As z 0 → ∞, the contributions from plane wave solutions for j > 1 to the measured data become negligibly small in comparison with the plane wave solution for j = 1. From (29) and (30), we know that the one-mode approximation is equivalent asymptotically to the diffusion approximation. Hence, the diversity of angular data with respect to Ω is lost as z 0 → ∞. In other words, there is an inherent limitation to how deep we can expect to reconstruct the depth and strength of a source from angular data alone because of the loss of angular diversity in the measured data.
Similarly, (48) shows explicitly how transverse spatial information is blurred due to multiple scattering. The medium acts as a low-pass filter of spatial frequencies due to multiple scattering [30] . In figure 1 , we show that the eigenvalues for j = 1 increase with q. Here, we have fixed q y = 0 and varied only q x over the range 0 q x 10 mm −1 . The optical properties used for this calculation are µ a = 0.01 mm −1 and µ s = 1.0 mm −1 . We used the Henyey-Greenstein scattering phase function [24] with asymmetry parameter g = 0.8. In figure 1 , we have normalized the eigenvalues by the transport mean free path l
which is the characteristic length scale for the diffusion approximation. According to (48), higher spatial frequencies are attenuated more than lower ones because the corresponding eigenvalues are larger. Hence, the solution to the direct problem filters high spatial frequency information thereby causing image blur. Rearranging terms in (49) and taking the logarithm of that result, we arrive at
With (50), we are able to recover the strength and depth of a point source from the measured angular data R. To this end, we first compute using (33) to remove the surface source contribution. Then, we Fourier transform with respect to x and y to obtainˆ . Because the optical properties of the medium are assumed to be known, the plane wave solutions have been precomputed. We use them to compute (45) to determine ψ j 0 for j = 1 and j = 2. With those results, we estimate for S 0 and z 0 by computing
and
To estimate x 0 , we make use of (48) for j = 1 evaluated at q = (q x , 0) and obtain
The quantity ζ j (q) is defined as
Similarly, we estimate y 0 by computing
The voxel source
Suppose that S is a voxel source of the form
The Fourier transform of (58) with respect to x and y iŝ
with z c = (z 1 + z 2 )/2 and z d = z 2 − z 1 . For the case in which q x = q y = 0, we substitute (59) into (44) and obtain
The results given by (60) and (61) show that depth and transverse spatial information are lost due to multiple scattering in a manner similar to that for the point source. More parameters are needed to describe a voxel source, so we need more data to recover these parameter values. The data must come from projections of the measured angular data onto higher order plane wave solutions. However, if the source is deep inside the halfspace, those data may not be available for use.
We can use the results for the point source to help recover the parameters for the voxel source. In particular, we can obtain an estimate for z c by computing (52). Using that estimate, we rearrange terms in (61) and obtain
With (62), we are able to reconstruct S xy = S 0 x d y d and z d from the measured data R. To do so, we need the plane wave solutions for at least j = 1 and 2 to determine ψ j 0 . If desired, we can use more plane wave solutions and compute the nonlinear least-squares solution to (62) for estimates of those parameters.
We can obtain an estimate for x c by computing (54). Using that estimate, we evaluate (60) at q = (q x , 0) and rearrange terms to obtain
In (63), the dependence of λ j ,V j and ψ j on (q x , 0) is suppressed. To compute estimates for x d , we use the plane wave solutions for at least j = 1. As before, we can use more plane modes and then look for the nonlinear least-squares solution to (63). An analogous calculation can be done to determine y c and y d by evaluating (60) at q = (0, q y ).
Extensions to general fluorescent sources
We have studied a point source and a voxel source. The analysis for the point source yields explicit formulae for the source parameters. The analysis for the voxel source yields simple equations that can be solved using standard methods. Because of the analytical representation of Green's function, we are able to determine exactly what data are necessary for recovering the fluorescent source parameters. For general fluorescent sources, this method can be used as the first step. Identifying the location, size and total strength of the voxel source that best fits the measured data can be used to restrict the search space for a more sophisticated source reconstruction algorithm. However, testing this idea requires extensive numerical calculations for validation which is beyond the scope of our discussion here. Rather, our objective has been to show the utility of the theory presented above. 
Numerical results
In the numerical experiments presented below, we consider a halfspace z > 0 composed of a uniform absorbing and scattering medium. The absorption and scattering coefficients are µ a = 0.01 mm −1 and µ s = 1.0 mm −1 , respectively. We used the Henyey-Greenstein scattering phase function with asymmetry parameter g = 0.8. Hence, µ s (1 − g)/µ a = 20 which is in the range of optical properties of tissues and tissue phantoms.
The numerical simulations were computed in two dimensions: x and z. Hence, there is only one spatial frequency variable which we denote by q. We used M = 30 to calculate the plane wave solutions numerically as described in the appendix.
Subtracting surface source terms
To show results from subtracting surface source terms as described in section 4, we consider a point source of the form S(x, z) = S 0 δ(x − x 0 )δ(z − z 0 ) with S 0 = 1. We consider a coordinate system in which the origin is placed on the boundary surface of the halfspace. The x-coordinate of the point source is fixed at x 0 = −2.1 mm relative to this origin. We vary the value of z 0 and study the asymptotics as z 0 becomes large.
For simplicity, we study the specific intensity at the boundary in the spatial frequency domain with q = 0. For that case, the solution depends only on z . In figure 2 , we plotˆ evaluated at q = 0 as a function of z given by (43) (solid curves). In addition, we plotˆ using the one-mode approximation that uses the asymptotic approximation given by (30) ((•) symbols). The left plot is for z 0 = 0.5l * and the right plot is for z 0 = 2.0l * . Within each plot, the inset plots showÎ R ( z ; q = 0).
Regardless of the value of z 0 , figure 2 showsˆ to depend continuously on z . This continuity is in contrast to the inset plots that show thatÎ R is discontinuous so as to satisfy the boundary condition. For the left plot in which z 0 = 0.5l * , we observe that the one-mode approximation does not work very well. However, for z 0 = 2l * shown in the right plot, we observe that the two curves are indistinguishable from each other. Moreover, we observe that the dependence on z is nearly linear which is consistent with the assumptions made in the diffusion approximation. By removing the surface sources from the measured data, we obtain a quantityˆ that is better suited for approximation by the diffusion equation. This is because the diffusion approximation cannot handle the complicated angular dependence ofÎ R . 
Estimating the location and size of a fluorescent source
We show results in which we estimate the location and size of a general fluorescent source by recovering the parameters of a pixel source. These results make use of the recovered point source as is discussed in section 7.2. We estimate the parameters of a pixel source by reducing the analysis in section 7.2 to two dimensions. For this numerical study, we consider the fluorescent source to be
with S 0 = 1.64, x 0 = −2.1, w = 0.43, a = 3.89 and = 4.78. With these parameter values, the total strength, defined as
is given by S total ≈ 0.0654.
In figure 3 , we show the results from this numerical experiment. The left plot shows the contours of the true source and the outline of the recovered pixel source. The middle plot shows the slice of the source at x = −2.1 mm and the recovered pixel source. The right plot shows the source at z = 4.335 mm and the recovered pixel source. The pixel that we recovered has parameter values: S 0 = 0.033, x 1 = −2.9044, x 2 = −1.3356, z 1 = 3.7319 and z 2 = 5.0862, so that the total strength recovered is S total = 0.0701. We observe that the pixel source captures the correct location, the size and the total strength of the source very well.
The depth of the source for the previous case was less than l * . In figure 4 , we show results for the source (64) with a = 10.0 and b = 11.0, so the source's depth is larger than 2l * . With these parameter values, the total strength of the true source is S total = 0.4176. The pixel that we recovered has parameter values: S 0 = 0.0235, x 1 = −4.0347, x 2 = −0.2053, z 1 = 8.2142 and z 2 = 12.8596, so that the total strength recovered is S total = 0.4176. The recovered point source determines the location of the source very well. We obtained (x c , z c ) = (−2.12, 10.5369) for the coordinates of the point source. However, we observe that the recovered pixel source overestimates the size of the source significantly. Because the source is deep inside the halfspace, we have lost diversity in the measured angular data. This data diversity is needed to recover x d and z d which provide the estimates for the source size. In contrast, we obtain good results for the location because recovering the point source requires relatively little diversity in the measured angular data. 
Modelling error
An assumption used throughout the analysis is that the optical properties of the medium are known. Here, we examine the usefulness of the pixel reconstruction when the values of µ s and µ a are chosen incorrectly. For this numerical study, we compute the solution to the direct problem for the source given by (64) using the optical properties listed above. However, for the recovery of the pixel fluorescent source, we use plane wave solutions computed with different scattering and absorption coefficients. Hence, the assumed optical properties are not correct and represent a modelling error. This modelling error is more severe than just instrument noise.
In figure 5 , we show results from this numerical experiment. In the top row of figure 5 , we show the recovered pixel when the assumed optical properties are perturbed from their true values by 1%. In other words, we recovered the pixel fluorescent source with the plane wave solutions calculated using µ s = 1.01 mm −1 and µ a = 0.0101 mm −1 . The pixel we recovered has parameter values: S 0 = 0.0306, x 1 = −3.0272, x 2 = −1.2128, z 1 = 3.6949 and z 2 = 5.0359. Hence, the total strength of the recovered pixel source is S total = 0.0745.
In the middle row of figure 5 , we show the recovered pixel when the assumed optical properties are perturbed from their true values by 5%. In other words, we recovered the pixel fluorescent source with the plane wave solutions calculated using µ s = 1.05 mm −1 and µ a = 0.0105 mm −1 . The pixel we recovered has parameter values: S 0 = 0.0293, x 1 = −3.4032, x 2 = −0.8368, z 1 = 3.5542 and z 2 = 4.8440. Hence, the total strength of the recovered pixel source is S total = 0.0970.
In the bottom row of figure 5 , we show the recovered pixel when the assumed optical properties are perturbed from their true values by 10%. In other words, we recovered the pixel fluorescent source with the plane wave solutions calculated using µ s = 1.10 mm
and µ a = 0.011 mm −1 . The pixel we recovered has parameter values: S 0 = 0.0378, x 1 = −3.7505, x 2 = −0.4895, z 1 = 3.3926 and z 2 = 4.6239. Hence, the total strength of the recovered pixel source is S total = 0.1518.
We observe in figure 5 that the recovered pixel tends to overestimate the width of the fluorescent source. Moreover, we observe that the recovered pixel tends to underestimate the depth of the source. One reason that the errors here are significant is because the modelling error affects significantly the value of l * . In the recovery of the pixel source, the assumed value of l * is nearly 1% (top row), 5% (middle row) and 10% (bottom row) smaller than its true value. This underestimation of l * results in recovered pixel sources that are increasingly more shallow in z compared with the true source. As a result of underestimating the depth of the source, the recovered pixel becomes wider with respect to x to yield a total source strength that fits best the data. Despite the modelling error inherent in the problem, we find that the results show that the pixel source determines the location of the fluorescent source very well.
Conclusions
We have studied the inverse fluorescent source problem. For the first part of our analysis, we have used Green's function for the transport equation to develop a method to remove surface sources from the measured data. By removing the surface sources from the measured data, we reduce the problem to one that depends only on the interior fluorescent source we wish to recover. Using the plane wave solutions, we have analysed the resultant problem. In particular, we are able to identify how information content of the fluorescent is lost due to multiple scattering by tissues. We have analysed the solution for a point source and a voxel source. Then, we have used those results to develop a method to determine the location and size of a general fluorescent source. Numerical results show that this method works reasonably well, even with modelling errors. When the depth of the source exceeds the transport mean free path l * , we still recover the location of the source, but overestimate its size. For those applications in which a more exact reconstruction of the spatial distribution of the fluorescent source is needed, we propose our method as the first stage in a more sophisticated reconstruction method.
We have focused on the time/frequency-independent problem. Time or frequency data provide an additional dimension of data diversity that can be leveraged to estimate with better depth resolution, for example. Nonetheless, we have obtained good results here. Our analysis relies on full angular measurements at the tissue boundary. However, one does not always have access to these data in general, but only to that given by the limited angular aperture of the detector. We are now developing extensions to this theory to treat this limited angular data. 
