Abstract. This paper discusses the maximum likelihood estimation with unidentiÞa-bility of parameters. UnidentiÞability is formulated as a conic singularity of the model. It is known the likelihood ratio may have unusually larger order in unidentiÞable cases. A sufficient condition of such larger order is shown and applied to neural networks.
INTRODUCTION
This paper discusses the asymptotic behavior of the maximum likelihood estimator (MLE) under the condition that the true parameter is unidentiÞable. The asymptotics of MLE is important in statistical theory, and the asymptotic normality under some regularization conditions is well known. However, in the case that the true parameter is not a point, the asymptotics has not been clariÞed completely.
We formulate the unidentiÞability as a conic singularity [1] in the space of probability density functions. The likelihood ratio of the MLE, with the true probability at the singularity, can be described by a Gaussian process over the unit vectors in the tangent cone. This Gaussian process shows various behaviors depending on the functional property of the tangent cone. One interesting feature is the order of the likelihood ratio as the number of samples n goes to inÞnity. A model satisfying the usual asymptotic theory has the likelihood ratio of O p (1/n). However, in neural networks, a larger order O p (log n/n) has been reported in unidentiÞable cases [2] . We will give a useful sufficient condition of larger order than O p (1/n) in terms of the tangent cone, and derive the order for neural network models.
UNIDENTIFIABILITY AND CONIC SINGULARITY Parametric estimation and neural networks
A statistical model S = {f (z; θ) | θ ∈ Θ} is a family of probability density functions (p.d.f.) on a measure space (Z, B, µ), where the parameter space Θ is a domain in R d . We assume that f (z; θ) > 0 for all z and θ, and C ∞ on θ for each z ∈ Z. Suppose the probability of i.i.d. random variables Z 1 , . . . , Z n is P = f(z)µ with f(z) > 0. The likelihood ratio and Kullback-Leibler (KL) divergence are deÞned by
and
respectively. We consider the maximum likelihood estimator (MLE)θ that attains the maximum of the likelihood ratio; L n (θ) = sup θ∈Θ L n (θ). Feed-forward neural networks like multilayer perceptrons can be described within this framework. Let x ∈ R, s(t) = tanh(t), and θ = (a j , c j , b j , d)
T . The multilayer perceptron model with H hidden units is a family of functions deÞned by
We discuss only one-dimensional input and output for simplicity. For the statistical model, assume a probability Q = q(x)dx and a conditional p.d.f. r(y|u) of y ∈ R given u ∈ R. We assume the existence of their second moment. DeÞne the statistical model by f (z; θ) = r(y | ϕ(x; θ))q(x), where z = (x, y) ∈ Z = R 2 . Examples of r(y | u) are the Gaussian noise model
2 }, and the binomial distribution u y (1 − u) 1−y . Throughout this paper, the true p.d.f. f (z) is assumed to be included in the model {f(z; θ) | θ ∈ Θ}. Then, there exists θ 0 ∈ Θ such that f(z; θ 0 ) = f (z). The true parameter θ 0 may not be unique. Such unidentiÞability of the true parameter exists in the multilayer perceptron model. Suppose we have the model with 2 hidden units, and the true function is given by ϕ 0 (x) = b 0 s(a 0 x). In the model, any parameter in
It is known if a function can be realized by a network with smaller number of hidden units than the model, the set of parameters to give the function is always high dimensional [3] , [4] , [5] . The asymptotic normality does not hold in such cases.
If the true function is identiÞable, under some regularity conditions, the asymptotic theory tells L n (θ) and D(θ) are the same in the leading terms; L n (θ) = D(θ) + o p (1/n), and their limiting distribution is given by nL n (θ) → χ 
Locally conic model
Following Dacunha-Castelle & Gassiat [1] , with some modiÞcations, we employ a conic singularity to formulate unidentiÞability. Let S = {f (z; θ) | θ ∈ Θ} be a statistical model with Θ ⊂ R d , and f 0 (z) be in S. The parameter θ is decomposed as θ = (α, β) for α ∈ R d−1 and β ∈ R. Then, S is called locally conic at
Geometrically, S is a d-dimensional set in the space of p.d.f. with a singularity at f 0 . The score of the submodel
can be looked as a unit tangent vector along S α . The set of the score functions C = {v α } generates the tangent cone at f 0 . We call C the basis of the tangent cone.
The view of tangent vectors can be rigorously formulated if S is in the maximal exponential model [6] , which is an inÞnite dimensional Banach manifold. The multilayer perceptron model is an example of locally conic model. Let 0 ≤ K < H, and ϕ(x) be a function realizable with K hidden units. In the parameter space of the model with H hidden units, the subset to give ϕ(x) is unidentiÞable. We can rewrite this by a conic singularity. Let Θ *
} be the parameter space of the multilayer perceptrons with H hidden units. Given a function ϕ(
, we slightly restrict the parameter space as Θ * *
and Π * * H = {ω ∈ Π H | β 6 = 0}. We can rewrite the multilayer perceptron as
It is easy to see ϕ(x; θ) = ψ(x; ω) for the corresponding θ ∈ Θ * * H and ω ∈ Π * * H . We write ω = (α, β), summarizing (ξ 1 , . . . , η H ) by α. We have ψ(x; ω) = ϕ(x) iff β = 0. Assume that r(y|u) satisfy r(y|u 1 )dy 6 = r(y|u 2 )dy for u 1 6 = u 2 and the Fisher information I(u) is positive and Þnite. Let S H be {f (x, y; ω) = r(y|ψ(x; ω))q(x) | ω ∈ Π H }, and f 0,K (x, y) ∈ S H be given by ϕ(x). Then, we obtain Proposition 1. The model S H is locally conic at f 0,K (0 ≤ K < H).
We omit the proof. We need to normalize β using the L 2 -norm of the tangent vectorsṽ(α) at (α, 0), which are given byṽ(α) = ∂r(y|ϕ(x)) ∂u ∂ψ(x;(α,0)) ∂β , where
If the true function is zero, i.e. ϕ(x) = 0, and r(y|u) = exp{yκ(u)+τ (y)−ζ(u)} is an exponential family such that κ(u) is invertible and R yr(y|u)dy = u, the tangent vectors are given byṽ(α) = κ 0 (0) y ( P H j=1 η j s(ξ j x)). We will use this later.
MLE IN LOCALLY CONIC MODELS MLE as a supremum of a random process
Let S = {f (z; (α, β)) | (α, β) ∈ Θ} be a statistical model locally conic at f 0 ∈ S. Suppose Z 1 , . . . , Z n are i.i.d. with the law f 0 µ. For each α, the submodel S α is a smooth, one-dimensional statistical model. Consider the MLEβ α in S α , then, the MLE in S is given by sup θ∈Θ L n (θ) = sup α L n (α,β α ). Assume each S α satisfy the regularity condition of the asymptotic efficiency, then Taylor expansion leads to
The variable U n (α) converges in law to the standard normal distribution for each α.
If we consider U n (α) over all α, it can be looked as a stochastic process over α or C.
If the higher order term of o p (1/n) is bounded uniformly over α, and the stochastic process converges uniformly to a Gaussian process, the limit of sup α 2nL n (α,β α ) is the square of the supremum of the Gaussian process. Dacunha-Castelle and Gassiat [1] discussed this case, assuming that the class {v α (z)} is Donsker [8] . Let (Ω, A, P ) be a probability space, (Z, B) be a measurable space, and Z 1 , Z 2 , . . . be i.i.d. with their value in Z. A family of Borel measurable functions F ⊂ {v :
2 ] exist for all v ∈ F, the map z 7 → sup v∈F |v(z)| is Þnite for every z ∈ Z, and the F -indexed empirical processes
, as random elements with their values in the Banach space`∞(F) of all the bounded functions on F with sup norm, converge in law to a tight Borel measurable random element with its value in`∞(F ).
For Donsker cases, Dacunha-Castelle and Gassiat [1] clarify the limiting distribution of sup L n (θ). Non-Donsker cases are complex, and even the order of sup L n (θ) may be different from the usual O p (1/n). Hartigan [7] and Hagiwara et al. [2] reported larger order than O p (1/n) in speciÞc models. We will derive a useful sufficient condition of such larger order in terms of the tangent cone.
Donsker cases
To apply the theory of Gaussian processes, we need the uniformity over α of the small order in eq. (6), and a uniform version of consistency and efficiency condition. However, we omit it here, and simply refer it as uniformity condition. The next theorem is due to Dacunha-Castelle and Gassiat [1] . Theorem 1. Let a statistical model S = {f(z; (α, β)} be locally conic at f 0 (z). Assume that a uniformity condition is satisÞed, and the basis of the tangent cone C = {v α (z) = ∂f (z;(α,0) ∂β } is Donsker. then n sup (α,β) L n (α, β) converges in law to 1 2 sup v∈C W 2 , where W is a tight Gaussian process over C, to which U n converges.
A sufficient condition of Donsker is known [8] . A class F is Donsker if (i) F (z) = sup v∈F |v(z)| is in L 2 (P ), (ii) the square root of the uniform entropy number is integrable, and (iii) some measurability conditions are satisÞed. In these three conditions, the measurability is automatic if Z is a separable metric space and any function in F is continuous. The integrability is satisÞed if the VC-dimension of F is Þnite. These are often satisÞed by many models, including multilayer perceptrons.
In Donsker cases, similarly to regular models, the following fact holds. 
Non-Donsker cases
A marginal of U n on Þnite points in C converges to a normal distribution with covariance E P [v i v j ]. The components are independent if the covariance is zero. If we can Þnd arbitrary number of "almost independent" variables in C, the supremum of U n takes an arbitrary large value. Hartigan [7] applied this idea for a normal mixture, calculating the covariance explicitly. The idea is extended to the following Theorem 3. Let a statistical model S = {f(z; (α, β)} be locally conic at f 0 (z), and C = {v α (z) = ∂f (z;(α,0) ∂β } be the basis of the tangent cone. Suppose there exists a sequence {v n } in C such that v n → 0 almost every z, then, for arbitrary M > 0
Proof. From Proposition 2, for any ε > 0 and K ∈ N, there exist K elements in C such that |E[v α i v α j ]| < ε. Then, use the same argument as Hartigan [7] .
Proposition 2. Let {v n } be a sequence in L 2 (P ) such that kv n k L 2 (P ) = 1 for all n, and v n (x) → 0 for almost every x. Then, for arbitrary n ∈ N and ε > 0, there exists`0 ∈ N such that E P |v n v`| < ε holds for all`≥`0.
Likelihood of multilayer perceptrons
We apply the results in the previous sections to multilayer perceptrons. For simplicity, we discuss only networks without bias terms in the output unit; that is,
We further assume the constant zero for the true function. Similar to the previous discussion, a locally conic parameterization is given by ψ(z; (α, β)) = β P H j=1 η j s(a j x + c j ) for α = (a j , c j , η j ) and β ∈ R. We use the exponential family in the previous section for r(y|u), and assume the variance of the y is one w.l.o.g. The basis of the tangent cone C consists of the functions
. It is easy to see that C includes a sequence converging to 0 almost everywhere, if H ≥ 2. In fact, we can make such a sequence by taking y{s(a 1 x +c)−s(a 2 x− c)}/ks(a 1 x +c)−s(a 2 x− c)k, and making c → 0 and a 1 , a 2 → ∞. Thus, Theorem 3 gives Theorem 4. Assume the true function is constant zero, and the noise model r(y|u) is r(y|u) = exp(yκ(u) + τ (y) − ζ(u)) satisfying κ 0 (u) 6 = 0 and R yr(y|u)dy = u. For the multilayer perceptron model (8) with H ≥ 2, we have
We can derive a tighter lower bound by counting almost independent variables.
Theorem 5. Under the same assumptions as Theorem 4, we have
We omit the proof. The order O p (log n/n) has been obtained by Hagiwara et al. [2] under the assumption of additive Gaussian noise. Our approach can be applied to various noise models, including binary output models.
The behavior of sup θ L n (θ) deeply depends on the functional property of the tangent cone C. If the multilayer perceptron has only one hidden unit, the behavior is totally different. We can prove that C is Donsker, and obtain the following 
REMARKS
We have omitted much of the proofs, which will be given in a forthcoming paper.
