Abstract This paper considers the minimax regret 1-median problem in dynamic path networks. In our model, we are given a dynamic path network consisting of an undirected path with positive edge lengths, uniform positive edge capacity, and nonnegative vertex supplies. Here, each vertex supply is unknown but only an interval of supply is known. A particular assignment of supply to each vertex is called a scenario. Given a scenario s and a sink location x in a dynamic path network, let us consider the evacuation time to x of a unit supply given on a vertex by s. The cost of
Introduction
The Tohoku-Pacific Ocean Earthquake happened in Japan on March 11, 2011 , and many people failed to evacuate and lost their lives due to severe attack by tsunamis. From the viewpoint of disaster prevention from city planning and evacuation planning, it has now become extremely important to establish effective evacuation planning systems against large scale disasters in Japan. In particular, arrangements of tsunami evacuation buildings in large Japanese cities near the coast has become an urgent issue. To determine appropriate tsunami evacuation buildings, we need to consider where evacuation buildings are located and how to partition a large area into small regions so that one evacuation building is designated in each region. This produces several theoretical issues to be considered. Among them, this paper focuses on the location problem of the evacuation building assuming that we fix the region such that all evacuees in the region are planned to evacuate to this building. In this paper, we consider the simplest case for which the region consists of a single road.
In order to represent the evacuation, we consider the dynamic setting in graph networks, which was first introduced by Ford et al. [11] . In a graph network under the dynamic setting, each vertex is given supply and each edge is given length and capacity which limits the rate of the flow into the edge per unit time. We call such networks under the dynamic setting dynamic networks. Unlike in static networks, the time required to move supply from one vertex to a sink can be increased due to congestion caused by the capacity constraints, which require supplies to wait at vertices until supplies preceding them have left. In this paper, we consider the flow on dynamic networks as continuous, that is, each input value is given as a real number, and supply, flow and time are defined continuously. Then each supply can be regarded as fluid, and edge capacity is defined as the maximum amount of supply which can enter an edge per unit time. The 1-sink location problem in dynamic networks is defined as the problem which requires to find the optimal location of a sink in a given dynamic network so that all supplies are sent to the sink as quickly as possible.
In order to evaluate an evacuation, we can naturally consider two types of criteria: completion time criterion and total time criterion. In this paper we adopt the latter one (for the former one, refer to [12, 15, 17, 18] ). We here define a unit as an infinitesimally small portion of supply. Given a sink location x in a dynamic network, let us consider an evacuation to x starting at time 0 and define the evacuation time of a unit to x as the time when the unit reaches x in the evacuation. The total time for the evacuation to x is defined as the sum of evacuation times over all infinitesimal units to x. Then, the minimum total time for all possible evacuations to x could be the criterion for the optimality of sink location, which we adopt. Given a dynamic network, we define the 1-median problem as the problem which requires to find a sink location minimizing the minimum total time, and the optimal solution is called the median.
Although the above criterion is reasonable for the sink location, it may not be practical since the number of evacuees in an area may vary depending on the time (e.g., in an office area in a big city, there are many people during the daytime on weekdays while there are much less people on weekends or during the night time). So, in order to take into account the uncertainty of population distribution, we consider the maximum regret for a sink location as another evaluation criterion assuming that for each vertex, we only know an interval of vertex supply. Then, the minimax regret 1-median problem in dynamic path networks is formulated as follows. A particular assignment of supply to each vertex is called a scenario. Here, for a sink location x and a scenario s, we denote the minimum total time by s (x). Also let m s denote the median under s. The problem can be understood as a 2-person Stackelberg game as follows. The first player picks a sink location x and the second player chooses a scenario s that maximizes the regret defined as s (x) − s (m s ). The objective of the first player is to choose x that minimizes the maximum regret.
Related to the minimax regret facility location in graph networks, especially for trees, some efficient algorithms have been presented by [2, 3, [5] [6] [7] 9] . For dynamic networks, Cheng et al. [8] first studied the minimax regret 1-center problem in path networks, which requires to find a sink location in a path that minimizes the maximum regret where the completion time criterion is adopted instead of the total time one. They presented an O(n log 2 n) time algorithm. Higashikawa et al. [13] improved the time bound by [8] to O(n log n), and also Wang [19] independently achieved the same time bound of O(n log n) with better space complexity. Very recently, Bhattacharya et al. [4] have improved the time bound to O(n). The above problem was extended to the multiple sink location version by Arumugam et al. [1] . For the minimax regret k-center problem in dynamic path networks with uniform capacity, they presented an O(kn 3 log n) time algorithm, and this time bound was improved to O(kn 3 ) recently [12] . On the other hand, for dynamic tree networks, only the minimax regret 1-center problem was solved in O(n 2 log 2 n) time [14, 16] . The paper gives the first-known result on the minimax regret median problem in dynamic networks while all the above works for dynamic networks treated center problems. In this paper, we address the minimax regret 1-median problem in dynamic path networks with uniform capacity and present an O(n 3 ) time algorithm.
Preliminaries

Dynamic Path Networks Under Uncertain Supplies
Let P = (V , E) be an undirected path with ordered vertices V = {v 1 , v 2 , . . . , v n } and edges E = {e 1 , e 2 , . . . , e n−1 } where e i = (v i , v i+1 ) for i ∈ {1, . . . , n − 1}. Let N = (P , l, w, c, τ ) be a dynamic network with the underlying path graph P ; l is a function that associates each edge e i with positive length l i , w is a function that associates each vertex v i with positive weight w i , amount of supply at v i ; c is the capacity, a positive constant representing the amount of supply which can enter an edge per unit time; τ is a positive constant representing the time required for a flow to travel a unit distance. In our model, instead of the weight function w on vertices, we are given the weight interval function W that associates each vertex v i ∈ V with an interval of supply
. We call such a network N = (P , l, W, c, τ ) with path structures a dynamic path network under uncertain supplies.
In the following, we write p ∈ P to indicate that a point is a vertex of P or lies on one of the edges of P . For any point p ∈ P , we abuse this notation by also letting p denote the distance from v 1 to p. Informally we can regard P as being embedded on a real line with v 1 = 0. For two points p, q ∈ P satisfying p < q, let [p, q] (resp. [p, q), (p, q] and (p, q)) denote an interval in P consisting of all points x ∈ P such that p ≤ x ≤ q (resp. p ≤ x < q, p < x ≤ q and p < x < q).
Scenarios
Let S denote the Cartesian product of all W i for i ∈ {1, . . . , n}:
An element of S, i.e., a particular assignment of weight to each vertex, is called a scenario. Given a scenario s ∈ S, we denote by w s i the weight of a vertex v i under s.
Evacuation on a Dynamic Path Network
In our model, the supply is defined continuously. We define a unit as an infinitesimally small portion of supply. Given a sink location x ∈ P and a scenario s ∈ S, without loss of generality, an evacuation to x under s is assumed to satisfy the following assumptions. When a unit arrives at a vertex v on its way to x, it has to wait for the departure if there are already some units waiting for leaving v. All units waiting at v for leaving v are processed in the first-come first-served manner. We show the details bellow.
As shown in Fig. 1 
Note that if v 1 gets congestion or touching at v 2 , we can transform the input so that supply of w 1 is moved from v 1 to v 2 , which never changes the time when each unit reaches x.
Total Evacuation Time
For a given x ∈ P and s ∈ S, let us consider an evacuation to x under s starting at time 0 and define the evacuation time of a unit to x under s as the time when the unit reaches x. Let s (x) denote the sum of evacuation times over all infinitesimal units to x under s. Also let s L (x) (resp. s R (x)) denote the sum of evacuation times to x under s for all units on
Without loss of generality, we assume s L (v 1 ) = 0 and s R (v n ) = 0. We will show a formula of s (x) that has been proved in [15, 17] . Suppose that x is located in an open interval (v h , v h+1 ) with 1 ≤ h ≤ n − 1, i.e., x ∈ e h . We here show only the formula of s L (x) (the case of s R (x) is symmetric). First, let us define the vertex indices ρ 1 , . . . , ρ k inductively as
where ρ 0 = 0. Obviously ρ k = h holds. We then call a set of all units on 
In other words, the first unit of each head can reach x without any stop on its way to x. Thus, as in [15, 17] , s L (x) can be written as
Minimax Regret Formulation
For a scenario s ∈ S, let m s be a point in P that minimizes s (x) over x ∈ P , called the median under s. We now define the regret for x under s as
Moreover, we also define the maximum regret for x as
Ifŝ = arg max{R s (x) | s ∈ S}, we callŝ the worst case scenario for x. The goal is to find a point x * ∈ P , called the minimax regret median, that minimizes R max (x) over x ∈ P , i.e., the objective is to
Fig. 2 Illustration of left clusters for x where i-th cluster is headed by a vertex v ρi
Known Properties for the Fixed Scenario Case
We here show some properties on the 1-median problem in a dynamic path network N = (P = (V , E), l, w s , c, τ ) when a scenario s ∈ S is given, which were basically presented in [15, 17] . We first introduce the following two lemmas. 
we can derive the following lemma from [15, 17] .
Lemma 3 For a scenario s ∈ S, all a s i and b s
i over i ∈ {1, . . . , n − 1} can be computed in O(n) time in total.
Properties of Worst Case Scenarios
In this section, we show the important properties which worst case scenarios have. In our problem, a main difficulty lies in evaluating R s (x) over s ∈ S to compute R max (x) even for a fixed x since the size of S is infinite. We thus aim to find a scenario set with a finite size (in particular, a polynomial size) which includes a worst case scenario for any x ∈ P . In order to do this, we introduce a new concept, the gap between two points x, y ∈ P under a scenario s ∈ S, defined by
By Lemma 1 and the definition of (9), we have
and by (10) and (14),
From (15), if we can compute max{ s (x, y) | s ∈ S} for a fixed pair x, y ∈ P × V , R max (x) can also be computed by repeating the same maximization over y ∈ V . We call a scenario that maximizes s (x, y) for a fixed x, y a worst case scenario for x, y . In the following, we show a scenario set of size O(n) that includes a worst case scenario for a fixed x, y , which implies a scenario set of size O(n 2 ) that includes a worst case scenario for a fixed x.
Bipartite Scenario
We first introduce the concept of the bipartite scenario, which was originally introduced as the dominant scenario in [8, 13] . Let us consider a scenario s ∈ S. A scenario s is said to be left-bipartite (resp. right-bipartite) if w s j = w + j (resp. w [8, 13] treated the minimax regret 1-center problem in dynamic path networks, which requires to find a sink location in a path that minimizes the maximum regret similarly defined as (10) where the completion time criterion is adopted instead of the total time one. They proved that for any point in an input path, at least one worst case scenario is left-bipartite or right-bipartite.
Pseudo-bipartite Scenario
We here introduce the concept of the pseudo-bipartite scenario. A scenario s is said to be left-pseudo-bipartite (resp. right-pseudo-bipartite) if w s j = w + j (resp. w Lemma 4 Given a pair x, y ∈ P × V satisfying y < x (resp. x < y), there exists a worst case scenario for x, y belonging to S L (resp. S R ) such that x is in the right part (resp. the left part), and y is in the left part (resp. the right part) or at the intermediate vertex.
Proof We only have to treat the case of y < x since the other case is symmetric. We first show the following claim. Proof Performing the left-clustering for x under s 1 (refer to Section 2.4), let c x be a left cluster for x including v i , ρ x be the index of a vertex that corresponds to the head of c x , and σ x be the weight of c x . Also, let c x be a left cluster for x immediately following c x , and ρ x be the index of a vertex that corresponds to the head of c x . Referring to (7), the following inequality holds:
Then, for a sufficiently small δ > 0, we have
The inequality of (16) By Claim 1, we can obtain the following claim.
Claim 2 Given a pair x, y ∈ P × V satisfying y < x, there exists a worst case scenario for x, y such that the weight of every vertex
Proof We here assume y > v 1 : if y = v 1 , the proof is straightforward. Let s 1 be a worst case scenario for x, y . If there is more than one worst case scenario, we choose one such that all weights are lexicographically maximized in the order of ascending indices among all worst case scenarios. We then prove the claim by contradiction: suppose w (5) and (8), any left or right cluster for x except c x does not change its weight while s 1 changes to s 2 , so if we subtract s 1 (x) from s 2 (x), all terms corresponding to such other clusters are canceled. We thus have
We similarly have
Also by the definition of (13), we have
From (18), (19) and (20), we can derive
If Case 1 occurs, we can immediately see that the right-hand side of (21) is greater than zero, i.e., 
Since c x includes all units of c y and also all units on (v ρ y , v ρ x ], we have
Note that in (23), the inequality strictly holds when c x also includes some clusters for y following c y . From (21), (22) and (23), we can derive
which contradicts that s 1 is a worst case scenario for x, y .
Let us consider a worst case scenario for x, y satisfying y < x such that the weight of every vertex v i ∈ [v 1 , y] is w + i , which is guaranteed by Claim 2, and weights of all other vertices in (y, v n ] are lexicographically minimized in the order of descending indices. Then, the following claim is also proved in a similar manner as in the proof of Claim 2. 
The inequality of (25) implies that s 4 is also a worst case scenario for x, y , which contradicts the lexicographical maximality of weights on the open interval (y, x) under s 3 . This concludes the proof of Lemma 4.
Critical Pseudo-bipartite Scenario
By Lemma 4, we studied the property of a worst case scenario for a fixed x, y ∈ P × V , however the sizes of S L and S R are still infinite since the weight of the intermediate vertex in a pseudo-bipartite scenario is not fixed. In the rest of this section, we focus on the weight of the intermediate vertex in a pseudo-bipartite scenario which is worst for x, y . Given a pair x, y ∈ P × V satisfying y < x, let us consider a scenario s ∈ S L such that the intermediate vertex is v i and y ≤ v i < x. Suppose that the weight of v i is set as the minimum, i.e., w s i = w 
Here σ j + (λ − w − i ) corresponds to the weight of j -th cluster under s(λ). At that moment, by the definition of (6), the (j − 1)-th cluster is immediately merged to the j -th cluster. We then call s(λ) a critical left-pseudo-bipartite scenario for y. Note that such critical scenarios may occur several times while increasing the weight of 
Claim 4 (w) is continuous for w ∈ [w
Proof The statement is equivalent to
We here prove (28) (the case of (29) is similarly treated). By Claim 1, while s(w) changes to s(w + δ), the formation of left clusters for x and right clusters for y remains the same. Therefore, by the definitions of (5) and (8), we have
, and (30)
From (27), (30) and (31), we derive
which leads (28) by letting δ go to positive zero. Proof For an integer j ∈ {1, . . . , p − 1}, we consider the right-derivative of (w) for w ∈ [λ j , λ j +1 ), i.e.,
By (32) and (33), we have
We here notice that as w increases, ρ (35) and (36), we derive that for w ∈ [λ j , λ j +1 ),
which is an increasing step function. By this fact and the continuity of (w) by Claim 4, we complete the proof.
By Claim 5, a solution that maximizes (w) must be in {λ 1 , . . . , λ p }, i.e., a worst case scenario for x, y is critically left-pseudo-bipartite for y, which concludes the proof of Lemma 5. 
Note that the total number of critical left-pseudo-bipartite scenarios for y is exactly 1
which is O(n) since q j ≤ n − j and q n = 0. In the rest of the proof, we show that all critical left-pseudo-bipartite scenarios for y = v j can be computed in O(n) time. Recall that all critical left-pseudobipartite scenarios for y are computed in ascending order. The algorithm first gets s(j + 1, w − j +1 ), and performs the right clustering for y under s(j + 1, w − j +1 ). As claimed in [15, 17] , it is easy to see that the right clustering for a fixed y can be obtained in O(n) time.
Suppose that for particular i ∈ {j + 1, . . . , n} and λ ∈ [w − i , w
is critical for y, and the algorithm has already obtained s(i, λ) and the right clusters for y. We then show how to compute the subsequent critical left-pseudo-bipartite scenario. Let c y be a right cluster for y including v i and c y be a right cluster for y immediately following c y . Also, let ρ y (resp. ρ y ) be the index of a vertex that corresponds to the head of c y (resp. c y ), and σ y (resp. σ y ) be the weight of c y (resp. c y ).
There The algorithm will compute the subsequent critical left-pseudo-bipartite scenario s(i, λ ) where λ satisfies λ < λ ≤ w + i . In order to compute λ , the algorithm test if there exists w ∈ (λ, w
which is similar to (26 
Algorithm
In this section, we show an algorithm that computes the minimax regret median, which minimizes R max (x) over x ∈ P . The algorithm basically consists of two phases: By Corollary 2, we only have to consider scenarios in S * to compute R max (x) for any x ∈ P . Therefore, the algorithm computes all scenarios in S * in advance, which can be done in O(n 2 ) time by Corollary 3. Subsequently, it computes all the values s (m s ) over s ∈ S * for Phase 1 and Phase 2. By Corollaries 1 and 3, this can be done in O(n 3 ) time in total.
First let us see details in Phase 1. For a fixed scenario s ∈ S * , since all s (v i ) over i ∈ {1, . . . , n} can be computed in O(n) time by Lemma 2 and s (m s ) has already been computed before Phase 1, all R s (v i ) over i ∈ {1, . . . , n} can also be computed in O(n) time (refer to (9)). After the algorithm obtains R s (v 1 ), . . . , R s (v n ) over s ∈ S * in O(n 3 ) time, for each i ∈ {1, . . . , n}, R s (v i ) over s ∈ S * are evaluated to obtain R max (v i ). Thus, it is easy to see that Phase 1 can be done in O(n 3 ) time in total.
We next focus on Phase 2. As mentioned at the end of Section 2.6, for a fixed scenario s ∈ S * , s (x) is a linear function of x ∈ e i for each i ∈ {1, . . . , n − 1} (not including v i and v i+1 ). Therefore, R s (x) is also linear for x ∈ e i for each i. Referring to (12) This problem can be solved in O(n 2 ) time by [10] . Repeating the same operations over i ∈ {1, . . . , n − 1}, Phase 2 is completed in O(n 3 ) time.
Theorem 1
The minimax regret 1-median problem in dynamic path networks with uniform capacity can be solved in O(n 3 ) time.
Conclusion
In this paper, we address the minimax regret 1-median problem in dynamic path networks with uniform capacity and present an O(n 3 ) time algorithm. Additionally, this is the first work that treats the minimax regret facility location problem in dynamic networks where the total time criterion is adopted. Two natural questions immediately follow. The first one is whether we can reduce the number of scenarios to be considered. The other one is whether we can extend the problem to the k-median version with k ≥ 2, or the problem in more general networks.
