Abstract. To determine capture cross sections using C 6 D 6 detectors, the total energy detection principle in combination with the Pulse Height Weighting Technique (PHWT) is very often applied. The quality of the data deduced from such measurements depends strongly on the response of the detection system used for the calculation of the weighting function. In addition, for nuclei with small capture-to-scattering ratios, i.e., light and neutron magic nuclei, the proper determination of the capture cross section also depends on the correction for the neutron sensitivity of the capture detector. We used the MCNP code to simulate both the gamma and neutron transport of the detection system and deduce the weighting functions and neutron sensitivity.
INTRODUCTION
To determine high-resolution energy differential capture cross sections one needs a detection system for which the detection efficiency to detect a capture event is independent of the gamma-ray cascade [1] . Mostly one applies the total energy detection principle using C 6 D 6 detectors in combination with the Pulse Height Weighting Technique (PHWT) [2] . The total energy detection principle is based on the use of a lowefficiency detection system with a gamma-ray detection efficiency that is proportional to the gammaray energy. The PHWT is based on a mathematical manipulation of the response function of the detection system to achieve a proportionality between the detection efficiency and the gamma-ray energy. One defines a weighting function W(E d ), which satisfies the following relation: (1) with R(E d ,E γ ) the detector response, i.e., the probability that a gamma ray with an energy E γ results in an energy deposition of energy E d . It is shown that the weighting function W(E d ) can be approximated by a smooth function of the deposited energy E d . Capture cross-section data resulting from the PHWT depend strongly on the detector response used for the calculation of the weighting function. This is especially true when the gamma spectrum of the normalisation reference differs strongly from the gamma spectrum of the nucleus under investigation or when the gamma spectrum differs strongly from one resonance to the other. In [3] the systematic uncertainties related to the PHWT are discussed and the authors recommend using a weighting function resulting from Monte Carlo simulations, describing the complete measurement set-up, including the sample characteristics.
The experimentally determined capture yield Y c , which is the fraction of the neutron beam that undergoes a (n,γ) reaction in the sample, is related to the total σ t , capture σ γ , and scattering σ n cross section by the formula [1, 4] :
where n is the sample thickness. When a correct weighting function is used the normalisation constant N is energy independent and the efficiency to detect a capture event ε c is directly proportional to the sum of the binding and kinetic energy of the neutron. The first term in brackets accounts for the self-shielding effect and µ for the multiple scattering correction. The last term in Eq. (2) can be considered as a prompt background contribution originating from neutrons that are scattered in the sample and subsequently captured in the detector environment. This background is hard to distinguish from a capture event from the sample and it contributes directly to the resonance area. The sensitivity to scattered neutrons plays an important role for all resonances with a neutron width that is much larger than the radiation width. The neutron sensitivity of a detection system is mostly expressed as the ratio between the detection efficiency for neutrons ε n and the detection efficiency for gamma rays following neutron capture in the sample. To reduce systematic uncertainties resulting from the neutron sensitivity this ratio has to be accurately known, especially in the case for light nuclei and heavier nuclei close to magic shells. Therefore, we also assessed the neutron sensitivity of our detection system by Monte Carlo simulations, which were verified by experiment.
DETERMINATION OF THE WEIGHTING FUNCTION
We used the MCNP code, version 4C2 [5] , to determine the response of our capture detection system. To obtain reliable results great care was taken in describing the experimental conditions and in accurately representing all the material influencing the response [6] . We included not only the active detection volume but also the aluminum canning, the boron free quartz window, the photo-multiplier, the electrical insulation, and the flexible TEFLON tube. The latter serves as an expansion volume to compensate for the thermal expansion of the C 6 D 6 . All these additional materials are especially important to simulate the neutron sensitivity.
We only simulate the photon and electron transport in the sample and the detection system, and do not simulate the complete process that leads to the generation of the observed signal. Therefore, the final response is obtained by a convolution of the simulated response with a Gaussian function representing the conversion process of the deposited energy into the final measured signal. To verify the energy linearity and resolution of the detector, we determined the response in well-known mono-energetic photon fields and compared the measured with the simulated response [6] . At energies below 2.6 MeV this can be done with standard radioactive sources. At higher energies one can use (p,γ) induced reactions on light nuclei [7] , or one can use the gamma spectra of selected resonances for neutron capture in nuclei near closed shells [8] . We used the detector response for selected resonances in 206 Pb(n,γ) with a very simple gamma-ray spectrum. A comparison of experimental and simulated response functions for our detection system is discussed in [6] . This comparison shows that we can reproduce the experimental shape of the response function by MCNP simulation for gamma-ray energies up to 7 MeV. For the radioactive sources the absolute detection efficiency is reproduced better than 5%, which is close to the systematic uncertainty resulting from the position of the point source. The good agreement between simulated and experimental response confirms the quality of the simulations.
Therefore, the Monte Carlo simulations can be used to determine weighting functions, accounting for the complete measurement system including the target material. The final weighting function is obtained by a least-squares fit to a number of gamma-ray responses in the energy region of interest. In the literature the weighting function is mostly expressed as a 4 th or 5 th order polynomial [3, 7] . We experienced that a 4 th or 5 th order polynomial adequately describes the weighting function for point sources or thin samples. However, in case of thick samples, for which the photon transport in the sample material cannot be neglected, accurate weighting functions are only obtained by including negative powers in the power series expression. The extension to negative powers is especially needed to have a good description of the weighting function in the low-energy region.
VALIDATION OF THE SIMULATED WEIGHTING FUNCTION
To validate the weighting functions we performed various experiments in two detection geometries using different samples and analysed the data with different weighting functions. We performed measurements with four C 6 D 6 detectors at 90 o and 125 o with respect to the direction of the incoming neutron beam. In both geometries the sample is placed perpendicular to the neutron beam. We analysed the data using the weighting function of Corvi et al. [7] (WFEX) and weighting functions resulting from Monte Carlo simulations (WFSI). The WFEX function was deduced by Corvi et al. [7] for two C 6 D 6 detectors placed at 90 o with respect to the neutron beam.
In a first validation exercise we determined the normalisation constant N of Eq. (2) for measurements in the 90 o geometry performed with different samples containing nat Ag. We deduced the normalisation constant from a Resonance Shape Analysis (RSA) of the capture yield for the saturated resonance of 109 Ag at 5.2 eV. We used the REFIT code to parameterise the data with only the normalisation factor as a free-fitting parameter. Before discussing the results, which are summarised in Table 1 , we want to mention that we deduced from a series of repetitive measurements of the same sample within a period of a few months a systematic uncertainty of 1%. The uncertainties in Tables 1 and 2 are a combination of this systematic uncertainty with the uncertainty resulting from counting statistics. Table 1 reveals that the use of a weighting function, which does not take into account the photon transport in a 1 mm thick Pb sample, results in a 15% systematic error on the normalisation. Using weighting functions, which result from simulations that describe the complete experiment, i.e., including the sample material, this systematic error is significantly reduced to less than 1%.
For a final validation of the weighting functions we determined the neutron width for the 1.15-keV resonance of 56 Fe from measurements with different samples using a normalisation based on the 5.2-eV resonance of 109 Ag. The data were taken with the detectors at 125 o with respect to the direction of the neutron beam. The neutron width was obtained from a resonance shape analysis using REFIT, keeping the radiation width fixed at 574 meV. The results obtained from an analysis with different weighting functions (WFEX and WFSI) are listed in Table 2 . Applying the weighting function WFEX, which does not account for the influence of the sample material, we observe differences up to 15%, with respect to the standard transmission value, which is Γ n = 61.7 (0.9) meV. Using the WFSI functions, we deduce from the complete data set an average neutron width Γ n = 62.2 meV, with a relative standard deviation of 1.8%. This value is in very good agreement with the standard neutron width.
The data in Table 2 indicate that the neutron width deduced from measurements in the 125 o geometry using the WFEX function increases with target thickness. Also Corvi et al. [9] observe a dependence on target thickness when using the WFEX function. However, their data, obtained in a 90 o geometry, result in a decrease of the neutron width with increasing target thickness. We want to recall that the WFEX function was deduced from measurements in the 90 o geometry. Therefore, this opposite behaviour illustrates that systematic errors can only be avoided by using weighting functions, which are specific for each detection system 
NEUTRON SENSITIVITY
We performed direct measurements to determine the neutron sensitivity of our detection system in the 125 o geometry following the procedure given in [4] . The sensitivity was obtained by comparing the weighted spectrum from a 10-mm-thick graphite sample with the response for a 0.5-mm gold disc. A fixed S filter was used to monitor continuously the background at 102.71 keV. In addition to the graphite and gold measurements, we also performed a run without any sample. After normalisation at the 102.71-keV resonance we used these data to correct the graphite and gold data for the open beam background. The results are shown in Fig. 1 and compared with the neutron sensitivity for a similar detector system as reported by Corvi et al. [1, 4] and the results of Monte Carlo simulations. We also include the neutron sensitivity for a detection system of two C 6 F 6 detectors placed at 90 o with respect to the neutron beam, resulting from measurements at ORELA [10] . The present data are in very good agreement with the data of Corvi et al. [1, 4] . The neutron sensitivity for the C 6 D 6 and C 6 F 6 detectors follow a similar trend as function of neutron energy, with peaks around 7 and 40 keV resulting from the 5.9-and 35-keV resonances in aluminum. The structures around the resonances are smeared out due to the influence of multiple scattering effects. Due to the absence of fluorine in the scintillator material the neutron sensitivity for the C 6 D 6 detector is significantly lower at the resonance energies of fluorine, around 30 and 100 keV. The contribution of the fluorine, present in the TEFLON tube surrounding the C 6 D 6 volume, still creates some structure around 100 keV. Figure 1 illustrates that also the neutron sensitivity can be reproduced by Monte Carlo simulations. Since the Monte Carlo simulations do not suffer from uncertainties related to the background corrections, we prefer the use of the neutron sensitivity obtained with MCNP. Using simulations we can also account for any target mass dependence, as already mentioned by Allen et al. [11] .
CONCLUSION
Accurate weighting functions can be determined by Monte Carlo simulations using MCNP. We demonstrated that the use of weighting functions, accounting for the transport in the sample material, largely reduces systematic errors on the normalisation and the resonance parameters. In addition we also showed that the neutron sensitivity of a capture detection system can be obtained from Monte Carlo simulations. The neutron sensitivity deduced from Monte Carlo simulations reduces systematic uncertainties due to background corrections.
