Introduction
Sensing matrix design is one important topic in compressive imaging (CI) research. Most sensing matrix design works [1] [2] [3] focus on obtaining a better reconstruction. However, in CI, another important issue is the time consuming measurement collecting process. To reduce measurement collecting time, we search a binary sensing matrix for CI. Different from the random binary matrix which has elements selected from a Bernoulli distribution, the matrix we obtained presents a reconstruction mean square error (MSE) close to the optimal value. Therefore the matrix benefits system reconstruction besides fastening measurement collecting process. The paper is organized as following. The binary matrix design work is discussed in section 2. Then numberical simulation results are presented in section 3 with conclusions drawn in section 4.
Binary sensing matrix design
In compressive imaging, system measurements can be represented as
where y(M × 1), x(N × 1) and n(M × 1) are the measurement, the object, and noise vectors, respectively. F(M × N)is the sensing matrix. The noise is assumed as additive white Gaussian noise N (0, σ 2 ). To collect feature y, different kinds of sensing matrices, such as random Gaussian, random binary matrices have been studied. However, the performance of these matrices degrade fast when noise is high. On the other hand, principal component analysis (PCA) sensing matrix has been proved to be the optimal in the sense of minimizing reconstruction error as noise presents. Therefore, we focus on PCA in this work. Note that, since PCA is the optimal for reconstruction, if a sensing matrix is close to PCA, then it will have good reconstruction performance. Thus we define the binary sensing matrix design problem as searching a matrix similar to PCA. In our previous work [4] , we also notice that, if F = Q T PCA is the PCA sensing matrix, then the matrix AQ T PCA , where A is invertible, will generate the same system reconstruction MSE. With all these observations, we can solve the following problem for binary matrix design,
where · F represents the Frobenius norm of a matrix, and sgn() is the signum function. We redefine the constraint as G = 0, where G = AA T − I. Then the Lagrangian for P can be written as
where ⌊ · ⌋ i j represents the (i, j) th element of a matrix, λ is a symmetric matrix of size (M × M), and . * represents the element multiplication between two matrices. P is an equality-constrained optimization problem. To solve P, we use the Newton-Raphson method [5] , which can be represented using the following equations,
and
In Eq. 4 and 5, ∇ 2 AA L is the Hessian matrix of the Lagrangian, J is the Jacobi of the constraint for P 3 , and ∇ε is the gradient vector of the cost function. Different from Eq. 2, the variables in Eq. 4 and 5 are vectors a and λ , which are obtained by lexicographically ordering the elements of A and the upper triangle part of λ .
The element of the Hessian matrix ∇ 2 AA L ( a (ν) , λ (ν) ) can be written as
where δ [i] is the delta function. For the Jacobi matrix of G, note that G is symmetric. Therefore only the upper triangle part of G is used to find J. We have
The third parameter in the Newton-Raphson method is ∇ε( a) = We use linear Wiener operator for object reconstruction due to its faster computational speed and equally reconstruction performance as nonlinear methods for high noise case [6] . The Wiener operator is defined as W = R x F T (FR x F T + σ 2 I) −1 . Using W, the object can be reconstructed as x est = W y.
An object of size (1056 × 1920) is used with block-based low-light-level compressive imaging (BCL-Imaging) [7, 8] for the experiment. The block size is (32 × 32). M = 8 features are searched and used to collect system measurements. The noise level is σ = 150. Fig. 1 presents three binary sensing matrices. Both (a) and (b) are Hadamard vectors. However, the vectors in (a) are sorted using the variation frequency in each vector, while the results in (b) are ordered based on the projections of a block sample average x mean over Hadamard vectors. Fig. 1 (c) shows the searching result by solving problem P. Reconstructions using all these binary matrices and PCA are presented in Fig. 2 . In Fig. 2 (a) , the upper image is the reconstruction using the searched optimal binary sensing matrix, while the lower uses PCA. It can be observed both have similar visual quality. Fig. 2 (b) and (c) show two detail parts of the reconstructions using all four matrices. From top to bottom, the sub-figures correspond to Fig. 1 (a), (b) , (c) and PCA, respectively. The error values for the four reconstructions are 0.916, 0.753, 0.707, and 0.692. It is clear, the solution to problem P shows the best reconstruction among the three binary matrices. Its performance is also very similar to PCA. 
