We obtain exact inequalities which connect moments of some functions of sums of independent random variables taking values in a measurable Abelian group and those for the accompanying infinitely divisible laws. Some applications to empirical processes are studied.
Statement of the main results.
Let X 1 ,X 2 ,... be independent random variables taking values in a measurable Abelian group (Ᏻ, Ꮽ) with respective distributions P 1 ,P 2 ,.... Moreover, if these random variables are identically distributed (the i.i.d. case), then we denote by P their common distribution. We suppose that {0} ∈ Ꮽ and the group operation "+" is measurable. In other words, a sum of arbitrary random variables in (Ᏻ, Ꮽ) is a random variable too.
Denote by Pois(µ) the generalized Poisson distribution with the Lévy measure µ where µ * k is the k-fold convolution of a finite measure µ with itself; µ * 0 is the unit mass concentrated at zero. Under the measurability conditions above the convolution is well defined because we can define the convolution of probability (i.e., normed finite) measures. Put S n := i≤n X i . Generalized Poisson distribution with the Lévy measure µ := i≤n P i is called the accompanying Poisson law for S n (see, e.g., Araujo and Giné [1] ). We will denote by τ µ a random variable having this distribution.
Pois(µ)
The main goal of this paper is to obtain sharp moment inequalities for some measurable functions of S n via the analogous moments of the accompanying Poisson law. Results of such kind are connected with the Kolmogorov problem of approximation of the sum distributions by infinitely divisible laws as well as with an improvement of the classical probability inequalities for the sums. A simple sufficient condition for the functions φ(k) and φ m,z (k) as well as φ 0 (k) and φ 0 m,z (k) to be convex is as follows: for all x ∈ Ᏻ and all z, h ∈ i≤n supp X i , the function f satisfies the inequality
where supp X i denotes a measurable subset such that X i ∈ supp X i with probability 1.
For example, in the i.i.d. case, the convexity (say, of φ(k)) follows easily from (1.5):
(1.6)
For the Banach-space-valued summands, the following result is valid. [25, 26] . In particular, relations (1.3) and (1.9) were obtained by Prokhorov [26] for the functions f (x) := x 2m (m is an arbitrary natural number) and f (x) := ch(tx), t ∈ R, and for one-dimensional symmetric {X i }. Moreover, in the case of mean zero onedimensional summands, these relations for the functions f (x) := exp(hx), h ≥ 0, can be easily deduced from Prokhorov [25] (see also Pinelis and Utev [24] ).
The most general result in this direction was obtained by Utev [28] who, in fact, rediscovered and essentially employed some results of Cox and Kemperman [11] regarding lower bounds for moments of sums of independent centered random variables. Under Theorem 1.4(2), he proved extremal equality (1.9) for nonnegative functions f (x) having an exponential majorant. Moreover, he required some additional unnecessary restrictions on the sample Banach space. In our opinion, the corresponding proofs of the present paper are simpler than that of Utev and need no additional restrictions on f (x) and the sample space.
Relations like (1.3) and (1.9) can also be applied for obtaining sharp moment and tail probability inequalities for sums of independent random variables (for details, see Kemperman [17] , Pinelis and Utev [23, 24] , Utev [27, 28] , and Ibragimov and Sharakhmetov [15, 16] ).
The above results deal with some type of convexity. However, we can obtain moment inequalities close to those mentioned above without any convexity conditions. It is clear that inequality (1.10) provides a sufficiently good upper bound under the so-called Poissonian setting when the summand distributions have large atoms at zero (i.e., the probabilities p i are small enough). Some particular cases of inequality (1.10) are contained in Araujo and Giné [1] and in Giné et al. [14] .
Theorem 1.10. In the i.i.d. case, for every nonnegative measurable function f , the following inequality holds:
Ef S n ≤ 1 1 − p Ef τ µ ,(1.
Applications to empirical processes.
In this section, we formulate some consequences of the above theorems as well as some new analogous results for empirical processes. For the sake of simplicity, we study the empirical processes with one-dimensional time parameter although the results below can be reformulated for empirical processes indexed by subsets of an arbitrary measurable space (moreover, for abstract empirical processes indexed by a family of measurable functions). These results are a basis for the so-called Poissonization method for empirical processes. Sometimes it is more convenient to replace an empirical process under study by the corresponding accompanying Poisson point process having a simpler structure for analysis (e.g., independent "increments"). Some versions of this sufficiently popular and very effective method can be found in many papers. In particular, some probability inequalities connecting the distributions of empirical processes (in various settings) and those of the corresponding Poisson processes are contained in Borisov [3, 4, 5] , Einmahl [13] , Deheuvels and Mason [12] , Giné et al. [14] , and others.
Introduce the so-called tail (or local) empirical process on the interval 
Remark 2.2. It is well known that if a convex functional defined on a topological linear space (say, on a Banach space) is bounded in a neighborhood of some point, then it is continuous (see, e.g., Kutateladze [20] ). Thus, if the functional in Theorem 2.1 is defined, say, on L m ([0,n] ,λ), where λ is a finite measure, and satisfies the local boundedness condition, then the continuity condition connected with the step functions x (m) (t) can be omitted.
In the sequel, in the case of Banach-space-valued random variables, we consider only continuous convex functionals. 
Moreover, if δ = N/n, N does not depend on n, and the functional Φ satisfies the conditions of Theorem 2.1, then
Finally, we formulate some useful moment inequalities which deal with onedimensional projections of the processes ν n (·) and π(·). A direct consequence of Corollary 1.5 is as follows.
Corollary 2.5. For every natural n and m and every t ≥ 0, the following inequality holds:
where x is arbitrary for even m and x ≥ 0 for odd m.
In the following assertion which complements this inequality, the abovementioned convexity conditions need not be fulfilled.
Theorem 2.6. For every natural n and m and every t ≥ 0, the following inequality holds: 
where the standard Poisson process π(·) is independent of {X i }, The equalities in (3.2), which are more convenient in studying accuracy of Poisson approximation of the sums, are contained in various forms in many papers (see, e.g., Khintchine [18, 19] , Le Cam [21, 22] , Borovkov [9] , Borisov [6, 7] , and others). Actually, these relations also represent versions of the total probability formula and are easily proven.
Taking into account the representations in Lemma 3.1, we can reduce the problem to the simplest one-dimensional case when we estimate the analogous moments of the binomial distribution introduced in Remark 1.3. However, in this case, we can obtain sufficiently exact inequalities for moments of arbitrary functions using the following lemma.
Proof. For every nonnegative integer j ≤ n, we have
where
The following properties of H p are obvious: [2] , and others). In particular, under some additional restriction on n and p, a slightly stronger estimate is contained in Le Cam [21] . However, in general, estimate (3.3) cannot be essentially improved. Under some restrictions on n and p, a lower bound for the left-hand side of (3.3) has the form (1 − cp) −1 , where c is an absolute positive constant.
Corollary 3.4. Let g be an arbitrary function satisfying the condition E|g(π(λ))| < ∞ for some λ. Then, for every n and p satisfying the condition np ≤ λ, the following inequality holds:
Moreover,
Eg ν(n, p) = Eg π(λ) . (3.7)
Proof. Inequality (3.6) follows from Lemma 3.2 and the simple estimate
Relation (3.7) follows from the classical Poisson limit theorem and inequality (3.6) which provides fulfillment of the uniform integrability condition. The corollary is proven.
Remark 3.5. Inequality (1.10) in Theorem 1.10 immediately follows from Corollary 3.4 and representations (3.2). In the case n = 1 in Lemma 3.2 there exists a slightly stronger upper bound for the Radon-Nikodym derivative. It is easy to see that, in this case, the right-hand side of (3.3) can be replaced by e p . In the non-i.i.d. case, evaluation of the moment Ef (S n ) can be reduced to that for a new function of n independent Bernoulli random variables ν 1 (1,p) It is worth noting that, under the minimal moment condition above, we cannot replace the one-sided double limit in (3.7) by the classical double limit as well as the condition np ≤ λ in (3.6) cannot be omitted. For example, the function g(k) = (1 ∨ (k − 2) )!λ −k satisfies the above-mentioned moment condition;
however, it is easy to prove the relation lim sup
Proof of Theorem 1.1. In the i.i.d. case, inequality (1.3) is a simple consequence of relation (3.1) and the classical Jensen inequality
(3.10)
In order to prove inequality (1.3) in the non-i.i.d. case, we introduce the sequence of i.i.d. random variables {π i : i ≥ 1} having Poisson distribution with parameter 1, which is independent of all the sequences of random variables introduced in (1.2) (including the initial random variables). Then we can define the random variable τ µ in the following way:
where S m,k are defined in (1.2). The further reasoning is quite analogous to the above. Put z 1 := n m=2 S m,πm . Using the above arguments, we have 12) where the symbol E z 1 denotes the conditional expectation given z 1 . Now we put z 2 := X 1 + n m=3 S m,πm . Then, repeating the same calculation, we obtain the estimate
Continuing the calculations in this way, we finally obtain inequality (1.3). Theorem 1.1 is proven.
Proof of Proposition 1.2. The first assertion is easily verified. Indeed, by Corollary 1.5 and Lemma 3.1 (see (3.2)) we have
14)
The analogous inequality holds for the functions φ m,z (k).
In order to prove the second assertion of this proposition, we consider the subclass of random variables satisfying the conditions EX , we can consider p as a free parameter. Substituting this representation into (3.17) we conclude that, for sufficiently small p (say, p ≤ 0.1), the constant C will be positive. Proposition 1.2 is proven.
Proof of Theorem 1.4. The first assertion is trivial because, under condition (1), from Taylor's formula we have
for every x ∈ Ᏻ and z, h ∈ i≤n supp X i , that is, inequality (1.5) is fulfilled.
To prove the second assertion we need only to prove this in the i.i.d. case because, using the arguments in the proof of Theorem 1.1 above, we can reduce the problem to the i.i.d. case. It remains to observe that, under condition (2) and given z, the function f (x +z) has convex second derivative with respect to x. So, we prove the assertion in the i.i.d. case. Taking into account continuity in x of the function f (x) [h, h] for any fixed h and using Taylor's formula, we have
First we average both sides of (3.19) with respect to the distribution of X k+1 and use the fact that, for any centered (in Bochner sense) random variable X and an arbitrary linear continuous functional l(·), the equality El(X) = 0 holds. Averaging both sides of this identity with respect to the other distributions, we then obtain (with more convenient representation of the remainder in (3.19) ) the equality 20) where ζ is a random variable with the density 2(1 − t) on the unit interval, which is defined on the main probability space and independent of the sequence {X k } (we may assume here that this space is rich enough). It is worth noting that, because of integrability of the left-hand side of (3.19) , the expectation on the right-hand side of (3.20) is well defined due to Fubini's theorem. In the i.i.d. case, by the classical Jensen inequality (for the conditional expectation E ζ,X k+2 ) we finally obtain the inequality we need:
The proof of convexity of φ 0 (k) and φ Proof of Theorem 1.8. Put n > µ(Ᏻ) and consider the independent random variables X k ≡ X k (n) with the following common distribution:
Then the corresponding random variables X consider an arbitrary nonnegative function ψ(x 1 ,...,x k ) which is convex and increasing in every coordinate x i . We will study the moment Eψ(ν n (t 1 ),..., ν n (t k )), where t i ∈ [0,n) are arbitrary points and t i < t i+1 for every i < k. We will also assume that the corresponding Poisson moment exists.
The following so-called Markov property of ν n (·) is well known: given the quantity ν n (t) (the number of the sample points to the left of t/n), two new samples constituted by the points to the left and to the right of t/n, respectively, are independent and distributed as samples (of the corresponding sizes) from the uniform distributions on [0,t/n] and [t/n, 1], respectively. In other words, given ν n (t 1 ), the increment ν n (t 2 ) − ν n (t 1 ) coincides in distribution with ν * N ((t 2 − t 1 )N/n), where N := n − ν n (t 1 ), and the process ν * n (·) is an independent copy of ν n (·). Thus, taking into account Corollary 1.5 and convexity and monotonicity of the function ψ 1 (x) := Eψ(ν n (t 1 ),...,ν n (t k−1 ), ν n (t k−1 ) + x), we have 24) where π(·) is a Poisson process independent of ν n (·). Therefore, we reduced the problem to evaluating the moment of a function of the analogous (k−1)-dimensional projection ν n (t 1 ),...,ν n (t k−1 ). It remains to observe that the function
) is convex and monotone too. In other words, to prove the assertion we may use induction on k. The theorem is proven.
Proof of Theorem 2.6. It is clear that, under the above notations, we deal with the random variable ν(n, p) having the binomial distribution B n,p . First we consider the case n = 1. 
, and
Proof. The properties of the functions g m (t) immediately follow from the relation 27) where m ≥ 2, g 0 (t) ≡ 1, and g 1 (t) ≡ 0. In order to prove (3.25) we first study the case x = −1. We have
where m ≥ 2 (in the case m = 1 the assertion is trivial). Inequality (3.25) follows from (3.28) and the analogous inequality for the corresponding derivatives with respect to x (see Corollary 2.5).
To prove (3.26) we need to deduce only the inequality
First we assume that p ≤ 1/2. Then we have 
due to monotonicity of the functions g m (t). The lemma is proven.
Since ν(n, p) coincides in distribution with a sum of independent copies of the random variables ν(n−1,p) and ν (1,p) , the further proof of the theorem can be continued by induction on n (using (3.26) and the binomial formula). The theorem is proven.
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