Abstract. In this paper we propose a new unconstrained differentiable merit function f for box constrained variational inequality problems VIP(l, u, F ). We study various desirable properties of this new merit function f and propose a Gauss-Newton method in which each step requires only the solution of a system of linear equations. Global and superlinear convergence results for VIP(l, u, F ) are obtained. Key results are the boundedness of the level sets of the merit function for any uniform P-function and the superlinear convergence of the algorithm without a nondegeneracy assumption. Numerical experiments confirm the good theoretical properties of the method.
Introduction. Let F : R
n → R n be a continuously differentiable mapping and S be a nonempty closed convex set in R n . The variational inequality problem, denoted by VIP(S, F ), is to find a vector x ∈ S such that
F (x)
T (y − x) ≥ 0 for all y ∈ S. (1.1)
A box constrained variational inequality problem, denoted VIP(l, u, F ), has S = {x ∈ R n | l ≤ x ≤ u}, (1.2) where l i ∈ R ∪ {−∞}, u i ∈ R ∪ {+∞}, and l i < u i , i = 1, . . . , n. In some papers, e.g., [2, 7] , VIP(l, u, F ) is called the mixed complementarity problem. Further, if S = R n + , VIP(S, F ) reduces to the nonlinear complementarity problem, denoted NCP(F ), which is to find x ∈ R n such that
Two comprehensive surveys of variational inequality problems and nonlinear complementarity problems are [23] and [34] .
Recently much effort has been made to derive merit functions for VIP(S, F ) and then to use these functions to develop solution methods. Formally, we say that a function h : X → [0, ∞) is a merit function for VIP(S, F ) on a set X (typically X = R n or X = S) provided h(x) ≥ 0 for all x ∈ X and x ∈ X satisfies (1.1) if and only if h(x) = 0. Then, we may reformulate VIP(S, F ) as the minimization problem (The function f β is defined similarly with α replaced by β.) In the special case β = α −1 and α < 1 in (1.7), the function h αβ reduces to the merit function studied by Peng [37] . The function h αβ defined by (1.7) is called the D-gap function. Based on this merit function, globally and superlinearly convergent Newton-type methods for solving VIP(S, F ) have been proposed under the assumption that F is a strongly monotone function [44] . It was pointed out by Peng and Yuan [38] that when S = R n + , β = α −1 , and 0 < α < 1, the function h αβ is actually the implicit Lagrangian function
introduced by Mangasarian and Solodov [30] for the nonlinear complementarity problem (1.3). Here [z] + denotes the vector with components max{z i , 0}, i = 1, . . . , n. The function m α (x) is one of the many unconstrained differentiable merit functions for NCP(F ) and its various properties were further studied in [11, 24, 28, 37, 46, 47, 49] . introduced by Fischer [16] but attributed to Burmeister and called the FischerBurmeister function. This merit function θ has been much studied and used in solving nonlinear complementarity problems [6, 13, 14, 18, 21, 24, 25, 26, 45] (see [17] for a survey). In particular, based on this merit function, globally and superlinearly convergent Newton-type methods for NCP(F ) were given in [6] under the assumption that F is a uniform P -function, which is a weaker condition than the assumption that F is a strongly monotone function. Unlike the implicit Lagrangian function m α , the nice properties of the merit function θ based on the Fischer-Burmeister function cannot be naturally generalized to VIP(S, F ).
In this paper we study new unconstrained merit functions for the box constrained variational inequality problem VIP(l, u, F ) where S is of the form (1.2). Despite its special structure, VIP(l, u, F ) has many applications in engineering, economics, and sciences. An available unconstrained differentiable merit function for VIP(l, u, F ) is the D-gap function h αβ . However, when reduced to NCP(F ), the D-gap function h αβ with β = α −1 and α ∈ (0, 1) becomes the implicit Lagrangian function m α . This merit function suffers from the drawback that it needs more restrictive assumptions to get globally and superlinearly convergent methods for NCP(F ) than the merit function θ(x) based on the Fischer-Burmeister function does. This motivates the investigation of other unconstrained differentiable merit functions which need less restrictive assumptions. Throughout this paper we adopt the convention that ±∞ × 0 = 0. Then it is easy to see that VIP(l, u, F ) is equivalent to its Karush-Kuhn-Tucker (KKT) system
Then an obvious unconstrained differentiable merit function for the KKT system (1.12) is
The merit function ξ for VIP(l, u, F ) has many good properties; for example, see [10] . However, it also suffers from several drawbacks. A disadvantage of this merit function is that the level sets L c (ξ) of ξ are in general not bounded for all nonnegative numbers c. Here the level sets
This can easily be shown by taking l i = −1, u i = 1, and
The unboundedness of the level sets could allow the sequence of iterates to diverge to infinity. This unfavorable property is caused by introducing the variables v and w. So it appears better to consider VIP(l, u, F ) in its original space instead of in the larger-dimensional space.
We propose a new merit function which has bounded level sets for any uniform P -function (see section 3) and establish superlinear convergence of a damped GaussNewton algorithm without a nondegeneracy assumption (see section 7). First define ψ :
where φ(a, b) is the Fischer-Burmeister function defined in (1.11).
The following proposition is simple but is essential to the discussion of this paper. 
we get (1.14) easily. After simple computation we can see that the function ψ can be rewritten as
(1.16) Such equivalent expressions for ψ and ϕ will be useful in the following discussions. Note that ϕ is not differentiable at (0, b) for any b ≤ 0 and at (a, 0) for any a ≥ 0, but ψ is continuously differentiable.
it is natural to define
Thus, for any b ∈ R we define
Based on ψ, we define f :
This function is an unconstrained differentiable merit function for VIP(l, u, F ) (see Theorem 2.2) and has many good properties. When VIP(l, u, F ) reduces to NCP(F ), i.e., l i = 0 and u i = +∞, i = 1, . . . , n, the function (1.17) becomes
The organization of this paper is as follows. In the next section we study some preliminary properties of the new merit function. In section 3 we study the conditions under which the level sets of f are bounded. In section 4 we give conditions which ensure that a stationary point of f is a solution of VIP(l, u, F ). Section 5 is devoted to the nonsingularity of the iteration matrices. In section 6 we state the algorithm. We analyze the convergence properties of the algorithm in section 7 and give numerical results in section 8. Some concluding remarks are given in section 9.
For a continuously differentiable function F : R n → R n , we denote the Jacobian of F at x ∈ R n by F (x), whereas the transposed Jacobian is ∇F (x). Throughout · denotes the Euclidean norm. If J and K are index sets such that J , K ⊆ {1, . . . , m}, we denote by
If w is an m vector, we denote by w J the subvector with components j ∈ J . 
Thus f (x) = 0 if and only if x ∈ R n solves VIP(l, u, F ). Moreover, it is easy to see that if F is continuously differentiable, then so is F , as ψ is continuously differentiable by Proposition 1.1.
Note that although f is continuously differentiable, it is not twice continuously differentiable and its gradient ∇f may not be locally Lipschitz continuous. For such an example we refer to the one-dimensional function given in section 1 of [44] . So a direct use of Newton's method for minimizing f (x) may fail. However, we can still expect to obtain globally and superlinearly convergent Newton-type methods for minimizing f (x). The tool used here is semismoothness.
Semismoothness was originally introduced by Mifflin [31] for functionals. Convex functions, smooth functions, and piecewise linear functions are examples of semismooth functions. The composition of semismooth functions is still a semismooth function (see [31] ). In [40] Qi and Sun extended the definition of semismooth functions to G :
has a generalized Jacobian ∂G(x) as in Clarke [5] . G is said to be semismooth at
{V h } exists for any h ∈ R n . It has been proved in [40] that G is semismooth at x if and only if all its component functions are. Also G (x; h), the directional derivative of G at x in the direction h, exists for any h ∈ R n and is equal to the above limit if G is semismooth at x. Lemma 2.3 (see [40] ). Suppose that G : R n → R m is a locally Lipschitzian function and is semismooth at x.
(ii) for any h → 0,
A stronger notion than semismoothness is strong semismoothness. G is said to be strongly semismooth at x if G is semismooth at x, and for any
(Note that in [40] and [39] different names for strong semismoothness are used.) A function G is said to be a (strongly) semismooth function if it is (strongly) semismooth everywhere.
In [39] Qi defined the generalized Jacobian
This concept will be used in the design of our algorithm. Let ϕ : R 2 → R be the function defined by (1.16) and define Ψ, Φ :
for i = 1, . . . , n and where φ(·) is the Fischer-Burmeister function defined in (1.11) . Then the merit function f (x) defined by (1.17) can be rewritten as
Proof. We need only to prove that for each i, G i is (strongly) semismooth at x under the assumptions. First note that φ(·) is a strongly semismooth function [18, Lemma 20] and [·] + : R → R + is strongly semismooth everywhere. Then by Theorem 19 in Fischer [18] , which states that the composition of strongly semismooth functions is a strongly semismooth function, we know that [−φ(·)] + is strongly semismooth everywhere. It is easy to see that min{·, ·} : R 2 → R is strongly semismooth everywhere. Thus, by using Theorem 19 in Fischer [18] again, ϕ : R 2 → R is a strongly semismooth function. Then by Theorem 5 in Mifflin [31] , which states that the composition of semismooth functions is semismooth, we know that Ψ i and Φ i are semismooth at x, and because α 2 + β 2 is a strongly semismooth function of α and β, G i is semismooth at x. If F is locally Lipschitz continuous, then (y i −l i , F i (y)) and (u i − y i , −F i (y)) are strongly semismooth at x. Thus, by Theorem 19 in Fischer [18] we know that Ψ i and Φ i are strongly semismooth at x. So, G i is strongly semismooth at x.
We need the following definitions concerning matrices and functions. Definition 2.5. A matrix W ∈ R n×n is called a
if each of its principal minors is nonnegative; • P -matrix if each of its principal minors is positive.
Obviously a positive semidefinite matrix is a P 0 -matrix and a positive definite matrix is a P -matrix.
• is a P 0 -function if for every x and y in R n with x = y there is an index i such that
• is a P -function if for every x and y in R n with x = y there is an index i such that
• is a uniform P -function if there exists a positive constant µ such that for every x and y in R n there is an index i such that
• is a monotone function if for every x and y in R
• is a strongly monotone function if there exists a positive constant µ such that for every x and y in R
It is known that every strongly monotone function is a uniform P -function and every monotone function is a P 0 -function. Furthermore, the Jacobian of a continuously differentiable P 0 -function (uniform P -function) is a P 0 -matrix (P -matrix). [24] , Facchinei and Soares [14] , and De Luca, Facchinei, and Kanzow [6] . Here these results are extended to VIP(l, u, F ).
The following lemma is essential to develop conditions which ensure bounded level sets.
Lemma 3.1. For four given numbers a, b ∈ R, c ∈ R ∪ {−∞}, and d ∈ R ∪ {∞} with c < d, we have
with γ 1 = 1/(6 + 4 √ 2) and γ 2 = 12 + 8 √ 2. Proof. First, from Tseng [45] , for any two numbers v, w ∈ R we have
Then by using the second equality of (1.16), if v ≥ 0 we have
and if v < 0 we have
Thus, for all (v, w) ∈ R 2 we have
Next we prove that
First, if either b ≥ 0 and a < d or b < 0 and a > c, then we can directly verify that r = t. Next, we consider the other two cases.
After simple computation we get
Case 2. b < 0 and a ≤ c. Then
Again, after simple computation we get
Overall we have proved (3.7). By combining (3.6) and (3.7), we get (3.1). 
Proof. Suppose that for some given c ≥ 0, L c (f ) is unbounded. Then there exists a sequence {x k } diverging to infinity and satisfying
But, on the other hand, from Lemma 3.1 and the assumption that there exists an index i, independent of k, such that (3.8) holds, we have
By noting that if S is bounded then (3.8) holds automatically, we can conclude that for any given c ≥ 0,
If F is a uniform P -function, then by [14] for any sequence {x k } with x k → ∞ there exists an index i ∈ {1, . . . , n} independent of k such that
which, in turn, implies (3.8) . This completes the proof.
Stationary point conditions.
In general a stationary point of a merit function may not be a solution of the underlying problem. Many people [6, 11, 14, 21, 24, 25, 26, 29, 47] have studied the conditions under which a stationary point is a solution of NCP(F ). In this section we study the conditions under which a stationary point of (1.17) is a solution of VIP(l, u, F ). Similar work has been done in [10, 27] for box constrained variational inequality problems.
First let us study the structure of
Denote by e i the ith unit row vector of R n , i = 1, . . . , n. For any x ∈ R n we discuss five cases, each of which includes three subcases.
where
For any x ∈ R n define the index sets A jk (x) by For convenience we define the four additional index sets
. , n}, and any
Proof. Parts i)-iii) can be easily verified. For part iv) we need only to note that if i ∈ R, then G i (x) = 0 and there exist positive numbers α i and β i such that
Without causing any confusion we will use O, P, Q, and R to represent O(x), P(x), Q(x), and R(x), respectively. Without loss of generality, assume that ∇F (x) is partitioned in the form
Now we are ready to give the main result of this section. Theorem 4.2. Suppose that x ∈ R n is a stationary point of f , i.e., ∇f (x) = 0, and that ∇F (x) PP is nonsingular and its Schur complement in 
Proof. Since f is continuously differentiable and G is locally Lipschitz continuous, by Clarke [5] we have that for any y ∈ R n and any V ∈ ∂G(y)
By considering parts i) and ii) of Lemma 4.1, without loss of generality we assume that
Thus from Lemma 4.1,
and c i and d i are numbers defined in part iv) of Lemma 4.1. Equation (4.1) can be rewritten as
From the second equality of (4.2) we have
This and the fourth equality of (4.2) give
PR is a P 0 -matrix, there exists an index j ∈ {1, . . . , |R|} such that
which, with (4.3), gives
This contradicts part iv) of Lemma 4.1. So, we have
Then from the second and the first equalities of (4.2) we get
Thus, by Lemma 4.1 we have proved that G(x) = 0, so x is a solution of VIP(l, u, F ) by Theorem 2.2. The conditions used in Theorem 4.2 are quite mild. In particular, if all l i = −∞ and all u i = ∞, i.e., VIP(l, u, F ) reduces to the nonlinear system of equations F (x) = 0, we require only that ∇F (x) is nonsingular. Also, if all l i and u i are bounded we require only that ∇F (x) RR is a P 0 -matrix, which is implied by assuming that F is a P 0 -function.
Nonsingularity conditions.
In this section we study the conditions under which the elements of a generalized Jacobian are nonsingular at a solution point x * ∈ R n of VIP(l, u, F ). The basic idea follows from Facchinei and Soares [14] . Since x * is a solution of VIP(l, u, F ),
where O, P, Q, and R are abbreviations of O(x * ), P(x * ), Q(x * ), and R(x * ), respectively. For notational convenience let
By rearrangement we assume that F (x * ) can be rewritten as
VIP(l, u, F ) is said to be R-regular at x * if F (x * ) II is nonsingular and its Schur complement in the matrix
is a P -matrix; see [14] . R-regularity coincides with the notion of regularity introduced in [42] .
it is sufficient to prove the conclusion by showing that all U ∈ ∂ C G(x * ) are nonsingular. Let U be an arbitrary element of ∂ C G(x * ). By the discussion of section 4 on the structure of ∂ B G i (x * ) and as x * is a solution of VIP(l, u, F ), we have 
where 0 < α < β and λ min (W ) denotes the smallest eigenvalue of the symmetric matrix W . Condition (5.2) implies that F (x * ) must be a positive definite matrix and hence a P -matrix. It may not be satisfied if F (x * ) is only a P -matrix. For example, let n = 2, S = R 2 + , and F (x) = W x + q with
2) fails to hold because λ min (F (x * ) + F (x * ) T ) = 0. Thus our assumption is weaker. In fact, one of our main motivations of this paper is to pursue a simple and differentiable merit function for VIP(l, u, F ) such that the iteration matrix is nonsingular if F (x * ) is only a P -matrix.
A damped Gauss-Newton method.
In this section a damped GaussNewton method for solving VIP(l, u, F ) is outlined. It is similar to that in Facchinei and Kanzow [12] , except that a negative gradient direction is not used. The motivation for using damped Gauss-Newton methods for solving semismooth equations is discussed in [12] .
Let I ∈ R n×n be the identity matrix. An outline of a damped Gauss-Newton method is as follows.
Step 0. Choose
Step 3. Let m k be the smallest nonnegative integer m such that
and go to Step 1. The above method is different from the classical damped Gauss-Newton method for solving nonlinear least squares problems in that G is not continuously differentiable. Note that if in (6.1) p 1 is set to zero, the solution of (6.1) is exactly the solution of the linear least squares problem
. In (6.1), the term
, which means that the above algorithm is well defined at the kth iteration. If V k is nonsingular, then the term V T k V k is positive definite and with p 1 = 0 the solution of (6.1) reduces to solving the linear system
to get a generalized Newton direction.
Convergence analysis.
In this section we analyze the convergence properties of the damped Gauss-Newton method described in section 6, establishing superlinear convergence without any nondegeneracy assumption. The analysis builds on the work of [6, 12] for NCP(F ).
First we state a global convergence theorem. 
and so
Thus from Lemma 2.3 and Theorem 5.2, for all x k sufficiently close to x * ,
Then we can deduce that for all x k sufficiently close to x * ,
Thus from (7. k } generated by the damped Gauss-Newton method is bounded and hence has at least one accumulation point, say,x. According to Theorem 7.1,x is a stationary point of f . From Theorem 4.2, this stationary pointx must be a solution of VIP(l, u, F ) because F (x) is a P -matrix under the assumption that F is a uniform P -function. Since F is a uniform P -function, VIP(l, u, F ) has a unique solution x * (see, for example, [23, Theorem 3.9] ). This means thatx = x * . The conclusions of this corollary follow from Theorem 7.2 and the fact that if F (x * ) is a P -matrix, then VIP(l, u, F ) is R-regular at x * . Corollary 7.3 says that if F is a continuously differentiable uniform P -function, then the sequence {x k } generated by the damped Gauss-Newton method based on the new merit function f is well defined and converges to the unique solution of VIP(l, u, F ) superlinearly. Such a result was only obtained for the nonlinear complementarity problem based on the merit function θ(x) (see, for example, [6] ). In [27, 44] a similar result based on the D-gap function h αβ was obtained by assuming that F is a strongly monotone function, which is a stronger condition than that of a uniform P -function. Additionally, by technically choosing a sequence of smooth mappings H ε (x), ε → 0 + to approximate the nonsmooth mapping H(x), Chen, Qi, and Sun [4] gave a similar result to Corollary 7.3 based on the so-called Jacobian consistency property. Here we directly construct a continuously differentiable merit function to obtain Corollary 7.3 instead of constructing a series of smooth approximating functions.
Numerical results.
In this section we present some numerical experiments for the algorithm proposed in section 6 using the whole set of test problems from GAMS and MCP libraries (GAMSLIB and MCPLIB) [2, 8, 15] . The algorithm was implemented in MATLAB and run on a Sun SPARC Server 3002. Instead of a monotone linesearch we used a nonmonotone version as described in [10] , which was originally due to Grippo, Lampariello, and Lucidi [22] and can be stated as follows. Let ≥ 1 be a prespecified constant and k ≥ 1 be an integer which is adjusted at each iteration k. Calculate a steplength t k > 0 satisfying the nonmonotone Armijo-rule
. . , k} denotes the maximal function value of f over the last k iterations. Note that k = 1 corresponds to the monotone Armijo-rule. In the implementation, we used the following adjustment of k :
1. Set k = 1 for k = 0, 1, 2, 3, 4, i.e., start the algorithm using the monotone Armijo-rule for the first four steps. 2. k+1 = min{ k +1, } at all remaining iterations ( = 5 in our implementation). Throughout the computational experiments the starting points are provided by GAMSLIB or MCPLIB. The parameters used in the algorithm were ρ = 0.5, p 1 = 5.0 × 10 −7 / √ n (n < 100), 10 −6 /n (n ≥ 100), p 2 = 1, and σ = 10 −4 . We replaced the term
If n > 2500, instead of using a Gauss-Newton direction, we simply used a pure Gauss-Newton direction
, which is actually a (generalized) Newton direction. The iteration of the algorithm is stopped if either
or if either -the number of iterations exceeds 300, or -the number of linesearch steps exceeds 40, giving a stepsize t k < 9.09 × 10 −13 . Finally we note that in our algorithm we assume that F is well defined everywhere, whereas there are a few examples in the GAMSLIB and MCPLIB where the function F may not be defined outside of S or even on the boundary of S. To partially avoid this problem our implementation used the following heuristic technique introduced in [10] . Let t denote a stepsize for which inequality (8.1) shall be tested. Before testing check whether
is not well defined, then set t := t/2 and check again. Repeat this process until F is well defined or the limit of 40 linesearch steps is exceeded. In the first case continue with the nonmonotone Armijo linesearch. Otherwise the algorithm stops. This is equivalent to taking f (x) = ∞ for all points x where F (x) is not defined.
The numerical results are summarized in Table 8 .1 for the GAMSLIB problems and Tables 8.2-8.4 for the MCPLIB problems. In these tables the first column gives the name of the problem; n is the number of the variables in the problem; Nit denotes the number of iterations (LSF means the maximum number of linesearch steps was exceeded); NF denotes the number of evaluations of the function F ; f 0 and f F denote the value of f/n at the starting point and the final iterate, respectively; ∇f F denotes the value of ∇f / √ n at the final iterate; and CPU denotes the CPU time in seconds for the MATLAB implementation. Nit is equal to the number of evaluations of the Jacobian F (x) and the number of subproblems (6.1) or systems of linear equations solved. In the "Problem" column of Tables 8.2 -8.4 , the number after each problem specifies which starting point from the library is used. In the "f 0 " column of Tables Tables 8.1 -8.4 show that the algorithm was able to solve most problems in GAM-SLIB and MCPLIB. More precisely, for the GAMSLIB, for the problem transmcp our algorithm converged to a local minimum of f (x) with f F = 2.6 × 10 −5 and ∇f F = 6.8 × 10 −11 . This is not strange because our algorithm can be used only to find local solutions of f , which may not be solutions of VIP(l, u, F ). We also have failures on the problems vonthmcp and vonthmge. These are two von Thünen problems which are known to be very hard. By choosing different parameters we can solve transmcp and vonthmge with high precision but still fail on vonthmcp. On problems from the MCPLIB we have more failures. However, by using different parameters than those reported here, we can also solve all these failed problems except for billups and pgvon105 with the second starting point, which violates the domain of Jacobian evaluation. The billups problem was constructed by Billups [1] in order to make almost all state-of-the-art methods fail on this problem. Note that the function F in the billups problem is pseudomonotone at a solution, which is exactly what is needed for some globally convergent methods [43] . To solve this problem, we can first use the method in [43] to make the iterates approximate the solution to some extent and then switch to the above algorithm. In fact, by using the method in [43] , after 76 iterations and 147 function evaluations we get a final x with | min{x, F (x)}| = 3.8 × 10 −8 . Note that for pgvon106 we have ∇f F = 2.1 × 10 +1 while f F is very small. This also confirms that pgvon106 is really a hard problem. The main focus of this paper is problems with both lower bounds and upper bounds on the variables. Some of the larger examples are bratu with n = 5625, opt cont127, opt cont255, and opt cont511 equation solver. In particular, note from the formulae in section 4 that the generalized Jacobian V k has rows which consist of either the unit vector e i , the corresponding row F i (x k ) of the Jacobian of F , or a linear combination of these terms. Thus V k has at least the sparsity structure of F (x k ) and often considerably more when a row F i (x k ) is replaced by the (scaled) unit vector e i . Thus there is considerable potential to exploit the sparsity of V k , for example, by reordering the columns to produce more efficient matrix factorizations. In particular, if the sparsity of F (x) does not change, then this reordering could be done once rather than on every iteration.
The numerical experiments in this paper are simply meant to demonstrate the viability of the proposed merit function f (x) for solving V IP (l, u, F ). Further work is needed to produce robust, efficient software.
Final remarks.
In this paper we presented a new differentiable merit function for solving a box constrained variational inequality problem. This new merit function has many desirable properties over the existing ones. The key idea is to use the fact that ψ(a, b) = 0 ⇐⇒ a ≥ 0, ab + = 0 to reformulate VIP(l, u, F ) as the minimization of an unconstrained differentiable merit function. This reformulation allows us to construct a globally and superlinearly convergent damped Gauss-Newton method for solving VIP(l, u, F ). One of the most important features of the damped Gauss-Newton method introduced here is that at each iteration we need only to solve a linear system of equations. Besides the formula introduced in this paper, there are other possible functions ψ(a, b). For example we can let The function f new (x) has similar properties to f (x) and possibly has only slightly different stationary point conditions. Roughly speaking, the stationary point conditions for f need a stronger nonsingularity condition on ∇F , while f new needs a stronger P 0 property on ∇F (i.e., the set P in Theorem 4.2 may contain fewer elements). Note that in (9.5) the functions φ(·) and ψ(·) can be replaced by φ R (·) and ψ new (·), respectively.
