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Introduction
Initiated by Merz (1995) and Andofatto (1996) , many studies of business cycles choose to incorporate the search frictions introduced by Pissarides (1985) and Mortensen and Pissarides (1994) in their characterization of the labor market. While various methods are employed to solve this type of business cycle models with labor market search frictions, little effort has been made to compare the performance of these solution methods. I present a baseline model of this type, and solve it using projection and perturbation methods under the conventional calibration. Whereas the approximated solutions provided by these two classes of methods are different in accuracy, I find the simulated moments based on them are very similar in value.
The projection methods introduced by Judd (1992) have been shown to be able to produce a highly accurate approximation to the true policy function of a large class of DSGE models, and have therefore often been used as the reference solution of a model that has no known closed form solution, see Aruoba et al. (2006) and Caldara et al. (2012) for example. The projection I implement approximates the true solution of the model with a linear combination of the Chebyshev polynomials, and pins down the coefficients of the linear combination by minimizing a residual function derived from the Euler equations of the model at the nodes of the Chebyshev polynomials. The perturbation method introduced by Gaspar and Judd (1997) approximates the policy function with a Taylor expansion, and solves for the coefficients of the expansion from the equations resulting from successive differentiation of the equilibrium conditions of the model. With the perturbation method I approximate the policy rule up to third order for both the level and log specifications of the model. Then I implement Den Haan and Marcet's (1994) accuracy test and the Euler equation error test from Judd (1992) and Judd (1998) to evaluate the quality of the approximations produced by the two methods.
Of particular interest is that the equilibrium of the model is characterized by two intertemporal Euler equations. Besides the standard consumption Euler equation, employment is endogenously determined and also characterized by an intertemporal Euler equation. For each approximation and measured by the statistics of the two accuracy tests, I find that the consumption Euler equation is always better satisfied than the employment Euler equation. The projection approximation achieves the highest degree of accuracy in satisfying both of the two Euler equations, and the third order 1 perturbation in levels is the second-best performing approximation. In particular, Den Haan and Marcet's (1994) test suggests that the first order perturbation in levels (the linear approximation) is superior to the first order perturbation in logs (log-linearization) in satisfying the employment Euler equation. For the consumption Euler equation, the Euler equation error test suggests that the linear approximation performs better than the log-linearization, as noted by Aruoba et al. (2006) in their comparison of solution methods for a business cycle model where labor supply is also endogenously determined but characterized by an intratemporal Euler equation.
As above, the two accuracy tests complement each other in evaluating the approximations of this model. In practice, the Euler equation error test is often conducted on a state variable grid whose size is pre-specified merely with the guidance of the distributional properties of the state variables, without taking into account the correlation among the state variables implied by the corresponding approximation itself. As noted by Judd et al. (2010) and Judd et al. (2012) , some regions on such a grid will not be visited in the equilibrium of the model. 1 Indeed, in this model, such redundant regions exist and the Euler equation errors computed in those regions are uninformative in evaluating the approximations. Den Haan and Marcet's (1994) test, however, builds up its test statistic using the simulated time series in which the correlation among the state variables as the restraint on the realizations has been enforced. Consequently, this test examines the accuracy of an approximation essentially in its associated state space where it ought to be accurate.
One drawback of Den Haan and Marcet's (1994) test is that the results do not have an economic interpretation, but the results from the Euler equation error test do.
Although different in accuracy, all the approximations of this model produce similar simulated moments. This similarity follows from the fact that in the neighborhood of the deterministic steady state of the model, all the approximations behave similarly, and most of their realizations fall in that neighborhood in simulation. In recent literature, Petrosky-Nadeau and Zhang (2013) compare the performance of a spline approximation with the perturbation in logs up to second order in solving Hagedorn and Manovskii's (2008) model and find that the simulated moments produced by log-linearization is significantly different from those generated by the accurate spline approximation. Aside from that capital is not included, Hagedorn and Manovskii's (2008) model assumes a CES type of matching function, forcing the realization of the vacancy-filling rate to fall in between zero and one (see den Haan et al. (2000) ). The model in this paper follows Merz (1995 ), Andofatto (1996 , Pissarides (2000) , Shimer (2005) , Pissarides (2009) and many others in assuming a standard Cobb-Douglas matching function, and interprets the vacancy-filling rate that exceeds unity as, following Den Haan and De Wind (2012), being due to firms hire more than one workers for a posted vacancy.
The rest of the paper is organized as follows. The real business cycle model with labor market search is specified in section 2. In section 3, I present the perturbation and projection approximations to the model with the calibration. The numerical results and implications of the approximations are analyzed in section 4. Section 5 concludes.
The Stochastic Growth Model with Labor Market Search
In this section, I lay out the model and characterize the equilibrium. The model embeds a MortensenPissarides labor market search framework into an otherwise standard real business cycle model, and is parameterized close to the way described in Merz (1995) and Andofatto (1996) .
The model
The economy is populated by infinitely lived, identical households whose preferences are represented by the following utility function
where c t is consumption, n t the fraction of employed family members and γ the negative of the Frisch elasticity of labor supply. The model assumes only two states for a family member, employed or unemployed. The fraction of the unemployed family members therefore writes
Under appropriate assumptions on the matching function, the externality generated by labor market search activities can be internalized and therefore the model can be solved as a social planner's problem. The social planer evaluates the social welfare represented by the following 3 value function
where β ∈ (0, 1) is the discount factor, k t the capital stock, v t the vacancy and z t a stochastic productivity process of the form
where ρ ∈ (0, 1) is the persistence parameter of the process and ε t the productivity shock, normally and identically distributed with zero mean and standard deviation σ z . The maximization is subject to the following constraints
where (5) is the aggregate resource constraint with δ ∈ (0, 1) the depreciation rate of capital stock, κ v the vacancy posting cost and κ u the cost of job search, both assumed to be constant.
is the production function and assumed to take the Cobb-Douglas form
where α ∈ (0, 1) is the capital share. The capital stock in the next period therefore is the sum of current capital after depreciation, and the current output net of consumption and two types of costs incurred by search and matching activities in labor markets.
The dynamic of aggregate employment is described by (6) with χ ∈ (0, 1) the exogenous job separation rate, assumed to be constant and M((1−n t ), v t ) the matching function. The employment in the next period therefore is the sum of current employment that has not been destroyed, and the new employment generated by the matching function. Following Merz (1995) , Andofatto (1996) , Pissarides (2000) , Shimer (2005) , Pissarides (2009) and many others, the matching function is assumed Cobb-Douglas
where m 0 is a constant scaling factor and η ∈ (0, 1) the elasticity of the matching function with respect to unemployment.
As is usual in labor market search and matching literature, the labor market tightness is defined 4 as the ratio of the vacancy to the unemployment
The job finding rate is a function of the labor market tightness, measuring the rate at which unemployed workers find jobs, and is defined as the ratio of the job match to the unemployment
The vacancy filling rate is also a function of the labor market tightness, measuring the rate at which vacant jobs become filled, and is defined as the ratio of the job match to the vacancy
Both the job finding and vacancy filling rate are probabilities, and should lie between zero and one. The vacancy filling rate, however, can potentially exceed unity in simulation when the matching function takes the Cobb-Douglas form (see den Haan et al. (2000, p. 485) ). To avoid introducing nonsmoothness into the policy function since in that case the perturbation methods cannot be applied, I do not restrict q t to be less than one. The realization of q t that exceeds unity is interpreted as that firms hire more than one worker on each posted vacancy (see Den Haan and De Wind (2012, p. 1480) ).
Characterization
The equilibrium of the economy is characterized by, apart from the stochastic productivity process (4), the resource constraint (5) and aggregate employment dynamic (6), the Euler equation for consumption equalizing the expected present-discounted utility value of postponing consumption of one period to its utility value today
where
and the Euler equation for employment equalizing the marginal loss in welfare due to vacancy creation, in terms of utility, to its expected present-discounted marginal contribution to social welfare
and
This marginal contribution, net of the disutility from work, is the sum of the marginal labor productivity, the saved job search cost and the its potential continuation, i.e., in case the job match is not destroyed. M n,t+1 corrects the continuation as the (un)employment stock has already been changed by the vacancy creation.
Solution Methods
The model described in section 2 does not have a known closed form solution, and needs to be solved with numerical methods. I solve the model using perturbation and a particular type of projection method, that is, the spectral method with Chebyshev polynomials.
The Perturbation method as described in Gaspar and Judd (1997) , Judd and Guu (1997) , Judd 
Perturbation
The equilibrium conditions of the model, that is, (4)-(6) and the two Euler equations (12) and (15) can be cast into the following problem
where the n y -dimensional vector-valued function f : R n y × R n y × R n y × R n e → R n y is assumed C M with respect to all its arguments, where M is the order of approximation to be introduced subsequently; y t ∈ R n y is the vector of n y endogenous and exogenous variables; and ε t ∈ R n e the vector of n e exogenous shocks, 2 where n y and n e are positive integers (n y , n e ∈ N). The elements
Following standard practice in DSGE perturbation, I introduce an auxiliary parameter σ ∈ R to scale the risk in the model. 4 The stochastic model under study in (20) corresponds to σ = 1 and σ = 0 represents the deterministic version of the model. Indexing solutions with σ
with the state vector z t given by 5
To enable a standard DSGE perturbation, I assume the vector function y exists and is C M with respect to all its arguments. Time invariance of the policy function and scaling risk imply
The notation, y andỹ, is adopted to track the source (through y t or y t+1 ) of derivatives of the policy function. This is necessary as (i) thez t+1 argument ofỹ is itself a function of y through its dependance on y t , and (ii) σ scales ε t+1 in thez t+1 argument ofỹ, but not ε t in the z t argument of 2 Nonlinearity or serial correlation in exogenous processes can be captured by including the processes themselves in the vector y t and including functions in f that specify the nonlinearity or correlation pattern.
3 The notation ε t
is the m'th fold Kronecker product of ε t with itself:
y. This follows from the conditional expectations in (20): ε t realizes at time t and is in the time t information set-hence, it is not scaled by σ; however, ε t+1 has not yet been realized and is the source of risk-hence, it is scaled by σ. 6
Inserting the policy functions for y t and y t+1 -equations (21) and (23)
a function with arguments σ and z t . 7 I will construct a Taylor series approximation of the solution (21) around a deterministic steady state defined as follows In practice, the deterministic steady state value is solved from the deterministic version of (24), i.e., from 0 = f (y, y, z).
With f and y both being vector-valued functions that take vectors as arguments, their partial derivatives form hypercubes. I use the method of Lan and Meyer-Gohde (2013) that differentiates conformably with the Kronecker product, allowing me to maintain standard linear algebraic structures to derive my results. (27) 6 See also Anderson et al. (2006) and Michel (2011) for similar discussions. 7 Note that ε t+1 is not an argument of F as it is the variable of integration inside the expectations. I.e.,
Definition 3.2. Matrix Derivatives Let A(B) : R s×1 → R p×q be a matrix-valued function that maps an s × 1 vector B into an p × q matrix A(B), the derivative structure of A(B) with respect to B is defined as
A B ≡ D B T {A} ≡ ∂ ∂b 1 . . . ∂ ∂b s ⊗ A (26)
where b i denotes i'th row of vector B, T indicates transposition; n'th derivatives are
where Ω is the support and φ the p.d.f. of ε t+1 . Thus, when σ = 0, ε t+1 is no longer an argument of f and the integral (and hence the expectations operator) is superfluous, yielding the deterministic version of the model. I assume the policy function, (21), admits a Taylor series approximation up to M'th order at a deterministic steady state which I write as 8
where y z j σ i ∈ R n y ×n j z is the partial derivative of the vector function y with respect to the state vector z t j times and the perturbation parameter σ i times evaluated at the deterministic steady state using the notation of definition 3.2. That is
where T indicates transposition and the second line follows as σ is a scalar. The terms ∑ (28) collect all the coefficients associated with the j'th fold Kronecker product of the state vector,
M− j i=0
Higher orders of σ correct the Taylor series coefficients for risk by successively opening the coefficients to higher moments in the distribution of future shocks. 9 At third order and for σ = 1, the Taylor approximation (28) writes
where only terms with nonzero coefficients have been included andˆhighlights that (30) is an approximation of the policy function (21). To solve for the coefficients of the third order expansion (30), I take the collection of derivatives of f in (24) from the previous order (for the first order, I start with f itself) and 1. differentiate the derivatives of f from the previous order with respect to all their arguments 2. evaluate the partial derivatives of f and of y at the deterministic steady state 3. apply the expectations operator and evaluate using the given moments 4. set the resulting expression to zero and solve for the unknown partial derivatives of y.
The resulting equation for y z at first order takes the form of a matrix quadratic. 10 All the other 8 See appendix A.1 for a derivation of the Taylor series approximation. 9 A similar interpretation can be found in Judd and Mertens (2013) 
Projection
The spectral method seeks an approximation of the policy function on the grid of state variables.
The lower and upper bounds of this grid are chosen such that, as noted in Aruoba et al. (2006 Aruoba et al. ( , p. 2486 and Caldara et al. (2012, p. 196) , they will bind only with an extremely low probability. The deterministic steady state as given in definition 3.1 of the state variables is also included in the grid as it is a point that can be determined before approximation, see Judd (1992, p. 429) . Given there are three state variables in the model, i.e., capital, employment and productivity, the grid of
where the subscripts min and max indicate the lower and upper bounds of the state variables they attach to. Along each of the three dimensions, the grid points are chosen to be, up to a linear transformation, the roots of Chebyshev polynomials that lie in the interval between −1 and 1.
The two policy functions of consumption and vacancy are both functions of state variables and are approximated with the following linear combination of the Chebyshev basiŝ
whereˆindicates these are approximations. Θ c and Θ v are two vectors of coefficients to be determined. Bothĉ t andv t are of dimension (n g × 1) with n g the number of grid points. The multidimensional Chebyshev polynomial basis X (k t , n t , z t ) on which the approximation of both consumption and vacancy are built is the Kronecker tensor product of three Chevyshev polynomial basis of capital, employment and productivity respectively. The details of constructing X (k t , n t , z t ) are relegated to the appendix.
The two Euler equations (12) and (15) that characterize the policy function of consumption and 11 All these linear equations can be cast into a generalized Sylvester form, see Lan and Meyer-Gohde (2014) .
vacancy can be written as the following functional
Inserting the approximated policy functions (31) and (32) in the previous functional, noting that k t+1 and n t+1 can be calculated using the aggregate resource constraint (5) 
Calibration
The model is quarterly calibrated. The parameter values as summarized in Table 1 , are taken from Merz (1995) , Petrongolo and Pissarides (2001) , Shimer (2005) and Pissarides (2009) [ Table 1 about here.] In particular, the steady state values of the labor market tightness and aggregate employment, θ ss and n ss respectively, are taken from Shimer (2005) and Pissarides (2009) . The vacancy posting cost, κ v , is chosen, using the projection approximation, such that the standard deviation of vacancy relative to that of output is equal to 7.31 as reported in Merz (1995) . 12 Then solving the model in steady state pins down κ u , the cost of job searching.
Numerical Results
This section first reports the simulated moments of the model using the projection approximation which will be shown as the top performing one among all the approximations considered in this paper. Such set of moments reveals the model's ability in replicating some of the key regularities of the business cycle and in particular, of the labor markets. Second, the simulated density of all the approximations will be presented. Third, the quality of the approximations will be examined by implementing Den Haan and Marcet's (1994) (1992) and Judd (1998) . Given the difference in accuracy among all the approximations and to study the implications of such difference, the simulated moments of all the approximations will be computed for comparison.
Simulated Moments
The model is simulated using the approximation generated by the projection method. This approximation outperforms all the perturbations in terms of accuracy. To this end, it is chosen as the benchmark that represents the model's ability of explaining the observed aggregate fluctuations, in particular the fluctuations of the labor market variables as they reflect the contribution of the search and matching framework incorporated in the model.
The simulation environment is similar to that specified in Merz (1995) , Shimer (2005) and Petrosky-Nadeau and Zhang (2013): the model is simulated 1000 times. Each simulation contains 412 observations with the first 200 discarded. As the model is quarterly calibrated, each simulation contains effectively the observations of 212 quarters, corresponding to about 53 years of quarterly data presented in Shimer (2005) and Pissarides (2009) . As the projection method approximates the model in levels, the simulated time series are transformed by the natural logarithm, and then detrended using the Hodrick-Prescott filter with a quarterly smoothing parameter 1600. From the 1000 simulations there are 1000 sets of moments, and only the average of these simulated moments is reported.
[ Table 2 about here.]
The model performs well in generating relative volatilities in frequently reported business cycle aggregates such as consumption and capital stock. Along the labor market dimension, the volatility of labor market tightness relative to that of the labor productivity, σ θ /σ p , reaches 10.33.
Whereas it is about half of 19.10 reported by Shimer (2005) , it already exceeds 7.56, a plausible target of a model with constant job destruction and productivity shock only (see Pissarides (2009) 
Moreover, the model is capable of replicating the negatively sloped Beveridge curve, i.e., ρ(u, v) in table 2. This is because that the aggregate unemployment as a state variable will not immediately respond to an increase in vacancy creating activities induced by a positive productivity shock. The household therefore cannot send more family members to searching which will lead to an increase in unemployment and a positive relationship between vacancy and unemployment. Given that the model assumes constant vacancy posting and searching cost, incorporating no frictions other than search, a richer structure is needed to generate an ρ(u, v) that closer to the empirical target.
Simulated Density
Before performing accuracy tests, all the approximations are simulated for the estimation of den- 
Den Haan and Marcet's (1994) Accuracy Test
Defining the expression in the expectation operator as a new variable
Then the forecast error of φ t+1 writes
If the solution were exact, then u t+1 would have zero mean, and satisfy the following 1 − n) ). Therefore, when θ > 1, the search friction still exists and is nontrivial if f (θ) < 1.
for any function h : R k → R q and for any k-dimensional vector x t belongs to the information set on which the conditional expectation in the Euler equation (34) is formed. To evaluate the performance of an approximation, inserting its simulation in the sample analog of the previous equation
where sim indicates the corresponding simulated series and T the length of simulation, and checking if M T is close to zero. Note that, M T could be made small by taking a h(·) with small function values, and owing to sampling error, M T will not be exactly equal to zero. To avoid such problems, Den Haan and Marcet (1994) construct the following test statistic, with the null hypothesis that the approximation under evaluation is accurate, i.e., (37) holds for this approximation, to examine if M T is significantly different from zero
where W T is some weighting matrix, chosen to take the following form
When the solution is exact and T goes to infinity, J T converges to a χ 2 distribution with, as the Euler equation (34) (19) in (15) and noting the definition of q t , f t and θ t yields κ v
Defining the expression in the expectation operator as
and the forecast error of φ t+1 writes
Inserting the involved simulated series in the previous equation yields u sim t+1 with which the test statistic as given in (39) can be constructed for the employment Euler equation.
As noted by Aruoba et al. (2006) , the null hypothesis will be rejected for all approximations if T is sufficiently large. On the other hand, Den Haan and Marcet (1994) note that an accurate/inaccurate approximation could fail/pass the test with a plausible T simply by chance. To control for such problems, each approximation is simulated 1000 times and each simulation contains 1000 observations with first 500 discarded. These 1000 simulations produce 1000 J T values for each approximation and the percentages of the J T values in the upper and lower 5% critical regions of the distribution are documented. For an accurate approximation, both the two percentages should be close to 5 as noted by Aruoba et al. (2006) . An approximation is considered inaccurate, however, if its J T value falls in the upper 5% region too often, and rarely drops in the lower 5% region.
[ Table 3 about here.] Table 3 reports the test results. As can be seen, all the approximations satisfy the consump- 
Euler Equation Error Test
The Euler equation error test from Judd (1992) and Judd (1998) 
Likewise, for the employment Euler equation, rearranging (41) yields
Inserting the involved approximations in the right hand side of the previous two equations yields the current consumption implied by the approximated, next period consumption and other approximated model variableŝ
whereˆover the conditional expectation indicates this expectation has been explicitly approximated, as in Judd (1992), using the Gauss-Hermite quadrature method with the same number of quadrature points as used in the projection method discussed in section 3.2 to compute the coefficients Θ c and Θ v . The superscripts ConEuler and EmpEuler indicate the two implied current consumption are computed using the relationship given by the consumption and employment Euler equation, (44) and (45), respectively.
The test statistic is essentially the difference between the implied and the actual approximated current consumption, normalized as the common logarithm of the absolute value of the difference between unity and the ratio of the implied to the actual approximated current consumption 
The two statistics above are computed at each and every point on a grid of the three state variables, i.e., capital, employment and productivity. This test grid shares the same upper and lower bounds with the grid used by the projection method in section 3.2. However, it contains simply equispaced points (100 for capital, 100 for employment and 80 for productivity) that are not necessarily the collocation points. In other words, for the projection approximation, its accuracy is evaluated at the set of points other than the set on which the policy function is approximated.
The two sets may nevertheless partially overlapping. Deviations in (48) and (49) from zero are interpreted by Judd (1992) and many others as the relative optimization error that results from using a particular approximation. EEE = −1 implies a one dollar error for every ten dollars spent and EEE = −3 implies a one dollar error for every thousand dollars spent.
[ Figure In this and all the other figures throughout the rest of this section, productivity is held at its steady state value (zero) unless otherwise specified. Since the policy function is approximated at the chosen collocation points, higher accuracy is achieved at and in the vicinity of those points:
in the figure there is a lattice of high accuracy. The points where the edges of the lattice meet are the collocation points. Aside from this lattice, the projection approximation demonstrates a high degree of accuracy around the deterministic steady state. The quality of the approximation decreases, as capital and employment move away from their respective steady state value. In the area where capital and employment are both very high/low, the approximation reaches its lowest accuracy level.
[ Figure 3 about here.]
Since the consumption and the employment Euler equation error are both expressed in relation to the same approximated current consumption, EEE ConEuler and EEE EmpEuler as given by (48) and (49) There are three important observations. First, all the approximations satisfy the consumption Euler equation better than the employment Euler equation, measured by both the max and the average error. Second, the projection approximation performs better than all the perturbations in terms of the average error. This is not surprising, as all the perturbations are local approximations, built around only one point, i.e., the deterministic steady state on the grid. The projection method, however, allows its approximation to anchor on as many points (the collocation points) as desired on the grid, and therefore has a better global performance. Third, among all the perturbations and for the consumption Euler equation, higher order (for both level and log specifications) performs uniformly better than the preceding order. Between level and log specification, the first order approximation in levels is superior to the first order approximation in logs, in line with Aruoba et al. (2006) . Yet this relationship is reversed at the second order and moving to the third order, the approximation in levels again outperforms the approximation in logs but only on average. implicitly narrows down the test grid to the realized state space associated with the approximation.
As table 3 reports, when examined using Den Haan and Marcet's (1994) test, both the projection approximation and the third order perturbation in level are accurate whereas the former is superior to the latter in the upper tail of the distribution.
[ error is smaller than −2. In terms of the size of this −2 accuracy area, the third order in levels dominates all the others. Moreover, for both level and log specifications, higher order in general performs better than the preceding order and at first order, linear approximation is −2 accurate on a larger area than that of log-linearization, which potentially contributes to understanding the result from Den Haan and Marcet's (1994) test at this order.
To summarize, the projection provides the most accurate approximation according to the Euler equation error test. All the approximations satisfy the consumption Euler equation better than the employment Euler equation. In addition, among all the perturbations, the third order in levels is the most accurate one, comparable to the projection approximation.
17 To produce the simulated grid, all the approximations are simulated in the environment described in section 4.2.
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Simulated Moments Comparison
This section presents the moments computed using the simulated series based on different approximations. All the approximations are simulated in the same environment as that described in section 4.1. For all the level approximations (the projection and the perturbation in levels at all three order), their simulated series are transformed by the natural logarithm before applying the Hodrick-Prescott filter.
[ Table 5 about here.] Table 5 reports the standard deviation of the selected model variables relative to that of output or labor productivity. Taking those generated by simulating the projection approximation as the benchmark since the projection approximation outperforms all the perturbations in terms of accuracy, all the relative volatilities generated by perturbations are very close to the benchmark, and to each other. The volatility of consumption, capital, employment and labor productivity in relation to that of output are even identical across all the approximations. The linear approximation tends to slightly overstate the relative volatility of vacancy and labor market tightness. For log-linearization, though it appears the least accurate approximation in terms of satisfying the employment Euler equation, the relative volatilities it generate are still very close to the benchmark.
[ Table 6 about here.]
Moving to the (auto)correlation, as table 6 shows, the results from all the approximations are also very similar. This similarity among the simulated moments originates from the similarity among all the approximations in the neighborhood of the deterministic steady state and most frequently, the realizations of the model fall in that region.
[ 
Conclusion
In this paper I have solved a real business cycle model with labor market search frictions using the projection and the perturbation methods under the conventional quarterly calibration. I then implement Den Haan and Marcet's (1994) test and the Euler equation error test from Judd (1992) and Judd (1998) to evaluate the quality of all the approximated solutions. The results from the two tests suggest that the approximation provided by the projection method is the most accurate among all the approximations, and the third order perturbation in levels also achieves a degree of accuracy comparable to that of the projection approximation. Among all the perturbations and for both log and level specifications, the results from the Euler equation error test show that, higher order performs on average better than the preceding order.
By comparing the respective test statistic for the consumption and the employment Euler equation, I find that across all the approximations, the consumption Euler equation is better satisfied than the employment Euler equation. Moreover, the results from Den Haan and Marcet's (1994) test suggest that the first order perturbation in levels is preferred to the first order perturbation in To analyze the implications of the difference in accuracy among all the approximations, I compare the simulated moments based on different approximations and find that all of them are similar in value. Even for the approximations with a relatively low degree of accuracy such as the first order perturbation in levels and in logs, the simulated moments produced by them are very close
A Appendices
A.1 Taylor Expansion
The M-th order Taylor approximation of (21) at the deterministic steady state (25) is Corollary A.1. An M-th order Taylor Approximation of (21) is written as
Proof. From Vetter (1973), a multidimensional Taylor expansion is given by
Differentiating (21) M times, a Taylor approximation at the deterministic steady state z is
. . . 
