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Abstract
We characterize functions in Morrey space by p-Carleson measures. We then reveal a simple
relation between Q space and Morrey space, that is Q space can be viewed as a fractional
integration of the Morrey space. Therefore, many results for Morrey space can be translated
onto Q space. For example, we show that Q space is a dual space by identifying its predual.
r 2003 Elsevier Science (USA). All rights reserved.
1. Introduction
Let U be the upper half complex plane and @U ¼ R be the boundary of U : For
z ¼ x þ iyAU and a measurable function f on R; denote by
f ðzÞ ¼ f  PyðxÞ ¼ 1p
Z
R
y
ðx  uÞ2 þ y2 f ðuÞ du;
the Poisson extension of f onto U : For 1opoN; the space Qp is deﬁned to be all
measurable functions f on R satisfying
R
R
j f ðxÞj2
1þx2 dxoN and
jj f jjQp ¼ sup
w¼uþivAU
Z
U
ðyvÞp
jz  %wj2p
jrf ðzÞj2 dx dy
 !1
2
oN:
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We say that f is in Qp;0; if in addition
lim
v-0þ
Z
U
ðyvÞp
jz  %wj2p
jrf ðzÞj2 dx dy ¼ 0:
The analytic version of the Qp space is introduced in [AL,AXZ]. It is a Mo¨bius
invariant function space lying between the classical Dirichlet space (Q0) and the
analytic BMO space (Q1). It is proved, in [AL], that the analytic Qp is the Bloch
space if 1opoN and, in [NX], that Qp contains only constants if 1opo0:
Therefore, the interesting range of p for Qp space is 0opo1:
Many studies related to Qp space and characterizations of Qp space have been
done in recent years. For example, functions in Qp space can be characterized by p-
Carleson measures, wavelets and the atomic decomposition using Bergman metrics.
We refer the readers to [A,AL,AXZ,ANZ,ASX,EJPX,L,NX,WX] and Xiao’s recent
book [X] for more information.
Morrey space was introduced in 1938 by Morrey [M]. For lAR we say f is in
Morrey space L2;l if
inf
c
1
jI jl
Z
I
j f  cj2pM
holds for any bounded interval I on R: Here jI j is the length of I : We say that f is in
L2;l0 ; if in addition
lim
jI j-0
inf
c
1
jI jl
Z
I
j f  cj2 ¼ 0:
Clearly, when l ¼ 0; L2;l ¼ L2=constant and when l ¼ 1; L2;l ¼ BMO and
L2;l0 ¼ VMO: Morrey space has been studied heavily in the past. The results are
used mainly in harmonic analysis and PDE. We refer the readers to [P,Z,M].
Let I be a bounded interval on R with center a and length jI j: The Carleson box in
U ; based on I ; is deﬁned by
SðIÞ ¼ fz ¼ x þ iyAU : jx  ajo1
2
jI j; 0oyojI jg:
A nonnegative measure m on U is called a bounded p-Carleson measure if
sup
ICR
mðSðIÞÞ
jI jp oN:
We say that m is a compact p-Carleson measure, if in addition
lim
jI j-0
mðSðIÞÞ
jI jp ¼ 0:
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Denote by bf ðxÞ ¼ R
R
f ðxÞeixx dx the Fourier transformation of f at xAR: For
t40; the t-integration of f ; usually called t-Riesz potential of f if 0oto1; is
deﬁned by
dItf ðxÞ ¼ ðijxjÞtbf ðxÞ 8xAR:
The inverse of the t-integration is the t-derivative which can be denoted by
It; i.e.
dItf ðxÞ ¼ ðijxjÞtbf ðxÞ 8xAR:
In this note we characterize functions in Morrey space in terms of p-Carleson
measures. We then reveal a simple relation between Q space and Morrey space, that
is Q space can be viewed as a fractional integration of the Morrey space. Therefore,
many results for Morrey space can be translated onto Q space. For example, we
show that Q space is a dual space by identifying its predual. We show also that the
Hilbert transformation maps Qp space into itself. The tools used in our approach are
standard tools in complex and harmonic analysis.
The main results are:
Theorem 1. Suppose 0opp1 and g is a measurable function on R. Then
(i) gAL2;p if and only if the measure jrgðzÞj2y dx dy is a bounded p-Carleson
measure.
(ii) gAL2;p0 if and only if the measure jrgðzÞj2y dx dy is a compact p-Carleson
measure.
Theorem 2. Suppose 0opp1 and q ¼ 1p
2
: Then
(i) Qp ¼ IqL2;p; or equivalently fAQp if and only if IqfAL2;p:
(ii) Qp;0 ¼ IqL2;p0 ; or equivalently fAQp;0 if and only if IqfAL2;p0 :
Similar results for Morrey spaces and Q spaces on the unit circle are also true. We
choose to work on R or U because the related formulas are neater than the same type
of formulas on the unit circle or the unit disc.
2. Preliminaries
Throughout this paper, the letter ‘‘C’’ denote absolute positive constant, which is
not necessarily the same at each occurrence but is independent of the essential
variables and quantities. The notation A^B means that A and B are comparable,
i.e. 1
C
pA
B
pC: We will always use I for a bounded interval on R and jI j for the length
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of I : For nonnegative integer n; we use In for the interval which has the same center
as I but length 2njI j:
We gather some standard estimates for the Poisson kernel in the following
theorem.
Theorem A. For fixed w ¼ u þ ivAU ; let I be the interval on R with center u and length
2v: Let n be a nonnegative integer.
(i) The following estimates hold:
jz  %wj^ v if zASðIÞ;
2nv if zASðInþ1Þ\SðInÞ:
(
(ii) The following estimates hold:
Pvðu  xÞ^
v1 if zASðIÞ;
22nv1 if zASðInþ1Þ\SðInÞ:
(
Theorem B. Suppose 0opp1 and f is a measurable function on R. Then
(i) fAQp if and only if the measure jrf ðzÞj2yp dx dy is a bounded p-Carleson
measure.
(ii) fAQp;0 if and only if the measure jrf ðzÞj2yp dx dy is a compact p-Carleson
measure.
For p ¼ 1; this result is well known and the proof is now standard (see for example
[G, p. 239]). Modifying slightly the standard proof, one can get Theorem B for the
case 0opo1: See also [ASX] for the unit circle version of this theorem.
Theorem B implies also that the condition
sup
zAU
jrf ðzÞjyoN ðÞ
is necessary for fAQp:
The following standard estimate can be found in, for example, [G, p. 238] which
can be obtained directly by using the Green’s formula.
Theorem C. Suppose the measurable function f on R satisfies
R
R
j f ðxÞj2
1þx2 dxoN: ThenZ
U
jrf ðzÞj2 yvjz  %wj2
dx dy^
Z
R
j f ðtÞ  f ðwÞj2Pvðu  tÞ dt
where w ¼ u þ ivAU :
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Schur’s Lemma. Suppose Kðw; zÞ is a positive function on U  U : If there is a positive
function g on U such thatZ
U
Kðw; zÞg2ðwÞ du dvpCg2ðzÞ and
Z
U
Kðz; wÞg2ðwÞ du dvpCg2ðzÞ
hold for all zAU ; then the linear map given by
h/
Z
U
Kðw; zÞhðzÞ dx dy
is a bounded map on L2ðUÞ:
3. Proof of the main theorems
We ﬁrst prove the following characterizations for bounded and compact p-
Carleson measures.
Theorem 3.1. Suppose t40; 0opp1 and m is a nonnegative measure on U. Then
(i) m is a bounded p-Carleson measure if and only if
Mm ¼ sup
w¼uþivAU
Z
U
vt
jz  %wjtþp dmðzÞoN:
(ii) m is a compact p-Carleson measure if and only if MmoN and
lim
v-0þ
Z
U
vt
jz  %wjtþp dmðzÞ ¼ 0:
Remark. The idea of the following proof is standard (see for example [G, p. 239]).
When t ¼ p; or tþ p ¼ 2; this result (part (i)) is also proved in [ASX] or [W],
respectively.
Proof of Theorem 3.1. For any bounded interval I with center u; let v ¼ jI j=2 and
write w ¼ u þ iv: We have jz  %wjp2jI j when zASðIÞ: Therefore,
mðSðIÞÞ
jI jp pC
Z
SðIÞ
vt
jz  %wjtþp dmðzÞpC
Z
U
vt
jz  %wjtþp dmðzÞ:
This is enough to conclude the ‘‘if’’ parts of (i) and (ii).
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Suppose m is a bounded p-Carleson measure. For ﬁxed w ¼ u þ ivAU ; let I be the
interval with center u and length 2v: By Theorem A(i), we have
Z
U
vt
jz  %wjtþp dmðzÞ ¼
Z
SðIÞ
vt
jz  %wjtþp dmþ
XN
n¼0
Z
SðInþ1Þ\SðInÞ
vt
jz  %wjtþp dm
pC v
t
vtþp
mðSðIÞÞ þ C
XN
n¼0
vt
ð2nvÞtþp mðSðInþ1ÞÞ
pC þ C
XN
n¼0
1
ð2nÞt
pC:
This proves the ‘‘only if’’ part of (i).
If m is a compact p-Carleson measure, then for any e40 there exists d40 such that
the estimate
mðSðIÞÞpejI jp
holds when jI jod: Let N be the largest integer satisfying Nolog2 djI j: We have
2No2jI j=d and jInþ1jod; if noN: Hence, we can reﬁne the previous estimate by
Z
U
vt
jz  %wjtþp dmðzÞpC
vt
vtþp
mðSðIÞÞ þ C
XN
n¼0
vt
ð2nvÞtþp mðSðInþ1ÞÞ
pCeþ C
XN1
n¼0
e
2nt
þ C
XN
n¼N
1
2nt
pC eþ 2Nt	 

pC eþ 2jI j
d
 t 
:
This is enough to conclude the desired result. The proof of Theorem 3.1 is
completed. &
Let gI ¼ 1jI j
R
I
gðxÞ dx be the average of g on I : It is clear that
Z
I
jgðxÞ  gI j2 dx ¼ inf
c
Z
I
jgðxÞ  cj2 dx:
Theorem 1 is included in the following theorem.
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Theorem 3.2. Suppose 0opp1 and g is a measurable function on R. Denote
KðgÞ ¼ sup
I
1
jI jp
Z
I
jgðxÞ  gI j2 dx
and
LðgÞ ¼ sup
w¼uþivAU
v1p
Z
R
jgðxÞ  gðwÞj2Pvðu  xÞ dx:
(i) The following are equivalent:
(ia) KðgÞ is bounded;
(ib) LðgÞ is bounded; and
(ic) the measure jrgðzÞj2y dx dy is a bounded p-Carleson measure.
(ii) The following are equivalent:
(iia) KðgÞ is bounded and limjI j-0 1jI jp
R
I
jgðxÞ  gI j2 dx ¼ 0;
(iib) LðgÞ is bounded and limv-0þv1p
R
R
jgðxÞ  gðwÞj2Pvðu  xÞ dx ¼ 0;
(iic) the measure jrgðzÞj2y dx dy is a compact p-Carleson measure.
Proof. First we show that (ia) implies (ib). Fix w ¼ u þ iv; v40: Let I be the interval
with center u and length 2v: SinceZ
R
jgðxÞ  gðwÞj2Pvðu  xÞ dx ¼ inf
c
Z
R
jgðxÞ  cj2Pvðu  xÞ dx;
it is sufﬁcient to show that
v1p
Z
R
jgðxÞ  gI j2Pvðu  xÞ dxpCKðgÞ:
We consider the following estimate by using Theorem A(ii)
v1p
Z
R
jgðxÞ  gI j2Pvðu  xÞ dx
¼ v1p
Z
I
jgðxÞ  gI j2Pvðu  xÞ dx þ v1p
XN
n¼0
Z
Inþ1\In
jgðxÞ  gI j2Pvðu  xÞ dx
^Cvp
Z
I
jgðxÞ  gI j2 dx þ Cvp
XN
n¼0
1
22n
Z
Inþ1\In
jgðxÞ  gI j2 dx
pCKðgÞ þ Cvp
XN
n¼0
1
22n
Z
Inþ1
jgðxÞ  gI j2 dx:
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Note that
jgðxÞ  gI j2p 2jgðxÞ  gInþ1 j2 þ 2jgInþ1  gI j2
p 2jgðxÞ  gInþ1 j2 þ 2ðn þ 1Þ
Xn
k¼0
jgIkþ1  gIk j2:
By the assumption, we haveZ
Inþ1
jgðxÞ  gInþ1 j2 dxpð2nþ1jI jÞpKðgÞ
and Z
Inþ1
jgIkþ1  gIk j2 dx ¼ jInþ1jjgIkþ1  gIk j2
p jInþ1jjIkj
Z
Ik
jgðxÞ  gIkþ1 j2 dx
p jInþ1jjIkj KðgÞjIkþ1j
p
p 2nþ2jI jpKðgÞ:
Therefore,
Z
Inþ1
jgðxÞ  gI j2 dxp 2ð2nþ1jI jÞpKðgÞ þ 2ðn þ 1Þ
Xn
k¼0
2nþ2jI jpKðgÞ
pCðn þ 1Þ22njI jpKðgÞ:
Hence,
v1p
Z
R
jgðxÞ  gI j2Pvðu  xÞ dxpCKðgÞ þ Cvp
XN
n¼0
Cðn þ 1Þ22njI jp
22n
KðgÞpCKðgÞ:
We remark that (iia) implies (iib) can be obtained by reﬁning above estimate, which
is similar to what we did in Proof of Theorem 3.1.
We show next that (ib) implies (ia). For any bounded interval I with center u; let
v ¼ jI j=2 and write w ¼ u þ iv: We have by Theorem A(ii)
1
jI jp
Z
I
jgðxÞ  gI j2 dx ¼ inf
c
1
jI jp
Z
I
jgðxÞ  cj2 dx
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p 1ð2vÞp
Z
I
jgðxÞ  gðwÞj2 dx
^ v1p
Z
I
jgðxÞ  gðwÞj2Pvðu  xÞ dx
p v1p
Z
R
jgðxÞ  gðwÞj2Pvðu  xÞ dx:
This is enough. Clearly (iib) implies (iia) is also a consequence of the above
estimate.
Finally, we show the equivalence of (ib) and (ic), and the equivalence of (iib) and
(iic). By Theorem C, we have
v1p
Z
U
jgðtÞ  gðwÞj2Pvðu  tÞ dt^
Z
U
v2p
jz  %wj2
jrgðzÞj2y dx dy:
We obtain the desired result by using Theorem 3.1 with t ¼ 2 p: &
For ﬁxed b41; deﬁne the linear operator Tt by
TtcðzÞ ¼
Z
U
vb1
jz  %wjbþt
cðwÞ du dv; t40:
Here cðzÞ is a measurable function on U :
Theorem 3.3. Suppose 0opp1; t41p
2
and c is a measurable function on U.
(i) If the measure jcðzÞj2yp dx dy is a bounded p-Carleson measure, then the measure
jTtcðzÞj2y2t2þp dx dy is also a bounded p-Carleson measure.
(ii) If the measure jcðzÞj2yp dx dy is a compact p-Carleson measure, then the measure
jTtcðzÞj2y2t2þp dx dy is also a compact p-Carleson measure.
Remark. (a) The integral which deﬁnes Ttc is convergent if the measure
jcðzÞj2yp dx dy is a bounded p-Carleson measure. Indeed, for ﬁxed aAð0; 2b  1 pÞ;
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we have
Z
U
vb1
jz  %wjbþt
cðwÞ du dv


2
p
Z
U
va
jz  %wjaþpjcðwÞj
2
vp du dv

Z
U
v2b2ap
jz  %wj2bþ2tap
du dv:
By Theorem 3.1, we know the ﬁrst integral on the right side of above estimate is
bounded. Direct computation yields that the second integral is bounded by Cy2t:
(b) The unit disc version of Theorem 3.3 is proved in [WX].
Proof of Theorem 3.3. For part (i), it is sufﬁcient to show that the estimate
Z
SðIÞ
jTtcðwÞj2v2t2þp du dvpCjI jp
holds for any bounded interval I on R:
We start with the following estimate:
Z
SðIÞ
jTtcðwÞj2v2t2þp du dv
p
Z
SðIÞ
Z
U
yb1
jz  %wjbþt
jcðzÞj dx dy
 !2
v2t2þp du dv
¼
Z
SðIÞ
Z
SðI1Þ
þ
Z
U\SðI1Þ
 !
yb1
jz  %wjbþt
jcðzÞj dx dy
 !2
v2t2þp du dv
p2
Z
SðIÞ
Z
SðI1Þ
yb1vt1þ
p
2
jz  %wjbþt
jcðzÞj dx dy
 !2
du dv
þ 2
Z
SðIÞ
Z
U\SðI1Þ
yb1vt1þ
p
2
jz  %wjbþt
jcðzÞj dx dy
 !2
du dv
¼ E1 þ E2:
Consider the linear operator B : L2ðUÞ-L2ðUÞ deﬁned by
hðwÞ/
Z
U
Kðw; zÞhðzÞ dx dy;
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where Kðw; zÞ ¼ y
b1
p
2v
t1þ
p
2
jz %wjbþt : It is easy to verify that for gðzÞ ¼ y
1=4 the estimates
Z
U
Kðw; zÞg2ðwÞ du dvpCg2ðzÞ and
Z
U
Kðz; wÞg2ðwÞ du dvpCg2ðzÞ
hold for all zAU : By Schur’s Lemma, we know that B is a bounded operator.
Denoting
hðzÞ ¼ jcðzÞjyp=2wSðI1ÞðzÞ 8zAU ;
we have clearly that hAL2ðUÞ and jjhjj2L2 ¼
R
SðI1Þ jcðzÞj
2
yp dx dypCjI jp: Therefore,
we can estimate E1 by
E1p2
Z
U
Z
U
Kðw; zÞhðzÞ dx dy
 2 du dv ¼ 2jjBðhÞjj2L2pCjjhjj2L2pCjI jp:
To estimate E2; we note ﬁrst that for nX1 the estimate jz  %wjXCð2njI jÞ holds if
wASðIÞ and zASðInþ1Þ\SðInÞ: Direct computation yields also that for any ﬁxed a41;
we have the estimate
Z
SðInÞ
va2 du dvpCð2njI jÞa 8nX0:
Hence, rewriting the set U\SðI1Þ as the disjoint union
S
nX1 SðInþ1Þ\SðInÞ; we can
estimate E2 by
E2 ¼ 2
Z
SðIÞ
X
nX1
Z
SðInþ1Þ\SðInÞ
yb1
jz  %wjbþt
jcðzÞj dx dy
 !2
v2t2þp du dv
pC
Z
SðIÞ
X
nX1
1
ð2njI jÞbþt
Z
SðInþ1Þ
jcðzÞjyb1 dx dy
 !2
v2t2þp du dv
pCjI j2tþp
X
nX1
1
ð2njI jÞbþt
Z
SðInþ1Þ
jcðzÞjyb1 dx dy
 !2
:
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By Ho¨lder’s inequality, we haveZ
SðInþ1Þ
jcðzÞjyb1 dx dy
p
Z
SðInþ1Þ
jcðzÞj2yp dx dy
 !1
2 Z
SðInþ1Þ
y2bp2 dx dy
 !1
2
p
Z
SðInþ1Þ
jcðzÞj2yp dx dy
 !1
2
ð2nþ1jI jÞb
p
2:
Thus, since the measure jcðzÞj2yp dx dy is a bounded p-Carleson measure, we can
continue the estimate of E2 by
E2pCjI jp
X
nX1
1
2nt
1
ð2nþ1jI jÞp
Z
SðInþ1Þ
jcðzÞj2yp dx dy
 !1
2
0B@
1CA
2
pCjI jp
X
nX1
C
2nt
 !2
pCjI jp:
These prove part (i).
As in the proof of Theorem 3.1, reﬁne the above argument will lead to a proof of
part (ii). &
For ﬁxed b41; consider the t-derivative ðt40Þ of an analytic function f ðzÞ on U
deﬁned by
f ðtÞðzÞ ¼ ð1Þt ð2iÞ
b1
p
Gðb þ tÞ
GðbÞ
Z
U
f 0ðwÞ
ðz  %wÞbþt
vb1 du dv:
Here GðÞ is the Gamma function and, in order to have the integral convergent, we
assume that supzAU j f 0ðzÞjyoN (recall that this is a necessary condition for fAQp).
We note that f ðtÞ is just the usual tth-order derivative of f if t is a positive integer. It
is not hard to check, by taking Fourier transformation, that,
df ðtÞð þ iyÞðxÞ ¼ ðijxjÞtbf ðxÞeyjxj 8xAR:
Therefore, we have
f ðtÞðxÞ ¼ Itf ðxÞ:
By Theorem 3.3, we have the following corollary.
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Corollary 3.4. Suppose 0opp1; t41p
2
and f is analytic on U. Then
(i) the measure j f 0ðzÞj2yp dx dy is a bounded p-Carleson measure if and only if the
measure j f ðtÞðzÞj2y2t2þp dx dy is a bounded p-Carleson measure.
(ii) the measure j f 0ðzÞj2yp dx dy is a compact p-Carleson measure if and only if the
measure j f ðtÞðzÞj2y2t2þp dx dy is a compact p-Carleson measure.
Proof. The necessity follows directly from Theorem 3.3 with t ¼ t: For sufﬁciency,
we note ﬁrst that
f 0ðzÞ ¼ ð1Þ2t ð2iÞ
bþt2
p
Gðb þ 1Þ
Gðb þ t  1Þ
Z
U
f ðtÞðwÞ
ðz  %wÞbþ1
vbþt2 du dv
and this integral is convergent because of a similar reason as stated in the remark
after Theorem 3.2. With this formula we can apply Theorem 3.3 again with t ¼ 1
and cðzÞ ¼ f ðtÞðzÞyt1 to get the desired results. &
For f ; with the Fourier transformation bf ðxÞ; consider the functions fþ and f
deﬁned by their Fourier transformation:
bfþðxÞ ¼ wð0;NÞðxÞbf ðxÞ and bfðxÞ ¼ wð0;NÞðxÞbf ðxÞ:
It is easy to verify that both fþðzÞ ¼ fþ  PyðxÞ and fðzÞ ¼ f  PyðxÞ are analytic on
U and
f ðzÞ ¼ fþðzÞ þ fðzÞ; zAU or R:
Moreover, for t40 we have
Itðf7ÞðzÞ ¼ ðItf Þ7ðzÞ ¼ ðf7ÞðtÞðzÞ:
Therefore,
Itf ðzÞ ¼ ðfþÞðtÞðzÞ þ ðfÞðtÞðzÞ:
Theorem 2 is a consequence of Theorem 1 and the following theorem.
Theorem 3.5. Suppose 0opp1; q ¼ 1p
2
and f is a measurable function on R.
(i) The following are equivalent:
(ia) f is in Qp;
(ib) both fþ and f are in Qp; and
(ic) the measure jrðIqf ÞðzÞj2y dx dy is a bounded p-Carleson measure.
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(ii) The following are equivalent:
(iia) f is in Qp;0;
(iib) both fþ and f are in Qp;0; and
(iic) the measure jrðIqf ÞðzÞj2y dx dy is a compact p-Carleson measure.
Proof. The equivalence of (ia) and (ib), and the equivalence of (iia) and (iib) are
clear. We prove the equivalence of (ib) and (ic), and the equivalence of (iib) and (iic).
Denote by @ ¼ 12ð @@x  i @@yÞ and %@ ¼ 12ð @@x þ i @@yÞ: We have clearly that the identity
jrjðzÞj2 ¼ 2j@jðzÞj2 þ 2j %@jðzÞj2 holds for any C1 function j on U : Hence, by
Corollary 3.4 with t ¼ q þ 1; we get that condition (ic) is equivalent to that the
measures jðf7Þðqþ1ÞðzÞj2y dx dy are bounded p-Carleson measures. This is equivalent
to that f7ðzÞ are in Qp:
The proof of the equivalence of (iic) and (iib) is similar. &
We now turn to several applications of our main results.
We note ﬁrst that functions in Morrey space can be characterized by the
boundedness of their fractional maximum functions. It is proved in [C] that, for
0olo1; g is in L2;l if and only if supI jI jl
R
I
jgðxÞj2 dx ¼ M2goN: Therefore, we
can deﬁne theL2;l norm of g by Mg: We refer to this new norm forL
2;l in the rest
of this paper.
Denote by wðxÞ the characteristic function of the interval ð0;NÞ on R: Let M be
the set of all nonnegative Borel measures sðzÞ on U with the normalized condition
sðUÞ ¼ 1: For 0olo1 and sAM; let
os;lðxÞ ¼
Z
U
vlwðv  jx  ujÞ dsðwÞ:
Denote by L2;l the set of all functions h on R such that
jjhjjL2;l ¼ infsAM
Z
R
jhðxÞj2 1
os;lðxÞ dx
 1=2
oN:
It is proved in [K] that under the pairing
R
R
hðxÞgðxÞ dx the dual ofL2;l isL2;l: This
result can be translated onto Qp space by the use of Theorem 2, which is the
following theorem.
Theorem 3.6. Suppose 0opo1 and q ¼ 1p
2
: Under the pairing
R
R
hðxÞf ðxÞ dx the dual
of IqL2;p is Qp:
Let H be the Hilbert transformation, i.e.
cHf ðxÞ ¼ i signðxÞbf ðxÞ:
It is easy to verify that Hf ðzÞ ¼ ifþðzÞ  ifðzÞ:
The following theorem is now obvious.
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Theorem 3.7. Suppose 0opo1 and g is a measurable function on R.
(i) The following are equivalent:
(ia) g is in L2;p;
(ib) both gþ and g are in L2;p; and
(ic) Hg is in L2;p:
(ii) The following are equivalent:
(iia) g is in L
2;p
0 ;
(iib) both gþ and g are in L
2;p
0 ; and
(iic) Hg is in L
2;p
0 :
Theorem 3.7 can be translated onto Qp by using Theorem 2.
Corollary 3.8. Suppose 0opo1 and f is a measurable function on R. Then
(i) f is in Qp if and only if Hf is in Qp;
(ii) f is in Qp;0 if and only if Hf is in Qp;0:
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