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(Communicated by Anatolij Dvurecenskij ) 
ABSTRACT. We s tudy orthoalgebra morphisms, we show how orthoalgebra 
monomorphisms and epimorphisms ought to be defined, and we show how ortho-
algebras may be "pasted" together to yield new orthoalgebras. 
1. Introduction 
Historically, G r e e c h i e [3] - [5] was the first one who presented a method, 
which he called the "paste job", for constructing "new" orthomodular lattices 
from "old" by "pasting" together isomorphic parts of the "old" ones. Following 
G r e e c h i e ' s method of pasting, other authors [1], [8], [9] gave similar methods 
of pasting together families of orthomodular lattices or posets or Boolean alge-
bras. 
It is the purpose of this paper to show that G r e e c h i e ' s constructions 
for pasting orthomodular lattices can be extended to a suitable class of par-
tially ordered sets; namely, orthoalgebras. In Section 2, we study orthoalgebra 
morphisms, and we show how orthoalgebra monomorphisms and epimorphisms 
ought to be defined. In Section 3, we study the pasting of two orthoalgebras. 
Following G r e e c h i e [3], we show (see Theorem 3.6) that the pasting of any 
two disjoint orthoalgebras along "corresponding sections" is an orthoalgebra. 
We show, further (see Theorem 3.8), that this orthoalgebra is an orthomodu-
lar poset in case it is the pasting of orthomodular posets. These results can be 
used to construct important examples of orthoalgebras or orthomodular posets 
(see Example 3.9). We conclude this section by showing that the pasting of two 
orthoalgebras can be viewed as a pushout for certain morphisms, or as a coprod-
uct of these orthoalgebras. The following is a list of basic definitions and facts 
from the elementary theory of orthoalgebras ([2], [6], [7], [10]). 
A M S S u b j e c t C l a s s i f i c a t i o n (1991): Pr imary 06C15; Secondary 06A10, 81P10. 
K e y w o r d s : orthoalgebra, or thomodular poset, orthomodular lattice, Boolean algebra, ortho-
algebra morphism, past ing . 
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An orthoalgebra (OA) is a quadruple (L, ©, 0,1), where L is a set containing 
two special elements 0 , 1 , and © is a partially defined binary operation on L 
that satisfies the following conditions Vp, g,r E L: 
(OA1) (Commutativity) If p©g is defined, then g©p is defined and p©g = g©p. 
(OA2) (Associativity) If q © r is defined and p © (g © r) is defined, then p © q 
is defined, (p © g) © r is defined, and p © (q © r) = (p © g) © r . 
(OA3) (Orthocomplementation) For every p £ L there exists a unique q € L 
such that p © g is defined and p © g = 1. 
(OA4) (Consistency) If p © p is defined, then p = 0. 
In what follows, we shall write L for the orthoalgebra (L ,©,0 ,1 ) . Let L 
be an OA and let p, q £ L. We say that p is orthogonal to q in L and write 
p JL g if and only if p © g is defined in L. We define p < q to mean that there 
exists r 6 L such that p _L r and g = p © r ; in this case, we define g — p = r . 
The unique element g corresponding to p in condition (OA3) above is called 
the orthocomplement of p and is written as p ' . It can be easily proved (see [2]) 
that p X g if and only if p < g', that 0 < p < 1 holds for all p £ L, that 
" < " as defined above is a partial ordering on L, and that the unary operation 
p H p ' : L -4 L as defined above is an orthocomplementation on L; hence 
(L, < , ' ,0 ,1) is an orthoposet. Also, it can be proved (see [2], [7], [10]) that if 
p < g, then g = p © (p © q')f. This is called the orthomodular identity (OMI). 
Let L be an OA. A subset A C L is called a suborthoalgebra (sub-OA) if 
0,1 & A, p ' € A whenever p £ A and p © g € A whenever p, g G A and p i g . 
A sub-OA of an OA is, of course, an OA in its own right. An orthomodular poset 
(OMP) is an orthoalgebra P that satisfies the following condition: 
p, q € P, p X g =-=--.> p V g exists and p V g = p © g, 
where the notation p V g stands for the supremum (i.e., the least upper bound 
of {p,g} in P). It can be shown (see [2], [10]) that this condition is equivalent 
to the condition that for p , g , r E P , p X g X r X p = > (p © g) X r . A 
a-orthocomplete OMP is an OMP in which every countable pairwise orthogonal 
subset has a least upper bound. An orthomodular lattice (OML) is an OMP 
which is also a lattice. A Boolean algebra is a distributive OML. 
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2. Morphisms 
In this section, unless otherwise stated, L and Q will always denote ortho-
algebras. 
2 . 1 . DEFINITION. A mapping (j>: L —» Q is called a morphism if and only if 
(j)(l) = 1 and for p, q G It, p _L <? =-> </>(p) J. <̂ >(f/) and (j)(p © <j) = </>(p) © </>(g). 
Note that the class of all orthoalgebras together with the class of all ortho-
algebra morphisms form a category. 
2.2. NOTATION. Hereafter we shall denote the composite of any two mor-
phisms (j) and ip of OAs by i/xj), where (j) is applied first, and ijj is applied 
second, and the identity map id: L —•> L of any OA L by 1L. 
2.3 . DEFINITION. Let B be a nonempty set of Boolean algebras such that 
A,BeB and A^B = > .An £ = {0,1}. 
Set L = US- Define < on L by < : 
ation 
JB : B 
L by x' := 
B on B. 
U -5-B a n d define a unary oper-
BEB 
lB if x E B , where /jB is the unary operation 
It has been shown in [8; p. 59] that (L, < , ') carries in a natural way the 
structure of an orthomodular lattice. Such an orthomodular lattice is called the 
horizontal sum of the members of B and is denoted by oB. 
Let (j>: L —> Q be a morphism. Evidently, for every p & L, (f)(pf) = <f>(p)'> 
and for p, q 6 L, p < q ==-> <j)(p) < </>(<j) and (j>(q — p) = </>(g) — </>(p). It should 
be noted that 4>(L) := {(f>(p) : p G L} need not be a sub-OA of Q. To see 
this, let L be the horizontal sum of two copies of 2 3 , the eight-element Boolean 
algebra, and let Q = D16 be Dilworth's orthomodular lattice [8]. Figure 1 below 
shows the Greechie diagrams of L and Q. For reading Greechie diagrams, we 
refer the reader to [8]. Define cj>: L —> Q to be the identity map. Evidently, <f> is 
a morphism. However, cj)(L) is not a sub-OA of Q since c, / € <j>(L) and c JL / , 
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2.4. DEFINITION. Let <\>: L —> Q be a morphism. We say that'</> is special if 
it satisfies the following condition: 
u,v E 4>(L), u _L v =-> 3x,y E L with x A. y , <j)(x) = u, and </>(y) = v . 
It is easy to check that if 0: L —> Q is a special morphism, then </>(L) is a 
sub-OA of Q. The converse of this statement need not be true as the following 
example shows. Let L be the horizontal sum of three copies of 2 3 , where the 
Greechie diagram of L is given in Figure 2 below. Note that L is an OA (in 
fact, an OML). Let Q be the orthocomplemented poset whose Greechie diagram 
is given in Figure 2 below. Let </>: L —> Q be the identity map. Evidently, <j> is 
bijective and is a morphism; hence </>(L) = Q is a sub-OA of Q. However, <j> is 
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Q be a morphism. We say that <j> is 
2.5. D E F I N I T I O N . Let </>: L 
(i) a monomorphism if and only if <£ is special, and there is a morphism 
i\): <t>(L) —> L such that i/)^ Lz,> 
(ii) an epimorphism if and only if there is a morphism ip: Q 
H = iQ; 
(iii) an isomorphism if and only if there is a morhpism \j): Q 
tjj(j) = 1 7 and 0^7 = 1, 
L such that 
L such that 
Evidently, every monomorphism of OAs is an injection, every epimorphism of 
OAs is a surjection, and every isomorphism of OAs is a bijection, and its inverse 
is also an isomorphism. It is also evident that for a morphism (j>: L —> Q of OAs, 
the statement that Vp l ,p 2 G L , ^ l p 2 <=> <KPi) -L <t>(P2) i
s equivalent to 
the statement that Vp 1 ?p 2 ^ L, px <p2 <==> 4>(Pi) < 4
>(P2)-
The following theorem characterizes monomorphisms and isomorphisms of 
orthoalgebras. 
2.6. THEOREM. Let (j>: L —» Q be a morphism. Then 
(i) <f) is a monomorphism if and only if for all P11P2 ^ L, 
<t>(Pi) < ^ ( P 2 ) = ^ Pi - ^ ^ 2 ' 
(ii) (j) is an isomorphism if and only if it is a monomorphism and </>(L) = Q. 
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P r o o f . 
(i) ( => ) : This part is obvious from the definition of a monomorphism. 
( <== ): Assume that (j) satisfies the stated condition. Then this and the 
hypothesis that (j) is a morphism imply that \/p1,p2 € L, px < p2 4==> 
<KPi) -̂  ^(P'z)' I* follows that <j> is one-to-one and, by the remark following 
Definition 2.5, that (j) is special; therefore, (j)(L) is a sub-OA of Q. Define a 
mapping I/J: <j>(L) —* L by ip((j)(x)) := x Mx G L. Since <j> is one-to-one, i/> 
is well-defined. Clearly, i/xj) = 1 L , and the stated condition shows that ^ is a 
morphism. 
(ii): This follows from (i) and the definition of an isomorphism. • 
2.7. R e m a r k s . 
(i) Ij' <f>: L —» Q is a bijective morphism, then 0 _ 1 : Q —> L need not be 
a morphism. Indeed, the example following Definition 2.4 is an example of a 
morphism <f> that is bijective, but (j)"1 does not preserve ©. 
(ii) Let <f>: L —» Q be a bijective morphism, and let L be a Boolean algebra. 
Then (j)"1: Q —> L is a morphism, and hence an isomorphism. 
To prove this statement, note first that Vu £ Q, ^!>""1(u/) = (<^_1(?z)) . Next, 
let tx,v .6 Q, u _L v. Then there exist xl}yx € L such that (j)(x^) = u and 
<56(y1) = v. The use of the OMI and the hypothesis that L is Boolean yield 
that <^(xx) = cf)(x1 A y^), which implies that xx = xx A y^, since </> is one-
to-one. It follows that xx < y[, i.e., xx _L yx. Thus $~~
x(u) J_ §~~x(v), and 
<^-1(u 0 v ) = c/r-1 ( ^ i ) © <r%i)) = xx © y1 = <^"
1(w) © <f>"'(v) • 
(iii) Note that the example following Definition 2.4 also shows that the hy-
pothesis of (ii), that L is a Boolean algebra, cannot be weakened to assuming 
that L is an orthomodular lattice. 
2.8. DEFINITION. Let 0 : L —» Q be a special morphism and define an equiv-
alence relation ~, on L as follows: For each Pi,p2 € L, p 1 ~^ p2 if and only 
if <j)(px) = </>(p2)' F °
r a n y P & L, let p := {x e L : <j>(x) = <t>(p)} and form 
L/~, := {p : p € L}. Define a partial binary operation © on L/~Q as follows: 
Pi © P2 : = xi © x 2 ^ there exist x1 G p x and x2 G p 2
 w ^ xi ~- ^2 • 
One can easily check that © as defined above is well-defined. 
2.9. THEOREM. Let 4>: L —• Q 6e a special morphism. Then ( £ / < ^ , © , 0 , I ) 
is an OA, and L/~, is isomorphic to 4>(L). 
P r o o f . It is not difficult to see that L / < ^ satisfies the orthoalgebra ax-
ioms (OA1), (OA3), and (OA4). To check that L / ~ ^ satisfies axiom (OA2), let 
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p,q,r£ L/^^ be such that p®q and (p®q)©r are defined in L/™^. We must 
show that q © r and p ® (q ® r) are defined in L/^,, and 
(p®q)®r=p®(q®r). (1) 
Since p®q is defined, there exist x £p and y G q with a: JL y and P©g = x ®y. 
Since (p © q) ® r = z ®y © r is defined, there exist t G x®y and z G r 
with t ± z and a; © y © r = t®z. It follows that <j>(x) © </>(y) = <j>(x © y) = 
</>(£) J_ $(2); therefore, by the associativity of © in the OA </>(L), we have 
(f>(x © y) © 0(z) = <£(x) © (</>(y) © <£(z)). Now, since <j)(x © y) _L <£(z) and 
</> is special, there exist t j , ^ G L with ^ ± zx and </>(t1) = </>(x © y) and 
^(z j) = (f)(z). Thus </>(x © y) © c/)(z) = </>(tx © zx), and therefore 
(p®q)®r = x®y®z = t1®z1. (2) 
Similarly, we have </>(y) © </>(z) = (j)(y2 © z2) for some y 2 ,z 2 G L with y2 J_ z2 
and <?i>(y2) = </>(y) and <£Kz2) = <^>(z). Also, since (j>(x) JL (</>(y) © </>(z)), there 
exist x 3 ,5 € L with x 3 J_ s and </>(x3) = (f)(x) and </>(s) = <j)(y2 © z 2 ) . It follows 
that (j)(tl © z1) = </>(x3 © 8), and therefore 
tx © zx = x 3 © 5 = x © y2 © z2 = x © (y © z) = p © (q © r ) . (3) 
Now (2) and (3) show that (1) holds, and therefore ( L / ~ ^ , © , 0 , I ) is an OA. 
Next, define a mapping ^ : L/~, —» <j)(L) by 4>^{jp) := 0(P) Vp G L. Since 
for f>, 9 G L/~., p = q = > </>(P) = <£(?), ^* is well-defined. Now it is not 
difficult to check that <f>^ is an isomorphism. • 
The following theorem characterizes epimorphisms of orthoalgebras. 
2.10. THEOREM. Let c/>: L —• Q be a morphism. Then (j) is an epimorphism 
if and only if it satisfies the following conditions: 
1. <t>{L) = Q, 
2. (j) is special, 
3. there exists a morphism rj: L —> L with (prj = (j) and for p l 7P 2 G L, 
<KPi) = 4>(P2) ==> V(P^) = v(P2) • 
P r o o f . 
( ==> ) : Assume that <f> is an epimorphism. Then there exists a morphism 
i>: Q —> L with <jyij) = 1Q. Hence (j)(L) = Q. Suppose that 4>(px) -L <t>(p2) for 
some px ,P2 G L. Set xi := ^(t>(Pi) (i = 1,2). Then a ^ , ^ G £ , xx JL x 2 , and 
for i = 1,2, </>(â ) = ^^(Pi) = <rKPt)- Thus </> is special. Finally, set rj := t^cf). 
Then 77: L —+ L is a morphism, (f)rj = </>, and for p ^ p j G l , <rKPi) = 4>(p2) => 
V(P!) = V(P2)-
( 4 = ) : Assume that cj> satisfies conditions 1, 2, and 3. Then, by Theo-
rem 2.9, L/r^, is an OA, and the mapping </>„.: L/™^ —> Q defined by </>*(p) := 
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0(P)> P G L, is an isomorphism. Define a mapping v*: L/™^ —» L by ^ ( p ) := 
7?(p) (p G L) . Then, by condition 3, 77̂  is well-defined. Moreover, V*(Pi ©P2) = 
V*(xx®x2) =v(xl@x2)=y(xl)@v(x2) = V*(*i)® V*(x2) = ^ ( P i ) © ^ ^ ) ' 
where a^ E p x and x2 € P2 with x1 JL x2. Also, 77^(1) = 77(1) = 1. Thus 
77̂  is a morphism. Moreover, condition 3 implies that for every p E L/^^, 
<f>V*(p) — <fa(p) = <t>(p) = ^ * ( P ) 5 therefore (jyq^ = ^ . Now set ^ : = V*^*1 • 
Then I/J: Q -+ L is a morphism, and ^ = ^V*^*1 = (t)*(t)^1 = 1Q- Thus, by 
definition, </> is an epimorphism. • 
Before we close this section, we make two remarks. Recall that in category 
theory, a morphism (j): L —> Q in a category C is called a monomorphism if 
</>i/> = 4>r] = > X/J = v 
for all objects M and morphisms 7/), 77: M ~> L. Note that, in view of part (i) of 
Theorem 2.6, such a categorical definition of a monomorphism is inadequate here. 
Indeed, the example following Definition 2.3 provides a morphism (/>: L —» Q 
of OAs that is a categorical monomorphism since for any OA M, and for all 
morphisms ^,V' M —> L, we have (f)ip = (fiv <=> ip = 77. However, 0 is not 
even special. 
Also, recall that in category theory, a morphism </>: L —• Q in a category C 
is called an epimorphism if 
Xf)(f) = rj(j) = > lj) = 77 
for all objects IV and morphisms %l),rj: Q —* N. Note that , in view of Theo-
rem 2.10, such a categorical definition of an epimorphism is inadequate here. 
Indeed, the example following Definition 2.4 provides a morphism <fi: L —> Q of 
OAs that is a categorical epimorphism since for any OA IV and for all morphisms 
7/7,77: Q —> IV, ijjcf) = 77̂  <=> %j) = 77. However, <£ is not even special. 
3. Pasting Orthoalgebras 
We begin this section with the following. 
3 .1 . DEFINITION. A section in an orthoalgebra L is a suborthoalgebra S 
such that S = / U V, where / is an order ideal and V = {p! : a G 1}. Two 
sections S-. and S2 of two orthoalgebras Lx and L 2 , respectively, are called 
corresponding sections in case St = Jx U J( and 5 2 = J2 UI2 are such that there 
exists an (OA-) isomorphism 0: Sx —> S2 with 9(1^ = I 2 and 6(I[) = J 2 . 
Throughout this section, we assume that (Lv ©1? 0V l x ) and (L2 , © 2 ,0 2 ,1 2 ) 
are two disjoint orthoalgebras, and that 5^ and S2 are corresponding sections 
of Lx and L 2 , respectively. 
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3.2 . D E F I N I T I O N . 
(1) Let L0 := Lx U L 2 , Pt := {(x,y) e L0 x L0 : y = c9(x)}, and 
A := {(a:,.c) : a; e L0}-
(2) Let P be the equivalence relation defined on LQ by P := A U Px U Pf
1, 
where Pf1 = {(y.a:) : (x,y) € PJ . 
(3) Let L:=LJP. 
(4) For » = 1,2, let 
^ = { ( H W) e L x L : B a . e H , 6.6[6] with a. 1 , 6 . } , 
and let 
J - : = {(MJ&D ZLxL: 3[c]eL with ([a], [c+]) e Ox U 0 2 
and ([c], [6]) G 0 j U 0 2 , or equivalently, 
([a], [c]) e01U02 and ([c+], [6]) € Ox U 0 2 } , 
where c + denotes {cx} or {cjj,} or {cx,c£} whenever [c] = {cx} or {c2} or 
{CJJC2}, respectively, where c{ G It-, i = 1,2. 
The proof of the following lemma is not difficult and can be found in [4; 
Lemma 3.3] or [7; Lemma 1.47]. 
3 .3 . LEMMA. Let Sx and S2 be corresponding sections of Lt and L2. If 
[a], [6] G L are such that [a] = {ax} and [6] = {62} or [a] = {a2} and [6] = {6 x } , 
where ai1bi G Li (i = 1,2), then [a] JL [6]. Consequently, for [a], [6] G X, 
[a] _L [6] if and only if there exists i G {1,2} such that [a] D L{, =fi 0 ^ [6] n L{, 
and the representatives of [a] and [6] in Li are orthogonal. 
3.4. DEFINITION. Define ©: 1 - ^ L a s follows: For ([a], [6]) G-L, set 
r l m r M = / [ a i 0 1 & l ] i f [ f l l n L i = W ' [b .n£i = iA}> 
[ a J ® [ J * \ [ a 2 e 2 6 2 ] if [a]nL2 = {a2}, [6]nL2 = {62}. 
3.5. PROPOSITION. The mapping ©, as defined above, is well-defined. 
P r o o f . Let ([a], [6]) G _L. By Lemma 3.3, there exists i G {1,2} such that 
[a] nL{ = {a{} and [6] n Li -= { 6 J , and so [a] © [6] = [a{ © i 6J . Note that in the 
cases [a] = {at,a2} and [6] = {6x,62} with d(a1) = a 2 , 9(bt) = 62 , 0 being an 
isomorphism, at ±1 6x and a2 ±2 62 , we have 0(ax ©x 6X) = ^(aj) ©2 0(bt) = 
a2 ©2 62 . Thus [ax ©X 6x] = [a2 ©2 62] and [a] © [6] is unambiguous. D 
Define 0,1 G L by 0 := [0 j = [02] and 1 := [1.J = [12]. Using Lemma 3.3 
and the orthoalgebra axioms of Li7 i = 1,2, it is not difficult to establish the 
following result. 
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3.6. THEOREM. If Sx and S2 are corresponding sections of Lx and L2, then 
(L, ©, 0,1) is an orthoalgebra. 
The following lemma is known and its proof may be found in [3; Lemma 2.1.17]. 
3.7. LEMMA. Suppose that Lx and L2 are OMPs. If for i G {1,2} , xi ®{ yi 
is defined in Li. then [xj V [yj exists in L and [x J V [y{] = [xi V
1 y{]. 
The following theorem asserts that the pasting of two OMPs along corre-
sponding sections is another OMP. 
3.8. THEOREM. If Lx and L2 are OMPs, then L is an OMP. 
P r o o f . By Theorem 3.6, L is an OA. We need only show that 
[x] J_ [y] in L => [x] V [y] exists in L and [x] V [y] = [x] © [y]. 
To this end, suppose that [x] _L [y] in L. Then, by Lemma 3.3, there exist 
i G {1, 2} and x{ G [x] n L{, y{ G [y] nL{ such that xi Li yi. Since Li (i = 1,2) 
is an OMP, Lemma 3.7 implies that [x jv[y j exists in L and [-cjv[yj = [a^V^yJ. 
Thus 
M v [y] = ! > J v h/i] = [*iv* Vi] = [^ ®i yi] = M © [y] 
exists, as desired. D 
We would like to point out that the hypothesis that Sx and S2 are corre-
sponding sections in Theorem 3.6 cannot be dispensed with. This can easily be 
seen if we take Lx and L2 to be two disjoint copies of the eight-element Boolean 
algebra 2 3 , and if we paste Lx and L2 along noncorresponding sections. 
The next example shows how the results of this section can be used to con-
struct examples of infinite orthomodular posets. This example will be used in 
an important way in a subsequent paper. 
3.9. EXAMPLE. For i = 1,2, let Z• := Z x {%} = {(n,i) : n G Z} so that Zx 
and Z2 are disjoint copies of the set Z of all integers. Write n
l for (n,i) G Zi 
and 2nl for (2n,i) G Zi. Let Li := V(Z{), the power set of Z{. Then Lx and 
L2 are disjoint copies of V(7L). Let Sx be the sub-OA of Lx consisting of all 
the finite or cofinite subsets of Lx. Clearly, there is a natural (OA-) isomorphism 
4>: Lx —* L2. Let 9 := (j)\g and S2 := 0(SX). Then 6: Sx —> S2 is an isomor-
phism that maps the finite (resp., cofinite) subsets of Lx to the finite (resp., 
cofinite) subsets of L2. Hence Sx and 5 2 are corresponding sections (see Def-
inition 3.1). Form L as in Definition 3.2. Then, by Theorem 3.6, L is an OA 
which consists of all equivalence classes [a], where 
' {a,8(a)} if a£Sx, 
{a.e-^a)} if aeS2J 
{a} if a G Lx \ Sx, 
{a} i£aeL2\S2. 
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Moreover, since Lx and L2 are OMPs, Theorem 3.8 ensures that L is an OMP. 
Note that L is not a a-orthocomplete OMP. This can be seen by observing 
that the pairwise orthogonal subset {[{2n1}] = [{2n2}] : n £ Z} of L does not 
have a supremum in L, since [Ex] and [E2], where Ex := {2n
1 : n £ Z} and 
E2 := {2n
2 : n £ Z } , are noncomparable upper bounds of {[{2nx}] : n £ Z} 
in L. 
3.10. DEFINITION. A commutative diagram 
A —^—> B 
C D 
of morphisms of a category C is called a pushout for 7 and 8 if for every pair 
of morphisms <j>: B —• E, i\): C —* E such that 0 a = -0/3 there is a unique 
morphism r\: D —± E such that 777 = 0 and 776 = -0. 
A coproduct for the family {.Â  : i £ 7} of objects in a category C is an 
object A of C, together with a family of morphisms {L1 : Ai —> A : i £ / } such 
that for any object B and family of morphisms {0^: A{ —> B : i £ / } , there is 
a unique morphism IJJ: A —+ B such that -0^ = 0^ for all i £ I. 
The first part of the following result characterizes the pasting of two OAs as 
being a pushout, and the second part characterizes the pasting of two OAs as 
being a coproduct in the following sense: 
3.11 . T H E O R E M . 
(i) The following diagram 
І S 2 t 
І2 
is commutative and it is a pushout for LX and L 2 , where L{: L{ —+ L is 
given by L^X^ = [x{] for x{e L{, i = 1,2. 
(ii) (L;L1,L2) is a coproduct for Lx and L2. 
P r o o f . 
(i) First, we check that the above square is commutative; i.e., we show that 
Li^sx
 = L2^s2^
m I n deed, this follows from 
hhM) = h ( * l ) = [«ll = [0(*l)] = l 2 ( * ( * l ) ) = -2-Sa(0(*l))> 
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which holds for all s1 G S1. 
Second, we show that the above square is a pushout. Let </>: L1 —> Q and 
I/J: L2 —> Q be morphisms with <j)ls = -01 5 #. Define a mapping 77: L —> Q by 
J </>(» if x G Lx, 
^ ^ I = U ( x ) i fxGL 2 . 
Then one can easily check that 77 is well-defined, and that 77 is a morphism. 
Next, note that, by definition of 77, rjt^x^) = ^([ff-J) = <rKxi) ^x\ G I t x , so 
that rjL1 = <f>. Also, r]L2(x2) = ?7([x2]) = ip(x2) \/x2 G I/2? so that 77t,2 = 7/). 
To complete the proof of (i), it remains to prove the uniqueness of 77. To this 
end, suppose that there exists a morphism 77': L —> Q such that TJ'L1 = (f>, and 
Tf'L2 = 7/). Then, for every x E Lx, rj'([x]) = 77'(^(x)) = (/>(x) = 77([x]) and, for 
every x G l 2 , ^ ' (W)
 = r7 ,( t2( : c)) = ^ ( x ) = ^ (W) • Therefore 77' = 77 and 77 is 
unique. 
(ii) The proof of this part is contained in the proof of part (i). • 
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