Measuring the height of a tree like Gmelina Arborea takes longer than measuring its diameter at breast height and often only the heights of a subset of trees of known diameter are measured in the forest inventories. Since trees with the same diameter are not usually of the same height, even within the same stand, a simultaneous equation techniques and multiple regression equation was used to fit the height-diameter data obtained from the Gmelina Arborea Plantation at Federal College of Forestry, Ibadan. This approach mimics the natural variability of height/dbh and therefore provides more realistic height/dbh predictions with the multiple regressions while the simultaneous equation techniques failed due to poor fit.
INTRODUCTION
Gmelina arborea Roxb. (Family Verbenaceae) is a fast growing tree frequently planted in plantations to produce wood for light construction, crafts, decorative veneers, pulp, fuel, and charcoal? The species is also planted in taungya systems with short-rotation crops and as a shade tree for coffee and cacao. It is commonly called gmelina and white beech (English), melina (Spanish), gamar in Bangladesh, melina/gambar in India, gemelina in Indonesia, yemane in Philippines and soh in Thailand, and it has many regional names (Brandis 1906 , F/FRED 1994 . Gmelina arborea is found in rainforest as well as dry deciduous forest and tolerates a wide range of conditions from sea level to 1200 m elevation and annual rainfall from 750 to 5000 mm. It grows best in climates with mean annual temperature of 21-28°C (Jensen 1995) . Gmelina grows best on deep, welldrained, base-rich soils with pH between 5.0 and 8.0. Growth is poor on thin, highly leached acid soils (F/FRED 1994) .
Fig. 1: Gmelina Arborea during its flowering period
Gmelina arborea is a medium-sized deciduous tree up to 40m tall and 140 cm in diameter, but usually smaller than this (Jensen 1995) . The tree form is fair to good, with 6-9 m of branchless, often crooked trunk and a large, low-branched crown. The bark is thin and gray. Leaves are simple, opposite, more or less heart-shaped, 10-25 cm long, and 5-18 cm wide. The yellow or brown flowers are arranged in panicled cymes 15-30 cm long, which appear after leaf-fall. The trumpet-shaped flowers are 4 cm long and are hairy and short-stalked. The fruit is a drupe 2-2.5 cm long and contains 1-4 seeds (Khan and Alam 1996) . The number of seeds per kilogram varies from 700-1400 (Evans 1982) to 2500 (Katoch 1992) . A casual look at the published empirical works in life sciences reveals that many relationships are of the single equation type. In such models, one variable {the dependent variable Y} is expressed as a linear function of one or more other variables {the explanatory variables X's}. An implicit assumption is that the cause and effect relationship, if any, between Y and the X's is unidirectional. The explanatory variables are the cause and the dependent variable is the effect. However, there are situations where there is a two-way or simultaneous relationship between Y and {some of} the X's which makes the distinction between the dependent and explanatory variables of dubious value. It is better to lump together a set of variables that can be determined simultaneously by the remaining set of variables -precisely what is done in simultaneous equation models. In such models, there is more than one equation -one for each of the mutually or jointly dependent or endogenous variables. And unlike the single equation models, in the simultaneous equation models, one may not estimate the parameters of a single equation without taking into account information provided by the other equation in the system. In a simultaneous equation system, variables that appear only on the right hand side of the equality sign are called exogenous or predetermined variables. They are truly independent or non-stochastic because they remained fixed. Variables that appear on the right hand side and also have their own equations are referred to as endogenous variables. Unlike exogenous variables, endogenous variables change value as the simultaneous system of the equations grinds out equilibrium solution. They are endogenous variables because their values are determined within the system of the equations. As a consequence of the endogenous variables appearing as explanatory variables, such an endogenous explanatory variables becomes stochastic and is usually correlated with the disturbance term of the equation in which it appears as an explanatory variable. In this situation, the classical ordinary least squares (OLS) method may not be applied because the estimators thus obtained are not consistent and that is, they do not converge to their true population values no matter how large the sample size. This is simultaneity bias. When running an OLS regression, we assume all the explanatory variables are exogenous. In reality this is not always the case, some of the variables may be endogenous, this causes inconsistency in the estimator. i.e. the explanatory variable and error term are correlated, producing a non-BLUE estimator. One simple example is the Keynesian consumption function
MATERIALS & METHOD
The choice of estimation method depends also on whether we are interested in the values of the structural parameters or the reduced form coefficients. Also, multiple regression analysis will be carried out on the five variables we are studying i. Dbh2008 & Height2004) are the exogenous variables and U t1 & U t2 are the disturbance terms. Identification is a two-step process. The order or necessary condition which gives preliminary verdict, and the rank condition or sufficient condition which gives the full verdict. Recall equation 1; First step-the order condition This involves using the order condition to determine whether the equation under investigation is justidentified or over-identified. The equations can be rewritten as follows 
(2) Let G and K respectively be the number of endogenous and predetermined variables in the model. Let g and k be the corresponding number of endogenous and predetermined variables in the equation under consideration. If
the equation is said to be unidentified. In our model, for equation 1 (2) G=2, K=3, g=2, and k=2 
Results Discussion
The results of our study on the parameter estimates using six estimators are presented in Appendix 2 using the following estimation techniques in estimating the parameter of our model.
Ordinary Least squares (OLS). 2. Indirect Least Squares or Reduced form (ILS). 3. Two Stage Least Squares estimation (2SLS). 4. Limited Information Maximum Likelihood (LIML). 5. Three Stage Least Squares estimation (3SLS). 6. Full Information Maximum Likelihood.
In theory and as confirmed by Johnson (1991) , when an equation is just identified, estimates of the parameter obtained by 2SLS, 3SLS and LIML should be identical. The results obtained in this study (i.e. Appendix 1) show that 2SLS, 3SLS and LIML estimators yielded similar results while OLS, ILS and FIML yielded results that are clearly different from them. Consequently, the effect of the predictors shall be studied with respect to their ability in explaining the variation in the current tree height. The results obtained showed a poor fit using simultaneous equation models hence, a multiple regression analysis is employed to fit the height/dbh model for Gmelina Arborea growth. Since all the variables are correlated to some extent, it is difficult to give a clear answer to whether height2011 is really related to dbh2011, or whether the observed correlation between the variables arises from the relationships of height2011 to dbh2011, height2008, dbh2008 and height2004. In trying to disentangle the relationships involved in a set of variables, it is often helpful to calculate partial correlation coefficients. Such coefficients measure the strength of the linear relationship between two continuous variables that cannot be attributed to one or more confounding variables. The model fit output consists of a model summary table ( See Table 4&5 ) and an ANOVA table (See Table 6 & 7). The former includes the multiple correlation coefficients, R, its square, R 2 , and an adjusted version of this coefficient as summary measures of the model fit. The multiple correlation coefficient R = 0.53 (height2011), 0.99 (dbh2011). The former indicates an average positive relationship between the observed height2011 and those predicted by the regression models while the later indicates that there is a very strong positive correlation between the observed dbh2011 and those predicted by the regression model. In terms of variability in observed height2011 and dbh2011 accounted for by our fitted model, this amounts to a proportion of R 2 = 0.278 or 27.8% in the height2011 while R 2 = 0.995 or 99.5% in the dbh2011 fit. Since by definition R 2 will increase when further terms are added to the models even if these do not explain variability in the height or dbh of Gmelina Arborea. The adjusted R 2 is an attempt at improved estimation of R 2 in the height and dbh modeling of Gmelina Arborea. The index is adjusted down to compensate for chance increases in R 2 , with bigger adjustments for larger set of explanatory variables (Der and Everitt, 2001 ). The error term in multiple regression measure the difference between an individual heights/dbh of Gmelina Arborea and the mean height/dbh of Gmelina Arborea of the same specie of Gmelina height/dbh recorded at different year intervals.
According to the regression model, the mean deviation is zero (positive and negative deviations cancel each other out). But the more variable the error the larger the absolute differences between the observed height/dbh and those expected. Table 4 & 5 provide an estimate of the standard deviation of the error term. Here we estimate the mean absolute deviation as 3.98 meters for height and 0.871 centimeters for dbh, which is small considering the observed height/dbh of Gmelina Arborea. 
CONCLUSION
The problems of estimating parameters and making the inference of equation confront researchers. In this study, efforts were made to solve these problems under different level of occurrence. Given the nature of biological phenomena, it is very much certain that some biological equation will not belong to a wider system of simultaneous equations or nonlinear equations.
Having arrived at a final multiple regression models for height/dbh data of Gmelina Arborea and the assumptions made in the modeling process. We can conclude that the multiple regression models have provided a good fit for the height/dbh of Gmelina Arborea using previously observed heights and dbh as predictors. Also, the model appears adequate in light of the data by producing good results for the fitted regression equation to be interpreted. The most useful approach for assessing these assumptions were examined using some form of residual from the fitted model along with some of the many other regression diagnostics. Residuals at their simplest are difference between the observed and fitted values of the response variable i.e. height/dbh. The following residual diagnostics are presented in Fig.  2 & 3 above. Residual plot is a scatterplot of residuals against predicted values and these should lie around zero with the degree of scatter not varying systematically with the size of predicted values as we have in Fig. 3 . Hence, the errors have the same variance (homogeneity), arise from a normal distribution and the relationship between each explanatory variable and the dependent variable is linear and the effects of several explanatory variables are additive.
