Abstract. Given an arbitrary point (x, u) in R ~ x R~, we give b o u n d s on the Euclidean distance between x and the unique solution ~ to a strongly convex p r o g r a m in terms o f the violations of the K a r u s h -K u h n -T u c k e r conditions by the arbitrary point (x, u). These b o u n d s are then used to derive linearly and superlinearly convergent iterative schemes for obtaining the unique least 2-norm solution of a linear program. These schemes can be used effectively in conjunction with the successive overrelaxation (SOR) methods for solving very large sparse linear programs.
I. Introduction
We consider the p r o b l e m m i n f ( x ) s u b j e c t
t o x~S : = { x ] x > -O , g ( x ) < -O } ,
(1.1) x where f : R" -R and g: R n -R m are differentiable and convex functions on R", S is nonempty, and, in addition, f is strongly convex on R n, that is, , a quadratic perturbation (3.3) of the linear program (3.1) for "sufficiently small" value e of the perturbation parameter e, that is, e ~ (0, g] for some g > 0 . Until now there was no simple way of determining when e -< g. Theorems 3.7 and 3.8 do this as follows. Given a value ei of the perturbation parameter, we approximately solve the quadratic perturbation problem (3.3) for x(ei) by an SOR or any other procedure to a residual accuracy r(ei) defined by (3.14). Then we decrease ei to ei+l =~8i, /.L C (0, 1), and solve (3.3) to a residual accuracy r(ei+l) such that r(si+l) <--vr(e~) for some v < / x ~/2 for linear convergence (1.3)
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