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Acronyms
All the acronyms and abbreviations presented throughout this PhD thesis
can be found in the following list.
ACE-FTS Atmospheric Chemistry Experiment – Fourier Transform Spectrometer
AGAGE Advanced Global Atmospheric Gases Experiment
AILS Apodised Intrument Line Shape
AK Averaging Kernel
ASU Azimuth Scan Unit
ATMOS Atmospheric Trace MOlecule Spectroscopy
CBA Calibration Black body Assembly
CCM Chemistry Climate Model
CCMI Chemistry Climate Model Initiative
CFC ChloroFluoroCarbons
DJF December - January - February
DOF Degrees Of Freedom
ECD Electron Capture Detector
ECHAM European Centre for medium – range weather forecasts – HAMburg
ECMWF European Centre for Medium – Range Weather Forecast
EMAC ECHAM / MESSy Atmospheric Chemistry
ENVISAT ENVIronmental SATellite
ERA ECMWF Re–Analysis
ESA European Space Agency
ESRL Earth System Research Laboratory
ESU Elevation Scan Unit
FOV Field Of View
FPS Focal Plane sub–System
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FR Full Resolution
FWHM Full Width Half Maximum
GCM General Circulation Model
GOMOS Global Ozone Monitoring by Occultation of Stars
GPS Global Positioning System
HATS Halocarbons & other Atmospheric Trace Species
HITRAN HIgh-resolution TRANsmission
HWHM Half Width Half Maximum
IFOV Instantaneous Field Of View
IG2 Initial Guess 2
IGAC International Global Atmospheric Chemistry
IHG Inter-Hemispheric Gradient
ILS Instrument Line Shape
JJA June – July – August
JPL Jet Propulsion Laboratory
LBL Line – By – Line
LIDAR LIght Detection And Ranging
LOS Line Of Sight
LTE Local Thermodynamic Equilibrium
LUT Look–Up Table
MA Middle Atmosphere
MAM March – April – May
MECCA Module E ciently Calculating the Chemistry of the Atmosphere
MESSy Modular Earth Submodel System
MIPAS Michelson Interferometer for Passive Atmospheric Sounding
MIPAS–B Michelson Interferometer for Passive Atmospheric Sounding – Balloon
MPD Maximum Path Di↵erence
MSG METEOSAT Second Generations
MTR Multi Target Retrieval
MW MicroWindow
MWMAKE MicroWindowMAKE
NESR Noise Equivalent Spectral Radiance
NH Northern Hemisphere
NOAA National Oceanic and Atmospheric Administration
NOM NOMinal
OE Optimal Estimation
OR Optimized Resolution
ORM Optimized Retrieval Model
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PSC Polar Stratospheric Cloud
QBO Quasi–Biennal Oscillation
QCTM Quasi Chemistry Transport Model
RADAR RAdio Detection And Ranging
RMSE Root Mean Square Error
SCIAMACHY SCanning Imaging Absorption spectroMeter for Atmospheric CHartographY
SD Specified Dynamics
SEVIRI Spinning Enhanced Visible and InfraRed Imager
SH Southern Hemisphere
SNR Signal – to – Noise Ratio
SON September – October – November
SPARC Stratosphere-troposphere Processes And their Role in Climate
SRF Solar Radio Flux
TEL TELescope
UA Upper Atmosphere
UCI University of California Irvine
UTLS Upper Troposphere Lower Stratosphere
UV UltraViolet
VMR Volume Mixing Ratio
ZPD Zero Path Di↵erence
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Overview
The Michelson Interferometer for Passive Atmospheric Sounding (MIPAS)
is a limb Fourier transform spectrometer that operated onboard the polar-
orbiting European Space Agency (ESA) ENVIironmental SATellite (EN-
VISAT) from July 2002 to April 2012. MIPAS measured atmospheric limb
emission in the middle and upper atmosphere (from 6 to 70 km for nominal
mode observations) in the spectral range from 4.15 to 14.6 µm (685 - 2410
cm 1). MIPAS spectral range covers almost the complete thermal infrared
region in which emission lines of most atmospheric species are present. MI-
PAS instrument was designed to improve the knowledge of the distribution
of the major chemical components, such as ozone (O3), water vapor (H2O),
methane (CH4), nitrous oxide (N2O), nitric acid (HNO3) and nitrogen diox-
ide (NO2), and the dynamics of the middle atmosphere. Furthermore, the
polar orbit of ENVISAT and the MIPAS pointing capabilities allow the
monitoring of stratospheric O3 and chlorofluorocarbons (CFCs) in the polar
regions.
MIPAS measurements were routinely processed by ESA using an online
algorithm based on the Optimized Retrieval Model (ORM, [76, 72, 73]).
The retrieval was based on the non-linear least squares fit of selected spec-
tral intervals, the so-called MicroWindows (MWs, [19, 104]). The vertical
distribution of each geophysical parameter was retrieved simultaneously at
all altitudes using the entire MIPAS limb scanning sequence, the so-called
global fit approach [9]. The target species were retrieved individually in se-
quence according to their reciprocal spectral interference. At the beginning
of the MIPAS mission, the retrieval sequence included the joint retrieval
of pressure and temperature, and the volume mixing ratio (VMR) of the
following key atmospheric constituents: H2O, O3, HNO3, CH4, N2O and
NO2.
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The main target of this PhD thesis is the retrieval and the study of minor
constituents of the middle atmosphere using MIPAS measurements. These
molecules give a minor contribution to the MIPAS spectra but their retrieval
is fundamental to improve the general knowledge of the chemistry of the mid-
dle atmosphere. Moreover the retrieval and the study of these minor species
allow a better characterization of the already known species due to some
possible mutual interferences. Over the years several new molecules, not in-
cluded in the initial list of retrieved species, have been studied using MIPAS
measurements. As a consequence, in the most recent version of MIPAS Level
2 data (Version 7), the list of retrieved molecules has been extended includ-
ing also trichlorofluoromethane (CCl3F or CFC–11, [45]), chlorine nitrate
(ClONO2, [40]), dinitrogen pentoxide (N2O5, [57]), dichlorodifluoromethane
(CCl2F2 or CFC–12, [45]), carbonyl fluoride (COF2, [35]), carbon tetrachlo-
ride (CCl4, [100]), hydrogen cyanide (HCN, [29]), carbon tetrafluoride (CF4
or CFC–14) and chlorodifluoromethane (CHClF2 or HCFC–22, [15]). Other
minor atmospheric constituents have been studied but there have not been
included in the list of operative products. Some of them are hydrogen perox-
ide (H2O2, [63]), ethane (C2H6, [105]), formaldehyde (H2CO, [94]), acetylene
(C2H2, [64]) and sulfur dioxide (SO2, [38]).
In the first part of this PhD project, we focused on the retrieval of car-
bonyl chloride (COCl2 or phosgene) and on the study of its distribution in
the Upper Troposphere / Lower Stratosphere (UTLS) region [101]. COCl2
is a toxic gas and it was used in the past in the insecticides, pharmaceu-
ticals and herbicides preparation. Due to its high toxicity, its usage has
been reduced over the years. In this study COCl2 has been retrieved for
the first time using MIPAS measurements and the ORM algorithm with
some upgrades needed because of the weak spectral features of the COCl2
and its mutual spectral interference with CFC–11. The main features and
the seasonal variations of the COCl2 distribution have been studied and a
comparison with Atmospheric Chemistry Experiment – Fourier Transform
Spectrometer (ACE-FTS) measurements has been performed.
In the second part of this PhD project, we studied the CCl4 distribution
in the UTLS region using the CCl4 o cial ESA Level 2 Version 7 prod-
ucts. CCl4 is a strong ozone-depleting substance, banned by the Montreal
protocol starting from 1996. The interest on this molecule has recently
increased as a consequence of the so called ”mystery of CCl4” [93], the
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discrepancy between the atmospheric observations and the reported pro-
duction and consumption. Surface measurements of CCl4 atmospheric con-
centrations have demonstrated that its concentration has declined at a rate
almost three times smaller than its lifetime-limited rate, suggesting persis-
tent atmospheric emissions despite the ban. We studied the CCl4 global
distribution features and its seasonality. MIPAS CCl4 measurements have
been compared with independent measurements from other satellite (ACE-
FTS), balloon-borne remote sounders (MIPAS-Balloon) and data from a
Chemistry Climate Model (CCM). MIPAS ESA CCl4 version 7 product has
been produced using the new MIPAS L1B (version 7) which overcome the er-
ror caused by the imperfect instrument radiometric calibration using a new
time-dependent correction scheme for detector non-linearities. Exploiting
this new feature we also evaluated CCl4 trends as a function of latitude and
altitude and compared the results with other satellite trend estimates (ACE-
FTS) and other surface global network measurements, as the Advanced
Global Atmospheric Gases Experiment (AGAGE, [89, 70, 71]) and the Na-
tional Oceanic and Atmospheric Administration / Earth System Research
Laboratory / Halocarbons & other Atmospheric Trace Species (NOAA /
ESRL / HATS, http://www.esrl.noaa.gov/gmd/hats/). In order to con-
tribute to the solution of the ”mystery of CCl4”, we have also computed
the CCl4 stratospheric lifetime using the tracer-tracer linear correlation ap-
proach and compared the results with corresponding results reported in the
literature.
The thesis is organized as follows. In Chap. 1 we introduce the main
properties of the Earth’s atmosphere and the method used to study them. In
Chap. 2 we present the main characteristics of the MIPAS instrument. The
principal concepts of the radiative transfer model are presented in Chap. 3.
In Chap. 4 we discuss the so-called inverse problem and we introduce the
main features of the ORM algorithm. The retrieval of COCl2 and the study
of its distribution are discussed in Chap. 5. The study of CCl4 distribution,
its properties, trends and lifetime are described in Chap. 6. The conclusions
are finally drawn in Chap. 7.
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Chapter 1
Observation of the Earth’s
atmosphere
The atmosphere (from the Greek: atmos = vapor and sphaira = sphere) is
defined as the layer of gas that surrounds a planet. Over the years, a wide
variety of apparatus has been used to observe and study atmospheric prop-
erties. In order to deeply understand the atmospheric system, we need to
obtain useful information regarding its state and evolution with extremely
high temporal and spatial resolution and as continuously as possible. Unfor-
tunately this is not completely possible and there is no unique instrument,
technique or method of investigation able to provide a complete descrip-
tion of the atmosphere in all its dimensions. The synergy of di↵erent, but
at the same time complementary, techniques is therefore essential. Here we
present the main features of the Earth’s atmosphere and the most important
techniques used to study its properties.
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1.1 Composition and vertical structure of the
Earth’s atmosphere
The major chemical components of the Earth’s atmosphere are molecular
nitrogen (N2, 78.1%) and molecular oxygen (O2, 20.9%). These two gases,
together with the noble gases, are well mixed below the altitude of approxi-
mately 100 km (omosphere) due to their long lifetime. The remaining atmo-
spheric volume (less than 1%) is made by the so-called ”minor” constituents,
such as H2O, O3, carbon dioxide (CO2), carbon monoxide (CO), CH4, N2O,
and over twenty ”trace” species. Beside all these molecules, the Earth’s at-
mosphere contains also liquid (water droplets) and solid particles (aerosols
and ice crystals) whose distribution is highly variable both in space and
time. These particles represent only a small part of the total composition
of the atmosphere but they play a key role in the absorption and scattering
of the solar radiation and in the physics of clouds and precipitation.
Most of the atmospheric constituents are well mixed even if, in general,
the atmosphere shows an heterogeneous vertical structure with variations
in chemical composition, pressure (density) and temperature. Neglecting
sources and sinks, the concentration of the atmospheric constituents can
be determined by mixing due to fluid motion and molecular di↵usion. The
first mechanism is dominant at low altitudes, where the molecular mean free
path is relatively small and the molecular di↵usion time-scale is many orders
of magnitude greater than the turbulence time-scale. By contrast, molecu-
lar di↵usion becomes predominant in the higher layers of the atmosphere,
where the mean free path increases due to the lower density, stratifying the
atmosphere as a function of the molecular weight.
As for the chemical composition, the atmospheric pressure varies as a
function of the altitude. The vertical distribution of the pressure results
from the competition between the molecular kinetic energy and the gravity
p = psurface · e( 
mgz
kBT
)
(1.1)
where psurface is the pressure at the Earth’s surface, m is the mean atmo-
spheric molecular weight, g is the gravitational acceleration, z is the height,
kB is the Boltzmann constant and T is the temperature. Considering that
on average kBT/mg is equal to 7 km, the atmospheric pressure decreases
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exponentially with height by a factor 2.7 (e 1) every 7 km.
The temperature distribution in the atmosphere varies both vertically
and horizontally. However, the vertical distribution of temperature is qual-
itatively similar over the whole globe. For this reason the most common
classification of the Earth’s atmosphere is based on the vertical behaviour
of the temperature. The di↵erent vertical layers are classified on the ba-
sis of the di↵erent vertical temperature gradients ( dT/dz, also known as
lapse rate). The thickness and the boundaries of these layers can vary as
function of time and location. As an example we report in Fig. 1.1, the
U.S. Standard Atmosphere at mid-latitude. As shown in Fig. 1.1 the at-
mosphere results neatly divided into four layers: troposphere, stratosphere,
mesosphere and thermosphere. These layers are characterized by substan-
tially di↵erent chemical and physical processes. The interfaces between the
layers are defined as the altitude where the sign of the temperature gradients
changes, and they are respectively called tropopause, stratopause, mesopause
and thermopause.
The structure of the temperature profile is related with the dominant
processes occurring in the specific sphere. Large part of the radiation emit-
ted by the Sun is in the visible portion of the electromagnetic spectrum.
The Earth’s atmosphere does not strongly absorb this radiation and there-
fore large part of the radiation can reach the ground where it is absorbed.
The presence of clouds, that are able to reflect back to space part of the ra-
diation, reduces the fraction of energy that reaches the surface. The Earth’s
surface is heated by the incoming solar radiation, and radiates the absorbed
energy as a black-body. Lower atmosphere is heated by the ground caus-
ing convection and a decrease in temperature with height due to volume
expansion. Several species, such as H2O, CH4 and CO2 (known as green
house gases), are able to absorb and re-emit part of the outgoing terrestrial
radiation in the infrared region, originating the so-called green house e↵ect.
The troposphere is the lowermost layer of the atmosphere, directly in
contact with the surface. The altitude of the top of the troposphere, the
tropopause, varies as a function of the latitude: it is approximately 18 km
over the tropics, 12 km at mid-latitudes and from 6 to 8 km at the poles. The
mean temperature decreases from the surface up to the tropopause with a
typical lapse rate of 6.5 C/km. Most of the weather phenomena (i.e. storms,
clouds, precipitations) take place in this layer basically for two reasons. The
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Figure 1.1: Vertical distribution of temperature between the surface and
100 km altitude as defined by the U.S. Standard Atmosphere 1976 model
for mid-latitude conditions. The vertical distribution of pressure is shown
in the left vertical axis. The nomenclature of the atmospheric regions and
corresponding pause are shown.
first cause is the strong instability that characterizes the troposphere, due
to its vertical thermal structure, that allows significant vertical exchanges of
energy and mass. The second one is that this layer contains about 90% of
the total atmospheric mass and almost all of the atmospheric water vapor.
In the stratosphere, the layer between the tropopause and about 50 km
(the stratopause), the temperature increases with altitude due to ozone and
molecular oxygen absorption of the ultraviolet solar radiation [13]. The
stratosphere contains approximately 90% of the total atmospheric ozone,
with a peak at about 35 km (Fig. 1.2). The ozone layer absorbs the largest
part of the solar ultraviolet radiation [13]. This process has been funda-
mental for the development of the life on the Earth reducing the amount of
harmful UV radiation that reaches the Earth’s surface and contributing to
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the maintenance of the Earth heat balance. Because of the negative lapse
rate, this atmospheric region is characterized by very stable conditions: ver-
tical motions are inhibited, radiative processes play a dominant role and
vertical mass exchanges between the stratosphere and the troposphere are
somewhat rare.
Figure 1.2: Vertical distribution of ozone between the surface and 100 km
altitude as given by the IG2 climatology for mid-latitude conditions [74].
In the mesosphere, the layer within about 50 and 90 km, the tempera-
ture decreases with altitude with a lapse rate of about 2 C/km. As in the
troposphere, due to the positive lapse rate, dynamical instability and con-
vection characterize this atmospheric region. Ozone concentration in this
region is relatively low (Fig. 1.2) and most of the chemical species are in an
excited state absorbing ultraviolet radiation from the Sun.
In the outermost layer, the thermosphere, the temperature rises once
again strongly depending on the solar activity. In this layer, UV radiation
photo-dissociates molecular oxygen and molecular nitrogen into atoms and
ions. Dynamical mixing and vertical exchanges become negligible and the
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molecular di↵usion becomes the dominant process, producing separation of
species according to their molecular or atomic weight.
1.2 Observation platforms and geometries
Fig. 1.3 gives a exhaustive representation of the methods, the modes and
the geometries presented in this section and, at the same time, gives an idea
of the current variety of possibilities to observe the atmosphere.
Figure 1.3: Schematic representation of the di↵erent platforms (ground
based, balloon, rocket and satellite), techniques (letters A, E, and D refer
to respectively Absorption-, Emission-, and Di↵usion-methods) and observa-
tion geometries (limb, zenith and nadir sounding). The acronym IS stands
for in situ and it indicates that also in situ studies can be performed.
The first general distinction between the di↵erent observation methods
can be made on the basis of the location of the instrument with respect the
atmospheric regions under investigation. We refer to in situ investigations
when the instrument is directly into the region where the measurements are
performed. By contrast, if the instrument is located at a certain distance
from the atmospheric region to be studied we refer to remote sensing tech-
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niques. The most important advantages of remote sensing techniques with
respect to in-situ methods are that they can sound larger atmospheric region
and they do not perturb the local state of the region under investigation.
For these reasons the remote sensing techniques, especially from space, are
the most used solution to achieve global datasets. At the same time remote
sensing methods have some limitations in both spatial resolution and short
term variability. For this reason the in situ measurements, with their high
accuracy are important for more specific and detailed studies and for valida-
tion purposes, especially regarding remote sensing missions. Also the in situ
methods are suitable for the determination of profiles of gas concentrations
as a function of altitude, but they require the positioning of the instrument
on mobile platforms, such as airplanes and balloons.
The configuration of the atmospheric measurement can be defined con-
sidering also the location of the instrument. Here we describe the most used
platforms and their major features, advantages and disadvantages.
Ground based instruments are easily maintainable and they provide long,
stable and accurate time series. The spatial coverage is generally poor,
depending on the dimension of the network, and the instruments are very
sensitive to all the phenomena that occur in the troposphere (clouds, tur-
bulence, and so on).
Balloon instruments are used to profile atmospheric parameters with ex-
tremely high vertical resolution up to 35–40 km. The flight track can not
be remotely controlled. As for ground based instruments, the geographical
coverage is quite poor.
Aircrafts can host onboard several instruments. Compared to the balloons
instruments, they are used for controlled flights up to 20 km following di↵er-
ent trajectories, and they can provide better coverage with relatively higher
spatial resolution. Aircrafts are very helpful for validation of satellite mis-
sions and for the analysis of specific events.
Satellites can provide global coverage observations. They can be divided
into geo-stationary, polar and equatorial. The first ones are located on an
equatorial orbit at an altitude of about 36,000 km, so that the satellite
rotates at the same speed of the Earth revolution. Because of this they
allow continuous measurements of the same location with extremely high
temporal resolution. However they can e ciently monitor only the region
between 60  North and South. Polar satellites, that are located on a lower
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orbit (600–850 km) sun synchronous and on a plane containing both the
Earth’s poles, allow near global coverage (up to the polar latitudes) but
with a very low time resolution. Typically polar orbiting satellites cross the
equator always at the same time and the revisit time of a given geolocation is
about 28 days. Equatorial satellites are located at about 300 km on an orbit
plane at a small angle with the equatorial plane, they allow a global coverage
of the latitudinal regions close to the equator, with a higher time resolution
of the polar satellites. Beside the time resolution, one of the disadvantages
of the usage of satellites to monitor the atmosphere is their relatively short
lifetime (some years) that allows only short time series. A solution could be
multi–satellite missions that provide better spatial and temporal coverage
and longer time series even if they introduce inter–calibration issues.
Atmospheric measurements classification can be made according the ge-
ometry used for the observation, that is the angle between the line of sight
(LOS) of the instrument and the vertical to the Earth’s surface.
When the LOS is oriented in the vertical direction, we speak of vertical
sounding. Vertical sounding can be either in the zenith or in the nadir
directions. The zenith soundings imply that the atmosphere is observed from
the surface of the Earth, or generally at low altitudes and the instruments
looks toward the deep space from below. Since the lowest atmospheric layers
are denser and warmer, to reduce the contamination due to water vapor,
turbulence, and so on, the instrument can be located on high mountains or
on dry sites. In the nadir soundings, the instrument is located high up in the
atmosphere and looks down to the Earth. Nadir observations can be made
from satellite, aircrafts and stratospheric balloons. In nadir soundings the
LOS of the instrument always encounters the surface of the Earth. When the
instrument is located at high altitudes and the LOS is oriented so that the
Earth’s surface never reached, we speak of limb sounding measurements. In
this case the measured signal is originated only from the atmospheric layers
encountered by the LOS itself. Limb sounders can be located onboard high
altitude platforms, such as stratospheric balloons, aircrafts and satellites.
Vertical sounding techniques are characterized by very high geo-spatial
resolution and can provide integrated (along the vertical direction) infor-
mation or, exploiting the pressure dependence of the observed atmospheric
spectral features, information as a function of the altitude. Because of the
long path of the LOS in the atmosphere, limb sounding techniques have a
1.3. EMISSION AND ABSORPTION MEASUREMENTS 21
relatively high signal-to-noise ratio (SNR) with respect to the vertical sound-
ing and, observing the atmosphere at di↵erent zenith angles, they provide
vertical distribution of the atmospheric parameters with high vertical res-
olution. However their geo-spatial resolution is lower with respect to the
vertical sounding techniques considering that the major contribution to the
measured signal comes from the layer close to the tangent point (minimum
distance of the optical path from the Earth’s surface) where the optical path
of the LOS is very long.
1.3 Emission and absorption measurements
Another general classification of atmospheric measurements is related to the
type of sensor used (active or passive). Active sensors propagate their own-
produced electromagnetic radiation toward the target to be investigated,
such as an atmospheric region, and measure the intensity and the proper-
ties of the back-signal. Passive sensors measure the natural atmospheric
emission or the interaction of the atmosphere with naturally generated ra-
diation (absorption or di↵usion). LIDAR (LIght Detection And Ranging),
RADAR (RAdio Detection and Ranging) and GPS (Global Positioning Sys-
tem) are some examples of active systems. An example of passive sensor
is the Spinning Enhanced Visible and Infrared Imager (SEVIRI) onboard
the METEOSAT Second Generation (MSG) spacecraft. Here we focus on
the passive sensors and we briefly describes how the measured radiance is
generated.
Figure 1.4: Sun (5800 K) and Earth (280 K) black-body distributions. The
visible region (0.4–0.7 µm) is shaded in grey.
The Earth and the Sun can be approximately treated as black-bodies,
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with typical temperatures of 280K (250K considering the Earth–atmosphere
system) and 5800 K respectively. As shown in Fig. 1.4 the black-body curve
of the Sun peaks at about 0.50 µm and exceeds the Earth’s emission curve
at all wavelengths. The Earth black-body signal is weaker than the solar
one and the wavelength of its intensity peak is at longer wavelengths, at
about 10 µm.
Figure 1.5: Sun (⇠ 5800 K) and Earth–Atmosphere system (⇠ 250 K)
normalized (dividing each curve by its maximum value) black-body dis-
tributions (upper panel) and atmospheric attenuation at 11 km (middle
panel) and at ground level (lower panel) as function of wavelength. The
major absorbing species are also reported in the lower panels. From
https://www.atmos.washington.edu/.
Nevertheless dividing both curves by their maximum value, we obtain
the normalized blackbody curves (upper panel of Fig. 1.5) and only a minor
overlap (at about 4 µm) is evident. Therefore we can study the spectrum
of the Earth’s atmosphere exploiting di↵erent processes as a function of the
wavelength. Earth black-body emits radiation at wavelengths longer than
4 µm and is usually studied through emission processes, while measurements
performed at wavelengths shorter than 4 µm usually exploit the radiation
originated from the Sun (or other warm sources like stars) and usually ex-
ploit both absorption and scattering processes. Absorption methods have
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the main advantage of using a bright source, such as the Sun, providing
spectra with high SNR. On the other hand the observations are bounded
to the presence of the source in the LOS of the instrument and are possi-
ble only at certain times. This aspect can create di culties thinking about
species with day/night variations. The only restriction of emission methods
is that the direct source of radiation has usually to be avoided, but mea-
surements can be made at all times and therefore can provide information
both day and night and on of time varying species. The atmosphere is a
relatively weak source of radiation thus the SNR is in general lower with
respect to the absorption techniques. Since the SNR ratio is proportional
to the square root of the measurement time, the emission techniques adopt
relatively longer measurement time in order to enhance the ratio.
In Fig. 1.5 we can also observe the attenuation of the atmosphere as
a function of the wavelength at 11 km (middle panel Fig. 1.5) and at the
ground level (lower panel Fig. 1.5). For both altitudes, the atmospheric
attenuation is high below 3 µm (about 100 %) and above 20 µm. Within
these wavelengths the atmosphere is more transparent and we can observe
spectral structures caused by the absorbing species.
24 CHAPTER 1. OBSERVATION OF THE EARTH’S ATMOSPHERE
Chapter 2
Michelson Interferometer for
Passive Atmospheric
Sounding
The Michelson Interferometer for Passive Atmopsheric Sounding (MIPAS) is
a limb Fourier transform spectrometer that operated onboard the European
Space Agency (ESA) polar-orbiting ENVIironmental SATellite (ENVISAT)
from July 2002 to April 2012. ENVISAT was a polar-orbiting Earth ob-
servation satellite launched on 1 March 2002. Its payload consists of a set
of ten instruments that operate over a wide range of the electromagnetic
spectrum, from centimeter waves to the ultraviolet. Together with Global
Ozone Monitoring by Occultation of Stars (GOMOS) and SCanning Imaging
Absorption spectroMeter for Atmospheric CHartographY (SCIAMACHY)
MIPAS was one of the three atmospheric chemistry sensors. Full details
about MIPAS instrument and mission can be found in [25, 73, 22]
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2.1 Mission overview
MIPAS measured the atmospheric limb emission in the middle and upper
atmosphere (from 6 to 70 km for nominal mode observations) in the spectral
range from 685 to 2410 cm 1(from 14.6 to 4.15 µm). MIPAS spectral range
covers almost the complete thermal infrared region in which emission lines
of most atmospheric species are present. The primary scientific aims of the
MIPAS instrument [25] were:
• an improvement of the knowledge about the chemical composition and
dynamics of the middle atmosphere;
• near-real-time, global geophysical measurements of the middle atmo-
sphere components (in particular O3, H2O, CH4, N2O, HNO3 and
NO2);
• monitoring of stratospheric O3 and CFCs.
In the first part of the mission (from July 2002 to March 2004), MIPAS
measured, nearly continuously, using the full spectral resolution (FR, 0.025
cm 1). On 26 March 2004, MIPAS operations were interrupted due to an
anomaly in the interferometer drive unit. After a detailed analysis of the
instrument performances, the mission restarted (9 January 2005) using a
shorter interferometric sweep, corresponding to a lower spectral resolution
(0.0625 cm 1) and a shorter measurement time. This reduction in the mea-
surement time was exploited to increase, with respect to the first part of the
mission, the frequency of the observations both in the altitude and in the
horizontal domain (along the orbit). These changes provide an optimized
compromise between spectral and spatial resolutions (optimized resolution,
OR). MIPAS was operated up to 8 April 2012, when an ENVISAT failure
occurred resulting into the loss of communication between ground and the
satellite.
The polar orbit of ENVISAT and the MIPAS pointing capabilities allow
a global geographical coverage, including the polar regions. The instrument
performs measurements in two pointing modes: sideways and rear-ward
(Fig. 2.1). The sideways viewing, across the orbit plane, was used for the
study of specific events or atmospheric phenomena (volcano eruptions or
trace-gas concentrations above major air tra c routes), whereas the rear-
ward viewing was used for routine measurements.
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Figure 2.1: Representation of MIPAS observation geometries and main fea-
tures.
2.2 Measurement principles
The heart of MIPAS is a Fourier transform interferometer o↵ering the pos-
sibility to measure infrared emission spectra of the atmosphere with a wide
spectral range and an extremely high spectral resolution. The interferometer
provides several advantages over the conventional grating spectrometer. In
the interferometer the radiation of the full spectrum reaches the detectors
for the entire duration of the interferometric sweep (multiplex or Fellgett
advantage, [24]). By contrast, a grating spectrometer has to use scanning
devices and/or dispersive elements to send the individual spectral elements
sequentially to the detector. Another advantage of the Fourier Transform
interferometers is that a single detector records a broadband spectrum with
high spectral resolution, while for dispersive spectrometers a large array of
detectors must be employed. For the same resolution, the energy through-
put in an interferometer is higher than in a conventional grating spectrom-
eter, where it is limited by the slits. This throughput (or Jaquinot, [42])
advantage is caused by the circular symmetry of the interferometer. The
combination of the throughput and the multiplex advantage leads the abil-
ity of the Fourier Transform interferometer to achieve the same SNR as a
conventional spectrometer in a much shorter time. The main disadvantage
of the interferometer is represented by the high mechanical complexity of
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this due to the fact that the output has to be sampled at regular intervals
along the optical path.
Figure 2.2: Schematic view of the optical layout of MIPAS.
The schematic optical layout of MIPAS and the path of the incoming
radiation are shown in Fig. 2.2. The atmospheric radiance enters through
the front-end optics. At the entrance, the azimuth scan unit (ASU) allows
the selection of the LOS within the two field of view (FOV) directions.
Inside the ASU there is an internal black-body source (Calibration Black
Body Assembly, CBA) used during the in-flight radiometric gain calibration
of the instrument. At the ASU, the light beam is reflected to the elevation
scan unit (ESU) that determines the tangent altitude of each measurement.
The angle covered by the ESU mirror is less than 3  which is su cient
to encompass limb heights between 5 and 250 km. Although the highest
altitude scans by MIPAS is about 170 km, the highest achievable values (and
the corresponding altitude of 250 km) were used for measurements of cold
space as part of the calibration procedure. After the ESU a reduction of the
dimension of the beam is necessary to match the required input dimension
of the interferometer. This adaption is made using a telescope (TEL) that
also defines the instantaneous field of view (IFOV) using a field stop in the
focal plane. The MIPAS IFOV is about 3 km high and 30 km wide (Fig.
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2.1). After the TEL the Earth’s atmospheric radiance enters the core of
MIPAS: the Michelson interferometer.
In order to meet radiometric and instrumental lifetime requirements (ini-
tial MIPAS lifetime requirement was 5 years), MIPAS was designed as a sym-
metrical dual slide interferometer with dual input and output ports. The
atmospheric radiance, collected by the front-end optics, enters the interfer-
ometer using one of the input port, whereas a second input port is closed
with a black-body to suppress disturbing radiance. The output beams of the
interferometer are reduced in size by two small telescopes and directed to
the focal plane subsystem (FPS) that hosts the Hg-Cd-Te photoconductive
detectors. In order to minimize possible thermal emission from the di↵erent
components, the FPS is maintained at 70 K. Each detector is designed for
highest sensitivity in a well-defined spectral band. The entire MIPAS spec-
tral coverage is divided into five spectral bands (Table 2.1). The radiometric
sensitivity is expressed by the Noise Equivalent Spectral Radiance (NESR),
which characterizes the instrument noise on the measurement in terms of
incident radiance (see Table 2.1) [73].
MIPAS band
Spectral range
(cm 1)
FR NESR
(nWcm 2sr 1cm 1)
OR NESR
(nWcm 2sr 1cm 1) Spectrally active molecules
A 685 – 970 30-40 20-25 CO2, O3, H2O, HNO3,
NO2, CFC-11, CFC-12, ClONO2
AB 1020 – 1170 20 13 O3, N2O, CFC-12
B 1215 – 1500 15 9.5 N2O5, N2O, CH4, H2O,
SO2, HOCl, ClONO2
C 1570 – 1750 3-5 2-2.5 H2O, HNO3, NO2, ClONO2
D 1820 – 2410 3-5 2-2.5 CO2, O3, NO, CO
Table 2.1: MIPAS spectral bands (first column) and corresponding spectral
range (second column), NESR of the two phases of the mission (FR and
OR, third and fourth columns respectively) and spectrally active retrieved
species. Adaption from [73].
At the entrance of the interferometer, the incoming radiation is divided
into two beams with the equal intensity by a beam-splitter. These beams
are directed towards the two retro-reflectors and come back to the beam-
splitter that now works as a beam-combiner. The two reflected beams are
now superimposed and interfere with the resulting intensity function of the
optical path di↵erence. The interference-modulated output signal, recorded
between the start and the end of the mirrors strokes, form an interfero-
gram which is the Fourier Transform of the spectrum of the incoming ra-
30 CHAPTER 2. MIPAS
diation. Consequently the spectra can be calculated applying an inverse
Fourier Transform. The spectral resolution of a Fourier Transform Spec-
trometer is determined by the Maximum Path Di↵erence (MPD) achievable
by the particular interferometer. MIPAS MPD is equal to about 20 cm in
the FR part of the mission, and 8 cm in the OR part. Traditional inter-
ferometers acquired the interferograms from zero path di↵erence (ZPD) to
a maximum length L. Conversely, MIPAS provides double-sided interfero-
grams in which the scan can be on either side of zero from +L to -L. In the
MIPAS dual-slide design, the lengths of the two arms of the interferometer
are simultaneously modified moving both retro-reflectors at the same time.
In order to record a suitable interferogram, the output has to be sampled
at extremely regular optical path di↵erence intervals (the MIPAS sampling
accuracy is about 30 nm). This is done with the help of a laser beam trans-
mitted in the same optical set up, which is used to trigger the sampling
electronics of the detector at very precise path di↵erence positions.
2.3 Measurement modes
During the entire MIPAS mission di↵erent measurement modes were used
to observe several processes and phenomena in the Earth’s atmosphere with
either di↵erent vertical sampling and di↵erent altitude coverage. Due to
MIPAS failure in 2004 and the consequent transition to the OR, the original
measurement modes were updated to achieve the same scientific objectives
by changing the altitude coverage and the altitude sampling grid. The main
characteristics and targets of the most used measurement modes are shortly
reviewed here and summarize in Tab. 2.2 [73]. For a complete description of
all MIPAS measurements modes we refer to https://earth.esa.int/web/
sppa/mission-performance/esa-missions/envisat/mipas/sensor-modes.
The nominal mode (NOM) represents the standard mode used to study
dynamics, chemistry and to provide a database for climatology, trend anal-
yses and near-real-time applications. It covers the upper troposphere, the
stratosphere and the lower mesosphere (6–70 km). The NOM mode was
used during both mission phases in similar altitude ranges with di↵erent
vertical samplings (finer for OR phase). The NOM mode was the most used
measurement mode in both parts of MIPAS mission.
The upper troposphere / lower stratosphere (UTLS) measurement mode,
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Full Resolution (FR, 0.025cm 1) phase (from June 2002 to March 2004)
Measurement mode Horizontal sampling No. of scans Vertical sampling
NOM 550 km 17
3 km step
6–42 km
5 km step
42–52 km
8 km step
52–68 km
Optimized Resolution (OR, 0.0625cm 1) phase (from January 2005 to April 2012)
Measurement mode Horizontal sampling No. of scans Vertical sampling
NOM 410 km 27
1.5 km step
6–21 km
2 km step
21–31 km
3 km step
31–46 km
4 km step
46–62 km
4.5 km step
62–71 km
UTLS-1 290 km 19
1.5 km step
8–21.5 km
2 km step
21.5–27.5 km
3 km step
27.5–33.5 km
4.5 km step
33.5–51.5 km
MA 430 km 29
3 km step
18–102 km
UA 375 km 35
3 km step
42–102 km
5 km step
102–172 km
Table 2.2: FR (upper part) and OR (lower part) most used measurement
modes of MIPAS and their main characteristics. Adaption from [73].
called UTLS-1, is tailored to study atmospheric processes in the UTLS region
(including the tropical tropopause layer). The UTLS-1 mode measurements
combine a fine vertical sampling in the UTLS (1.5 km step between 8 and
21.5 km) and an altitude coverage that extendes up to about 50 km (with a
3 km vertical step).
In the middle atmosphere (MA) mode the altitude range goes from 18
to 102 km with a 3 km vertical step, covering most of the stratosphere, the
mesosphere and the lower thermosphere. This mode focused on observing
and studying the linkages between the stratosphere and the upper atmo-
sphere, i.e., the global circulation and transport of NOX and CO from the
mesosphere down to the stratosphere during polar winters. This mode was
also used to evaluate and monitor the possible e↵ects of non–local thermody-
namic equilibrium (LTE) on the operational retrievals. After MIPAS return
to the full duty cycle (December 2007), 1 day of the 10 days measurement
cycle was dedicated to MA mode.
The upper atmosphere (UA) mode was dedicated to the measurements
of temperature and high-altitude NO. It covers all the mesosphere and the
lowest part of the thermosphere (40–170 km). As for MA mode, 1 day of
the 10 days cycle was dedicated to UA mode.
2.4 Data processing
Following a detailed procedure, interferometric measurements made by MI-
PAS are transformed into geolocated and radiometrically calibrated atmo-
spheric limb emission spectra. These spectra are used by an inversion model
to produce geo-located vertical profiles of the atmospheric constituents. The
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Figure 2.3: Schematic representation of the MIPAS data processing
flowchart.
processing chain that leads from the raw measured interferograms to vertical
profiles is organized in several steps (Fig. 2.3). This chain is divided in two
parts: a space segment and a ground segment.
The data acquired by the instrument on orbit are transmitted to ESA
ground stations where they undergo further stages of processing, resulting in
higher level data products. MIPAS Level 0 data represent the first step of
the processing chain. They correspond to the data stream received directly
from the ENVISAT payload without any further processing.
The ground processing consists in two major processing phases: Level 1B
and Level 2 processing. Before the Level 1B processing a preliminary step is
necessary to reconstruct the interferograms (Level 1A). MIPAS Level 1A
data are intermediary data, not archived or distributed; they are only used
as starting point for the subsequent processing stage.
The goal of the Level 1B processing is to decode the instrument source
packets and transform the interferograms into calibrated and geolocated
spectra of atmospheric radiance. MIPAS Level 1B data consist of format-
ted, geo-located, radiometrically and spectrally calibrated radiance spectra,
also annotated with quality indicators.
In the subsequent level 2 processing phase, Level 1B data (the calibrated
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spectra) are processed to retrieve atmospheric pressure at tangent altitudes,
the vertical distribution of temperature and VMR of relevant atmospheric
constituents (Level 2 data). At the beginning of the MIPAS mission, the
near-real-time retrieved species were H2O, O3, N2O, CH4, HNO3, and NO2.
The current version of ESA Level 2 data (Version 7) includes 9 additional
molecules: CFC–11, ClONO2, N2O5, CFC–12, COF2, CCl4, HCN, CFC–14,
HCFC–22.
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Chapter 3
The radiative transfer model
The aim of a radiative transfer model is to simulate the spectra measured
by an instrument. The simulation is made starting by some assumptions
on the distribution and the properties of the atmospheric constituents. In
order to accurately reproduce the measured spectra, a detailed knowledge
of the features of the instrument is also crucial. In this section, we focus
on the physical, geometric and spectroscopic aspects of a radiative transfer
model of a limb-emission sounder, such as MIPAS.
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3.1 The radiative transfer model
In the assumption of negligible di↵usion processes, to reproduce the mea-
sured spectrum for each limb geometry, we have to calculate the following
radiative transfer integral
S( , zg) =
Z 1
sb
B( , T (sg)) d⌧( , sg) (3.1)
where   is the wavenumber, zg is the tangent altitude of the optical path g, sg
is the coordinate along the LOS referred to the optical path g at the tangent
altitude zg, S( , zg) is the spectral intensity, T (sg) is the temperature along
the LOS, B( , T ) is the source function, ⌧( , sg) is the transmission between
the point sg and a generic point s0 where the observer is located (both points
are located on the LOS) and b represents the farthest point that contributes
to the signal.
Figure 3.1: Elements defining a limb-scanning observation: sg is the coordi-
nate along the LOS referred to the optical path g at the tangent altitude zg,
s0 is the point where the observer is located, and b represents the farthest
point that contributes to the signal.
Assuming LTE condition, B( , T ) is the Planck function
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B( , T ) =
2hc2 3
exp
h
hc 
KBT
i
  1
(3.2)
where h is the Planck’s constant, c is the light velocity and KB is the Boltz-
mann’s constant. The transmission ⌧( , sg) can be represented in terms of
sg
⌧( , sg) = exp

 
Z sg
s0
k( , s0)⌘(s0) ds0
 
(3.3)
where ⌘(sg) =
p(sg)
KBT (sg)
is the number density of the air, and p(sg) is atmo-
spheric pressure. k( , s0) represents the absorption cross sections weighted
with the VMR of each absorbing molecules m
k( , s0) =
NX
m=1
km( , sg)VMRm(sg) (3.4)
where N is the number of the molecules which absorb in the considered
spectral region, km( , sg) is the absorption cross section of the molecule m,
and VMRm(sg) is the VMR of the molecule m at point sg. After these
considerations Eq. 3.1 can be rewritten as
S( , zg) =
Z sbg
s0
B( , T (sg))
d⌧( , sg)
dsg
dsg =
=
Z sbg
s0
B( , T (sg))k( , sg)⌘(sg)⌧( , sg) dsg
(3.5)
The solution of (Eq. 3.5) needs the knowledge of:
• the optical path and all the variables as p(sg), T (sg) and VMRm(sg)
as a function of sg, and
• the absorption cross sections km( , sg) for each absorbing gas m (see
Sect. 3.1.2).
3.1.1 The ray tracing
Due to the atmospheric refraction, the ray-path bends towards the Earth
and the radiative transfer integral becomes a curvilinear integral along the
LOS. The atmospheric refractive index is a function of both temperature
and pressure, as the Claussius-Mossotti formula shows:
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n2   1
n2 + 2
= const · ⇢(p, T ) (3.6)
where n is the refractive index and ⇢ is the density of the air. Bearing in
mind that n  1⌧ 1, Eq. 3.6 can be rewritten as
n = 1 + ↵e · ⇢(p, T ) (3.7)
where ↵e is an empirical factor. In general, the refractive index is also
a function of water vapour content and frequency, however it is possible
to show that the dependence on water content and on frequency can be
neglected in the MIPAS spectral range with no significant accuracy losses.
Assuming a spherical geometry of the Earth and atmospheric layers, we can
express the Snell’s law using Eq. 3.8
n(r) · r · sin(✓(r)) = c˜ = n(rt) · rt (3.8)
where r is the sum of the local radius of curvature of the Earth and the
altitude of the considered point, rt is r at the tangent point and ✓ is the
local zenith angle. Using Eq. 3.8 it is possible to calculate the relationship
between the tangent height rr of a refracted beam and the same height r0
of a non-refracted beam
rr =
r0
n
⇡ r0 · (1  ↵e⇢) (3.9)
The altitude shift caused by the refraction is about 0.5 – 1.0 km and it
increases going through lower altitudes. Considering the relationship dr =
ds · cos(✓) between altitude r, optical path s and local zenith angle ✓, Eq.s
3.8 and 3.9 can be combined to obtain
ds =
1q
1  c˜2n2(r)·r2
dr (3.10)
To overcome the singularity at the tangent altitude rt, we change the inte-
gration variable to qr =
p
r2   r2t and Eq. 3.10 becomes:
ds =
1q
1 + r
2
t
n2(r)
n2(r) n2(rt)
q2r
dq (3.11)
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3.1.2 The absorption cross sections
The absorption cross section for a gas m is a function of temperature and
pressure and is the sum on all the spectral lines of the species in the chosen
interval
km( , T, p) =
LinesX
i=1
Lm,l(T )Am,l(     m,l, T, p) (3.12)
with Lm,l(T ) is the line strength of the l-th line of the gas m,  m,l is its
central wavenumber, and Am,l(     m,l, T, p) is its line shape. The line
strength can be calculated as
Lm,l(T ) = Lm,l(T0)
Qm(T0)
Qm(T )
·
exp
h
 hcE
00
m,l
KBT
i
exp
h
 hcE
00
m,l
KBT0
i · 1  exp
h
 hc m,lKBT
i
1  exp
h
 hc m,lKBT0
i (3.13)
where Lm,l(T0) is the line strength at reference temperature T0, Qm(T ) is
the total internal partition function and E00m,l is the lower state energy. The
line shape is usually modeled with so called, Voigt function (AVm,l), defined
as the convolution of the gaussian Doppler (ADm,l) and Lorentz (A
L
m,l) line
profiles
AVm,l(     m,l, T, p) = ADm,l(     m,l, T ) ⇤ALm,l(     m,l, T, p) (3.14)
The Doppler line shape is
ADm,l(     m,l, T ) =
r
ln 2
⇡
1
↵Dm,l
exp
"
  ln 2(     m,l)
2
↵Dm,l
2
#
(3.15)
where ↵Dm,l is the Doppler half width at half maximum (HWHM), given by:
↵Dm,l =  m,l
r
2 ln 2
KBT
Mmc2
(3.16)
withMm molecular mass of the species m. The Lorentz line shape is defined
as
ALm,l(     m,l, T, p) =
1
⇡
↵Lm,l
↵Lm,l
2
+ (     m,l)2
(3.17)
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with
↵Lm,l = ↵
L0
m,l
p
p0

T0
T
  m,l
(3.18)
where ↵L0m,l is the Lorentz HWHM at reference pressure p0 and temperature
T0 and  m,l represents the temperature dependence of the HWHM.
3.1.3 Apodized instrument line shape and field of view
In order to properly simulate the measured radiance, some technical aspects
of the instrument have to be considered. In particular the instrumental FOV
and the finite spectral resolution have to be taken into account. The finite
extension of the moving mirror scan determines maximum optical path dif-
ference causing a truncation error. The e↵ects of this truncation can be
mathematically reconstructed assuming the measured interferogram as the
real interferogram multiplied by a boxcar function (windowing operation)
which cuts the amplitude of the sampling range. The Fourier Transform of
this boxcar function is the so-called Instrument Line Shape (ILS). For an
”ideal” Fourier Transform spectrometer, the ILS is equal to the sinc func-
tion, associated with the finite spectral resolution of the instrument. In a
”real” instrument, the ILS deviates from the ideal line-shape due to mis-
alignments and distortions of the incoming radiance. Being an important
input of the radiative transfer model, a detailed characterization of the ILS
line-shape is fundamental. For MIPAS It was experimentally measured and
approximated by a function independent on tangent altitude. The ILS func-
tion shows oscillations in its wings (side lobes) and it assumes also negative
values. In Fourier Transform spectroscopy, in order to reduce the side lobes
of the ILS, the measured spectra are commonly apodized, i.e. convolved
by a function with a peak slightly broader than that of the original ILS,
but with strongly damped side lobes. This procedure introduces correla-
tions among spectral points, which will have to be considered later, in the
retrieval phase, when representing the measurement error of the spectra.
Despite of this drawback, apodization limits the spectral range influenced
by the individual spectral lines, thus permitting faster forward model com-
putations. MIPAS spectra are apodized using the Norton-Beer [61] strong
function. The Apodized Instrument Line Shape (AILS, Eq. 3.19) is ob-
tained through the convolution of the measured ILS with the apodization
function (APOD)
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AILS( ) = ILS( ) ⇤APOD( ). (3.19)
The AILS is then convolved with the atmospheric radiance simulated by
the radiative transfer model (Eq. 3.20). The intent of this operation is to
simultaneously take into account all the e↵ects presented here: the finite
spectral resolution, the distortion of the line-shape and the apodization.
S0( , zg) = S( , zg) ⇤AILS( ). (3.20)
To correctly simulate the measured radiance we also have to consider the
finite angular aperture field of view of the instrument. The FOV can be
defined as the solid angle through which an instrument is sensitive to the
atmospheric radiance. Generally it depends only on design and engineering
aspects and its shape can be considered fixed, without any frequency or time
dependence. Since MIPAS is located far away from the tangent point of the
limb measurements, its angular response function can be in practice repre-
sented as a function of the tangent altitude z (FOVMIPAS(zg, z)). Starting
from Eq. 3.20, we can take into account the e↵ects of the FOV on the
simulated atmospheric radiance performing the following convolution:
SMIPAS( , zg) = S
0( , z) ⇤ FOVMIPAS(zg, z). (3.21)
3.2 MIPAS spectroscopic database
A spectroscopic database is a collection of spectroscopic parameters, such as
line position, line intensity and line width, built in order to provide all the
necessary spectroscopic inputs for radiative transfer models. An accurate
description of these parameters is fundamental because errors and shortcom-
ings in these data directly propagate into the calculated spectra. As part
of the auxiliary data of the MIPAS retrieval algorithm, at the beginning
of the mission, an ad-hoc molecular spectroscopic database was built (HI-
TRAN MIPAS PF 3.1, [72]). The dedicated database was designed for near-
real-time operational Level 2 analysis [26]. This database was based on HI-
TRAN (HIgh-resolution TRANsmission) 1996 database [81] with several up-
dates supplied by laboratory measurements and new computations [72, 73].
HITRAN represents the first standardized molecular spectroscopic database
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and its first version dates from the seventies. The HITRAN database con-
tains spectroscopic parameters of the main absorbers of the Earth’s atmo-
sphere. The main goal of HITRAN is to have a theoretically self-consistent
set of parameters, while at the same time attempting to maximize the accu-
racy. The most recent version of the database (HITRAN 2012, [82]) contains
more than 7,400,000 spectral lines for 47 di↵erent molecules (120 isotopo-
logues) [37].
The MIPAS spectroscopic database has been considerably improved over
the MIPAS mission including new species and improving the accuracy of the
already existing spectroscopic parameters. The most recent MIPAS spectro-
scopic database version is HITRAN MIPAS PF 4.45 (http://atmos.difa.
unibo.it/spectdb/). Details about the recent improvements can be found
in [72, 73].
3.3 MIPAS database of climatological profiles
In order to simulate the atmospheric radiances measured by the instru-
ment, some assumptions about the atmosphere are needed. The MIPAS
climatology, the so-called IG2 atmospheres, was created as part of the stud-
ied for MIPAS near-real-time operational processing [74]. The climatology
was built combining already available satellite measurements, in-situ obser-
vations (i.e. radiosondes, ground-based networks) and model simulations.
The climatology consists of reference profiles of atmospheric pressure, tem-
perature, and VMR of more than 30 atmospheric constituents as function of
both latitude and time. The profiles range from the surface to 120 km and
are represented using a 1 km vertical grid step. In the IG2 atmospheres,
the profiles are organized into 6 di↵erent latitudinal bands (Tab. 3.1) and
into 4 climatological seasons (Tab. 3.2). As an example, Fig.s 3.2 and 3.3
show respectively the O3 and H2O IG2 version 4.1 climatological profiles as
a function of season, altitude and latitude.
3.3. MIPAS DATABASE OF CLIMATOLOGICAL PROFILES 43
Latitude band Latitude range
Polar South from 90 S to 65 S
Mid-latitude South from 65 S to 20 S
Tropical South from 20 S to 0 
Tropical North from 0  to 20 N
Mid-latitude North from 20 N to 65 N
Polar North from 65 N to 90 N
Table 3.1: The IG2 climatology latitudinal bands.
Season Months Acronym
Winter December, January, February DJF
Spring March, April, May MAM
Summer June, July, August JJA
Autumn September, October, November SON
Table 3.2: The IG2 climatological seasons (refer to the Northern hemi-
sphere), the corresponding months and the acronym.
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Figure 3.2: The O3 IG2 version 4.1 climatological profiles for winter (upper
left), spring (upper right), summer (lower left) and autumn (lower right)
2012. For each season, polar north (red lines), mid-latitude north (green
lines), tropical north (blue lines), tropical south (violet lines)p, mid-latitude
south (cyan lines) and polar south (yellow lines) climatological profiles are
reported.
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Figure 3.3: Same as for Fig 3.2 but for H2O.
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Chapter 4
The inverse problem
The forward model (Chap. 3) has been defined as the mapping from the state
of the atmosphere to the quantities that we are able to measure. Remote-
sensing measurements are typically indirect, and they are used whenever
direct measurements are di cult or expensive, although they often introduce
complex problems of interpretation. In this kind of techniques, the measured
quantity contains information about the required atmospheric properties
and the problem to retrieve these quantities is known as the inverse problem.
The concepts and the notations used in this chapter are those that can be
found in [78], an exhaustive and useful textbook regarding remote sensing
retrieval techniques.
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4.1 Inverse problem
The inverse problem can be written as
y = F(x)+ " (4.1)
where y 1 is themeasurement vector (withm elements), x is the atmospheric
state vector (with n elements) and " is the measurement noise. Generally,
inverse problems have a near-linear nature which has allowed the develop-
ment of inverse methods based on linear theory. If the non-linearities are
not negligible, a liberalization of the forward model about some reference
state x0 is often an adequate approximation:
y  F(x0) = @F(x)
@x
(x  x0) + " = K(x  x0) + "
where K is the m⇥n Jacobian matrix, or the kernel, in which each element
is the partial derivative of a forward model element with respect to a state
vector element, i.e. Kij = @Fi(x)/@xj .
4.1.1 Linear inverse problem without measurement noise
In the linear problem case without measurement noise, the problem can be
reduced to find the solution of the following linear set of equations
y = K x
and can have no solutions, one solution or an infinite number of solutions.
If m < n , the problem is under-constrained because the number of un-
knowns exceeds the number of simultaneous equations and the parameters
can not be determined from the measurements. In order to make the prob-
lem well-determined is it possible to reduce the number of unknowns.
If m = n = p , an unique solution, the so-called exact solution, can be
found. p is the rank of the matrix K and it represents the dimension of the
subspace of the state space spanned by the Kj weighting functions.
1In the following lowercase bold characters indicate vectors while uppercase bold char-
acters denote matrices.
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If m > n , the problem is described as over-constrained and two scenar-
ios are possible. If p < n , the measurements are ”blind” to certain aspects
of the unknowns. This under-determined part of state space, with dimension
n   p, is called null space of K. On the other hand, if m > p = n , there
is not a single solution that fits all the measurements and we have to apply
some criteria to identify the ”best” solution.
One of the most used criteria is the least squares approach, that mini-
mizes the  2 function, defined as the sum of the squares of the di↵erences
between the measurements and the simulations (the residuals)
 2 = (y Kxˆ)T (y Kxˆ) (4.2)
The minimization of the  2 can be made deriving Eq. 4.2 with respect to x
and equating to zero
@
@xˆ
(y Kxˆ)T (y Kxˆ) =  2KT (y Kxˆ) = 0 (4.3)
obtaining
KTKxˆ = KTy. (4.4)
KTK is an n⇥ n square matrix and it is invertible if p = n . If the matrix
is invertible, a unique solution exists and the best fit parameters xˆ can be
found as
xˆ = (KTK) 1KTy. (4.5)
where (KTK) 1KT is known as the Moore-Penrose inverse or the ”gener-
alized inverse” of K. The p < n condition is also possible. In this case,
infinite solutions exist and all of them minimize the  2 (the  2 function has
a ”degenerate” minimum or a ”flat valley”).
4.1.2 Adding the measurement noise
Real world experiments are a↵ected by measurements uncertainties or noise.
For this reason every retrieval approach has to take into account also this
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aspect. The experimental uncertainty can be e ciently approximated as a
Gaussian distribution P(y) with a mean y¯ and variance  2. Working with
vector quantities, di↵erent elements of the vector may be correlated:
S✏ij = E{(yi   yi)(yj   yj)T } 6= 0 (4.6)
where S✏ij is the covariance of yi and yj , and " is the expected value. These
covariances can be assembled in the variance-covariance matrix of y (S✏).
Note that the diagonal elements of S✏ are the variances of the individual
elements of y. A variance-covariance matrix is symmetric and non-negative
definite. We can write the Gaussian distribution for y in the following form
P (y) =
1
(2⇡)
n
2 |S✏| 12
exp( 1
2
(y  yˆ)TS 1✏ (y  yˆ)) (4.7)
In the case previously discussed (see Sect. 4.1.1), the least squares approach
can be used assuming a zero mean Gaussian distributed noise with covari-
ance matrix S". For this case, the  2 function can be rewritten as
 2 = (y Kxˆ)TS 1" (y Kxˆ), (4.8)
and minimized by deriving with respect to x and equating to zero, obtaining
the besti fit parameters
xˆ = (KTS 1" K)
 1KTS 1" y. (4.9)
The expected value of the  2 function (Eq. 4.8) is m n. For simplicity, we
can define the  2N normalized as:
 2N =
 2
m  n (4.10)
with an expectation value of 1. The deviation of the  2N from 1 quantifies
an estimate of the agreement between the model and the observations.
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4.2 Bayesian approach
Due to the ill-posed nature2 of the inverse problem, the mathematical so-
lutions can appear without any physical sense or too far from our a-priori
knowledge of the problem. Therefore, statistical methods can be very use-
ful to combine the information coming from the measurements with some
previous information. The Bayesian approach is very helpful if you have
an a-priori knowledge or expectation about some quantity and you want to
update your understanding on the basis of new information coming from
the observation. The Bayes’ theorem explains the relationship between the
conditional probability of y given x, P(y|x), and the conditional probability
of x given y, P(x|y).
P (x|y) = P (y|x)P (x)
P (y)
, (4.11)
where P(x|y) is the quantity that we obtain when we update the a-priori
knowledge P(x) of the state with the measurement y. P(x|y) needs the
knowledge of the forward model and the distribution of the measurement
error. For simplicity, P(y) can be considered as a normalization factor and
is often not needed.
4.2.1 Linear problem
As example of Bayesian approach, we consider a linear problem in which all
of the pdf are Gaussian. In the linear problem the forward model is linear,
hence
y = F(x)+ " = K x+ "
It is useful to introduce two cost functions (scalar quantities), defined as the
logarithm of the Gaussian distribution (as Eq. (4.7)), to rewrite P (y|x) and
P (x) respectively as
 2 lnP (y|x) = (y Kx)TS 1" (y Kx) + c1, (4.12)
2An inverse problem can be defined ill-posed if one or more of the following are true:
i) the inverse of the forward operator does not exist, ii) the inverse exists but it is not
unique, iii) a small change in the measured data produces a large change in the solution
(ill-conditioned).
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 2 lnP (x) = (x  xa)TS 1a (x  xa) + c2, (4.13)
where c1 and c2 are two constants (independent of x), S" is the measure-
ment covariance matrix, xa is the a-priori value of x and Sa is the a-priori
covariance matrix. In order to obtain the a-posteriori pdf , Eq. (4.11) can
be rewritten using Eq.s (4.12) and (4.13), obtaining
 2 lnP (x|y) = (y Kx)TS 1" (y Kx)+(x xa)TS 1a (x xa)+c3, (4.14)
where c3 is also a constant. This expression includes the cost function of
the measurements (-ln P(y)). P(x|y) is quadratic form in x, thus we can
represent it as a Gaussian distribution with expected value xˆ and covariance
Sˆ. Furthermore, we can define a new cost function:
 2 lnP (x|y) = (x  xˆ)T Sˆ 1(x  xˆ) + c4. (4.15)
Equating Eq.s (4.14) and (4.15), we obtain the following
xTKTS 1" Kx+ x
TS 1a x = x
T Sˆ
 1
x
from which it turns out that:
Sˆ
 1
= KTS 1" K+ S
 1
a . (4.16)
Similarly equating the terms linear in xT we obtain
( Kx)TS 1" y+ xTS 1a ( xa) = xT Sˆ
 1
xˆ.
Canceling the xT terms, because this expression must be valid for any value
of x, and inserting Eq. (4.16) we obtain
KTS 1" y+ S
 1
a xa = (K
TS 1" K+ S
 1
a )xˆ
and
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xˆ = (KTS 1" K+ S
 1
a )
 1(KTS 1" y+ S
 1
a xa). (4.17)
4.2.2 Non-linear inverse problems
A non-linear inverse problem can be easily defined as a problem in which the
forward model is non-linear. Moreover, it is also possible that non-quadratic
terms, due to the a-priori constraint, lead to a non-linear problem even if
the forward model is linear. It is important to note that any non-Gaussian
a-priori pdf will lead to a non-linear problem.
The inverse problems can be classified as function of their linearity:
• Linear : the forward model can be put in the form y = Kx and all the
pdf ’s are Gaussian.
• Nearly linear : the forward model is non-linear, but a linearization
about some reference state is adequate to find a solution.
• Moderately non-linear : the linearization is adequate for the error anal-
ysis, but it is not for finding a solution.
• Grossly non-linear : problem deeply non-linear even within the error
range.
The approach exposed for the linear case (Sect. 4.2.1) can be applied, after
an appropriate linearization, also to moderately non-linear problems. In
this case, the most important di↵erence with respect to linear and nearly
linear cases is that the explicit solution does not exist but it must be found
numerically or iteratively.
The Bayesian solution for the linear case (Eq. 4.14, with or without
the a-priori information respectively) can be generalized to include all the
inverse problem in which the forward model is a general function F(x) of
the state, also non-linear, and the measurement error is Gaussian:
[y  F(x)]TS 1" [y  F(x)] + [x  xa]TS 1a [x  xa]
or (4.18)
[y  F(x)]TS 1" [y  F(x)].
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Note that, until moderately non-linear problems, if the measurement error
pdf is Gaussian, the retrieval error pdf will be Gaussian.
4.3 Gauss-Newton method
The Gauss-Newton algorithm is a numerical method used for finding the
minimum of a given function, such as Eq. (4.18). It represents a modification
of the Newton’s method. Considering a general vector equation g(x) = y  
F(x) = 0, the Newton’s iteration can be written:
xi+1 = xi   [rxg(xi)] 1g(xi), (4.19)
where xi is the initial guess of x and rxg is the second derivative of the
cost function, Eq. (4.18), known as the Hessian
rxg = S 1a +KTS 1" K  [rxKT ]S 1" [y  F(x)]
or (4.20)
rxg = KTS 1" K  [rxKT ]S 1" [y  F(x)].
The Hessian needs the computation of both the Jacobian K and the sec-
ond derivative of the forward model, rxKT . The second term is a quite
complicated object and in many cases can be neglected. This assumption
represents the modification of the Gauss-Newton method with respect to the
Newton method. The iterative solution in a non-linear problem with and
without the a priori information, also known as optimal estimation (OE),
can be written as
xi+1 = xi + (S
 1
a +K
T
i S
 1
" Ki)
 1[KTi S
 1
" (y  F(xi))  S 1a (xi   xa)]
or(4.21)
xi+1 = xi + (K
T
i S
 1
" Ki)
 1KTi S
 1
" [y  F(xi)]
where Ki = K(x)|xi .
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4.4 Levenberg-Marquardt method
The Gauss-Newton method is quite powerful, but it may fail in strong non-
linear conditions. In general, it gives bad results if the true solution is
su ciently far from the assumed solution. For these non-linear least squares
problem, Levenberg [52] proposed to add a new term to Eq. 4.21:
xi+1 = xi + (K
T
i S
 1
" Ki +  LMiI)
 1KTi S
 1
" [y  F(xi)] (4.22)
where I is the identity matrix and  LMi is a positive scalar parameter chosen
at each step in order to minimize the cost function, in our case the  2.
This procedure to select  LMi is computational expensive, thus Marquardt
[56] simplified the selection starting a new iteration step as soon as a new
 LMi is found for which the cost function is reduced. Note that for the
limit  LM ! 0, the Levenberg-Marquardt method falls again in the Gauss-
Newton case.
4.5 Averaging Kernels
Deriving Eq. 4.3 with respect to xi 1 at the last iteration, we obtain the
averaging kernel (AK) matrix
A = (KTS 1" K+ Sa)
 1KTS 1" K (4.23)
A represents a measure of the sensitivity of the retrieved state vector xˆ
produced by a small perturbation in the true state of the atmosphere: Aij =
@xˆi/@xj , where xˆi is the ith component of the retrieved state xˆ and xj is
the jth component of the true atmospheric state.
The rows of A, also known as the averaging kernels (ai), indicate how
much the ith component of the retrieval is sensitive to the di↵erent com-
ponents of the atmospheric state. In an ideal retrieval method, perfectly
constrained, A would be a unit matrix. For a well constrained retrieval, ai
is a sharped function with the peak close to 1 at its ith component. For an
ill-posed problem, the peak value and the sum of all components of ai tends
to 0. The width of the averaging kernel ai, commonly computed as the full
width at half maximum (FWHM), is a measure of the vertical resolution of
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the retrieval.
Another indication of the retrieval sensitivity is represented by the num-
ber of degrees of freedom (DOF) of the retrieval, which is defined as the
trace of A. For a well constrained problem the number of DOF is close to
the number of retrieved parameters.
4.6 The Optimized Retrieval Model (ORM)
The ORM [76, 72, 73] was originally designed in order to process contin-
uously and in near-real-time MIPAS measurements. Therefore, a trade-o↵
between retrieval accuracy and run time was necessary and, for this purpose,
some physical and mathematical optimizations of the retrieval scheme were
implemented.
The retrieval is based on the use of MicroWindows (MWs, [19, 104]),
selected spectral intervals not wider than 3 cm 1. These intervals contain
relevant information on the target parameters and permit to avoid the anal-
ysis of spectral regions a↵ected by systematic errors or without any infor-
mation regarding the targets. The MIPAS MW database was created with
the aim to minimize the retrieval error. It was continuously updated during
the MIPAS mission to include more accurate spectroscopic data and new
retrieved gases.
The retrieval is based on the non-linear least squares fit with the Lev-
enberg – Marquardt approach (Sect. 4.4). The vertical distribution of each
geophysical parameter is retrieved simultaneously at all altitudes using the
entire MIPAS limb scanning sequence, the so-called global fit approach [9].
The main advantage of this approach over the old ”onion peeling” method
[30] is that it properly accounts for the error propagation on the retrieved
quantity in the vertical domain and allows the use of retrieval altitudes
independent of the geometry of the observed spectra.
The ORM retrieves the geophysical parameters sequentially. Tempera-
ture and pressure are simultaneously retrieved first. The employed approach
uses the hydrostatic equilibrium assumption. Then, the VMRs of several
target species are retrieved individually, in sequence, according to their re-
ciprocal spectral interference. The original retrieval sequence considering
only the six main targets was: H2O, O3, HNO3, CH4, N2O, NO2. Cur-
rently, in the most recent version of MIPAS Level 2 data (Version 7) the
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retrieval chain is: H2O, O3, N2O, CH4, HNO3, NO2, CFC–11, ClONO2,
N2O5, CFC–12, COF2, CCl4, HCN, CFC–14 and HCFC–22
The so-called atmospheric continuum is another auxiliary profile of in-
version parameters in each retrieval. It can be defined as the absorption
contribution of all emission sources that are frequency independent in a
MW. This contribution is mainly caused by the wings of far lines, the pres-
sure broadened bands of O2 and N2 and the emission of aerosols. In the
ORM, the continuum vertical profile is retrieved for each MW.
4.6.1 Retrieval scheme
The ORM retrieval scheme is organized as follows (Fig. 4.1). Using an
initial-guess of the unknown parameters and information on MIPAS instru-
ment characteristics and observation geometry, the forward model computes
the initial simulated spectra. The simulated spectra are then compared with
the measured MIPAS Level 1b spectra (see Sect.2.4) providing the cost func-
tion ( 2) that has to be minimized. A convergence criterion must be defined
in order to ”decide” if the  2 minimum has been reached with su cient ac-
curacy. If the convergence criteria are verified, the procedure stops and the
outputs are generated. By contrast, if the convergence is not reached, an
additional iteration is started according to Eq. 4.22. The improved profile
is now used for generating new simulated spectra that are again compared
with the MIPAS Level 1b spectra. The procedure is iterated until the con-
vergence criteria are verified.
4.6.2 Optimized forward model
From the computational point of view, the most expensive part of the re-
trieval scheme is the computation of the forward model (Eq.s 3.5, 3.20, 3.21).
The equations involved need many operations, repeated for the number of
the variables and for the number of the iterations. On the other hand, the
ORM was conceived as a near-real-time processor with well-defined run-time
requirements. In order to optimize the computation of radiative transfer,
an optimized forward model was developed. The main targets of this model
were to optimize the sequence of operations, avoiding repetition of the same
calculations, minimize the number of memorized quantities and perform the
calculations with the required accuracy. The most important optimizations
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Figure 4.1: ORM retrieval algorithm scheme.
implemented in the optimized forward model are briefly described in the
following.
Frequency grid As reported in Sect. 3.1.2, the spectral line shape de-
pends on temperature and pressure due to e↵ects of the Doppler and the
Lorentz broadening. In order to sample all the features of the spectrum,
a su ciently fine frequency grid has to be used. The simplest approach is
to choose a frequency grid fine enough to resolve the narrowest line at high
altitude. This approach, based on the fine grid (0.0005 cm 1), requires a
large number of calculations and, as consequence, an excessive amount of
computing time and storage. The optimized forward model uses a di↵erent
approach, observing that not all the points of the fine grid are necessary to
adequatly reconstruct the spectral distribution. In many cases, a subset of
4.6. THE OPTIMIZED RETRIEVAL MODEL (ORM) 59
spectral grid points, the so-called irregular grid, is su cient. Ad-hoc irregu-
lar grid is defined for each MW and the calculations are performed only for
this irregular grid, the remaining spectral points are obtained using a simple
linear interpolation scheme.
Definition of the atmospheric layering The non-homogeneous prop-
erties of the atmosphere along the ray path has been managed dividing the
atmosphere into a set of homogeneous layers. Assuming a layered atmo-
sphere the calculation of the radiative transfer integral (Eq. 3.1) becomes a
summation over all the layers intercepted by the ray path. Since the trans-
mittance weighting functions for limb observations peak near the tangent
point, it is important that a fine layer structure is used in the vicinity of the
tangent points.
For each homogeneous layer appropriate ”equivalent” temperature and
pressure, or Curtis-Godson [41] quantities, have to be determined. Gener-
ally, the Curtis-Godson quantities have to be calculated for each layer and
each limb observation. Assuming flat layers and straight LOS, the equiva-
lent pressures and temperatures are independent on the limb angle between
the LOS and the vertical direction (secant law approximation). Under this
approximation, it is su cient to calculate the Curtis-Godson quantities for
all the layers of the lowermost limb observation, and only for the lowest
layer of the other limb observation. The secant law approximation intro-
duces small errors, except at the tangent altitude where the error is larger,
but allows the calculation of a reduced number of equivalent pressures and
temperatures. As a consequence, the cross-sections have to be computed,
and stored, for a smaller number of pressure-temperature pairs (see next
paragraph). Furthermore, assuming a spherically symmetric atmosphere,
the transmittance is symmetrical in the two sides of the tangent point and
therefore path parameters have to be calculated only for one of the two sides.
Absorption cross sections Considering the spectral resolution needed,
the number of spectral lines and the number of pressure and temperature
(p, T) combinations for which they have to be computed, the computation
of the absorption cross sections (Sect. 3.1.2) is one of the most computa-
tional expensive parts of the forward model. A common approach is the
Line-By-Line (LBL) calculation, in which the computation is performed for
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every line at every wavenumber grid point with a pre-defined spectroscopic
database. The optimized forward model uses a di↵erent approach based on
the computation of the so-called Look-Up Tables (LUTs). The idea behind
the LUTs [98] is to pre-calculate the absorption cross sections and store them
into tabulated files, the LUTs. The computation is made for each species,
for each frequency grid point (only at a subset considering the irregular grid
approach) and for a pre-defined set of (p, T) pairs. At the beginning of
each retrieval, the LUTs are read and interpolated to the actual pressure
and temperature pairs for which they are needed. The LUTs and irregular
grids combined approach reduces significantly the computing cost.
AILS and FOV convolution We have already discuss that, in order to
properly simulate the measured spectra, the forward model has to take into
account also some instrument technical aspects such as the AILS and the
FOV (Sect. 3.1.3). The optimized forward model has been designed to make
in the same step, the convolution of the simulated spectra with the AILS
and the resampling of the convolved spectra from the irregular grid to the
MIPAS instrument coarse grid. The optimized forward model also avoids
repetition in the computation of adjacent altitudes spectra, exploiting the
simultaneous computation of the entire sequence of MIPAS limb scanning
spectra (global fit approach) and the MIPAS FOV linear relationship with
tangent altitude.
4.6.3 Jacobian calculation
Another expensive part in the retrieval algorithm is the computation of the
derivatives of the radiance with respect to the retrieval parameters. In many
codes derivatives are computed by the sequential evaluation of the incremen-
tal ratio. In this approach the elements of the state vector are perturbed
individually, the forward model recomputed and the di↵erences to the unper-
turbed spectrum calculated. This method therefore requires to run the for-
ward model several times. On the contrary, for tangent pressure, VMRs and
atmospheric continuum retrievals, the ORM computes the di↵erent terms
of the Jacobian matrix analytically, exploiting the analytical derivatives im-
plemented in the code. When the calculation of analytical derivatives is
expensive anyway (as for temperature retrieval), an optimized numerical
approach is implemented. In these cases, the derivatives are computed in
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parallel with the spectra in order to exploit the common calculations.
4.6.4 Convergence criteria
As anticipated in Sect. 4.6.1, convergence criteria have to be established
in order to decide when the minimum of the  2 function has been reached.
The ORM convergence criteria are based on the following conditions [73]:
i) the relative di↵erence between the calculated  2 and the expected
 2 (computed in the linear approximation) is less than a pre-defined
threshold t1;
ii) the maximum relative correction to the target parameters is less than
a pre-defined threshold t2;
iii) the relative di↵erence between the  2 calculated at the current iter-
ation and the  2 calculated at the at the previous iteration is less
than a pre-defined threshold t3. This condition is evaluated only if the
current  2 is less than pre-defined threshold t5.
iv) the n dimensional state vector x at the current (i) and at the previous
(i  1) iteration are compatible within the covariance matrix Sxˆi errors
(xi   xi 1)TS 1xˆi (xi   xi 1)
n
< t4
4.6.5 Error budget
The main error components a↵ecting each individual profiles are evaluated
within each MW using the MWMAKE tool [19]. The MWMAKE tool com-
putes the measurement noise in the retrieval, as evaluated for typical FR
and OR retrievals. Moreover, the measurement noise is accurately mapped
using the error covariance matrix provided by the ORM retrieval algorithm
[12]. The other error components mapped by the MWMAKE tool can be
grouped as follows:
• the random (profile to profile) errors caused by the uncertainties in the
previously retrieved pressure and temperature, and VMR of spectrally
interfering molecules;
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• the systematic error due to horizontal variability of the atmosphere
not already treated in the ORM [11];
• the systematic uncertainties in the spectroscopic and cross-section
databases;
• the error caused by less than perfect instrument radiometric calibra-
tion;
• the errors caused by the less than perfect ILS characterization.
An exhaustive example of MWMAKE error budget will be shown in the
discussion about the CCl4 error characterization (Sect. 6.2.1). Full details
about MWMAKE tool can be found in [19] and at the Oxford University
MIPAS website [62].
Chapter 5
Phosgene (COCl2)
This chapter is based on the following paper: Valeri, M., Carlotti, M., Flaud,
J.-M., Raspollini, P., Ridolfi, M., and Dinelli, B. M.: Phosgene in the UTLS:
seasonal and latitudinal variations from MIPAS observations, Atmospheric
Measurement Techniques, 9, 4655–4663, https://doi.org/10.5194/amt-9-4655-
2016, 2016.
The study presented here was performed thanks to the contributions of all
the co-authors of the above mentioned paper. Dr. Piera Raspollini discovered
the COCl2 spectral features in the MIPAS spectra and their interference
with CFC-11 in MIPAS version 6 products (Sect. 5.1). The new COCl2
spectroscopic data (Sect. 5.2) were developed by Prof. Jean–Marie Flaud and
his group at the Laboratoire Interuniversitaire des Syste´mes Atmosphe´riques
(LISA) in Paris (France). Together with Dr. Bianca Maria Dinelli I carried-
out the preliminary analyses in order to identify the better retrieval setup for
phosgene (Sect. 5.3). I analyzed the COCl2 profiles retrieved using the ORM
to identify latitudinal and seasonal variations (Sect. 5.4). I also compared
our findings to ACE–FTS observations (Sect. 5.5). Prof. Massimo Carlotti
and Prof. Marco Ridolfi supervised the whole work and contributed to the
preparation of the above mentioned paper.
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Carbonyl chloride (COCl2), better known as phosgene, is a toxic gas.
In the 20th century phosgene was mainly used by the chemical industry in
the preparation of insecticides, pharmaceuticals and herbicides. Its usage
has been reduced over the years due to its high toxicity. The COCl2 global
distribution in the UTLS has been determined for the first time from MIPAS
measurements. Here we present the vertical distribution of phosgene and
its seasonal and latitudinal variations. We also describe newly developed
COCl2 spectroscopic information, the setup used for the retrieval and the
associated diagnostic data.
5.1 Phosgene in the Earth’s atmosphere
Atmospheric phosgene is formed in the troposphere by OH-initiated oxida-
tion of chlorinated hydrocarbons such as chloroform (CHCl3), methylchloro-
form (CH3CC3), tetrachloroethylene (C2Cl4) and trichloroethylene (C2HCl3)
[28, 47]. In the stratosphere, it is formed by oxidation of its tropospheric
source molecules and by the photochemical decay of CCl4. Stratospheric
phosgene is a weak absorber in the UV region and has a long lifetime (sev-
eral years); however it is slowly oxidised to form ClOX . By contrast, the
lifetime of phosgene in the troposphere is shorter (about 70 days), because it
is rapidly removed by water droplets or by deposition in the oceans [90, 47].
The first study about atmospheric phosgene was made by Singh [90],
who studied the surface distribution of phosgene using data from six sta-
tions in California. In 1988, Wilson [109] measured phosgene at various
altitudes during an aircraft flight over Germany. Toon et al. [99] used the
Jet Propulsion Laboratory (JPL) MkIV interferometer, on board strato-
spheric balloons, to retrieve di↵erent VMR profiles of phosgene from 1992
to 2000. The first satellite measurements of stratospheric phosgene have
been performed using the ACE-FTS on board the SCISAT-1 satellite. Fu
et al. [28] used ACE-FTS measurements in the period between February
2004 and May 2006 to make the first analysis of the global distribution of
phosgene. Using data acquired by the same experiment in the years from
2004 to 2010, Brown et al. [5] focused on the study of the trends of the
halogen species, including phosgene. In the thermal infrared, phosgene can
be measured in the 830–860 cm 1 spectral region, corresponding to the ⌫5
band of COCl2. However, in the same spectral region, the ⌫4 band of CFC–
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11 is present. The emission of the CFC–11 ⌫4 band is much stronger than
the one of COCl2 ⌫5 band; therefore phosgene spectral features are hidden
by the CFC–11 absorbing band. In the validation phase of MIPAS version
6 products, obtained with the ESA level 2 processor, positive biases were
found in the CFC–11 VMR profiles. In particular, CFC–11 profiles were
found to be a↵ected by a significant bias at all altitudes and latitudes with
respect to MIPAS balloon measurements [58, 107] and Bonbon [85] mea-
surements [23]. While below 19 km this bias was still within the combined
systematic and total errors, above this altitude it clearly exceeded this er-
ror margin. From the study of the residuals of the CFC–11 retrievals, no
particular features emerged but, while checking the atmospheric molecules
absorbing in the same spectral range, it was found that COCl2 had not
been included in the computation of the simulated spectra. A preliminary
test was performed which took into account COCl2 interference in the simu-
lated spectra using the vertical distribution retrieved by ACE-FTS [28] and
COCl2 cross sections recorded at 25  C by Sharpe et al. [86]. The results
of this test indicated that the di↵erences in the average retrieved CFC-11
with and without COCl2 included in the simulation were of the order of
the bias found in CFC–11 profiles. Therefore, in subsequent retrievals of
MIPAS CFC–11, phosgene has been added to the absorber list. The accu-
racy of the absorption cross section used in MIPAS retrievals is quite good
but unfortunately the temperature range of the cross-section measurements
is far from being adequate for atmospheric retrievals. This fact triggered
the development of new spectroscopic data for phosgene in order to enable
a better reproduction of its contribution to MIPAS spectra [49]. Further-
more, the clear interference of phosgene into the CFC–11 signal suggested
that MIPAS measurements could be exploited to retrieve phosgene global
distribution.
5.2 Spectroscopic data
Phosgene is a heavy molecule with small rotational constants and with a
number of low-lying vibrational states. As a consequence, at room tem-
perature its infrared spectrum is extremely dense and almost intractable.
Kwabia–Tchana et al. [49] carried out the first detailed and extensive anal-
ysis of the 11.75µm absorption region of phosgene using high-resolution
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Fourier transform spectra recorded at the low temperature of 169K. More
precisely the ⌫5 bands of the two isotopologues CO35Cl2 and CO35Cl37Cl
were assigned up to very high quantum numbers. The upper state ro-
vibrational levels were fitted using Hamiltonian matrices, accounting for
resonance e↵ects when necessary. In this way, very satisfactory fits (to
within the experimental accuracies) were obtained, leading to very accu-
rate Hamiltonian constants and line positions. Unfortunately it was not
possible to firmly assign the corresponding hot bands, which were modelled
using extrapolated Hamiltonian constants. The new Hamiltonian constants
were used to build the phosgene spectroscopic database used in this work.
The line intensities used in our analysis were calculated using single tran-
sition moments (no rotational corrections) and calibrated using the cross-
section measurements from [86]. Since no measurements of the pressure-
broadening coe cients are available, a constant value of 0.8 cm 1 atm 1 for
air-broadening and of 0.3 cm 1 atm 1 for self-broadening have been used.
The error of the new phosgene spectroscopic database is dominated by the
accuracy with which the cross sections have been measured [86].
Previous satellite analysis of phosgene [99, 28] were carried out using
the 1995 Atmospheric Trace Molecule Spectroscopy (ATMOS) linelist [7].
To evaluate the di↵erence of the new spectroscopic data with respect to the
older database, we have simulated a MIPAS spectrum at 21.2 km tangent al-
titude for midlatitude atmospheric conditions in the 800–900 cm 1 spectral
region using the HITRAN MIPAS PF 4.45 database (Sect. 3.2, [65]) where
the new phosgene lines have been included and repeated the simulation us-
ing the same spectroscopic database where the phosgene lines were replaced
by those from the ATMOS line list. Fig. 5.1 shows, in the upper panel, the
simulated spectrum, while in the middle panel we report the contribution to
the spectrum due to phosgene for our database (in red) and for the ATMOS
database (in blue). The lowest panel of Fig. 5.1 shows the di↵erence be-
tween the two phosgene spectra. The comparison between the two phosgene
contributions shows that in the Q-branch region the two databases are in
agreement, while higher radiances (about 3 nW(cm2 sr cm 1) 1) are found
for the new phosgene lines in the P and R branches.
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Figure 5.1: Top panel: simulated spectra at 21.2 km tangent altitudes for
midlatitude atmospheric conditions in the 825–865 cm 1 spectral region us-
ing the HITRAN MIPAS PF 4.45 database (Sect. 3.2) containing the new
phosgene lines. Middle panel: contribution of the new phosgene linelist (red
line) and of the ATMOS 1995 phosgene lines (blue line). Bottom panel: dif-
ference between the new phosgene linelist and the ATMOS 1995 database.
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5.3 Retrieval setup
The retrieval scheme used here is based on the ORM (Sect. 4.6, [76, 72, 73])
upgraded with the multi target retrieval (MTR) functionality [18] and with
the possibility of using the OE approach (or maximum a posteriori like-
lihood, Sect. 4.3, [78]). The MTR functionality gives the possibility to
properly take into account the mutual spectral interference between CFC–
11 and COCl2 (Sect. 5.1). Moreover, OE enables the quality of the retrieved
profiles to be monitored using the individual information gain quantifier de-
scribed in [17]. This quantifier allows data to be filtered out for which the
information extracted from the measurements is below a predefined thresh-
old. The use of OE in the retrievals requires an a priori estimate of both the
target profile and of its error covariance matrix. In order to minimise the
influence of the a priori information on the observed latitudinal and seasonal
variations of the retrieved COCl2 VMR, we used the same a priori profile
and covariance matrix for all the retrievals presented in this work. We built
the a priori profile of COCl2 by averaging all the IG2 profiles (Fig. 5.2, see
Sect. 3.3) for the di↵erent latitudinal bands. Since the retrieved phosgene
profiles presented in this paper have been averaged using a common pressure
grid, we tabulated the a priori COCl2 profile onto the same pressure grid.
This makes the a priori profile of COCl2 di↵erent for each retrieval when
represented as a function of the altitude coordinate, but makes its shape
invariant as a function of pressure. To build the a priori covariance matrix
we assumed a COCl2 variability equal to 80% of the a priori profile, plus a
constant absolute error of 10 pptv. Moreover, in order to introduce a weak
vertical constraint in the retrieved COCl2 profiles, for the calculation of the
a priori covariance matrix we assumed a vertical correlation length of 5 km
[95].
MWMAKE [19] was used to select a set of MWs optimized for the re-
trieval of the COCl2 VMR profile as a single target. With these MWs,
COCl2 was individually retrieved after the sequential retrieval of the fol-
lowing targets: tangent pressure, temperature and the VMR of H2O, O3,
HNO3, NO2, CFC-11, CFC-12, HCFC-22. This approach, however, did not
provide satisfactory results since it produced a double-peaked artifact at low
altitudes in the zonally averaged COCl2 VMR profiles. Tests showed that
this artifact was due to the mutual spectral interference between COCl2 and
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Figure 5.2: The COCl2 IG2 version 4.1 climatological profiles for winter (up-
per left), spring (upper right), summer (lower left) and autumn (lower right)
2008. For each season, polar north (red lines), mid-latitude north (green
lines), tropical north (blue lines), tropical south (violet lines), mid-latitude
south (cyan lines) and polar south (yellow lines) climatological profiles are
reported. The average profile (black lines) has been calculated considering
both latitude bands and seasons.
CFC–11 [45]. As already said in Sect. 5.1, such a strong interference had
already been highlighted in the validation phase of MIPAS CFC-11 version
6 profiles. Even if CFC–11 was retrieved from the same scan in a previous
step of the retrieval chain, the error a↵ecting the retrieved profile was large
enough to produce the unrealistic artifact. Therefore we decided to account
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Starting wavenumber (cm 1) Ending wavenumber (cm 1)
815.6875 818.6875
818.7500 821.7500
836.6875 839.6875
839.7500 842.7500
842.8125 845.8125
846.9375 849.9375
850.2500 853.2500
857.1875 860.1875
Table 5.1: MWs selected for MTR retrievals of COCl2 and CFC–11.
for the spectral interference between COCl2 and CFC-11 by exploiting the
MTR capability of our code to simultaneously retrieve both gases. We used
MWMAKE to identify optimized MWs for the joint COCl2 and CFC-11
retrieval. The resulting MWs are listed in Table 5.1.
The joint COCl2 and CFC–11 retrieval assumes the profiles obtained
from the sequential retrieval of the following targets: p, T and VMR of H2O,
O3, HNO3, NO2, CFC-11, CFC-12, HCFC-22. With this retrieval setup,
artifacts and non-physical features disappeared from the retrieved COCl2
profiles. Moreover the retrieval error now properly takes into account the
correlation between COCl2 and CFC–11 VMR profiles, which is quantified
by the o↵-diagonal elements of the covariance matrix of the retrieval [18].
For the CFC–11 MTR analysis we used the same vertical retrieval grid
adopted in the single target retrieval with the IG2 profile used as initial
guess and a priori profiles with a covariance matrix set to 80% of the profile
value. The correlation length for CFC-11 was the same used for phosgene.
Di↵erences between the CFC-11 retrieved in the previous step of the retrieval
chain (assuming phosgene in climatological abundance) and simultaneously
to phosgene were small, well within the noise error.
The main components of the resulting COCl2 error budget estimated by
MWMAKE (Sect. 4.6.5, [19]) are shown in Fig. 5.3. The total random com-
ponent of the systematic error was calculated as the quadratic summation
of all the errors that vary randomly from profile to profile. In our case this
error includes uncertainties in temperature, pressure and interfering species
that are not retrieved. The total systematic error was calculated as the
quadratic summation of the errors that provide almost constant contribu-
tion to the total budget; therefore they produce a bias in the results. These
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Figure 5.3: Error analysis of the joint COCl2 and CFC-11 retrieval: the total
error (blue), the total systematic error (green) and the total random error
(red). We also report the uncertainties due to temperature (violet), pressure
(cyan), spectroscopic database (orange-red), intensity calibration (black)
and to the width of the instrument line shape (brown) for the phosgene
VMR.
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errors are the uncertainties in the spectroscopic database, in the radiometric
calibration of the measured spectra and in the parameterization of the width
of the instrumental line shape. The contribution of the new phosgene line
list to the spectroscopic error was calculated considering the uncertainties
in the line intensities (3–5%, we have conservatively assumed an error of
5%) and in the air-broadening coe cients (20%). We have considered that
an error of 5% in the line intensity leads to an error of the same percentage
in the retrieved VMRs since the phosgene absorption is in the linear region.
An uncertainty of 20% in the air-broadening coe cients produces an error
of about 1% in the phosgene cross sections computed at an average strato-
spheric temperature and pressure. We have assumed that on average the
retrieved VMRs will be a↵ected by a similar error. In Fig. 5.3 we report
(orange) the final spectroscopic error resulting from the quadratic summa-
tion of the uncertainties due to the spectroscopic data of the other molecules
(estimated by MWMAKE) and the phosgene spectroscopic errors reported
above. In Fig. 5.3 we also report (blue) the total error obtained as the
quadratic summation of the total systematic and random error components.
5.4 Results
An objective of this work is to demonstrate the feasibility of the phosgene
retrieval from MIPAS spectra. Therefore, due to the computing resources
required by a full mission retrieval, we considered adequate the use of a
reduced data set. The analysis was performed using MIPAS Level 1B data
Version 5, in which only a time-independent correction of detector nonlin-
earities was applied. Since nonlinearities change as the detector ages, this
choice implies a calibration error drifting along the mission. The system-
atic calibration drift error prevents to study phosgene atmospheric trends.
Therefore in this work we focus on the study of possible seasonal and latitu-
dinal variations of COCl2. We processed all MIPAS measurements acquired
on days 18 and 20 of each month of 2008 when MIPAS was measuring in the
NOM observation mode (in 2008 this mode was used for 80% of the time).
In total we retrieved more than 28 000 profiles.
In the left panel of Fig. 5.4, we report the typical phosgene AKs (Sect.
4.5) relative to a profile retrieved from a limb scan acquired on 18 March
2008 and geolocated at 31  N/75  W. The plot shows the sensitivity of
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Figure 5.4: Typical phosgene averaging kernels (left panel) and vertical
resolution (right panel). In the left panel each colour represents a row of
the averaging kernel matrix. In the right panel we have also reported the
pressure levels used for the retrieval. The plots refer to the retrieval from a
MIPAS limb scan acquired on 18 March 2008, 31  N/75  W.
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the retrieved profile to variations of the same gas VMR at pressure levels
in the UTLS region. From the analysis of all the averaging kernels of the
retrievals we can deduce that our analysis has a high sensitivity between
10 and 400 hPa. Above 10 hPa the AKs are less peaked, indicating lower
sensitivity. In the right panel of Fig. 5.4 we plot, for the same AKs, the
vertical resolution computed as the FWHM of the rows of the AK. We note
that in the altitude region with high sensitivity (10–400 hPa) the vertical
resolution ranges from 3 to 10 km while above 10 hPa it becomes larger.
The final data set was filtered by selecting only the profile data points
for which a significant amount of information was extracted from the mea-
surements. This was done using an information gain threshold of 0.3. This
means that the a priori error is reduced in the analysis by a factor of about
1.2. After filtering, the final set of data was divided into four groups accord-
ing to their measurement dates: JJA, SON, DJF and MAM (Tab. 3.2). For
each season, we calculated the average phosgene profile in the IG2 latitudi-
nal bands (Tab. 3.1). Since the MIPAS vertical sampling grid (coinciding
with the retrieval grid) is not constant along the orbit, we first linearly in-
terpolated each individual retrieved profile on a fixed pressure grid in log
pressure, then we computed the averages.
In Fig. 5.5 we report, for 10  latitude bins and each season, the average
number of DOFs (solid lines) and the corresponding average number of
altitudes at which the phosgene profile is retrieved (dashed lines). The
two curves show a reduction of the number of DOFs and of the number of
retrieval altitudes in the tropical region for all seasons. This is caused by
the presence of high-altitude clouds typical of this region. Clouds are in
fact detected by the Level 2 preprocessor with a cloud-filtering algorithm
[72, 73] and the spectra flagged as ”cloudy” are excluded from the analysis.
The only noticeable seasonal dependence of the number of DOFs is in the
polar regions. In the figure we also see that in JJA at the South Pole there
is a significant reduction in both the number of retrieved profile altitudes
and DOFs. This is due to the presence of polar stratospheric clouds (PSCs)
detected and filtered out by the cloud detection algorithm.
Figure 5.6 shows the average VMR profiles of phosgene for the latitudinal
bands and seasons described above. The plots in this figure do not show
evident seasonal variability in the vertical distribution of phosgene in the
middle and tropical latitude bands, in agreement with the discussion of [47].
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Figure 5.5: Average phosgene degrees of freedom (DOF, solid lines) and
average number of retrieved altitudes (dashed lines) for DJF (red lines),
MAM (blue lines), JJA (green lines) and SON (orange lines). Averages are
calculated for 10  latitude bins.
We only observe a weak seasonality in the polar regions. The reduction
of phosgene observed at both poles during winter and spring is probably
related to both the subsidence of stratospheric air due to the presence of the
polar vortex and the reduction of phosgene formation rate due to photolysis.
The average profiles show a clear latitude dependence. Actually, in the
polar and midlatitude regions the average profiles do not exceed 30 pptv
and they do not show evident peaks. By contrast, at the tropical latitudes,
the vertical VMR distributions show peak values close to 40 pptv located
at lower pressure levels (30/40 hPa) with respect to the other regions. In
Fig. 5.7 we show the zonal averages (for 10  latitude bins) of phosgene
VMR, for each season of the year 2008. These maps highlight the latitudinal
dependence of the phosgene distribution in the UTLS region. The symmetric
pattern in which VMR values decrease moving from the equator to the poles
is caused by the Brewer–Dobson circulation, which transports the tropical
phosgene poleward. The equatorial bulk in the distribution of the COCl2
is caused by the greater insolation at the tropics compared to the higher
latitudes [28].
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Figure 5.6: Average phosgene VMR profiles for DJF (green lines), MAM
(orange lines), JJA (blue lines) and SON (red lines). Averages are calcu-
lated for North Pole (90–65  N, top left), midlatitude north (65–20  N,
top centre), equatorial north (20–0  , top right), South Pole (65–90  S,
bottom left), midlatitude south (20–65  S, bottom centre) and equatorial
south (0–20  S, bottom right). We also report the a priori profile (solid grey
lines) based on the existing climatology. This profile does not reproduce the
observed geographical variability.
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Figure 5.7: Zonal average phosgene VMR for JJA (top left), MAM (top
right), DJF (bottom left) and SON (bottom right) 2008. Averages are cal-
culated for 10  latitude bins.
5.5 Comparison with ACE-FTS measurements
To validate our results we used the phosgene data contained in version 3.5
of the measurements of the ACE-FTS instrument [2]. ACE-FTS is a solar
occultation limb sounder onboard SciSat since 2004. It exploits the solar oc-
cultation technique to make measurements in the spectral interval between
750 and 4400 cm 1, with a spectral resolution of 0.02 cm 1. Several target
atmospheric parameters are routinely retrieved from ACE-FTS measure-
ments. Among them, temperature, pressure, and the VMR profiles of over
30 atmospheric trace gases and over 20 subsidiary isotopologues. Profiles
are retrieved in the range from ⇠ 5 to 150 km, with a vertical field of view
of ⇠ 3-4 km and a vertical sampling of 2-6 km. The ACE-FTS retrieval
algorithm is described in [3], and the updates for the most recent version of
the retrieval, version 3.5, are detailed in [4]. The retrieval algorithm uses
a non-linear least-squares global-fitting technique that fits the ACE-FTS
observed spectra in given MWs with forward modelled spectra based on
line strengths and line widths from the HITRAN 2004 database [80] (with
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Figure 5.8: Average di↵erence profile between the co-located MIPAS and
ACE-FTS measurements (red line) with standard deviation of the mean
(red error bars). The standard deviation of the di↵erence (orange lines), the
total random error (green lines), the total systematic error of the di↵erence
(blue lines) are also reported. The number of co-located pairs for each
pressure level is reported on the right side of the plot.
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updates as described by Boone et al. [4]).
Out of the whole ACE-FTS data set we selected the phosgene VMR
profile co-located with the MIPAS measurements used in our analysis. The
co-location criteria were 5  maximum di↵erence in latitude and longitude
and a maximum di↵erence of 6 h in the acquisition time. In total we found
about 150 coincidences. The ACE profiles were linearly interpolated in log
pressure onto the same pressure grid used to calculate our averages. To
remove unrealistic values we have filtered out the points of the ACE-FTS
profiles for which the values exceeded the average value by more than 3 times
the standard deviation. MIPAS data were filtered with the same criterion
described in Sect. 5.4. We computed the di↵erences between MIPAS and
ACE-FTS co-located profiles and in Fig. 5.8 we report their average (red
line). On the same figure we report the combined systematic error of the
di↵erence (blue lines), obtained as the square root of the sum of the squared
systematic errors of each instrument. The percentage systematic error of
the individual instruments was assumed constant for all the pressure levels
and equal to 13% of the phosgene VMR value for MIPAS (an average value
of the estimated systematic errors reported in Fig. 5.3) and, as reported in
[28], 30% of the VMR value for ACE-FTS. The average di↵erence shown in
Fig. 5.8 is consistent with zero, considering its combined systematic error
(blue line) and the standard deviation of the mean (represented by the red
line error bar in the figure) [103]. This suggests that MIPAS and ACE-FTS
phosgene retrievals are in good agreement. The random error of the di↵er-
ence (green lines in Fig. 5.8) is calculated as the square root of the sum of the
squared random errors of MIPAS and ACE-FTS. This error should mimic
the standard deviation of the di↵erences (yellow lines in Fig. 5.8). We see
that the two error estimates are in good agreement below 50 hPa. Given the
relatively small number of MIPAS and ACE-FTS co-located measurements
it was not possible to perform the comparison of the two instruments on
separate latitude bands and seasons.
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Chapter 6
Carbon tetrachloride (CCl4)
This chapter is based on the following paper: Valeri, M., Barbara, F., Boone,
C., Ceccherini, S., Gai, M., Maucher, G., Raspollini, P., Ridolfi, M., Sgheri,
L., Wetzel, G., and Zoppetti, N.: CCl4distribution derived from MIPAS
ESA v7 data: intercomparisons, trend, and lifetime estimation, Atmospheric
Chemistry and Physics, 17, 10143–10162, https://doi.org/10.5194/acp-17-
10143-2017, 2017.
The study presented here was performed thanks to the contributions of
all the co-authors of the above mentioned paper. Dr. M. Gai and Prof.
M. Ridolfi evaluated the quality of the fits obtained in CCl4 retrievals (Sect.
6.2.1). Together with Dr. P. Raspollini, I studied the CCl4 VMR distribu-
tion in the UTLS, its features and its seasonal variability (Sect. 6.3). Dr.
G. Wetzel and Dr. G. Maucher compared MIPAS/ENVISAT results with
those obtained using MIPAS-B measurements (Sect. 6.4.1). Dr. C. Boone,
Dr. P. Raspollini, Dr. N. Zoppetti, Dr. S. Ceccherini and Mr. F. Bar-
bara performed the comparison between MIPAS/ENVISAT and ACE–FTS
measurements (Sect. 6.4.2). I compared MIPAS CCl4 distribution with
CCl4 data derived from EMAC model simulations (Sect. 6.5). I estimated
the trend of CCl4 distribution as a function of both altitude and latitude
(Sect. 6.6) and I compared MIPAS CCl4 trends with those estimated using
ACE–FTS and global surface networks measurements (Sect. 6.6.2). I cal-
culated the atmospheric lifetime of the CCl4 using an approach based on the
tracer–tracer linear correlation in the lower stratosphere (Sect. 6.7). Dr. P.
Raspollini and Prof. M. Ridolfi supervised the whole work and contributed
to the preparation of the above mentioned paper.
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CCl4 atmospheric emissions are regulated by the Montreal Protocol due
to its role as a strong ozone-depleting substance. This molecule has been
the subject of recent increased interest as a consequence of the so called
”mystery of CCl4”, the discrepancy between atmospheric observations and
reported production and consumption. Surface measurements of CCl4 at-
mospheric concentrations have declined at a rate almost three times smaller
than its lifetime-limited rate, suggesting persistent atmospheric emissions
despite the ban. In this chapter, we study CCl4 zonal distribution in the
upper troposphere and lower stratosphere, its trend, and its stratospheric
lifetime using MIPAS Level 2 data Version 7.
6.1 Carbon tetrachloride in the Earth’s atmosphere
CCl4 is a strong ozone-depleting substance with an ozone depletion poten-
tial of 0.72 and a strong greenhouse gas with a 100-year global warming
potential of 1730 [33]. Regulated by the Montreal Protocol, the production
of CCl4 for dispersive applications was banned for developed countries in
1996, while developing countries were allowed a delayed reduction with the
complete elimination by 2010 [53]. CCl4 can still be legally used as a feed-
stock, for example in the production of hydro-fluorocarbons. CCl4 natural
emissions are not completely understood, which yields some uncertainty on
the magnitude of their contributions. Stratosphere-troposphere Processes
and their Role in Climate (SPARC) community [93] has recently defined an
upper limit of the natural emissions (based on the analysis of old air in firn
snow) of 3-4 Gg yr 1 out of a total emission estimation of 40 (25-55) Gg
yr 1.
The dominant loss mechanism for atmospheric CCl4 is through photoly-
sis in the stratosphere. The other major sinks are degradation in the oceans
and degradation in soil. The estimated partial lifetimes provided in the
latest ozone assessment report [10] with respect to these three sinks are 44
years for the atmospheric sink, 94 years for the oceanic sink, and 195 years
for the soil sink. The combination of these three partial loss rates yields a
total lifetime estimate of 26 years.
CCl4 atmospheric concentration is routinely monitored by global net-
works such as Advanced Global Atmospheric Gases Experiment (AGAGE,
http://agage.mit.edu/, [89, 70, 71]) and National Oceanic and Atmo-
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spheric Administration / Earth System Research Laboratory / Halocar-
bons & other Atmospheric Trace Species (NOAA / ESRL / HATS, http:
//www.esrl.noaa.gov/gmd/hats/). The concentration of CCl4 has been
decreasing in the atmosphere since the early 1990s, and the latest ozone as-
sessment report [10] indicates that the global surface mean mole fraction of
CCl4 continued to decline from 2008 to 2012. AGAGE and University of Cal-
ifornia Irvine (UCI) networks report rates of decline of 1.2–1.3 % yr 1 from
2011 to 2012, whereas the rate of decline reported by the NOAA/HATS
network was 1.6 % yr 1. These relative declines in mole fractions at the
Earth’s surface are comparable to declines in column abundances of 1.1–1.2
% yr 1 [5, 77].
A significant discrepancy is observed between global emissions estimates
of CCl4 derived by reported production and feedstock usage (bottom-up
emissions) compared to those derived by atmospheric observations (top-
down emissions). This discrepancy has recently stimulated a particular in-
terest in furthering the understanding of atmospheric CCl4. A study per-
formed with a 3-D CCM using the observed global trend and the observed
inter-hemispheric gradient (IHG, 1.5 ± 0.2 ppt for 2000–2012) estimated a
total lifetime of 35 years [53]. Recently, a study has reassessed the partial
lifetime with respect to the soil sink to be 375 years [75], and another study
has reassessed the partial lifetime with respect to the ocean sink to be 209
years [8]. These new estimates of the partial lifetimes with respect to soil
and oceanic sinks produce a new total lifetime estimate of 33 years, con-
sistent with the estimate given in [53]. This longer total lifetime reduces
the discrepancy between the bottom-up and top-down emissions from 54
Gg yr 1 to 15 Gg yr 1 [93]. While the new bottom-up emission is still less
than the top-down emission, the new estimates reconcile the CCl4 budget
discrepancy when considered at the edges of their uncertainties. A recent
study estimated that the average European emissions for 2006–2014 were
2.3 Gg yr 1 [31], with an average decreasing trend of 7.3% per year.
Since the atmospheric loss of CCl4 is mainly due to photolysis in the
stratosphere, satellite measurements that provide vertical profiles are par-
ticularly useful in validating the stratospheric loss rates in atmospheric mod-
els. A global distribution of CCl4 extending up to the mid-stratosphere was
obtained by ACE-FTS [1]. This study derived an atmospheric lifetime of
34 years through correlation with CFC-11. Another study using ACE-FTS
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measurements in [5] estimated the CCl4 atmospheric lifetime to be 35 years.
A trend of atmospheric CCl4 from ACE-FTS measurements was reported in
[6], averaged in the 30  S-30  N latitude belt and in the altitude range from
5 to 17 km, where it was found to be decreasing at a rate of 1.2% yr 1.
6.2 Retrieval setup
The ORM (ESA Level 2 processor version 7, Sect. 4.6) retrieves CCl4 VMR
profiles from MIPAS measurements simultaneously with a set of other target
parameters. As for all MIPAS ESA retrievals, the MWs for CCl4 retrievals
are selected with the MWMAKE algorithm [19]. The MWs used in the
retrievals from nominal FR and OR measurements are listed in Tab. 6.1.
Starting wavenumber (cm 1) Ending wavenumber (cm 1)
Full Resolution (FR) Phase
796.3750 799.3750
800.2750 803.2750
792.7000 795.7000
771.8000 773.7750
Optimized Resolution (OR) Phase
792.8125 795.8125
Table 6.1: MWs used for CCl4 retrieval from nominal FR and OR MIPAS
measurements.
CCl4 VMR is retrieved only up to about 27 km, since above this altitude
the CCl4 concentration is too small to generate a su cient contribution to
the measured spectrum for analysis. Moreover OR measurements sample the
limb with a vertical step of 1.5 km, significantly finer than the instrument
FOV (⇡3 km, Sect. 2.2). For this reason, to avoid numerical instabilities
due to oversampling, in the inversion of OR measurements the retrieval grid
includes only one out of every two tangent points. Fig. 6.1 characterizes a
typical CCl4 retrieval from NOM limb scans acquired in the FR (top panel)
and OR (bottom panel) measurement phases. The coloured solid lines show
the rows of the AKs, each row corresponding to a retrieval grid point (8 grid
points for FR and 7 for OR retrievals). Typically the number of DOF of the
retrieval is 5–6 for FR and 4–5 for OR measurements. The slightly smaller
number of DOF obtained in the OR retrievals stems from the fact that, to
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make the retrieval more stable, CCl4 is not retrieved at every tangent point
of the OR limb measurements. The dotted red line of Fig. 6.1 represents
the vertical resolution, calculated as the FWHM of the AK rows.
Figure 6.1: Typical AKs (coloured solid lines) and vertical resolution (red
dotted lines) of CCl4 VMR retrieved from FR (top panel) and OR (bottom
panel) MIPAS measurements. The vertical resolution is calculated as the
FWHM of the AK rows. The plot’s key shows also the average number of
DOF of the retrieval (trace of the AK matrix) and the number of retrieval
grid points (Npt).
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6.2.1 Error budget
To evaluate the CCl4 VMR error due to the mapping of the measurement
noise in the retrieval we use the error covariance matrix provided by the
retrieval algorithm [12]. The other error components a↵ecting the individual
CCl4 VMR profiles are evaluated using the MWMAKE tool [19]. Fig. 6.2
summarizes the most relevant error components a↵ecting each individual
retrieved CCl4 profile, using the MWs of Tab. 6.1, for both the FR (top
panel) and OR (bottom panel) NOM MIPAS measurement cases.
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Figure 6.2: Main error components of the individual retrieved CCl4 VMR
profiles from FR (top) and OR (bottom) nominal MIPAS measurements.
The key ”RND” in the plots refers to the mapping of the measurement
noise in the retrieval, as evaluated for typical FR and OR retrievals. Apart
from the ”NLGAIN” error that will be discussed later, the other error com-
ponents, in both the FR and OR cases, can be grouped as follows: a) the
errors due to the uncertainties in the (previously retrieved) pressure and
temperature profiles (PT), and VMR of spectrally interfering gases, for ex-
ample O3, H2O, HNO3 and NH3; b) the error due to horizontal variability
of the atmosphere (GRAD) not included in the model; c) the uncertain-
ties in the spectroscopic (SPECDB) and cross-section (LUT) databases and
the error in the CO2 line mixing model (CO2MIX); d) the errors due to
less than perfect instrument line-shape characterization, namely its spectral
shift (SHIFT) and width (SPREAD). For the details on how the di↵erent
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error components were calculated by MWMAKE, see [19] and the Oxford
University MIPAS website [62].
The main errors of type a) are due to interfering gases whose VMRs are
retrieved before CCl4 with some random error. Therefore, like the RND
error component, they change randomly from profile to profile. Thus, in
the calculated (monthly) averages they scale down with the inverse square
root of the number of averaged profiles. The errors of type b), as shown
in [11], cause systematic (and opposite in sign) di↵erences between profiles
retrieved from measurements acquired in the ascending and the descending
parts of the satellite orbits. These errors largely cancel out when calculating
averages that evenly include profiles retrieved from measurements belonging
to the ascending and the descending parts of the orbits. Errors of type c) are
constant and may cause profile biases but have no e↵ect on calculated trends.
Regarding the errors due to the imperfect instrument line-shape modeling
(type d), since the gain of MIPAS bolometric detectors remained constant
throughout the whole mission, there is no hint of a possible degradation of
instrument optics and thus of a possible change in the instrument line-shape.
This type of error, therefore, has no impact on the trend calculation.
Imperfect instrument radiometric calibration also causes an error. This
error is plotted in Fig. 6.2 with the label ”NLGAIN”. Being of the order of
0.4% in the upper part of the retrieval range, it is rather small in individ-
ual CCl4 profiles. Although small, this error is important when calculating
atmospheric trends as it includes the uncertainty in the correction applied
to the radiances to account for the non-linearities of MIPAS photometric
detectors [48]. In MIPAS Level 1B radiances up to version 5, the applied
non-linearity correction is constant throughout the whole MIPAS mission.
However, non-linearities change over the course of the mission due to pro-
gressive ageing of the detectors. A constant correction implies, therefore, a
drift of the radiometric calibration error during the mission, with a direct
impact in the calculated trends. MIPAS Level 1B radiances version 7 over-
come this problem as they use a time-dependent non-linearity correction
scheme. The residual drift of the calibration error after this time-dependent
correction is still being characterized; however, preliminary results show that
it is smaller than 1% across the entire mission. MIPAS Level 1B radiances
version 5 were used in the past to extract information on trends of di↵er-
ent gases, either ignoring this e↵ect (see, e.g., CFC-11/CFC-12 in [45], or
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HCFC-22 in [15]) or correcting the drift via intercomparison with other in-
struments assumed to be drift-free [21]. Recently it has been shown that
ignoring this e↵ect introduces a significant error on the trend estimation
[20]. The MIPAS Level 1B calibrated radiances version 7 employed here are
considered to be a significant improvement from the point of view of the
correction of this drift.
The generally good quality of fits obtained in CCl4 retrievals is illustrated
in Fig. 6.3. The figure refers to the MWs used in the FR retrievals. We do
not show the residuals in the single MW used for OR retrievals as it mostly
overlaps the third MW of FR retrievals. The upper plot of Fig. 6.3 shows
the average of 1141 observed (black dots) and simulated (red line) limb
radiances in the MWs used for CCl4 retrievals. The averages include spectra
with tangent heights in the range from 6 to 17 km. The lower plot shows the
average residuals of the fit (observation minus simulation, blue line) as well
as the average noise level of the individual MIPAS measurements (dashed
lines). The grey areas indicate spectral channels that, as recommended
by the MWMAKE algorithm, are excluded from the fit to minimize the
total retrieval error. Note that the average residuals shown in Fig. 6.3 have
an associated random error given by the noise of the individual measured
spectra divided by the square root of the number of averaged spectra, i.e.
⇡ 1nW/(cm2sr cm 1). This implies that while the magnitude of the average
residuals is incompatible with their noise error, the additional systematic
uncertainties are still smaller than the noise error of the individual measured
spectra, in agreement with the predictions reported in Fig. 6.2.
6.3 Global distribution
Fig. 6.4 shows the global monthly distribution of MIPAS CCl4 VMR for
a representative month from each of the four seasons, spanning the time
period from August 2010 through May 2011. Here, retrieved profiles were
first interpolated to fixed pressure levels, and then binned in 5  latitude
intervals (for more details see Sect. 6.5.2). In all the considered months,
the zonal averages show the typical shape of long-lived species of anthro-
pogenic origin, which are emitted at the surface and destroyed primarily in
the stratosphere. Larger values are found in the troposphere, and then the
VMR monotonically decreases with increasing altitude in the stratosphere.
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Figure 6.3: The upper plot shows an average of 1141 observed (black dots)
and simulated (red line) limb radiances in the MWs used for CCl4 FR
retrievals. The averages include spectra with tangent heights from 6 to
17 km.The lower plot shows the average residuals of the fit (blue line, obser-
vation minus simulation) as well as the average noise level of the individual
measurements (dashed lines). The grey areas indicate spectral channels ex-
cluded from the fit. The radiance units (r.u.) in the vertical axes of the
plots are nW/(cm2sr cm 1).
In the lower stratosphere, concentrations between 30  S and 30  N are sig-
nificantly larger compared to those at higher latitudes. This pattern can
be attributed to the Brewer-Dobson circulation that is responsible for the
uplift of the surface air in the tropical regions.
The maps in Fig. 6.5 show the time evolution of CCl4 at all latitudes
from July 2002 to April 2012. The three maps refer to di↵erent pressure
levels: 50 hPa (upper map), 90 hPa (middle map) and 130 hPa (lower
map). The CCl4 time evolution maps show a seasonal variability. The
intrusion of CCl4-poor mesospheric air in the stratosphere during winter,
due to the air subsidence induced by the polar vortex, is clearly visible in
both polar winters, its e↵ects continuing into early spring and extending
into the troposphere. Minimum CCl4 values are observed in November at
the South Pole and in March at the North Pole (November is considered the
beginning of spring at the South Pole, whereas spring begins in March at the
North Pole). This was previously observed for other long lived anthropogenic
species [45]. The e↵ect is larger in the Antarctic due to the stronger, more
stable polar vortex. Modulated by this seasonal variability, at all altitudes
a constant trend and an inter-hemispherical di↵erence can also be observed
and are further analysed in the subsequent figures. We also note that for
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Figure 6.4: Zonal monthly averages of MIPAS CCl4 profiles. The maps
refer to four separate months in di↵erent seasons: August 2010 (top left),
November 2010 (top right), February 2011 (bottom left) and May 2011
(bottom right).
pressures larger than 100 hPa, the CCl4 measured in the OR phase has a
positive bias with respect to that measured in the FR phase. This bias,
discussed also in Sect. 6.4.1, may be due to the di↵erent MWs used for the
retrieval in the two mission phases, or to the di↵erent limb sampling patterns
adopted.
The IHG at the surface is largely used as a qualitative indicator of contin-
uous emissions [54, 53]. Anthropogenic emissions are larger in the Northern
Hemisphere (NH) [93] and the transport of these emissions from the NH to
the Southern Hemisphere (SH) takes about one year, i.e. a time interval
much shorter than the CCl4 lifetime (Sect. 6.7). Hence, a significant IHG
in the CCl4 distribution represents evidence of ongoing emissions.
Although MIPAS measurements are not suitable to evaluate the IHG
at the surface, they provide information about the distribution of inter-
hemispheric di↵erences in the UTLS region as a function of both latitude
and pressure. To analyze these di↵erences we interpolated to a fixed pressure
grid MIPAS CCl4 profiles acquired from April 2005 to March 2012. We then
binned the profiles in 5  latitude intervals and calculated, for each latitude
bin, the average CCl4 VMR profile in the considered time period. Finally,
for each latitude bin in the NH we identified the corresponding bin in the
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Figure 6.5: Time evolution of CCl4 at all latitudes, from July 2002 to April
2012. The three maps refer to di↵erent pressure levels: 50 hPa (top), 90 hPa
(center) and 130 hPa (bottom). The vertical dashed lines represent the year
boundaries.
SH and computed the di↵erence between the average profiles. The map
of Fig. 6.6 shows the obtained average di↵erences as a function of both
latitude bin and pressure level. At high latitudes, the asymmetry likely
stems from the fact that the polar vortex in the Antarctic is systematically
stronger, more stable, and of longer duration than the Arctic polar vortex.
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Figure 6.6: Average North-South CCl4 VMR di↵erences versus latitude and
pressure. The average period includes MIPAS measurements from April 1st,
2005 to March 31st, 2012.
At mid-latitudes, NH and SH seasons are more symmetrical and the CCl4
mean di↵erences between the two hemispheres are probably caused by the
larger CCl4 emissions in the NH [93, 53]. As a final test we computed the
weighted average of the NH-SH di↵erences over latitude at fixed pressure
levels. The weights used in the average are the solid angle fractions viewed
by the individual latitude bands. The NH-SH mean di↵erences in the UTLS
span from 1.2 ppt at 130 hPa to 2.2 ppt at 100 hPa. At the lowermost
pressure levels these di↵erences are fully consistent with the IHG value of
1.5 ± 0.2 ppt (for 2000-2012) reported by [53].
6.4 Comparison with other measurements
The most accurate atmospheric CCl4 measurements are collected at ground
level, but such measurements are not suitable for direct comparison with
profiles retrieved from MIPAS measurements in the 5-27 km height range.
In the next two sub-sections we compare MIPAS CCl4 profiles with co-
located profiles obtained from the stratospheric balloon version of MIPAS
(MIPAS-B, [27]) and from the ACE-FTS onboard the SciSat-1 satellite [2].
6.4.1 Comparison with MIPAS balloon
The balloon-borne limb emission sounder MIPAS-B can be regarded as a
precursor of the MIPAS satellite instrument ([27] and references therein).
Indeed, a number of specifications like spectral resolution (0.0345 cm 1)
and spectral coverage (750–2500 cm 1) are similar. However, for other pa-
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rameters the MIPAS-B performance is superior, in particular for the NESR
and for the line of sight stabilization, which is based on an inertial navi-
gation system supplemented with an additional star reference system and
leads to a knowledge of the tangent altitude on the order of 90 m (3 ). The
MIPAS-B NESR is further improved by averaging multiple spectra recorded
at the same elevation angle. MIPAS-B limb scans are typically acquired on
a 1.5 km vertical tangent height grid.
Retrieval of all species is performed on a 1 km grid with a least squares
fitting algorithm using analytical derivative spectra calculated by the Karl-
sruhe Optimized and Precise Radiative transfer Algorithm [39, 97]. To avoid
retrieval instabilities due to oversampling of vertical grid points, a regular-
ization approach is adopted, constraining with respect to a first derivative a
priori profile according to the method described by Tikhonov and Phillips.
The spectral window used for the MIPAS-B target parameter retrieval of
CCl4 covers the 786.0–806.0 cm 1 interval. Spectroscopic parameters for
the calculation of the infrared emission spectra are a combination of the
HITRAN 2008 [83] database and the MIPAS dedicated database (Sect.
3.2, [73, 65]). The CCl4 cross sections are taken from HITRAN as in MI-
PAS/ESA retrievals version 7. The MIPAS-B error budget includes random
noise as well as covariance e↵ects of the fitted parameters, temperature er-
rors, pointing inaccuracies, errors of non-simultaneously fitted interfering
species, and spectroscopic data errors (1 ). For CCl4 the precision error is
estimated to be between 5-10%, while the total error is 11-15%. Further
details on the MIPAS-B data analysis and error estimation are provided in
[108] and references therein. Tab. 6.2 lists all the MIPAS-B flights used for
intercomparison with MIPAS on ENVISAT.
Further to the direct matches where the balloon and the satellite in-
struments observe simultaneously (within pre-defined margins) the same
air-masses, we also considered trajectory matches. In this case both for-
ward and backward trajectories were calculated [60] by the Free University
of Berlin from the balloon measurement geolocation to search for air-masses
sounded by the satellite instrument. Temperature and VMR values from
the satellite profiles were interpolated to the trajectory match altitude such
that these values can be directly compared to the MIPAS-B data at the tra-
jectory start point altitude. To identify both direct and trajectory matches,
a coincidence criterion of 1 hour and 500 km was adopted.
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Location Date Distance (km) Time di↵erence (min)
Kiruna (68 N)
20 Mar 2003 16/546 14/15
03 Jul 2003 Trajectories only
11 Mar 2009 187/248 5/6
24 Jan 2010 109/302 5/6
31 Mar 2011 Trajectories only
Aire-sur-l’Adour (44 N) 24 Sep 2002 21/588/410/146 12/13/15/16
Teresina (5 S)
14 Jun 2005 109/497/184/338 228/229/268/269
06 Jun 2008 224/284/600/194 157/158/169/170
Table 6.2: Overview of MIPAS balloon flights used for intercomparison with
MIPAS/ENVISAT
Fig.s 6.7 and 6.8 show the average di↵erences between CCl4 VMR re-
trieved from MIPAS/ENVISAT and MIPAS-B both in absolute and relative
units. The two figures refer to matching measurements in the FR and the
OR phases of the MIPAS/ENVISAT mission, respectively. Combined ran-
dom, systematic and total errors are also shown in the plots. The numbers
reported on the left side of the plots indicate the number of matching pro-
files contributing to the statistics. The results of the intercomparison can
be summarized as follows. In the case of FR measurements: for pressures
between 80 and 190 hPa MIPAS/ENVISAT shows a statistically significant
negative bias of about  10% with respect to MIPAS-B, this bias is however
within the combined total error bounds. A statistically significant positive
bias is also evident for pressures smaller than 25 hPa. It increases with
altitude and quickly becomes incompatible with the total combined error.
This bias can be at least partly explained by the selection of di↵erent mi-
crowindows used during the retrieval process of both MIPAS sensors. This
bias, however, is not a major concern because it is localized at the upper
end of the retrieval range. In this region the predicted uncertainty is so
large that the linear approximation of the error propagation theory may
easily fail to explain the discrepancies between the measurements of the
two instruments. In case of OR measurements: for pressures between 150
and 190 hPa MIPAS/ENVISAT shows a statistically significant positive bias
of about +10% with respect to MIPAS-B; this bias is however within the
combined total error bounds. A statistically significant positive bias is also
evident for pressures smaller than 25 hPa. It increases with altitude and, for
pressures smaller than 20 hPa is no longer compatible with the total com-
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Figure 6.7: Intercomparison between MIPAS-B and MIPAS/ENVISAT
(MIPAS-E) CCl4 VMR. Results for the FR part of the MIPAS mission.
The plots show mean absolute and relative VMR di↵erences of trajec-
tory match collocations (red numbers) between both MIPAS sensors (red
solid line) including standard deviation of the di↵erence (red dotted lines)
and standard error of the mean (plotted as error bars). Precision (blue
dotted lines), systematic (blue dash-dotted lines) and total (blue dashed
lines) mean combined errors calculated according to the error summation
(
q
 2MIPAS E +  
2
MIPAS B) are also displayed. For further details on the
error calculation, see [106].
bined error. As in the FR case, this large bias occurs at the upper end of
the MIPAS/ENVISAT retrieval range where the predicted combined error
is very large. Furthermore, comparison with ACE-FTS (see next Section)
indicates a negative bias of MIPAS with respect to ACE-FTS, in the same
altitude region, hence MIPAS/ENVISAT is in the middle between MIPAS
balloon and ACE-FTS.
6.4.2 Comparison with ACE-FTS V3.5
CCl4 distribution has been routinely retrieved from ACE-FTS measurements
using the most recent version of ACE-FTS retrieval algorithm (version 3.5,
96 CHAPTER 6. CARBON TETRACHLORIDE
36
96
161
173
191
232
227
245
251
257
214
125
65
65
65
59
59
59
56
40
33
12
10
15
20
25
30
35
40
-40 -20 0 20 40
-40 -20 0 20 40
 
CCl4 VMR Difference (pptv)                CCl4 VMR Difference (%)
A l
t i t
u
d e
 
( k m
)
10
15
20
25
30
35
40
-40 -20 0 20 40
-40 -20 0 20 40
A l
t i t
u
d e
 
( k m
)
 
100
10
MIPAS-E - MIPAS-B (all)
ESA ML2PP V7 (OR mode)
2-day traject. (# coll.)
Mean diff.:  7.63 ± 2.07 pptv
  194.4 ± 67.4 %
 difference (  sd)
 prec.  systematic
 tot. mean comb. err.
P r
e
s s
u
r e
 
( h P
a )
Figure 6.8: Same as Figure 6.7 but for the OR part of the MIPAS mission.
Sect. 5.5, [3, 4]). The spectral window used for CCl4 retrievals extends from
787.5 to 805.5 cm 1. Several hundred ACE-FTS measurements are coinci-
dent with MIPAS soundings of the OR part of the mission. These measure-
ments are located both in the Northern and Southern hemispheres, mainly
at latitudes larger than 45 . For comparison with MIPAS, all ACE-FTS
CCl4 data used were screened using the v3.5 quality flags. As recommended
by [87], any profile data point with flag value of 2 or greater was removed and
any profile containing a flag value between 4 and 7, inclusive, was discarded.
For intercomparison with MIPAS measurements we adopted a matching cri-
terion of 3 hours and 300 km. We also tested di↵erent matching criteria,
such as 2 hours and 300 km, 3 hours and 200 km, but found no signifi-
cant changes in the intercomparison. First we interpolated the matching
MIPAS and ACE-FTS CCl4 profiles to a fixed set of pressure levels. Then
we grouped the profile di↵erences in latitudinal intervals. The results of the
comparison are summarized in Fig. 6.9. Each of the four plots of the figure
refers to one of the considered latitude intervals: 50–70  and 70–90  in both
the Southern and the Northern hemispheres. Each plot shows the average
CCl4 di↵erence profile between co-located MIPAS and ACE-FTS measure-
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ments (red) with standard deviation of the mean (red error bars, calculated
as the standard deviation of the di↵erences divided by the square root of the
sample size). The standard deviation of the di↵erences (orange), the total
random error (green), the total systematic error of the di↵erence (blue) are
also shown. The number of co-located pairs contributing at each pressure
level is reported on the right side of each plot. The average di↵erence (red
line) quantifies the systematic bias between ACE-FTS and MIPAS, the error
bars indicate its statistical significance. The standard deviation (orange) is
an ex-post estimate of the combined random error of the individual profile
di↵erences and, therefore, should be similar to its ex-ante estimate repre-
sented in the plots by the green line. We calculated the ex-ante random
error of the individual profile di↵erences as the quadrature summation of
the ACE-FTS and MIPAS random errors. The ACE-FTS random error is
estimated via the noise error covariance matrix of the retrieval included in
the Level 2 products. The MIPAS random error is estimated as the quadra-
ture summation of the measurement noise error evaluated by the covariance
matrix of the retrieval [12] and the other error components that are expected
to change randomly in our sample, i.e. the errors that we classified of types
a) and b) in Sect. 6.2.1. The systematic error of the profile di↵erences is
obtained as the quadrature summation of the ACE-FTS and the MIPAS
errors that are constant within the sample and are not expected to bias in
the same direction the measurements of the two instruments. On the basis
of the error figures suggested by [1], for ACE-FTS we assumed a 20% sys-
tematic error constant at all pressure levels. For MIPAS we calculated the
quadrature summation of systematic errors that in Sect. 6.2.1 we classified
as of type c) and d). For the calculation of the combined systematic error
we explicitly excluded the uncertainty in the CCl4 cross-section data [80]
that are used, approximately in the same spectral region, both in MIPAS
and ACE-FTS retrievals.
Apart from the latitude interval from 50 to 70  S, the systematic dif-
ferences between MIPAS and ACE-FTS are within 5 pptv (⇠ 10 %, mostly
not significant from the statistical point of view) in the pressure range from
50 to 100–110 hPa. The amplitude of systematic di↵erences increases up
to 15–20 pptv and becomes statistically significant at 30 hPa, while it is
again quite small at 20 hPa. In the latitude interval from 50 to 70  S we
observe a statistically significant ⇡ 10 pptv low bias of MIPAS with respect
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Figure 6.9: Mean CCl4 profile di↵erence between co-located MIPAS and
ACE-FTS measurements (red) with standard deviation of the mean (red er-
ror bars). The standard deviation of the di↵erences (orange), the estimated
total random (green) and total systematic (blue) errors of the di↵erence
are also shown. The number of co-located pairs for each pressure level is re-
ported on the right side of each graph. Each plot refers to a latitude interval
as indicated in the title.
to ACE-FTS, almost uniform over the entire retrieval height range. At all
latitudes, the observed biases are compatible with the estimated combined
systematic error only for pressures greater than 40 hPa. At 30 hPa the bias
is statistically significant and incompatible with error bars. The reason for
this inconsistency is still unclear; however, preliminary investigations show
that the inconsistency will be reduced when using the future release version
4.0 of ACE-FTS products.
The ex-ante estimate of the combined random error (green line in Fig. 6.9)
agrees pretty well with the ex-post estimated standard deviation of the pro-
file di↵erences (orange line) in the range between 40 and 80–100 hPa. At
the limits of the retrieval range the observed variability of the di↵erences
generally exceeds the ex-ante estimate of the random error. This may be due
both to the fact that our ex-ante random error estimate does not take into
account the imperfect matching of the compared profiles, and to the fact
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that, at these specific altitudes, the sensitivity of the measurements to the
CCl4 VMR is so low that the linear approximation of the error propagation
theory could provide only rough error estimates.
As a final remark we note that at 30 hPa MIPAS-B (Fig. 6.8) and ACE-
FTS (Fig. 6.9) intercomparisons provide contrasting indications on the MI-
PAS bias in the OR part of the mission. While MIPAS-B suggests a pos-
itive MIPAS bias of about 10 pptv, ACE-FTS points to a negative bias of
10  20 pptv.
6.5 Comparison with model simulations
In order to evaluate MIPAS CCl4 distribution on a global scale, we compare
MIPAS measurements with data of the European Centre for medium–range
weather forecasts – HAMburg (ECHAM) / Modular Earth Submodel Sys-
tem (MESSy) Atmospheric Chemistry (EMAC, [43]) model.
6.5.1 EMAC
The numerical model EMAC is a modular global climate and chemistry sim-
ulation system with several sub-models for the calculation of dynamic and
chemistry processes in the atmosphere. The core of EMAC is the general cir-
culation model ECHAM5 [79]. ECHAM5 was developed at the Max-Planck
Institute for Meteorology and the University of Hamburg. It uses the spec-
tral transformation method and it is based on the weather forecast model
of the European Centre for Medium-Range Weather Forecast (ECMWF).
ECHAM5 simulations are performed in a T42 (triangular) spectral reso-
lution which corresponds to a quadratic Gaussian grid of 2.8  ⇥ 2.8  in
latitude and longitude. The simulations can be made with two possible
vertical resolutions: 90 (L90MA) model levels or 47 (L47MA) model lev-
els, both reaching about 80 km. The MESSy system ([43, 44], see also
http://www.messy-interface.org) comprises several sub-models to de-
scribe di↵erent processes that occur in the atmosphere, such as the Module
E ciently Calculating the Chemistry of the Atmosphere (MECCA, [84])
chemistry model. Due its modular structure EMAC can be operated in
di↵erent modes, such as general circulation model (GCM) or as a quasi
chemistry transport model (QCTM) without feedbacks from the chemistry
to the dynamics.
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In the last decades several CCM have been developed in order to study
the chemistry and the dynamics of the troposphere and the middle atmo-
sphere. The International Global Atmospheric Chemistry (IGAC) / SPARC
Chemistry-Climate Model Initiative (CCMI, http://blogs.reading.ac.
uk/ccmi/) was established to coordinate CCM modeling activities. With
the aim to define common scenarios to be simulated, CCMI have suggested
three reference simulations:
• the free-running hindcast simulations from 1960 to 2010 (RC1),
• the hindcast simulations with specified dynamics (SD) from 1980 to
2010 (RC1SD), and
• the combined free-running hindcast and forecast from 1960 to 2100
(RC2).
The hindcast simulations with SD are computed taking a branch of
the corresponding free-running hindcast simulations and performing the
”nudge” by Newtonian relaxation towards ECMWF ReAnalysis (ERA) –
Interim re-analysis data [16]. The Newtonian relaxation (or nudging) of
the ECHAM5 base model is applied in spectral space for the prognostic
variables divergence, vorticity, temperature, and the (logarithm of the) sur-
face pressure. The idea was to correct potential temperature biases and to
investigate the response of the model.
For this specific comparison we use two di↵erent simulations with SD:
• the RC1SD-Base-07 (the global mean temperature was included in the
nudging) and
• the RC1SD-Base-10 (the global mean temperature was omitted).
Both simulations are performed from 1979 to 2013 with T42 spectral reso-
lution (2.8  ⇥ 2.8 ) and with 90 model levels.
6.5.2 Latitude-pressure comparison
We build specific climatologies using CCl4 ESA MIPAS measurements and
both EMAC RC1SD (Base-07 and Base-10) simulations through the follow-
ing procedure. First we linearly interpolate in log-pressure all the considered
CCl4 VMR profiles to the 28 SPARC data initiative [36] pressure levels (300,
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Figure 6.10: Upper panels: CCl4 ESA MIPAS (red dots), EMAC RC1SD-
Base-07 (blue line) and EMAC RC1SD-Base-10 (green line) monthly mean
time series in the 45 S - 50 S (left) and in the 45 N - 50 N (right) latitudinal
band at 100 hPa. The error bar of the red dots represents the standard
deviation of the mean of the ESA MIPAS monthly means. Lower panels:
Absolute di↵erence time series between ESA MIPAS and EMAC RC1SD-
Base-07 (blue line) and between ESA MIPAS and EMAC RC1SD-Base-10
(green line). The RMSE of EMAC RC1SD-Base-07 minus ESA MIPAS (blue
number) and EMAC RC1SD-Base-10 minus ESA MIPAS (green number)
time series are also reported.
250, 200, 170, 150, 130, 115, 100, 90, 80, 70, 50, 30, 20, 15, 10, 7, 5, 3, 2,
1.5, 1.0, 0.7, 0.5, 0.3, 0.2, 0.15, 0.1 hPa). We then group the interpolated
profiles in 5  latitude bins and calculate monthly averages. Using these cli-
matologies, we have performed a detailed comparison for each 5  latitude
band and each pressure level. Two examples of this analysis are reported in
Fig 6.10. In order to summarize the results of the comparison, we compute
the root mean square error (RMSE) as follows
RMSE =
vuuut NP
i=1
(VMREMACi   VMRMIPASi )2
N
(6.1)
where N is the length of the MIPAS mission in months, VMREMACi and
VMRMIPASi represent respectively the EMAC CCl4 and ESA MIPAS CCl4
monthly means. In the case of no di↵erences between the two considered
time series, RMSE would be equal to zero. RMSE becomes greater as the
di↵erence between the two time series increases. In Fig. 6.10 we show the
distribution of RMSE as a function of latitude and pressure.
We observe a general good agreement in all the UTLS region. The agree-
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Figure 6.11: Map of the RMSE calculated using CCl4 ESA MIPAS and
EMAC RC1SD-Base-07 datasets (left) and CCl4 ESA MIPAS and EMAC
RC1SD-Base-10 (right).
ment between ESA MIPAS and both EMAC RC1SD simulations appears
better in the NH with respect to the SH. At the south pole the di↵erences
become higher due to the presence of the poler vortex. In this region, and
also at the tropics region around 50 hPa, the agreement is better considering
RC1SD-Base-07 simulation. This result highlights that the EMAC simula-
tion with the full nudging of the temperature (RC1SD-Base-07) is able to
better reproduce the dynamic of the atmosphere and consequently the CCl4
vertical distribution. In general RC1SD-Base-07 simulation better repro-
duces the atmospheric dynamics in the regions where vertical motions play
a key role, such as the poles and the tropics, introducing clear improvements
in the comparison with real measurements.
6.5.3 Comparison within the IG2 latitude bands
We perform another comparison considering the IG2 latitude bands (Sect.
3.3). ESA MIPAS measurements and both EMAC simulations are used
to calculate CCl4 mean profiles within each latitude band (Fig. 6.12). A
general good agreement is evident at middle and high latitudes. At mid-
latitudes the major di↵erences are at the lower pressure levels (below 100
hPa). At the tropics the agreement is good between 100 and 30 hPa, becom-
ing worst below 100 hPa. This result is consistent with the 20% positive bias
of CCl4 ESA MIPAS with respect to the observations of the NOAA/HATS
and AGAGE networks (Sect. 6.6.2). As already observed in Fig. 6.11, at all
latitudes the di↵erences increase above 30 hPa. A similar analysis has been
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Figure 6.12: CCl4 ESA MIPAS (blue lines), EMAC RC1SD-Base-10 (black
lines) and EMAC RC1SD-Base-07 (red lines) mean profiles within 90 N-
65 N (upper left), 65 N-20 N (upper center), 20 N-0  (upper right), 65 S-
90 S (bottom left), 20 S-65 S (bottom center) and 0 -20 S (bottom right)
latitudinal band. Dashed blue lines show the standard deviation of the CCl4
ESA MIPAS profiles.
performed considering the seasonal average profiles, showing similar results
due to the weak seasonal variability of CCl4 distribution.
We also calculate the correlation between CCl4 ESA MIPAS and both
EMAC RC1SD monthly means time series for the di↵erent latitudinal bands.
We report in Fig. 6.13 the analysis made using CCl4 ESA MIPAS and CCl4
EMAC RC1SD-Base-07 simulations. The results are summarized in Tab.
6.3. The results of the analysis performed using EMAC RC1SD-Base-10 are
similar to those presented in Fig. 6.13 with slightly lower correlations at all
latitudes. At middle latitudes of both hemispheres and at the north pole the
agreement is good, whereas at the tropics we observe the worst results. At
the south pole the distribution appears more scattered due to the relatively
higher seasonal variability with respect to the other latitudinal bands.
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POL S MID S TRO S TRO N MID N POL N
MIPAS/RC1SD-Base-07 0.917 0.957 0.882 0.866 0.949 0.961
MIPAS/RC1SD-Base-10 0.900 0.953 0.874 0.857 0.941 0.956
Table 6.3: Correlation between MIPAS and EMAC RC1SD-Base-07 (second
row) and RC1SD-Base-10 (third row) monthly means for di↵erent latitudinal
bands.
Figure 6.13: Correlation between CCl4 ESA MIPAS and EMAC RC1SD-
Base-07 monthly means within within 90 N-65 N (upper left), 65 N-20 N
(upper center), 20 N-0  (upper right), 65 S-90 S (bottom left), 20 S-65 S
(bottom center) and 0 -20 S (bottom right) latitudinal band. Similar results
have been found considering CCl4 ESA MIPAS and EMAC RC1SD-Base-10
monthly means.
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6.6 Trends
The measurements used for the analysis presented in this study cover the
entire MIPAS mission, from July 2002 to April 2012. The CCl4 VMR pro-
files considered are those derived by the ESA Level 2 processor version 7
analysing MIPAS limb scanning measurements with tangent heights in the
6-70 km range, obtained from NOM, MA and UTLS-1 observational modes
(see Sect. 2.3). First we build a CCl4 VMR climatology following the pro-
cedure describe in Sect. 6.5.2. Then, using the least-squares method, for
each latitude bin and pressure level we fit the following function VMR(t) to
the time series of the monthly averages:
VMR(t) = aFR 1FR(t) + aOR 1OR(t) + b t+ f1 qbo30(t) + f2 qbo50(t)+
+ g SRF(t) +
X
i

ci sin
✓
2⇡t
Ti
◆
+ di cos
✓
2⇡t
Ti
◆ 
.
(6.2)
In this expression t is the time expressed in months since the beginning
of the mission (July 2002) and aFR, aOR, b, f1, f2, g and ci, di, i = 1, ..., 8
are the 22 fitting parameters. The function 1P(t) is the indicator func-
tion of the time interval P, such that 1P(t) = 1 if t 2 P and 1P(t) = 0
otherwise. The functions qbo30(t) and qbo50(t) are the quasi-biennial oscil-
lation (QBO) quantifiers and SRF(t) is the solar radio flux index. The two
QBO terms (available at http://www.geo.fu-berlin.de/met/ag/strat/
produkte/qbo/index.html) represent the Singapore winds at 30 and 50 hPa
[50]. The SRF index is calculated using measurements of the solar flux
at 10.7 cm (available at http://lasp.colorado.edu/lisird/tss/noaa_
radio_flux.html) and is considered a good proxy for the solar activity. We
re-normalized both the QBO and the SRF proxies to the interval [ 1,+1]
within the time frame covered by MIPAS mission. The terms in the sum
are 8 sine and 8 cosine functions. They represent periodic oscillations with
period Ti. In Ti we include annual (12 months), semi-annual (6 months)
and other characteristic atmospheric periodicities of 3, 4, 8, 9, 18 and 24
months [32]. We decided to fit two di↵erent constant parameters for the
two parts of the mission: aFR for the FR and aOR for the OR part. The
aim of this choice is to account for possible relative biases between the two
phases of the mission. These may be caused, for example, by the di↵erent
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spectral resolutions adopted, by the di↵erent MWs used for the retrieval and
by the di↵erent vertical and horizontal samplings of the instrument in the
two mission phases. We calculate the uncertainty on the fitted parameters
assuming each monthly average is a↵ected by an error given by the standard
deviation of the mean. Furthermore we multiply the uncertainty obtained
from the error propagation analysis by the square root of the normalized
least squares (the so-called “reduced  2”). This latter operation is intended
to account also for the quality of the fit in the evaluation of trend errors.
6.6.1 Results
Fig. 6.14 shows some examples of CCl4 trend analysis. Each panel refers
to a specific latitude band and pressure level. The top plot of each panel
shows the time series of the monthly averages with error bars given by the
standard deviation of the mean (blue symbols). The red curve represents the
best fitting function VMR(t), while the green line represents the constant
and the linear (trend) terms of VMR(t). In the lower plot of each panel
we show the residuals of the fit (the monthly averages minus the values
calculated on the fitting curve). In each panel we also report the value
obtained for the trend, its uncertainty and the di↵erence between the two
constant terms aFR   aOR.
The quality of the fit is generally better in the OR period. Indeed, in
this mission phase the instrument provides measurements with more uniform
and finer geographical coverage. We also carried out a spectral analysis of
the fitting residuals, which revealed that all the periodicities embedded in
the considered time series of monthly means are properly accounted for by
the fitting function (Eq. 6.2).
Fig. 6.15 summarizes the results obtained for CCl4 trends. Panel a)
shows the absolute trends. Negative trends are observed at all latitudes
in the UTLS region. The magnitude of the negative trend decreases with
increasing altitude. The trend shows slightly positive values (about 5-10
pptv/decade) in a limited region, particularly in the Southern mid-latitudes
between 50 and 10 hPa. This feature is probably related to the asymmetry in
the general circulation of the atmosphere. The air at higher altitudes can be
considered older than the tropospheric air that has been lifted up by strong
convection mechanisms in the tropical regions [96]. The tropospheric air
just injected into the stratosphere is richer in CCl4. We attribute positive
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Figure 6.14: CCl4 trend analysis for 20  S/25  S at 50 hPa (top left), 55 
S/60  S at 100 hPa (top right), 25  N/20  N at 90 hPa (bottom left) and 50 
N/45  N at 100 hPa (bottom right). The blue dots are the MIPAS monthly
averages and the error bars are the standard deviation of the means. The
red curve is the best fitting function VMR(t) and green line is the linear
term (trend). The lower part of each plot shows the residuals between the
MIPAS monthly averages and the best fitting function VMR(t). The CCl4
trend, its uncertainty and the bias between FR and OR are also indicated
in each panel.
stratospheric trend values in certain latitude regions to the less e↵ective
mixing mechanisms in the stratosphere as compared to the troposphere at
these latitudes. Similar features have also been observed by other authors
in CFC-11 and CFC-12 trends [45]. Recently some studies [34, 55, 66] have
shown that the trends in stratospheric trace gases are a↵ected by variability
in the stratospheric circulation. This has been shown for a number of halogen
source gases and the complementary degradation products (i.e. HCl and
HF). This variability can partially explain why the stratospheric trend does
not simply follow the tropospheric trend with a time lag.
Assuming for each latitude bin and pressure level the average CCl4 VMR
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Figure 6.15: CCl4 trends as a function of latitude and pressure. Panel
a) absolute trends, b) percentage trends, c) absolute errors, d) percentage
errors. Latitudes / pressures with trend error greater than 30% are masked
with dashed areas.
obtained from the full MIPAS dataset, we also calculated the relative CCl4
trends. They are shown in the panel b) of Fig. 6.15. The same considerations
made for the absolute trends apply also to relative trends. The asymmetry
between the NH and the SH is very pronounced, the NH having larger neg-
ative relative trends increasing with altitude and reaching 30-35%/decade
at 50 hPa. Note however that above 50 hPa they show large variations
with both latitude and pressure. These oscillations correspond to extremely
small average VMR values that make the relative trend numerically un-
stable. Panels c) and d) of Fig. 6.15 show, respectively, the absolute and
percentage random errors on the trends. The uncertainties increase above
20 hPa. Large uncertainties are associated to latitude bins and pressure
levels for which a relatively small number of measurements is available. For
clarity in Fig. 6.16 we show the ratio between CCl4 trends and the related
random errors. Latitude bins / pressure levels with ratio values less than
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Figure 6.16: Map of the ratio between CCl4 trends and associated random
errors.
2 are marked with white and grey colors and correspond to trend values
that are not significantly di↵erent from zero from the statistical point of
view. Note, however, that most of the calculated trends are greater than 5
times the related error, and are thus statistically significant. In the maps
of Fig.s 6.15 and 6.16, values corresponding to errors greater than 30% are
masked with dashes. We consider unreliable any trends with errors greater
than this threshold.
As mentioned in Sect. 6.2.1, an important source of uncertainty could
arise from a residual drift of the calibration error, possibly due to neglecting
changes in detector non-linearity as the instrument ages. As outlined in
Sect. 6.2.1, however, the worst case scenario for the drift of the calibration
error could amount to 1% of the calibration error itself, which in turn, is of
the order of 0.4% of each individual retrieved CCl4 VMR profile. Therefore,
this error source is negligible compared to the statistical error shown in panel
d) of Fig. 6.15.
6.6.2 Comparison with CCl4 trends reported in literature
Although measurements acquired at ground stations cannot be directly com-
pared with MIPAS profiles that have a lower altitude limit of 5-6 km, we
can still compare tropospheric CCl4 trends derived from MIPAS with trends
derived from ground-based measurements. Under the assumption of well-
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mixed troposphere, we can consider the CCl4 vertical distribution approxi-
mately constant [14, 1]. We consider observations provided by two networks
that regularly perform long-term, highly accurate near-surface measure-
ments of various tracers, including CCl4: the NOAA/ESRL/HATS (http:
//www.esrl.noaa.gov/gmd/hats/) and the AGAGE [89, 70, 71] http://
agage.mit.edu/) networks. The NOAA/ESRL/HATS group provides ac-
curate measurements of CCl4 through three di↵erent programs: two in situ
electron capture detector (ECD) measurement programs and one flask sys-
tem using gas chromatography with ECD program. In this work we use a
CCl4 combined dataset, developed by the NOAA to homogenize all of the
measurements made by the di↵erent programs (more details at http://www.
esrl.noaa.gov/gmd/hats/combined/CCl4.html). All the CCl4 NOAA records
are reported on the NOAA-2008 scale. AGAGE measurements used here are
obtained using in situ gas chromatography with ECD and reported on the
SIO-2005 calibration scale. NOAA and AGAGE in situ measurements at
common sites are inter-compared every 6 months for validation purposes.
To compare MIPAS CCl4 trends to those derived from the ground-based
measurements of NOAA and AGAGE, we first choose a pressure level be-
longing to the troposphere, with the following procedure. For each latitude
bin ( ) and MIPAS monthly average profile we identify the tropopause with
the pressure level where the monthly average temperature shows its mini-
mum value. We multiply this pressure by 1.6 and find the nearest pressure
level (pt( )) in the fixed pressure grid defined in Sect. 6.6. Using this pro-
cedure the selected pressure level is located approximately 3 km below the
tropopause. For each latitude bin and month we then compute the monthly
CCl4 average at pt( ). Finally, for each latitude bin, we calculate the trend
at this month- and latitude- dependent tropospheric pressure as explained
in Sect. 6.6. Fig. 6.17 compares the time series of ground-based CCl4 mea-
surements of selected stations (black and orange lines) with MIPAS monthly
tropospheric averages (blue dots) in the same latitude bin of the ground sta-
tion. The two plots refer to ground stations located at tropical (top) and
middle (bottom) latitudes. Ground-based measurements do not really show
a seasonality, while MIPAS measurements do. The amplitude of the seasonal
variations observed by MIPAS increases with latitude. For tropical latitudes
MIPAS OR measurements show a positive bias of approximately 15%. Al-
though not focused on tropical regions, Fig. 6.8 comparing MIPAS to balloon
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Figure 6.17: Comparison between MIPAS (blue dots) and NOAA/AGAGE
(black/orange) CCl4 time series. The two plots refer to ground stations
located at tropical (top) and middle (bottom) latitudes. The red curve is
the fitting model used to derive the trend from MIPAS data, the green line
is the linear part of the model itself. The obtained trend values are also
shown in the plots.
measurements, already suggests the existence of this bias. At middle lati-
tudes the maximal values of the MIPAS time series roughly match ground
measurements. In Fig. 6.17 we also show the trend values determined on
the basis of the plotted measurements. In the examined cases the trends
obtained from MIPAS and ground stations are in very good agreement.
In Tab. 6.4 we compare MIPAS tropospheric CCl4 trends with trends
derived for the 2002–2012 decade from NOAA/AGAGE stations located
112 CHAPTER 6. CARBON TETRACHLORIDE
Site
Code Site Name
Latitude
(degN) Network
In-situ
trend
(pptv/decade)
MIPAS
trend
(pptv/decade)
MIPAS
Lat. Band
(degN)
BRW
Barrow,
USA 71.3 NOAA  12.7  3.2± 10.4 70/75
MHD
Mace Head,
Ireland 53.3 AGAGE  10.1  4.7± 5.1 50/55
THD
Trinidad Head,
USA 41.1 AGAGE  10.6  10.2± 3.1 40/45
NWR
Niwot Ridge,
USA 40.4 NOAA  12.3  10.2± 3.1 40/45
MLO
Mauna Loa,
USA 19.5 NOAA  12.2  14.9± 2.3 15/20
RPB
Ragged Point,
Barbados 13.2 AGAGE  10.7  12.7± 3.6 10/15
SMO
Tatuila,
American Samoa  14.4
NOAA
AGAGE
 11.8
 10.1  12.0± 3.0  10/ 15
CGO
Cape Grim,
Tasmania  40.7 AGAGE  10.2  25.9± 5.4  40/ 45
SPO
South Pole,
Antartica  90.0 NOAA  11.9  7.9± 10.6  85/ 90
Table 6.4: For each ground station the table columns show respectively: site
code, site name, site latitude, network name, station-related CCl4 trend,
tropospheric MIPAS trend, latitudinal band from which MIPAS data were
extracted.
in the same latitude band. Some stations produce CCl4 trends in very
good agreement with MIPAS. However, in general, and especially in the
polar regions, the variability of the tropopause is quite large, thus producing
time series of MIPAS monthly averages at pt( ) that can not be adequately
matched by the fitting function defined in Eq. 6.2. This feature sometimes
generates large residuals in the trend fit and thus large trend errors and/or
unrealistic trend values. Despite this di culty, from the statistical point
of view the only trends calculated at the CGO site disagree significantly.
We attribute this disagreement to the instabilities occurring in MIPAS data
at low altitudes. Indeed, the MIPAS tropospheric trend estimated for the
latitude bin 35 /40  S (the bin adjacent to the CGO site) is already equal to
 9.16±2.03 pptv/decade, i.e. in perfect agreement with the trend calculated
from the CGO measurements.
Looking at the literature we found that [5] estimate the global CCl4
trend from ACE-FTS measurements. The authors consider CCl4 VMR pro-
files obtained from ACE-FTS in the 30  S/30  N latitude belt. They cal-
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culate yearly averages of CCl4 VMR in the altitude range from 5 to 17 km
and fit the seven 2004-2010 yearly averages with a linear least-squares ap-
proach. The resulting trend is  13.2 ± 0.9 pptv/decade. If we average
MIPAS trends presented in Sect. 6.6.1 in the 30  S/30  N latitude inter-
val and in the 100–300 hPa pressure range, with a filter discarding trend
values with relative error greater than 30%, we get an average trend of
 12.80± 0.12 pptv/decade. This value is in very good agreement with the
trend determined from ACE-FTS. Note also that, since MIPAS measures
atmospheric emission its sampling is finer than that of ACE-FTS both in
space and time. With MIPAS it is therefore possible to estimate trends with
a better precision.
6.7 Lifetime
In this section, we estimate the stratospheric lifetime of CCl4 according
to the tracer-tracer correlation method established by [102] based on the
theoretical framework presented by [68] and [69]. Here we choose CFC  11
as the reference tracer (b) correlated to CCl4 (tracer a). The stratospheric
lifetime can be calculated using the following equation:
⌧a
⌧b
=
 a
 b
d a
d b
  
tropopause
(6.3)
where ⌧a and ⌧b are the stratospheric lifetimes of the two correlated tracers
and  a,  b, d a/d b are, respectively, the atmospheric VMRs of the two
species and the slope of the correlation at the tropopause in steady-state.
A major complication that arises when using Eq. 6.3 is due the fact that
the considered tracers decline in the 2002 - 2012 decade, therefore MIPAS
measurements can not be considered to refer to a steady state. Using decadal
averages for  a and  b does not actually cause large errors in ⌧a, however,
replacing the steady state slope with the measured slope d a/d b may be
a rough approximation [102]. The di↵erence between the slopes in steady-
and transient- states is mainly linked to the tropospheric change rate  0 of
the tracers in the considered time period. In order to account for the e↵ect
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of  0 on d a/d b we use the following formula proposed by [102]:
d a
d b
    
tropopause
=
d 
d b
  
tropopause
· d bd 
  
 =0
+  0a 0a
d b
d 
  
 =0
+  0b 0b
· 1  2 0b⇤
1  2 0a⇤
. (6.4)
In this expression d b/d 
  
 =0
is the slope of the reference tracer (b) with
respect to the age of air   at the tropopause, ⇤ is the width of the atmo-
spheric age spectrum,  0 and  0 are, respectively, the e↵ective linear growth
rate and the VMR of the tracers at the tropopause. According to [102],  0
can be calculated as:
 0 = c  2⇤d (6.5)
where c and d are time-dependent coe cients. At each month (t) they are
obtained by fitting a 5-years prior time series of monthly VMR averages
of the considered tracer at the tropopause level ( 0(t0)) with the following
function:
 0(t
0) =  0(t)[1 + c(t0   t) + d(t0   t)2]. (6.6)
To derive lifetime estimates, as suggested in [6], we considered only the
latitudes in the so-called surf zone [102], between 30  N/S and 70  N/S.
The tropical regions are not suitable to estimate the stratospheric lifetime
using the tracer-tracer method due to the intense large-scale upwelling [68].
Similarly, the polar regions are not suitable for this study due to the intense
subsidence, especially during winter [67]. For each month of the MIPAS
mission and each 5  latitudinal band between 30  N/S and 70  N/S, we
determine the pressure level corresponding to the tropopause, as the level
with a minimum in the monthly average temperature profile. For CFC-11 we
assume a lifetime ⌧b = 52(43 - 67) years [92]. To determine the coe cients
c and d appearing in Eq. 6.6, at each MIPAS measurement month t we fit
a time series of HATS (http://www.esrl.noaa.gov/gmd/hats/) CCl4 and
CFC-11 global monthly averages. Each time series extends back in time for
5 years, starting from the month t. The calculation is then repeated for
each month of the MIPAS mission, from April 2002 to July 2012. For the
estimation of lifetimes limited to NH and SH we used respectively NH and
SH HATS monthly means instead of global monthly mean. We then used
the coe cients c and d to calculate the e↵ective linear growth rate  0 via
Eq. 6.5, assuming ⇤ =1.25 years [102, 51].
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To estimate the slope of CFC-11 with respect to the age of air at the
tropopause we used an analysis of air samples acquired on board Geophys-
ica aircraft [51]. The analysis produces a d b/d 
  
 =0
value of  20.6 ±
4.6 ppt yr 1 for 2010. We calculated the slope for other years by scaling
the 2010 value according the relative change of the yearly  0 average. For
Eq. 6.4 we used an average of the  0 values obtained in the whole MIPAS
mission period.
We determined d a/d b
  
tropopause
, the slope of the correlation at the
tropopause, according to the method suggested by [6]. We considered only
the VMR monthly means of CFC-11 and CCl4 at the SPARC pressure levels
(see Sect. 6.6) above the tropopause. First of all, the mean correlation curve
has been created calculating the mean of the CCl4 data within 2 pptv of
CFC-11 wide windows. The slope of the data has been calculated using a
linear least squared fit within a moving window of 80 pptv of CFC-11. After
the calculation, the moving window would be shifted forward by 5 pptv
and the slope would be calculated again. The procedure was repeated for
each 5 degrees latitudinal band. As suggested in [6] only CFC-11 VMRs
greater than 120 pptv are considered. This approach makes us confident
that the calculated slope is not a↵ected by VMR values arising from the
upper stratosphere. The remaining data were fitted using a second degree
polynomial to calculate the value of the slope at the tropopause.
We calculated the VMR at the tropopause ( 0) by averaging all the
VMR monthly averages at the tropopause pressure level. The monthly
means are then weighted using the corresponding atmospheric pressure. The
atmospheric VMR ( ) is calculated averaging the VMR monthly averages
weighted with atmospheric pressure, in the pressure range between 200 and
20 hPa. The calculation of  0 and   of CCl4 and CFC-11 is carried-out
separately for each latitudinal band, yielding a CCl4 global average lifetime
of 47(39 - 61) years, a lifetime of 49(40 - 63) years in the NH, and 46(38
- 60) years in the SH. We calculated the CCl4 lifetime confidence interval
by mapping through the calculations the CFC-11 lifetime confidence inter-
val (see [92, 93] for more details). We also evaluated the impact of other
possible error sources using a perturbative approach. We found that a 10%
bias in the CCl4 VMR retrieved from MIPAS (see Sect. 6.4) would cause
an error of the order of 3   4% in the CCl4 lifetime. An uncertainty of
±4.6 ppt yr 1 in d b/d 
  
 =0
would cause an error smaller than 4% in the
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CCl4 lifetime. These contributions are by far smaller than the error implied
by the uncertainty in the CFC-11 lifetime.
Our CCl4 lifetime estimations are consistent with the most recent lit-
erature that suggests an atmospheric lifetime of 44(36 - 58) years [92, 93].
Several older studies report atmospheric CCl4 lifetimes between 30 and 50
years [91, 88, 59, 110, 1]. [6] studied the stratospheric lifetime of several
species (including CFC-11 and CCl4) using ACE-FTS measurements. Us-
ing a CFC-11 lifetime of 45±7 [111] they calculated a CCl4 global lifetime
of 35±11 years. The di↵erence with our results is explained taking into ac-
count the di↵erent reference CFC-11 lifetimes used: using the same CFC-11
lifetime [111] we would obtain a CCl4 lifetime of 41±6 years. [6] report also
very di↵erent lifetimes in the two hemispheres (41±9 years in the NH and
21±6 years in the SH) but they are not able to provide a solid justification for
this finding. Again, the di↵erences with our results are partially explained
with the di↵erent CFC-11 lifetime considered (using the same CFC-11 life-
time [111] we would obtain a CCl4 lifetime of 42±7 years in the NH and
40±6 years in the SH) but the choice of di↵erent reference lifetimes does not
explain the hemispheric asymmetry reported in [6].
Chapter 7
Conclusions
The main target of this PhD thesis is the retrieval and the study of minor
constituents of the middle atmosphere.
The analyses made during this thesis have been performed exploiting
the measurements of the MIPAS instrument (Chap. 2). MIPAS is a limb-
scanning Fourier transform spectrometer that operated onboard the polar-
orbiting ESA ENVISAT from July 2002 to April 2012. MIPAS measured
atmospheric limb emission radiance in the middle and upper atmosphere in
the spectral range from 4.15 to 14.6 µm, covering almost the complete ther-
mal infrared region in which emission lines of most atmospheric constituents
are present. MIPAS provided a fundamental contribution to improve the
knowledge of the chemistry and the dynamics of the middle atmosphere.
MIPAS measurements were routinely processed by ESA using an online al-
gorithm based on the ORM (Sect. 4.6). The retrieval was based on the
non-linear least squares fit within selected spectral intervals (MWs). The
vertical distribution of each geophysical parameter was retrieved simultane-
ously at all altitudes using the entire MIPAS limb scanning sequence. At
the beginning of the mission, MIPAS measurements were exploited for the
retrieval of some key chemical components, and, for this reason the retrieval
sequence included ”only” the joint retrieval of pressure and temperature,
and the VMR of the H2O, O3, HNO3, CH4, N2O and NO2.
Over the years several authors have studied the possibility to retrieve
the distribution of other minor constituents of the middle atmosphere from
MIPAS measurements. Some of the minor species recently studied include
CFC–11 [45], ClONO2 [40], N2O5 [57], CFC–12 [45], COF2 [35], CCl4 [100],
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HCN [29], HCFC–22 [15], H2O2 [63], C2H6 [105], H2CO [94], C2H2 [64] and
SO2 [38]. These minor constituents give a minor contribution to the MIPAS
spectra but their retrieval is fundamental to improve our general knowledge
of the chemistry of the middle atmosphere. Moreover the retrieval and the
study of these minor species allow a better characterization of the already
known species due to possible mutual interferences. As a consequence of
these studies, in the most recent version of MIPAS Level 2 data (Version 7),
the list of retrieved molecules has been extended to include also CFC–11,
ClONO2, N2O5, CFC–12, COF2, CCl4, HCN, CFC–14, and HCFC–22.
In the first part of this PhD project, I worked on the retrieval of COCl2
(Chap. 5). The COCl2 global distribution in the UTLS was determined
for the first time from MIPAS measurements [101]. COCl2 was retrieved
using an upgraded version of the ORM (Sect. 4.6) with the MTR function-
ality and the OE approach (Sect. 5.3). These upgrades allowed the COCl2
and CFC–11 VMRs joint retrieval. This choice was crucial because of the
weakness of COCl2 spectral features and because of their mutual spectral
interference with CFC–11. In order to get the best performances in the re-
trieval of COCl2 VMR, new COCl2 spectroscopic data have been tuned and
an optimal set of MWs has been selected. To determine seasonal and lati-
tudinal averages of phosgene VMR, more than 28000 profiles were retrieved
from a set of MIPAS Level 1B Version 5 measurements acquired in the year
2008. COCl2 mean seasonal VMR profiles show an evident latitudinal vari-
ability (Sect. 5.4). Largest values of the COCl2 VMR (about 35 pptv) are
found at the tropics at pressures around 30 hPa. At the mid-latitudes and
at the poles, the VMR distribution is less peaked with highest values not ex-
ceeding 30 pptv. The results of this analysis were compared with ACE-FTS
COCl2 profiles co-located with the profiles retrieved using MIPAS observa-
tions (Sect. 5.5). The inter-comparison showed a good agreement between
the two instruments, well within the combined systematic and random er-
rors. MIPAS COCl2 average seasonal profiles highlighted, for the first time,
that the COCl2 distribution in the UTLS has no seasonal variability apart
from a somewhat weak seasonality at the poles. When this analysis was
performed the most recent available version of the MIPAS level 1B data was
version 5. Unfortunately that version of the data was a↵ected by a small
drifting calibration error induced by the non-linear behavior of the detectors
[48]. This feature of MIPAS version 5 spectra prevented us to carry-out an
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accurate trend analysis for this gas [21, 46].
In the second part of this PhD project, I studied the CCl4 distribution
in the UTLS region (Chap. 6). CCl4 is a strong ozone-depleting substance,
banned by the Montreal protocol starting from 1996. The analysis was
performed using the CCl4 o cial ESA Level 2 Version 7 products (Sect.
6.2).
The mean distribution of CCl4 VMR shows the typical characteristics
of long-lived species of anthropogenic origin that are primarily destroyed by
photolysis (Sect. 6.3). The highest VMR values (higher than 100 pptv)
are found in the lowermost sounded altitudes, and VMR monotonically de-
creases with increasing altitude. In the lower stratosphere, the largest values
are observed at the tropics due to the intense updraft that occurs in the trop-
ical region. The CCl4 global distribution shows a seasonal variability in the
polar regions due to CCl4-poor mesospheric air subsidence induced by the
polar vortex.
MIPAS CCl4 VMR vertical profiles have been compared with those de-
rived from other independent instruments, MIPAS-B and ACE-FTS (Sect.
6.4), and from EMAC model simulations (Sect. 6.5). MIPAS/ENVISAT
measurements highlight a general good agreement (within 10%) with both
instruments in the pressure range from 100 to 40 hPa. For pressures smaller
than 40 hPa, MIPAS/ENVISAT CCl4 values are between MIPAS-B and
ACE–FTS. Within the 50 S-70 S latitude band, MIPAS shows a large neg-
ative bias with respect ACE–FTS. Further investigations have demonstrated
that this bias is probably related with ACE–FTS products and it will be
reduced in the upcoming version of the ACE–FTS products. For the com-
parison with EMAC model data, I used two di↵erent simulations performed
from 1979 to 2013 with a spatial resolution of about 2.8 ⇥ 2.8  and with 90
model levels. These simulations are performed with the so-called specified
dynamics, in which the simulations are ”nudged” towards the ERA – Interim
re-analysis data in order to correct possible potential temperature biases and
better simulate atmospheric dynamics. The comparison between CCl4 ESA
MIPAS and both EMAC RC1SD simulations shows a general good agree-
ment, slightly better in the NH than in the SH. The largest di↵erences are
observed at the south pole, due to the presence of the polar vortex, and at
the tropics, where vertical motions play a key role. At these latitudes the
comparison highlights a better agreement considering the EMAC RC1SD-
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Base-07 simulation, with the full nudging of the temperature, that is able
to better reproduce the dynamics of the atmosphere and, as a consequence,
the transport of CCl4.
ESA MIPAS Level 2 version 7 products were produced using the new
version of the MIPAS Level 1B spectra (version 7) which overcome the er-
ror caused by the imperfect instrument radiometric calibration using a new
time-dependent correction scheme for detector non-linearities. Exploiting
this new feature I had the opportunity to accurately evaluate CCl4 trends
as a function of latitude and altitude (Sect. 6.6). I observed negative
trends of about  10/   15 pptv/decade ( 10/   30 %/decade) at all lat-
itudes in the UTLS region, with the exception of positive values of about
5/10 pptv/decade (15/20 %/decade) at mid-latitudes of the SH between 50
and 10 hPa. This positive stratospheric trend is probably caused by the less
e↵ective mixing mechanisms in the stratosphere with respect to the tropo-
sphere. In general, CCl4 VMR values exhibit a greater decline rate for the
NH than the SH. This asymmetry of the trend in the two hemispheres is
probably related to the asymmetry in the general circulation of the atmo-
sphere. The magnitude of the negative trend increases with altitude, more
strongly in the NH, reaching values of 30-35%/decade at 50 hPa, close to the
lifetime limited rate. The results of CCl4 MIPAS trend analysis were com-
pared with those estimated using ACE–FTS and surface networks, AGAGE
and NOAA/ESRL/HATS, observations. Although surface network measure-
ments cannot be properly compared with MIPAS observations, due to their
lower altitude limit of 5-6 km, the comparison of the estimated trends high-
lights a general good agreement from the statistical point of view, mainly
at mid-latitudes.
The interest on CCl4 has recently increased as a consequence of the
discrepancy between the atmospheric observations and the reported produc-
tion and consumption (”the mystery of CCl4”, [93]), that demonstrated how
CCl4 concentration has declined at a rate almost three times smaller than
its lifetime-limited rate. In order to contribute to the solution of this ”mys-
tery”, I computed the CCl4 stratospheric lifetime using the tracer-tracer
linear correlation approach (Sect. 6.7). Considering CFC–11 as reference
tracer, the calculation of the CCl4 lifetime provides a global average lifetime
of 47(39 - 61) years and a lifetime of 49(40 - 63) years for the NH and of
46(38 - 60) years for the SH. These results are consistent with the most
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recent literature results of 44(36 - 58) years [92, 93].
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