upon using a hierarchical structure [1] [2] [3] . The primary control, conventionally implemented using a droop mechanism, provides frequency and voltage regulation and shares the active/reactive load demands in proportion to the inverters' power ratings [4] . Despite operational simplicity and decentralized structure, droop control has practical limitations: operational frequency/voltage deviation, poor reactive power sharing in the presence of distribution line impedance, and poor power quality performance when dealing with nonlinear loads, to name a few [5] , [6] . A secondary control is often used to compensate for the limitations of the droop mechanism [2] .
The majority of existing secondary control solutions are structured centrally, e.g., those used for frequency and voltage restoration [7] , [8] , reactive power sharing [9] , and voltage unbalance/harmonic compensation [10] . This structure, however, has several limitations. It requires point-to-point communication between the central controller and all inverters, which increases system complexity and compromises its scalability and reliability. The centralized controller typically needs global knowledge about the system parameters and the load. Thus, it is unable to meet the plug-and-play operational requirement of microgrid systems. It is usually costly both in communication and computation when the number of sources increases. Most importantly, the central controller exposes a single point-of-failure, i.e., any failure in the controller renders the entire system inoperable. Distributed control schemes have been recently offered as alternative solutions [11] [12] [13] [14] [15] [16] [17] , given their scalability, sparse network, and improved resiliency to faults or unknown parameters [16] .
Distributed control approaches in [18] [19] [20] [21] [22] [23] [24] [25] [26] [27] [28] are mostly based on consensus protocols that ensure agents converge to a consistent understanding of their shared information in a distributed manner [29] . The majority of such approaches handle frequency regulation [11] , [26] , [28] and/or voltage control [21] , [24] . Simultaneous frequency and voltage regulation is addressed in [20] , while reactive power sharing is not considered. Power sharing is an important performance criterion in microgrid operation [13] , [30] , e.g., to prevent overloading. References [21] and [22] provide global voltage regulation with proper reactive power sharing in the presence of distribution line impedances. These works replace the conventional voltage droop control, and are considered as a droop-free control methodology. One drawback of such techniques is the absence of the droop mechanism, as a backup controller, which can degrade these controllers' functionality if the communication network fails Combining frequency/voltage regulation and load power sharing objectives in a single consensus-based framework is discussed in [18] , [19] , [22] , and [27] . This paper extends the previous work of Shafiee et al. [24] , to introduce a fully distributed secondary control framework which guarantees global voltage and frequency regulation as well as accurate active/reactive power sharing in droopbased microgrids. This control framework uses only sparse communication among neighboring inverters. The proposed methodology features a plug-and-play environment; prior system knowledge is not required, and inverters can be arbitrarily added to or removed from the microgrid. The salient features of this paper are outlined below:
• Conventional controllers require frequency measurement carried from the microgrid bus centrally, while the existing distributed solutions for frequency/active power control employ either local frequency measurement (e.g., [18] [19] [20] and [23] ), or local frequency variable provided by the droop mechanism (e.g., [11] , [26] , and [27] ). Our proposed method, alternatively, uses active power measurements to successfully synchronize frequencies across the microgrid without the need for additional apparatuses for frequency measurement. This approach liberates the controller from frequency measurement loops.
• In practical distribution network with non-negligible impedances, there exists a conflict between voltage regulation and accurate reactive power sharing. The existing voltage/reactive power controllers provide either precise voltage regulation (e.g., [18] [19] [20] ) or a tunable compromise between voltage regulation and reactive power sharing (e.g., [27] ). The former approach does not achieve reactive power sharing, while the later leads to a poor voltage regulation. Alternatively, the proposed controller guarantees successful global voltage regulation with accurate reactive power sharing. Unlike [21] , the proposed reactive power controller shares the power via fine-tuning the Q-V droop coefficients; each source participates in reactive power support according to its predefined power rating.
• The proposed method can relapse to droop mechanism if the overall communication system fails. Similar distributed solutions (e.g., [21] and [22] ) do not accommodate such contingency, and are vulnerable to communication failure.
• The controller objectives, i.e., managing voltage, frequency, and load sharing, are analytically shown to be met in the steady state. The controller performance is then evaluated on an experimental AC microgrid prototype. The remainder of this paper is organized as follows: The proposed cooperative control framework is introduced in Section II. Steady-state analysis for the microgrid operating with the proposed controller is provided in Section III. Section IV experimentally validates the proposed controller for an AC microgrid prototype. Section V concludes the paper. II. DISTRIBUTED CONTROL FRAMEWORK Figure 1 depicts the general structure of an inverterinterfaced microgrid control architecture augmented with a distributed secondary control. It has three control modules (see Fig. 3 ): voltage regulator, reactive power regulator, and active power/ frequency regulator. The voltage regulator module adjusts the global voltage across the distribution bus at the rated value. The reactive power regulator tunes the droop coefficients to provide proportional reactive power sharing, i.e., the total inductive load is shared among sources in proportion to their rated reactive powers. The third control module regulates the microgrid's frequency while maintaining the proportional active power sharing feature of the droop mechanism. The active and reactive power sharing are achieved within the predefined (active/reactive) power ratings of microgrid sources.
As shown in Fig. 3 , the proposed controller's outputs (δω i , δe i , δn i ) at each inverter, e.g., inverter i, are added to the well-known droop control mechanism, i.e.,
to update the set points of the line-to-neutral voltage magnitude, e * i , and frequency, ω * i . Accordingly, a suitable three-
is generated as a reference for the voltage and current control loops. While the voltage controller produces current reference, the current controller regulates the output current to follow that reference. Accordingly, the space-vector PWM module assigns appropriate switching signals to drive the inverter. The current control loop is normally set to be five times faster than the voltage loop with their bandwidth in the order of a few kHz (e.g., 2 kHz). Bandwidths of the upper control loops varies from a few to tens of Hz (e.g., 100 Hz for the droop control and 10 Hz for the secondary control). More details and guidelines for an optimal design of current/voltage control loops and droop control can be found in [30] . The microgrid system, as illustrated in Figs. 1 and 3 , is composed of three layers: electrical (physical) layer, control layer, and cyber (communication network) layer. The electrical layer includes the power distribution network and power electronics interfacing. Such a physical system can be equipped with a cyber network to exploit different control paradigms. The control layer includes the distributed control modules along with the primary control loop, and can be coupled with the physical network via sensors and controllers embedded in power electronics devices. The cyber layer facilitates data exchange among different power electronics inverters to collectively achieve consensus on qualities of interest. The cyber communication layer can be actualized and interfaced with the control layer using different communication protocols, for example, wireless Zigbee. A brief review on graph theory and preliminary requirements for the proposed controller is presented in the following subsection.
A. Communication Network Requirements
With a proper design of the communication graph, the control variables (on all nodes) reach a global consensus. It should be noted that the communication network can have a different topology than the underlying microgrid. The communication network may form a weighted graph among inverters, as shown in Fig. 2 . The graph is represented as a set of nodes V = {v 1 , v 2 , . . . , v N } connected through a set of edges E ⊂ V × V with an associated adjacency matrix
where N is the number of nodes (i.e., inverters). A direct path from v i to v j is a sequence of edges that connects the two nodes. The Adjacency matrix A carries the communication weights, where a ij > 0 if (v j , v i ) ∈ E, i.e., node i receives data from node j, and a ij = 0 otherwise. For the purpose of this paper, we assume a fixed adjacency matrix. N i = { j|(v j , v i ) ∈ E} denotes the set of all neighbors of the corresponding node i. Equivalently, if j ∈ N i , then v i receives information from v j . However, in a directed graph, the links are not necessarily reciprocal, i.e., v j may not receive information from v i . If there exists at least a direct path to every other node, the eventual convergence of the control variables to the desired reference set points, i.e., the consensus, is guaranteed [29] .
The controller at node i, relays an information vector, i , to its neighbors on the communication graph. The information vector includes the estimate of the averaged voltage It should be noted that the proposed methodology requires a sparse communication network, undirected or directed, that carries, at least, a root node with a direct path to every other node, and a balanced Laplacian matrix. As long as these requirements are met, there is no limitation on the number of sources/inverters; they can be arbitrarily added to or removed from the microgrid.
B. Voltage Regulator Module
The proposed voltage regulator is inspired by the powerflow analysis of large-scale power systems. Therein, not all bus voltages are 1 pu; rather, the dispatch center assigns values close to the rated voltage (e.g., 0.95 pu ≤ e * i ≤ 1.05 pu) to enable a desired power flow. The voltage regulator provides a voltage correction term, δe i , to boost the voltage magnitude at the terminals of inverter i. Each controller has an estimator, highlighted in Fig. 3 , that estimates the average of the voltage magnitudes across the distribution line,ē i .
The estimator module at node i provides the estimation of the average voltage magnitude,ē i , and exchanges this estimation with its neighbors. This estimation is based on the so-called dynamic consensus protocol [31] 
whereē j is the estimate of the average voltage magnitude provided by the estimator module at node j. In the updating protocol, the local voltage, e i , is directly fed into the estimation process which implies that any voltage variation at node i immediately affect the estimation at that node,ē i . The difference between this estimation and the rated voltage magnitude, e rated , is then fed to a PI controller, G i (s), to obtain the voltage correction term, δe i . Unlike most existing methods, where the sources share identical voltage set points in the steady state, i.e., e * 1 = · · · = e * N = e rated , our method ensures that the voltage set points are maintained within an acceptable range of the rated voltage. Uneven voltage set points offer the opportunity to accurately share the reactive power, while accounting for the distribution line impedances.
C. Reactive Power Regulator Module
Performance of Q − V droop controller is compromised in the presence of the distribution line impedances. The reactive power regulator module at each inverter tunes the droop coefficients according to microgrid's loading condition. The reactive power regulator at node i receives the normalized reactive powers of all its neighbors, i.e., the terms q norm j from all nodes j, j ∈ N i . Then, its normalized reactive power is compared with a weighted average of its neighbors' powers to find the loading mismatch, δq i ,
b is the coupling gain between the voltage and reactive power regulators. This allows us to use the communication network of the voltage regulator module. As seen in Fig. 3 , the loading mismatch, δq i , is fed to a PI controller, H i (s), to generate the droop correction term, δn i . This correction term is, then, used to update the droop coefficient,
n i0 is the initial droop assignment. This adjustment helps reduce the loading mismatch among neighbor inverters and, ultimately, the whole microgrid. Equivalently, the reactive powers reach consensus, and the mismatch terms converge to zero in the steady state, if the communication graph satisfies a balanced Laplacian matrix (see Section III). The adaptive behavior of Q-V droop mechanism provided by the proposed method has been illustrated by a diagonal arrow in Fig. 3 .
D. Frequency Regulator Module
Conventional frequency synchronization methods utilize feedback mechanisms that require frequency measurement. This could lead to a slow frequency response and a relatively large frequency deviation in presence of disturbances. In this subsection, we propose a simple control module that does not require frequency measurement, leading to a smaller frequency deviation.
The frequency control module provides an estimated average of the normalized active power,p norm i . Similar to the voltage estimation process, this estimation is made using a dynamic consensus protocol, as highlighted in Fig. 3 . This average value is then used as a global signal to be added to the P − ω droop mechanism. Accordingly, the controller at node i updates its average value dynamically based on
where the coupling gain c is a design parameter, andp norm j is the normalized average active power provided by the estimator at node j linked with node i. As seen in (7), the updating protocol uses the local normalized active power, p norm i , to account for the active power variation in the estimation process.
The control methodology in this work is introduced for dispatchable sources interfaced with voltage-source converters, e.g., energy storage systems. In such cases, active/reactive power rates are known and fixed, thus normalized powers can be easily obtained. In non-dispatchable sources, e.g., renewable energy sources, however, the output power is stochastic and a function of ambient conditions. In a scenario where some sources are non-dispatchable, the rated powers can be set at the maximum power supplied by that source.
E. Controller Design Guideline
Appropriate selection of control parameters is essential to the proper operation of the proposed control methodology. The proposed methodology requires a sparse communication network to exchange information. This network must feature a balanced Laplacian matrix and carry, at least, a root node with a direct path to every other node. Control modules may operate in different time frames. To be more specific:
1) Voltage observers are the most inner loops in this control framework and will be the fastest. They quickly provide voltage estimations for the voltage controller, G i , to maintain voltage stability and regulation. Communication gains, a ij s, are the building blocks of the Laplacian matrix, L, whose eigenvalues define the observer dynamics. As long as the stability and communication bandwidth is taken into account, the gains can be chosen large enough to speed up the response. The voltage controllers, G i s, should be chosen such that the voltage control loop has a bandwidth of about ten-times less than the microgrid (open-loop) dynamics.
2) As opposed to the voltage regulation, the active/reactive power regulators respond relatively slow. The goal of these regulators is to accurately share active/reactive power in the steady state, while their transient performances are of less importance. It is also important that low-bandwidth power measurement filters (for noise attenuation) naturally slow down the dynamic response of the power sharing control loops. Accordingly, the coupling gains, b, c, must be selected to provide such desired performance for the power regulators; relatively smaller gains help stabilize the entire system.
More details for optimal design of communication weights and impact of communication constraints including delays and switching of topology on the consensus protocols can be found in [32] and [33] .
III. STEADY-STATE ANALYSIS
This section validates the controller operational requirements, i.e., global voltage regulation, frequency synchronization, and proportional power sharing in the steady state. Since the inverters' rated voltages are generally assumed to be the microgrid's rated (line-to-neutral) voltage magnitudes, e rated , with no loss of generality, one can assume e rated = e rated 1.
Let's assume that the microgrid operates in the steady state for t ≥ t 0 . One can note that all voltage estimators converge to the true average voltage at the distribution buses, i.e.,
where x ss (e.g., e ss ) represents the steady-state value of the x (e.g., e), and e ss represents the average value of e ss . Note that the analytics here evaluates the average of the voltages, e ss , to ensure successful regulation of the average voltage at the rated value, i.e., e ss = e rated . Based on the control routine shown in Fig. 3 (i. e., equations (4), (5), and (6) 
where q = [q 1 , q 2 , . . . , q N ] T is the column vector of supported reactive powers, and n 0 carries column vectors of initial droop coefficients. T(·) = R N×1 → R N×N is the transformation that maps a vector to a diagonal matrix,
By substituting (9) and (10) in (11), e * ss = e rated 1
Equation (13) provides the steady-state voltage set points, e * ss , for t ≥ t 0 . In the steady state, the time-dependent part of (13) is zero, i.e.,
G I e rated − e ss 1 − T bH I Lq norm,ss q ss = 0.
Since H I is a diagonal matrix and b is a real number, one can write,
T bH I Lq norm,ss = bH I T Lq norm,ss .
This transformation helps to reorder (14) as
where
is a diagonal matrix with positive entries, i.e., u i > 0. Accordingly,
If any of the reactive powers is zero, e.g., q j = 0, then (18) implies e rated = e ss . Otherwise, one can safely assume that all the sources either only deliver or only receive reactive power, i.e., all q i > 0 or all q i < 0. The scenario in which q i > 0 for some sources and q i < 0 for others is not practical 
Since u j > 0, the sigma term is nonzero and e rated − e ss = 0. Therefore, the averaged voltage magnitude, e ss , is successfully regulated at the rated value, e rated . By substituting e rated − e ss = 0 into (19) ,
which is a quadratic equation. It is shown in [15] that if the communication graph contains some minimum connectivity, the only nonzero solution to Lx = 0 is x = k1, where k is a real number. Thus, (22) implies q ss = k(q norm,ss ) −1 1, and ensures the proportional reactive power sharing. The active power/frequency regulator module adjusts the system frequency by biasing the P − ω droop characteristic and tuning the set point for the angular frequency, ω * i . One can find from Fig. 3 ,
Properly tuned droop gains revise the frequency and damp all possible oscillations until the entire network settles on a common frequency and all active/reactive powers converge to a steady state. It should be noted that poorly tuned droop controllers, on the contrary, may even lead to system instability. Thus, in the steady state, one can safely assume that all sources will synchronize to the same frequency, ω ss , and all estimations of the averaged normalized active powers will converge to the true average value, i.e.,
p norm,ss represents the average value of p norm,ss . According to Fig. 3 , for any source i at t ≥ t 0 , one can write,
Equation (35) (25) implies ω ss = ω rated , i.e., all sources have been synchronized to the rated frequency, ω rated . 
IV. EXPERIMENTAL VALIDATION
A four-inverter microgrid setup, shown in Fig. 4 , is prototyped in the Intelligent Microgrid Laboratory at Aalborg University [34] . The rated voltage and frequency are 230 V and 50 Hz, respectively. The rated powers of inverters 1 and 2 are twice those for inverters 3 and 4 (see Table I ). LCL filters are installed at the inverters' outputs to reduce the switchinginduced harmonics. Low-pass filters (<2 Hz) are used in the power measurements to eliminate undesired switching and line-frequency harmonics. A ring bidirectional communication network, highlighted in Fig. 4(a) , facilitates data exchange among inverters. The communication links are all bidirectional leading to a balanced Laplacian matrix. It should be noted that alternative communication structures, with fewer links, could still meet the graphical connectivity requirement. However, an extra link is considered here to maintain the graphical connectivity even with a single link/inverter failure. A single dSPACE DS1006, as seen in Fig. 4(b) , implements the control routines and mimics the distributed communication network. The proposed control framework together with the communication network model including the real constraints (i.e., delay, packet loss, and limited bandwidth) are implemented in the MATLAB/SIMULINK environment, and compiled to the dSPACE. The adjacency matrix, A, and the coupling gains, i.e., the design parameters, b and c, are 
Other electrical and control parameters are tabulated in detail in Table I . Performance of the proposed cooperative controller is evaluated through the following studies. 
A. Performance Assessment
The performance of the proposed control algorithm is compared with the conventional droop control with fixed coefficients. As shown in Fig. 5 , for t < 8s, only the primary droop controllers are effective, and voltage and frequency terms deviate from their rated values (see Figs. 5(a), 5(b) ). Moreover, the voltage across the terminals of the distribution line varies in the presence of line impedance. This undermines the reactive power sharing process, as seen in the early part of Fig. 5(c) . The active power is still proportionally shared among inverters since frequency is a global entity valid throughout the microgrid.
Once the secondary controller is activated at t = 8 s, the terminal voltages across the distribution line are boosted to regulate the average voltage at the rated value, (see Fig. 5(h) ). Individual bus voltages ought to be different than the rated voltage to manage the reactive power flow. However, such slight deviations are kept within an acceptable range. As seen, the fine adjustment of the droop coefficient (see Fig. 5(g) ) results in an accurate reactive power sharing, where the first two inverters provide twice as much reactive power as the other two inverters. Estimated average voltages are compared with the true average voltage magnitude, which is the average of the voltage terms in four inverters. An excellent agreement is reported in Fig. 5(h) between the estimations,ē i s, and the true average,ē. The microgrid frequency is also restored to its nominal value after activating the proposed controller (see Fig. 5(b) ). Estimated averages of normalized active powers,p norm i s, are compared with the true average,p norm , in Fig. 5(f) , where an appropriate match is reported. Thus, all inverters receive the same frequency correction term, δω i , to maintain the active powers sharing feature of the droop mechanism.
The local load at the fourth bus, Z 4 , is unplugged at t = 18 s and plugged back at t = 32 s, to evaluate the controller performance under the load disturbances. As seen in Fig. 5 , global voltage regulation, frequency regulation, and proportional active/reactive power sharing are properly carried out. Excellent voltage estimation, that tightly follows the average voltage, is reported even during transients. It should be noted that total active and reactive power demand slightly elevates after the controller activation. This effect is rooted in voltage and frequency restoration; the microgrid has to inject extra power to ensure voltage/frequency regulation at the rated values.
B. Plug-and-Play Capability
The controller performance for an inverter hot-swap is studied in Fig. 6 . The third inverter (and its associated communication links) is intentionally disconnected from and then connected back to the microgrid (Fig. 6(a) ). Removing communication links 2-3 and 3-4 still leaves a connected graph. When the third inverter is disconnected at t = 10 s, the voltage and frequency regulation are preserved and the excess active/reactive power demand is shared among the remaining operational inverters. It can also be seen that the active and reactive power supplied to the third bus do not suddenly drop to zero. The slow decline is because of low-pass filters placed to remove undesired harmonics from the measured power. A synchronization procedure is required to match the voltage, frequency, and phase angle of the inverter 3 with the microgrid. After successful synchronization, inverter 3 is reconnected to the microgrid at t = 31 s. As Fig. 6 shows, proportional power sharing is maintained and the bus voltages/frequencies remain well regulated. The observed transient error in power sharing is because of synchronization error between inverter 3 and the microgrid at the time of connection.
C. Controller Efficacy Under Directed Communication Network
Performance of the proposed control methodology under direct communication network is evaluated in Fig. 7 . Fig. 7(a) 
D. Impact of Communication Network Non-Idealities
Microgrid dynamics exhibit different time scales for different levels of control hierarchy, i.e., primary, secondary, and tertiary control, as well as for different control goals (e.g., voltage regulation, frequency synchronization, etc.). In secondary control, as shown in the previous studies, the dynamics are slow and in the order of hundreds of milliseconds. Therefore, communication technologies with high data transmission rate are not required. Moreover, communication non-idealities such as delay and packet loss are expected to have a negligible impact on the controller performance. This is also shown in [7] and [35] [36] [37] , where the impact of the communication delay on load sharing and secondary frequency control has been studied. The experimental results in Figs. 8 and 9 study the effect of non-idealities in communication channels, i.e., delay, packet loss, and communication bandwidth, on the controller performance. Figure 8 shows the controller performance in response to the step load changes under different communication delays and 98% packet loss. While sampling rates of 0.1 ms, 0.2 ms, and 1 ms, have been tested, only supplied active and reactive powers are presented for the last case, for brevity. The results show that for a relatively large amount of packet loss, and delays shorter than 400 ms, the proposed controller still remains properly functional. However, longer delays may compromise the controller performance. It should be noted that long delays and high packet loss lead to non-negligible steady-state errors in frequency and voltage terms. This is because the dynamic consensus protocol is influenced by delay and packet loss causing drift from a consensus, as shown in [38] . Further results on the impact of communication sampling rate are provided in Fig. 9 . While the voltage and reactive power regulators can operate with low sampling rates, the experimental studies show that the minimum operable communication rate for the frequency regulator is 1 ms. Fig. 9 demonstrates the voltage and reactive power regulator's performance when the sampling rate of communication network is 20 ms. Frequent load change occurs at bus 4 at t = 5 s and t = 15 s. To understand the relationship between the sampling rate and the other communication non-idealities, results have been provided under delay and packet loss. Comparing Fig. 9(a) and Fig. 8(b) , one can conclude that sampling rate and delay are two independent issues; communication delay has almost the same impact on the controller performance for different sampling rates. Obviously, the lower the sampling rate, the more pronounced are the effects of packet losses on the controller performance. However, Fig. 9(b) shows that the proposed scheme is still robust against a high probability of packet loss. These observations find wireless communication technologies, e.g., 2.45 GHz ZigBee with complete data transmission delay less than 1 ms, suitable options for the field installation in a small geographical area.
V. CONCLUSION
A secondary control framework is introduced to handle voltage/frequency regulation and active/reactive power sharing in inverter-based microgrids. The proposed methodology is fully distributed; each inverter broadcasts an information vector only to those neighbor inverters directly linked on a communication graph. The controller of each inverter processes the local and neighbors' information using three control modules: the voltage regulator, the reactive power regulator, and the active power/frequency regulator modules. The voltage regulator module adjusts the global average voltage across the distribution bus of the microgrid, rather than the individual inverter terminal voltages, at the rated value. This enables proper sharing of the reactive power demand among inverters. The reactive power regulator module dynamically tunes the droop characteristic of each inverter by comparing the local and neighbors' reactive powers normalized with respect to their ratings. The active power/frequency regulator module estimates the average normalized active power using a dynamic consensus protocol and, accordingly, regulates the microgrid's frequency and shares the active power demand proportional to inverters' rating. The proposed control methodology accounts for the distribution line impedances, and does not require explicit measurement of the microgrid's frequency. Comparative experimental studies validate accurate global voltage regulation, frequency regulation, and proportional power sharing. Plug-and-play capability, and resiliency to different communication topologies and constraints such as limited bandwidth, delay, and packet loss, are verified through experiments.
