Abstract-This paper focuses on the sampling rate tracking control of networked control systems (NCSs) with packet disordering. In view of the coupled relation between packet disordering and sampling rate, a novel sampling rate control algorithm, referring to the cognitive knowledge of packet disordering, is presented. Based on it, a controller that jointly controls sampling rate and the plant is proposed, and an augmented model of NCSs is constructed. A sufficient condition under which the close-loop systems are stochastically stable is derived. Moreover, the actual sampling period tracks a desired sampling period according to tracking control method. The controller design is presented for NCSs in terms of linear matrix inequalities (LMIs) technique. Finally, A numerical example is given to illustrate the effectiveness of the proposed method.
I. INTRODUCTION
Systems components (sensor, controller and actuator) exchange information via communication networks in real time. Thus, so called networked control systems (NCSs) are formed [1, 2] . Due to the obvious advantages over traditional control systems, such as low cost, high flexibility and easy maintenance, and so on, the NCSs have been widely applied into the practical engineering control systems. However, packet disordering exists inevitably due to the limited transmission capacity of the networks and results in performance degradation of NCSs [3] [4] [5] . As illustrated in our early investigations [6, 7] , the designed controllers ignoring packet disordering fail to stabilize NCSs with heavy level of packet disordering. Hence, we argue that packet disordering should be explicitly taken into account, and an alternative solution should be proposed for NCSs with packet disordering.
Packet disordering of NCSs has drawn an increasing attention [8] [9] [10] [11] [12] . A preliminary attempt has been done in [8] , in which the sampling instants of received signals were compared to describe packet disordering, followed by [9] wherein an active compensation scheme was proposed. In [10, 11] , packets that late arrived at control nodes were discarded, and stability and H∞ compensation control were investigated. Note that the phenomenon of packet disordering can not be fully described in [10, 11] . [6, 7] introduced the notion of packet displacement, and stability analysis and synthesis of NCSs were investigated by designing state feedback controllers. More recently, by defining the map between the newest signals and packet displacement, the real-time controllers were derived for multiple input and multiple output NCSs [12] . However, to the best of the authors' knowledge, the packet disordering of NCSs has not been fully investigated to date. Especially, the two underlining shortcomings still exist in the above-mentioned literature, which can be briefly summarized in the following. One is that analysis and synthesis of NCSs with packet disordering are mainly based on the strategy of discarding late packets, and the method that improves the quality of service (QoS) of networks in terms of information about packet disordering has not been investigated. The other is statistical characteristics shown by packet disordering have not been analyzed in the aforementioned literature so far, such that the existing methods may prove to be highly inefficient or are not optimal in the real network control engineers, which motivates the present study.
Our strategy is that the sampling rate and the plant are cooperatively controlled based on the cognitive knowledge of packet disordering. The newly proposed technique guarantees the stochastic stability of systems and makes the actual sampling period track the desired sampling period in order to reduce packet disordering. As pointed out in [13] , heavy disordering can be usually misinterpreted as congestion signals so as to cause the sender to dramatically reduce its throughput [13] . [14] has also highlighted even a small percentage of outof-order packets in a backbone link have been observed to cause a significant degradation of the throughput. In this case, the sampling period and transmission rate need adjusting such that network load can be reduced and QoS of networks can be improved to some extent. Thus, a cognitive knowledge of packet disordering-based control method of sampling rate is investigated in this paper. There are two key and distinguishing features in the proposed scheme, one is that the statistical characteristics of disordering entropy is analyzed, the other is that sampling rate is controlled to track the desired sampling value.
This paper aims at highlighting a novel sampling rate control method of NCSs. Firstly, a control algorithm of sampling period is presented based on the cognitive knowledge of packet disordering, which is the first contribution of this paper. Secondly, cooperatively controlling sampling rate and the plant, an augmented systems is derived, which is the second contribution of this paper. In addition, the control scheme that helps to meet a certain performance specification (such as the desired sampling rate and the stability of NCSs) is proposed, which is the third contribution in this paper. This paper is organized as follows. The models of NCSs with co-design of sampling rate and the plant are presented in Section 2. Section 3 is dedicated to stability analysis and controller design of NCSs. Section 4 presents the networked controller design scheme by using tracking control theory. The results of numerical simulation are presented in Section 5. Conclusions are stated in Section 6.
Notation.
denotes the n dimensional Euclidean space. P > 0 means that matrix P is real symmetric and positive definite, and I is the identity matrix of appropriate dimensions.
(⋅) and E(⋅) stand for the probability and the mathematical expectation operators, respectively. The subscript "T" denotes the matrix transpose. In symmetric block matrices, we use "*" to represent a term that is induced by symmetry, diag(⋅ ⋅ ⋅) stands for a block-diagonal matrix, and (⋅) stands for (⋅).
II. SYSTEMS MODELING

A. Networked Control Systems Modeling
Considering the following system given bẏ
where x( ) ∈ is the state vector. A is some constant matrix of appropriate dimensions. Integration of (1) over a sampling interval [ , +1 ) yields
where x = x( ), = +1 − , denotes the ( = 0, 1, ⋅ ⋅ ⋅) sampling instant, and is the sampling interval.
Since there exists the intrinsic and internal relation between packet disordering and sampling rate, we give the following sampling period control algorithm,
where is a positive step-size, 0 ≤ ≤ 1, and ( − 1) is the disordering entropy at sampling instant −1 . Based on the statistical definition of entropy, the disordering entropy denotes the summary statistic for a disordering distribution's tendency to be concentrated or dispersed, and disordering entropy is defined as [5] 
where [ ] is a discrete probability distribution of packet displacement at sampling instant and is the upper bound of packet displacement values (More detailed descriptions can be seen in the subsection 2.3).
Remark 1.
When packet disordering is absent, i.e.,
[0] = 1, the disordering entropy is equal to zero. In this context, ( − 1) = 0 [5] (Detailed explanations can be found in subsection 2.3), we set +1 = , which means that the sampling period remains constant. Otherwise, it is gradually increased with ( − 1) growing based on (3). Since the bigger disordering entropy value is, the heavier degree of the out of order is [5] , which usually indicts a bad network environment (high drop rate, congestion, low throughput) [13, 14] , it is logical to increase sampling interval as a large amount of disordering has taken place. In addition, since the ( ) can not be obtained at instant , ( − 1) is naturally used in the proposed sampling policy.
By (2) and (3), we have
Inspired by [15] , a control sequence u is introduced into system (4) as shown in Fig. 1 , and we have
where
, the control signal u ( ) is added into the state update (2), likewise, the control signal u ( ) acts upon the sampling period by equation (3) . As shown in Fig. 1 , the basic idea of co-design of sampling rate and the plant is that sampling system and the plant are integrated as a augmented systems (4), followed that a controller is designed to control system (4). Again, the following state feedback controller is provided.
Remark 2.
It is worth noting that sampling rate control of NCSs has not been fully investigated to date. Time-varying or uncertain feature of sampling period was taken into account in [16, 17] . Different from [18, 19] , wherein the sampling policies were proposed according to state transition probability and transmission delay, respectively, and stability and synthesis of NCSs were investigated, our goal is to control sampling rate based on the degree of packet disordering such that the actual sampling period tends to the desired value. In this way, the method proposed in this paper can avoid the blindness of sampling rate adjustment in [18, 19] since the scale of variance of sampling interval has been not presented in the two literature.
For the convenience of investigation, we assume that the sensor and actuator are time-driven synchronously, the periods are identical and equal to , and the controller is eventdriven. The network transmission delay is bounded, that is To fully describe the phenomenon of packet disordering, based on assumption, we consider a sequence of packets −ℎ , −ℎ+1 , ⋅ ⋅ ⋅, transmitted over the network from the sensor. For −ℎ , −ℎ+1 , ⋅ ⋅ ⋅, , it is well known that the corresponding expected arrival sequence numbers are 1, 2, ⋅ ⋅ ⋅ , h+1. Then, it is easily obtained that the expected arrival sequence number of packet
is assigned to each nonduplicate packet as it arrives at the point of measurement, which we refer to as the destination (actuator).
( ) and d (ℎ + 1 − i) denote the receive index and displacement value of packet − , respectively. For packet − arriving at the actuator before the instant (including instant), if [6, 7] ). To guarantee the newest signals being executed by the plant, the packets that arrive at the actuator late are discarded. Define
If we choose controller
we have
where K is some constant matrix of appropriate dimensions. ( ) = 1. ( ) = 1 or ( ) = 0, which is determined in terms of the displacement values of packets, represents the signal x − is or not executed by the plant, respectively. More details can be seen in [12] .
Then, system (5) is transformed into the following
B. Uncertain Systems Modeling
In this paper, the controller is designed in order to the actual sampling period track the desired sampling period. In this case, it is logical that is time-varying and bound. Without loss of generality, we have
where and is lower and upper bound of the sampling period , respectively. Note that the matrixĀ varies with the time-varying sampling period , which brings out the great difficulty for the stability analysis and controller design of NCSs. To address this, let ( ) = A , we give the following Lemma 1. For the ease of notation,
is expressed as (⋅) in this paper.
Lemma 1. ( ) can be expressed as follows
is a constant to be chosen, ≤ ≤ , and = − .
Proof. The proof is similar to [20] , and we omit the proof for space limit.
Note that △( ) in (11) is time-varying, and Lemma 2 is give to treat it as a norm bounded uncertainty.
Lemma 2.
[20] Let 1 be the maximum real part of the eigenvalues of A and 2 be the maximum real part of the eigenvalues of −A. The Schur decomposition of A is U T AU = D+N, where U is an orthogonal matrix, D is a diagonal matrix, and N is a strictly upper triangular matrix. The following is satisfied:
is the sample period and corresponding to attains its minimum, i.e.,¯=
and
Then, by Lemma 1 and Lemma 2, we havē
] .
, the state equation of system (9) is expressed as
}.
C. Stochastic Systems with Uncertainty Modeling
It is well known that the newest signals executed by node (actuator) may be subject to some probability distribution [12] , we shall assume that the newest signals transmitted over communication network subject to Markovian chain. Disordering density
Indeed, system (22) is a Markovian jumping system.
For further understanding disordering entropy ( ), we study an example shown in Fig. 2 Table 1 . In this example, we choose ℎ = 2, which means that a group of 3 packets is used as the studying object. From Table 1 , we obtain = 1. Moreover, ( ) = 1.0986 can be calculated in light of (3). In addition, if In the actual communication, disordering entropy is not constant usually, but displays some irregular behavior. To illustrate the statistical characteristics of actual packet disordering, an IP based local network is simulated in OPNET software, wherein the packet loss is absent, then 2 = 0. Fig. 3(a) demonstrates the measured time-varying transmission delay. Here, we set ℎ = 2. Then, 3 (ℎ + 1 = 3) packets are grouped together, packet displacement values can be obtained and shown in Fig. 3(b) . From Fig. 3(b) , we know = 2.
Based on it,
[ ] ( = −2, −1, 0, 1, 2) is computed, and the frequency histogram of disordering entropy is also given in Fig. 3(c) . Further, the cumulative distribution function can be derived as shown in Fig. 3(d) . What need to explain is that we had better to choose a big ℎ in order to accurately evaluate degree of packet disordering at the cost of increasing the complexity of computation. In fact, determining ℎ based on the desired sampling period * and transmission delay is an alternative method since it is the fundamental goal for cooperative control scheme proposed in this paper to make the actual sampling period track the desired value. For example, if the desired sampling period is 0.1 , that is * = 0.1 , we have transmission delay bound 1 = 2 from Fig. 3(a) , then ℎ = 1 + 2 = 2.
From Fig. 3(c) , we know that disordering entropy ( ) mainly focuses on the range from 0.5 to 0.8, which indicates the non-uniform distribution of the disordering entropy. From  Fig. 3(d) , we know (0 ≤ ( ) ≤ 0.6) = 0.7025 and (0.6 ≤ ( ) ≤ 1.5) = 0.2975 with 0.6 − 0 < 1.5 − 0.6, which also shows that disordering entropy follows non-uniform distribution.
Without loss of generality, we assume disordering entropy belongs to the interval [0, ] with higher probability than the interval [ , (2 + 1)), where is a positive number. Compared with (2 + 1), reflects more information on the transmission network. In general, (2 + 1) − is far larger than − 0, which shows the non-uniform distribution of disordering entropy not only, reflects the lighter degree of disordering is usually required in the practical network communication but also. To our knowledge, from the statistical characteristics of out-of-order packets point of view, no results have been available for analysis and control of NCSs. According to the aforementioned analysis, we have
where ∈ [0, 1], is a bound which means the probability of ( ) ∈ [0, ) equals to . Set
]}, and define stochastic variable as
It is clear that
Based on the aforementioned definition and combined with stochastic theory, disordering entropy associated with stochastic variable is subject to Bernoulli distribution with
Remark 4. The cognitive process of packet disordering includes perception, identification, analysis and decision. Through the definition of packet displacement, whether a packet is order or not is perceived and identified. Based on it, we determine the most recent signal and analyze the statistical characteristic of disordering entropy so that the decision process of packet disordering is completed.
Remark 5. Compared with our obtained research results [6, 7, 12] , two apparent differences as follows: one is that the model of NCSs constructed in this paper embodies the statistical information of packet disordering. If the statistical characteristics of out-of-order packet are properly utilized, it is taken for granted that the less conservative results are expected to achieve in the analysis and synthesis of NCSs. The other is that the sampling rate is controlled to track a desired value. Thus, the network performance is improved on some level, such that the control performance associated with the network performance will be improved naturally. To sum up, the cognition of packet disordering-based sampling rate tracking control scheme for NCSs is a distinct advantage over our prior efforts [6, 7, 12] and the existing results on NCSs with packet disordering [8] [9] [10] [11] .
Based on the defined that follows Bernoulli stochastic process, we have E( ) = and E(( − )
2 ) = (1 − ). With the above as a background, we rewrite system (22) as
It is desired to design an adaptive controller depending on the newest signals operated by the plant, such that the closedloop NCS is stochastically stable. Set = [
III. STABILITY ANALYSIS AND CONTROLLER DESIGN
In this section, we will present the sufficient condition on stochastic stability and the method of network controller design.
Lemma 3.
[21] For any matrices W, M, N, F( ) with F T ( )F( ) < I, and any scalar > 0, the following inequality holds
For given scalars , and , the closedloop system (26) is stochastically stable if there exist matrices
Proof. Choosing a Lyapunov-Krasovskii functional candidate which is given by
. Here, we assume both ( ) and are independent of each other. Due to
Combination of (19) , yields E +1 − < 0. Theorem 1 is completed.
Theorem 2. For given scalars
, and , the closedloop system (26) is stochastically stable and K (determined byK = F X −1 ) are controller gains if there exist matrices X > 0 and
Proof. Since ∥Δ( ( ))∥ <¯, the Lemma 3 is used into (28). Pre-and post-multiplying the obtained inequality by
) and its transpose, define X =
, and use Schur complement, (31) can be derived. Theorem 2 is completed.
IV. TRACKING CONTROLLER DESIGN
In this section, we design the following network controller in order to stabilize NCS (26) not only, make sampling period track desirable value but also.
Where K is the controller gain that stabilizes the NCS (26), * is a desired sampling period, and N is a parameter to be designed. In this paper, our efforts are focused on providing a control scheme that guarantees the practical sampling period to track the desired value. Hence, for given desired sampling period, we present a solution. Note that the parameter K can be obtained in Section III, then the rest is to design parameter N such that the desired performance can be achieved, that is, y converges to * when the NCS (26) tends to a steady state for given desired sampling period (reference input).
Inspired by [22] , in which the method of zero steadystate tracking error was investigated, here, the stochastic steady values of state and control input u are taken as and u for the reference input * , respectively. We have
For simplification, let = N * and u = N * , and by (32) and (33), the following holds
Then, N = N − KN . In this case, a problem to be addressed is how to determine the matrices N and N . Due to o ≡ 0, if the networked system is at steady-state,Ā converges to matrix
, where is a steady value of disordering entropy. It is obvious that the disordering entropy remains at steady state if network remains steady. Thus, the dynamics of plant (5) can be represented as
To compute N and N , we substitute = N * and = N * into (35) and let = * leading to
As the adaptive controller parameters K ( ∈ ℑ) are presented in Section III, we have
In summary, the basic idea of tracking controller design proposed in this paper is that we firstly obtain stabilizing controller gains K , then parameters N are calculated by virtue of equations (36) and (37), thus we obtain the following networked controller such that the practical sampling period tracks the desired value, since u is used to control the plant when NCS is at steady-state. 
and control input matrix 
we connect the nodes (sensor, controller and actuator) over the network shown in Fig. 3 , from which if we choose = 0.6, it is not difficult to obtain corresponding probability = 0.7025. Since the newest signals are always executed by plant, the jumping process associated with them takes values in a finite set ℑ = {1, 2, 3}, we have = 3. Correspondingly, state transition matrix is calculated as follows 
Set * = 0.1 . At the initial state value 0 = [−1 − 3 0.3] T , we choose the uncertain parameter Δ( ) =sin( ). The state response of NCS and differences between desired and actual sampling period are shown in Fig. 4(a) and Fig. 5(b) , respectively. Fig. 4(c) and Fig. 4(d) give the control inputs which act the plant and sampling period, respectively. Easily seen, both stochastic stability and desired sampling period could be guaranteed under the presented control inputs. Note that the discretized systems with constant sampling period are operated in [12] , then the system (39) can be object of study of [12] under sampling period = 0.15 . In this paper, Bu = BK , which means that the plant and sampling period can be controlled simultaneously under the state feedback control law. Since the fixed sampling interval is implemented in [12] , it is clear that only plant is controlled. In this case, for comparison, we set B 2 = 0, K = 0 in the following equation and B 1 is used as control input matrix in [12] .
Using the methods in [12] , we obtain the controller gains 5 shows the state response of the NCS using the method in [12] . As expected that the controller obtained in [12] fails to stabilize the NCS with packet disordering shown in Fig. 2 , since the method of actively controlling or eliminating packet disordering is not investigated in [12] . 
VI. CONCLUSIONS
This paper investigates the problem of sampling rate control for NCSs with packet disordering. By introduction of disordering entropy, a novel sampling period control algorithm is described. The controller, jointly adjusting sampling rate and the plant, is presented. Based on it, the stochastic systems model of NCSs subject to Markovian process and Bernoulli process is obtained. Further, the controller is derived by virtue to Markovian theory and LMI techniques such that the stochastic stability of NCSs is guaranteed and the actual sampling period tracks the desired sampling period. Finally, a numerical example is given to show the efficacy of the method proposed.
