Abstract-In applications where shape is used as metadata to describe image and video content, image dependent techniques exhibit superior error concealment performance compared to the traditional MPEG-4 like image-independent techniques. The image corresponding to a particular shape may not be readily known at the decoder and rather needs to be retrieved from of a set of images. This paper presents a novel shape error concealment technique utilising image texture (SECI) that investigates image matching techniques based on partial-shapes and use the obtained image for error concealment. Iterative closest point, independent component analysis and the modified Hausdorff distance algorithms are used to establish the corresponding image to the shape. The rubberband contour detecting function is employed in the core of the error concealment process. Experimental results show the effectiveness of the proposed technique and corroborate the superior performance of the new SECI technique compared with established shape-based concealment techniques.
INTRODUCTION
Error concealment is a widely adopted post processing error resilience strategy that attempts to mask the effects of data losses by generating a perceptually acceptable estimate of the original data using the available erroneous information. Based on the accessibility over the number of frames shape error concealment techniques are broadly classified into two categories: temporal and spatial. Temporal techniques have access to data in a sequence of frames and exploit the interframe correlations. In contrast, the spatial techniques have access only to a single frame and exploit the strong neighbouring interpixel correlation to conceal erroneous pixels [1] .
A number of different shape error concealment techniques have been proposed in the literature. They primarily focus on the MPEG-4 video coding standard where the shape is considered independently of the texture. Shirani et al. have proposed a error concealment technique for binary shapes that used the maximum a posteriori (MAP) estimator combined with a Markov random field [2] . This exploits spatial redundant information on a statistical basis, it does not use shape geometry as a salient feature and so has subsequently been outperformed by those approaches which incorporate shape characteristics [1] . The latter techniques employ parametric curves e.g., Bezier curves in [3] and Hermite splines in [1] to conceal the lost parts of the shape. Since the control points for these curves are calculated from the tangents at the two shape-ends associated with each lost segment, their performance is highly dependent on the respective tangent vectors. Since the available contours and tangents in particular, may not be representative of the lost contour, this can lead to ineffectual concealment.
These techniques conceal the shape errors independently of image information. However, they certainly do not offer the best solutions for applications where the shape is used as metadata to describe image/video content [4] . This is because the high spatial correlation between the shape and its underlying image is not utilised. There are many applications use shape as metadata to describe video/image content such as image-dependent shape coding and representation [5] , contentbased image retrieval [6] and sketch-based queries using an image map [7] . In these cases, shape is considered dependent upon the underlying image/video content and hence, the image is usually either transmitted together with the shape or accessed from an available image database at the decoder [5] . In either case the received shape information may have suffered data losses, so image information can be fully used for error concealment purposes. Image-dependent spatial shape error concealment (ISEC) technique that utilises the image intensity gradient alongside relevant shape information has been presented in [4] . A variant of ISEC with multiple shapes in a single object/image, namely ICSM, is presented in [8] .
It should be emphasised that both ISEC and ICSM techniques are crucially dependent on the assumption that the corresponding image of a particular shape with lost data is known and readily available at the decoder end. However, the corresponding image to a shape may not always be known at the decoder end. Therefore, it becomes crucial to first establish the relevant image for a shape before the error concealment process begins. In this work, the alignment between the shape and its corresponding image is established using the iterative closest point (ICP) [9] algorithm which is rotation and translation invariant. The independent component analysis (ICA) [10] and the modified Hausdorff distance are used to perform the shape based image matching/retrieval. Score level fusion of these two techniques is also investigated. The obtained image is then employed in error concealment of the shape. To exploit image information, the proposed shape error concealment utilising image texture technique (SECI) employs the efficient rubberband function [11] which detects the contour from the underlying image gradient data. Whenever a corrupted shape is received at the decoder, the correctly available part is decoded.
The remainder of the paper is organised as follows: Section II presents a brief review of the rubberband function as this forms an integral part of the SECI technique, while Section III describes the complete theoretical model for SECI. Section IV presents the ICA and Hausdorff distance and their fusion based image matching technique. Section V analyses the experimental error concealment performance of SECI, with Section VI providing some concluding comments.
II. THE RUBBERBAND FUNCTION
The rubberband is a boundary detection function that performs a contour search between two endpoints to maximise the total image gradient along the resulting contour. This function was originally proposed for image segmentation [11] and subsequently used as an object selection tool in [12] , in shape coding [5] and shape error concealment [4, 8] applications. The transition between the foreground and background in an image generally creates abrupt changes in image intensity along a shape contour [13] . This results in high image intensity gradients for those pixels forming the boundary, which is a valuable marker for missing contour recovery. An illustrative example of the image intensity gradient along the contour of a shape is presented in Fig. 1 . It shows the image gradient information (Fig. 1(a) ) along the contour in the region of interest (RoI, Fig. 1(b) ). It is thus suitable for shape error concealment since the gradient of image intensity is high along an object's contour [5] . The rubberband is a four parameter function:
The first two parameters 1 v and 2 v represent the endpoints between which the boundary is detected. wd is the width of the rubberband which defines the area of the search for the boundary. sc is a scaling factor indicating the kernel size in the image gradient calculations. An illustration of the rubberband is shown in Fig. 2(a) . The function uses a graph search algorithm to detect the contours. The underlying image in the RoI defined by the first three parameters of (1) can be considered as a graph, where each pixel is a vertex and an 8-connected neighbourhood is considered for the edges as illustrated in Fig. 2(b) . The function comprises two key steps: i) local feature computation and ii) a graph search. In the first step, local image intensity gradients are derived from a scalable edge detector, with this gradient information then being used to define the cost function for having a weighted graph. For every graph edge ( ) q p e , , where p and q are neighbouring pixels ( Fig. 2(b) ), the weight/cost ( ) q p w , is given by: Therefore, Equation (2) ensures that the higher the gradient is the lower the cost will be. Given Eq. (2), the image can now be mapped into a weighted graph so the overall rubberband function becomes a shortest-path search algorithm from a source ( 1 v ) to a destination vertex ( 2 v ), which can be solved by a suitable graph search technique, such as the Dijkstra algorithm where both ends are known (single source single destination shortest path) [14] . 
III. IMAGE DEPEDENT SHAPE ERROR CONCEALMENT
The main difference between traditional image-independent and image-dependent shape error concealment techniques is that the former only exploits available shape information, in contrast the ISEC [4] and the proposed SECI techniques utilise both shape and image information. The proposed SECI technique has a number of constituent modules ( Fig. 3 ): contour extraction -to extract the shapecontour from available data; contour coupling -to determine the associated contour endpoints for each lost portion; contour recovery -to conceal the shape error by taking image information as an input. Establish the corresponding imageto find the best match image in a database for the shape with data losses. Contour coupling and contour recovery modules utilises the underlying image information. Contour Extraction: Contour extraction is the first step in the error concealment process. This involves obtaining the correctly decoded contour from the available alpha plane of the shape. There are many popular contour representation techniques proposed in the literature such as edge, vertex and shape elements based contour representation. In this paper, an edge based strategy is adopted [3] . In this representation, the contour is considered to pass between adjacent pixels in a 4-connected neighbourhood with different values. Contour Coupling: The extracted contour is now broken due to the data losses. In fact, it rather appears that there are multiple disconnected contour segments. The coupling module orders the segment ends with the aim that when they are concatenated, they form a contour resembling the original. Contour coupling is formulated by an overall cost function for the rubberband of a concealed contour. If the cost along a candidate contour with endpoints v′ and v ′ ′ is ( )
, then the overall cost function for the entire the − n th contour n F can be expressed as:
where n P th contour is the set containing all contour-coupled pairs for each coupling arrangement for the n th contour and i identifies one of the coupled pair in the context of the current coupling arrangement. The coupling which minimises n F is the
′, is calculated either by the Euclidian distance [4] or by a narrow-band rubberband function [8] . In this paper we employed the latter approach. The final contour coupling arrangement for the contour in Fig. 4(a) is shown in Fig. 4(b) where the couples are (1, 2), (3, 4) and (5, 6) . The respective lost data blocks are recorded as coupled image blocks (CIB) along with the associated contour pairs for each missing contour portion.
Contour Recovery: Once the coupling is performed, error recovery becomes the straightforward problem of searching the shortest path based on image gradient between each coupled pair of the shape segments using the rubberband function. Both ISEC and ICSM techniques are crucially dependent on the assumption that the corresponding image of a particular shape with lost data is known and readily available at the decoder end. However, the corresponding image to a shape may not always be available at the decoder end. Therefore, it becomes important to first establish the relevant image for a shape before the overall error concealment process. Since this is the main contribution in this paper, this module is comprehensively described in a separate section as follows.
IV. LOSSY SHAPE BASED IMAGE MATCHING
For shape based image recognition a number of steps are followed: extraction of edges/contours from the images, alignment of the images and shapes using the ICP algorithm, feature extraction and feature matching is then performed between the image and the shape using the Hausdorff distance and the ICA, and finally the fusion of their matching scores.
Edge detection is the first step of shape based image retrieval. The classic Canny edge detector with a threshold pair of [0.5 0.2] was used in this work. From this step onward both the image and shape (with lossy data) are undergone the same steps. In order to make the system scale invariant, both image and shape are scaled to the qcif (176x144) resolution. For effective feature extraction and especially matching purposes, the image and shapes are required to be normalized and aligned. One of the simplest strategies is to align the centre of gravity (CoG) of both shape and image. However, in this case CoG is not sufficient to align them, because due to the data losses in the shape, the CoGs are usually off-balanced. To ensure the alignment is effective, the ICP algorithm is used. ICP minimises the difference between two sets of points by iteratively revising the transformation (translation, rotation) needed to minimise the distance between the two sets of points.
The Hausdorff distance and the ICA schemes that are employed in feature extraction and recognition are quite different in nature. The first scheme is based on a distance measure between the contours in the shape and image. The modified Hausdorff distance method is used for this purpose. The second scheme considers the whole scene image containing the normalized contours and the background, and applies subspace methods. The ICA based approach is employed. The score level fusion of the shape similarity measures is also investigated using the sum rule.
Modified Hausdorff Distance: This metric has been extensively used in binary image comparison and computer vision for a long time [15] . In the core of this metric the difference between shape geometries is compared. The advantage of the Hausdorff distance metric over other similar techniques, such as the binary correlation technique, is the Hausdorff distance measures proximity rather than the exact superposition, thus it is more tolerant to perturbations in the locations of points. Moreover, since original Hausdorff distance technique is very sensitive to local noise, a modified version is used. In the modified Hausdorff distance scheme, the distance is normalised in terms of the number of contour points. Given the sets S and T of the contour pixels of two shapes, represented by the sets . In our case this norm is taken to be the Euclidean distance between the two Cartesian points.
Independent Component Analysis: The ICA is a popular technique for extracting statistically independent variables from a mixture of variables. It has been successfully used in many applications for decomposing data into the original source signals or to find hidden factors within data [15] . In this paper, the ICA is applied on binary images to extract and summarize prototypical shape information. ICA assumes that
is a mixture of a set of N unknown independent source signals i l , through an unknown mixing matrix A. With i x and i l forming the rows of the N × K matrices X and L, respectively, the following model is obtained:
The data vectors for the ICA analysis are the raster-scanned image pixels. The dimension of these vectors is K (for example, K = 25,344, if we assume a qcif (176 × 144) image). ICA aims to find a linear transformation W for the inputs that minimizes the statistical dependence between the output components i y , the latter being estimates of the hypothesized independent sources i l :
W is also called the demixing matrix. In order to find W, the fastICA algorithms [17] were implemented.
Each available image is assumed to be a linear mixture of an unknown set of N statistically independent source images. For this model, normalized images of objects-shapes, 176×144, are raster-scanned to yield data vectors of size 25,344. Note that the data matrix X will be N×25344 dimensional. This matrix is decomposed into N independent source components i l , which will take place along the rows of the output matrix
Each row of the mixing matrix A (N×N), will contain weighting coefficients specific to a given shape. These weights show the relative contribution of the source objectshapes to synthesize a given object-shape. It follows then that, for the test shape x i , the i th row of A will constitute an Ndimensional feature vector. In our work N is a variable and its value is based on the (shape) database in use. In the recognition stage, assuming that the test set (T) follows the same synthesis model with the same independent components, we project a normalized test shape x test (1×25344), onto the set of predetermined basis functions and compare the resulting vector of projection coefficients given by:
(8) So the similarity score of a test shape T with the th i − image i S is obtained using the sum absolute distance:
In both Hausdorff distance and ICA the image with the minimum distance is considered the shape's match.
Finally, for fusion of the two similarity measures the individual to be tested is simply recognized as the individual i* when the test shape is closest to the image (using the sum rule):
V. RESULTS AND ANALYSIS
A number of different numerical measures have been effectively used to compare the performance of error concealment techniques. In this paper, the popular absolute error (AE), the MPEG-4 distortion measure ( n D ) and the relative error (RE) metrics are employed, which are also used in [1, [3] [4] 8] . AE is defined as the total number of incorrectly concealed pixels in the alpha plane, while n D is the ratio of AE to the total number of pixels in the shape alpha plane. AE is an effective metric to compare the results for different techniques upon the same shape, while n D provides an insight into the overall proportion of the shape still in error. The third metric RE, which is the ratio of the incorrectly concealed pixels to the total number of lost pixels in the alpha plane [1] , reveals the robustness of different techniques to data loss. Therefore, (1-RE) represents the overall recovered shape that was previously lost. As in other popular shape concealment techniques [1, [3] [4] 8] , including MPEG-4 strategies it is assumed whenever data loss occurs, the entire macroblock ( pel 16 16 × ) is lost. Fig. 5 shows the data loss model employed in the experiments. When a data packet is received, if the probability of it being dropped is lower than the data loss rate (DLR), the packet is ignored and deemed to be lost data. In Fig. 5 , NL and L represent the no-loss and loss states respectively. The experimental results are shown in three categories: distorted shape based image matching performance; error concealment results based on the matched image when it is correctly recognized; the crucial cases when an incorrect image is picked up.
The first series of experiments were conducted to test the effectiveness of the matching algorithms using the Hausdorff distance and the ICA. The Bream (300 frames), Stefan (450 frames) and Palmprints (386 frames of different individuals) were mixed together to form the database. The test shape is randomly chosen and undergone through the data loss model. The extracted contours from this shape with lost data are then employed to match the corresponding original image using the proposed Hausdorff distance and the ICA based approach. The correct recognition rates for different values of DLR are given in Table 1 . The results show that both ICA and Hausdorff distance based recognition algorithms shows high accuracy even with high data losses. For instance, with 10% DLR for the Bream sequence, the accuracy for the Hausdorff and ICA techniques were respectively 98.3% and 98.0%. When the fusion of these two approaches was considered, the recognition rate improved especially with the high DLR rates. For instance, with DLR of 40%, the ICA, Hausdorff and the fusion approaches obtained the recognition rates of 95.0, 95.1, and 95.6 respectively.
The obtained image was then employed in error concealment of the shape. When the corresponding image is recognised correctly, the performance of SECI technique is same as the ISEC [10] because the same images are used in both cases. However, the difference between these two is that the SECI acquires the image by itself in contrast to ISEC where it is assigned. Table 2 gives the corresponding numerical results for DLR values up to 40%. For the Bream sequence with a DLR of 10%, the results conclusively demonstrate the improved performance with SECI, BC and HS techniques generating AE values of 15, 53 and 54 pixels respectively, with similar lower error values for SECI being secured in both the n D and RE measures. Analogous observations can be made for the Stefan and Palmprints (hand geometry -only the hand outline) results, namely that SECI sustained lower spatial shape errors, with the performance becoming especially striking at higher DLR values. It should be noted that though incorrect images were obtained by the recognition technique in these cases, the difference between the correct image and the used image is minimal. This is because, the image was recognised based on the minimal geometric and statistical distances respective in Hausdorff distance and the ICA based approaches. This not only confirms the robustness of the new algorithm, but vindicates the rationale of capitalising upon the underlying textural information of lost boundary regions, for error masking purposes.
As shown in Table 1 , there are however cases when an incorrect image was recognised and used in the error concealment process. The corresponding numerical results are shown in parentheses in Table 2 . For instance, for DLR value of 5% with Bream, with SECI, BC and HS techniques AE values are respectively 20, 24, and 23 pixels. These results exhibits the fact that even with the wrong image the proposed technique ensured superior results to the existing techniques. This is because the matching algorithms used in this paper find a quite similar image to the accurate one if not the accurate one itself from the database. 
