Introduction
============

Facial expressions allow the exchange of information about affective states and play a crucial role in social cognition of humans. It has been suggested that human face processing is enhanced by a left gaze bias defined by preferential and longer viewing of the left hemiface (the right side of the viewed face; [@B18]; [@B41]; [@B21]; [@B22]). The left side bias was found in children over 5 years of age, but was reduced in 11-year-olds with autism ([@B10]; [@B43]), which may indicate links with the development of social recognition and interaction. In addition, preferential left side gaze, particularly when unrelated to faces was found also in human 6-month old babies and rhesus monkeys, which may suggest even broader adaptive significance ([@B19]).

Assessment of the hemifacial asymmetries in emotional expressions showed that the left side is more emotionally expressive and the left-sided facial movements are more pronounced for negative than positive emotions ([@B4]; [@B36]). Indeed measuring facial muscle movement during emotional expression demonstrated increased movement of the left in comparison with the right hemiface ([@B12]). These findings are in line with studies using composite photographs, created by mirror-reversed images of left--left and/or right--right hemiface, showing that the left composite of faces are judged as more emotionally expressive than the right one ([@B35]). Also for posed smiles, produced by actors in the absence of the real emotion stimuli, the left--left composite photographs were judged as more trustworthy than the right ones ([@B38]).

To determine which facial features are selected in visual search for more detailed examination, gaze fixation has been examined during judgment of different emotions. In facial expressions of 2D images people fixate their eyes mainly on the eyes and nose region, followed by the mouth and cheeks ([@B25]; [@B33]). However, these regions seem to contribute differently to the recognition depending on the type of emotion being processed. Happy expressions can be recognized after exposure as brief as 20--40 ms, and the most fixated facial region is the mouth, while other regions make little contribution to this recognition ([@B37]; [@B8]; [@B13]). Longer exposure times of approximately 100--250 ms are needed for recognition of sad and fearful expressions ([@B14]; [@B13]). For recognition of sadness, mainly the eyes, eyebrows, and mouth are looked at [@B37], [@B14]. For fear recognition, people mainly fixate the eyes, and the nose region can provide additional information ([@B42]). Interestingly, visual processing of facial regions correlated with the total number of left hemiface fixations and when the eye movements were reduced by short stimuli presentation time, the left side bias was evident ([@B6]; [@B7]).

Much of this research has used static faces, which do not closely reflect a natural social interaction. Therefore, a dynamic presentation should provide a more similar representation of the natural environment, as well as more visual cues for local and global feature processing when compared to the use of static presentations ([@B2]; [@B28]; [@B31]; [@B20]). In the case of basic expressions, there is a consensus over a stereotypical pattern of facial activation that can be adequately perceived and recognized as one emotion ([@B37]; [@B11]). This pattern strongly depends on deformation of distinct morphological facial areas \[action units (AUs); [@B15]\]. For example, happy emotions can be produced by AU such as crow's feet wrinkles around the eyes together with pulling up of the lip corners, known as the Duchenne marker (D) ([@B16]). This marker is produced by the contraction of the orbiculares oculi and zygomaticus major muscles and is thought to be a sign of a genuine smile in static emotional faces ([@B39]). A study that examined the importance of the D marker in discrimination between spontaneous and deliberate smiles in static and dynamic displays by healthy adults showed that the marker was not the most stable cue for rating smiles and the selection of preferable visual features follows a different pattern ([@B28]). The importance of dynamic expressions, such as movie clips, lies in the possibility of seeing the onset, apex, and offset phases of the expressed emotion, thus increasing perceptual sensitivity ([@B26]). Furthermore, it seems that both the features and the event's timing play an important role in facial perception and emotional recognition. The observer may ignore the AU markers of negative emotion in the eye regions when there is a smiling mouth. This effect tended to be bigger if the mouth motion came only after a change in the eyes ([@B23]).

Thus the evidence shows that the perception of timing in facial movement enhances the facial expression recognition ([@B2]; [@B20]; [@B45]; [@B46]). However, not many studies investigated how the left side bias is affected in these dynamic presentations, and the influence of timing. In one study that investigated this question, a stronger left hemiface bias was found in dynamic displays compared to static faces or face-like objects. The preference to explore the right side of the face was most evident in the eye region and it was present even in the mirrored face stimuli ([@B17]).

The current study aimed to investigate: (i) the pattern of gaze on rotated dynamic human faces showing three basic human emotions (happy, sad, and fearful), and (ii) the effect of left side bias, showing the same clip from the left (standard) and right (inverted) side in a 45° angle. We hypothesized that recognizing happy emotion in movie clips requires less visual processing, an effect previously reported only in static images ([@B37]; [@B24]). On the other hand, inverted images pose higher demands on visual processing since they offer a non-preferential side of the human face; thus, we expect to find the left side preference for visual perception ([@B9]). Additional difficulty is expected when discriminating between genuine and masked expressions due to temporal incongruence and asymmetry of AU markers, since studies indicate that in dynamic faces, the typical AU marker's deformation may be overridden by other temporal cues ([@B26]).

Materials and Methods {#s1}
=====================

Participants
------------

A total of 47 undergraduate students of the Mackenzie Presbyterian University volunteered for the experiment. This sample size is consistent with many other studies on this subject ([@B9]; [@B13]). All volunteers had normal or corrected-to-normal vision. Participants with a history of head surgery, head trauma or seizures, drug addiction, psychosis, or dementia were excluded. One participant was later excluded from the experiment due to insufficient eye-tracking data. Thus, 46 participants (*M* = 22.65 years old, *SD* = 3.22) were included in the analyses. Female (*N* = 30) and male participants did not differ with respect to age and handedness (*p* \> 0.05). This study was carried out in accordance with the recommendations of Mackenzie Presbiterian University Ethics committee, that reviewed and approved the project. The study was approved by the local ethics committee (CAAE No. 50307815.8.0000.0084) and each participant provided written informed consent prior to the experiment.

Stimuli
-------

Movie clips were selected from the Computerized Test of Primary Emotion Perception ([@B34]). The test shows genuine and event-elicited masked facial expressions for a variety of human emotions. Each clip depicted the head and the upper part of the shoulders of a person expressing an emotion, with the head rotated horizontally 45° to the left side. Each clip was of 4 s duration.

[@B34] recorded videos of individuals viewing pictures of different emotional content from the International Affective Pictures System (IAPS) in order to produce genuine emotional expressions. The incongruent emotion videos were produced when individuals had to mask the genuine expressions elicited by the picture with one out of eight primary emotions. For example, when viewing a happy picture, the individual in the video could produce either a sad or another facial expression. These emotions were labeled as event-elicited masked emotions. The videos were administered to 310 naïve participants who judged the videos for the type and veracity of the expressed emotion ([@B40]).

For the purpose of this study, only three basic emotions were chosen: happy, sad, and fearful expressions. The emotions were presented by 12 different actors (three men and nine women) and there were four actors per emotion. Each actor performed both genuine and masked expressions. The clips were matched on other physical properties of the image such as the background color, luminosity, and the size and position of the face in the background. Each clip was recorded showing the left side of the face from a 45° angle (labeled as standard) and was mirrored to show the actors from a right-hand 45° angle (labeled as inverted). Each clip was presented four times in pseudo-randomized sequences in two runs separated by a 5 min rest period. In total, the participants judged 96 clips (48 in each run): 24 standard movie clips for genuine emotions (i.e., happy, sad, and fearful), 24 standard movie clips for masked emotions, 24 inverted movie clips for genuine emotions, and 24 inverted movie clips for masked emotions. In each group with 24 clips, the same number of movies showed happy, sad, and fearful emotions, eight of each. Busin (2011, Unpublished) validated all the clips with healthy participants in a pilot study. In this study (*N* = 13) genuine displays were correctly rated as genuine (*M* = 70%, *SD* = 4.6) and masked (*M* = 43%, *SD* = 4.9). Also, all emotional expressions were recognized accordingly, including happy (*M* = 80%, *SD* = 4), sad (*M* = 80%, *SD* = 3.9), and fearful (*M* = 10%, *SD* = 3).

Eye Tracking and Measures
-------------------------

Using the Eye Gaze Edge 1750 eye tracker (LC Technologies, Inc., United States) the current study collected position information related to both eyes. The eye tracking data analysis program NYAN was used for off-line data processing. The default settings for fixation detection considered parameters of gaze deviation from a threshold of 25 pixels for the minimum of six samples, with a recording frequency of 120 Hz. The movie clips were presented on a 19-inch flat screen color monitor (1490 × 900 pixels) at a viewing distance of 60 cm. In addition, the eye position was monitored in real-time by the experimenters on a second monitor used both for instruction and quality check.

Procedure
---------

At the beginning of the experiment, all participants were given detailed instructions and a brief training. The participants were instructed to watch the movie clips and decide whether the presented emotion was genuine or masked. After each movie clip, a black screen with a fixation cross appeared, during which the participant was instructed to respond to the clip by pressing one of two keys on the keyboard: "v" for genuine, "m" for masked. Once the response was given, a new movie clip was presented. All tests were conducted in the same room with the lights off, without sounds, and in the presence of an experimenter.

Data Analysis
-------------

All statistical data analyses were performed using the IBM SPSS 20.0 program. For eye-tracking data, we performed conventional analysis of variance (ANOVA) with emotion (happy, sad, fearful), veracity (genuine, masked) and side (standard, inverted) as within-subject factors. Based on previous research findings, three basic dependent measures were considered: (1) *inverse efficiency score (IES)*: computed for each participant's average response time divided by the total of correct responses in order to account for any possibilities of speed-accuracy trade-offs ([@B44]); (2) *number of fixations*: the average number of eye fixations in the whole movie clip; and (3) *gaze duration*: the average duration of all fixations in the whole movie clip.

Results
=======

Inverse Efficiency Score (IES)
------------------------------

Using *IES* scores as the dependent variable, a three-way ANOVA was conducted. Results revealed a significant main effect for veracity (*F*~(1,45)~ = 6.96, *p* = 0.01, $\text{n}_{\text{G}}^{2}$ = 0.023) and emotion (*F*~(2,90)~ = 4.75, *p* = 0.01, $\text{n}_{\text{G}}^{2}$ = 0.021). The *post hoc* Bonferroni comparison indicated lower *IES* for happy (*M* = 194 ms) than sad (*M* = 239 ms) but there was not difference for sad and fearful (*M* = 243 ms) emotions. A lower *IES* was found for genuine (*M* = 202 ms) compared to masked (*M* = 249 ms) emotions.

Number of Fixations
-------------------

Results of a three-way ANOVA examining the number of fixations revealed statistically significant main effects for veracity (*F*~(1,45)~ = 4.62, *p* = 0.04, $\text{n}_{\text{G}}^{2}$ = 0.002) and side (*F*~(1,45)~ = 16.48, *p* \< 0.001, $\text{n}_{\text{G}}^{2}$ = 0.007), but not for emotion. More fixations were made on the genuine (*M* = 8.87) compared to masked (*M* = 8.61) expressions and on standard (*M* = 9.01) compared to inverted (*M* = 8.47) faces.

Gaze Duration
-------------

A three-way ANOVA showed significant main effects for side (*F*~(1,45)~ = 4.18, *p* \< 0.05, $\text{n}_{\text{G}}^{2}$ = 0.004) and emotion (*F*~(2,90)~ = 5.36, *p* \< 0.01, $\text{n}_{\text{G}}^{2}$ = 0.005). The *post hoc* Bonferroni comparison indicated shorter gaze duration on happy (*M* = 403 ms) than fearful (*M* = 422 ms) emotions, but no difference was found for fearful and sad (*M* = 428 ms). Gaze was longer on the inverted (*M* = 429 ms) compared to standard (*M* = 406 ms) faces (Supplementary Material [1](#SM1){ref-type="supplementary-material"}).

Analyses of ROI
---------------

To better characterize the visual exploration pattern, the number of fixations and gaze time on regions of interest (ROI) was computed (**Figure [1](#F1){ref-type="fig"}**). ROIs were selected as follows: exposed half-face and occluded half-face (**Figures [1A,B](#F1){ref-type="fig"}**; ROI a, b). The aim was to show the pattern of visual exploration of the face as a function of veracity and side. The three-way ANOVA was performed for each emotion with veracity (genuine, masked) and side (standard, inverted) as within-subject factors.

![The regions of interest (ROIs). Faces in standard orientation **(A,C)** and inverted **(B,D)** with ROIs defined as occluded hemi-face (a), exposed hemi-face (b), eyes region (c), nose region (d), mouth region (e). The variables of interest were extracted from ROIs and the three-way ANOVA was used with emotion as a between-groups factor.](fpsyg-08-02332-g001){#F1}

For the number of fixations on the exposed half-faces, the main effects were found for side (*F*~(1,45)~ = 12.85, *p* \< 0.001, $\text{n}_{\text{G}}^{2}$ = 0.053) and emotion (*F*~(2,90)~ = 9.79, *p* \< 0.001, $\text{n}_{\text{G}}^{2}$ = 0.007). Furthermore, there were interactions between emotion and veracity (*F*~(2,90)~ = 25.75, *p* \< 0.001, $\text{n}_{\text{G}}^{2}$ = 0.013) and emotion and side (*F*~(2,90)~ = 7.55, *p* \< 0.01, $\text{n}_{\text{G}}^{2}$ = 0.005), but not veracity and side. The standard oriented faces received more fixations than inverted faces in all the emotions and the interaction is depicted in **Figure [2](#F2){ref-type="fig"}**.

![The number of fixations on the ROIs. Exposed half-face (left side) and occluded half-face (right side) graphs show distribution of fixations in interaction with emotion and veracity **(A)**; emotion and side **(B)**; and veracity and side **(C)**. The error bars show standard error and statistical significance is marked by ^∗^*p* \< 0.5; ^∗∗^*p* \< 0.01; ^∗∗∗^*p* \< 0.001.](fpsyg-08-02332-g002){#F2}

For the number of fixations on occluded half-face ROI, the main effects were found for veracity (*F*~(1,45)~ = 32.74, *p* \< 0.001, $\text{n}_{\text{G}}^{2}$ = 0.04) and emotion (*F*~(2,90)~ = 38.31, *p* \< 0.001, $\text{n}_{\text{G}}^{2}$ = 0.116). There were interactions between emotion and veracity (*F*~(2,90)~ = 7.37, *p* \< 0.01, $\text{n}_{\text{G}}^{2}$ = 0.023), emotion and side (*F*~(2,90)~ = 39.85, *p* \< 0.001, $\text{n}_{\text{G}}^{2}$ = 0.121) and veracity and side (*F*~(2,90)~ = 12.32, *p* \< 0.001, $\text{n}_{\text{G}}^{2}$ = 0.024). The direction of the interactions is depicted in **Figure [2](#F2){ref-type="fig"}**.

The gaze duration on the exposed half-faces showed a significant main effect for emotion (*F*~(2,90)~ = 6.30, *p* \< 0.01, $\text{n}_{\text{G}}^{2}$ = 0.016). The exposed half-faces of happy emotions (*M* = 388 ms) received significantly shorter gaze than sad (*M* = 423 ms, *p* \< 0.05), and fearful (*M* = 429 ms) emotions. There was no difference in gaze between sad and fearful (Bonferroni correction). No main effect was found for the gaze duration on occluded half-face ROI.

For the eyes, nose, and mouth ROI, ANOVA (**Figures [1C,D](#F1){ref-type="fig"}**; ROI c, d, e) was performed on gaze time with emotion (happy, sad, fearful), facial region (eye, nose, mouth), veracity (genuine, masked), and side (standard, inverted) as within-subject factors. The significant two-way interaction were found for emotion and region (*F*~(4,176)~ = 9.64, *p* \< 0.001, $\text{n}_{\text{G}}^{2}$ = 0.022) and region and veracity (*F*~(2,88)~ = 11.21, *p* \< 0.001, $\text{n}_{\text{G}}^{2}$ = 0.025). There was a three-way interaction of region, emotion and veracity (*F*~(4,176)~ = 6.60, *p* \< 0.001, $\text{n}_{\text{G}}^{2}$ = 0.016). Pairwise comparison indicated longer gaze time on nose and eyes region in genuine happy emotions; longer gaze on eyes in genuine sad; and on nose in genuine fearful emotions. Longer gaze time was found for the mouth region in all masked emotions. The results are depicted in **Figure [3](#F3){ref-type="fig"}**.

![The gaze time on eyes, nose and mouth ROIs. The gaze time duration as a function of region, emotion, and veracity. The error bars show standard error and statistical significance is marked by ^∗^*p* \< 0.5; ^∗∗^*p* \< 0.01; ^∗∗∗^*p* \< 0.001.](fpsyg-08-02332-g003){#F3}

Discussion
==========

The present study revealed that the pattern of gaze on dynamic human faces of three basic human emotions varied according to the side of the rotated face and the type of emotion being judged. Faces exposed from the left side had more fixations and the number of fixations decreased progressively from happy to sad and then fearful emotions. This pattern was evident mainly in the exposed hemiface, which suggests that subjects directed their gaze toward most salient features of the face. The occluded hemiface was fixated to a smaller extent and a different pattern was found; the number of fixations increased from happy to sad and fearful emotions. Thus, subjects may develop flexible scanning routines in order to gather additional information when facing rotated dynamic human faces. In this case, fixating in occluded facial regions seems to be associated with the increasing difficulty to judge the veracity of the presented emotion. A smaller number of fixations on the exposed right hemiface could evidence more efficient visual processing. However, when we look at the occluded right hemiface, the increase in the number of fixations indicates that there is much more need for additional visual clue than in the left occluded hemiface. These results evidence the presence of an asymmetry bias in dynamic emotions and indicate a specific strategy to extract additional visual clues for correct emotional judgment.

Previous studies showed that the left side of the face is more active than the right side when we express emotions. In addition, the aesthetic feeling is generally better for the left-faced images ([@B10]; [@B1]; [@B38]). People more often show the left cheek when they take selfies ([@B29]) and portraits of faces are depicted mainly from the left side ([@B32]). [@B3] investigated preferences for the recognition of emotions according to the face's orientation. They recorded the reaction time and judgment of pleasantness of photos with smiling expressions rotated horizontally by 15°, emphasizing either the left or right side comparisons. The results indicated a left side bias, since it was more pleasurable to look at pictures in which the left side was more apparent, and the recognition time was lower in this condition. The pattern of visual exploration found in the present study is aligned with these findings. However, it is not clear whether this asymmetric bias may be supported by neuro-functional maturation when it comes to the face perception ([@B10]; [@B1]) or is rather a culturally defined viewing preference ([@B30]).

Genuine and masked emotions are characterized by different brain states during their production, since the actor who was asked to produce a happy face was viewing a sad scene. Studies suggest that this incongruence is expected to produce asymmetry in the dynamics of emotion expression, by irregular onset/offset time of the muscle deformation, for example in a fake smile. [@B23] showed that the change in mouth movements impaired the emotion perception of micro-expression in the eye regions, but only when showed after and not before the eye change. The diagnostic information for the emotional expression may be concentrated in different regions of the static face ([@B15]; [@B37]; [@B11]). In a dynamic display of rotated faces, length of gaze on preferential facial regions varied as a function of the type of emotion. For genuine sad emotions the eyes were preferred, while for fear the nose was preferentially gazed. The increase in gaze time on mouth region in all masked emotions may be explained by increased difficulty in judging emotion's veracity. [@B5] showed that even modest increases in difficulty alter gaze patterns.

The results of this study showed longer IES in judging sad and fearful expressions compared to the happy expressions, combining that with shorter gaze time on happy faces, it indicates the effect known as happy emotion facilitation. This is in line with other studies of emotions in static faces, which defend that some expressions, such as a smile, are readily recognized due to deformation of muscles in only one or two facial regions ([@B37]; [@B13]). The genuine smile in static emotional faces is judged by the presence of crow's feet wrinkles around the eyes known as the Duchenne marker ([@B39]). However, as shown by studies with dynamic presentation of emotion, the temporal development of the expressions that change gradually over time produce subtle cues that enhance the perception of embedded information. These additional cues such as mouth deforming and opening reduce the importance of the eye region typically found is static face stimuli ([@B28]; [@B27]; [@B24]). When looking at dynamic emotions, average gaze time was the longest for the nose region of happy faces, the mouth of sad faces, and the eyes of fearful faces. Considering that this pattern was influenced by the genuine/masked factor, it is plausible that these results indicate a goal-driven viewing strategy.

Some limitations of this study must be acknowledged. First, our sample was limited in diversity (i.e., more than half were psychology undergraduate students). Second, all the movie clips were presented at the center of the screen, and the only manipulation was the mirroring of the faces. Thus, the extrapolation of conclusions on hemifield perception should be careful, since this variable was not controlled in our study. Finally, we also make no claim whether the perception of genuine and masked emotions behaves in a similar fashion for emotions other than happiness, sadness, and fear. Further studies should attend to these questions.

In summary, this study provides insight into the hemiface differences in emotion judgment and evidence of the asymmetry bias in dynamic stimuli contributing to understanding basic processes of social interactions.
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