In this paper, we introduce open cellular learning automata and then study its convergence behavior. It is shown that for a class of rules called commutative rules, the open cellular learning automata in stationary external environments converges to a stable and compatible configuration. The numerical results also confirm the theory.
Introduction
In recent years cellular automata have frequently been used to model the dynamics of spatially extended physical systems. Examples include a wide range of topics, such as prebiotic evolution [4] , the development of pigment patterns in mollusks [5] , and growth of clonal plants [6] , to mention a few. Cellular automata are a collection of cells that each adapts one of a finite number of states. Single cells change in state following a local rule that depends on the environment of the cell. The environment of a cell usually taken to be a small number of neighboring cells. The dynamics of cellular automata is generated by repeatedly applying the local rule to all cells in the cellular automata. The cellular automata evolve in discrete steps, changing the states of all its cells according to the local rule, homogenously applied at each step. Cellular automata perform complex computation with high degree of efficiency and robustness. In other hand, learning automata are simple agents for doing simple things. The learning automata have finite set of actions and each stage choose one of them. The choice of an action depends on the state of automaton which is usually represented by an action probability vector. For each action chosen by the automaton, the environment gives a reinforcement signal with fixed unknown probability distribution, which specified the goodness of the applied action. Then upon receiving the reinforcement signal, the learning automaton updates its action probability vector by employing a learning algorithm. The interaction of the learning automaton and its environment is shown in figure 1 . The learning algorithm is a recurrence relation and is used to modify action probability vector .
Various learning algorithms have been reported in the literature. Below, a learning algorithm, called , for updating the action probability vector, which will be used later in this paper, is given. Let be the action chosen at time as a sample realization from probability distribution . In algorithm, the action probability vector is updated according the following rule.
when , i.e. environment rewards the chosen vector remains unchanged when , i.e. environment penalizes the chosen action of learning automaton. Parameter represents step length and is the number of actions for LA [19] . LA have been used successfully in many applications such as telephone and data network routing [22] , solving NP-Complete problems [20] , capacity assignment [21] , neural network engineering [10, 11] and call admission in cellular networks [ 3 ] to mention a few.
Figure 1. The interaction of a learning automaton and its environment
Learning automata are, by design, ''simple agents for doing simple things''. The full potential of a LA is realized when multiple automata interact with each other. Interaction may assume different forms such as tree, mesh, array and etc. Depending on the problem to be solved, one of these structures for interaction may be chosen. In most applications, full interaction between all LAs is not necessary and is not natural. Local interaction of LAs, which can be defined in from of graph such as tree, mesh, or array, is natural in many applications. In the other hand, CA are mathematical models for systems consisting of large numbers of simple identical components with local interactions. In [12] , CA and LA are combined to obtain a new model called cellular learning automata (CLA). This model is superior to CA because of its ability to learn and also is superior to single LA because it is a collection of LAs which can interact with each other. The basic idea of CLA, which is a subclass of stochastic CA, is to use learning automata (LA) to adjust the state transition probability of stochastic CA. Cellular learning automata (CLA) is a mathematical model for dynamical complex systems that consists of large number of simple learning agents [12] . Simple, agents which have learning capability, act together to produce complicated behavioral patterns. A CLA is a CA in which a learning automaton will be assigned to its every cell. The learning automaton residing in each cell determines the state of the cell on the basis of its action probability vector. Like CA, there is a rule that CLA operate under it. The rule of CLA and the actions selected by the neighboring LAs of any cell determine the reinforcement signal to the LA residing in that cell. In CLA, the neighboring LAs of any cell constitute its local environment. This environment is nonstationary because of the fact that it changes as action probability vectors of neighboring LAs vary. The operation of cellular learning automata could be described as follows: At the first step, the internal state of every cell is specified. The state of every cell is determined on the basis of action probability vectors of the learning automaton residing in that cell. The initial value of this state may be chosen on the basis of past experience or at random. In the second step, the rule of cellular automata determines the reinforcement signal to each learning automaton residing in that cell. Finally, each learning automaton updates its action probability vector on the basis of supplied reinforcement signal and the chosen action. This process continues until the desired result is obtained. Formally a dimensional CLA is given below.
Definition 1.
A dimensional cellular learning automata is a structure , where
is a lattice of tuples of integer numbers.
2. is a finite set of states.
3. is the set of LAs each of which is assigned to one cell of the CLA.
4.
is a finite subset of called neighborhood vector, where .
5.
is the local rule of the cellular learning automata, where is the set of values that the reinforcement signal can take. It computes the reinforcement signal for each LA based on the actions selected by the neighboring LAs. A number of applications for CLA have been developed recently such as rumor diffusion [17] , image processing [7, 8, 13, 14] , modeling of commerce networks [ 15] , fixed channel assignment in cellular networks [ 2 ] , and VLSI Placement [16] . In the following subsections, we give some definitions and notations, which will be used later in section 3 to analysis the behavior of OSCLA.
Definitions and notations
In this subsection, we give some definitions and then derive some preliminary results regarding OSCLA which will be used later in this paper for the analysis of OSCLA.
Definition 3.
A configuration of OSCLA is a map that associates an action probability vector with every cell. We will denote the set of all configurations of by or simply .
Definition 4. A configurations is called deterministic if
the action probability vector of each learning automaton is a unit vector; otherwise it is called probabilistic. Hence, the set of all deterministic configurations, , and the set of probabilistic configurations, , in OSCLA are and respectively. In the following lemma, it is shown that is a convex hull of .
Lemma 1
is the convex hull of . Proof: Let and be a unit vector of appropriate dimension in the th direction. Then any configuration can be expressed by
Since each vector is in , then the above sum can be interpreted as a convex combination of the elements of . The application of the local rule to every cell allows transforming a configuration to a new one.
Definition 5.
The global behavior of a OSCLA is a mapping that describes the dynamics of the OSCLA Definition 6. The evolution of the OSCLA from a given initial configuration is a sequence of configurations , such that .
Definition 7.
The average reward for action of automaton for configuration is defined as
where and are the signals produced by the global and the exclusive environments of cell , respectively and and are the probability of producing the responses and by the global and the exclusive environments, respectively. The average reward for learning automaton is equal to
The above definition implies that if the learning automaton is not a neighboring learning automaton for , then does not depend on .
Definition 8.
A configuration is compatible if (5) for all configurations and all cells . The configuration is said to be fully compatible, if the above inequalities are strict. The compatibility of a configuration implies that no learning automaton in OSCLA have any reason to change its action. Definition 9. The total average reward for the OSCLA at configuration is the sum of the average rewards for all the learning automata in the OSCLA, that is,
Lemma 2
The OSCLA has at least one compatible configuration.
Proof:
Let Since each term of the above inequality is nonnegative, thus the summation is also nonnegative, which contradicts our assumption and hence is compatible. 
The proof is trivial from the proof of theorem 2.
Behavior of Open Synchronous CLA
In this section, we analyze the open synchronous OSCLA in which all learning automata use the learning algorithm and operates under stationary global and exclusive environments. We denote this OSCLA by OSCLA( ).
Using learning algorithm, process is
Markovian and can be described by the following difference equation.
where is composed of components (for and ), which are dependent on .
represents the learning algorithm, is a diagonal matrix with for , and represents the learning parameter for learning automaton . Now, define
Since is Markovian and depends only on and not on explicitly, then can be given by a function of . Hence, we can write
Now using algorithm, the components of can be obtained as follows.
where (15) For different values of , equation (11) generates different process and we shall use to denote this process whenever the value of is to be specified explicitly. Define a sequence of continuous-time interpolation of (11), denoted by and called interpolated process, whose components are defined by (16) where is the learning parameter of the algorithm for learning automaton . The objective is to study the limit of sequence as , which will be a good approximation to the asymptotic behavior of (16) . When learning parameter is sufficiently small for all , then equation (13) can be written as the following ordinary differential equation (ODE). (17) where is composed of the following components.
We are interested in characterizing the long term behavior of and hence the asymptotic behavior of ODE (17 
If is a constant, then
is an independent identically distributed sequence. Let be the distribution of process .
Then using the weak convergence theorem [9] , sequence converges weakly, as to the solution of where and denotes the expectation with respect to the invariant measure . Since for , is an independent identically distributed sequence whose distribution depends only on and the rule of the OSCLA, then we have and hence the theorem. Theorem 3 enables us to understand the long term behavior of . The weak convergence in this theorem implies that path will closely follow the solution to the ODE on any finite interval with an arbitrarily high probability as . As the length of the time interval increases and , the fraction of time that the path of the ODE must eventually spend in a small neighborhood of , the solution of the ODE, goes to one. Thus, will eventually (with an arbitrarily high probability) spend all of its time in a small neighborhood of as well. As , the time interval over which the evolution of the CLA follows the path of the ODE goes to infinity. Although the speed of convergence depends on the specific value of . The above point is summarized in the following lemma.
Lemma 5
For large and small enough value of , the asymptotic behavior of generated by the CLA can be approximated by the solution to ODE (19) with the same initial configuration. Proof: Let be the solution of ODE (19) In the following subsections, we first find the equilibrium points of ODE (17), then study the stability property of equilibrium points of ODE (17), and finally state a main theorem about the convergence of the OSCLA.
Equilibrium points
The equilibrium points of equation (15) are those points that satisfy the set of equations for all , where the expected changes in the probabilities are zero. In other words, the equilibrium points are zeros of , which are studied in the following two lemmas. Lemma 6 All the corners of are equilibrium points of . All the other equilibrium points of satisfy (20) for all , and for all .
Proof: From equation (14), it is obvious that (for ) if is a unit vector and hence all corners of are equilibrium points of . In order to find other equilibrium points of , from (14) 
The Stability property
In this subsection we characterize the stability of equilibrium configurations of OSCLA that is the equilibrium points of the ODE (17) . From lemmas 6 and 7, all the equilibrium points of (17) are known. In order to study the stability of the equilibrium points of (17), the origin is transferred to the equilibrium point under consideration and then the linear approximation of the ODE is studied. The following two lemmas are concerned with the stability properties of the equilibrium points of ODE (17) . how small this neighborhood we take, there will be infinity many points starting from which; will eventually leave that neighborhood, which implies that is unstable.
Remark 1
In lemmas 8 and 9, the solution of ODE (17) well characterized and it is shown that full compatibility implies uniformly asymptotic stability of the corners. In order to obtain necessary and sufficient conditions for uniformly asymptotic stability, it is essential to consider in detail the nonlinear terms in the differential equation, which appears to be a difficult problem.
Convergence results
We study the convergence of OSCLA for the following four different initial configurations, which covers all points in the . 1.
is close to a compatible corner . By lemma 8, there is a neighborhood around entering which, the OSCLA will be absorbed by that corner. Thus, the OSCLA converges to a compatible configuration.
2. is close to a incompatible corner . By lemma 9, no matter how small neighborhood we take around , the solution of ( 17) will leave that neighborhood and enter . The convergence when the initial configuration is in is discussed in case 4 below.
3.
. Using the convergence properties of learning algorithm [19] , no matter whether is compatible or not, the OSCLA will be absorbed to . For global environment, we add an extra row to this OSCLA, say row 0, containing identical cells and for exclusive environment, we add again an extra row, say row 2, containing cells. Now, the original OSCLA becomes row 1 of the new CLA. To consider the effects of the global and exclusive environments on each learning automaton, the neighborhood function must also be modified. The modified neighborhood functions is , where operators and for index are modula-3 operators. Since, the global and exclusive environments are random; we model each of them using a learning automaton. Since, the global environment is identical for all learning automata, the probability vectors of all learning automata representing the global environment (row 0) and the mechanism for choosing their actions are the same. In order to model the global and exclusive environments, the characteristics of these environments are set as a priori information in action probability vector of their corresponding learning automata. Since, the global and exclusive environments are stationary; the action probability vectors of all learning automata representing global and exclusive environments must be unchanged during the operation of CLA. Hence, in order to use the model of synchronous CLA to prove the convergence of open CLA, we use the zero value for the learning parameter of learning automata representing the global and exclusive environments. (17), is nondecreasing because
The OSCLA updates the action probabilities in a such a way that for all and .
Since is a compact subset of , asymptotically all solutions of ODE (17) (17) for any initial configuration in will converge to a set containing only equilibrium points of the ODE (17) . Since all equilibrium configurations that are not compatible are unstable, the theorem follows. Remark 2 If the OSCLA satisfies the sufficiency condition needed for theorem 4, then the OSCLA will converge to a compatible configuration. When the OSCLA doesn't satisfy this sufficiency condition, its convergence to compatible configurations cannot be guaranteed and the OSCLA may exhibit a limit cycle behavior [18] .
Open Synchronous CLA Using Commutative Rules
In this section, we study the behavior of the OSCLA when the commutative rules are used. Commutativity is a property of hyper matrix as given in the following definition. 
Numerical Examples
This section discusses patterns formed by the evolution of open synchronous cellular learning automata from a random initial configuration. For the sake of simplicity in our presentation, we use the following notation to specify the rules for the cellular learning automata for which each cell has a learning automaton with actions. In the experiments presented below, the OSCLA with neighborhood function are considered. 
Conclusions
In this paper, the open synchronous cellular learning automata was introduced and its convergence behavior was studied. It is shown that for commutative rules, the open cellular learning automata converges to a stable configuration for which the average reward for the open synchronous cellular learning automata is maximum. The numerical results also confirm the theory.
