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Abstract. We describe a Markov chain on redistricting plans that makes relatively global moves. The chain
is designed to be usable as the proposal in a Markov Chain Monte Carlo (MCMC) algorithm. Sampling the
space of plans amounts to dividing a graph into a partition with a specified number elements which each
correspond to a different district. The partitions satisfy a collection of hard constraints and the measure
may be weighted with regard to a number of other criteria. When these constraints and criteria are chosen
to align well with classical legal redistricting criteria, the algorithm can be used to generate a collection of
non-partisan, neutral plans. This collection of plans can serve as a baseline against which a particular plan
of interest is compared. If a given plan has different racial or partisan qualities than what is typical of the
collection plans, the given plan may have been gerrymandered and is labeled as an outlier.
Comparing a given redistricting plan to an ensemble of neutrally drawn plans is quickly becoming a
standard method for identifying partisan and racial gerrymanders. An ensemble of plans serves as a baseline
against which a particular plan of interest is compared. If the given plan has different racial or partisan
qualities than what is typical of the collection plans, the given plan may have been gerrymandered and
labeled as an outlier. This approach has been used by elected officials when considering remedial maps [Duc]
and has been successfully employed as evidence in a number of recent court cases [RWC, Gre, Cov, Gil, LWV,
Ruc, Lew]. Methods for generating the ensembles are varied: There are constructive randomized algorithms
including seed and flood and assimilation methods [CDO00, CR13, CR15], optimization algorithms [MJN98,
LCW16], moving boundary MCMC algorithms [Mac01, MV14, BDGV15, WDS+15, FHIT15, Mat19a], local
chain comparison algorithms [CFP17, CFMP19], and a newer recombination (ReCom) algorithm which
rearranges pairs of districts by cutting spanning trees [MGG, DD19b, DeF18, DD19a].
In the current work, we describe a reversible Markov Chain Monte Carlo (MCMC) algorithm which uses
relatively global moves to sample a specified distribution on the space of redistricting plans in a fixed region.
This amounts to partitioning the region into a specified number of sets which satisfy a collection of hard
constraints and perform relatively well with regard to a number other criteria. When these constraints and
criteria are chosen to align with classical legal redistricting criteria, the algorithm can be used to generate a
collection of non-partisan, neutral plans which abide by legal requirements.
Constructive and optimization algorithms randomly draw maps to locally optimize a given objective
criteria. Currently, it is unknown from what distribution these algorithms sample. These methods investigate
how a neutral hypothetical redrawing processes compare with a given map. In most legal cases to date, all
methods used, whether constructive or based on MCMC, have drawn the same qualitative conclusion about
the outlier status of a collection of maps.
Yet, as the questions probed with ensemble methods become more nuanced, how the ensemble is generated
and what legal and societal considerations are included will become more important. This will require a clear
understanding of what distribution is being sampled. Thus far, constructive methods and some Markov Chain
methods fail this test. One of the main advantages of the method described in this note is that it is practical
to use as a proposal in classical Metropolis-Hastings algorithms. This both provides a reversible chain and
ensures that the algorithm will asymptotically sample from a specified target distribution. Furthermore, we
will see that it can be mixed with proposals generated by a moving boundary chain to create a sample chain
with both local and global steps which preserve a common distribution.
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2 MERGE-SPLIT PROPOSAL FOR MONTE CARLO MARKOV CHAIN SAMPLING
Our algorithm builds on existing work by Duchin, Deford and their co-authors [MGG, DD19b, DeF18]
using spanning trees to design “global” moves for MCMC chains in the redistricting context.1 Initial redis-
tricting MCMC algorithms used single node flip algorithms [Mac01, MV14, BDGV15, CFP17] which had
the advantage of simplicity and have been shown to effectively mix in a number of settings. The “nodes”
in this case represent geographic units, such as precincts, and nodes at districts borders swap the district
that contains them. As often happens, simple single node flip algorithms become slower as the scale of the
problems grows [NDS19].
There have been a number of investigations on how to make larger changes to a given districting plan. One
such effort to move beyond single node flips is found in [FHIT15], in which clusters of nodes at the boundary
swap districts via a Swendsen–Wang algorithm. Global moves have also been employed outside of the context
of MCMC algorithms in genetic optimization algorithms [LCW16]. In [MGG, DD19b, DeF18, DD19a],
the authors propose moves that entirely redraw pairs of districts, called ReCom (short for recombination).
Global moves, such as the merge-split algorithm described here or the very similar recombination (or ReCom)
algorithm previously introduced in [MGG, DD19b, DeF18], promise faster mixing MCMC algorithms when
used as the proposal chain.
In MCMC algorithms, the distribution on the space of redistricting plans may be specified a priori. When
using single node flip algorithms or Swendsen–Wang, these methods have been shown to converge to exact
results on smaller problems [FHIT15, Mat19b, Mat19a]. As the size of the districting plan and the criteria
for redistricting becomes more complex, the moving boundary MCMC algorithms will converge, in theory,
but the mixing time for these chains may cause their use to be infeasible to solve computationally [NDS19].2
One option is to avoid the issue of mixing entirely. In [CFP17, CFMP19] the authors give a rigorous
theorem which allows one to label a plan as an outlier simply based on a reversible Markov Chain trajectory
starting from the plan of interest. Their methods do not assume that the Markov Chain has run long enough
to be well mixed. However, the type of conclusions they can draw are more limited than the framework we
discuss here. In particular, they cannot describe the structure and properties of typical redistricting maps,
only identify when a given map is a outlier.
Moving boundary problems suffer from the fact that paths between acceptable redistricting plans may
have to pass large energetic or entropic barriers. The barriers may result in slow mixing and thus reduce
the overall efficacy of these methods in certain contexts. One strategy to avoid the need for traversing
such unlikely paths is to redefine how steps in the Markov chain may transition through the state space.
This is precisely the strategy of the recombination algorithm (ReCom) presented in [MGG, DD19b, DeF18],
in which the authors draw a spanning tree across two adjacent districts and then cut it to yield two new
districts. The challenge behind this method is to make it reversible so that a given measure on the space of
redistricting plans may be preserved; to date, ReCom has not yet been made to be reversible [NDS19, DD19a].
Reversibility also opens the door to use ideas from [CFP17, CFMP19] which do not obviously apply to the
non-reversible context.
There is a long history of global moves based on clusters in computational statistical mechanics, especially
in the setting of plainer graphs. In [FHIT15], a modified version of a Swendsen–Wang algorithms was
implemented with some success. One could imagine versions of the Wolf algorithm or tempering algorithms
which exchange entire clusters of nodes, as such algorithms have been quite successful in related problems.
One advantage of the class of algorithms discussed in this note are that the spanning tree structure makes
it efficient to split the tree into two pieces whose populations are equal within a set tolerance. Balancing
the population is more difficult with larger boundary moves which may introduce severe imbalances between
district populations. To date, no elegant balancing procedures have yet emerged when considering node
exchanges across boundaries.
In the current work, we adopt the idea of using spanning trees to merge and (re-)split adjacent districts.
We alter the ReCom algorithm by extending the districting state space to track persistent spanning trees
within each district, and demonstrate that this state expansion allows us to construct a reversible Markov
chain that is able to completely redraw pairs of adjacent districts within its proposals. We also demonstrate
1It is worth mentioning that genetic algorithms of Cho [LCW16] and the Swendsen–Wang algorithm used in [FHIT15] also
have a larger scale moves which involve moving larger blocks of districts. In [LCW16], the genetic procedure is non-reversible
and the underlying measure unknown. In [FHIT15] larger regions at the boundary are exchanged between districts. Both of
these works are significantly different than what is described here or in [MGG, DD19b, DeF18].
2As a practical example, in [MV14, BGH+17], the authors use simulated annealing instead of strictly preserving the measure.
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(a) Graph (b) District Graphs (c) District Trees (extended state)
(d) Merge & Sample New Tree on
Merged District Graph
(e) Find Edge to Cut (f) Split into Two Trees
Figure 1. We show how the geometric regions induce a graph (A), how a districting induces
subgraphs (B), how we extend the state to consider trees on the subgraphs (C), how a merge
step might look (D), how edges are removed and how a subsequent split step might look (E,
F).
that a particular choice of measure enables us to replace the extended forest of spanning trees with any other
forest that preserves the graph partition: In this case the spanning tree information becomes superfluous
and we may introduce alternative proposals, such as moving boundary proposals, that do not require any
information on the extended state.
1. Informal Overview of the Reversible Merge-Split Algorithm
We describe the algorithm in the context of political redistricting as that is our main application of interest.
However, at heart, the algorithm is a graph partitioning algorithm. Typically, political districts are largely
formed out smaller atomic geographic elements such precincts, counties or census blocks (see Figure 1a). A
redistricting is simply a assignment of each of these smaller atomic elements to one of each of the districts
(Figure 1b). Since districts are usually connected, each district is a connected cluster of the atomic elements.
The core of the algorithm, as in [MGG, DD19b, DeF18], is to pick two adjacent district clusters, erase the
labels, and redivide the merged cluster into two new clusters. This process is them repeated, possibly with
a number of single-note flip proposals between each merge-split proposal.
The new partition of the merged districts into two roughly equal parts is constructed by first generating
a random spanning tree on the merged districts (Figure 1d). This spanning tree can then be used to
efficiently divide the districts which have populations which are equal up to some tolerance (Figure 1e). One
such partition is chosen randomly from those which are possible by cutting the given spanning tree in two
(Figure 1f). The probability of any such move can be calculated efficiently.
Since we are primarily interested in using the merge-split as a proposal in a Metropolis-Hastings MCMC
algorithm, we need to be able to calculate the probability of proposing a particular move from an initial
state and also the probability of proposing the reverse move from the proposed state back to the initial state.
These calculations are impractical without further insight. Although there may be other ways to simplify
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the computations, here we have chosen to consider the spanning tree on each cluster to be the state of the
system (Figure 1c), and we will demonstrate that this choice greatly simplifies the calculation for the forward
and reverse proposal probabilities.
2. The Setting and Target Measure
We will now lay the groundwork we need to define the algorithm sketched in the previous section more
formally. We base our notation on that found in [BGH+17, MV14] then expand upon it below. Let the
graph G have vertices V and edges E. Each vertex may represent some region of the to be the most atomic
region to be districted — a voter tabulation district (VTD), precinct, census block, county, etc. In this
context, edges are placed between vertices that are either rook, queen, or legally adjacent.3 Furthermore, in
this context, we will be working with (mostly4) planar graphs, however all of the ideas we will discuss may
be trivially expanded to generic graphs.
We represent a districting plan on G, made up of n districts, as a function ξ : V → {1, 2 . . . n}. Informally,
ξ(v) = i means v is in the ith district. Given a districting plan ξ, we will denote by Vi(ξ) = {v ∈ V | ξ(v) = i}
and Ei(ξ) = {(v, u) ∈ E | ξ(v) = ξ(u) = i} respectively the set of vertices in the ith district and the set of
edges between vertices in the ith district. We will define ξi = (Vi(ξ), Ei(ξ)) to be the subgraph induced by
the ith district.
We will also sometimes associate extra data with the vertices and edges, such as population, land area,
and border length. The additional data is used to evaluate the districts on desired redistricting criteria, such
as equal-population and compactness. Of particular note we define pop(v) to be the population of vertex v
and
pop(ξi) =
∑
v∈Vi(ξ)
pop(v).(1)
to be the population of district ξi.
In most settings, a redistricting must contain districts which are each simply connected, and hence the
state space is a subset of the set of n-partitions of the vertex set of a graph, where n is the number of
districts. Using ξi as above to represent the subgraph associated to the ith district, we can equivalently
think of a districting ξ as a partition of our graph into n subgraphs, that is,
ξ = {ξ1, ξ2, . . . , ξn}.
Since (up to the n! equivalent labelings) there is a one-to-one correspondence between labeling functions ξ
and partitions into n subgraphs {ξ1, ξ2, . . . , ξn} we will move between the two perspectives as convenient and
consider ξ to be both the labeling function and the partition.
We will see that in the context of our merge-split procedure it will be important to work on a space with
more structure than the space of n-partitions. We choose to make our state space the set of n-tree partitions
of a graph; this is the space of forests consisting of n disjoint trees whose union spans the vertices of the
graph. We will use the term spanning forest interchangeably for such a collection of disjoint trees which
span the graph. From this perspective the state space has elements of the form
T = {T1, T2, · · · , Tn},
where each Ti is a spanning tree on the subgraph ξi with vertices vi = Vi(ξ) and edges εi ⊆ Ei(ξ). The use
of n-tree partitions of a graph rather than n-partitions only enlarges the state space. Thus, any distribution
on the second can be represented on the first. However, we will see in Section 3 that this additional richness
will allow us to build a fast and feasible algorithm for calculating proposal probabilities. This extension
is illustrated between Figure 1b and 1c. Henceforth we will consider our state to be a collection disjoint
spanning trees {Ti} rather than a collection of disjoint graphs {ξi}. The one-to-one correspondence between
partitions and labeling functions no longer holds, but since {Ti} naturally induces {ξi} (but not the converse),
3Rook adjacency means that the geographical boundary between two regions has non-zero length; queen adjacency means
that the boundaries touch, but may do so at a point. At times two regions may not be geographically adjacent, but may be
considered adjacent for legal purposes; for example, an island may still be considered adjacent to regions on a mainland for the
purposes of making districts.
4At times, certain regions that represent a node may not be connected. If a node represents such a region, it is possible for
the graph to be non-planar.
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we will still consider the labeling function ξ corresponding to T = {Ti} and denote it by ξ(T ) or just ξ if
context makes the intent clear.
2.1. The target measure on spanning forests. We will now place the probability measure on this space
spanning forest consisting of n disjoint trees T = {T1, T2, · · · , Tn}. We take our measure to be of the form
P (T ) ∝ e−βJ(ξ(T ))τ(ξ(T ))−γ ,(2)
where J is a score function that evaluates how “good” a districting plan is,5 β ∈ [0, 1] and γ ∈ [0, 1] are
tempering parameters used to change the importance of the factors J(ξ) and τ(ξ) respectively, and
τ(ξ) =
n∏
i=1
τ(ξi),(3)
where τ(ξi) is the total number of spanning trees on the graph ξi.
6 Since once the districting ξ is fixed
one can choose the spanning tree for each district independently, τ(ξ) counts the total number of spanning
forests on ξ when viewed as a collection of disjoint graphs with the requirement that each district graph is
covered by a single spanning tree. In other words, τ(ξ) is the number of different states in our enlarged state
space which correspond to the same districting ξ.
The score function J encodes a preference for maps with lower scores. It also encodes absolute constraints,
which is to say maps that are strictly not allowed in the ensemble, by setting J(ξ) =∞ on those maps. For
example, we may constrain the space if the population is outside an acceptable range or only consider maps
which have connected districts. While this is not strictly necessary in what follows, it is appropriate for the
redistricting application we have in mind. It is worth noting that the structure of the spanning forest T does
not explicitly enter the measure, as the measure only depends on the underlying districting ξ. However, as
already mentioned, we will see that considering our space to be T rather than ξ will be important.
2.2. The structure of the measure. We now collect a number of observations about the structure of the
measure P and various limiting cases in γ and β. We will write P (T ;β = b, γ = g) for the probability of
seeing the districting T in the distribution in (2) when β = b and γ = g.
Uniform Measure on Spanning Forests. When γ = 0 and β → 0, P (T ) converges to the uniform measure on
the spanning forest of n trees which satisfy the constraints described by the score function J ; that is to say
J(ξ) <∞. If we were to use the convention that 0×∞ = 0 in the exponent, when γ = β = 0 the measure
becomes
P (T ;β = 0, γ = 0) ∝ 1,(4)
which is to say we recover the uniform measure on the spanning forests, subject to no constraints.
Uniform on All Graph Partitions. When γ = 1 the distribution on graph partitions depends only on the
factor involving J ; that is, the probability of finding districting ξ no longer depends on τ(ξ). To see this,
note that
P (ξ) ∝
∑
T∈ST (ξ)
P (T ) = e−βJ(ξ)
τ(ξ)
τ(ξ)γ
,(5)
where
ST (ξ) = ST (ξ1)× · · · × ST (ξn),(6)
is the cartesian product of all spanning trees, ST (ξi), of subgraph ξi.
When γ = 1 and β → 0, the measure becomes uniform on graph partitions subject to the absolute
constraints given by the score function J . When γ = 1 and β = 0 (as before, using the convention that
0×∞ = 0), the measure is uniform on all graph partitions.
5Lower scores are “better” in the sense that districting in question performs better when considering criteria included in the
definition of J .
6See Section A.2 for an efficient way to compute τ(G) for any graph G.
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Intermediate Values of γ. As can be seen in equation (5), as γ becomes smaller, we favor partitions that
have a larger product of tree counts on the subgraphs. In particular, when γ = 0 the chance of finding a
districting plan with districts specified by ξ is proportional to the product of the number of spanning trees
on the subgraphs in ξ.
For moderately sized graphs with a few hundred or thousand vertices, the number of spanning trees is
extremely large. In fact, this number grows faster than exponentially with the number of vertices in the
graph, assuming the graph has average degree larger than 2 [GIKM17]. This rapid growth may cause large
disparities between the relative probabilities of different districting plans, as this ratio will be proportional
to the product of spanning tree ratios
P (ξ)
P (ξ′)
∝ τ(ξ)
τ(ξ′)
τ(ξ′)γ
τ(ξ)γ
e−β[J(ξ)−J(ξ
′)].(7)
When taking a random walk through the state space using the Metropolis-Hastings algorithm, proposed
states will usually have either far fewer or far more trees than the prior state, and the acceptance probability
will be dominated by this ratio. This issue may be alleviated by modifying γ in the interval [0, 1]. There
is a tradeoff; choosing γ close to 0 leads to more similar probabilities and thus potentially better movement
around the state space, but choosing γ close to 1 leads to a distribution which is closer to uniform on the
graph partitions rather than spanning forests.
Induced Measure on Partitions. We are primarily interested in the measure on partition ξ of the graph as this
maps to the redistricting application. However, for reasons we will be clearer in discussion of the sampling
algorithm, we have chosen to work on the extended state space of spanning forests. It is instructive to pause
and consider the relative structure of the measures on spanning forests and partitions. The following lemma
shows that all forests which correspond to a given partition are equally likely to be sampled. In other words,
the measure conditioned on a given partition is uniform on the spanning trees which correspond to that
partition.
Lemma 1. If two spanning forests T and T ′ represent the same partition then their corresponding states
have equal probability under the measure P . Given our notation, we may write that if ξ(T ) = ξ(T ′), then
P (T ) = P (T ′).
Proof. This follows from the fact that for a given spanning forest T , both the score function J and the
number of spanning trees τ only depend on the partition ξ(T ). Since these are the only occurrences of T in
the definition of P , the result follows. 
3. Sampling From The Measure P
As already discussed, we will use a global merge-split algorithm to propose moves to the standard
Metropolis-Hastings algorithm. Our merge-split algorithm is not itself reversible, but the resulting Markov
chain given by the Metropolis-Hastings algorithm will be. Although one can always in theory use Metropolis-
Hastings to create a reversible chain from any proposal method, it will fail to do so in practice if the rejection
probabilities are too large or if calculating the necessary transition probabilities is computationally infeasi-
ble. Previously, similar merge-split algorithms described in [MGG, DD19b, DeF18] failed to create reversible
chains; ours does because it manages to efficiently compute the forward and backwards proposal probabilities
due to the extension of the state space.
In the next section, we review the Metropolis-Hastings algorithm in this setting. In Section 3.2, we give a
full description of our merge-split algorithm and many of the implementation details. We also explain what
is gained computationally by working on the space of spanning forests rather than the space of partitions.
3.1. Metropolis-Hastings algorithm. To sample from the measure P defined previously, we use the
Metropolis-Hastings algorithm with our merge-split algorithm as the proposal method. We will denote by
Q(T, T ′) the probability of starting from the spanning forest T and proposing spanning forest T ′ using the
merge-split algorithm. In other words, if the current state of chain is the spanning forest T , the measure
Q(T, · ) is the distribution of the next proposed move of the chain. Then, following the Metropolis-Hastings
prescription, this move is accepted with a probability A(T, T ′) defined by
A(T, T ′) = min
(
1,
P (T ′)
P (T )
Q(T ′, T )
Q(T, T ′)
)
= min
(
1, e−β[J(ξ
′)−J(ξ)]
[
τ(ξ)
τ(ξ′)
]γ
Q(T ′, T )
Q(T, T ′)
)
,(8)
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and rejected with probability 1 − A(T, T ′). If the step is accepted, the next state is the proposed state; if
the step is rejected, the next state does not change. One can prove under relatively mild considerations that
this process with converge to sampling from the measure P if it is run for sufficiently many steps.
3.2. The Merge-Split Algorithm. We now describe the Merge-Split Markov Chain Q introduced in
previous section. As already mentioned, this merge-split algorithm is specifically designed to have both
forward and backward transition probabilities which can be efficiently computed. From (8), we see that this
is critical if it is to be used in the Metropolis-Hastings algorithm as a proposal.
3.3. The merge-split proposal and probability Q. We now outline the merge-split algorithm. We
assume that the current state of the chain is the spanning forest T . Our goal is to produce T ′ which
corresponds to merging two adjacent spanning trees in T , then redividing the merged tree into two new
spanning trees which satisfy constraints given by J , and then calculate Q(T, T ′) and Q(T ′, T ). Before diving
into the details, we provide a high-level outline of this procedure.
Given spanning forest T = (T1, · · · , Tn), we
(1) Choose two trees Ti and Tj from T which correspond to adjacent districts.
(2) Draw a new spanning tree T ′ij uniformly at random on the subgraph ξi,j induced by the union of
vertices in Ti and Tj and the edges connecting these vertices. In other words, this induced graph is
ξij = (Vij , Eij) where Vij(ξ) = {v ∈ V | ξ(v) ∈ {i, j}} and Eij(ξ) = {(v, u) ∈ E | ξ(v), ξ(u) ∈ {i, j}}.
(3) Determine the edges of the newly-drawn tree T ′ij such that, once removed, they would split the
spanning tree into two trees that each comply with some subset of the constraints.
(4) Select one such edge and remove it from the new spanning tree T ′ij , leaving two new trees T
′
i and T
′
j .
(5) Calculate the probability of proposing T ′i and T
′
j starting from Ti and Tj , Q(T, T
′), and the reverse
probability Q(T ′, T ).
We now give more details about how each of these steps might be implemented. The first step may be
implemented in a variety of ways; for example, we may chose uniformly from all pairs of adjacent districts, or
weight the choice by some property of the shared boundary between districts such as length or the values of
the score function J . The second step is achieved by Wilson’s algorithm which employs loop-erased random
walks. For the third step, the most pertinent constraint is equal population, so the third step involves a
simple depth-first search along the tree with exit criteria based on the remaining population within a search
branch. Choosing the specific edge to cut in the fourth step may be done uniformly or with a weighted
distribution that might, for example, favor more equal populations. In many ways, step 5 is the most
involved. It also critically depends on the details of how the previous four steps were implemented. It is in
step 5 that we will see why the choice of the space of spanning forests, rather than partions, is important.
Once the pair spanning trees Ti and Tj , to be are merged and then split, is chosen, the remainder of the
algorithm is summarized by the set of mappings show in equation (9). They summarize steps 2–4 above.
The annotations will help to explain why the choice of a forest of spanning trees as states space and the
particular structure of (9) is important for calculating the forward and backward probabilities in step 5.
{Ti, Tj} many-to-one−−−−−−−−→
deterministic
ξij
one-to-many−−−−−−−−→
random
T ′ij
one-to-a-few−−−−−−−−→
random
{T ′i , T ′j}(9)
We will give more details in the next two sections, but already there are some indications of the structure
which makes calculating the probabilities in step 5 tractable. The initial mapping is deterministic and all the
random choices to come only depend on ξij . Though the next step is a one-to-many random map, we will
choose it to be uniform on a set whose size we can calculate; and from which, we can draw uniformly. This
makes drawing from and calculating the forward and backward probabilities tractable. Since the next map
is onto a relatively small set, it will be possible calculate the forward probabilities and produce a random
draw. Because in this step the forward possibilities are limited, we will see that identifying the backward
possibilities will also be tractable.
Calculating Q(T, T ′) and Q(T ′, T ). Given the spanning forest T let us denote by p({i, j} | T ) the proba-
bility from step one of picking the pair of adjacent spanning trees Ti and Tj to merge. This probability is
simple to calculate for most reasonable choices of how to perform step 1. We will let T ′ denote T with the
Ti and Tj replaced by T
′
i and T
′
j respectively. Then
Q(T, T ′) = p({i, j} | T )q({Ti, Tj}, {T ′i , T ′j}).(10)
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(a) Edges E(T ′i , T
′
j) (dashed) that complete a
merged tree
(b) Edges that could have been cut (red) given
a possible merged tree
Figure 2. When calculating the proposal probability of drawing T ′i (orange) and T
′
j (green),
we must examine all edges that could have made a spanning tree on the joined space (A).
For each edge we must examine all edges that could have been cut and then compute the
probability that we cut the edge that leads to the observed partition. In (B) we show the
choice of one of the conflicted edges in e ∈ E(T ′i , T ′j) and mark it along with a second edge
in red; both of these edges could have been cut with probability Pcut(e
′ | T(T ′i ,T ′j ,e)), where
e′ is either e or the second edge highlighted in red.
where q({Ti, Tj}, {T ′i , T ′j}) is the chance that the merging of {Ti, Tj} and subsequent splitting produces the
replacement spanning trees {T ′i , T ′j}.
To compute q({Ti, Tj}, {T ′i , T ′j}), we must examine all possible spanning trees on the induced graph of ξij
that could have been drawn in step 2 and then cut in step 4 to result in T ′i and T
′
j . We must then sum the
probability that we found T ′i and T
′
j across all such choices to compute the probability of proposing the new
state.
The set of all possible spanning trees that could result in T ′i and T
′
j is simply the trees defined by T
′
i ∪ T ′j
along with each edge in G connecting the two graphs (see Figure 2a). The edges in G that connect the
spanning trees are {(v, u) ∈ E | ξ′(u) = i, ξ′(v) = j} and we will denote this set as E(T ′i , T ′j). Together with
the new trees T ′i and T
′
j , each edge e ∈ E(T ′i , T ′j) induces a spanning tree on the induced graph ξij , which
we will denote T(T ′i ,T ′j ,e). This new spanning tree is one of the trees that could have been drawn in step 2
and cut in step 4 to yield T ′i and T
′
j .
Let the probability from step 4 that we cut the tree T(T ′i ,T ′j ,e)) at edge e
′ be Pcut(e′ | T(T ′i ,T ′j ,e)). Note that
the probability that we cut T(T ′i ,T ′j ,e) into T
′
i and T
′
j is Pcut(e | T(T ′i ,T ′j ,e)) (see Figure 2b). Finally, note that
the probability of drawing each of the spanning trees induced by some edge in E(T ′i , T
′
j) is simply 1/τ(ξij).
Putting this all together, we now find that the probability of the proposing T ′i and T
′
j from Ti and Tj is
q({Ti, Tj}, {T ′i , T ′j}) =
1
τ(ξij)
∑
e∈E(T ′i ,T ′j)
Pcut(e | T(T ′i ,T ′j ,e)).(11)
Properties of the Merge-Split Proposal Q. First observe that when the merge-split proposal from (10)
is inserted into the formula for the acceptance probability from (8), we obtain
A(T, T ′) = min
(
1, e−β(J(ξ
′)−J(ξ))
[
τ(ξ)
τ(ξ′)
]γ
p({i, j} | T ′)
p({i, j} | T )
q({T ′i , T ′j}, {Ti, Tj})
q({Ti, Tj}, {T ′i , T ′j})
)
.(12)
From this we see that if γ = 0, one does not need to calculate the τ(ξ) and τ(ξ′) factors, which reduces the
computational costs. Furthermore, as mentioned before, the difference between τ(ξ) and τ(ξ′) is a principle
reason for a low acceptance rate when γ is closer to 1.
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Inserting (11) into (12), we see that the ratios of the merge-split probabilities can be written as
q({T ′i , T ′j}, {Ti, Tj})
q({Ti, Tj}, {T ′i , T ′j})
=
∑
e∈E(Ti,Tj) Pcut(e | T(Ti,Tj ,e))∑
e∈E(T ′i ,T ′j) Pcut(e | T(T ′i ,T ′j ,e))
.(13)
In particular, we see that the τ(ξij) factors in each q expression cancel and hence need not be computed.
To better under the structure of this ratio, notice that when there is only a single edge that could possibly
be cut for any spanning tree induced by the edges E(Ti, Tj), we may write the proposal ratio as
q({T ′i , T ′j}, {Ti, Tj})
q({Ti, Tj}, {T ′i , T ′j})
=
|Eij(Ti, Tj)|
|Eij(T ′i , T ′j)|
.(14)
Hence in this case we see that the ratio of probabilities is equal to the ratio of the number of edges which
connect the two trees, or, in other words, the graph-theoretic length of the boundary. With this calculation
in mind it is reasonable to define an effective boundary between Ti and Tj by
∂(Ti, Tj) =
∑
e∈E(Ti,Tj)
Pcut(e|T(Ti,Tj ,e)) .(15)
Returning to general γ and with this notation, the acceptance ratio becomes
A(T, T ′) = min
(
1, e−β[J(ξ
′)−J(ξ)] p({i, j} | T ′)
p({i, j} | T )
∂(Ti, Tj)
∂(T ′i , T
′
j)
[
τ(Ti)τ(Tj)
τ(T ′i )τ(T
′
j)
]γ)
(16)
where we have used the fact that the spanning forests T and T ′ only differ in the ith and jth trees so
τ(T )
τ(T ′)
=
τ(Ti)τ(Tj)
τ(T ′i )τ(T
′
j)
As mentioned previously, the ratio between spanning tree products, τ , may be large between districting
plans. This disparity is eliminated when γ = 0, however setting γ = 0 favors sampling partitions with higher
values of τ . The parameter γ is presented as a smoothly varying parameter because it demonstrates how
one may use a tempering (e.g. simulated or parallel tempering) scheme to vary γ from 0 to 1 across multiple
chains in an extended product measure. We have chosen a form of the measure which essentially depends
only on the partition ξ(T ) induced by the spanning forest T . Additionally, when γ = 0 there is no need to
compute the number of spanning trees on the new districts, as the products τ do not explicitly appear in
the measure nor the proposal ratio.
3.4. Why lift from partitions to tree partitions? We remark now on why it was useful to expand our
state space on the space of all spanning forests. Consider the merge split algorithm where given a partition
ξ = {ξ1, · · · , ξn}, we produce a new partition ξ′ = {ξ′1, · · · , ξ′n}. ξ′ is the same as ξ except that two adjacent
elements of the partition have been merged and then split in two to create two new elements. This is
essentially the merge-split proposal described in Section 3.3 and given by the probability distribution Q.
Our algorithm begins by erasing the initial spanning trees on the two districts chosen, merging the vertices,
drawing a new spanning tree on the induced graph; we could, however, also view the algorithm as moving
between pairs of partition elements in which we draw a spanning tree on the district pair induced graph
and precede exactly as in Section 3.3 only without knowledge of the extended state space. Hence the two
perspectives only differ in that one takes a spanning forest and transitions to a new spanning forest, whereas
the second perspective takes a partition and transitions to a new partition.
The difference comes when one tries to calculate the probability Q(ξ, ξ′). We have already seen that in the
spanning forest space Q(T, T ′) is tractable. However, we now explain why, to the best of our understanding,
calculating Q(ξ, ξ′) is much more difficult.
Looking back at (11), we begin by remarking that the transition kernel q({Ti, Tj}, {T ′i , T ′j}) only depends
on {Ti, Tj} through the union of their vertex set which we have denoted ξij . Hence we can equally view q as
a transition from the partitions {ξi, ξj} to the spanning trees to the {T ′i , T ′j} denoted by q({ξi.ξk}, {T ′i , T ′j}).
This is simply because both {ξi, ξk} and {Ti, Tj} determine ξij and hence can be use as input to calculate
the probability. (This last fact is evident from (9) and from (18) given below. With this observation, we
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have that
Q({ξi, ξj}, {ξ′i, ξ′j}) =
1
τ(ξij)
∑
T ′i∈ST (ξ′i)
∑
T ′j∈ST (ξ′j)
∑
e∈E(T ′i ,T ′j)
Pcut(e | T(T ′i ,T ′j ,e))
=
∑
T ′i∈ST (ξ′i)
∑
T ′j∈ST (ξ′j)
q({ξi.ξj}, {T ′i , T ′j})(17)
were we have used the same notation as in Section 3.3. We now see that if we want to calculateQ({ξi, ξj}, {ξ′i, ξ′j})
on needs to calculate |ST (ξ′i)| × |ST (ξ′j)| transition probabilities of the form q({ξi.ξj}, {T ′i , T ′j}) instead of
the one needed for q({Ti, Tj}, {T ′i , T ′j}). This saves considerable computational effort.
Another perspective is that computing Q({ξi, ξj}, {ξ′i, ξ′j}) involves the one-to-many map of taking a
partition into all possible spanning trees followed by the many-to-one map of erasing the spanning tree to
obtain the partition. This is expensive. In Q({Ti, Tj}, {T ′i , T ′j}) the order is reversed. The many-to-one
operation of erasing the trees to arrive at a partition comes first followed by the one-to-many operation of
drawing the trees. This computation is relatively easy. This is summarized in diagram in equation (18)
which should be compared with equation (9).
{ξi, ξj} many-to-one−−−−−−−−→
deterministic
ξij
one-to-many−−−−−−−−→
random
T ′ij
one-to-a-few−−−−−−−−→
random
{T ′i , T ′j} many-to-one−−−−−−−−→
random
{ξ′i, ξ′j}(18)
When comparing with (9), we see that the first maps are essentially equivalent basically encapsulating the
already mentioned fact that all of the random choices only depend on the initial state though ξij . The next
two random maps are the same as for the algorithm on spanning trees; and hence, are relatively easily to
draw from and compute the backwards and forwards probabilities. The complication comes from the last
mapping. It is many-to-one. This means that there are many tree pairs {T ′i , T ′j} in the pre-image of a
single partition pair {ξ′i, ξ′j}. This is represented by the two outer sums in (17) which combined are over
|ST (ξ′i)| × |ST (ξ′j)| terms.
4. Implementation of Merge-Split Proposal Q
We detail the implementations of steps within the proposal. There are many choices when picking the
adjacent pair probability pair P ({i, j}|T ) – one may choose to uniformly choose amongst adjacent districts
or weight the choice by the shared border length, the shared number of conflicted edges, or some heuristic of
the acceptance probability. In the current work we make this choice by first picking a random district and
then picking a random district neighbor, so that
P ({i, j}|T ) = P ({i, j}|ξ(T )) = P (i|ξ)P (j|i, ξ) + P (j|ξ)P (i|j, ξ) = 1
D
(
1
Ni(ξ)
+
1
Nj(ξ)
)
,(19)
where D is the number of districts, and Ni(ξ(T )) is the number of districts neighboring district i in partition
ξ.
As already mentioned, uniform spanning trees will be drawn using Wilson’s algorithm. There are several
implementations of this algorithm and we detail our implementation below in Appendix A.1. If γ 6= 0
we must compute the number of spanning trees on each subgraph induced by ξi; this is accomplished via
Kirchoff’s theorem and is, algorithmically, the slowest step of the algorithm (see Appendix A.2).
When choosing what edge to cut, we must specify the probability of cutting edge e, given tree Tij ,
Pcut(e|Tij). Perhaps the simplest implementation is to uniformly choose an edge from the set of edges such
that the the cut leads to two trees with populations within the constraints set out by J . Let Ec(T ) denote
the edges, such that if a single edge was removed from T , the remaining two trees would have population
within the specified constraints. Then
Pcut(e|T ) =
{
|Ec(T )|−1 e ∈ Ec(T ),
0 otherwise.
(20)
We adopt this approach in the present work. To finish this section, we discuss how we determine Ec(T ) both
for the initial cut, and when computing the proposal probability given in equation (11).
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4.1. Finding Edges to Cut on a Merged Spanning Tree. We begin by discussing how to find the
possible edges to cut from the merged spanning tree formed from the induced subgraph on the district pair,
ξij . At a high level, finding all possible edges to cut can be done in two steps. First, direct the tree so that
each vertex has out-degree equal to 1, except one vertex called the root. Second, starting at the leaves and
ending at the root, compute the size of the two subgraphs that would be formed upon removing each edge
and identify the edges that may be cut. These sizes can be written in terms of the sizes of the edges “below”
an edge on the rooted tree, plus the population of the connecting vertex.
The first step can be done quickly by choosing the root, then propagating outwards to the leaves. We
choose the root v, arbitrarily and then direct all edges incident to v towards v. We then direct the tree
with a breadth first search on the neighboring vertices with edges that have not yet been oriented. For each
vertex in the search, direct all of the as-of-yet undirected incident edges towards the vertex, taking note of
the new neighboring vertices; repeat until all vertices are accounted for.
Determining this rooted tree step requires identifying the neighbors of each vertex once and choosing the
direction for each edge once, which leads to complexity O(|V | + |E|). However, |E| = |V − 1| on a tree, so
this is O(|V |).
The second step is essentially the opposite, starting from the leaves and working back to the root. For
each edge incident to a leaf, define the size of the edge to be the population of the leaf. For each edge, record
the vertex closest to the root. Let e = (v, vnew) be the outgoing edge from one of these recorded vertices
v (i.e. the path toward the root), and e1, e2, . . . the ingoing edges (i.e. data propagating from the leaves).
The size of e is
size(e) = pop(v) +
∑
size(ei).
Add the vertex vnew to a second list of vertices; do this for all the vertices in the first list. Repeat the
above step for the new list of vertices, and so on until the sizes of all edges are calculated. If ever the root
appears in one of the lists, ignore it as it does not have an outgoing edge. As the algorithm propagates,
record the edges that can be cut; these are the edges that have both size(e) and (pop(G) − size(e)) within
the constraints specified by J .
Searching from the leaves to the root requires defining the size of each edge once and using the size of
most of the edges in a sum once, as well as putting each vertex in a list, for a total O(|V |+ |E|) = O(|V |).
Therefore, the whole algorithm is O(|V |).
4.2. Finding Edges to Cut When Joining Two Spanning Trees with an Edge. For each edge that
connects the two trees Ti and Tj , we must compute the probability of choosing that edge to cut. In doing
this, we must first determine every possible edge that could have been cut in the tree T(Ti,Tj ,e), where
e ∈ E(Ti, Tj). Na¨ıvely, one could simply repeat the algorithm presented above in Section 4.1 for each
adjoining edge. The complexity of such an algorithm would be O(|E(Ti, Tj)| × |V |). Because we are dealing
with planar graphs, it may be reasonable to assume that |E(Ti, Tj)| ∝
√|V | in which case the algorithm
may scale like O(|V |3/2).
Recomputing the edge weights for each possible spanning tree, specified by e ∈ E(Ti, Tj) is slow in practice
and we present a faster method. First, we compute the edge weights once for the two split spanning trees,
Ti and Tj . For each edge e that connects the two trees, we may find the edges in Ti that shares a node with
e. For each adjacent edge in Ti, we may find the size of such edge as computed in the above step on tree Ti,
which gives the amount of population away from the arbitrary root node of Ti. Thus removing some edge
ei in Ti will split the tree T(Ti,Tj ,e) into a subtree with population
popcut(ei;T(Ti,Tj ,e))
{
size(ei) + pop(Tj) the vertex of e in Ti is upstream from ei; ei ∈ Ti
pop(Ti)− size(ei) + pop(Tj) the vertex of e in Ti is downstream from ei; ei ∈ Ti
.
(21)
The second subtree will have population pop(ξij) − popcut(ei;T(Ti,Tj ,e)). If splitting the tree at the edge
does not satisfy population constraints, we truncate the search path. If, however, the population would be
satisfied, we add the edge to the count of possible edges to cut and then consider all of its adjacent edges
(independent of their directions). We continue to search in this way until all paths are truncated or we reach
the end of the adjacent edge path along Ti.
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Figure 3. We show a precinct map (thin black lines) with the counties (thick black lines
of North Carolina. We contextualize the Duplin-Onslow county cluster with shades of blue.
Duplin (dark blue; the more western county) is shown as a full county because it will not
be split within the cluster; Onslow (light blue; the more eastern county) is shown with it’s
precincts.
We then repeat the above process examining edges ej ∈ Tj , again starting from the edges that are
connected a node in e. Although this algorithm has the same complexity as the previous one, truncating the
search tree makes it more efficient in practice.
5. Results
We implement and test the merge split algorithm by considering a “county-cluster” for the state House
in North Carolina made up of Duplin and Onslow counties. In North Carolina, state legislative districts
are first divided into county-clusters comprising a certain number of districts; each county-cluster forms a
unique and independent region to redistrict.7 The Duplin-Onslow cluster is comprised of three state House
legislative districts. Furthermore, Onslow county has fewer people than a whole district and therefore it
must be kept in tact. The Duplin-Onslow cluster is the example we have shown in Figures 1 and 2. We show
the cluster within the state of North Carolina in Figure 3.
The Duplin-Onslow county-cluster graph is made up of 25 nodes and 60 edges. The nodes represent the
precincts used when redrawing the 2016 maps, Legally, all state House districts in North Carolina must have
populations no more than a 5% deviation from the target ideal population of a state House district. The
target population is found by taking the total population of North Carolina in 2010 and dividing it by the
number of statewide districts – 120. Because of its small size, it is possible to enumerate all possible plans
within this cluster that are within 5% of the target population. We will use the 17,653 enumerated plans as
an analytic bench mark in sampling with our merge-split algorithm.8
As a proof of concept, we run ten independent chains, each with a unique initial condition, for one
million steps with γ = 1, and J only accounting for the population constraints (which is constrained via
the proposal).9 With the samples collected from the chain, we consider two sets of observables on this
space, which are related to evaluating partisan gerrymandering. We consider a set of historic vote counts
and simulate state house elections by assuming the votes are fixed, but the districts are sampled from the
merge-split chain. In each sample, there will be a different number of elected Democrats and Republicans
(between 0 and 3). The explicit votes used are not particularly crucial: In practice many set’s of votes are
typically used to probe how the results change under a variety of different voting patterns. In the current
work, we wish to test that the distribution of the MCMC chain converges to the distribution under the
enumerated results. We therefore wish to choose a historic election that would lead to a variety of elected
officials from each party and find that the 2008 Governor’s race is suitable for this purpose.
Of the ten chains of one million proposals, an average of 185,886.7 proposals per chain are accepted.
Aggregating all ten chains, we weight the resulting accepted samples by how many times the chain rejected
7See [CHT+19] for more discussions and background on county clusterings in redistricting North Carolina
8The enumerated plans come through private communication with Colin Rundle; this work builds on [KHHM17]
9The code we used to run these chains is available at https://git.math.duke.edu/gitlab/gjh/mergesplitcodebase.git
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Figure 4. We display the distribution of the number of Democrats elected in the three
Duplin-Onslow state house districts in the case that we change the districts but fix the
votes to be those of the 2008 Governor’s race (right). We find that the sampled distribution
(blue) is quite close to the exact distribution (blue) after aggregating ten chains, each with
1 million proposals (roughly 18.5% of those are accepted). We then plot the averaged total
variation in each of the ten distibutions as a function of the number of proposals (left). We
fit a power law to the function and find that the error decays like ∝ x−0.32.
transitioning out of the state and then plot the distribution of Democrats elected in Figure 4. We estimate
the convergence rate by taking a best fit power law and find it to be 0.32. At the final step, we find that
the total variation between the ensemble of aggregated chains and the enumerated results has reduced to
0.0108: The exact and sampled distributions are qualitatively very close.
Knowing only which partisan candidate would win an election obscures the details of the margin of
victory. To consider the margins, we examine a set of three inter-related observables: In each districting
plan we order the Democratic vote fractions of the three districts from least to most; we then consider the
ordered marginal distributions across the ensemble of plans of the least Democratic district, the second least
Democratic district, and the most Democratic district. We compare the three marginal distributions across
the enumerated plans and the sampled distribution. We plot the results in Figure 5, again using the votes
from the 2008 Governor’s race. We find that the marginal distributions of the ensemble are extremely close
to those of the ensemble.
To study the convergence of the ordered marginal distributions, we estimate the total variation by estab-
lishing histograms in each ordered marginal with a bin width of 0.2%. We then average the total variation
over the ten chains and across the three distributions (a total of 30 distributions). We plot the averaged
total variation as a function of the number of proposals in Figure 5. The average total variation decreases
(roughly) according to a power law with order 0.39. After 1 million proposals the averaged total variation
has decreased to 0.044% and the overall features of all three distributions are extremely similar.
If we wished to assess the partisan structure of a given plan, we may wish to examine the distribution of
elected partisan officials and of marginal distributions over a collection of historic vote counts, as each vote
count reveals how variations in the voting pattern effect the distributions. In principle we could have repeated
the above analysis on any collection of historic votes. We may also generate the marginal distributions over
demographic data, such as race, in assessing whether or not a given district’s racial properties are typical
of the ensemble. For example, one may consider the fraction of the black voting age population within
each district. We omit such studies in the present work as we are primarily interested in demonstrating
convergence of the chains rather than analyzing the partisan or demographic characteristics of the Duplin-
Onslow county cluster.
Finally, we examine the true underlying distribution on the full redistricting space: namely the uniform
distribution on the 17,653 enumerated plans. We plot the total variation in Figure 6. In this case we only
examine the total variation after 105 proposals since we need to make sure there are enough plans to possibly
cover the 17,653 enumerated plans. In this range, we find a power law relationship with order 0.26 along
with a smaller constant of proportionality – this metric converges significantly slower than the previous two
estimates. By the end of the million proposals, the total variation across the ten independent chains is large
after one millions proposals, with an average value of 0.47. This may reflect, the recently proven result
[NDS19], that sampling the uniform measure on graph partitions is likely NP-hard.
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Figure 5. We display the ordered marginal distributions for the percent of the vote received
by the Democrat in the enumerated ensemble (green) and one of the chains of one million
proposals of the merge-split MCMC chain (blue) (left). After one million proposals, the two
distributions become extremely similar. We average the total variation over ten chains and
the three marginal distribution as a function of the number of proposals (right). We find
that the merge-split chain converges to the enumerated ensemble with a power law best fit
to order 0.39.
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Figure 6. We display the total variation between the merge-split chain and the uniform
distribution on the distribution of all partitions of Duplin-Onslow. On average, the ten
chains hold a total variation of roughly 0.47 after one million proposals. This distribution
decays according to a power law with order 0.26.
If we place any faith in the power law relations above, then we may predict that the chain should have
sampled the uniform distribution with a total variation of roughly 1% after 2.6×1012 proposals. However, the
above experiment also demonstrates that the chains may accurately predict observables of interest far faster
than they are able to recover the full underlying distribution. To make this comparison explicit, using the
best fit power law for the distribution of elected Democrats predicts that roughly 2 million proposals would
be needed to achieve a total variation of roughly 1% (which is in the realm of what we observe). Similarly,
we would need roughly 32 million proposals for the total variation in the averaged marginal distributions
to be roughly 1%. These predictions suggest that one needs a factor of roughly 106 or 105 more plans to
approximate the distribution on all plans than the partisan outcomes considered.
5.1. Acceptance rate dependence on γ. Finally, we examine the acceptance rates as a function of γ.
We generate eight additional chains, the ith of which has a γ = (i − 1)/8. The score function on these
chains only considers the population deviation, which is handled via the proposal; for Duplin-Onslow we
again use a threshold of 5%. We run the chains for one million proposals and estimate the acceptance rates
in Figure 7. As discussed previously, we see the highest acceptance rates for low γ and the lowest acceptance
rates for large γ. The relationship between acceptance with γ appears to be monotonically decreasing. For
the Duplin-Onslow graph, it yields an acceptance of just over 40% for γ = 0, and just under 20% for γ = 1.
We also estimate the acceptance rate on the 13 congressional districts of North Carolina. Here we use a
more stingent population threshold of 2%. We again run the chains, this time for a fixed wall-clock time
rather than a fixed number of steps, leading to between 28,000 and 38,000 proposals in each chain, with
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Figure 7. We display the acceptance rate in the merge-split algorithm as a function of γ
in the Duplin-Onslow county cluster.
the exception of when γ = 0 in which we make roughly 73,000 proposals. We plot the acceptance rates in
Figure 7. In general, the acceptance rates are far lower than on the smaller graph. At γ = 1, the acceptance
rate is roughly 33%, whereas for γ = 1, the acceptance rate falls to roughly 2.5%. Again, the accpetance
rate is monotonic in γ and is consistent with the reasoning presented above.
Remark 1. One of the resons to include the parameter γ,is that lower γ’s seem to have high acceptance rates
while γ = 1 corresponds to the measure we have traditionally been interested in (with an appropriate J) for the
redistricting context. Hence it is resonable to consider parallel or simulated tempering schemes which allow
γ (and possibly β) to vary. In theory, this should allow the space to be sampled more quickly. Additionally
when γ = 0, one sees from equation (12) and the ensuing discussion, that one does not need to calculate the
number of possible spanning trees (denoted by τ). Since this is one of the slowest steps algorithmically, the
γ = 0 chain can explore the state space more quickly; both because of the reduced rejections rate and because
of the lower computational cost.
Remark 2. It is likely that one would want to mix any proposals from merge-split with those from a single
node flip algorithm. To do this one would want both chains to have the same invariant measure so that one
is certain what measure is sampled. This is possible in the case that γ = 1 and the spanning trees are either
initialized or erased as needed, depending on whether a merge-split or single node flip proposal was being
considered.
6. Discussion
We have developed a merge-split algorithm capable of being incorporated into a reversible MCMC algo-
rithm to sample the space of graph partitions. The algorithm will likely have favorable mixing properties
as the transition proposal will entirely redraw adjacent pairs of districts; the proposal is accepted based
primarily on comparing the product of the number trees on the partition, τ(ξ(T )) with τ(ξ(T ′)), as well as
the relative effective boundaries between the altered districts, ∂. As in [MGG, DD19b, DeF18], our proposal
chain relies upon (i) uniformly sampling spanning trees on a simply connected subgraph, and (ii) counting
the total number of spanning trees on the subgraph. These two elements are the most expensive part of the
proposal and yield a computational complexity that is polynomial in the number of nodes. The complexity
is reduced when sampling the uniform measure on the extended tree space as we do not need to consider
the number of possible trees that may be drawn on a partition. We have written a python code base that is
available at https://git.math.duke.edu/gitlab/gjh/mergesplitcodebase.git
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Appendix A. Algorithmic details
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A.1. Details on Wilson’s Algorithm. Wilson’s Algorithm generates a spanning tree on a graph G =
(V,E) uniformly at random [Wil10]. There are several possible implementations, and one is described below.
All implementations use loop-erased random walks.
(1) Choose two vertices v1 and u arbitrarily.
(2) Starting at v1, walk to a neighbor v2 chosen uniformly at random. Then walk from v2 to one of its
neighbors v3 uniformly at random, and so on. If a vertex vi is reached twice, “erase” all vertices
between the two appearances of vi, along with one copy of vi. For example, if the sequence was
v1, v2, v3, v4, v2, it would be replaced with just v1, v2.
(3) Continue this loop-erased random walk until the vertex u is reached. At that point, “freeze” the
final traversed path as part of the tree.
(4) Now, choose another vertex w that has not been reached arbitrarily.
(5) Perform a loop-erased random walk starting from w until any vertex that is already frozen is reached.
(6) Freeze the new path.
(7) Choose another vertex x and repeat the same process that was done for w, and so on until all vertices
are frozen.
Clearly, this gives a spanning tree of the graph. However, it is not clear that it gives one uniformly at
random. The typical proof of this fact re-states Wilson’s algorithm in terms of another algorithm called “cycle
popping,” and it is proved that that algorithm generates a uniform spanning tree, so Wilson’s Algorithm
does, too.
How fast is Wilson’s Algorithm? Na¨ıvely, there is about a n/(V − 1) chance each step of stepping to one
of n vertices out of the V vertices of the graph (this is exactly true on a complete graph). Then the first part
of the algorithm, loop-erased random walk from v to u, thus takes about V steps. It is harder to estimate the
number of vertices that are reached from a loop-erased random walk, but a reasonable assumption is that it
is approximately some proportion k of all the vertices in the graph, with the proportion depending on the
graph structure. Then, the walk from w to one of these vertices takes about kV steps and incorporates k2
of the remaining vertices in the graph. Then the next vertex takes k2V time, then k3V , and so on, finishing
in about logk(1/V ) steps, so our total time is about
V + kV + k2V + · · ·+ klogk(1/V )V = V 1− k
1−logk V
1− k
=
V − k
1− k
≈ V · number of iterations needed
= O(V log V ) on some graphs
≤ O(V 2)
In fact, Wilson’s algorithm expected runtime is the graph’s mean hitting time [Wil96], which is upper
bounded by the graph’s cover time, which is in turn bounded by O(V 2) in planar graphs [JS00]. This is not
(asymptotically) the slowest step as seen in Appendix A.2.
A.2. Calculating τ Using Kirchhoff’s Theorem. A remarkable theorem is that the number of spanning
trees on a graph G may be computed as
τ(G) = detQ∗
where Q∗ is any minor of Q, the Laplacian matrix on G. The Laplacian matrix is equal to A−D, where A
is the adjacency matrix of G and D is the degree matrix, a diagonal matrix whose entries are vertex degrees.
Constructing Q∗ is O(V + E) (= O(V ) for planar graphs like ours), and computing the determinant of
an n × n matrix is O(n2.373) (though most reasonable implementations are slower) [Wil] [Gal14]. This is,
asymptotically, the slowest step.
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In practice, we compute the logarithms of these determinants, add and subtract them, then exponentiate,
since the actual values of τ can get extremely large, and we can run into overflow errors otherwise. This
does not affect the time complexity.
