Abstract. As one of the main results we prove that if f has Lagrange unique property then f is strictly convex or concave (we do not assume continuity of the derivative), Theorem 2.1. We give two different proofs of Theorem 2.1 (one mainly using Lagrange theorem and the other using Darboux theorem). In addition, we give a few characterizations of strictly convex curves, in Theorem 3.5. As an application of it, we give characterization of strictly convex planar curves, which have only tangents at every point, by injective of the Gauss map. Also without the differentiability hypothesis we get the characterization of strictly convex or concave functions by two points property, Theorem 4.2.
Introduction and Notation
Convex functions play an important role in many areas of mathematics and in science, see for example [9, 11, 21, 22] and the cited literature there as well as in this paper. In particular, the question posted in [22] , received significant attention and a large number of answers submitted to the question. For instance, a (strictly) convex function on an open set has no more than one minimum. Therefore, the properties of both monotone and convex functions as well as functionals defined by those functions in the calculus of variations, are well-understood.
In order to discus them we need the following definitions: Let S be a vector space over the real numbers, or, more generally, some ordered field. This includes Euclidean spaces. A set C in S is said to be convex if, for all x and y in C and all t in the interval [0, 1], the point (1 − t)x + ty also belongs to C. In other words, every point on the line segment connecting x and y is in C. Furthermore, C is strictly convex if every point on the line segment connecting x and y other than the endpoints is inside the interior of C.
A function f defined on a subset of the real numbers with real values is called monotonic if and only if it is either entirely increasing or decreasing. It is called monotonically increasing (also increasing or nondecreasing), if for all x and y such that x ≤ y one has f (x) ≤ f y , so f preserves the order. Likewise, a function is called monotonically decreasing (also decreasing or nonincreasing) if, whenever x ≤ y, then f (x) ≥ f y , so it reverses the order.
If the order ≤ in the definition of monotonicity is replaced by the strict order <, then one obtains a stronger requirement. A function with this property is called strictly increasing. Again, by inverting the order symbol, one finds a corresponding concept called strictly decreasing. Functions that are strictly increasing or decreasing are one-to-one (because for x not equal to y, either x < y or x > y and so, by monotonicity, either f (x) < f y or f (x) > f y , thus f (x) is not equal to f y .)
By G f we denote the graph of f . Let X be a convex set in a real vector space and let f : X → R be a function. f is called convex if:
The quantity k f (x 1 , x 2 ) is related to notion of convexity and it has geometric interpretation as "slope" of the line defined by
In this setting, if there is c ∈ (x 1 , x 2 ) such that k f (x 1 , x 2 ) = f (c), we say that c is Lagrange point with respect to the secant A 1 A 2 (or points x 1 , x 2 ). c is Lagrange point for f , if it is Lagrange point with respect to some secant of graph f .
Example f (x) = x 3 shows that 0 is not a Lagrange point. Frequently, we use in the text short notations for properties and statements. For example we denote the implication (B) implies (A) shortly by (Ba). We advice the interested reader either to use the scheme below or to make his own scheme of some notations and statements in order to follow the exposition. 
Background and short review
Our consideration in section 2 is based on the mean value theorem which states, roughly: that for a given planar arc between two endpoints, there is at least one point at which the tangent to the arc is parallel to the secant through its endpoints. It is one of the most important results not only in differential calculus, but in mathematical analysis as well. That is also useful in proving the fundamental theorem of calculus (sometimes referred to as the second fundamental theorem of calculus or the Newton-Leibniz axiom: the definite integral of a function can be computed by using any one of its infinitely-many antiderivatives). The mean value theorem follows from the more specific statement of Rolle's theorem, and can be used to prove the more general statement of Taylor's theorem (with Lagrange form of the remainder term).
More precisely, the mean value theorem (referred also as Lagrange's theorem) states: 
For some versions of the Lagrange mean value theorem without the assumption of continuity and differentiability of functions we refer the interested reader to [12] and literature cited there. While writing the first versions of the manuscript and discussions with colleagues we found that the subject is related to Darboux's theorem: A proof is based on application of Fermat's theorem to the function φ(t) = f (t) − yt, which attains a local maximum at a point x ∈ (a, b).
Another proof based solely on the mean value theorem and the intermediate value theorem is due to L. Olsen [17] .
Suppose
Thus if (A * ): f is strictly convex, then (B * ): f is strictly increasing. It is convenient to write this result in the form (I-0), where In connection with (B) consider the statement (C): every line intersect the graph at most two points (two points property). ¬(C): there is a line which intersect graph at least three point. If we denote these points by M k = (x k , f (x k ) and suppose that x 1 < x 2 < x 3 , then an application of Lagrange's theorem shows that f (c 1 )
, and it means that ¬(B) is true.
Since if f is strictly convex then M 2 is strictly below the secant M 1 M 3 , and we also conclude that ¬(A) holds.
Since ¬(C) implies ¬(B) and ¬(A), by contraposition law 1) 
(B) implies (C) and (A)implies (C). Thus, we have (I-2): (B) ⇒ (C) and (I-3): (A) ⇒ (C) (without hypothesis (H-2) that derivative exists). Thus, by (I-1) and (I-2), we have (S-1): (A) ⇒ (B ) ⇒ (B) ⇒ (C).
At a first glance it is not clear how to use the hypothesis(B) and therefore it seems that the following questions are natural problems and more intriguing than the implications (A) ⇒ (B) ⇒ (C):
By contraposition law, an affirmative answer to Question 3 is equivalent to the statement: ¬(A) implies ¬(C): there is a line which intersect graph at least three point.
Note that in the first versions of the paper, motivated by a problem in [2] , we considered only differentiable curves and our beginning considerations are basically contained in Section 2. Then we observe that our approach allows to omit the hypothesis differentiability and it gets the characterization by two points property, Theorem 4.2. In section 4 we give an affirmative answer to Question 3. In section 2 and 3, using 1) In logic, contraposition is a law that says that a conditional statement is logically equivalent to its contrapositive. different methods, we give affirmative answer to Question 1 and 2. Our approach, 2, is elementary and using contraposition law we first prove (B) implies that f is convex or concave. Namely, if f is neither convex nor concave we construct a line which intersect graph at least at three point (thus ¬(C) is true) and therefore ¬(A) ⇒ ¬(C) holds which is equivalent to (Ca). (Recall that an application of Lagrange's theorem shows that the condition B is not fulfilled). By (Ca) we close the chain of the implications given by (S-1) and and we have that conditions (A), (B ), (B) and (C) are equivalent.
Application of Darboux's theorem to characterizations of convexity are the subject of section 3. First, using clear geometric interpretation we give short and direct proof of the implication: (B) implies (B') (Proposition 3.2). An intrigue corollary of Darboux's theorem is that (I-4): if (B'): f is injective then, (B"): it is strictly increasing or decreasing. Hence, directly follows (A) without appeal to (Ca).
Note that in this setting (we suppose only differentiability of f ) we have (S-3): (B) ⇒ (B ) ⇒ (B") and by the way we get Proposition 3.4: If f is injective on (a, b), then it is continuous on (a, b).
This Proposition is intriguing because it states an interesting phenomenon: that differentiability and injectivity of f imply continuity of it.
After writing the manuscript a question appeared in [20] , which is related to the subject.
Convex Functions and Lagrange's Theorem
Any convex function f (x) on [a, b] is continuous on (a, b) and has a finite right derivative f + (x) and a left derivative f − (x) at each point x ∈ (a; b). Moreover, for all x ∈ (a; b), f − (x) ≤ f + (x), the equality occurring and yielding the derivative f (x) everywhere, except possibly a countable number of points inside (a, b). Wherever it exists, f (x) is a non-decreasing function of x.
Let f (x) be a continuous function on a closed interval [a, b] and differential on the open interval (a, b). In addition, if f is convex or concave, by Darboux's theorem, we conclude that f is continuous (see Proposition 3.4). This result may exist in some forms in the literature, but we have not found it up to now.
Lagrange unique property
In the beginning versions of paper we basically prove that ( 
(I2) The conditions (A), (B'), (B) and (C): every line intersect the graph at most two points (two points property), are equivalent. Proof. Let us prove that (Ba): (B) implies (A). In the proof, we will use contraposition law at several places.
Step 1. Let be a straight line containing point A(a, f (a)) and B(b, f (b)). Let us first prove that (B) implies (C'): does not intersect the graph of f over (a, b).
Suppose (B).
If f (c) = (c) for some c ∈ (a, b) then
Hence, for α = a, β = b there are two points ξ 1 and ξ 2 with mentioned characteristics, so f does not meet stated requirements.
Thus, by the contraposition low, (C') is true. Therefore, since f and are continuous function, then Step 2. Let us assume that condition (i), is valid, i.e. that f (x) < (x), ∀x ∈ (a, b).
We are now proving that (B) ⇒ (A ), where (A ) : f is convex (and then using it that (A) holds).
It is a corollary of implications (S-2): (B) ⇒ (C) ⇒ (A ).
We first prove (Ca'): C implies A . Let us assume the opposite, that (¬A ): f is not convex. Then there are α, β ∈ [a, b], α < β such that
where h is a linear function whose graph contains points (α, f (α)) and (β, f (β)).
For the line h we have h(a) < f (a) or h(b) < f (b), because otherwise we would have f (λ) > (λ) which contradicts the assumption (Namely, if h(a) ≥ f (a) = (a) and
Let h(a) < f (a), as shown in Figure 3 . So
Let 0 < δ < min{δ 1 , δ 2 }. We place the line ψ which is parallel to line h such that
It is straightforward to check that
Hence line ψ intersects f at at least one point (u, f (u)) where α < u < λ (because ψ(α) > f (α), ψ(λ) < f (λ)); and the line ψ also intersects f at some point (v, f (v)) where λ < v < β and at some point (w, f (w)) where a < w < α.
Thus ¬A implies ¬C, which is equivalent to (Ca'): C implies A . Now, we prove that (Bc): B implies C, which is equivalent ¬C implies ¬B. Suppose ¬C. Thus there are a line L and at least three different points u, v and w in (a, b) such that the points (u, f (u)), (v, f (v)) and (w, f (w)) belongs L. Hence, there are two points ξ 1 ∈ (w, u) and ξ 2 ∈ (u, v) such that
Therefore, on the interval [w, v] there are two points for which
which contradicts the initial assumption (B) that there is only one such ξ. By contraposition law, we conclude that (Bc) holds. Together with (Ca ), we conclude that (B) implies (A'): function f is convex.
Step 3. It is left to prove that f is strictly convex. If it is not true then by Step2, we can suppose that f is a convex function which is not strictly convex.
Since f is not strictly convex, then there are two different points α, β, α < β, such the graph of f over (α, β) is not strictly below the secant AB, where A = (α, f (α)) and (β, f (β)). By convexity hypothesis it is below the secant AB. Therefore there is at least one point γ ∈ (α, β) such that the point C = (γ, f (γ)) is on the secant AB. Then there are three different points α, β and γ in (a, b) such that the points (α, f (α)), (β, f (β)), (γ, f (γ)) are on the some line. Hence f satisfy the condition (¬C) so the initial assumption about a unique point ξ would not be fulfilled. Let us prove the opposite: (A) implies (B). Thus we need to prove: if f strictly convex (or strictly concave), then for every α, β (a ≤ α < β ≤ b) there is exactly one ξ (which depends on α and β) such that
We use again contraposition law. Let us assume that f is strictly convex and that there are two points ξ 1 , ξ 2 , α < ξ 1 < ξ 2 < β, for which
Hence,
for every ξ ∈ (ξ 1 , ξ 2 ) so f (x) = const for every x ∈ [ξ 1 , ξ 2 ], because f (ξ 1 ) = f (ξ 2 ). Function f is a straight line on an interval (ξ 1 , ξ 2 ). Therefore, f is not strictly convex, which is a contradiction. 
Inflection points
In order to discuss the inflection points we first need the following results.
Recall that in the introduction section we outlined proof of (I-0): if (A * ): f is strictly convex, then (B * ): f is strictly increasing.
Lemma 2.3. Suppose (H1), (H2) and (A*). Let c ∈ (a, b) and L the tangent line at
Proof. By hypothesis we have two cases x ∈ (a, c) or x ∈ (c, b). Consider the case x ∈ (a, c).
) and it gives (i).
We left the interested reader to prove the following proposition. A good model for the statement (II2) of the next theorem is the function f (x) = x 3 with the inflection point at 0. Every line y = kx, 0 < k < ∞, intersect the graph at three points. (II1) Then for some α, β (a < α < β < b) there are two points ξ, η ∈ (α, β) (ξ η) such that
, where I 1 = (a 1 , c) and I 2 = (c, b 1 ) and if we suppose without loss of generality that c = 0, f (c) = 0 and define k(x) = f (x)/x, then for each x 1 ∈ I 1 and x 2 ∈ I 2 there are x 1 ∈ (a, c) and x 2 ∈ (c, b) such that f (x 1 ) = k(x 1 ) and f (x 2 ) = k(x 2 ).
Proof. Let the line (x) (x ∈ (a, b)) be the tangent of the function f at point c. Then there is δ > 0 such that
or
where δ is chosen so that (c − δ, c + δ) ⊆ (a, b). Let us assume that (1) is valid (see Fig. 6 ). Let points u and v chose so that
Let h be a line that contains points M(u, f (u)) and K(c, f (c)).
(This case is shown in Fig. 6 ).
(
, then the line h should be places so as to contain points (v, f (v)) and K(c, f (c)). In that case h(u) > f (u), so h(λ) = f (λ) for some λ ∈ (u, c).
Let us assume that (i) is valid. The explanation of the existence of point w. Line KL has less the slope then the line containing points K and (x, f (x)) for some x ∈ (c, v) since the line (x) is the tangent of curve f at point c.
We shortly discuss a similar characterization of strictly convex surfaces: If z = f (x 1 , x 2 , · · · , x n ) defined a hyper surface W in R n+1 and Gauss map is injective, then W is strictly convex. The Gauss map (named after Carl F. Gauss) maps a surface in Euclidean space R 3 to the unit sphere S 2 . Namely, given a surface X lying in R 3 , the Gauss map is a continuous map N : X → S 2 such that N(p) is a unit vector orthogonal to X at p, namely the normal vector to X at p.
The Gauss map can be defined (globally) if and only if the surface is orientable, in which case its degree is half the Euler characteristic.
For example, it seems that we can prove (cf. [13] ):
Theorem 3.7. Let z = f (x, y) be a real-valued differentiable function defined on a domain D in R 2 . Then it defines a surface W in R 3 . If its Gauss map N is injective, then W is strictly convex.
Here N(p) denotes a unit vector orthogonal to W at p, namely the normal vector to W at p.
Since we compute f x , f y at (p 1 , p 2 ), here we can consider that Gauss map is defined on D. 
Concluding Remarks; Convex Functions and Two Points Property
Recall from the proof of Theorem 2.1, see Remark 2.2, we can extract: It seems to us that it is natural to consider possible generalizations of this result, concerning convex sets, to several dimensions. For example, the first author, cf. [13, 20] , suggested the following answer to Mohammadi's question: Suppose that (i) B is homeomorphic to n − 1 dimensional sphere and (ii) for every point x in B there is a closed half-spaces L(x) (sets of point in space that lie on and to one side of a hyperplane) which contains B. It seems at a first glance that properties (i) and (ii) guarantee that there exist the closed convex set A such that ∂A = B.
We also discussed on the Belgrade Analysis Seminar (BAS) some results of this type and in particular, the first author presented the content of this paper and suggested some generalizations of the results obtained in this paper to several dimensions. Here are some possibilities:
(S-1) Under hypothesis of Theorem 3.8, prove that the Gauss map is continuous.
(S-2) Let domain G be homeomorphic to 3-dimensional ball and let S be the boundary of G which is homeomorphic to 2-dimensional sphere S 2 . Then S is a strictly convex surface if and only if the intersection with every plane is empty, a point or a strictly convex closed curve. It seems natural to consider what are appropriate generalization of Theorem 4.2 in several variables? We give a possibility.
(S-3) Let f be a continuous function defined on a (connected) subdomain D of R n . Then the function is either strictly convex or strictly concave if and only if every straight line intersects its graph at most two points(for n = 1, this is Theorem 4.2). More generally, we can also consider hyper surfaces instead of surfaces defined by the graphs of functions. Our first impression was that it is a straightforward of 1-dimensional statement. If we remember correctly the following procedure has been suggested for a proof of (S3): Let I = [a, b] be a segment contained in D and the restriction of f on I. Apply to 1-dimensional statement on and use continuity of f . It turns out that we need additional details, see [13] and M. Pavlović, Technical Report: Remarks on convex functions (to be continued) posted on Researchgate (RG).
