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a b s t r a c t
A short overview on the direct multi-elliptic interpolation and the related meshless
methods for solving partial differential equations is given. A new technique is proposed
which produces a biharmonic interpolation along the boundary and solves the original
problem inside the domain. An error estimation is also derived. To implement the method,
quadtree-based multi-level methods are used. The approach avoids the use of large, dense
and ill-conditioned matrices and significantly reduces the computational cost.
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1. Introduction
In the numerical solution of partial differential equations, one of the most time consuming tasks is a proper curvilinear
grid or finite element mesh generation. The grid (mesh) generation is as difficult as (sometimes more difficult than) the
solution of the original partial differential equation. Meshless methods have quickly become popular due to the fact that
they do not need any mesh structure either in the domain or in the boundary. The lack of the structure, however, causes
additional computational problems.
In general, meshless methods convert the original problem to a discrete system with dense, nonsymmetric and often
severely ill-conditionedmatrix. This is the price of the fact that these method do not need any structured discretization: the
solution procedure is based on unstructured sets of inner and boundary points only. The situation is similar to the boundary
element method. Here the original partial differential equation is converted to an integral equation which is defined on the
boundary, thus significantly reducing the number of introduced unknowns. However, in contrast to the classical structured
solution methods like the finite difference or finite element methods, the discretized boundary integral equation has a fully
populated and nonsymmetric matrix in general.
Most of meshless methods are based on a kind of scattered data interpolation [5]. One of the most popular techniques
is the method of radial basis functions (RBFs) [12], which unfortunately exhibits the same computational disadvantages as
mentioned above.
To reduce these numerical difficulties, a number of methods have been developed such as the domain decomposition
methods [14], the use of compactly supported radial basis functions [17] and so forth. See the comprehensive review book
of Fasshauer [4]. Localization techniques make the appearing matrices sparse [11] or transform the discretized problem to
a sequence of small systems as pointed out in [16]. If the interpolation points have a special structure, then special matrices
are appearing in the interpolation equations, which makes it possible to significantly reduce the computational cost and
also to avoid the problem of ill-posedness. For details, see [15]. For potential problems, another possibility is the use of a
modified version of the method of fundamental solutions [18], which circumvents the problem of singularity of the applied
kernel functions.
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In this paper, we are focusing on the direct multi-elliptic interpolation approach introduced in [7]. Here the interpolation
function is defined as a solution of a higher ordermulti-elliptic partial differential equation (e.g. the biharmonic equation, the
modified bi-Helmholtz equation etc) suppliedwith the interpolation conditions as special pointwise boundary conditions. As
shown in [7], this problem is well-posed in a certain closed subspace of the Sobolev space H2(Ω). To solve this higher order
equation, quadtrees and multi-level techniques are recommended (see [6]). This significantly reduces the computational
cost and also makes it possible to avoid the use of large, fully populated and ill-conditioned matrices.
The above outlined interpolationmethod can be applied in constructingmeshlessmethods via thewell-knownmethod of
particular solutions. This approach gives the solution of the original problem as a sumof a particular solution (which satisfies
the original inhomogeneous partial differential equation without imposing a boundary condition) and a homogeneous
solution (which satisfies the corresponding homogeneous equation with a modified boundary condition). Here the more
difficult problem is the latter one. In context of multi-elliptic interpolations, this leads to a boundary interpolation technique
which has to be carefully chosen in order that it remains consistent with the homogeneous problem. If, for instance, the
homogeneous problem is the Laplace equation, the solution can be approximated by a Laplace–Helmholtz interpolation
which has the operator ∆(I − 1
c2
∆), where I is the identity operator and c is a scaling constant. This approach can be
generalized for more general elliptic problems [10]; the crucial points is the proper definition of the scaling parameter. If it
is too small, then the Laplace operator is poorly approximated by the operator ∆(I − 1
c2
∆). On the other hand, if it is too
large, this causes numerical singularities at the boundary points (of logarithmic type). To find a good compromise is not
an easy task, especially if the spatial distribution of the interpolation points is far from being uniform, which is typical in
large-scale problems.
After reviewing the above outlined techniques, another technique is presented for solving the homogeneous problem.
Roughly speaking, the method produces a biharmonic-type interpolation along the boundary, while in the interior of the
domain, the homogeneous problem is solved directly by using the same quadtree cell systemwhich has been utilized in the
boundary interpolation. The method generates no boundary singularities and contains no scaling parameter either.
For simplicity, throughout the paper we assume that the following 2D model problem is investigated:
∆u = f inΩ, (1)
whereΩ ⊂ R2 is a bounded, sufficiently smooth domain. Eq. (1) is supplied with Dirichlet boundary condition:
u|Γ = u0, (2)
where Γ := ∂Ω . The function f and the boundary function u0 are assumed to be regular enough in order that the problem
(1) and (2) has a unique solution in a proper function space. It should be pointed out, however, that the presented techniques
can easily be generalized to 3D and/or more general elliptic problems as well.
2. The method of particular solutions
The well-known principle of particular solutions is to express the solution of the model problem (1) and (2) as follows:
u = v + w, (3)
where the function v satisfies Eq. (1) without prescribing any boundary conditions i.e.
∆v = f inΩ. (4)
Then the functionw has to satisfy the homogeneous equation:
∆w = 0 inΩ (5)
supplied with the modified boundary conditions:
w|Γ = w0 = u0 − v|Γ . (6)
The lack of the boundary condition in Eq. (4) can often make the solution more efficient (e.g. by utilizing the FFT algorithm).
In the popular method of radial basis functions [12], first the function f is approximated in the following form:
f (x) ∼
N∑
j=1
αjΦj(x− xj), (7)
where Φ1, . . . ,ΦN are predefined circularly symmetric functions (radial basis function, RBFs), x1, . . . , xN ∈ Ω are
predefined interpolation points without any structure. The a priori unknown coefficients α1, . . . , αN are determined by
solving the interpolation equations:
N∑
j=1
αjΦj(xk − xj) = fk := f (xk) (k = 1, 2, . . . ,N). (8)
As usual in meshless techniques, the values of the source function are known only at the interpolation points.
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Some popular choices of the applied RBFs are as follows:
Φj(x) :=
√
‖x‖2 + c2j
with predefined scaling constants c1, . . . , cN (multiquadric functions);
Φj(x) := ‖x‖2 log ‖x‖
(thin plate splines of Duchon);
Φj(x) := e−c2j ‖x‖2
with scaling constants c1, . . . , cN (Gaussian functions). All these RBFs are globally supported. It is also possible to use
compactly supported RBFs as well (Wendland’s functions, see [17]).
Let Ψ1, . . . ,ΨN are functions defined by
∆Ψj = Φj.
In a lot of cases,Ψj can be expressed in an analytic form (e.g. ifΦj(x) = ‖x‖2 log ‖x‖, thenΨj(x) = 116‖x‖4 log ‖x‖− 132‖x‖4).
After solving the interpolation equations (8), an approximate particular solution can be obtained by:
v(x) :=
N∑
j=1
αjΨj(x− xj). (9)
Note, however, that if the applied RBFs are globally supported, the system (8) has a fully populated and often severely
ill-conditioned matrix, which can cause serious numerical problems especially when N is large.
2.1. Direct multi-elliptic interpolation for creating particular solutions
The above mentioned numerical difficulties can be decreased by applying the direct multi-elliptic interpolation [7–9].
Here the interpolation function f is determined by solving a higher order multi-elliptic equation, typically of the form:
(∆− c21 I)(∆− c22 I)f = 0 inΩ0 \ {x1, x2, . . . , xN}, (10)
where Ω0 ⊃ Ω¯ is a larger domain, c1, c2 are predefined constants. If c1 = c2 = 0, we obtain the biharmonic interpolation;
the case c1 = c2 = c 6= 0 corresponds to themodified bi-Helmholtz interpolation. Eq. (10) is supplied with the interpolation
conditions as special pointwise conditions:
f (xk) = fk (k = 1, 2, . . . ,N). (11)
Along the boundary ofΩ0, any regular boundary condition can be imposed e.g.:
f |∂Ω0 = 0,
∂ f
∂n
∣∣∣∣
∂Ω0
= 0. (12)
Based on variational arguments, it has been proved [7] that Problem (10)–(12) has a unique solution in the Sobolev space
H20 (Ω0). It should be emphasized that the condition (11) taken at discrete points does not destroy the well-posedness of the
problem.
Note that the interpolation of the source function f is completely independent of the original problem (1). The choice
of the parameters c1 and c2 is not crucial provided that they are kept under the order of magnitude of 1/h, where h is the
characteristic distance of the interpolation points. As a first guess, they can be set to zero (biharmonic interpolation).
As shown in [7], themulti-elliptic interpolation can be considered a special version of themethod of RBFs.More precisely,
the multi-elliptic interpolation function is uniquely represented in an RBF-like form:
f (x) = g(x)+
N∑
j=1
βjΦ(x− xj), (13)
where g is a function which satisfies Eq. (10) everywhere (including also the interpolation points) andΦ is the fundamental
solution of the differential operator (∆− c21 I)(∆− c22 I).
To efficiently solve the problem (10)–(12), quadtree-based multi-level methods based on cell-centered schemes are
recommended [6]. The overall computational cost isO(N ·L) only (where L is themaximal level of subdivision), whichmakes
the method competitive compared with the traditional RBF-methods. Note that the solution of (10)–(12) is numerically
stable and no large, dense and ill-conditioned matrices appear.
Thus, to obtain a particular solution of (4), the following algorithm can be applied:
• Generate a quadtree cell system by the interpolation points x1, x2, . . . , xN . This results in a nested cell system with
automatically created local refinements at the interpolation points.
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• Perform a multi-elliptic e.g. biharmonic interpolation for the function f . After this step, interpolated values are attached
to each cell center (not only to the interpolation points).
• Using the interpolated values obtained in the previous step, solve Eq. (4) on the same quadtree cell system, using multi-
level technique.
Note that the number of arithmetic operations is still O(N · L), which is much better than in the case of the traditional
RBF-interpolation methods.
3. The solution of the homogeneous problem
A traditional solution technique of the homogeneous problem (5) is the boundary element method [2]. However, since
it requires a structured discretization of the boundary, the method cannot be considered a meshless technique. A truly
meshless and popular method is the method of fundamental solutions (MFS, see [13,1]). Here the solution of (5) is
approximated in the following form:
w(x) =
N∑
j=1
αjΦ(x− x˜j), (14)
where Φ is the fundamental solution of the operator of (5) i.e. Φ(x) = 12pi log ‖x‖, and the points x˜1, x˜2, . . . , x˜N are located
outside of Ω (source points). The function defined by (14) obviously satisfies the homogeneous equation (5). The unknown
coefficients α1, . . . , αN are determined by taking into account the boundary conditions (6):
N∑
j=1
αjΦ(xk − x˜j) = w0(xk) (k = 1, 2, . . . ,N), (15)
where the points x1, . . . , xN are located along the boundary (collocation points).
Due to the singularity of the function Φ at the origin, the source and collocation points should not coincide. A similar
approach is the boundary knot method, which uses nonsingular solutions of the homogeneous problem; here the source and
collocation points are allowed to coincide. See [3] for details. Another technique to handle the singularities is the modified
method of fundamental solutions [18], which is based on some approximations of double layer potential instead of using
simple point sources.
Due to the boundary character of themethod, the number of the introduced unknowns is generally much less than in the
determination of the particular solution. However, the numerical features remain the same, the matrix of the system (15) is
still dense and ill-conditioned especially in the case when the source points are far from the boundary. Sometimes the exact
solution of the discretized problem does not exist at all, so that some least squares approximation should be computed.
3.1. Multi-elliptic interpolation for creating homogeneous solutions
The key idea of the multi-elliptic approach is to approximate the Laplace equation (5) by the fourth-order problem:
∆(∆− c2I)w = 0, (16)
where c is a carefully chosen scaling parameter. Combining this equation with a meshless discretization of the boundary
conditions (6), we obtain the following boundary interpolation technique. Instead of solving (5) and (6), consider the fourth-
order problem:
∆(∆− c2I)w = 0 inΩ0 \ {x1, x2, . . . , xN}, (17)
where x1, . . . , xN are now boundary points. Eq. (17) is supplied with the interpolation conditions at the points x1, . . . , xN :
w(xk) = w0(xk) (k = 1, 2, . . . ,N), (18)
and some regular boundary conditions along ∂Ω0, e.g.
w|∂Ω0 = 0,
∂w
∂n
∣∣∣∣
∂Ω0
= 0. (19)
The crucial point is the proper choice of the parameter c. When c is too small, the solution of Eq. (17) poorly approximates
the solution of Eq. (5). When c is too large, numerical singularities are generated around the boundary points.
To illustrate the above phenomenon, consider the following simple test problem. Let the exact solution be
w(x, y) := 8
(
x− 1
2
)2
− 8
(
y− 1
2
)2
+ 1
2
(20)
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Fig. 1. Approximate solutions of the test problem (20) by Laplace–Helmholtz interpolation on quadtree cell systems with c = 0.
Fig. 2. Approximate solutions of the test problem (20) by Laplace–Helmholtz interpolation on quadtree cell systems with c = 1000.
Table 1
Relative L2-errors of the test problem (20) by Laplace–Helmholtz interpolation
N c
0 100 200 300 400 500 600 700 800 900 1000
Maximal level of subdivision: 9
32 6.11 1.13 2.48 4.29 5.58 6.56 7.33 7.95 8.45 8.86 9.20
64 6.06 2.39 0.62 0.80 1.55 2.17 2.67 3.09 3.43 3.72 3.96
128 5.71 2.66 1.31 0.69 0.36 0.37 0.56 0.77 0.96 1.11 1.25
256 3.92 2.54 1.42 0.96 0.69 0.52 0.39 0.32 0.29 0.29 0.31
Maximal level of subdivision: 8
32 6.17 1.14 2.44 4.10 5.17 5.90 6.42 6.80 7.07 7.30 7.46
64 6.25 2.36 0.64 0.74 1.33 1.77 2.10 2.35 2.53 2.67 2.79
128 7.61 2.65 1.30 0.73 0.44 0.34 0.38 0.46 0.53 0.60 0.65
256 11.7 2.95 1.56 1.05 0.78 0.63 0.52 0.46 0.41 0.38 0.36
defined in a circle contained in the unit squarewith radius 1/4. The Dirichlet boundary condition is assumed to be consistent
with the exact solution. Figs. 1 and 2 show the results of the boundary interpolation defined by Eqs. (17)–(19) with c = 0
and c = 1000, respectively. The maximal level of subdivision was 9 and the number of boundary points was N = 64 in
both cases. In the first case, the approximation inside the domain Ω is unsatisfactory, while in the second case, numerical
singularities appear at the boundary interpolation points. The relative L2-error was 6.06% (first case) and 3.96%, respectively
(second case). Table 1 shows the relative L2-errors at different values of the scaling parameter c and different numbers of
boundary nodes (denoted by N); the maximal levels of subdivision are 9 and 8, respectively. It can be observed that the
optimal value of the scaling constant is approximately inversely proportional to the characteristic distance of the boundary
interpolation points. It should also be noted that the maximal level of subdivision has only a minor effect to the error of the
optimal solution, if the characteristic distance of the boundary points is much greater than the finest cell size.
The computational cost of the above outline algorithm is significantly low and the algorithm is numerically stable. No
ill-conditioned and fully populated matrices appear. However, the method is applicable in such cases only, when the spatial
distribution of the interpolation points is more or less uniform on the whole boundary. Otherwise, the optimal definition of
the scaling parameter is not possible. Another problem is to extend the method for more general elliptic equations. Though
there exist some results [10], and sometimes the original problem can be converted to a sequence of Poisson equations
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(e.g. in the case of the classical Uzawa method for the Stokes- and Navier–Stokes equation), such a generalization is not
straightforward. A new and simple generalization technique which makes it possible to get rid of the scaling parameter at
the same time, will be discussed in the next section.
4. A combined solution technique based on biharmonic boundary interpolation
To overcome the difficulties of the Laplace–Helmholtz-type boundary interpolation, the following approach is proposed.
In the vicinity of the boundary, perform a biharmonic interpolation (or other multi-elliptic interpolation without scaling
parameter). In the interior of the domain, solve the original problem (5) directly, by applying a multi-level quadtree-based
method, using the values obtained in the boundary interpolation as boundary conditions. If the neighbourhood of the
boundary where the biharmonic interpolation is performed is sufficiently narrow, it is expected that the error of the inner
solution remains small. This is a simplification of the re-globalized schemes proposed in [11], and can be analyzed by simple
tools.
The algorithm of the method is as follows:
• Step 1. Generate a quadtree cell system based on the boundary points x1, x2, . . . , xN .
• Step 2. Determine the cells in the interior of the domain whose centers are located farther from the boundary points than
a prescribed value δ (δ should be in the order of magnitude of the characteristic distance of the boundary points). They
will be called inner cells.
• Step 3. Perform a biharmonic interpolation based on the boundary points and the associated values by solving the
biharmonic equation
∆∆w = 0 inΩ0 \ {x1, . . . , xN}
supplied with the interpolation conditions (18) and the boundary conditions (19).
• Step 4. In the inner cells determined in Step 2, solve the original problem ∆w = 0 using the same quadtree cell system
and the interpolated values obtained in Step 3 as Dirichlet boundary condition at the interface of the inner cells and the
near-boundary cells.
Thus, the approximate solution is a biharmonic function in a narrow vicinity of the boundary and harmonic in the rest of
the domainΩ . To analyze the errors of the method, for simplicity, we assume thatΩ = (0, L)× (0,+∞), and the function
w is L-periodic with respect to the first variable (the general case can be converted to this case by a suitable transform of
variables). Let Γ be the boundary ofΩ , i.e. Γ := [0, L] × {0}. Consider the homogeneous model problem
∆w = 0 inΩ (21)
supplied with Dirichlet boundary condition (using the more conventional notations x, y for the variables):
w(x, 0) = w0(x). (22)
The exact solution of (21) and (22) can be expressedwith the help of the complex Fourier series of the functionw0 as follows:
w∗(x, y) =
∑
k
αke−|κ|yeiκx, (23)
where κ := 2kpiL and
w0(x) =
∑
k
αkeiκx.
The above outlined method approximates the solution of Eqs. (21) and (22) by a function w˜ which is biharmonic in the
rectangle Ωδ := (0, L) × (1, δ) and harmonic in the subdomain Ω ′δ := (0, L) × (δ,+∞), where δ is a predefined small
positive constant. That is, in the rectangleΩδ , the function w˜ coincides with the solution of the biharmonic problem
∆∆u = 0 inΩδ
u|Γ = u(x, 0) = w0(x) =
∑
k
αkeiκx (24)
∂u
∂n
∣∣∣∣
Γ
= −∂u
∂y
(x, 0) = v0(x) =
∑
k
βkeiκx,
where v0 is a predefined Neumann boundary condition. In the subdomainΩ ′δ , the function w˜ coincides with the solution of
the harmonic problem
∆v = 0 inΩ ′δ (25)
v|Γ := u|Γ , i.e. v(x, δ) := u(x, δ) (0 < x < L),
C. Gáspár / Journal of Computational and Applied Mathematics 226 (2009) 259–267 265
where the boundary condition u(x, δ) is defined from the solution of the previous problem (24). In a more compact form:
w˜(x, y) =
{
u(x, y) (0 ≤ y < δ)
v(x, y) (y ≥ δ).
The error of the approximation can be estimated by the following theorem. As expected, the error is small, if δ is small:
Theorem 1. With the above defined functions, the following inequality is valid:
‖w − w˜‖2L2(Ω) ≤ C · δ2 ·
(
‖w0‖2H1/2(Γ ) + ‖v0‖2H−1/2(Γ )
)
,
where the constant C is independent of δ,w0 and v0.
Proof. Since the functions e−|κ|yeiκx and ye−|κ|yeiκx are obviously biharmonic inΩ , the solution of (24) can be expressed in
the form:
u(x, y) =
∑
k
(ak + bky)e−|κ|yeiκx.
The Fourier coefficients ak, bk are determined by the boundary conditions in (24):
u|Γ =
∑
k
akeiκx = w0(x) :=
∑
k
αkeiκx,
∂u
∂n
∣∣∣∣
Γ
=
∑
k
(|κ|ak − bk)eiκx = v0(x) :=
∑
k
βkeiκx,
whence
ak = αk, bk = |κ|αk − βk. (26)
The functions e−|κ|yeiκx are obviously harmonic inΩ , therefore the solution of (25) can be expressed in the form:
v(x, y) =
∑
k
(ak + bkδ)e−|κ|yeiκx,
since the traces of v and u are identical on Γδ:
v(x, δ) =
∑
k
(ak + bkδ)e−|κ|δeiκx = u(x, δ).
First we estimate the error of approximation in the stripeΩ ′δ (in L2-norm). From Parseval’s formula:∫ L
0
|v(x, y)− w∗(x, y)|2dx = L ·
∑
k
|bk|2δ2e−2|κ|y,
whence
‖v − w∗‖2L2(Ω ′δ) =
∫ ∞
δ
∫ L
0
|v(x, y)− w∗(x, y)|2dxdy = Lδ2
∑
k
|bk|2 e
−2|κ|δ
2|κ| .
From (26), it follows that
|bk|2 ≤ 2|κ|2|αk|2 + 2|βk|2, (27)
which implies the following estimation inΩ ′δ:
‖v − w∗‖2L2(Ω ′δ) ≤ Lδ
2
∑
k
(
|αk|2|κ| + |βk|
2
|κ|
)
. (28)
In the rectangleΩδ , the error of the approximation:
u(x, y)− w∗(x, y) =
∑
k
bkye−|κ|yeiκx.
Using Parseval’s formula again, we obtain:
‖u− w∗‖2L2(Ωδ) = L
∑
k
|bk|2
∫ δ
0
y2e−2|κ|ydy
= L
∑
k
|bk|2
(
1
4|κ|3 − e
−2|κ|δ
(
δ2
2|κ| +
δ
2|κ|2 +
1
4|κ|3
))
.
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Fig. 3. Approximate solutions of the test problem (20) by boundary biharmonic interpolation on quadtree cell system.
Table 2
Relative L2-errors of the test problem (20) by the presented method
N δrel
0 0.10 0.20 0.30 0.40 0.50 0.60 0.70 0.80 0.90 1.00
32 11.4 4.63 1.20 0.78 1.24 2.31 2.63 2.91 3.50 3.65 4.14
64 5.62 3.00 1.08 0.46 0.88 1.28 1.43 1.69 1.84 2.13 2.65
128 2.23 2.23 0.76 0.36 0.42 0.68 0.79 0.90 1.07 1.23 1.36
256 0.71 0.71 0.71 0.71 0.29 0.30 0.44 0.47 0.47 0.56 0.60
Applying the inequality (27) again:
‖u− w∗‖2L2(Ωδ) ≤ 2Lδ2
∑
k
(
|αk|2|κ| + |βk|
2
|κ|
)
·
(
1
4|κ|2δ2 − e
−2|κ|δ
(
1
2
+ 1
2|κ|δ +
1
4|κ|2δ2
))
=: 2Lδ2
∑
k
(
|αk|2|κ| + |βk|
2
|κ|
)
· f (|κ|δ),
where
f (t) := 1
4t2
− e−2t
(
1
2
+ 1
2t
+ 1
4t2
)
(for t > 0). Elementary calculations show that the function f is bounded, since
lim
t→0 f (t) = limt→+∞ f (t) = 0,
i.e. f (t) ≤ C1 for all t > 0 with a proper constant C1. This implies that
‖v − w∗‖2L2(Ωδ) ≤ 2Lδ2C1
∑
k
(
|αk|2|κ| + |βk|
2
|κ|
)
. (29)
From (28) and (29), the theorem follows. 
As an illustration, consider again the test problem (20). Fig. 3 shows the approximate solution obtained by the above
combined algorithm. The maximal level of subdivision was 9, the number of boundary points was 64. No boundary
singularities were generated. The relative L2-error of the solution was 0.46%. Table 2 shows the discrete L2-errors of the
approximate solution with different numbers of boundary interpolation points N (the maximal number of subdivision is 9
in each case). Here δrelmeans the relativewidth of boundary subdomain i.e. the value δ/h, where h denotes the characteristic
distance of the boundary interpolation points. (Thus, a quadtree cell is considered near-boundary cell if the distance of the
cell center and a boundary interpolation point is less than δrel · h.) As can be observed, the optimal value of δrel is between
0.3 and 0.4, independently of the number of boundary interpolation points. It should be pointed out that this method is not
much better than themethod outlined in Section 3.1with the optimal scaling parameter c; however, this technique does not
need any scaling parameter. Instead, the proper neighborhood of the boundary should be determined, which can be easily
carried out also in such cases when the boundary points are not uniformly distributed. Note, however, that in this form, the
algorithm fails in case of Neumann and mixed boundary conditions.
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5. Summary and conclusions
A new meshless method has been presented. The main idea of the method is to solve the original problem inside
the domain of the original problem coupling with a multi-elliptic interpolation along the boundary. It has been proved
that if the neighbourhood on the boundary in which the multi-elliptic interpolation is performed is sufficiently narrow,
then the error of the approximate solution remains low (which has been illustrated also through numerical examples). To
implement the first task, quadtree-basedmulti-levelmethod is used. The samequadtree cell system is applied to perform the
boundary interpolation. It is shown that from computational point of view, the resulting method is much more economical
than the traditional approaches based on the method of radial basis functions. Furthermore, the use the large, dense and
ill-conditioned matrices, which is a common disadvantage of the method of radial basis functions is completely avoided. In
contrast to an earlier version of themulti-elliptic interpolationmethod based on Laplace–Helmholtz-type interpolation, the
presentedmethod does not contain any scaling parameter to be optimized. Instead, the ‘‘inner’’ and ‘‘near-boundary’’ cells of
the quadtree cell system have to be properly defined. Though the approach is presented for solving homogeneous problems
only, the procedure can be generalized also to inhomogeneous problems without difficulty, so that it is not necessary to
split the problem into finding a particular and a homogeneous solution as usual in meshless techniques. In this case, one
has to directly solve the original problem (1) instead of the Laplace equation in Step 4 of the algorithm. The method can
be applied to more general elliptic equations in a straightforward way by applying a consistent quadtree discretization in
Step 4. However, in the presented form of the method, only a Dirichlet boundary condition can be handled.
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