Structuration dynamique du substrat lors de la croissance épitaxiale by Taillan, Christophe
THÈSE
En vue de l'obtention du
DOCTORAT DE L’UNIVERSITÉ DE TOULOUSE
Délivré par  l'Université Toulouse III Paul Sabatier
Discipline ou spécialité : Physique
Présentée et soutenue par 
Christophe Taillan
Le 27 septembre 2012
Titre :
Structuration Dynamique du Substrat lors de la Croissance Épitaxiale
JURY
Nicolas Destainville                                                                                  Président
Olivier Pierre-Louis                                                                                Rapporteur
Andres Saul                                                                                          Rapporteur
Jérôme Colin                                                                                       Examinateur
Bernard Croset                                                                                    Examinateur
Marc Hayoun                                                                                       Examinateur
Nicolas Combe                                                                            Directeur de thèse
Joseph Morillo                                                                             Directeur de thèse
Ecole doctorale : Sciences de la matière
Unité de recherche : CEMES-CNRS, UPR 8011
Directeurs de Thèse : Nicolas Combe et Joseph Morillo
2
Remerciements
Ce travail de the`se a e´te´ effectue´ au sein du laboratoire du CEMES a` Toulouse. Je remercie
Jean-Pierre Launay et Alain Claverie, respectivement directeurs du laboratoire au de´but et a`
la fin de mon doctorat, de m’avoir permis d’effectuer cette the`se.
Je tiens a` remercier Andres Saul et Olivier Pierre-Louis d’avoir accepte´ d’eˆtre les rappor-
teurs de mes travaux. Je remercie e´galement Je´roˆme Colin, Bernard Croset, Marc Hayoun et
Nicolas Destainville d’avoir accepte´ de faire partie de mon jury de the`se.
Les re´sultats pre´sente´s n’auraient pu eˆtre obtenus sans les diffe´rentes machines de calculs
mises a` disposition. Merci donc a` l’ensemble du service informatique du CEMES pour les calculs
sur  Toutatis , et aux centres nationaux CINES (Montpellier) et CALMIP (Toulouse) pour
les caluls sur les machines  Jade  et  Hyperion  sans lesquels ces travaux seraient bien
moins avance´s.
Un grand merci a` l’e´quipe simulation, Hao, Magali et Nathalie pour m’avoir si bien accueilli
et encourage´ tout au long de ma the`se. E´largissons ces remerciements a` l’ensemble du groupe
MC2, qui pour certains ont e´te´ mes enseignants lors de mon cursus universitaire, pour d’autres
de nouvelles rencontres ; tous ont e´te´ de bons conseils lors de toute la dure´e de mon se´jour au
laboratoire.
J’ai eu la chance d’effectuer un service d’enseignement a` l’universite´, de dispenser un cours
de programmation en langage C, et des TP d’e´lectromagne´tisme et d’optique. Je tiens donc a`
remercier les diffe´rents intervenants que j’ai puˆ croiser dans cette expe´rience tre`s enrichissante :
Jesse Groenen, Renaud Pechou, Olivier Guillermet et bien d’autres, incluant l’ensemble des
e´tudiants graˆce a` qui j’ai pu re´viser mes bases de physique et appre´cier l’expe´rience de l’en-
seignement.
Bien e´videmment, un grand merci a` mes deux encadrants, Joseph Morillo pour ses con-
seils pertinents au cours de ces trois ans, et Nicolas Combe, pour m’avoir propose´ cette the`se
prendant mon M2. Merci de ta patience, de toutes ces explications et discussions, aussi bien a`
propos de sujets scientifiques, techniques, qu’a` propos de re´daction ou encore de pre´sentations
orales. Merci de tous ces conseils, merci Nicolas.
La vie au laboratoire et le travail de the`se ne se re´sument pas aux seules simulations
ou re´solutions d’e´quations, c’est une expe´rience riche en nouvelles connaissances et partages.
Cette the`se n’aurait pas e´te´ aussi inte´ressante sans les doctorants du laboratoire, merci donc
a` Adeline, Anouar, Armin, Audrey, Laure, Mathilde, Murielle, Nicolas, Renaud, Se´bastien et
tous les autres pour les moments passe´s a` faire du tarot, ping-pong et autres activite´s du midi.
Merci a` Re´mi pour les  se´minaires anti-stress  organise´s sur la terrasse si agre´able (en e´te´)
des Avions. Tout au long de ma the`se, diffe´rentes personnes ont partage´ mon bureau, merci
pour tous les bons moments a` Jean-Ga, Maricarmen et a` Florian pour le support mutuel dans
3
4les diffe´rentes phases de la the`se.
La vie en dehors du laboratoire aussi est riche en activite´s et e´changes. C’est pourquoi je
remercie Lise, Juju, Marie, Yoyo et tous les autres pour tous les bons moments passe´s avant,
pendant (et apre`s) la the`se. Merci aussi a` Yann, Mathias, Lison puis a` Kevin avec qui j’ai
appris a` brasser ma propre bie`re (trop cool !). Enfin, je tiens a` remercier cette bande de fous
qui m’a accompagne´ dans des activite´s aussi diverses que le ski (grands moments), les soire´es
jeux, tous ces restos ( !), ces foots ou encore les soire´es  tontons . Merci donc les loulous,
Faf, Paul, Emma, Mick, Elise, Vince, Djipi, Renaud, Mag... Toute cette expe´rience de the`se
n’aurait pas e´te´ la meˆme sans vous tous.
Un grand merci a` mes parents, mes fre`res, mes grand-parents, mon oncle et toute ma famille
pour m’avoir soutenu et encourage´ tout au long de mes e´tudes depuis tout petit. Merci d’avoir
cru en moi !
Il me reste a` remercier en vrac, le club de badminton de Ramonville (qui m’a permis de me
de´fouler), les joueurs de foot du mercredi midi (qui m’ont permis de me de´penser), les soire´es
jeu (qui m’ont permis de m’amuser), les diffe´rents services de livraison de pizzas et burgers (qui
m’ont permis de survivre) et le Dubliners (qui m’a permis de... heu... profiter des happy hours).
Et pour terminer, je voudrais tout particulie`rement mentionner et remercier quelqu’un qui
m’est cher, qui a su me supporter, me soutenir, m’aider, me conseiller et me motiver pendant
ces trois ans (et les anne´es a` venir !), merci Charlotte.
Table des matie`res
1 Auto-organisation de nano-structures et ondes acoustiques de surface 7
1.1 Auto-organisation de nano-structures sur une surface cristalline . . . . . . . . . 8
1.1.1 Croissance Stranski-Krastanov . . . . . . . . . . . . . . . . . . . . . . . 8
1.1.2 Pre´paration par lithographie . . . . . . . . . . . . . . . . . . . . . . . . 10
1.1.3 Re´seaux de dislocations enterre´es . . . . . . . . . . . . . . . . . . . . . . 10
1.1.4 Copolyme`res diblocs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
1.1.5 De´poˆt par laser . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
1.2 Structuration par onde stationnaire : e´tat de l’art . . . . . . . . . . . . . . . . . 11
1.2.1 E´chelle macroscopique et figures de Chladni . . . . . . . . . . . . . . . . 11
1.2.2 E´chelle microme´trique . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
1.2.3 E´chelle nanoscopique . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
1.3 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
Bibliographie . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
2 Mode´lisation mole´culaire 19
2.1 Dynamique Mole´culaire : de´finition et description . . . . . . . . . . . . . . . . . 20
2.1.1 E´quations du mouvement . . . . . . . . . . . . . . . . . . . . . . . . . . 20
2.1.2 Potentiel d’interaction . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
2.1.3 Inte´gration des e´quations de Hamilton . . . . . . . . . . . . . . . . . . . 22
2.1.4 Aspects techniques . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
2.1.5 Ensemble thermodynamiques . . . . . . . . . . . . . . . . . . . . . . . . 25
2.1.6 Grandeurs moyennes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
2.2 Surfaces de potentiel . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
2.2.1 E´nergie potentielle de surface et barrie`re de diffusion . . . . . . . . . . . 26
2.2.2 Algorithmes de Minimisation . . . . . . . . . . . . . . . . . . . . . . . . 27
2.2.3 Me´thode  Nudge Elastic Band  . . . . . . . . . . . . . . . . . . . . . 27
2.3 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
Bibliographie . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
3 Diffusion d’un adatome par dynamique mole´culaire 33
3.1 Pre´sentation du mode`le de simulation . . . . . . . . . . . . . . . . . . . . . . . 34
3.1.1 Parame`tres de l’onde . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
3.1.2 Potentiel interatomique . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
3.1.3 Boite de simulation et substrat . . . . . . . . . . . . . . . . . . . . . . . 36
3.2 Effet structurant de l’onde stationnaire . . . . . . . . . . . . . . . . . . . . . . . 37
3.2.1 Trajectoire unique . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
5
6 TABLE DES MATIE`RES
3.2.2 Etude statistique . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
3.2.3 Force stationnaire induite par l’onde . . . . . . . . . . . . . . . . . . . . 40
3.2.4 Equation de Langevin . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
3.2.5 Origine physique de la structuration . . . . . . . . . . . . . . . . . . . . 45
3.3 Influence des parame`tres de simulation sur l’effet structurant . . . . . . . . . . 48
3.3.1 De´finition de l’e´nergie effective de structuration . . . . . . . . . . . . . . 48
3.3.2 Direction du vecteur d’onde . . . . . . . . . . . . . . . . . . . . . . . . . 49
3.3.3 Amplitude de l’onde . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
3.3.4 Longueur d’onde . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
3.3.5 Tempe´rature . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
3.3.6 Surface cfc (111) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
3.4 E´nergie effective de structuration . . . . . . . . . . . . . . . . . . . . . . . . . . 59
3.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
Bibliographie . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
4 Mode`le analytique de la diffusion d’un adatome sur une surface soumise a`
une onde acoustique stationnaire 67
5 Nucle´ation et auto-organisation par une StSAW 89
5.1 Diffusion d’agre´tats de faible taille et nucle´ation . . . . . . . . . . . . . . . . . . 90
5.1.1 Mode`le et parame`tres de simulation . . . . . . . . . . . . . . . . . . . . 91
5.1.2 Structuration des agre´gats . . . . . . . . . . . . . . . . . . . . . . . . . . 91
5.1.3 Intensite´ de structuration . . . . . . . . . . . . . . . . . . . . . . . . . . 92
5.1.4 De´pot d’atomes en surface . . . . . . . . . . . . . . . . . . . . . . . . . . 95
5.2 De´mouillage et structuration . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97
5.2.1 E´nergie de surface . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98
5.2.2 De´mouillage d’un film . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99
5.2.3 Diffusion d’agre´gats solides de grande taille . . . . . . . . . . . . . . . . 108
5.3 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 110
Bibliographie . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111
Chapitre 1
Auto-organisation de
nano-structures et ondes
acoustiques de surface
Sommaire
1.1 Auto-organisation de nano-structures sur une surface cristalline . 8
1.1.1 Croissance Stranski-Krastanov . . . . . . . . . . . . . . . . . . . . . . 8
1.1.2 Pre´paration par lithographie . . . . . . . . . . . . . . . . . . . . . . . 10
1.1.3 Re´seaux de dislocations enterre´es . . . . . . . . . . . . . . . . . . . . . 10
1.1.4 Copolyme`res diblocs . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
1.1.5 De´poˆt par laser . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
1.2 Structuration par onde stationnaire : e´tat de l’art . . . . . . . . . . 11
1.2.1 E´chelle macroscopique et figures de Chladni . . . . . . . . . . . . . . . 11
1.2.2 E´chelle microme´trique . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
1.2.3 E´chelle nanoscopique . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
1.3 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
Bibliographie . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
7
8
CHAPITRE 1. AUTO-ORGANISATION DE NANO-STRUCTURES ET ONDES
ACOUSTIQUES DE SURFACE
Depuis les anne´es 60, la loi de Moore pre´voit un accroissement rapide de la puissance et
de la complexite´ des syste`mes e´lectroniques. Ceci est rendu possible graˆce a` l’augmentation
du nombre de composants micro-e´lectroniques par unite´ de surface. Aujourd’hui les structures
atteignent des tailles nano-me´triques. La qualite´ des proprie´te´s physiques attendues des dis-
positifs e´lectroniques vont de´pendre de la densite´ spatiale de ces nano-structures et de leurs
tailles. C’est pourquoi il est important d’ame´liorer la pre´cision des techniques de croissance
qui permettent d’e´laborer ces nano-structures et de controˆler leur re´partition spatiale et leur
distribution en taille.
Industriellement, les proce´de´s les plus utilise´s sont les techniques de lithographie qui perme-
ttent une fabrication en se´rie des dispositifs e´lectroniques. Dans la recherche fondamentale, un
processus de fabrication alternatif est propose´ : l’auto-organisation. Cet ensemble de me´thodes
est base´ sur le de´poˆt et l’organisation spontane´e des atomes sur une surface cristalline. Nous
pre´sentons un bref e´tat de l’art des me´thodes existantes de fabrication des nano-structures par
auto-organisation.
Dans ce manuscrit nous proposons une me´thode alternative a` celles pre´sente´es, la structura-
tion dynamique du substrat, qui consiste a` auto-organiser les atomes en utilisant une onde acous-
tique stationnaire a` la surface du substrat afin de cre´er un re´seau des sites pre´fe´rentiels vers
lesquels les atomes pourront diffuser. La longueur d’onde pourrait ainsi controˆler la re´partition
spatiale des nano-structures. Nous abordons ainsi les me´thodes existantes d’auto-organisation
par onde acoustique stationnaire a` diffe´rentes e´chelles de longueur. Une bibliographie non-
exhaustive des me´thodes de ge´ne´ration d’une onde acoustique a` diffe´rentes e´chelles spatiales
est aussi pre´sente´e.
1.1 Auto-organisation de nano-structures sur une surface cristalline
La croissance par e´pitaxie est un de´poˆt a` faible e´nergie d’un mate´riau cristallin sur un
substrat cristallin. Cette me´thode est ge´ne´ralement utilise´e pour la croissance de couches
minces. Parmi les diverses me´thodes d’e´pitaxie, nous nous concentrons sur l’e´pitaxie par jet
mole´culaire, qui a pour avantage un controˆle pre´cis du de´poˆt d’atomes en surface. C’est une
me´thode  bottum-up  : les nano-structures obtenues sont base´es sur l’assemblage d’atomes
en surface [1]. Elle s’oppose aux me´thodes  top-down  comme la lithographie optique, pour
laquelle la taille des structures est limite´e, ou la lithographie e´lectronique, pour laquelle la fab-
rication est couˆteuse en moyens et en temps. Nous de´crivons dans la suite quelques me´thodes
d’auto-organisation utilise´es a` l’heure actuelle. La premie`re que nous e´voquons est la me´thode
Stranski-Krastanov. Puis nous de´crivons deux me´thodes de pre´paration de substrat avant la
croissance : la pre´paration par lithographie et la cre´ation de re´seaux de dislocations enterre´es.
Enfin nous de´crivons brie`vement l’organisation de copolyme`res diblocs et le controˆle de
de´poˆt par laser.
1.1.1 Croissance Stranski-Krastanov
L’e´pitaxie est caracte´rise´e par un ensemble de me´canismes e´le´mentaires. Lorsqu’un atome
est de´pose´ en surface (on parle alors d’adatome), on distingue plusieurs me´canismes de dif-
fusion : citons la diffusion par sauts, par e´vaporation/condensation ou encore la diffusion par
e´change [2]. Dans tous les cas l’occurence de chaque me´canisme est controˆle´e par la tempe´rature.
Le me´canisme le plus fre´quent est la diffusion par sauts, c’est-a` dire un mouvement de site
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cristallin en site cristallin. S’il rencontre un autre adatome, il peut interagir avec lui pour
former un dime`re (qui est un agre´gat de faible taille). Lorsque la taille de l’agre´gat devient
suffisamment importante, on parle de nucle´ation. Notons que seuls les me´canismes les plus
simples sont cite´s, pour une description plus comple`te, le lecteur pourra se re´fe´rer a` [3].
Pendant le de´poˆt d’atomes, l’ensemble des me´canismes e´le´mentaires me`ne a` un mode de
croissance du mate´riau e´pitaxie´ qui de´pendra des e´nergies de surface relatives du mate´riau
e´pitaxie´ et du mate´riau qui compose le substrat. Conside´rons γs, γf et γi respectivement les
e´nergies de surface substrat/vide, mate´riau e´pitaxie´/vide et l’e´nergie d’interface substrat/mate´riau
e´pitaxie´. Ces e´nergies de surface de´pendent de l’orientation cristalline du substrat, des con-
traintes en surface, et des de´fauts. L’e´nergie d’interface de´pend de l’e´talement/ recouvrement
du mate´riau e´pitaxie´.
Le mode de croissance de´pend des valeurs relatives de ces e´nergies :
– si γs > γf + γi, l’augmentation de la surface libre diminue l’e´nergie du syste`me. Le
mate´riau e´pitaxie´ mouille la surface : il recouvre totalement la surface du substrat. On
parle de croissance 2D et de mode de croissance Frank-van der Merwe.
– si γs < γf +γi, on a le phe´nome`ne inverse : la surface de contact entre les deux mate´riaux
est diminue´e afin de minimiser l’e´nergie du syste`me. Des ıˆlots 3D vont se former. On
parle de mode de croissance de Volmer-Weber.
Enfin, il existe un troisie`me mode de croissance si l’on observe un de´saccord de maille entre
le mate´riau e´pitaxie´ et le substrat et si γs > γf + γi. Il en re´sulte une adaptation du parame`tre
de maille du mate´riau e´pitaxie´ a` celui du substrat. La conse´quence est une e´nergie d’origine
e´lastique exprime´e par Eel = M(∆a/a)
2h ou` M est le module de Young du mate´riau e´pitaxie´,
a le parame`tre de maille du mate´riau e´pitaxie´, ∆a la diffe´rence entres les parame`tres de maille
du substrat et du mate´riau e´pitaxie´ et h l’e´paisseur de la couche e´pitaxie´e. Si le de´saccord de
maille est suffisamment faible, les premie`res couches ont une croissance 2D. Puis, au-dela` d’une
e´paisseur critique hc, l’e´nergie e´lastique emmagasine´e au cours de la croissance est relaxe´e par
la croissance d’ˆılots 3D. On parle de croissance Stranski-Krastanov.
Une des premie`res mise en œuvre expe´rimentale est re´alise´e en 1985 par Goldstein et al. [4]
avec e´pitaxie par jets mole´culaire pour la croissance d’ˆılots de InAs sur un substrat de GaAs.
Le me´canisme de transition entre la croissance 2D et 3D est de´crite par Muller et al. [5].
L’avantage de cette me´thode est la cre´ation d’ˆılots cohe´rents et sans de´fauts. Malheureuse-
ment, la re´partition spatiale des nano-structures est ale´atoire, ce qui rend difficile le controˆle
de la densite´ de nano-structures sur la surface. Un second proble`me concerne la distribution
en tailles des nano-structures, qui peuvent eˆtre he´te´roge`nes [6, 7]. Pour plus de de´tails sur la
croissance sur une surface cristalline, le lecteur pourra se re´fe`rer a` [3].
Les proprie´te´s physiques et chimiques des structures de basses dimensions de´pendent de leur
taille et leur forme. Diffe´rentes me´thodes pour controˆler la re´partition spatiale et la distribution
en taille de ces structures sont a` l’e´tude.
Nous ne nous inte´ressons pas a` des mate´riaux en particulier mais aux techniques mises en
place afin de controˆler les re´partitions spatiales et en taille des nano-structures en surface. Nous
pre´sentons dans la suite une liste non-exhaustive des me´thodes utilise´es a` l’e´chelle micro/nano-
me´trique.
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1.1.2 Pre´paration par lithographie
En 1999, Jin et al [8, 9] e´tudient l’auto-organisation d’ˆılots de germanium sur un substrat de
silicium. La pre´paration pre´alable du substrat consiste en une cre´ation de mesas : des plateaux
de silicium sont cre´e´s par des techniques de photolithographie. La taille en hauteur des ıˆlots de
germanium est d’environ 130 nm, et leur arrangement de´pend de la taille des mesas, ici deux
ıˆlots sont espace´s au minimum de 0.6µm. Le nombre d’ˆılots et leur taille sont controˆle´s via les
parame`tres de croissance, c’est-a` dire tempe´rature et quantite´ de germanium.
Citons e´galement les travaux de Zhong et al. [10, 11] datant de 2003. L’e´quipe e´tudie aussi
la croissance de germanium sur des substrats de silicium par croissance e´pitaxiale. Le principe
de pre´paration consiste a` cre´er des re´seaux de cuvettes par lithographie holographique. Les
cuvettes sont espace´es de 500, 400 et 370 nm avec une profondeur de 20 nm a` 50 nm. Une
couche tampon de silicium est de´pose´e et se calque sur la structure des cuvettes. Ensuite, le
germanium est de´pose´ sur la surface par e´pitaxie par jet mole´culaire. Le re´sultat obtenu est
une re´partition spatiale re´gulie`re des ıˆlots de Ge : un par cuvette.
1.1.3 Re´seaux de dislocations enterre´es
La cre´ation de re´seaux de dislocations en surface permet de controˆler les e´nergies d’adsorp-
tion en surface. Les dislocations sont cre´e´es par relaxation de l’e´nergie e´lastique entraˆıne´e par
le de´saccord de maille [12, 13] de deux mate´riaux.
E´tudie´ de manie`re the´orique [14] et expe´rimentale [15], une me´thode de controˆle des sites
de nucle´ation consiste a` tirer profit de la cre´ation de dislocations. Par exemple, Leroy et al. [16]
e´tudient la croissance de nano-particules de cobalt sur une surface contrainte d’argent (001).
Le principe est la cre´ation d’un re´seau de dislocations enterre´es quelques nano-me`tres sous la
surface. Pour cre´er ce syste`me, un film d’argent (001) est de´pose´ sur un substrat de Mg0(001).
Les deux mate´riaux ne forment pas d’alliage et la diffe´rence de parame`tre de maille est de 3%.
La relaxation de la contrainte entraˆıne la formation d’un re´seau de dislocation de pe´riode 10
nm. Ces dislocations me`nent a` une alternance de zones de contraintes en compression et de
zones de contraintes en tension. Ceci entraˆıne une modulation des e´nergies d’adsorption des
adatomes qui est fonction de la position en surface, ce qui implique des sites pre´fe´rentiels de
nucle´ation et donc une re´partition spatiale des agre´gats de Co de´pose´s en surface.
Citons dans le meˆme domaine les travaux de Madani et al. [17] ; les travaux de Torelli et
al. [18], qui e´tudient la croissance d’ˆılots de Ni sur une surface de CoO(001) ou encore en 2011
ou` Bavard et al. [19] e´tudient la re´partition d’ˆılots de Ni, Ag et Au sur des substrats de Si.
La pe´riodicite´ des nano-structures dans ces diffe´rentes e´tudes varie de 9 a` 20 nm. Un des in-
conve´nients avec cette technique est la difficulte´ d’obtenir des re´seaux re´guliers de dislocations,
ce qui ne´cessite un controˆle tre`s fin de la pre´paration du substrat.
1.1.4 Copolyme`res diblocs
La grapho-e´pitaxie de copolyme`res diblocs [1, 20–22] est une me´thode a` mi-chemin entre
une approche top-down et une approche bottom-up : par lithographie, des rainures de largeur
environ 100 nm [1] sont cre´e´es sur un substrat, puis des copolyme`res diblocs sont de´pose´s. Un
traitement chimique de la surface entraˆıne une re´pulsion entre les copolyme`res qui induit une
auto-organisation a` une e´chelle infe´rieure a` la re´solution de la lithographie (motifs d’environ
5 nm).
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1.1.5 De´poˆt par laser
Enfin, citons une dernie`re me´thode de structuration : le de´poˆt via des me´thodes op-
tiques [23, 24]. Dans une chambre a` vide pendant une e´pitaxie par jet mole´culaire, l’interfe´rence
de plusieurs lasers cre´e´e une onde stationnaire au-dessus de la surface du substrat. Lors du
de´poˆt, les atomes entrent en re´sonance avec l’onde stationnaire qui induit un potentiel agissant
sur les trajectoires des atomes [25]. Le de´poˆt en surface suit alors le motif de l’onde stationnaire.
La pe´riodicite´ de la re´partition spatiale des structures en surface correspond a` la demi-longueur
d’onde du laser. La plus faible pe´riodicite´ atteinte en 2011 est 212.8 nm [26]. Notons que l’onde
n’agit que pendant la descente des atomes et pas sur la diffusion de surface.
1.2 Structuration par onde stationnaire : e´tat de l’art
Nous proposons un me´thode alternative d’auto-organisation. Durant le de´poˆt d’atomes,
une onde acoustique stationnaire est applique´e a` la surface du substrat. Nous espe´rons ainsi
controˆler la diffusion des adatomes et des agre´gats durant l’e´pitaxie en cre´ant des sites pre´fe´rentiels
dans lesquels une nucle´ation pourra s’effectuer. Ce principe a de´ja` e´te´ observe´ et utilise´ a`
diffe´rentes e´chelles de taille, ce que nous pre´sentons dans cette section. Nous de´crivons ensuite
les diffe´rentes manie`res de cre´er des ondes de surface dont la longueur d’onde est nano-me´trique.
Les ondes de surface peuvent prendre de nombreuses formes dans la nature, dans les sciences
ou les technologies. C’est une onde me´canique qui se propage a` l’interface de deux milieux de
densite´s diffe´rentes. Un image qui parlera a` tous est une onde a` la surface de l’eau : en jetant
un caillou dans l’eau, on observe une onde de surface circulaire. Un autre exemple est une onde
sismique, qui est caracte´rise´e par des ondes de volume mais aussi par des ondes de surface :
les ondes de Love et ondes de Rayleigh [27].
L’attention sera concentre´e sur ces dernie`res : les ondes e´lastiques de surface ou ondes
acoustiques de surface (SAW 1) de´couvertes en 1885 par Lord Rayleigh [28].
Ce type d’onde est caracte´rise´ par leur localisation en surface : l’e´nergie est confine´e entre la
surface et une profondeur de l’ordre d’une longueur d’onde. Les ondes acoustiques de surface ont
de nombreuses applications dans les sciences et technologies, comme par exemple le sondage de
la profondeur d’une couche en surface ou encore des renseignements sur les proprie´te´s e´lastiques
du mate´riau e´tudie´ [29].
1.2.1 E´chelle macroscopique et figures de Chladni
En 1787, le physicien allemand Ernst Chladni soupoudre de sable un disque de cuivre et le
frotte avec un archet. Les grains de sables s’organisent selon des lignes qui forment des figures
ge´ome´triques : les figures de Chladni.
Les ge´ome´tries, tailles et formes des figures de´pendent de la fre´quence d’excitation ainsi
que de la nature de la plaque et de sa taille [30]. La figure 1.1 illustre cette proprie´te´ : sur trois
plaques diffe´rentes apparaissent trois figures a` ge´ome´tries distinctes.
A` la suite de cette de´couverte, des mode`les mathe´matiques ont e´te´ e´tablis afin d’expliquer et
de de´crire ce phe´nome`ne : citons entre autres les travaux de S.Germain [31] et G.Kirchhoff [32].
1. Surface Acoustic Wave
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Figure 1.1 – Figures de Chladni. Banc de trois plaques apre`s expe´rience. Les grains de sables
se re´partissent suivant des formes ge´ome´triques. Lyce´e Champollion, Grenoble.
Les travaux de E.N. da C.Andrade et al. [33] de´crivent l’expe´rience mise en œuvre pour
de´terminer l’origine physique de l’organisation des grains de sable. Dans cette expe´rience datant
de 1931, une plaque en acier est fixe´e en son centre a` un pilier (de la meˆme manie`re que sur
la figure 1.1). Mais, au lieu de ge´ne´rer l’onde acoustique stationnaire de surface (StSAW 2) a`
l’aide d’un archet, la plaque est relie´e a` un e´lectro-aimant alimente´ par un courant alternatif.
Avec ce dispositif la fre´quence de vibration est de l’ordre de 1000 Hz, ce qui correspond a` une
longueur d’onde de surface de l’ordre du centime`tre. Ce dispositif garantit une amplitude et
une fre´quence constante pendant toute la dure´e de l’expe´rience permettant la caracte´risation
de l’un ou l’autre de ces parame`tres.
Le mode`le simple propose´ e´voque la compe´tition entre la gravite´ et l’e´nergie cine´tique
acquise par les grains de sables suite au de´placement transverse de la surface. Au niveau d’un
ventre de vibration (de´placement transverse maximal), une particule de sable est projete´e en
l’air pour retomber au plus pre`s d’un nœud de vibration, re´gion ou` le de´placement de la surface
n’est plus suffisant pour projeter l’atome dans les airs. Pour des amplitudes faibles, la re´gion
accessible par un grain de sable autour d’un nœud est plus importante. De plus, pour des
particules plus petites que les grains de sables, les mouvements d’air au-dessus de la plaque
peuvent entraˆıner une structuration inverse (c’est-a` dire vers les ventres) [34].
Notons l’existence d’e´tudes plus re´centes [35], et aussi de vide´os en libre acce`s via internet
d’expe´riences e´tonnantes illustrant ce phe´nome`ne de structuration de´pendant de la ge´ome´trie
et de la fre´quence d’excitation 3.
1.2.2 E´chelle microme´trique
Depuis les anne´es 60/70, avec le de´veloppement des transducteurs interdigitaux (IDT 4) [36],
des longueurs d’onde de l’ordre de la centaine de microme`tres ont puˆ eˆtre ge´ne´re´es. Re´cemment,
des expe´riences de structuration par StSAW a` ces longueurs d’onde ont e´te´ mene´es dans des
domaines allant de la nano-physique [37, 38] a` la biologie [39].
Prenons ce dernier exemple qui est repre´sentatif de la situation que nous voulons recre´er a`
une e´chelle de longueur infe´rieure. En 2009, Jinjie et al. [39] cherchent a` organiser spatialement
2. Standing Surface Acoustic Wave
3. http ://www.sputnick-area.net/ ?p=151
4. Inter-Digital Transducers
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des cellules et des microparticules dans un fluide. La solution contenant les microparticules est
injecte´e dans un conduit de´pose´ directement sur la surface en vibration. L’onde est ge´ne´re´e par
des IDT de´pose´s sur un substrat piezoe´lectrique. Le principe de l’IDT est de ge´ne´rer une ten-
sion alternative qui induit une vibration du substrat piezoe´lectrique. Pour un fonctionnement
optimal, il faut que la longueur d’onde λ soit du meˆme ordre de grandeur que la pe´riode des
peignes qui forment l’IDT. Un transducteur va donc produire une SAW, si deux transducteurs
ge´ne`rent une SAW, la rencontre de ces deux ondes va former une onde stationnaire (StSAW).
Lorsque la StSAW rencontre le liquide, une onde longitudinale est ge´ne´re´e dans le fluide. Il
y aura donc deux types de sites pour le fluide : les nœuds et les ventres, ou` les amplitudes des
variations de pressions seront respectivement minimales et maximales. L’origine physique de
l’organisation des microparticules est une amplitude minimale de la force au niveau des nœuds
de vibration. La flexibilite´ de la me´thode est prouve´e en utilisant diffe´rents types de cellules
et microparticules, prouvant que l’origine physique de la structuration est inde´pendante des
proprie´te´s e´lectriques, magne´tiques ou optiques des particules. La longueur d’onde ge´ne´re´e est
d’environ 100µm, deux groupes de cellules ou microparticules sont donc distants d’environ
50µm. La structuration des particules peut donc eˆtre controˆle´e par la disposition relative des
IDTs.
L’exemple pre´ce´dent ne concerne pas le de´poˆt et l’auto-organisation en surface. Mais
diffe´rentes expe´riences d’auto-organisation ont bien e´te´ effectue´es avec des longueurs d’onde
a` l’e´chelle microme´trique (λ ' 300µm) [37, 38]. La taille des particules joue un roˆle pri-
mordial quant a` la structuration. En effet, dans la re´fe´rence [37], si les nano-billes (diame`tre
∼ 0,5µm) se rassemblent au niveau des nœuds de vibration, les micro-billes (diame`tre ∼ 4µm)
se dirigent vers les ventres, formant ainsi des figures de Chladni inverse´es. Un mode`le ana-
lytique base´ sur l’e´quation de Navier-Stokes est utilise´ pour comprendre ce comportement et
mode´liser l’influence de l’air au-dessus de la surface qui est la principale cause du phe´nome`ne.
Malgre´ la diffe´rence de comportement entre les diffe´rentes particules, la structuration est
syste´matiquement pre´sente.
1.2.3 E´chelle nanoscopique
A` l’e´chelle microscopique ou nanoscopique, peu de me´thodes incluant des ondes acoustiques
stationnaires ont permis d’organiser et controˆler le de´pot d’adatomes. La raison est pratique :
a` ce jour aucune onde de surface de longueur d’onde inte´ressante (de l’ordre de la dizaine de
nano-me`tre) ne peut eˆtre ge´ne´re´e. Ne´anmoins, les progre`s en matie`re de ge´ne´ration de SAW
a` des e´chelles toujours plus petites ame`nent a` penser que les longueurs d’ondes inte´ressantes
en matie`re de structuration a` l’e´chelle nanome´trique pourront un jour eˆtre accessibles. Nous
passons en revue diffe´rentes manie`res de ge´ne´rer une SAW a` faible e´chelle qui sont autant de
possibilite´s pour induire une structuration a` l’e´chelle nano-me´trique.
Transducteurs interdigitaux, IDT
De la meˆme manie`re que dans la section 1.2.2, un IDT peut ge´ne´rer une SAW a` faible
e´chelle. Avec un tel dispositif, on peut ge´ne´rer une StSAW avec des ventres et nœuds dont la
re´partition spatiale est contoˆle´e par les positions relatives des IDTs [40].
Takagaki et al. [41] ont re´ussi en 2002 a` ge´ne´rer une onde a` la fre´quence 19 GHz pour une
longueur d’onde d’environ 400 nm. Pour une description de la fabrication d’un IDT, le lecteur
pourra se re´fe´rer a` [42] ou` Takagaki et al. de´taillent les techniques employe´es pour cre´er par
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Me´thode Magne´tique IDT IDT IDT Optique Optique
Anne´e 1931 1994 2007 2002 2009 2012
Re´fe´rence [33] [46] [40] [41] [43] [44]
Mate´riau Cu AlN GaAs/AlAs AlN/SiC Ni/saphir Co/Pd/Si
Fre´quence 1 kHz 2 Ghz 820 MHz 19 GHz 50 GHz 75 GHz
λ 1 cm 5µm 3.6µm 400 nm 125 nm 45 nm
TABLEAU 1.1 – Tableau re´capitulatif des longueurs d’onde atteintes en fonction des me´thodes
et mate´riaux utilise´es.
lithographie des IDTs sur une surface de LiNbO3. L’auteur met ainsi l’accent sur la difficulte´
a` e´laborer des IDTs a` petite e´chelle et de l’importance de la re´gularite´ des dispositifs qui va
influer sur la longueur d’onde qu’il sera possible d’atteindre.
Me´thodes optiques
Des ondes de fre´quences 50 GHz et 75 GHz ont e´te´ ge´ne´re´es en 2009 [43] et 2012 [44],
pour atteindre respectivement des longueurs d’onde de 125 nm et 45 nm. Toutefois, la me´thode
employe´e n’est plus l’utilisation d’IDTs mais une excitation de la surface par des me´thodes
optiques. Ces techniques sont d’abord limite´es par les longueurs d’onde optiques, les longueurs
d’onde de StSAW atteintes en 2006 avec de telles techniques e´taient de l’ordre de 750 nm [45].
L’ide´e propose´e dans [43] est de pre´parer le substrat en organisant un re´seau de nano-structures
de nickel sur une surface de saphir par une autre technique (lithographie e´lectronique), en-
suite, un laser excite les nano-structures de Ni qui vont elle-meˆme ge´ne´rer une SAW. Une telle
me´thode permet aujourd’hui d’atteindre des longueurs d’onde de l’ordre de 45 nm [44].
Le tableau 1.1 re´sume les fre´quences et longueurs d’onde associe´es par rapport au mate´riau
et a` la me´thode utilise´e. En dix ans, la longueur d’onde atteinte a gagne´ un ordre de grandeur,
du microme`tre a` la centaine de nanome`tres. On ne trouve qu’un facteur 2 entre les longueurs
d’onde ge´ne´re´es dans [44] et celles utilise´es dans le chapitre 5. Il ne parait donc pas irre´aliste
d’espe`rer qu’un jour une longueur d’onde inte´ressante pour la structuration de nano-structures
soit atteinte.
1.3 Conclusion
Les me´thodes de controˆle de re´partition spatiale et en taille de nano-structures sont nom-
breuses. Toutes ces me´thodes pre´sentent des avantages et des inconve´nients. Les me´thodes de
lithographie sont limite´es par une longue pre´paration avant l’e´pitaxie. Les re´seaux re´guliers de
dislocations sont difficiles a` obtenir et demandent un controˆle fin de la pre´paration du substrat.
Enfin, le controˆle du de´poˆt par laser est limite´ par la longueur d’onde du laser utilise´ et n’agit
pas sur la diffusion de surface.
Notons qu’il ne s’agit la` que d’une liste non-exhaustive des me´thodes existantes. Par exem-
ple une autre me´thode est la cre´ation de structures a` l’e´chelle atomique par de´mouillage [47, 48]
qui sera de´crite dans le chapitre 5.
Nous avons passe´ en revue les me´thodes les plus courantes pour ge´ne´rer une StSAW : celles
base´es sur la fabrication d’IDTs et celles utilisant des me´thodes optiques. A` notre connaissance,
BIBLIOGRAPHIE 15
la plus petite longueur d’onde atteinte avec la premie`re me´thode est de l’ordre de 400 nm [41]
et avec la seconde de 45 nm [44].
Dans ce manuscrit, nous allons effectuer une e´tude the´orique de l’effet d’une StSAW sur la
diffusion d’adatomes et d’agre´gats. Cette e´tude sera essentiellement mene´e par des simulations
de dynamique mole´culaire et des calculs analytiques.
Dans le chapitre 2, nous de´crivons les techniques et me´thodes qui nous permettront d’e´tudier
le phe´nome`ne de diffusion d’un adatome sur une surface soumise a` une onde acoustique station-
naire. La me´thode qui sera la plus utilise´e est la dynamique mole´culaire : nous en de´crivons le
principe et les parame`tres importants. Nous exposons ensuite l’algorithme de minimisation du
gradient conjugue´ et la me´thode Nudge Elastic Band pour le calcul des barrie`res de diffusion.
Dans le chapitre 3, nous e´tudions la diffusion d’un unique adatome sur une surface cristalline
soumise a` une StSAW par des simulations de dynamique mole´culaire. Nous constatons que
l’onde a un effet structurant sur la diffusion. Nous expliquons l’origine microscopique du
phe´nome`ne puis nous caracte´risons tour a` tour les diffe´rents parame`tres qui jouent un roˆle
dans l’intensite´ de la structuration : direction de l’onde, amplitude de la StSAW, longueur
d’onde, tempe´rature et orientation de la surface.
Dans le chapitre 4, nous e´tablissons analytiquement une e´quation de Langevin qui de´crit le
mouvement de l’adatome. Nous e´tudions ses solutions a` l’aide d’outils analytiques et nume´riques
pour identifier l’influence de chaque parame`tre et faire la relation avec les re´sultats obtenus
dans le chapitre 3.
Enfin, nous effectuons des calculs pre´liminaires de nucle´ation dans le chapitre 5. Nous
e´tudions la diffusion d’agre´gats de faible taille puis nous caracte´risons l’effet de l’onde sur une
configuration d’agre´gats pre´pare´e initialement par une me´thode de de´mouillage.
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La mode´lisation mole´culaire regroupe l’ensemble des me´thodes nume´riques permettant de
simuler un syste`me a` un niveau microscopique [1–5]. Les diffe´rentes me´thodes existantes per-
mettent d’acce´der a` des informations structurales et/ou dynamiques du syste`me e´tudie´.
L’e´tude que nous menons cherche a` e´clairer le roˆle d’une onde acoustique stationnaire sur la
diffusion d’un adatome. Dans cette e´tude, la diffusion d’un adatome sur une surface (chapitre 3)
ou d’agre´gats sur une surface (chapitre 5) comporte un nombre d’atomes important (environ
50 000) et diffe´rentes e´chelles de temps interviennent :
– les fluctuations thermiques ∼ 0,1 ps, temps de l’ordre de l’inverse de la fre´quence de
Debye,
– la pe´riode de l’onde ∼ 10 ps,
– le temps de diffusion ∼ 10 ns.
C’est pourquoi notre choix s’est porte´ sur la Dynamique Mole´culaire Classique [6, 7],
me´thode que nous de´crivons dans ce chapitre. Le logiciel de dynamique moe´culaire utilise´ est
le logiciel LAMMPS [8].
Nous pre´sentons dans un premier temps le fonctionnement de la dynamique mole´culaire :
principe et aspects techniques. Dans un second temps, nous introduisons quelques techniques
ou notions qui seront utilise´es dans les chapitres suivants.
2.1 Dynamique Mole´culaire : de´finition et description
2.1.1 E´quations du mouvement
La dynamique mole´culaire est un outil nume´rique permettant de de´crire l’e´volution dans le
temps d’un syste`me constitue´ de N particules en interaction. Cette me´thode permet de re´aliser
une expe´rience nume´rique : telle une expe´rience  re´elle , un e´chantillon est pre´pare´ et son
e´volution est e´tudie´e a` travers diffe´rentes mesures, en tenant compte des contraintes externes
impose´es par  l’expe´rimentateur .
Dans les simulations de dynamique mole´culaire, les particules constituant le syste`me e´voluent
suivant les lois de la me´canique classique. Pour un syste`me isole´ constitue´ de N particules en
interaction a` travers un potentiel V (~r1,..,~rN ), l’Hamiltonien du syste`me s’e´crit :
H(~p1,..,~pN ,~r1,..,~rN ) =
N∑
i=1
~pi
2
2mi
+ V (~r1,..,~rN ), (2.1)
avec ~ri les coordonne´es carte´siennes des particules du syste`me, ~pi les quantite´s de mouve-
ment associe´es et mi les masses avec i = {1,2,...,N}. Les e´quations de Hamilton s’e´crivent :
~˙pi = −∂H
∂~ri
= ~Fi(~r1,..,~rN ), (2.2)
~˙ri =
∂H
∂~pi
=
~pi
mi
. (2.3)
avec ~Fi la re´sultante des forces internes applique´es a` la particule i :
~Fi = −~∇~riV (~r1,..,~rN ). (2.4)
La re´solution des e´quations (2.2) et (2.3) passe par la connaissance du champs de force
~Fi(~r1,..,~rN )) et donc du potentiel d’interaction V (~r1,..,~rN ). Nous de´crivons dans la suite les
potentiels d’interaction utilise´s dans ce manuscrit.
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2.1.2 Potentiel d’interaction
Le choix du potentiel d’interaction entre les atomes qui constituent le syste`me est de´cisif
dans une simulation de dynamique mole´culaire : pour connaˆıtre la position de chaque atome et
leur e´volution, il est ne´cessaire de connaˆıtre la forme de ce potentiel. Le potentiel d’interaction
de´pend du mate´riau a` simuler. On cherche a` mode´liser l’interaction entre les atomes constituant
le syste`me. Cette interaction a une origine en partie e´lectronique. Dans le cas de potentiels
ab initio, la structure e´lectronique instantane´e est calcule´e dans le cadre le l’approximation de
Born-Oppenheimer. Ce type de potentiel ne´cessite d’importants moyens de calcul et limite donc
le temps d’observation du syste`me. A` un diffe´rent niveau d’approximation, on peut utiliser des
potentiels semi-empiriques, qui mode`lisent globalement les effets de la structure e´lectronique
du mate´riau et sont de´termine´s en partie par des calculs ab initio, en partie par des observation
expe´rimentales. Enfin, nous trouvons les potentiels mode`les empiriques, potentiels en ge´ne´ral
simplifie´s et base´s sur des observation expe´rimentales.
Nous de´crivons deux types de potentiels : le potentiel mode`le de Lennard-Jones et le po-
tentiel EAM.
Potentiel Lennard-Jones
Le potentiel Lennard-Jones est un mode`le mathe´matique simple servant a` de´crire l’inter-
action entre deux atomes ou mole´cules neutres. L’expression la plus commune de ce potentiel
de paire s’e´crit :
V LJ(~r1,..,~rN ) =
∑
i
∑
j 6=i
V LJij (rij) =
∑
i
∑
j 6=i
4
((
σ
rij
)12
−
(
σ
rij
)6)
, (2.5)
avec  la profondeur du puits de potentiel, σ la distance pour laquelle l’e´nergie d’interaction
est nulle, et rij la distance entre les atomes i et j.
Le terme en 1/r12ij est un terme repre´sentant la re´pulsion entre les nuages e´lectroniques
a` courte distance (terme empirique permettant de prendre en compte le principe d’exclusion
de Pauli), compense´ par l’attraction repre´sente´e par le terme d’interaction dipolaire en 1/r6ij
(interaction de Van der Waals).
Ce potentiel de´crit le comportement des gaz rares avec une pre´cision acceptable [9]. Dans
le cas de solides, il est utilise´ pour donner des descriptions qualitatives des syste`mes e´tudie´s.
De par la simplicite´ de son expression, peu de ressources sont ne´cessaires a` l’e´valuation des
forces par rapport a` des potentiels plus complexes.
Unite´s Lennard-Jones Pour le potentiel LJ, les grandeurs physiques sont exprime´es en
fonction de  et σ : temps, distances, masses, e´nergies et tempe´ratures sont respectivement
exprime´es en unite´s de
√
mσ2/, σ, m, , et /kB avec kB la constante de Boltzmann. Le
choix des parame`tres  et σ peut permettre de simuler un type de mate´riau en particulier.
Typiquement, les valeurs des parame`tres LJ pour l’argent sont  = 0.345 eV et σ = 2.644A˚ [10].
Dans le cadre de l’e´tude qualitative d’un phe´nome`ne, le choix des parame`tres  et σ n’a pas
de justification physique, mais leur flexibilite´ permet de simuler l’interaction de diffe´rents
mate´riaux.
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Potentiel EAM
Dans la suite de ce manuscrit seront e´galement pre´sente´s les re´sultats de simulations de dy-
namique mole´culaire utilisant un potentiel d’interaction EAM (Embedded Atom Model) [11–
13]. Ce mode`le de potentiel a e´te´ de´veloppe´ pour de´crire des me´taux, c’est-a` dire la liaison
me´tallique a` travers les e´lectrons de conduction de´localise´s. Son de´veloppement [11] constitue
un important progre`s dans la description des me´taux et les de´crit avec une bonne pre´cision.
C’est un potentiel a` N corps pour lequel on calcule l’e´nergie ne´cessaire a` l’immersion d’un
atome dans la densite´ e´lectronique induite par les autres atomes du syste`me.
L’e´nergie totale du syste`me s’e´crit :
Etot =
∑
i
Ei =
∑
i
Fi(ρh,i) +
1
2
∑
i
∑
j 6=i
Φij(rij) (2.6)
ou` Ei est l’e´nergie de l’atome i, ρh,i =
∑
i6=j ρj(rij) est la densite´ e´lectronique due aux
autres atomes du me´tal en i, ρj la contribution a` la densite´ e´lectronique totale de l’atome j
(on suppose que la densite´ e´lectronique totale est la superposition line´aire des contributions
individuelles de chaque atome). Fi(ρh,i) est l’e´nergie ne´cessaire pour immerger un atome dans
le nuage e´lectronique, et Φij est un potentiel de paire assurant la re´pulsion entre les e´lectrons
de cœur (exclusion de Pauli) et corrigeant l’approximation du calcul de la partie immersion. En
pratique, on utilise la forme fonctionnelle EAM dont on ajuste les parame`tres sur des proprie´te´s
physiques mesure´es ou issus de calculs DFT en fonction du me´tal a` simuler.
Les interactions re´elles entres atomes e´tant plus complexes qu’un simple potentiel de paire
comme le potentiel Lennard-jones, l’utilisation de ce potentiel est plus re´aliste. Il nous servira
a` confirmer les re´sultats qualitatifs obtenus dans les simulations Lennard-Jones. Des ordres de
grandeurs des parame`tres physiques seront aussi de´termine´s afin de faire des comparaisons avec
d’e´ventuels re´sultats expe´rimentaux. Toutefois, de par sa complexite´, les ressources ne´cessaires
au calcul des forces avec un potentiel EAM sont tre`s importantes, ainsi les comparaisons entre
simulations Lennard-Jones et simulations EAM ne seront pas syste´matiques.
2.1.3 Inte´gration des e´quations de Hamilton
Pour e´tudier l’e´volution des positions et vitesses des particules consistuant le syste`me, il
faut re´soudre les e´quations (2.2) et (2.3) pour chacune de ces particules. Cela revient a` re´soudre
un syste`me a` 6N e´quations du premier ordre, re´solution difficile de manie`re analytique. C’est
pourquoi dans l’imple´mentation de la dynamique mole´culaire, le calcul des positions et vitesses
des particules du syste`me passe par une re´solution nume´rique.
Le principe de la re´solution nume´rique consiste a` de´terminer les positions et vitesses de
chaque particule du syste`me a` un temps t + ∆t, connaissant l’e´tat du syste`me (positions,
vitesses et forces) au temps t (et e´ventuellement aux temps t−∆t, t− 2∆t...).
Nous de´crivons le sche´ma d’inte´gration code´ dans le logiciel LAMMPS, utilise´ dans les
simulations de´crites dans ce manuscrit, l’algorithme Velocity-Verlet [14] (aussi trouve´ sous le
nom de Verlet vitesse).
Les deux e´quations qui de´crivent le mouvement d’une particule pour l’algorithme Verlet-
Vitesse sont obtenues comme des de´veloppements de Taylor :
~ri(t+ ∆t) = ~ri(t) + ~vi(t)∆t+
1
2
~Fi(t)∆t
2 +O(∆t)3, (2.7)
~vi(t+ ∆t) = ~vi(t) +
1
2
(~Fi(t) + ~Fi(t+ ∆t))∆t+O(∆t)
3. (2.8)
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Connaissant les positions, vitesses et forces initiales, l’algorithme se de´roule de la manie`re
suivante :
– connaissant au temps t les vitesses ~vi(t) et les forces ~Fi(t), on calcule ~vi(t +
1
2∆t) =
~v(t) + 12
~Fi(t)∆t,
– avec les positions ~ri(t) et les vitesses ~vi(t +
1
2∆t), on calcule les positions ~ri(t + ∆t) =
~ri(t) + ~vi(t+
1
2∆t)∆t,
– avec les positions ~ri(t+ ∆t), on e´value les forces ~Fi(t+ ∆t),
– les vitesses ~vi(t + ∆t) sont de´termine´es par ~v(t + ∆t) = ~vi(t +
1
2∆t) +
1
2
~Fi(t + ∆t)∆t,
puis le temps est incre´mente´ : t+ ∆t→ t, l’algorithme est re´pe´te´ jusqu’a` ce que le temps
d’observation du syste`me soit atteint.
Pas apre`s pas, on calcule les positions, vitesses et forces pour suivre l’e´volution du syste`me.
2.1.4 Aspects techniques
Comme vu pre´ce´demment, les simulations de dynamique mole´culaire consistent en une
re´solution nume´rique des e´quations de mouvement. Cette re´solution est une approximation qui
ne´cessite des pre´cautions vis a` vis des parame`tres choisis.
Pas en temps
Le choix du pas en temps ∆t est essentiel pour inte´grer correctement les e´quations (2.2)
et (2.3). La conservation de l’e´nergie totale dans un ensemble micro-canonique permet de fixer
sa valeur. Pour un pas trop important, l’e´nergie totale du syste`me n’est pas conserve´e et se
traduit par des trajectoires errone´es.
Toutefois le pas en temps ∆t a inte´reˆt a` eˆtre le plus grand possible pour diminuer le nombre
de pas Npas et ainsi re´duire le nombre d’e´valuations des forces au cours de la simulation pour
le meˆme temps d’observation tobs = Npas∆t.
Le pas en temps est e´galement conditionne´ par la description du phe´nome`ne le plus rapide,
dans notre cas les fluctuations thermiques, c’est-a` dire le temps correspondant a` la fre´quence
de Debye (∼ 0,1 ps), ce qui conduit a` un pas en temps de l’ordre de la femtoseconde. Les pas
en temps choisis pour les simulations pre´sente´es dans les chapitres suivants sont ∆t = 2,0.10−3
unite´s de temps pour le potentiel LJ (soit typiquement 1,2.10−3 ps pour de l’argent) et ∆t =
1,5.10−3 ps pour le potentiel EAM de´crivant l’argent.
Rayon de coupure
La partie la plus consommatrice en temps de calculs dans les simulations de dynamique
mole´culaire concerne le calcul des forces agissant sur chaque atome. Au-dela` d’une certaine
distance qui de´pend du potentiel d’interaction utilise´, la force d’un atome sur un autre est
quasi-nulle et affecte peu la dynamique du syste`me. C’est pourquoi on de´finit un rayon de
coupure au dela` duquel la force d’interaction n’est pas calcule´e. Cette approximation e´vite un
grand nombre d’ope´rations inutiles a` chaque pas de calcul.
Donnons un exemple avec la figure 2.1 qui montre le potentiel Lennard-Jones V LJ(rij) en
fonction de la distance entre deux atomes. Pour rij → ∞, on a lim
rij→∞
V LJ(rij) → 0. C’est
pourquoi le calcul de l’interaction entre deux atomes a` de grandes distances n’apporte qu’une
contribution ne´gligeable a` la force agissant sur chacun des deux atomes. En choisissant un rayon
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Figure 2.1 – Potentiel LJ de´fini par l’e´quation (2.5) en fonction de la distance entre deux
atomes en interaction. Dans cet exemple, le rayon de coupure a` rc = 2,509 souligne la diffe´rence
importante en e´nergie a` cette distance. Le potentiel a e´te´ ajuste´ afin d’annuler le potentiel au
rayon de coupure.
de coupure rcin au dela` duquel le calcul des forces n’est pas effectue´ (V
LJ(rij > rcin) = 0), on
limite le nombre de ces calculs.
Toutefois on constate que meˆme si la valeur de V LJ(rcin) est faible, elle n’est pas nulle. La
dynamique invitant les atomes a` entrer ou sortir du rayon de coupure d’autres atomes, cette
coupure nette peut mener a` des proble`mes de conservation d’e´nergie : une variation de l’e´nergie
potentielle du syste`me peut ne pas eˆtre accompagne´e par une variation de l’e´nergie cine´tique.
C’est pourquoi, outre le potentiel LJ usuel de´crit par l’e´quation 2.5, un potentiel de lissage est
ajoute´ au-dela` du rayon de coupure rcin . Celui-ci a pour roˆle de  lisser  le potentiel jusqu’a`
un second rayon de coupure rcout afin d’e´viter une coupure nette du potentiel.
Le potentiel interatomique pour rcin < rij < rcout s’e´crit :
Vtail(rij) =
(r2cout − r2ij)2(r2cout + 2r2ij − 3r2cin)
(r2cout − r2cin)3
.V LJ(rij) (2.9)
L’insert de la figure 2.1 repre´sente le potentiel Vtail(rij) de´fini entre rcin et rcout . A` rij = rcin ,
on a V LJ(rij) = Vtail(rij) et a` rij = rcout , on a Vtail(rij) = 0 : la coupure nette du potentiel est
maintenant  lisse´e  jusqu’a` rcout .
En re´sume´, les e´quations
Vij(rij < rcin) = V
LJ(rij), (2.10)
Vij(rcin < rij < rcout) = Vtail(rij), (2.11)
Vij(rcout < rij) = 0 (2.12)
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de´crivent l’interaction entre deux atomes i et j (cas d’un potentiel Lennard-Jones). Le
calcul des forces pendant la progression de l’algorithme de dynamique mole´culaire est donc
effectue´ seulement si rij < rcout .
L’e´crantage tre`s efficace de toute perturbation par les e´lectrons de conduction dans un
me´tal, se traduit par une interaction a` courte porte´e. Nous proce´dons donc de la meˆme manie`re
avec le potentiel EAM, le rayon de coupure est rc = 5,55 A˚.
2.1.5 Ensemble thermodynamiques
Un syste`me peut eˆtre isole´ ou peut e´changer de l’e´nergie avec un autre syste`me. Nous
de´crivons le cas d’un syste`me isole´ et le cas d’un syste`me en contact avec un thermostat.
Ensemble NVE Dans une simulation de dynamique mole´culaire standard (de´crite par les
e´quations (2.2) et (2.3)), les e´quations de Hamilton de´crivent l’e´volution de particules pour un
nombre de particules N constant. L’e´nergie totale E est conserve´e : l’ensemble de´crit par les
simulations est l’ensemble microcanonique (N,V,E). Ce syste`me est isole´ : pas d’e´change de
matie`re, de travail ou de chaleur avec l’environnement exte´rieur au syste`me.
Ensemble NVT Le syste`me de´crit dans l’ensemble canonique (N,V,T ) peut e´changer de
l’e´nergie sous forme de chaleur avec un thermostat. Notons que le syste`me (syste`me NVT+thermostat)
est de´crit dans un ensemble (N,V,E).
Thermostat de Nose´-Hoover Les premiers algorithmes permettant de de´crire un controˆle
de la tempe´rature sont base´s sur des ajustements de la vitesse des particules [15, 16]. Celui
que nous utilisons dans les simulations pre´sente´es dans ce manuscrit est l’algorithme de Nose´-
Hoover [17, 18].
S. Nose´ propose de re´aliser des simulations de dynamique mole´culaire a` tempe´rature con-
stante en autorisant la fluctuation de l’e´nergie totale du syste`me. L’ide´e de Nose´ est de cre´er
un re´servoir d’e´nergie et de le conside´rer comme un degre´ de liberte´ supple´mentaire pris en
compte dans la description du syste`me a` travers un hamiltonien e´tendu [17]. Ce re´servoir est
un thermostat qui permet de controˆler la tempe´rature.
W.G. Hoover a comple´te´ cette e´tude [18] et e´tablie les e´quations suivantes :
~˙ri =
~pi
mi
, (2.13)
~˙pi = ~Fi(~r1,..,~rN )− ζ ~pi, (2.14)
ζ˙ =
1
Q
[∑
i
~˙p2i
2mi
− 3NkBT
]
, (2.15)
ou` ζ est un coefficient de friction thermodynamique qui permet l’e´change de chaleur avec
le thermostat et Q la masse associe´e au thermostat. Les e´quations pre´ce´dentes permettent
d’obtenir la statistique de l’e´volution du syste`me dans l’ensemble canonique.
2.1.6 Grandeurs moyennes
Expe´rimentalement, pour e´tudier les proprie´te´s d’e´quilibre d’un syste`me, on mesure la
tempe´rature et la pression. Ces grandeurs macroscopiques peuvent eˆtre relie´es a` des e´tats
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microscopiques du syste`me. Dans les simulations de dynamique mole´culaire, on relie les e´tats
aux grandeurs moyennes. A` l’e´chelle macroscopique, seules quelques variables sont ne´cessaires
pour de´crire un syste`me, par exemple pour un gaz, les volume, pression et tempe´rature suffisent.
A` l’e´chelle microscopique, 6N variables sont ne´cessaires : trois coordonne´es de position et trois
coordonne´es de quantite´ de mouvement pour chacun des atomes.
Dans les simulations de dynamique mole´culaire, l’utilisateur a acce`s :
– aux grandeurs instantane´es, qui de´pendent de l’e´volution temporelle du syste`me, de la
dynamique (tempe´rature instantane´e, e´nergie dans un e´tat donne´...),
– aux grandeurs moyennes, qui correspondent aux grandeurs de l’e´quilibre thermique (tempe´rature
moyenne, e´nergie du syste`me a` l’e´quilibre...)
Connaissant l’e´volution temporelle de chaque particule constituant le syste`me, le calcul de
grandeurs macroscopiques est une moyenne temporelle de leur trajectoire. Soit A une grandeur
quelconque, on a :
A = lim
Ts→∞
[
1
Ts
t0+Ts∑
t0
A(t)dt
]
, (2.16)
ou` Ts est la dure´e de la simulation, grande devant le temps caracte´ristique des fluctuations
du syste`me.
Notons que pre´alablement a` l’e´tude, le syste`me est thermalise´ dans un e´tat d’e´quilibre.
Dans les simulations pre´sente´es, la boˆıte de simulation est cre´e´e, puis la tempe´rature est aug-
mente´e progressivement par paliers jusqu’a` celle voulue. Avant de passer au palier supe´rieur,
la tempe´rature doit converger vers une tempe´rature d’e´quilibre. L’e´quilibration par paliers
permet d’e´viter les grandes fluctuations thermiques qui pourraient provoquer un changement
d’e´tat du syste`me.
2.2 Surfaces de potentiel
2.2.1 E´nergie potentielle de surface et barrie`re de diffusion
Pour de´crire l’e´volution d’une particule dans un syste`me, on peut repre´senter l’environ-
nement par une (hyper-)surface d’e´nergie potentielle. Cette surface repre´sente la contribution
de chaque atome de l’environnement a` l’e´nergie totale. Pour trouver les minima locaux de cette
surface, on utilise un algorithme de minimisation de´taille´ dans la section 2.2.2. Dans la the´orie
de l’e´tat de transition (TST 1), on peut de´finir un chemin re´actionnel entre deux minima, et
une coordonne´e de re´action le long de ce dernier.
La figure 2.2 repre´sente un profil d’e´nergie (a` une dimension) en fonction de la coordonne´e
de re´action. Les positions A et C correspondent aux minima locaux de l’e´nergie potentielle.
La position B correspond au point col entre ces deux positions. La diffe´rence d’e´nergie EA =
E(xB)−E(xA) correspond a` la barrie`re d’e´nergie a` franchir pour passer de l’e´tat A a` l’e´tat B
et la diffe´rence EC = E(xB)− E(xC) a` l’e´nergie ne´cessaire pour passer de l’e´tat C a` l’e´tat A.
Pour de´terminer le chemin re´actionnel, on utilise la me´thode Nudge Elastic Band de´taille´e
dans la section 2.2.3.
1. Transition State Theory
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Figure 2.2 – E´nergie potentielle en fonction de la coordonne´e de re´action. La barrie`re d’e´nergie
a` franchir pour passer d’un e´tat a` un autre est EB = E(xB)−E(xA) et EB = E(xB)−E(xC).
2.2.2 Algorithmes de Minimisation
Les algorithmes de minimisation sont des cas particuliers d’algorithmes d’optimisation.
La fonction a` minimiser dans les simulations de ce manuscrit est l’e´nergie potentielle. Nous
utilisons et de´crivons la me´thode du gradient conjugue´.
La me´thode du gradient conjugue´ [19] est une variante de la me´thode du gradient et est
l’algorithme de minimisation le plus fre´quemment utilise´. Comme la me´thode du gradient, il
s’agit d’une me´thode ite´rative e´tablie pour trouver un minimum local d’une fonction.
Soit l’e´nergie potentielle de´finie par la fonction Epot( ~Ri) avec ~Ri une configuration du
syste`me e´tudie´. L’algorithme consiste en un calcul du gradient de cette fonction a` partir d’une
position initiale ~R0. Le gradient−~∇Epot( ~R0) de´signe la direction de plus grande pente ne´gative.
Dans cette direction, on cherche le minimum xmin de la fonction a` une seule variable f(x) =
Epot(~R0 − x~∇Epot(~R0)). A` partir de la position ~R1 = ~R0 − xmin~∇Epot(~R0), on de´termine la
nouvelle direction de recherche en calculant le gradient −~∇Epot( ~R1) projete´ dans l’(hyper-)plan
perpendiculaire a` ~∇Epot(~R0) calcule´ au pas pre´ce´dent.
L’algorithme progresse jusqu’a` ce que la diffe´rence entre les positions ~Ri+1 et ~Ri soit
infe´rieure a` la pre´cision voulue, indiquant que le syste`me est dans la configuration correspon-
dant au minimum local de l’e´nergie potentielle.
2.2.3 Me´thode  Nudge Elastic Band 
Dans la TST, le chemin le plus probable pour passer d’une configuration a` une autre dans
l’espace des configurations est le chemin d’e´nergie minimum (MEP pour minimum energy
path). Un exemple de MEP est le franchissement de la barrie`re d’e´nergie par un adatome d’un
site d’adsorption a` un autre lors de la diffusion a` la surface d’un substrat. La me´thode NEB
(Nudge Elastic Band) [20–22] est une me´thode permettant de de´terminer le MEP connaissant
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Figure 2.3 – Sche´ma de principe de la me´thode Nudge Elastic Band. Pour trouver le chemin
d’e´nergie minimum entre deux e´tats du syste`me, un chemin initial (en pointille´s) est construit
en connectant l’e´tat initial et l’e´tat final. Les positions interme´daires (re´pliques du syste`me)
sont place´s par interpolation. Par un algorithme de minimisation, l’e´nergie de chaque image
est minimise´e en tenant compte des re´pliques voisines, jusqu’a` convergence vers le MEP.
l’e´tat initial et l’e´tat final de la transition.
La me´thode consiste a` construire une chaˆıne constitue´e de re´pliques du syste`me, relie´es par
des ressorts. Le principe de la me´thode est de´crit sur la figure 2.3. Au de´but de la simulation,
l’e´tat initial et l’e´tat final sont connus. Des re´pliques de ces e´tats sont cre´e´es et re´parties par
interpolation entre les deux e´tats connus. Chacune d’entre elles est relie´e par des ressorts avec
ses voisines. On travaille avec un syste`me e´tendu constitue´ de l’ensemble des images du syste`me
re´el. La me´thode consiste ensuite a` utiliser un algorithme de minimisation pour chaque image
en tenant compte des liaisons entre re´pliques. Quand la minimisation atteint une pre´cision
suffisante, le profil donne´ par les couples coordonne´es de re´action/e´nergie correspond au MEP
entre les e´tats A et B.
Dans la force agissant sur les particules d’une image, on ne tient compte que de la com-
posante tangentielle de la force de rappel ~Fi
rappel
due au ressort et de la composante per-
pendiculaire a` cette tangente de la force re´elle ~Fi
reelle
(force due a` la surface de potentiel
~Fi
reelle
= −~∇~riEpot( ~Ri) ) :
~Fi = ~F
t,rappel
i +
~F p,reellei , (2.17)
ou` les notations t et p de´signent respectivement les composantes tangentielles et normales
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des forces concerne´es. La composante tangentielle de la force de rappel s’e´crit :
~F t,rappeli =
(
kr(|~Ri+1 − ~Ri| − |~Ri − ~Ri−1|).~di
)
~di, (2.18)
avec kr la constante de rappel et ~di un vecteur unitaire indiquant la direction tangentielle
a` la chaˆıne d’images a` une image donne´e, et calcule´e en fonction des positions des images
voisines :
~di
′
=
~Ri − ~Ri−1
| ~Ri − ~Ri−1 |
+
~Ri+1 − ~Ri
| ~Ri+1 − ~Ri |
(2.19)
~di =
~di
′
| ~di′ |
. (2.20)
La composante normale de la force re´elle s’e´crit :
~F p,reellei =
~F reellei −
(
~F reellei .
~di
)
~di, (2.21)
Un algorithme de minimisation est ensuite utilise´ pour ajuster la position des images a`
partir de l’e´quation (2.17). Les positions des images convergent vers le MEP et sont espace´es
re´gulie`rement suivant la coordonne´e de re´action si les constantes de raideur kr sont les meˆmes
entre chaque image.
Notons que le MEP obtenu ne de´pend ni de la constante de raideur choisie, ni de l’algorithme
de minimisation. En revanche, l’efficacite´ de la convergence de´pend de ces parame`tres.
Une modification de cette me´thode est ne´cessaire pour connaˆıtre avec pre´cision le maximum
de l’e´nergie potentielle en de´plac¸ant l’image de plus haute e´nergie suivant la coordonne´e de
re´action de manie`re a` la positionner au maximum du potentiel. On utilise alors un algorithme
identique a` la NEB sauf pour le traitement spe´cial d’une image, la Climbing-image-NEB [21]
(CI-NEB). Apre`s les quelques ite´rations classiques de NEB, la plus haute e´nergie est identifie´e.
A` ce moment la`, la force agissant sur cette image (note´e i,max) s’e´crit :
~Fi,max = ~F
reelle
i,max − 2~F t,reellei,max , (2.22)
de manie`re a` de´placer l’image vers les plus hautes e´nergies dans la direction tangentielle
et vers les plus basses e´nergies dans la direction normale. L’e´nergie de cette image n’est plus
affecte´e par les ressorts et sa position converge vers le maximum du potentiel, permettant
d’obtenir le MEP de manie`re plus pre´cise.
2.3 Conclusion
Nous avons pre´sente´ dans ce chapitre la me´thode de simulation par dynamique mole´culaire.
Cette technique est la plus utilise´e tout au long de ce manuscrit et la description de chaque
parame`tre e´tait essentielle a` la justification des choix qui seront effectue´s. Nous avons ensuite
de´crit diffe´rentes algorithmes d’optimisation : la me´thode du gradient conjugue´, ainsi que la
NEB, outil indispensable au calcul du chemin minimum d’e´nergie entre un e´tat initial et un
e´tat final. L’ensemble des me´thodes pre´sente´es dans ce chapitre sera utilise´ dans les chapitres 3
et 5.
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La diffusion d’un seul adatome sur la surface d’un substrat cristallin cfc soumis a` une onde
acoustique stationnaire (StSAW) est e´tudie´e par des simulations de dynamique mole´culaire
avec le logiciel LAMMPS [1].
Dans la premie`re partie, nos de´crivons le mode`le utilise´ dans les simulations. Dans la sec-
onde, nous cherchons a` identifier et a` de´crire l’influence d’une onde acoustique stationnaire sur
la diffusion d’un adatome puis a` expliquer l’origine physique du phe´nome`ne. Nous caracte´risons
ensuite l’influence de chaque parame`tre, direction de l’onde, orientation de la surface (toutes les
directions cristallines seront des directions de haute syme´trie), amplitude de l’onde, longueur
d’onde et tempe´rature en de´finissant et en quantifiant l’intensite´ du phe´nome`ne a` l’aide d’une
e´nergie effective de structuration. Enfin, nous re´fle´chissons a` une description plus pre´cise de
l’intensite´ de l’effet structurant.
3.1 Pre´sentation du mode`le de simulation
Une simulation de dynamique mole´culaire est comparable a` une expe´rience  re´elle . Dans
les deux cas, un e´chantillon doit eˆtre pre´pare´ avant de de´marrer l’e´tude. Dans nos calculs, cette
pre´paration consiste a` de´finir la boˆıte de simulation et les parame`tres du mode`le. Nous de´crivons
ainsi les parame`tres physiques qui de´finiront le mode`le de simulation.
3.1.1 Parame`tres de l’onde
La surface du substrat cristallin est perpendiculaire a` l’axe z. Le point z = 0 correspond a`
la surface du substrat quand le syste`me est a` l’e´quilibre et les valeurs ne´gatives de z croissent
avec la profondeur du substrat. L’onde se propage dans la direction x.
Fre´quence de l’onde
L’onde est ge´ne´re´e en imposant un de´placement pe´riodique le long de la direction z a` un
petit groupe d’atomes proche de la surface (z = 0 a` l’e´quilibre) : z(t) = A sin(ωt) avec z(t) la
position z des atomes au temps t, A l’amplitude et ω la fre´quence angulaire du de´placement.
Le de´placement produit une onde acoustique de surface (onde de Rayleigh) se propageant
selon x et −x. En choisissant des conditions pe´riodiques en x et une fre´quence approprie´e ωe,
qui de´pend du potentiel d’interaction, de la direction cristalline de l’onde, de l’orientation de
la surface et de la longueur d’onde voulue, les ondes se propageant dans les directions −x et x
interfe`rent pour former une onde acoustique stationnaire de surface (StSAW). La fre´quence est
ajuste´e afin d’avoir une taille du substrat selon x, Lx, multiple entier de la longueur d’onde.
Notons que tout changement de tempe´rature ne´cessitera un re´ajustement de la pulsation ωe
pour prendre en compte la dilatation thermique. La longueur d’onde λ doit eˆtre grande devant
le parame`tre de maille a afin de distinguer l’influence de la StSAW de celle du potentiel cristallin
ressenti par l’adatome en surface. Nous choisissons λ = 24 a, ce qui implique Lx = nλ = n24a
avec n un entier.
Imposer un de´placement a` un groupe d’atomes produit un travail qui induit une e´nergie
additionnelle injecte´e dans le syste`me. Un thermostat de Nose-Hoover [2] est applique´ au sub-
strat pour dissiper l’e´nergie induite en fixant la tempe´rature T . Cependant, un tel thermostat
atte´nuerait aussi l’onde dans la direction x. Pour garder une amplitude constante dans la di-
rection x, les atomes des 12 premie`res couches sont de´crites dans l’ensemble micro-canonique
(N,V,E). Le thermostat de Nose-Hoover est applique´ au reste du substrat (15 couches).
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Amplitude de l’onde L’amplitude de l’onde est choisie de manie`re a` produire une onde
e´lastique et conserver le caracte`re cristallin du substrat. Dans un mode`le d’e´lasticite´ line´aire,
le de´placement uz(x,z,t) selon la direction z des atomes est de´crit par [3] :
uz(x,z,t) = (kβe
χlz + χtαe
χtz) cos(ωet) cos(kx), (3.1)
avec k = 2pi/λ le vecteur d’onde, α et β des constantes de´pendant des conditions initiales,
χl =
√
k2 − ω2e
c2l
et χt =
√
k2 − ω2e
c2t
les coefficients d’amortissement positifs des composantes
longitudinale et transverse (cl et ct les vitesses longitudinale et transverse de l’onde). Les
termes d’amortissement χt et χl sont de l’ordre de λ : l’amplitude de l’onde diminue dans
le substrat. Par conse´quent, le de´placement uz est nul au fond du substrat (z = −∞). Pour
mode´liser cette atte´nuation, nous avons choisi de superposer 31 couches pour former le substrat
en fixant les 4 dernie`res.
Le bas du substrat est fixe´ afin de simuler une profondeur infinie et la taille Lz est le´ge`rement
infe´rieure a` la longueur d’onde, permettant de diminuer le nombre d’atomes dans la cellule, et
donc le temps de calcul d’une simulation. Notons que des calculs comple´mentaires ont permis
de ve´rifier que Lz n’influe pas sur la statistique (non-pre´sente´s).
3.1.2 Potentiel interatomique
Les atomes interagissent a` travers un potentiel Lennard-Jones (LJ). Ce potentiel de paire
s’e´crit :
ELJ(rij) = 4
[(
σ
rij
)12
−
(
σ
rij
)6]
, (3.2)
ou`  est la profondeur du puits de potentiel, σ est la distance pour laquelle le potentiel est
nul et rij est la distance entre les atomes i et j (voir chapitre 2 pour plus de de´tails).
Le rayon de coupure est rc = 1,657 a.
Nous choisissons les parame`tres d’interaction  et σ suivants :
– σss = 1,0, ss = 1,0 entre les atomes du substrat de masse ms = 1,0,
– σas = 1,0, as = 0,82 entre les atomes du substrat et l’adatome de masse ma = 1,0.
Ces valeurs permettent d’e´viter deux me´canismes de diffusion inde´sirables : l’e´vaporation
et l’e´change. L’e´vaporation de l’adatome interrompt la diffusion pour des raisons e´videntes.
Pendant un me´canisme d’e´change, l’adatome e´change sa position avec un atome de la surface
qui devient a` son tour un adatome. La probabilite´ d’occurence de ce phe´nome`ne augmente
avec la tempe´rature ou les contraintes de surface [4]. Bien que ce me´canisme de diffusion soit
naturel sur une surface cristalline, nous cherchons a` l’e´viter pour des raisons pratiques. Les
parame`tres d’interactions du potentiel LJ choisis diminuent les fre´quences d’activation de ces
me´canismes, empeˆchant toute interfe´rence avec l’e´tude statistique.
Nous rappelons que les quantite´s physiques sont de´finies avec les parame`tres du potentiel
σss, ss et ms : temps, distances, masses, e´nergies et tempe´ratures sont exprime´s respectivement
en unite´s de
√
(msσ2ss/ss), σss, ms, ss et ss/kB (kB la constante de Boltzmann).
Avec le jeu de parame`tres utilise´ pour les atomes du substrat, le parame`tre de maille est
a = 2
1
6
√
2 ' 1,59.
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Figure 3.1 – Sche´ma du mode`le utilise´ dans les simulations. Les atomes de la re´gion hachure´e
oscillent a` la fre´quence ω et produisent une onde de surface (onde de Rayleigh) qui se propage
dans la direction x. La surface est perpendiculaire a` la direction z. Les atomes du substrat
proches de la surface sont de´crits dans l’ensemble microcanonique, ceux au bas du substrat
sont fixe´s et ceux dans la re´gion interme´diaire sont couple´s a` un thermostat a` la tempe´rature
T .
3.1.3 Boite de simulation et substrat
Les parame`tres de l’onde, longueur d’onde et amplitude, puis la manie`re de ge´ne´rer l’onde
dictent la construction du mode`le de simulation. Le substrat est repre´sente´ sur la figure 3.1
dans une boˆıte de simulation de taille fixe (volume constant).
Les conditions aux bords de la boˆıte dans les directions x et y sont pe´riodiques, la surface
libre est perpendiculaire a` la direction z, direction (001) d’un cristal cubique faces centre´es
(cfc). La taille (Lx,Ly,Lz) du substrat est (48 a,4 a,15 a) et est constitue´ de N = 11904 atomes.
La taille du substrat et son nombre d’atomes varieront dans la suite de cette e´tude en fonction
de l’orientation cristalline de la surface, de la direction de l’onde et/ou de la longueur d’onde,
ils seront repre´cise´s le moment venu.
La taille Ly est choisie en fonction du rayon de coupure du potentiel interatomique utilise´
afin d’empeˆcher toute interaction d’un atome avec sa propre image engendre´e par les conditions
pe´riodiques (voir section 3.1.2).
Le vecteur d’onde k de l’onde acoustique de surface (SAW 1) est oriente´ dans la direction
x, direction cristalline [100]. Ce choix de surface et de direction de vecteur d’onde implique que
toutes les barrie`res de diffusion sont affecte´es de la meˆme manie`re par l’onde. Ce point sera
discute´ a` la section 3.3.2. La taille Lx de la boˆıte de simulation est Lx = 2λ avec λ = 24a. Ce
choix implique une longueur d’onde de l’ordre de 10 nm pour un me´tal noble comme l’argent.
La figure 3.2 repre´sente la surface (001) du substrat sur laquelle l’adatome diffuse. On
distingue deux types de sites en surface :
– les sites d’adsorption cfc (sites a et c de la figure 3.2), mimima du potentiel cristallin V0
ressenti par l’adatome en surface,
– les sites cols (site b de la figure 3.2), barrie`res de transition minimales du potentiel
cristallin V0 entre deux sites cfc.
Deux minima du potentiel V0 sont se´pare´s de ∆x = a/2 dans la direction x. La projection du
potentiel dans cette direction sera de´signe´e par V0(x).
1. Surface Acoustic Wave
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Figure 3.2 – Surface (001) d’un cristal cfc. Direction de l’onde : x = [100]. Les sites d’ad-
sorption cfc sont repre´sente´s par les atomes a, c et d (en rouge) entre les atomes de la surface
(en noir). Les maxima du potentiel cristallin de la surface, sites cols, sont de´signe´s par l’atome
b (en vert). Dans la projection selon la direction x, deux sites d’adsorption conse´cutifs sont
se´pare´s d’une distance a/2. Les atomes d et e illustrent le phe´nome`ne d’e´change.
3.2 Effet structurant de l’onde stationnaire
3.2.1 Trajectoire unique
Quel est l’effet d’une StSAW sur la diffusion d’un adatome ? Pour re´pondre a` cette question,
un atome est pose´ sur la surface du substrat et nous e´tudions l’e´volution de sa position au
cours du temps.
La tempe´rature du thermostat est T = 0,24, tempe´rature ade´quate pour une diffusion
suffisamment importante et observable dans des temps accessibles dans les simulations. De
plus, elle est suffisamment basse pour limiter les phe´nome`nes d’e´vaporation et d’e´change de´crits
pre´cedemment.
La figure 3.3(b) repre´sente la position z des atomes de la couche supe´rieure du substrat a`
deux temps se´pare´s d’une demi pe´riode de vibration de l’onde, correspondant aux extrema de
de´placement de la surface. L’amplitude est A = 0,4 et la fre´quence d’excitation est ωe = 0,904.
Deux positions x spe´cifiques peuvent eˆtre identifie´es, les ventres et les nœuds de vibra-
tion correspondant respectivement aux maxima et minima de de´placement z de la surface.
Chaque mention des termes  ventre  et  nœud  au long de ce manuscrit correspondront
respectivement au maxima et minima de de´placement selon z de la surface. La figure 3.3(a)
repre´sente la position x (en abscisse) en fonction du temps t (en ordonne´e) pour un adatome
diffusant sur une surface avec (en rouge) et sans (en noir) onde stationnaire. Les trajectoires
sont typiquement constitue´es de 4 millions de pas de 2.10−3 unite´s de temps.
En observant de plus pre`s les trajectoires de la figure 3.3(a), on constate que l’adatome os-
cille autour de positions spe´cifiques qui sont se´pare´es d’une distance d’environ 0,8 unite´s. Cette
distance correspond a` a/2, intervalle se´parant deux minima du potentiel cristallin V0(x) (voir
figure 3.2). Par ailleurs, tandis que la trajectoire sans onde stationnaire re´alise un mouvement
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Figure 3.3 – Simulations LJ a` T = 0,24. Surface (001), onde x = [100]. Par souci de
simplification, a` partir d’ici et jusqu’a` la fin du manuscrit, les notations pre´ce´dentes signifient :
simulations re´alise´es avec le potentiel d’interaction Lennard-Jones, surface perpendiculaire a`
l’axe z qui est oriente´e dans la direction [001] du cristal cfc et vecteur d’onde de la StSAW de´finie
dans la direction x correspond a` la direction [100] du cristal cfc (sauf indications contraires).
Les parame`tres de l’onde sont : A = 0,4 , ωe = 0,904, λ = 38,08. (a) : Position x de l’adatome
(en abscisse) en fonction du temps (en ordonne´e) pour une surface avec (en rouge) et sans
(en noir) onde stationnaire. (b) : Position z des atomes de la dernie`re couche du substrat
(surface) a` deux temps se´pare´s d’une demi pe´riode de l’onde qui correspondent aux extrema
de de´placement de la surface.
de type brownien, la trajectoire avec onde semble confine´e entre deux nœuds de vibration,
autour d’un ventre de de´placement.
Ce re´sultat sugge`re fortement un effet de l’onde stationnaire sur la diffusion de l’adatome.
Cependant, cette affirmation exige d’eˆtre confirme´e par une e´tude statistique qui consiste a`
e´tudier une trajectoire suffisamment longue pour explorer toutes les configurations possibles de
l’adatome sur la surface et regarder ou` l’adatome passe le plus de temps. Le caracte`re station-
naire de la StSAW est difficile a` conserver sur des temps importants : des battements peuvent
apparaˆıtre si la fre´quence d’excitation ωe impose´e n’est pas exactement celle d’excitation du
mode de vibration voulu. Pour e´viter ces proble`mes, les statistiques sont calcule´es a` partir de
nombreuses trajectoires.
3.2.2 Etude statistique
La distribution P (x) des positions x de l’adatome est calcule´e a` partir de 200 trajectoires
inde´pendantes avec des positions initiales re´parties uniforme´ment le long d’une longueur d’onde
de la StSAW avec les parame`tres suivants : T = 0,24, A = 0,4 et ωe = 0,905. De par la
proprie´te´ d’invariance du syste`me par translation en λ, P (x) est reporte´e sur une longueur
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Figure 3.4 – Simulations LJ a` T = 0,24. Surface (001), onde x = [100]. A = 0,4 , ωe = 0,904,
λ = 38,08. (a) et(b) : Distribution P (x) des positions de l’adatome pour une surface sans (a)
et avec (b) onde stationnaire. Le maximum (minimum) de l’ensemble des Pmax (maxima de
P (x)) est repe´re´ sur la figure b et s’e´crit MAX(Pmax) (MIN(Pmax)). (c) : Idem figure 3.3(b). Les
distributions sont calcule´es a` partir de 200 trajectoires inde´pendantes uniforme´ment re´parties
le long d’une longueur d’onde. La dure´e de chaque trajectoire est de 8000 unite´s de temps.
d’onde (P (x) = P (x+ λ)).
Les figures 3.4(a) et (b) repre´sentent respectivement les distributions P (x) sans onde (en
noir) et avec (en rouge) onde, normalise´es telles que
∫ λ
0 P (x)dx = 1. Les distributions sont
compare´es a` la position z en fonction de x des atomes de la couche supe´rieure du substrat a` deux
temps se´pare´s d’une demi-pe´riode de l’onde, qui correspondent aux extrema de de´placement
de la surface (figure 3.4(c)).
On observe des oscillations spatiales rapides sur les figures 3.4(a) et (b) dues au poten-
tiel cristallin de la surface. En effet, l’intervalle entre deux pics conse´cutifs correspond a` a/2,
distance entre deux minima de V0(x) (voir figure 3.2). Tandis que dans le cas d’une surface
sans onde stationnaire l’amplitude de ces oscillations reste constante, dans le cas avec onde
stationnaire, l’enveloppe des maxima des oscillations a un comportement pe´riodique dont la
pe´riode est d’une demi-longueur d’onde : la pre´sence de l’adatome est favorise´e au niveau des
ventres de de´placement z de l’onde stationnaire.
Le choix du potentiel Lennard-Jones comme potentiel d’interaction entre les atomes est
justifie´ par des temps de calculs relativement faibles permettant d’acce´der a` une statistique
importante. Cependant il est peu re´aliste et ne repre´sente pas de mate´riau en particulier. Des
calculs analogues sont alors re´alise´s pour simuler un syste`me constitue´ d’atomes d’argent en
interaction avec un potentiel EAM (Embedded Atom Model) [5]. Nous simulons la diffusion
d’un atome d’argent sur la surface (001) d’un substrat d’argent constitue´ de 26784 atomes. Le
substrat est de´fini de la meˆme manie`re que pour les calculs utilisant le potentiel LJ, les seules
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Figure 3.5 – Simulations EAM a` T = 600 K de la diffusion d’un atome d’argent sur une surface
(001) d’argent. Onde x = [100]. A = 0,05 nm, ωe = 170 GHz, λ ' 10 nm. (a) : Distribution
P (x) de la position de l’adatome pour une surface soumise a` une onde stationnaire. (b) : Idem
figure 3.3(b). La distribution est calcule´e a` partir de 48 trajectoires inde´pendantes avec des
positions initiales re´parties uniforme´ment le long d’une longueur d’onde. La dure´e de chaque
trajectoire est de 90ns.
diffe´rences e´tant la taille en y de la boˆıte qui est augmente´e, Ly = 6 a, a` cause de la porte´e des
interaction (5,55 A˚) et la taille en x, Lx = 72 a de manie`re a` observer trois longueurs d’onde
Lx = 3λ et eˆtre e´loigne´ du groupe d’atomes qui ge´ne`re l’onde. La tempe´rature est T = 600 K
et la surface est soumise a` une onde stationnaire de fre´quence ωe = 170 GHz et d’amplitude
A = 0,05 nm. La figure 3.5(a) repre´sente la distribution P (x) calcule´e a` partir de 48 trajec-
toires inde´pendantes de 90 ns avec des positions initiales uniforme´ment re´parties le long d’une
longueur d’onde. Notons que la faible statistique de l’e´tude avec le potentiel EAM est due au
temps de calcul bien plus important que pour le potentiel LJ (environ 20 fois plus important).
Les re´sultats sont e´quivalents a` ceux des simulations Lennard-Jones : l’amplitude des oscil-
lations rapides est maximale au niveau des ventres de de´placement z de la surface en pre´sence
de la StSAW. Le comportement commun de l’adatome dans les simulations EAM et LJ sugge`re
que le phe´nome`ne de structuration est inde´pendant du potentiel choisi. Dans la prochaine sec-
tion, nous analysons l’influence de l’onde stationnaire sur la diffusion en x de l’adatome en
e´tudiant la force agissant sur l’adatome.
3.2.3 Force stationnaire induite par l’onde
On calcule la force exerce´e par les atomes du substrat sur l’adatome dans les simulations et
on re´alise une analyse spectrale sur sa composante en x. Un adatome est de´pose´ sur la surface
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a` faible tempe´rature T = 0,05 afin d’inhiber la diffusion et s’assurer que l’adatome reste dans
le meˆme minimum local de V0 durant toute la simulation. La composante F (x,t) selon x de la
force s’exerc¸ant sur l’adatome est calcule´e a` chaque instant d’une trajectoire d’une dure´e de
650 unite´s de temps (environ 100 pe´riodes de l’onde).
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Figure 3.6 – Simulations LJ a` T = 0,05. Surface (001), onde x = [100]. A = 0,45 , ωe = 0,82,
λ = 38,08. (a) : Transforme´e de Fourier F˜ (x,ω) de la composante en x de la force F (x,t) a` la
position x = 47. (b) : Tranforme´e de Fourier F˜ (x,ω) en fonction de la fre´quence angulaire ω
et de la position x. (c) : Composante du spectre F˜ (x,ω) a` la fre´quence ωe = 0,82 en fonction
de la position x (en haut) compare´e a` la position z de la surface du substrat (en bas, idem
figure 3.3b). Le potentiel effectif Ueff (voir section 3.2.4) est aussi reporte´ sur la figure c haut
(carre´s bleus).
La figure 3.6(a) repre´sente la transforme´e de Fourier F˜ (x,ω) de la force F (x,t) en fonction
de la pulsation ω pour un adatome dans un minimum du potentiel cristallin pre`s de la position
x = 47 (position arbitraire). Les parame`tres de l’onde sont : A = 0,45, ωe = 0,82. Notons que
la fre´quence d’excitation est le´ge`rement diffe´rente de celle indique´e dans la section pre´ce´dente
bien que les longueurs d’onde soient identiques, e´cart duˆ a` une dilatation thermique du sub-
strat diffe´rente d’une tempe´rature a` une autre. Le spectre re´ve`le des pics a` haute fre´quence
qui correspondent a` l’agitation thermique. Plus remarquable, un pic apparait a` la fre´quence
d’excitation ωe, soulignant un effet de l’onde stationnaire. On observe e´galement un pic plus
faible a` la fre´quence 2ωe.
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La meˆme ope´ration est re´pe´te´e pour chaque position x du substrat et la transforme´e de
fourier F˜ (x,ω) de la composante en x de la force F (x,t) est calcule´e pour 92 trajectoires
inde´pendantes de positions x diffe´rentes. La figure 3.6(b) repre´sente la tranforme´e de Fourier
F˜ (x,ω) en fonction de la fre´quence et de la position de l’adatome. A` la fre´quence ωe, la com-
posante F˜ (x,ωe) est une fonction pe´riodique de x.
La composante de F˜ (x,ωe) a` la fre´quence d’excitation est repre´sente´e sur la figure 3.6(c)
haut. La figure 3.6(c) bas repre´sente le de´placement de la surface a` deux temps se´pare´s d’une
demi-pe´riode correspondant aux deux extrema de de´placement de la surface. La comparaison
avec le de´placement de la surface montre que F˜ (x,ωe) a la meˆme pe´riodicite´ spatiale que l’onde.
Le de´placement stationnaire de la surface ge´ne`re donc une force agissant sur l’adatome a` la
fre´quence de vibration de la surface et pe´riodique en x, de longueur d’onde λ. Les nœuds de
la force correspondent aux ventres de de´placement z de la surface.
L’expression analytique pour la force induite sur l’adatome par le de´placement stationnaire
du substrat est donc en premie`re approximation :
FStSAW(x,t) = F sin(kx) cos(ωet), (3.3)
avec F l’amplitude de la force (voir figure 3.6(c)) qui de´pend de l’interaction du substrat
avec l’adatome as, du vecteur d’onde k = 2pi/λ et de la fre´quence d’excitation ωe.
Une force induite par l’onde stationnaire influant sur le mouvement de l’adatome a pu eˆtre
identifie´e. Ses pe´riodicite´s spatiale et temporelle sont celles de l’onde. La forme analytique de
cette force ne donne cependant pas d’information directe sur son effet. Pour de´terminer l’effet
de la force sur le mouvement de l’adatome, nous de´crivons la trajectoire de l’adatome soumis
a` la force FStSAW a` l’aide d’un mode`le base´ sur l’e´quation de Langevin (voir chapitre 4 pour
une e´tude approfondie).
3.2.4 Equation de Langevin
Une particule diffusant sur un substrat cristallin peut eˆtre de´crite comme une particule de
type brownienne, dont la trajectoire est solution de l’e´quation de Langevin [6] :
max¨ = −γx˙+ ξ(t) + Fext, (3.4)
ou` ma est la masse de l’adatome, γ le coefficient de friction correspondant a` la thermali-
sation de l’adatome par le substrat, ξ(t) la force stochastique correspondant aux fluctuations
thermiques, Fext = −dV0dx + FStSAW la somme de −dV0dx , la force due au potentiel cristallin, et
FStSAW, la force induite par le substrat et due a` la StSAW (expression de´termine´e dans la
section 3.2.3). Nous justifions l’e´quation (3.4) et nous e´tudions en de´tail ses solutions dans le
chapitre 4.
Comme nous le verrons dans le chapitre 4, on ne garde que les termes importants et relatifs
a` la structuration due a` l’onde, c’est-a`-dire en laissant −dV0dx et en supposant que ξ(t) n’affecte
qualitativement pas le roˆle de l’onde sur l’adatome mais repre´sente des fluctuations autour de
la trajectoire de l’adatome. L’e´quation (3.4) devient :
max¨ = −γx˙+ F sin(kx) cos(ωet). (3.5)
L’e´quation (3.5) est re´solue nume´riquement en utilisant une me´thode Runge-Kutta d’ordre
4 [7] avec des parame`tres repre´sentatifs des simulations de dynamique mole´culaire.
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Figure 3.7 – Ligne continue : solution obtenue par re´solution nume´rique de l’e´quation (3.5).
Ligne discontinue : solution de l’e´quation (3.10). ma = 1,0, γ = 2,0, F = 1,5 et ωe = 1,0.
Le jeu de parame`tres utilise´ afin de prendre en compte ces proprie´te´s physiques est :
ma = 1,0, γ = 2,0, F = 1,5, k = 1,0 et ωe = 1,0. La justification de ces choix et l’influ-
ence des parame`tres sur les solutions de l’e´quation (3.5) seront de´taille´es dans le chapitre 4.
Une solution est reporte´e sur la figure 3.7 avec les conditions initiales (x(0); x˙(0)) = (1,0; 0,0).
Cette repre´sentation illustre les temps carate´ristiques e´voque´s pre´ce´demment :
– une oscillation rapide a` la pe´riode de l’onde (∼ 1/ωe),
– une de´croissance lente τr correspondant au temps de relaxation des vitesses (∼ 1/γ).
En utilisant la me´thode de´crite par Landau et Lifshiftz [8], la variable x(t) est de´compose´e
en deux variables distinctes qui e´voluent a` ces deux e´chelles de temps : une variation lente
X(t), de´crivant le mouvement  non-perturbe´  de l’adatome (e´volue sur un temps ∼ 1/γ) et
une variable rapide ζ(t), de´crivant le mouvement oscillant de l’adatome (e´volue sur un temps
∼ 1/ωe). On a x(t) = X(t)+ζ(t). La figure 3.7 justifie cette distinction en montrant clairement
l’e´volution des deux variables : la trajectoire X(t) (ligne noire discontinue) est assimile´e a` la
moyenne de la trajectoire x(t) (ligne rouge continue). L’e´cart par rapport a` X(t) est la fonction
pe´riodique ζ(t).
En supposant que les oscillations sont petites devant la trajectoire  globale  (ζ(t) 
X(t)), la force est de´veloppe´e au premier ordre en ζ(t) :
FStSAW = F cos(ωet)sin(kX(t) + kζ(t)),
= F cos(ωet) [sin(kX(t)) + ζ(t)k cos(kX(t))] . (3.6)
A` partir de l’e´quation (3.5), en conside´rant la de´composition x(t) = X(t)+ζ(t) et l’e´quation (3.6),
on a :
ma
(
X¨(t) + ζ¨(t)
)
+ γ
(
X˙(t) + ζ˙(t)
)
= F cos(ωet) [sin(kX) + ζkF cos(kX)] . (3.7)
On peut distinguer deux types de termes dans l’e´quation (3.7) : les termes variant rapide-
ment (oscillants) et les termes e´voluant lentement. On cherche a` e´tablir deux e´quations pour
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ces deux groupes de termes.
Dans un premier temps, nous de´terminons l’e´quation pour les termes oscillants, pour la
variable rapide ζ(t). Dans le membre de gauche, on suppose que X(t) est constant a` l’e´chelle
de temps a` laquelle e´volue ζ(t), ce qui annule les de´rive´es associe´es. Dans le membre de droite,
le terme proportionnel a` ζ(t) est petit devant celui qui ne l’est pas. On en de´duit une e´quation
pour les termes oscillants rapidement :
maζ¨ + γζ˙ = F cos(ωet) sin(kX(t)). (3.8)
Dans un second temps, pour e´tablir l’e´quation de la variable lente X(t), on calcule la
moyenne de l’e´quation (3.7) sur une pe´riode d’oscillation de l’onde stationnaire :
maX¨ + γX˙ = ζ(t)Fk cos(ωet) cos(kX(t)), (3.9)
la surligne indiquant une moyenne temporelle sur une pe´riode d’oscillation.
On re´sout l’e´quation (3.8) en supposant que X(t) est une variable lente par rapport a`
ζ(t) (on conside`re que la variable X(t) est constante). En injectant la solution obtenue dans
l’e´quation (3.9), on aboutit a` :
maX¨ + γX˙ =
F 2kma
2(m2aω
2
e + γ
2)
cos(kX) sin(kX). (3.10)
L’e´quation (3.10) de´crit le mouvement de l’adatome a` une e´chelle de temps me´soscopique
t 2pi/ωe. Une solution de l’e´quation (3.10) avec la condition initiale (x(0); x˙(0)) = (1,0; 0,0)
est reporte´e sur la figure 3.7 (ligne noire disconstinue). Le second membre de l’e´quation (3.10)
est une force effective inde´pendante du temps agissant sur l’adatome qui de´rive d’un potentiel
effectif lui-meˆme inde´pendant du temps :
Ueff(X) =
F 2ma
4(m2aω
2
e + γ
2)
sin2(kX) . (3.11)
Notons qu’une approche diffe´rente de´taille´e dans le chapitre suivant me`ne a` un re´sultat
e´quivalent (voir chapitre 4).
Sur la figure 3.6(c), le potentiel effectif (3.11) est compare´ au de´placement z de la surface.
Les minima du potentiel effectif correspondent aux nœuds de la force, et donc aux ventres de
de´placement z de la surface.
Un potentiel effectif inde´pendant du temps a donc e´te´ mis en e´vidence pour de´crire le
mouvement de l’adatome a` un temps me´soscopique quand la se´paration des e´chelles de temps
2pi/ωe  τr est possible. Dans les simulations de dynamique mole´culaire les maxima des dia-
grammes P (x) (figures 3.4(b) et 3.5(a)) correspondent aux ventres de de´placement z de l’onde
stationnaire : l’adatome passe plus de temps au niveau des ventres qu’au niveau des nœuds
de la StSAW. Or, nous venons de de´montrer que les minima du potentiel effectif Ueff cor-
respondent aux nœuds de la force FStSAW, et donc aux ventres de l’onde stationnaire (voir
figure 3.6(c)). Par conse´quent, les re´sultats pre´sente´s dans cette section sont cohe´rents avec
les calculs de dynamique mole´culaire ou` la pre´sence de l’adatome est favorise´e aux minima du
potentiel effectif.
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Figure 3.8 – (a) : Position z en fonction de la position x des atomes de la surface cristalline
a` t = 0 (en noir), t = TStSAW/4 (en rouge) et t = 3TStSAW/4 (en vert). (b) : Position x des
atomes a` t = {0,TStSAW/4,3TStSAW/4}. A un maximum de de´placement z, le de´placement en x
est minimum, la distance entre deux atomes est e´tire´e ou comprime´e. La figure (b) souligne le
de´placement en x a` l’origine des oscillations des minima de potentiel : la distance entre deux
atomes conse´cutifs reste constante mais leur position oscille.
3.2.5 Origine physique de la structuration
Nous avons mis en e´vidence une force pe´riodique induite par le substrat a` la fre´quence
de la StSAW par des simulations de dynamique mole´culaire (voir section 3.2.3). L’effet de
la force FStSAW sur le mouvement de l’adatome a puˆ eˆtre associe´ a` un potentiel effectif Ueff
inde´pendant du temps (section 3.2.4). Nous allons a` pre´sent identifier l’origine physique de
la structuration en e´tudiant les contraintes de surface impose´es par l’onde stationnaire et
l’e´volution des barrie`res d’e´nergie associe´es a` la diffusion de l’adatome sur la surface cristalline.
Le de´placement dans la direction z des atomes de la surface est trop faible pour que le
rayon de courbure ait une influence significative sur l’adatome (λ  MAX [uz(x,z,t)]) : la
courbure ne change pas le nombre d’interactions que peut avoir l’adatome sur la surface [9].
Nous cherchons donc l’origine de la force FStSAW dans le champ de de´formation longitudinal
induit par l’onde.
Si on de´crit l’onde dans la limite de la the´orie e´lastique par une onde de Rayleigh dans un
milieu homoge`ne et isotrope [3], les composantes transversale et longitudinale du de´placement
s’e´crivent :
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Figure 3.9 – Simulations a` T = 0 K. Surface (001). Contraintes dans la direction x =
[100]. Haut : E´nergies d’adsorption pour les sites cols (triangles verts) et les sites d’adsorption
(losanges rouges) en fonction du parame`tre de maille relatif ax/a0 pour un potentiel LJ (a) et
un potentiel EAM (b). Bas (c) : Barrie`re relative de´finie par : ∆E
ad
∆Ead0
= E
col−Ecfc
Ecol0 −Ecfc0
en fonction de
ax/a0 (potentiel LJ : cercles violets, EAM : carre´s bleus).
uz(x,z,t) = (kβe
χlz + χtαe
χtz) cos(ωet) cos(kx), (3.12)
ux(x,z,t) = (χlβe
χlz + kαeχtz) cos(ωet) sin(kx), (3.13)
avec ux et uz le de´placement des atomes du substrat autour de leur position a` l’e´quilibre,
χl =
√
k2 − ω2e
c2l
, χt =
√
k2 − ω2e
c2t
les coefficients d’amortissement en profondeur des composantes
longitudinale et transverse, cl et ct les vitesses longitudinale et transverse. Les coefficients α
et β sont des constantes de´pendant des conditions initiales. Les de´placements ux et uz sont
de´phase´es de pi/2.
Le de´placement ux induit un champ de de´formation longitudinal dans la direction x :
xx =
∂ux
∂x . L’amplitude de de´placement en x e´tant maximale au niveau des nœuds de l’onde
stationnaire (rappelons que nous de´signons par nœuds et ventres les minima et maxima de
de´placement de uz), la de´formation longitudinale est maximale aux ventres de l’onde.
Aux ventres, l’e´cart entre les positions de deux atomes conse´cutifs est maximal (minimal)
quand la position z est maximale (minimale). Les liaisons sont donc e´tire´es puis comprime´es
toutes les demi-pe´riodes de l’onde. La figure 3.8(a) repre´sente la position z en fonction de la
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position x de la surface a` trois temps diffe´rents t = 0 (en noir), t = TStSAW/4 (en rouge)
et t = 3TStSAW/4 (en vert). La composante longitudinale aux trois temps est reporte´e sur la
figure 3.8(b). La variation locale du parame`tre de maille au niveau des ventres se traduit par
une de´formation en tension ou compression qui affecte le potentiel de la surface ressenti par
l’adatome lors de la diffusion [10–12]. Ces contraintes impliquent une modulation du coefficient
de diffusion a` travers des barrie`res de diffusion variables et/ou une modulation de l’e´nergie
d’adsorption des sites locaux en surface.
La figure 3.9 repre´sente les e´nergies d’adsorption des sites locaux Ecfc (positions a et c
de la figure 3.2) et des sites cols Ecol (position b de la figure 3.2), pour les potentiels LJ
(figure 3.9(a)) et EAM (figure 3.9(b)), en fonction du parame`tre de maille relatif ax/a0 avec
a0 = 1,59 (4,09 A˚) pour le potentiel LJ (EAM) et ax le parame`tre de maille dans la direction
x. Les re´sultats ont e´te´ obtenus en utilisant la me´thode ”Nudge Elastic Band” (NEB) en
appliquant une de´formation positive ou ne´gative dans la direction x(100) de 4%, ordre de
grandeur de la de´formation longitudinale en pre´sence de l’onde pour une amplitude A = 0,4.
La relaxation des atomes du substrat est permise dans une cellule de simulation dont les tailles
en x et y sont impose´es. Les simulations LJ (figure 3.9(a)) re´ve`lent une forte de´pendance
de l’e´nergie du site col Ecol par rapport a` la de´formation, re´sultats conformes a` ceux e´tablis
par Schroeder et al. [12]. Au contraire, pour le potentiel EAM (figure 3.9(b)), c’est l’e´nergie
d’adsorption Ecfc qui est fortement module´e par la de´formation. Cependant, dans les deux cas,
le re´sultat est similaire pour la barrie`re de potentiel qui croˆıt avec le parame`tre de maille local
ax.
La figure 3.9(c) repre´sente la barrie`re de diffusion relative en fonction de ax/a0,
∆Ead
∆Ead0
=
Ecol − Ecfc
Ecol0 − Ecfc0
(3.14)
ou` Ecfc0 et E
col
0 sont les valeurs de E
cfc et Ecol quand ax = a0 et ∆E
ad est la hauteur de la
barrie`re Ecol − Ecfc. Pour une de´formation variant de −4% a` +4%, la hauteur de la barrie`re
de diffusion varie de 9% (14%) pour le potentiel LJ (EAM).
La hauteur de la barrie`re d’e´nergie oscille entre deux valeurs ∆Eadmax et ∆E
ad
min qui de´pendent
de la position x : la valeur de la barrie`re ∆Ead, a` une position x et un instant t, est comprise
entre ∆Eadmin(x) et ∆E
ad
max(x). La figure 3.10 rapporte ∆E
ad
max(x) et ∆E
ad
min(x) en fonction de
la position x entre un nœud et un ventre de vibration (meˆme calcul que celui pre´sente´ sur
la figure 3.9 concernant le potentiel LJ). Le coefficient de diffusion D de l’adatome est donc
de´pendant de la position et du temps. Suivant la position de l’adatome, la probabilite´ de passer
vers un site d’adsorption voisin est diffe´rente selon que le saut s’effectue vers le nœud le plus
proche ou qu’il s’effectue vers le ventre le plus proche. Prenons les deux extreˆmes : quand la
barrie`re est minimale (∆Ead = ∆Eadmin), la probabilite´ de se diriger vers un ventre est plus forte
que vers un nœud, quand la barrie`re est maximale (∆Ead = ∆Eadmax), c’est le cas contraire.
Or, l’e´volution du syste`me est domine´e par les processus les plus rapides. La diffusion est donc
plus importante quand la barrie`re est minimale ainsi que la probabilite´ pour l’adatome de se
diriger vers le ventre de vibration. On s’attend donc a` ce que, plus l’amplitude de l’onde est
importante, plus la de´formation est grande et donc plus l’effet structurant est e´leve´. Ceci sera
e´tudie´ dans la section 3.3.3.
Pour un potentiel donne´, l’amplitude de variation des barrie`res de potentiel de´pend des deux
parame`tres de l’onde, l’amplitude et la longueur d’onde. Les diffe´rents effets de ces parame`tres
sur l’intensite´ de l’effet structurant sont de´crits dans la partie suivante.
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Figure 3.10 – Simulation LJ a` T=0. Contraintes dans la direction x = [100]. Les parame`tres
sont identiques a` ceux utilise´s pour les re´sultats de la figure 3.9. Barrie`re de diffusion maximale
∆Eadmax et minimale ∆E
ad
min en fonction de la position x entre un nœud et un ventre. La valeur
de ∆Ead(x,t) de´pend de la position et du temps, et varie entre ∆Eadmax(x) et ∆E
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min(x).
3.3 Influence des parame`tres de simulation sur l’effet struc-
turant
3.3.1 De´finition de l’e´nergie effective de structuration
Afin d’identifier l’influence des parame`tres sur la structuration, nous avons besoin de
choisir un crite`re qui nous permette de quantifier l’effet structurant pour les diffe´rents jeux
de parame`tres.
Nous associons dans un premier temps a` la structuration de l’adatome une diffe´rence
d’e´nergie effective de´finie a` une e´chelle me´soscopique (e´chelle de la longueur d’onde) entre
les nœuds et les ventres de vibration a` partir des courbes P (x) en utilisant le facteur de
Boltzmann :
∆EeffStSAW
kBT
= ln
MAX(Pmax)
MIN(Pmax)
, (3.15)
ou` MAX(MIN) est le maximum (minimum) de l’ensemble Pmax, maxima locaux de P (x)
(voir figure 3.4(b)).
Notons que la de´finition de cette e´nergie effective est un choix parmi d’autres possibilite´s. Il
est possible de la de´finir d’une manie`re diffe´rente, comme par exemple le rapport des inte´grales
de P (x) des sites locaux situe´s au ventre et au nœud de vibration. Ce point sera discute´ dans
la section 3.4.
Le choix que nous avons fait sera conserve´ dans la suite de ce chapitre (sauf indications
contraires) et nous permettra d’avoir un crite`re pour comparer l’intensite´ de la structuration
suivant le jeu de parame`tres utilise´. Chaque mention de l’e´nergie effective fera re´fe´rence a`
l’e´quation (3.15).
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Figure 3.11 – Surface (001) d’un cristal cfc. Direction de l’onde : x = [110]. Les sites d’ad-
sorption, minima locaux du potentiel cristallin de la surface, sont repre´sente´s par les atomes a,
c et d (en rouge), entre les atomes de la surface du substrat (en noir). L’onde de´finie suivant
x induit une diffe´rentiation des barrie`res suivant les directions x et y. Ainsi, nous diffe´rentions
les sites cols b et f pour la diffusion dans les directions x et y.
3.3.2 Direction du vecteur d’onde
Dans la section 3.2, le phe´nome`ne de structuration est de´crit dans le cas ou` le vecteur
d’onde k est oriente´ dans la direction x = [100]. Ce choix correspondait a` une e´tude de l’onde
qui avait un effet identique sur les sites d’adsorption et les sites cols (et donc des barrie`res)
pour une diffusion dans les directions x ou y. Dans le cas d’un vecteur d’onde oriente´ dans la
direction x = [110], la barrie`re de diffusion en x n’est pas affecte´e de la meˆme manie`re que celle
pour la diffusion selon y, en pre´sence de l’onde. Nous e´tudions donc l’influence de la direction
cristalline de l’onde sur l’intensite´ de la structuration. Nous comparons les structurations pour
des vecteurs d’onde de´finis dans deux directions : x = [100] et x = [110] tout en conservant les
parame`tres utilise´s pre´ce´demment : meˆmes amplitude, longueur d’onde et tempe´rature.
La figure 3.11 repre´sente la surface (001) d’un cristal cfc avec le vecteur d’onde k oriente´
selon la direction x = [110]. La direction de l’onde x = [110] est perpendiculaire a` la direction
y = [110]. Avant l’application de l’onde, ces deux directions sont e´quivalentes et deux sites
d’adsorption conse´cutifs sont se´pare´s d’une distance ax0 = a
√
2/2 dans l’une ou l’autre de
ces directions. En pre´sence de la StSAW, deux barrie`res diffe´rentes de diffusion de l’adatome
sont module´es par l’onde, l’une concernant la diffusion selon x et l’autre la diffusion selon y
de´signe´es respectivement par les sites b et f sur la figure 3.11. Rappelons que dans le cas d’un
vecteur d’onde de´fini suivant la direction x = [100] : un seul type de barrie`re est module´ (voir
figures 3.2 et 3.11).
Dans le cas x = [110], le substrat est compose´ de N = 12648 atomes et la taille en x
est Lx = 34 ax0 . Les figures 3.12(a) et (b) repre´sentent respectivement les distributions de
probabilite´s de pre´sence P (x) pour des vecteurs d’onde oriente´s dans les directions x = [100]
et x = [110], toutes deux compare´es au de´placement de la surface. Les parame`tres utilise´s sont
T = 0,24, A = 0,4, ω100e = 0,904, ω
110
e = 0,924. Dans les deux cas, les distributions P (x)
re´ve`lent une oscillation rapide due au potentiel cristallin. Notons que malgre´ des longueurs
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Figure 3.12 – Simulations LJ a` T = 0,24. Surface (001), onde a) : x = [100] b) : x = [110].
A = 0,4, ω100e = 0,904, ω
110
e = 0,924, λ
100 = 38,08, λ110 = 38,16. Distributions P (x) pour le
vecteur d’onde k oriente´ dans la direction (a) : [100] et (b) : [110], calcule´es a` partir de 200
trajectoires inde´pendantes et initialement re´parties le long d’une longueur d’onde. La dure´e de
chaque trajectoire est de 8000 unite´s de temps.
d’onde quasi-identiques (λ100 ' 38,08 et λ110 ' 38,16), le nombre de sites locaux conse´cutifs
dans la projection en x sur une longueur d’onde est diffe´rent : n100 = 48 et n110 = 34,
expliquant la diffe´rence du nombre de pics de´signant les minima locaux de la surface dans les
histogrammes P (x) des figures 3.12(a) et (b). Le changement d’orientation du vecteur d’onde
k ne change pas le re´sultat essentiel : l’enveloppe des maxima des oscillations est pe´riodique
de pe´riode λ/2 et la pre´sence de l’adatome est favorise´e au niveau des ventres de la StSAW.
Les e´nergies effectives sont ∆Eeff
100
StSAW = 1,21 kBT et ∆E
eff110
StSAW = 1,55 kBT . L’effet struc-
turant est donc plus important pour une onde suivant la direction [110] que la direction [100].
Le processus de diffusion est diffe´rent dans les directions x = [100] et x = [110]. Dans le pre-
mier cas, si l’adatome diffuse dans la direction x, la diffusion s’effectuera avec une composante
selon x et une selon y (diffusion en  zig-zag ), tandis qu’elle sera uniquement selon x dans
le second cas (diffusion  rectiligne ). Cette diffe´rence est un des facteurs qui contribue a` une
structuration plus importante dans le cas x = [110].
Les e´nergies d’adsorption des sites d’adsorption Ecfc et des deux types de sites cols Ecolx
et Ecoly sont reporte´es sur la figure 3.13(a) en fonction du parame`tre de maille relatif ax/ax0 .
Dans la direction x, la StSAW module la barrie`re de diffusion de l’adatome comme dans le cas
de la direction x = [100] de l’onde, tandis que dans la direction y l’onde n’a que tre`s peu d’effet
sur la barrie`re. La figure 3.13(b) repre´sente les barrie`res relatives de´finies par l’e´quation (3.14)
pour les deux directions. La barrie`re de diffusion de l’adatome en x varie d’environ 18% pour
une contrainte de −4% a` +4% (ordre de grandeur de l’amplitude de de´formation de la surface
en pre´sence de la StSAW), tandis que celle en y varie de moins de 1%. L’amplitude de la
modulation est plus importante dans le cas x = [110](∼ 18%) que dans le cas x = [100]
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Figure 3.13 – Simulations LJ a` T = 0. Surface (001), contraintes dans la direction x = [110].
(a) : E´nergies d’adsorption pour les sites cols x (site b de la figure 3.11, triangles rouges), cols
y (site f de la figure 3.11, losanges verts) et les sites d’adsorption (site a de la figure 3.11,
carre´s noirs) en fonction du parame`tre de maille relatif ax/a0. (b) : Barrie`res relatives pour les
directions x (triangles rouges) et y (losanges verts) de´finies par : ∆E
ad
∆Ead0
= |E
col−Ecfc|
|Ecol0 −Ecfc0 |
en fonction
de ax/ax0 .
(∼ 9%), ce qui peut expliquer la diffe´rence de l’intensite´ de la structuration a` amplitude A
e´gale et montre que la modulation de la barrie`re intervient bien dans la ge´ne´ration de la force.
Sauf mention contraire, le vecteur d’onde sera de´fini selon la direction x = [110] dans la
suite de ce chapitre.
3.3.3 Amplitude de l’onde
Un des parame`tres susceptibles d’influencer nettement l’intensite´ de la structuration est
l’amplitude de l’onde. A` tempe´rature et longueur d’onde donne´es, l’influence de l’amplitude
est e´tudie´e a` travers la diffe´rence d’e´nergie effective ∆EeffStSAW.
Le potentiel effectif Ueff et l’e´nergie ∆E
eff
StSAW (e´quations (3.11) et (3.15)) sont des e´nergies
qui gouvernent toutes deux l’effet structurant. L’e´quation (3.11) re´ve`le une relation quadratique
entre le potentiel effectif et la force (Ueff ∼ F 2), nous pouvons donc raisonnablement supposer
qu’il existe une relation e´quivalente pour ∆EeffStSAW :
∆EeffStSAW ∼ F 2 (3.16)
Dans un premier temps, afin de relier les e´nergies effectives a` l’amplitude de la force FStSAW,
nous de´terminons F pour une gamme d’amplitudes de de´placement compatible avec l’e´lasticite´
du substrat : A ∈ [0,0; 0,5]. L’amplitude F de la force FStSAW est e´value´e par le protocole de´crit
dans la partie 3.2.3 de ce chapitre (voir figure 3.6(c)). La figure 3.14(a) rapporte l’amplitude
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Figure 3.14 – Simulations LJ a` T = 0,24. Surface (001), onde x = [110]. (a) : Amplitude
F de la force FStSAW en fonction de l’amplitude de l’onde A. (b) : ∆E
eff
StSAW/kBT en fonction
de F 2. Les distributions sont calcule´es a` partir de 200 trajectoires inde´pendantes avec des
positions initiales uniforme´ment re´parties le long d’un longueur d’onde pour λ. La dure´e de
chaque trajectoire est de 8000 unite´s de temps. A ∈ [0,0; 0,5].
de la force induite par la StSAW en fonction de l’amplitude A. Cette figure re´ve`le une relation
line´aire entre F et A. L’amplitude de la force est donc proportionnelle au de´placement maximal
de la surface.
Dans un deuxie`me temps, nous calculons les e´nergies effectives ∆EeffStSAW pour les parame`tres
suivants : T = 0,24, λ = 17 ax0 , ωe = 0,924 dans la meˆme gamme d’amplitudes A ∈ [0,0; 0,5].
Les re´sultats sont reporte´s en fonction de F 2 sur la figure 3.14(b). La relation quadratique (3.16)
est ve´rifie´e pour les faibles valeurs de F 2, valeurs pour lesquelles le de´veloppement perturbatif
menant a` (3.11) est justifie´.
Cette analyse est un re´sultat essentiel de´montrant la pertinence de l’e´quation (3.11) et du
mode`le analytique de Langevin aborde´ pre´ce´demment et de´taille´ dans le chapitre suivant.
3.3.4 Longueur d’onde
Apre`s avoir de´termine´ l’effet de l’amplitude A de l’onde sur l’intensite´ de la structuration,
nous nous inte´ressons a` l’influence de longueur d’onde λ sur les re´sultats pre´ce´dents.
Les longueurs d’onde e´tudie´es, tailles en x et nombres d’atomes du substrat dans chaque
cas sont :
– λ0 = 17 ax0 (ωe = 0,924), Lx0 = 2λ0 et N0 = 12648,
– λ1 = 9 ax0 (ωe = 1,68), Lx1 = 4λ1 et N1 = 13392,
– λ2 = 34 ax0 (ωe = 0,702), Lx2 = 2λ2 et N2 = 25296,
avec amplitude et tempe´rature fixe´es : A = 0,4 a` T = 0,24. Les longueurs d’onde sont choisies
telles que λ1 ' λ0/2 et λ2 = 2λ0. La taille Lx doit eˆtre un multiple entier de la longueur d’onde
elle-meˆme multiple entier de ax0 . Dans le cas λ2 nous doublons la taille en x de la boˆıte de
simulation par rapport au cas λ0 pour avoir Lx2 = 2λ2. Nous cherchons ainsi a` observer une
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Figure 3.15 – Simulations LJ a` T = 0,24. Surface (001), onde x = [110]. Distributions P (x/λi)
pour les longueurs d’onde λ1 = 9 ax0 (ωe = 1,68), λ0 = 17 ax0 (ωe = 0,924) et λ2 = 34 ax0
(ωe = 0,702). Les distributions sont calcule´es a` partir de 200 trajectoires inde´pendantes avec
des positions initiales uniforme´ment re´parties le long d’une longueur d’onde. La dure´e de chaque
trajectoire est de 8000 unite´s de temps. A = 0,4.
diffusion aussi loin que possible du groupe d’atomes qui ge´ne`re l’onde. Dans le cas λ1, la taille
Lx1 est le´ge`rement supe´rieure a` Lx0 pour qu’elle soit un multiple entier de la longueur d’onde
λ1.
La figure 3.15 repre´sente les distributions P (x/λi) (i = {0,1,2}) de chacune des trois
longueurs d’onde. Pour chacun des trois cas, le meˆme sche´ma est retrouve´ : une oscillation
rapide due au potentiel cristallin et une variation lente de l’amplitude des oscillations due
a` l’onde stationnaire. A` amplitude de l’onde A e´gale, l’intensite´ de structuration diminue a`
mesure que la longueur d’onde augmente : ∆EeffStSAW1 = 2,51 kBT , ∆E
eff
StSAW0
= 1,55 kBT et
∆EeffStSAW2 = 0,72 kBT .
Ce phe´nome`ne peut s’expliquer par la diffe´rence de l’amplitude F de la force induite par
la StSAW pour les diffe´rentes longueurs d’onde. La figure 3.16(a) rapporte l’amplitude de la
force induite par la StSAW en fonction de l’amplitude A de l’onde pour les longueurs d’onde
λ0, λ1 et λ2. Les valeurs ont e´te´ de´termine´es par le protocole de´crit dans la partie 3.2.3 de
ce chapitre en mesurant l’amplitude F de la force FStSAW (voir figure 3.6(c)). La force F est
proportionnelle au de´placement ge´ne´re´ par l’onde, avec un coefficient de proportionnalite´ qui
de´pend de la longueur d’onde :
– λ1 = 9 ax0 : F ' 1,56A
– λ0 = 17 ax0 : F ' 0,64A
– λ2 = 34 ax0 : F ' 0,24A
La figure 3.16(b) repre´sente la diffe´rence d’e´nergie effective ∆EeffStSAW/kBT en fonction du
carre´ de la force induite par le substrat et l’onde stationnaire pour les trois longueurs d’onde
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Figure 3.16 – Simulations LJ a` T = 0,24. Surface (001), onde x = [110]. (a) : Amplitude
F de la force FStSAW en fonction de l’amplitude A. (b) : ∆E
eff
StSAW/kBT en fonction de F
2
(A2 dans l’encart). Chaque ∆EeffStSAW est calcule´e a` partir des distributions P (x) issues de 200
trajectoires inde´pendantes avec des positions initiales uniforme´ment re´parties le long d’une
longueur d’onde pour λ0 et λ1, et 300 trajectoires pour λ2. La dure´e de chaque trajectoire est
de 8000 unite´s de temps. A1 ∈ [0; 0,35], A0 ∈ [0; 0,5] et A2 ∈ [0; 0,8].
λ0 = 17 ax0 , λ1 = 9 ax0 et λ2 = 34 ax0 . Pour les trois longueurs d’onde, la relation de propor-
tionnalite´ entre ∆EeffStSAW/kBT et F
2 est retrouve´e pour les faibles valeurs de F pour lesquelles
le de´veloppement perturbatif de la section 3.2.4 est justifie´. Pour plus de lisibilite´, l’encart de
la figure 3.16b repre´sente la diffe´rence d’e´nergie effective de structuration ∆EeffStSAW/kBT en
fonction du carre´ de l’amplitude de l’onde A2. Nous retrouvons la meˆme tendance puisque F
et A sont proportionnels.
Chaque amplitude A de de´placement de la surface associe´e a` une longueur d’onde λ est
relie´e a` une amplitude relative 2A/λ (de´placement maximal par rapport a` une demi-longueur
d’onde), quantite´ homoge`ne a` une de´formation. Les figures 3.17(a) et (b) repre´sentent respec-
tivement l’amplitude F de la force par rapport a` l’amplitude relative 2A/λ et la diffe´rence
d’e´nergie effective ∆EeffStSAW/kBT en fonction du carre´ de l’amplitude relative 4A
2/λ2 pour
les trois longueurs d’onde λ0 = 17 ax0 , λ1 = 9 ax0 et λ2 = 34 ax0 . Pour une amplitude rela-
tive faible, les courbes F = f(2A/λi) (i ∈ {0,1,2}) sont approximativement confondues, de
meˆme que les courbes ∆EeffStSAW/kBT = h(4A
2/λ2i ), confirmant que l’intensite´ de la structura-
tion est essentiellement fonction de la de´formation de la surface induite par la StSAW : a`
de´formation e´quivalente pour diffe´rentes longueurs d’onde, on a une diffe´rence d’e´nergie effec-
tive e´quivalente. Dans la section 3.2.5, en de´terminant l’origine microscopique du processus
de structuration, nous avons sugge´re´ que l’intensite´ de structuration est proportionnelle a` la
de´formation, ce que confirment ces re´sultats (figure 3.17(b)).
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Figure 3.17 – Simulations LJ a` T = 0,24. Surface (001), onde x = [110]. (a) : Amplitude F
de la force en fonction de 2A/λi. (b) : ∆E
eff
StSAW/kBT en fonction de 4A
2/λ2i . Les valeurs de
∆EeffStSAW sont calcule´es de la meˆme manie`re que pour la figure 3.16.
3.3.5 Tempe´rature
Apre`s avoir e´tudie´ les parame`tres de l’onde, amplitude et longueur d’onde, nous examinons
l’influence de la tempe´rature sur l’intensite´ de l’effet structurant. Les diffe´rences d’e´nergies
effectives ∆EeffStSAW/kBT sont calcule´es pour une gamme de tempe´rature de thermostat de
T = 0,2 a` T = 0,3. Les statistiques sont calcule´es a` partir de 200 trajectoires inde´pendantes
aux positions initiales uniforme´ment re´parties le long d’une longueur d’onde pour chaque
tempe´rature. La dure´e de chaque trajectoire est 8000 unite´s de temps. L’amplitude est A = 0,4
et la fre´quence change le´ge`rement avec la tempe´rature ωe ' 0,924 (λ = 17 ax0). La longueur
du substrat et le nombre d’atomes sont : Lx = 34 ax0 et N = 12648.
Cette gamme re´duite de tempe´rature est due a` des limitations techniques : en-dessous de
T = 0,2 les temps caracte´ristiques de diffusion sont trop faibles pour eˆtre observables dans des
temps accessibles aux simulations ; au-dela` de T = 0,3, le phe´nome`ne d’e´vaporation est trop
fre´quent pour atteindre une statistique suffisante.
La figure 3.18 rapporte l’e´nergie effective ∆EeffStSAW en fonction de la tempe´rature du ther-
mostat. Comme attendu, la tempe´rature a un effet destructurant, l’influence de l’onde est
moins prononce´e a` haute tempe´rature. L’augmentation de la tempe´rature accroˆıt la diffusion
en favorisant le passage des barrie`res cristallines. La modulation des barrie`res et la force induite
par l’onde stationnaire a moins d’effet sur la diffusion de l’adatome.
3.3.6 Surface cfc (111)
Nous e´tudions dans cette partie l’influence de l’orientation cristalline de la surface sur l’effet
structurant de la StSAW. Les trois surfaces les plus fre´quemment e´tudie´es pour un cristal cfc
sont :
– (001) : surface e´tudie´e dans ce chapitre jusqu’a` maintenant,
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Figure 3.18 – Simulations LJ. Surface (001), onde x = [110]. A = 0,4 ; ωe ' 0,924 ; λ = 38,08.
∆EeffStSAW en fonction de la tempe´rature du thermostat. Les tempe´ratures utilise´es varient de
T = 0,2 a` T = 0,3. Les distributions sont calcule´es a` partir de 200 trajectoires inde´pendantes
avec des positions initiales uniforme´ment re´parties le long d’une longueur d’onde. La dure´e de
chaque trajectoire est de 8000 unite´s de temps.
– (110) : surface sur laquelle le me´canisme d’e´change est tre`s fre´quent [13], nous choisissons
de ne pas l’e´tudier pour les raisons e´voque´es dans la section 3.3.2,
– (111) : surface sur laquelle la diffusion d’un adatome est la plus rapide [14, 15] ; nous
la choisissons pour l’e´tude de l’influence de l’orientation cristalline de la surface sur
l’intensite´ de structuration.
La figure 3.19 repre´sente la surface (111) d’un cristal cfc, les atomes de la surface sont en
noir (couche n) et les atomes de la couche infe´rieure sont en gris (couche n−1). On distingue sur
cette surface deux sites d’adsorption, les sites hcp stables (en bleu) et les sites cfc me´tastables
(en rouge) dont la nature de´pend de la disposition des atomes des couches n, n − 1 et n − 2.
Ces deux sites locaux ayant des e´nergies d’adsorption diffe´rentes, on distingue deux barrie`res
de diffusion 2 :
– la barrie`re de diffusion cfc vers hcp est ∆Ead
cfc→hcp
111 = 0,28,
– la barrie`re de diffusion hcp vers cfc est ∆Ead
hcp→cfc
111 = 0,33.
Les deux barrie`res de diffusion sont du meˆme ordre que l’e´nergie thermique kBT = 0,24,
contrairement au cas pre´ce´dent avec ∆Ead001 = 1,35. Avec des barrie`res d’amplitude le´ge`rement
supe´rieures a` kBT , la diffusion sera tre`s grande sur cette surface.
Nous e´tudions les deux familles d’orientation de haute syme´trie {101} et {112}, plus
pre´cise´ment deux directions normales l’une par rapport a` l’autre : les directions x = [121]
et x = [101].
2. valeurs calcule´es a` 0K avec la me´thode NEB
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Figure 3.19 – Surface (111) d’un cristal cfc. Les atomes en noir de´signent les atomes de la
surface (couche n) et les atomes en gris de´signent les atomes de la couche directement sous
la surface (couche n − 1). On distingue deux types de sites locaux dont la nature de´pend des
couches n, n − 1 et n − 2, les sites cfc et hcp. Les deux directions que nous e´tudierons pour
l’onde sont : x = [121] et x = [101].
Direction [121]
Le vecteur d’onde est oriente´ selon la direction x = [121]. Dans ces conditions, ax0 = 2,59,
Lx = 30 ax0 et N = 14784. La figure 3.20 rapporte la distribution des positions P (x) sur une
longueur d’onde compare´e a` la surface soumise a` l’onde stationnaire, les parame`tres utilise´s
sont A = 0,4, ωe = 0,951 (λ ' 38,08) et T = 0,24. La distribution est calcule´e a` partir de 200
trajectoires inde´pendantes dont les positions initiales sont uniforme´ment re´parties le long d’une
longueur d’onde. La dure´e de chaque trajectoire est de 8000 unite´s de temps. Le nombre de
sites locaux conse´cutifs dans la projection en x est n121 = 40 pour une longueur d’onde. Notons
que l’aspect asyme´trique de P (x) dans la figure 3.20 est duˆ a` une statistique insuffisante.
Bien que l’intensite´ de la structuration, ∆Eeff
121
StSAW = 0,89 kBT , soit infe´rieure a` celles
trouve´es pour la surface (001), le caracte`re structurant de l’onde est toujours pre´sent. Nous
sommes dans un cas e´quivalent a` une haute tempe´rature pour la surface (001) (hormis pour
les directions de diffusion).
Direction [101]
Le vecteur d’onde est oriente´ selon la direction x = [101]. Dans ces conditions, ax0 = 2,24,
Lx = 34 ax0 et N = 16672. La figure 3.21(a) rapporte la distribution des positions P (x) sur une
longueur d’onde compare´e a` la surface soumise a` l’onde stationnaire, les parame`tres utilise´s
sont A = 0,28, ωe = 0,878 (λ ' 38,08) et T = 0,24. La distribution est calcule´e a` partir de
200 trajectoires inde´pendantes dont les positions initiales sont uniforme´ment re´parties le long
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Figure 3.20 – Simulations LJ a` T = 0,24. Surface (111), onde x = [121]. A = 0,4 , ωe = 0,951,
λ = 38,85. (a) : Distribution P (x) des positions de l’adatome.(b) : Idem figure 3.3(b). Les
distributions sont calcule´es a` partir de 200 trajectoires inde´pendantes dont les positions initiales
sont uniforme´ment re´parties le long d’une longueur d’onde. La dure´e de chaque trajectoire est
de 8000 unite´s de temps.
d’une longueur d’onde. La dure´e de chaque trajectoire est de 8000 unite´s de temps. Le nombre
de sites locaux conse´cutifs dans la projection en x est n101 = 68 pour une longueur d’onde.
La StSAW influence l’histogramme des positions P (x) de la meˆme manie`re que les cas
pre´ce´dents : on observe une oscillation rapide due au potentiel cristallin de la surface, une
variation pe´riodique de l’amplitude des oscillations de pe´riode λ/2 et un maximum de P (x) au
niveau des ventres de l’onde stationnaire. Avec ce jeu de parame`tres, on a ∆EeffStSAW = 0,37 kBT .
La figure 3.21(b) rapporte les re´sultats pour des simulations avec une amplitude plus im-
portante : A = 0,4. Dans ce cas pre´cis, bien que l’onde stationnaire modifie clairement la
distribution P (x), le calcul de l’intensite´ de structuration telle que de´finie par l’e´quation (3.15)
donne MAX(Pmax) ' MIN(Pmax) et entraˆıne une diffe´rence d’e´nergie effective de valeur nulle.
En gardant la de´finition (3.15) pour le calcul de l’e´nergie effective, dans ce cas pre´cis
de direction de vecteur d’onde et de surface, l’intensite´ de l’effet structurant diminuerait avec
l’amplitude de l’onde. L’origine de ce phe´nome`ne doit se trouver dans les variations de l’ensem-
ble Pmin (ensemble des minima de P (x), voir figure 3.21) qui sont plus importantes dans la
figure 3.21 que dans les figures 3.12 ou 3.20.
Notons que le cas de la surface (111) est un cas particulier, la se´paration des e´chelles de
temps n’est plus respecte´e. Sur une surface (001), on a 2pi/ωe  τre  τr avec τre le temps
de re´sidence de l’adatome dans un minimum local et τr le temps caracte´ristique de diffusion
vers un minimum du potentiel effectif. Sur la surface (111), on a τre  2pi/ωe : malgre´ les
oscillations faibles, le temps de re´sidence de l’adatome dans un minimum local est maintenant
infe´rieur a` la pe´riode de l’onde. Nous pouvons donc difficilement affirmer que le calcul de Ueff
est toujours valable pour la surface (111) et que le comportement attendu de l’intensite´ de
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Figure 3.21 – Simulations LJ a` T = 0,24. Surface (111), onde x = [101]. ωe = 0,878, λ = 38,08.
(a) et (b) : Distribution P (x) des positions de l’adatome pour une amplitude A = 0,28 (a)
et A = 0,4 (b) onde stationnaire. La distribution est calcule´e a` partir de 200 trajectoires
inde´pendantes dont les positions initiales sont uniforme´ment re´parties le long d’une longueur
d’onde. La dure´e de chaque trajectoire est de 8000 unite´s de temps.
structuration est d’augmenter quand l’amplitude de l’onde augmente. Notons toutefois que
le calcul de FStSAW(x,t) par le protocole de´crit dans la section 3.2.3 re´ve`le que les ventres
(nœuds) de la force correspondent bien aux nœuds (ventres) de de´placement z de la surface,
et que l’amplitude F de la force stationnaire augmente avec l’amplitude de l’onde comme dans
le cas d’une surface (001) (calculs non-montre´s).
Dans la section suivante, nous cherchons un moyen de prendre en compte la variation
Pmin dans le calcul de l’intensite´ de structuration et nous e´tudions l’origine physique de cette
variation.
3.4 E´nergie effective de structuration
Dans la partie pre´ce´dente, nous avons utilise´ l’e´quation (3.15) pour quantifier l’effet struc-
turant. Si dans la plupart des cas cette de´finition est suffisante pour exprimer l’intensite´ de
structuration, elle montre ses limites dans certaines situations, comme pour la diffusion sur
la surface (111) (voir section 3.3.6). Dans un premier temps, nous cherchons l’origine des
diffe´rences qualitatives entre les distributions P (x) sur les diffe´rentes surfaces et orientations
du vecteur d’onde. Dans un second temps, nous cherchons a` quantifier l’intensite´ de structura-
tion de manie`re a` pouvoir donner une valeur de ∆EeffStSAW dans tous les cas. Pour ce faire,
nous observons les histogrammes P (x,y) de la position (x,y) de l’adatome pour chaque cas
d’orientation cristalline de la surface et de direction d’onde pre´sente´ dans ce chapitre.
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Figure 3.22 – Simulations LJ a` T = 0,24. Surface (001), onde (a) : x = [100], (b) : x =
[110]. ω100e = 0,904, ω
110
e = 0,924, λ
100 = 38,08, λ110 = 38,16. (a) : et (b) : Distribution
P (x,y) des positions de l’adatome. Les distributions sont calcule´es a` partir de 200 trajectoires
inde´pendantes dont les positions initiales sont uniforme´ment re´parties le long d’une longueur
d’onde. La dure´e de chaque trajectoire est de 8000 unite´s de temps. Les carre´s blancs de´signent
les limites d’inte´gration dans le calcul de la diffe´rence d’e´nergie effective.
Surface (001)
Les figures 3.22(a) et (b) repre´sentent les histogrammes P (x,y) en deux dimensions des
positions de l’adatome sur la surface (001) pour une onde oriente´e respectivement dans les
directions x = [100] et x = [110]. Les parame`tres de simulation sont les meˆmes que ceux utilise´s
pour les re´sultats pre´sente´s figure 3.12. On constate qu’un pic centre´ dans un minimum local a
une largeur ∆x plus importante au niveau d’un nœud qu’au niveau d’un ventre. Ce phe´nome`ne
est duˆ a` la composante longitudinale de l’onde, pour laquelle l’amplitude de de´placement en x
est maximale (minimale) quand l’amplitude de de´placement z est minimale (maximale). Plus
on s’e´loigne d’un ventre, plus les positions des sites locaux oscillent autour de leur position
d’e´quilibre (position des atomes du substrat sans StSAW). En effet, au niveau des nœuds de
vibrations, la de´formation est minimale mais le de´placement est maximal (voir l’insert de la
figure 3.8(b)).
L’e´largissement en x des pics au niveau des nœuds a des conse´quences directes sur les
histogrammes P (x) de la figure 3.12. Dans le cas de l’onde oriente´e x = [100], le nombre de
sites locaux par longueur d’onde dans la projection en x est plus grand que pour une onde
oriente´e dans la direction x = [110] (n100 = 48 sites pour une longueur d’onde et n110 = 34).
La distance entre deux sites locaux conse´cutifs est donc plus faible pour la direction x = [100]
de l’onde. En projetant l’ensemble de P (x,y) selon la direction x, les pics de P (x,y) au niveau
du nœud peuvent se superposer pour une amplitude e´leve´e et eˆtre en partie a` l’origine des
variations de l’ensemble Pmin de la figure 3.12(a).
Sachant que les distributions P (x,y) sont plus larges dans la direction x au niveau d’un
nœud qu’au niveau d’un ventre, on peut de´finir une diffe´rence d’e´nergie effective de la manie`re
suivante :
∆EeffStSAW2D
kBT
= ln
∫ dy/2
−dy/2 dy
∫ dx/2
−dx/2 dxPv(x,y)∫ dy/2
−dy/2 dy
∫ dx/2
−dx/2 dxPn(x,y)
(3.17)
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∆EeffStSAW/kBT ∆E
eff
StSAW2D
/kBT
x = [100] 1,21 0,42
x = [110] 1,55 0,63
TABLEAU 3.1 – E´nergies effectives de structuration de´finies par les e´quations (3.15) et (3.17)
pour une surface (001), vecteurs d’onde x = [100] et x = [110]. T = 0,24, A = 0.4, ω100 = 0.904,
ω110 = 0.924, λ100 = 38,08, λ110 = 38,16.
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Figure 3.23 – Simulations LJ a` T = 0,24. Surface (111), onde x = [121]. Distribution P (x,y)
des positions de l’adatome diffusant sur une surface sans onde. Les distributions sont calcule´es
a` partir de 200 trajectoires inde´pendantes dont les positions initiales sont uniforme´ment selon
x. La dure´e de chaque trajectoire est de 8000 unite´s de temps.
ou` Pv(x,y) est la distribution P (x,y) au niveau d’un ventre, Pn(x,y) au niveau d’un nœud,
dx = λ/n
hkl la distance entre deux sites locaux conse´cutifs dans la projection selon x et dy celle
entre deux minima du potentiel cristallin dans la projection selon y. Les bornes d’inte´gration
sont repre´sente´es sur la figure 3.22(a) et (b) par les carre´s blancs autour des maxima locaux
de P (x,y) au niveau d’un ventre et d’un nœud. Les limites du domaine inte´gre´ sont de´finies
comme les points les plus proches de Pn(x,y) ou Pv(x,y) dont la valeur de P (x,y) est minimale
dans chacune des directions.
Les valeurs obtenues sont ∆Eeff
100
StSAW2D
= 0,42 kBT et ∆E
eff110
StSAW2D
= 0,63 kBT . La de´finition (3.17),
prend en compte l’e´talement de P (x,y) au niveau des nœuds revoyant a` la baisse les valeurs
des e´nergies effectives : ∆EeffStSAW2D < ∆E
eff
StSAW (voir table 3.1).
Surface (111)
La figure 3.23 repre´sente l’histogramme P (x,y) des positions d’un adatome sur une surface
(111) sans onde. Les maxima de P (x,y) sont centre´s sur les sites d’adsorption de la surface,
les sites cfc et hcp (voir figure 3.19). Le faible contraste entre les valeurs de P (x,y) d’un col
et d’un site d’adsorption souligne la rapidite´ de la diffusion et le faible temps de re´sidence de
l’adatome dans un minimum local. Notons que l’irre´gularite´ les maxima de P (x,y) est due a`
des statistiques insuffisantes. De plus, les deux sites cfc et hcp sont indistinguables de par la
faible statistique et de par la faible diffe´rence d’e´nergie d’adsorption entre les deux sites au
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Figure 3.24 – Simulations LJ a` T = 0,24. Surface (111), onde x = [121]. ωe = 0,951, λ = 38,85.
Distribution P (x,y) des positions de l’adatome pour A = 0,4. Les distributions sont calcule´es a`
partir de 200 trajectoires inde´pendantes dont les positions initiales sont uniforme´ment re´parties
le long d’une longueur d’onde. La dure´e de chaque trajectoire est de 8000 unite´s de temps.
Les carre´s blancs de´signent les limites d’inte´gration dans le calcul de la diffe´rence d’e´nergie
effective.
regard de la tempe´rature.
La figure 3.24 repre´sente P (x,y) pour une onde de´finie dans la direction x = [121]. Les
parame`tres de simulations sont les meˆmes que ceux utilise´s pour les re´sultats de la figure 3.20.
Dans les directions e´quivalentes {121} (sauf la direction x), les sites cfc et hcp sont si proches
que lors de la vibration, les distributions de chacun de ces sites sont confondues dans la pro-
jection selon la direction x et forment un seul pic dans P (x).
L’e´nergie effective calcule´e avec la de´finition (3.17) est ∆Eeff
121
StSAW2D
= 0,64 kBT contre
∆Eeff
121
StSAW = 0,84 kBT avec la de´finition (3.15), confirmant que la nouvelle de´finition de l’e´nergie
effective revoit a` la baisse la valeur de l’intensite´ de structuration. Notons que dans ce cas pre´cis
les inte´grations ne sont pas calcule´es autour d’un seul maximum de P (x,y) puisque deux de ces
maxima sont difficilement distinguable au niveau d’un nœud de vibration (voir carre´s blancs
de la figure 3.24). Ce sera e´galement le cas pour les figures 3.25(a) et (b).
Les re´sultats les plus e´tonnants sont pre´sente´s par la figure 3.25 qui rapporte la diffusion
sur la surface (111) avec une onde dans la direction x = [101] pour des amplitudes A = 0,28
(a) et A = 0,4 (b). Pour l’amplitude A = 0,28, on retrouve le comportement attendu : des
maxima au niveau des sites locaux et les positions qui oscillent au niveau du nœud de l’onde. A
amplitude plus e´leve´e (A = 0,4), deux phe´nome`nes sont mis en e´vidence par la figure 3.25(b) :
– aux nœuds, les probabilite´s de pre´sences P (x,y) des sites locaux se superposent quand
P (x,y) est projecte´ selon la direction x.
– aux ventres, les pics ne sont plus situe´s au niveau des sites locaux, mais entre les deux.
Cette dernie`re observation est surprenante et nous n’avons pour le moment pas d’expli-
cation a` ce phe´nome`ne.
Les e´nergies effectives sont ∆Eeff
101
StSAW2D
= 0,73 kBT pour A = 0,28 et ∆E
eff101
StSAW2D
= 0,42 kBT
pour A = 0,4. Rappelons qu’il e´tait difficile de de´finir une e´nergie effective avec l’e´quation (3.15)
pour le cas (111)/x = [101], ce qui est maintenant chose faite avec la de´finition (3.17). Dans
ce cas pre´cis de surface et de vecteur d’onde, l’intensite´ de la structuration diminue au-dela`
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Figure 3.25 – Simulations LJ a` T = 0,24. Surface (111), onde x = [101]. ωe = 0,878,
λ = 38,08 (a) et (b) : Distribution P (x,y) des positions de l’adatome pour A = 0,28 et
A = 0,4. Les distributions sont calcule´es a` partir de 200 trajectoires dont les positions initiales
sont uniforme´ment re´parties le long d’une longueur d’onde. La dure´e de chaque trajectoire est
de 8000 unite´s de temps. Les carre´s blancs de´signent les limites d’inte´gration dans le calcul de
la diffe´rence d’e´nergie effective.
Surface/Direction de k ∆EeffStSAW/kBT ∆E
eff2D
StSAW/kBT
(001)/[110] 1,55 0,63
(001)/[100] 1,21 0,42
(111)/[121] 0,84 0,64
(111)/[101] 0,0 0,42
TABLEAU 3.2 – Re´capitulatif des e´nergies de structuration pour les diffe´rentes combinaisons
d’orientation surface/vecteur d’onde. Simulations LJ a` T = 0,24, A = 0,4, λ ' 38,08.
d’une certaine amplitude A comprise entre 0,28 et 0,4.
Le tableau 3.2 donne les valeurs des e´nergies effectives de´crites par les e´quations (3.15)
et (3.17) pour diffe´rentes orientations de la surface et diffe´rentes directions du vecteur d’onde.
Les parame`tres dans toutes ces simulations sont A = 0,4, λ ' 38,08, et T = 0,24.
La de´finition de ∆EeffStSAW donne´e par l’e´quation (3.15) suffit dans la plupart des cas quant a`
la comparaison de l’intensite´ de structuration pour une surface et une direction d’onde donne´e.
Pour la comparaison de l’effet structurant entre deux surfaces diffe´rentes, la de´finition (3.17)
semble plus approprie´e, la valeur obtenue tenant compte des oscillations plus ou moins impor-
tantes des sites locaux de la surface dans la direction x.
3.5 Conclusion
Nous avons montre´ dans ce chapitre l’influence d’une onde acoustique stationnaire de sur-
face (StSAW) sur un atome unique diffusant sur une surface cristalline par des simulations
de dynamique mole´culaire. Le principal re´sultat est l’identification d’une force stationnaire
FStSAW qui favorise la pre´sence de l’adatome au niveau des ventres de de´placement z de la
surface. L’existence de cet effet structurant est inde´pendant du potentiel d’interaction et donc
du mate´riau utilise´. Nous avons mis en e´vidence son origine microscopique qui est une modifi-
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cation des barrie`res de diffusion induite par le champ de de´formation de la surface par l’onde
stationnaire.
Nous avons puˆ, graˆce a` un mode`le de Langevin, mode´liser l’influence de la StSAW par
un potentiel effectif inde´pendant du temps qui agit sur l’adatome a` une e´chelle de temps
supe´rieure a` la pe´riode de l’onde. Ce calcul est valable quand les diffe´rentes e´chelles de temps
qui interviennent dans le mouvement de l’adatome s’e´crivent : 2pi/ωe  τre  τr.
Nous avons de´fini une e´nergie effective ∆EeffStSAW permettant de quantifier l’intensite´ de
l’effet structurant et e´tudie´ l’influence des parame`tres de l’onde et du substrat sur cette
e´nergie. Cette e´tude re´ve`le que l’intensite´ de structuration croˆıt avec l’amplitude de l’onde.
En changeant la longueur d’onde, nous avons puˆ confirmer que l’intensite´ de structuration est
proportionnelle a` la de´formation de la surface. L’e´tude de la tempe´rature a permis de confirmer
que l’effet de la structuration diminue avec l’augmentation de la tempe´rature.
Enfin, nous avons e´tudie´ l’effet de la diffusion sur une surface (111) pour laquelle la diffusion
de l’adatome est plus rapide. Le re´sultat essentiel est qu’une structuration est toujours observe´e
malgre´ la vitesse e´leve´e de diffusion.
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Chapitre 4
Mode`le analytique de la diffusion
d’un adatome sur une surface
soumise a` une onde acoustique
stationnaire
La diffusion d’un unique adatome diffusant sur un cristal soumis a` une onde acoustique
stationnaire de surface (StSAW) est e´tudie´e par un mode`le analytique. L’e´tude mene´e dans ce
chapitre est essentielle pour identifier l’influence de chaque parame`tre sur la structuration.
Cette e´tude a donne´ lieu a` deux publications dont les contenus sont suffisamment complets
pour eˆtre directement inte´gre´s dans ce manuscrit.
Dans le premier article, a` partir de l’hamiltonien de´crivant le syste`me (adatome + substrat
+ StSAW), nous e´tablissons une e´quation de Langevin ge´ne´ralise´e de´crivant le mouvement de
l’adatome en pre´sence de la StSAW. Un des principaux re´sultats est qu’une force stationnaire
est induite par la StSAW sur l’adatome. Chaque terme de l’e´quation est e´tudie´ en de´tail.
Le second article concerne les solutions de l’e´quation de Langevin e´tablie dans le premier
article. Nous mettons en e´vidence le caracte`re structurant de la StSAW sur la diffusion de
l’adatome.
Ma contribution personnelle pour ces deux publications concerne les calculs analytiques et
nume´riques avec une participation plus importante pour le deuxie`me article.
67
PHYSICAL REVIEW B 85, 155420 (2012)
Unidimensional model of adatom diffusion on a substrate submitted to a standing acoustic wave.
I. Derivation of the adatom motion equation
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The effect of a standing acoustic wave on the diffusion of an adatom on a crystalline surface is theoretically
studied. We used an unidimensional space model to study the adatom + substrate system. The dynamic equation
of the adatom, a generalized Langevin equation, is analytically derived from the full Hamiltonian of the
adatom + substrate system submitted to the acoustic wave. A detailed analysis of each term of this equation
as well as of their properties is presented. Special attention is devoted to the expression of the effective force
induced by the wave on the adatom. It has essentially the same spatial and time dependencies as its parent
standing acoustic wave.
DOI: 10.1103/PhysRevB.85.155420 PACS number(s): 81.15.Aa, 05.70.Ln, 68.35.Fx
I. INTRODUCTION
While the semiconductors industry extensively uses the
lithography process to stamp the microdevices at the
nanoscale, research centers and laboratories have investigated
the self-assembling properties of materials to avoid this
expensive and time consuming process. Most strategies to
self-assemble materials at the nanoscale, especially during
the atomic deposition process of semiconductor benefit
from the elastic properties or from the structure of the
substrate: the Stranski-Krastanov growth mode relies on
the competition between the surface and elastic energies to
organize the 3D growth,1,2 buried dislocations networks in the
substrate induce a periodic strain field at the substrate surface
that drives the diffusion of adatoms,3,4 and, finally, the use
of patterned substrates (vicinal surfaces, holes, or mesas) can
create some preferential nucleation sites.5–8
An alternative approach to self-assemble materials at the
nanoscale, the dynamic substrate structuring effect has been
recently proposed.9 At the macroscopic scale, a sand bunch
on a drum membrane excited at one of its eigenfrequencies
self-structures by accumulating around the nodes or antinodes
displacements of the membrane.10 Transposing this concept at
the nanoscale, we investigate the diffusion of an adatom on
a crystalline substrate submitted to a standing acoustic wave
(StAW).11 Molecular dynamic simulations have evidenced that
the StAW structures the diffusion of the adatom by encourag-
ing its presence in the vicinity of the maximum displacements
of the substrate.9 These simulations have evidenced that the
effect of the StAW is strong enough to have measurable effects.
The typical and relevant StAW wavelengths vary from a few
to hundreds of nanometers. Experimentally, the production of
standing surface acoustic waves of a few hundred nanometers
to micrometers wavelengths are nowadays available through
the use of interdigital transducer12,13 or optically excited
nanopatterned surfaces,14 whereas one does not know yet
how to efficiently generate smaller wavelengths (few to tens
nanometers) phonons.
In this study, we propose to analytically study the diffusion
of a single adatom on a crystalline surface submitted to a
StAW. The goal of this study is to establish the formalism
and the dynamic equation that describes the diffusion of an
adatom on a crystalline substrate submitted to a StAW. In
Sec. II, a generalized Langevin equation governing the adatom
diffusion on a one-dimensional substrate is analytically derived
from the Hamiltonian of the system (adatom + substrate).
Sections III, IV, V, and VI detail the different terms involved in
this generalized Langevin equation as well as their properties.
II. ADATOM MOTION EQUATION
We consider the diffusion of an adatom on a crystalline
substrate submitted to a StAW with a wave vector in the x
direction. Since the adatom diffusion is expected to be mainly
affected in the x direction, we specialize to a system with one
degree of freedom. The extension to a 2D system to model a
more complex StAW system (for instance, two StAWs with
wave vectors in the x and y directions form a square lattice
of nodes and antinodes) is straightforward, though analytical
calculations may become tedious.
Figure 1 reports a sketch of the model under study. x
and x−N , . . . ,xN , respectively, design the positions of the
adatom and of the 2N + 1 substrate atoms in the reference
frame of the center of mass of the substrate. Following
the work of Zwanzig15 and related works,16–18 we start with
the Hamiltonian of the isolated system (adatom + substrate):
H0 = p
2
2m
+(x,x−N , . . . ,xN )+
N∑
j=−N
p2j
2mj
+Vsub(x−N , . . . ,xN ),
(1)
where m,p and mj,pj are, respectively, the masses and
momenta of the adatom and of the substrate atoms,
Vsub(x−N , . . . ,xN ) and (x,x−N , . . . ,xN ) the potential energies
of the substrate-substrate and adatom-substrate interactions.
At this point, the generation process of the StAW has not been
yet introduced, this will be done later on.
The motion of the substrate atoms will be described in
the harmonic approximation19 with the associated phonons of
eigenvibration frequencies ωn, normal coordinates Qn, and
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FIG. 1. (Color online) Schematic representation of the model
under study. The adatom (red) and substrate atoms (blue) are
characterized by their coordinates x and xj (j ∈ {−N..N}) in the
reference frame of the center of mass of the substrate. Note that, for
clarity reasons, the adatom is not reported on the same horizontal line
as the substrate atoms, but the model is unidimensional.
momenta n:
∑
j
p2j
2mj
+ Vsub(x−N , . . . ,xN ) 
1
2
∑
n
(
n ¯n + ω2nQn ¯Qn
)
,
(2)
where over-bar quantities are complex conjugate quantities
and where the potential origin has been fixed at the equilib-
rium positions, Vsub(x0−N , . . . ,x0N ) = 0. In this and in all the
following equations, unless otherwise stated, the summations
over the substrate atoms j are from −N to N and those over
the normal modes n are from −N to N excluding n = 0.
Note that, within the harmonic approximation, for an isolated
substrate, there is no substrate dilation with temperature nor
energy exchanges between the phonons.
The substrate atom displacements, uj = xj − x0j , around
their equilibrium positions x0j are thus given by
uj = 1√
mj
∑
n
eiknx
0
j Qn, (3)
where kn is the wave vector of the n normal mode. In Eqs. (2)
and (3), we have
k−n = −kn, ω−n = ωn, ¯Qn = Q−n, and ¯n = −n. (4)
From Eqs. (2) and (3) and performing a development of the
potential  to first order in the uj ’s,
(x,x−N , . . . ,xN ) = 
(
x,x0−N , . . . ,x
0
N
)
+
∑
j
uj
∂
∂xj
(
x,x0−N , . . . ,x
0
N
)
= 0(x)
+1
2
∑
n
[Qn n(x) + ¯Qn ¯n(x)], (5)
where
0(x) = 
(
x,x0−N , . . . ,x
0
N
)
, (6)
n(x) =
∑
j
1√
mj
eiknx
0
j
∂
∂xj
(
x,x0−N , . . . ,x
0
N
)
. (7)
The interaction of the adatom with the substrate has been
separated into two contributions. 0(x), the first one, appears
as an external static force field. It is due to the frozen
equilibrated substrate interatomic periodic potential. The
second one, represents the interaction of the adatom with the
phonons Qn, i.e., with the moving substrate atoms around their
equilibrium positions.
Equation (1) hence reads
H0 = p
2
2m
+ 0(x)
+ 1
2
∑
n
[Qn n(x) + ¯Qn ¯n(x)]
+ 1
2
∑
n
(
n ¯n + ω2nQn ¯Qn
)
. (8)
Note that the coupling between the substrate and the adatom
is linear in the phonon variables and nonlinear in the adatom
variable, i.e., the reverse situation of the one studied by Cortes
et al.17
To model the presence of a StAW in Eq. (8), we add a
forcing term with the same F amplitude on two specific normal
variables of opposite wave vectors Qnex and ¯Qnex (= Q−nex ).
However, since our model does not consider any dissipation of
the substrate vibration modes, we slightly detune the forcing
frequency nex = ωnex + δωnex from the eigenfrequency ωnex
to avoid any resonance and subsequent divergence of the
amplitude of the mode Qnex . These two modes will be
equally excited and thus, from basic forced oscillation theory,20
one expects a forced oscillation substrate displacement field
proportional to that of the parent standing wave:
u(x,t) = − 2F
M	2
cos(nex t) cos(knexx + η), (9)
where M is the mass of the oscillator, η a phase depending on
the initial conditions and with
	2 = 2nex − ω2nex = (ωnex + δωnex )2 − ω2nex . (10)
We thus consider the following Hamiltonian for the system
(adatom + substrate submitted to a StAW):
H = p
2
2m
+ 0(x) + 12
∑
n
[Qn n(x) + ¯Qn ¯n(x)]
+ 1
2
∑
n
(
n ¯n + ω2nQn ¯Qn
)
− (Qnex + ¯Qnex )F cos(nex t). (11)
Note that, in Eq. (11), the addition of the StAW term makes
the Hamiltonian time dependent. In addition, the work of the
operator to induce the StAW [the last term of Eq. (11)] is
not null on average and leads to a monotonous increase of
the average energy of the system (adatom + substrate). This
would be the case even taking into account all the nonlinear
terms we have omitted in Eq. (11).
We, however, assume that despite this monotonous increase
of the energy, the temperature of the system remains constant,
either by considering that the substrate is infinite and has the
behavior of a thermostat, or by considering that the system is
not totally isolated and coupled to an external thermostat.
The dynamic equations derived from Eq. (11) read21
dQn
dt
= n, (12a)
dn
dt
= −ω2nQn − ¯n(x) + n,nexF cos
(
nex t
)
, (12b)
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(12c)
dx
dt
= p
m
,
dp
dt
= −d0
dx
(x) − 1
2
∑
n
[
Qn
dn
dx
(x) + ¯Qn d
¯n
dx
(x)
]
,
(12d)
where i,j = δi,j + δi,−j with δi,j the Kronecker symbol.22 In
Eq. (12b), − ¯n(x) is the force on the substrate normal mode
n, induced by the adatom at position x. Solving Eqs. (12a) and
(12b) between t0 and t , the normal substrate coordinates read
Qn(t) = Qn(t0) cos[ωn(t − t0)] + n(t0)
ωn
sin[ωn(t − t0)]
−
∫ t
t0
¯n(x(t ′)) sin[ωn(t − t
′)]
ωn
dt ′
+
∫ t
t0
n,nexF cos
(
nex t
′) sin[ωn(t − t ′)]
ωn
dt ′, (13)
where Qn(t0) and n(t0) are fixed by the initial conditions. An
integration of the second integral and an integration by parts
of the first one gives
Qn(t) = Cn(t0) cos[ωn(t − t0)] + Dn(t0) sin[ωn(t − t0)]
−
¯n[x(t)]
ω2n
+
∫ t
t0
cos[ωn(t − t ′)]
ω2n
dx
dt
(t ′)d
¯n
dx
[x(t ′)]dt ′
−n,nex
F
	2
cos
(
nex t
)
, (14)
with
Cn(t0) = Qn(t0) + n,nex
F
	2
cos
(
nex t0
)+ ¯n[x(t0)]
ω2n
,
(15a)
Dn(t0) = n(t0)
ωn
− n,nex
F
	2
nex
ωn
sin
(
nex t0
)
. (15b)
From Eqs. (4) and (7), we have
¯Cn = C−n and ¯Dn = D−n. (16)
Using Eqs. (12c), (12d), and (14), we derive the generalized
Langevin equation governing the adatom diffusion:
m
d2x
dt2
= −deff
dx
(x) −
∫ t
t0
γ [x(t),x(t ′),t − t ′]dx
dt
(t ′)dt ′
+ ξ (t) + FSAW(x,t). (17)
The left-hand side term of Eq. (17) is the usual inertial term.
On the right-hand side, we distinguish four terms, which are
successively:
(1) The force induced by the effective crystalline potential
eff(x), defined by
eff(x) = 0(x) − 12
∑
n
1
ω2n
n(x) ¯n(x). (18)
The properties of this potential will be studied in Set. VI.
(2) The friction term − ∫ t
t0
γ [x(t),x(t ′),t − t ′] dx
dt
(t ′)dt ′ that
depends on the adatom velocity and on the memory kernel
γ (x,x ′,t − t ′) which reads
γ (x,x ′,t − t ′) =
∑
n
cos[ωn(t − t ′)]
ω2n
dn
dx
(x)d
¯n
dx
(x ′). (19)
The properties of γ (x,x ′,t − t ′) will be studied in Set. IV.
(3) The stochastic force17,18 ξ (t) is
ξ (t) = −
∑
n
{Cn(t0) cos[ωn(t − t0)]
+Dn(t0) sin[ωn(t − t0)]}dn
dx
[x(t)]. (20)
This term depends on the initial conditions and adatom position
and is a quickly varying force generated by the substrate. The
properties of this force will be described in Sec. V.
(4) The last term FSAW(x,t) is the effective force due to the
applied forcing term at nex , i.e., the force FSAW(x,t) induced
by the StAW on the adatom through the substrate:
FSAW(x,t) = F
	2
[
dnex
dx
(x) + d
¯nex
dx
(x)
]
cos
(
nex t
)
. (21)
This force will be detailed in Sec. III. The three first forces,
crystalline, friction and stochastic, exist even in the absence of
the StAW excitation. They are the usual forces describing the
dynamics of the atoms in a crystalline material.
We have chosen to keep in FSAW(x,t) only the forced
oscillation term at the angular frequency nex . All the other
terms depending on F have been included in the stochastic
force ξ (t). They correspond to the responses of the oscillators
Qnex and ¯Qnex to the initial conditions at t = t0. Since the
normal modes of the substrate are undamped, these last terms
are periodic and do not cancel. For damped oscillators, the
terms depending onF in the stochastic force would correspond
to a transient regime and would thus cancel, contrary to the
forced oscillation term at the angular frequency nex .
III. THE STAW FORCE
To derive the expression of the force FSAW(x,t) induced
by the StAW, we need to explicit the expression of nex (x)
in Eq. (21). Since interaction potentials depend only on the
relative position of the interacting particles, so do 0 and n.
n then reads
n(x) =
∑
j
1√
mj
eiknx
0
j
∂
∂xj
(
x − x0−N , . . . ,x − x0N
)
= αn(x)eiknx, (22)
with αn(x) defined as
αn(x) =
∑
j
1√
mj
e−ikn(x−x
0
j ) ∂
∂xj
(
x − x0−N ,...,x − x0N
)
. (23)
Note that for an infinite crystal, the αn(x) functions have
the lattice periodicity.23 In addition, α¯n(x) = α−n(x) so that
introducing the real αrn(x) = [αn(x)] and imaginary αin(x) =
[αn(x)] parts of αn(x), we have
αrn(x) = αr−n(x) and αin(x) = −αi−n(x), (24)
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which leads to
dn
dx
+ d
¯n
dx
= 2[gn(x) cos(knx) + hn(x) sin(knx)], (25)
with
gn = dα
r
n
dx
− knαin hn = −
(
knα
r
n +
dαin
dx
)
, (26)
where gn(x) and hn(x) have the lattice substrate periodicity.
The FSAW(x,t) force then reads
FSAW(x,t) = 2F
	2
cos
(
nex t
)[
gnex (x) cos
(
knexx
)
+hnex (x) sin
(
knexx
)]
. (27)
The comparison of Eqs. (27) and (9) shows that, as
expected, the SAW force on the adatom, induced by the
standing surface acoustic wave through the substrate, has the
large scale spatial and time dependence of the corresponding
standing wave. This dependence at spatial length scales
2π/knex has been exhibited in molecular dynamic simulations9
of adatom diffusing on a substrate submitted to a standing
surface acoustic wave. However, at a finer scale, x smaller
than the lattice parameter, this force experiences an amplitude
and a phase modulation due to the presence of the crystalline
potential through the functions gnex (x) and hnex (x).
At this point, it is instructive to turn to a particular case by
specifying the substrate and the interaction potential between
the adatom and the substrate atoms, especially in order to
get an explicit expression of the functions αn(x) and thus of
gn(x) and hn(x). We assume that the substrate atoms have
the same mass M and that the adatom interacts with each
substrate atom through an attracting pair potentialVpair(x − xi)
that cancels at infinity. We choose for Vpair an exponential
curve of extension σ (roughly the pair interaction range), i.e.,
a potential expression, that is physically meaningful and that
allows the derivation of analytical calculations:

(
x,x0−N , . . . ,x
0
N
) = ∑
j
Vpair
(
x − x0j
)
= −
∑
j
V0e
−|x−x0
j
|
σ , (28)
where V0 is the bonding energy. Note that minima of 
correspond to atoms substrate positions. We have x0j = ja
where a is the lattice spacing and j ∈ [−N,N ]. αn(x) then
reads
αn(x) = 1√
M
∑
j
e−ikn(x−x
0
j ) ∂
∂xj
(
x − x0−N , . . . ,x − x0N
)
= − 1√
M
∑
j
e−ikn(x−x
0
j ) dVpair
dx
(
x − x0j
)
= V0√
M
∑
j
e−ikn(x−ja)
d
dx
[
e
−|x−ja|
σ
]
. (29)
To take into account the discontinuties of the derivative of
Vpair at its minima, we define m0(x) and r(x), respectively,
the quotient and the rest of the Euclidian division of x by
a: x = m0a + r , with m0 ∈ [−N, + N ] and 0 6 r(x) < a.
m0(x) is related to the potential well [m0a,(m0 + 1)a] in
between which the adatom is and r(x) where it is exactly
in between. Extending the size of the substrate to infinity
(N → ∞) in Eq. (29), we obtain
αn(x) = V0
σ
√
M
⎡
⎣ ∞∑
j=m0+1
e−ikn(x−ja)e
x−ja
σ
−
m0∑
j=−∞
e−ikn(x−ja)e−
(x−ja)
σ
⎤
⎦ (30)
= V0
σ
√
M
(
e−iknr+
r
σ
e
a
σ
−ikna − 1 −
e−iknr−
r
σ
1 − e−ikna− aσ
)
. (31)
αn(x) appears then as a function of r(x) only, which reads
αn[r(x)] = V0
σ
√
M
eikna cosh
(
r
σ
)− cosh ( r−a
σ
)
cosh
(
a
σ
)− cos(kna) e−iknr . (32)
From this expression of αn, we deduce the following
expressions for n, gn, and hn:
n(x) = V0
σ
√
M
eikna cosh
(
r
σ
)− cosh ( r−a
σ
)
cosh
(
a
σ
)− cos(kna) eiknm0a, (33)
gn(r) = V0
σ 2
√
M
[
cosh
(
a
σ
)− cos(kna)]
{
cos[kn(r − a)] sinh
( r
σ
)
− cos(knr) sinh
(
r − a
σ
)}
, (34)
hn(r) = V0
σ 2
√
M
[
cosh
(
a
σ
)− cos(kna)]
{
sin[kn(r − a)] sinh
( r
σ
)
− sin(knr) sinh
(
r − a
σ
)}
. (35)
Note that, since gn(x) and hn(x) in Eq. (26) have the lattice periodicity, we have gn(x) = gn(m0a + r) = gn(r) and hn(x) =
hn(m0a + r) = hn(r). One can easily verify that FSAW [see Eq. (27)] is a continuous function of x, despite the discontinuity of the
derivative of Vpair. A more symetric expression can be obtained through the r = r ′ + a/2 translation, with now −a/2 6 r ′ 6 a/2
(r ′ = 0 corresponds to the midposition between two successive potential wells, located at r ′ = ±a/2):
FSAW[x,r ′(x),t] = Fsaw(r ′) cos
(
nex t
)
cos
[
knex (x − r ′) + ϕ0(r ′)
] = Fsaw(r ′) cos (nex t) cos [knexx + ϕ(r ′)], (36)
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with
Fsaw(r ′) = 2F0
[
cos2
knexa
2
sinh2
a
2σ
cosh2
r ′
σ
+ sin2 knexa
2
cosh2
a
2σ
sinh2
r ′
σ
]1/2
,
= 2F0 cos
(
knexa
2
)
sinh
(
a
2σ
)[
1 +
(
1 + tan2 knexa
2
coth2
a
2σ
)
sinh2
r ′
σ
]1/2
, (37)
tan[ϕ0(r ′)] = tan knexa2 coth
a
2σ
tanh
r ′
σ
, (38)
F0 = 2V0F
	2σ 2
√
M
[
cosh
(
a
σ
)− cos (knexa)] , (39)
whereFsaw(r ′) andϕ(r ′) = ϕ0(r ′) − knexr ′ are, respectively, the
amplitude and the phase of the large scale spatial dependence
of FSAW[x,r ′(x),t]. Equation (36) again evidences the large
scale spatial and time dependence of the SAW. This point is
also evidenced by evaluating the force at the substrate atoms
positions, r ′ = ±a/2, and at the midway position between two
successive potential wells, r ′ = 0:
FSAW(x,r ′ = ±a/2,t)
= F0 sinh
( a
σ
)
cos
(
knexx
)
cos
(
nex t
)
, (40)
FSAW(x,r ′ = 0,t) = 2F0 cos
(
knexa
2
)
sinh
(
a
2σ
)
× cos (knexx) cos (nex t). (41)
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FIG. 2. (Color online) Top and bottom: maximum force induced
by the StAW [t = 0[2π/nex ] in Eq. (36)] and middle: interatomic
potential [see Eq. (28)] as a function of x/a, for knexa = 2π/15 and
two values of σ/a: 0.5 (black) and 1.5 (red). Top and bottom: envelop
curve at the substrate atom positions [blue, Eq. (41)] and midway in
between [magenta, Eq. (40)].
Figure 2 reports both the maximum force [t = 0[2π/nex ]
in Eq. (36)] induced by the StAW and the interatomic potential
[see Eq. (28)] as a function of x/a for knexa = 2π/15 and two
values of σ/a: 0.5 and 1.5. The large scale spatial dependence
in cos(knexx) of the force FSAW[x,r ′(x),t] is clearly evidenced,
whereas the finer scale, between two successive potential
wells exhibits the sinus hyperbolic-based dependence of the
force evidenced in Eq. (37). As σ increases, the amplitude
of the wells of the adatom-substrate potential [see Eq. (28)]
and the amplitude of the variations of the force at both
the large scale 2π/knex and at the fine scale a decrease:
indeed, if the interaction between the adatom and the substrate
is less pronounced, the force induced by the wave on the
adatom will also be reduced on both fine and large spatial
scales.
IV. THE MEMORY KERNEL
Let’s now study the memory kernel γ (x,x ′,t − t ′) of the
friction force [see Eq. (19)] that depends on the αn functions
through n(x) [see Eq. (22)]:
γ (x,x ′,t − t ′) =
∑
n
cos[ωn(t − t ′)]
ω2n
dn
dx
(x)d
¯n
dx
(x ′).
Note that this memory kernel depends on the adatom position
so that the dissipation term in Eq. (17) is nonlinear in the
adatom variables.15,24 An explicit expression of γ is out of
scope. However, since the αn functions are periodic functions
of period the lattice parameter a, we can make an evaluation of
the kernel without taking into account their spatial variations.
They are then replaced in Eq. (19) by their mean value over
the period a. This is equivalent to take into account only the
first term, α˜n(0), of their Fourrier expansion:
γ (x,x ′,t − t ′) ≈
∑
n
cos[ωn(t − t ′)]eikn(x−x ′)
ω2n
k2nα˜n(0)α˜n(0),
(42)
with
α˜n(0) = 1
a
∫ a
0
αn(x)dx. (43)
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Again using the particular interatomic potential [see Eq. (28)]
with Eqs. (31) or (32), one gets
α˜n(0) = 2iknV0
aσ
√
M
(
k2n + 1/σ 2
) . (44)
Within this approximation, the memory kernel reads
γ (x − x ′,t − t ′) ≈ 4V
2
0
a2M
∑
n
k4n cos[ωn(t − t ′)]
ω2n
×
(
σ
1 + k2nσ 2
)2
eikn(x−x
′).
(45)
In the same spirit, we will use the Debye model,25 which is
well adapted for simple monoatomic lattices at intermediate
temperatures, to describe the phonon dispersion relation, ωn =
cskn, where cs is the speed of sound of the substrate, and change
the discrete summation to an integral:
γ (x − x ′,t − t ′) ≈ 4V
2
0 σ
2
a2Mc2s
×
∫ kD
−kD
k2 cos[csk(t − t ′)]eik(x−x ′)
(1 + k2σ 2)2 g(k)dk,
(46)
where kD = π/a is the Debye wave number and g(k) =
L/(2π ) the density of states in the reciprocal space, with
L = 2Na the size of the substrate. Moreover, since the
function k2/(1 + k2σ 2)2 is a peaked function centered at
k = 0 of extension 1/σ , and considering that σ is generally
larger than a, the limits of integration are extended to ∞.
An integration by parts leads to the calculation of Fourier
transform of Lorentzians and to the following approximated γ
expression:
γ (x − x ′,t − t ′) = LV
2
0
2c2s a2Mσ
{
H
[ |x − x ′ + cs(t − t ′)|
σ
]
+ H
[ |x − x ′ − cs(t − t ′)|
σ
]}
with H (x) = (1 − x)e−x. (47)
The expression of the memory kernel in Eq. (47) is an even
function of x − x ′ and t − t ′. The dependence on x − x ′ is
a direct consequence of the elusion of the dependence of
αn(x) on x (at the scale a) (see Sec. VI). We do not find
for γ (x,x ′,t − t ′) a simple exponentially decreasing function
of |t − t ′| as usually assumed in most textbooks.26–28 However,
we emphasize that the γ expression in Eq. (47) crucially
depends on the interaction potential chosen [see Eq. (28)]
and that Eq. (47) provides a rather crude estimation of
γ (x,x ′,t − t ′): we have ignored the dependence of n on the
length scale a and the extension of the integral Eq. (46) to
infinity is a rough assumption (σ/a is not, in general, very
large compared to one).
In addition, from Eq. (47), the correlation time appears to
be of the order of σ/cs . Knowing that σ is of the order of
magnitude of the lattice paramater, this correlation time is of
the order of the inverse of the Debye frequency.
V. THE STOCHASTIC FORCE
In this section, we describe the properties of ξ (t), the
stochastic force [see Eq. (20)]. Since this force depends on
the adatom position through the coupling term dn
dx
[x(t)], it
represents multiplicative fluctuations.24 Using Eqs. (15a) and
(15b), it reads
ξ (t) = −
∑
n
({
Qn(t0) + n,nex
F
	2
cos
(
nex t0
)
+
¯n[x(t0)]
ω2n
}
cos[ωn(t − t0)]
+
[
n(t0)
ωn
− n,nex
F
	2
nex
ωn
sin
(
nex t0
)]
× sin[ωn(t − t0)]
)
dn
dx
[x(t)]. (48)
This force partially results from the initial state of the substrate.
In that sense, our system is completely deterministic. However,
we have considered a quadratic approximation in Eq. (2) and
a linear development of  in Eq. (5). In a real substrate,
the nonlinear terms can hold and/or exchange some energy
with the normal substrate modes and in addition the substrate
is never completely uncoupled to the experimental setup. To
take into account these exchanges of energy without explicitly
describing them, we characterize the state of the substrate
( Q, ) at t0 using a probability distribution p[ Q(t0), (t0)],
where Q and  are vectors whose coordinates are the variables
Qn and n. We suppose that the StAW forcing terms in
Eq. (11) initially switched off are switched on at t0: the
Hamiltonian describing our system at t < t0 is thus given by
Eq. (8).
Besides, if we want Eq. (17) to be regarded as a conventional
generalized Langevin equation, the quantity ξ (t) ought to
have the properties that are expected for Langevin noise.
Especially, its average is expected to cancel with respect to the
probability distribution p[ Q(t0), (t0)].27 In order to satisfy
this last requirement, we choose the following expression for
p[ Q(t0), (t0)]:
p[ Q(t0), (t0)] = Z−1e−βHs , (49)
where β = 1/(kBT ), kB the Boltzmann constant, T is the
temperature of a surrounding thermostat that mimics the
coupling of the system with the experimental setup, and Hs
given by
Hs( Q, ) = 12
∑
n
(
n ¯n + ω2nQn ¯Qn
)
+ 1
2
∑
n
{Qn n[x(t0)] + ¯Qn ¯n[x(t0)]}
+ 1
2
(
Qnex + ¯Qnex
) Fω2nex
	2
cos
(
nex t0
)
. (50)
Hs describes the coupling between the substrate and the
adatom at position x(t0) and contains a term derived from the
StAW force to take into account the initial conditions imposed
by the StAW on theQn variables at t = t0. The HamiltonianHs
is hence different from the H0 one [see Eq. (8)] of the system
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for t < t0, i.e., the probability distribution p[ Q(t0), (t0)]
corresponds to a nonequilibrium (macro-)state of the system
described by H0 coupled to a thermostat at temperature T . We
will now establish the properties of the fluctuating force ξ (t)
for the probability distribution (49).
The examination of Eqs. (48) and (50) reveals that the
appropriate variables are
Rn = Qn +
¯n
ω2n
+ n,nex
F
	2
cos
(
nex t0
)
. (51)
With these variables, Hs and ξ (t) read
Hs( Q, ) = 12
∑
n
[
n ¯n + ω2nRn ¯Rn
−
∣∣∣∣ ¯nω2n + n,nex
F
	2
cos
(
nex t0
)∣∣∣∣
2]
, (52)
ξ (t) = −
∑
n
dn
dx
[x(t)]
{
Rn(t0) cos[ωn(t − t0)]
+
[
n(t0)
ωn
− n,nex
F
	2
nex
ωn
sin
(
nex t0
)]
× sin[ωn(t − t0)]
}
. (53)
From Eqs. (49) and (52), variables n and Rn appear as
complex variables with centered Gaussian distributions of
variance β−1. Note, however, that since ¯n = −n and
¯Rn = R−n, all these variables are not independent. One can
easily rewrite Eq. (52) using a set of 2N independent variables
(Rn,n) with n > 0:
Hs( Q, ) =
∑
n>0
[
n ¯n + ω2nRn ¯Rn
−
∣∣∣∣ ¯nω2n + n,nex
F
	2
cos
(
nex t0
)∣∣∣∣
2]
. (54)
So that, for any two variables X and Y ∈ {ωnRn,n} (n >
0), their mean values 〈X〉 are 0 and their covariances 〈[X −
〈X〉][ ¯Y − 〈 ¯Y 〉]〉 are (2/β)δXY .
From which we deduce the stochastic properties of ξ (t):
〈ξ (t)〉 = F
	2
{
dnex
dx
[x(t)] + d
¯nex
dx
[x(t)]
}
×
{
nex
ωnex
sin
(
nex t0
)
sin[ωnex (t − t0)]
}
, (55)
C(t,t ′) = 〈[ξ (t)− < ξ (t) >] [ξ (t ′)− < ξ (t ′) >]〉
= 1
β
∑
n
cos[ωn(t − t ′)]
ω2n
{
dn
dx
[x(t)]d
¯n
dx
[x(t ′)]
}
= 1
β
γ [x(t),x(t ′),t − t ′]. (56)
We recover in this last equation the fluctuation-dissipation
theorem: this result is especially independent of the precise
expression of the potentials andVsub in Eq. (1) as soon as this
later can be approximated by Eq. (8). The same result has been
demonstrated in a general frame by Zwanzig.15 The non-null
value of 〈ξ (t)〉 is related to the time-dependent Hamiltonian
(11) and, more precisely, to the initial conditions that are
imposed by abruptly switching on the StAW term at t0. The
Hamiltonian Hs , see Eq. (52), actually takes into account the
initial conditions imposed by the StAW on the Qn variables
but not on the n variables. As a consequence, the non-null
value of 〈ξ (t)〉 is directly correlated to the initial conditions
imposed on the n variables.
To recover that the average value of the stochastic force
cancels, we impose that nex t0 = 0[π ]: this corresponds to
switching on the StAW force at an extremum of the force.
VI. THE EFFECTIVE CRYSTALLINE POTENTIAL
The effective crystalline potential eff(x) reads
eff(x) = 0(x) + 	0(x), (57)
with 	0(x) = −
∑
n
1
2ω2n
n(x) ¯n(x). (58)
Using Eq. (22), 	0(x) reads
	0(x) = −
∑
n
1
2ω2n
αn(x)α¯n(x). (59)
	0(x) is then a periodic function of the lattice. 	0(x)
physically corresponds to the potential seen by the adatom
induced by the modifications of substrate atoms positions due
to the adatom at position x. Such interaction also appears in the
memory kernel. Actually, both terms 	0(x) and the memory
kernel derive from the integration by parts of the third term
of Eq. (13) leading to Eq. (14). The term 	0(x) derived
from the third term of Eq. (14), corresponds to the static and
instantaneous modification of the substrate variables due to
the presence of the adatom at position x, while the memory
kernel derived from the fourth term of Eq. (14), corresponds to
the retarded effects, i.e., how the past positions of the adatom
influence the substrate positions at present. Both quantities
	0(x) and γ (x,x ′,t − t ′) can be related by introducing the
function (x,x ′,t − t ′):
(x,x ′,t − t ′) =
∑
n
cos[ωn(t − t ′)]
ω2n
¯n(x ′)dn
dx
(x),
d	0(x)
dx
= −1
2
[
(x,x,0) + ¯(x,x,0)] ,
γ (x,x ′,t − t ′) = ∂
∂x ′
(x,x ′,t − t ′).
An explicit expression of the spatial dependence of 	0(x)
can be obtained using the particular interatomic potential [see
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Eq. (28)], and the n expression of Eq. (33), in Eq. (58):
	0(x) = − V
2
0
2σ 2M
{[
cosh2
(
r
σ
)
+ cosh2
(
r − a
σ
)]
×
∑
n
1
ω2n
[
cosh
(
a
σ
)− cos(kna)]2
− 2 cosh
( r
σ
)
cosh
(
r − a
σ
)
×
∑
n
cos(kna)
ω2n
[
cosh
(
a
σ
)− cos(kna)]2
}
, (60)
where the two sums are only numerical factors independent of
x. We recover in Eq. (60) that 	0(x) is a periodic function
of the lattice.
VII. CONCLUSION
We have studied the diffusion of an adatom on a substrate
submitted to a StAW. We found that the adatom motion is
governed by a generalized Langevin equation:
m
d2x
dt2
= −deff
dx
(x) + ξ (t) −
∫ t
t0
γ (x,x ′,t − t ′)dx
dt
(t ′)dt ′
+FSAW(x,t). (61)
We have characterized each of the terms involved in this equa-
tion and have given them their analytical expression and most
of the time, an explicit expression. A key result is the expres-
sion of the force FSAW induced by the StAW as a function of x
and t . FSAW essentially varies as cos(knexx) cos(nex t), where
knex and nex are the spatial and angular frequencies of the
StAW. However, a deeper analysis reveals that this force also
varies on the crystalline substrate lattice scale. The next paper
of this series is devoted to the study of the solutions of Eq. (61).
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Unidimensional model of adatom diffusion on a substrate submitted to a standing acoustic wave. II.
Solutions of the adatom motion equation
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The adatom dynamic equation, a Langevin-type equation is analyzed and solved using some nonlinear analytical
and numerical tools. We noticeably show that the effect of the surface acoustic wave is to induce an effective
potential that governs the diffusion of the adatom: the minima of this effective potential correspond to the
preferential sites in which the adatom spends more time. The strength of this effective potential is compared to
the disordering role of the thermal diffusion and to the crystalline potential induced by the substrate.
DOI: 10.1103/PhysRevB.85.155421 PACS number(s): 68.35.Fx, 05.45.−a, 05.10.Gg
I. INTRODUCTION
The self-organization of materials at the nanoscale is a
promising way to avoid the expensive lithography stage in
the conception of the semiconductor devices. Common self-
assembling techniques rely on the Stranski-Krastanov growth
modes,1,2 buried dislocations networks,3,4 or nanopatterned
substrates.5–8 An alternative approach to self-assemble mate-
rials at the nanoscale, the dynamic substrate structuring effect
has been recently proposed.9 In this approach, a standing
acoustic wave (StAW) governs the diffusion of the adatoms
on a substrate. In the first paper of this series,10 we have
established an unidimensional model of an adatom diffusing
on a substrate submitted to a StAW and derived the adatom
motion equation, a generalized Langevin equation:
m
d2x
dt2
+
∫ t
t0
γ [x(t),x(t ′),t − t ′]dx
dt ′
(t ′)dt ′
= −deff
dx
(x) + ξ (t) + FSAW(x,t). (1)
The first left-hand side (lhs) term of Eq. (1) is the usual inertial
term. The second lhs term is a retarded friction force with
memory kernel γ [x(t),x(t ′),t − t ′] where t0 corresponds to
the time when the StAW production mechanism is switched
on: since γ [x(t),x(t ′),t − t ′] is a decaying function of |t − t ′|,
we can fix t0 at −∞ in the integral without loss of generality.
The first right-hand side (rhs) term is an effective interatomic
(substrate-adatom) periodic potential force derived from the
effective potential eff(x), the second rhs term ξ (t) is a
stochastic force and the last one FSAW(x,t) is an effective
force induced by the StAW.10
The goal of this paper is to study the solutions of Eq. (1)
and to evidence the structuring role of the StAW on the adatom
diffusion, through the effective FSAW(x,t) force. In Ref. 10,
we showed that FSAW(x,t) reads FSAW cos(kx + ϕ) cos(ωt)
with k and ω being the wave vector and angular frequency of
the StAW. However, due to the precise nature of the adatom-
substrate interactions, FSAW(x,t) experiences also some varia-
tion at the substrate lattice parameter scale: the proportionality
factor FSAW and the phase factor ϕ vary as a function of
the exact position of the adatom in between two successive
atomic substrate potential wells. Because we focus here on
the structuring role of the StAW, we will only consider its
large scale variation, i.e., FSAW(x,t) = FSAW sin(kx) cos(ωt)
with a constant FSAW value and a constant phase factor that we
fix at −π/2 for convenience, eluding thus the possibility for
this force to vary on the substrate lattice parameter scale; such
dependence essentially affects the dynamics of the adatom and
weakly the structuring effects of the StAW.9 The detailed study
of the dynamics of the adatom will be reported elsewhere.
Concerning the stochastic force ξ (t) and the memory kernel
γ (x,x ′,t − t ′), which are related by the fluctuation-dissipation
theorem:10,11
〈ξ (t)ξ (t + τ )〉 = kBT γ [x(t),x(t + τ ),τ ], (2)
with kB being the Boltzmann constant and T the temperature,
their properties are very interaction-potential model dependent
and thus cannot be studied on a general ground. Though
we have established their analytical expressions for a given
adatom-substrate interaction potential in the preceding paper
[see Eq. (47) in Ref. 10], we will here use the more standard and
general model of a centered Gaussian noise for the stochastic
force, with correlation time τc.12–14
(1) The stochastic force is then fully characterized by its
zero mean value and autocorrelation function:
〈ξ (t)〉 = 0, (3a)
〈ξ (t)ξ (t + τ )〉 = De
−|τ |/τc
τc
, (3b)
(2) and the memory kernel is given by [see Eq. (2)]
γ [x(t),x(t + τ ),τ ] = γ
τc
e
−|τ |
τc , (4)
where D/m2 is the adatom diffusion coefficient in the velocity
space in the absence of the StAW and γ is the friction coef-
ficient, given by γ = kBT /D. Equation (3) relies on the high
number of atoms in the substrate and its thermalization by an
external macroscopic system in experimental conditions.10,12
In this model, the correlation time τc is of the order of the
inverse of the Debye frequency of the substrate. The meaning
of the friction coefficient appears clearly in the limit of
vanishing correlation time
〈ξ (t)ξ (t + τ )〉 τc→0−−−→ 2Dδ(τ ), (5a)
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where δ is the Dirac distribution, and thus∫ t
−∞
γ [x(t),x(t ′),t − t ′]dx
dt ′
(t ′)dt ′ τc→0−−−→ γ dx
dt
(t), (5b)
i.e., the usual friction force is proportional to the speed. In this
limit, m/γ is the relaxation time τR of the adatom dynamics
in the absence of rhs in Eq. (1).
Equation (1) involves two different length scales: the StAW
wavelength λ = 2π/k and the periodicity a of the crystalline
potential, and three different time scales: the correlation time
τc, the StAW period T = 2π/ω, and the relaxation time τR of
the adatom dynamics. In the following analytical calculations,
we assume that all these scales are separable and have the
following properties:
a  λ, (6a)
τc  T  τR. (6b)
Equation (6a) derives from the fact that we consider StAW
wavelengths varying from few to hundreds of nanometers
compared to the substrate lattice parameter of the order of
10−1 nm. Equation (6b) is motivated by our molecular dynamic
(MD) simulations of adatom diffusion on a substrate submitted
to a nanometer wavelength StAW.9
The effective crystalline potential (eff) will be modelled
by its fundamental Fourier component:
eff(x) = −aϕ02π cos(2πx/a), (7)
where ϕ0 is the amplitude of the corresponding force. Because
of the difference of length scales [see Eq. (6a)], we assume for
simplicity that the wavelength of the StAW force is an integer
multiple of the lattice parameter λ = na,
eff(x) = −ϕ0
nk
cos(nkx). (8)
Within the presented model, Eq. (1) now reads
m
d2x
dt2
+ γ
τc
∫ t
−∞
e
−|t−t ′ |
τc
dx
dt ′
(t ′)dt ′
= −ϕ0 sin(nkx) + ξ (t) + FSAW sin(kx) cos(ωt), (9)
where ξ is the Gaussian noise defined by Eq. (3).
In a reduced dimensionless formulation, Eq. (9) reads
¨x˜ + γ˜
τ˜c
∫ t˜
−∞
e
−|˜t−˜t ′ |
τ˜c ˙x˜dt˜ ′
= −ϕ˜0 sin(nx˜) + ˜ξ (t˜) + ˜F sin(x˜) cos(t˜), (10)
with x˜ = kx, t˜ = ωt , γ˜ = γ /(mω), τ˜c = ωτc, ϕ˜0 = k/mω2ϕ0,
˜ξ (t˜) = kξ (t)/(mω2), and ˜F = kFSAW/(mω2) and where ˙x˜ and
¨x˜ are the first and second derivatives of x˜ relative to t˜ ,
respectively.
Getting an explicit expression of the general solution of the
nonlinear stochastic integro-differential equation (9) or (10)
is unreachable at least for us and, anyways is not our goal.
As stated before, what we are interested in is to evidence the
conditions for the appearance of a structuring effect on the
adatom diffusion due to the effective StAW force and how the
other forces can affect it.
In Sec. II, we evidence the structuring effect of the StAW
force, by considering Eq. (10) in the long time (t  τc) and
length scales (x  a) limit without thermal fluctuations. In
this limit, the periodic potential and the stochastic forces can
be neglected and the retarded effects in the friction force too
(limit τc → 0). Eq. (10) reduces then to
¨x˜ + γ˜ ˙x˜ = ˜F sin(x˜) cos(t˜). (11)
The rigorous derivation of Eq. (11) from Eq. (10) is out
of scope of this paper: the relevance of Eq. (11) will be
evidenced by comparing its solutions to the one of Eq. (10)
in Secs. III, IV, V, and VI. Since Eq. (11) is nonlinear, we
apply in Sec. II some standard tools of the nonlinear physics
to characterize its solutions. First, using the multiple time-scale
analysis,15 we will evidence the existence of an effective
potential Ueff governing the diffusion in the longtime-scale
limit. The general solutions will then be studied using the
fixed points stability analysis. Then, it will be numerically
integrated and its solutions will be analyzed with the use of the
Poincare´ sections of the phase diagram and the calculation of
their Lyapunov exponents. The stochastic force ξ (t) will then
be reintroduced in Sec. III in the same τc → 0 limit. It will
be shown that it mainly induces some fluctuations around the
solutions of Eq. (11). In Sec. IV, the retarded effects (τc 	= 0)
will be added, whereas the effects of the substrate effective
crystalline potential will be reintroduced in Sec. V in the
absence of retarded effects (limit τc → 0). In all the sections
from III to V, the structuring effect of the StAW force and
its sensitivity to the other forces will be evidenced through
the study of the position probability density of the adatom.
Finally, in Sec. VI, the relevance of the analysis of Sec. II on
the solutions of the complete equation [see Eq. (10)] will be
demonstrated.
II. MAIN EFFECTS OF THE STANDING ACOUSTIC WAVE
ON ADATOM DIFFUSION
We study in this section the nonlinear equation Eq. (11).
Note that this equation is invariant under a simultaneous
space and time translation: x˜ → x˜ + π and t˜ → t˜ + π . As a
consequence, all the results concerning the structuring effects
will be invariant under a space translation x˜ → x˜ + π .
A. Multiple time-scale analysis
Equation (11) is a nonlinear deterministic equation that
implies two different typical time scales: the dimensionless
relaxation time τ˜R = ωτR (depending on γ˜ ) of the adatom
dynamics and the period of the StAW force. To manage
these time scales, this equation is first analyzed using the
multiple scale method.15 This method, due to the extra
degrees of freedom it introduces, allows to remove the secular
divergences that can arise in a standard perturbation approach.
Note that Eq. (11) without friction has already been studied16,17
in a different framework.
We consider the limit  = 1/ω → 0 (keeping constant cs =
ω/k, the sound speed in the substrate). Eq. (11) reads then
¨x˜ + γ ˙x˜ = F sin(x˜) cos(t˜), (12)
where γ = γ /m and F = FSAW/(mcs) are order 0 quantities
[O(0)]. We seek an approximate solution of Eq. (12) using
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the following expansion:
x˜(t˜ ,) = x˜0(t˜0,t˜1) + x˜1(t˜0,t˜1)
+2x˜2(t˜0,t˜1) + O(3), (13)
involving the two time scales: t˜0 = t˜ and t˜1 = t˜ . Substituting
Eq. (13) into Eq. (12) and identifying terms of the same order
in , we get the following equations:
D20 x˜0 = 0, (14a)
D20 x˜1 = −2D0D1x˜0 − γD0x˜0 + F cos(t˜0) sin(x˜0), (14b)
D20 x˜2 = −2D0D1x˜1 − D21 x˜0 − γ (D0x˜1 + D1x˜0)
+F x˜1 cos(t˜0) cos(x˜0), (14c)
where the operator Dn designs ∂/∂t˜n with n ∈ {0,1}. The
solution of Eq. (14a) reads
x˜0 = A(t˜1)t˜0 + B(t˜1). (15)
The first term of Eq. (15), a secular term that diverges with t˜0,
is removed by setting A(t˜1) = 0, leading to
x˜0 = x˜0(t˜1). (16)
Substituting Eq. (16) into Eq. (14b), the particular solution
x˜1 reads
x˜1(t˜0,t˜1) = −F cos(t˜0) sin(x˜0). (17)
Using these expressions of x˜0 [see Eq. (16)] and x˜1 see Eq. (17)]
in Eq. (14c), we write the solubility condition of this equation
by the elimination of the secular term as
D21 x˜0 + γD1x˜0 = −
F 2
2
cos(x˜0) sin(x˜0), (18)
a differential equation governing the solution x˜0 on the time
scale t˜1. To give a physical meaning to Eq. (18), we note that
using Eqs. (16) and (17) in Eq. (13), the solution of Eq. (11)
writes to O(1) order:
x˜(t˜) = x˜0(t˜1) − ˜F cos(t˜0) sin[x˜0(t˜1)]. (19)
Therefore X(t˜1) the average value of x˜(t˜) over a StAW period,
writes to O(1) order:
X(t˜1) = 〈x˜(t˜)〉 = 12π
∫ t˜0+2π
t˜0
x˜(t˜)dt˜ ≈ x˜0(t˜1). (20)
Substituting x˜0(t˜1) by X(t˜1) in Eq. (18) and going back to
the t˜ variable, we obtain the longtime evolution equation of
X(t˜) = 〈x˜(t˜)〉, the mean value of x˜ over a StAW period:
d2X(t˜)
dt˜2
+ γ˜ dX(t˜)
dt˜
= −
˜F 2
4
sin[2X(t˜)]. (21)
Note that the scheme provided by Landau and Lifshiftz18 that
develops the variable x˜(t˜) in Eq. (11) as a sum of a slowly
varying function X(t˜) and a quickly varying function ζ (t˜)
yields a similar result.9
The multiple scale method has allowed us to transform
the nonautonomous Eq. (11) into an autonomous equation
[see Eq. (21)] on a longer time scale. This equation describes
the motion of the adatom on a mesoscopic time scale, long
compared to the period of the StAW, but small compared to
the relaxation time τ˜R of the adatom dynamics. The StAW
force acting at the mesoscopic time scale derives from the
effective potential Ueff :
Ueff(X) =
˜F 2
4
sin2(X). (22)
This potential is periodic with period π and minima at X =
0[π ]. Whatever the initial conditions, the longtime evolution
described by Eq. (21) will be a damped evolution toward one
of the minima of Ueff . Within the described approximation
[see Eq. (21)], the StAW leads then to a self-organization of
the adatom diffusion into a periodic array with period half
the period of the StAW. In the following, Ueff will appear to
be an essential tool to interpret the adatom trajectories and
the structuring effect of the StAW. Note that the (stable) fixed
points of Eq. (21), which are the minima of Ueff , are also those
of Eq. (11).
These results are approximated results, we must now come
back to Eq. (11) to test their relevance in the general case.
We will start with the study of the stability of the fixed points
[(x˜, ˙x˜) = (0[π ],0)] of Eq. (11), which, as we will see now, can
differ from that of Eq. (21) for certain values of the parameters
of the equation.
B. Fixed points stability
As already mentioned, Eq. (11) is invariant under simple
spatial and time translations so that all the fixed points (x˜, ˙x˜) =
(0[π ],0) are equivalent. We hence reduce our stability analysis
to one fixed point: (x˜, ˙x˜) = (0,0). The linearized version of
Eq. (11) around this fixed point reads
˙V = A(t˜)V (t˜) (23)
with V = ( x˜
˙x˜
) and A(t˜) = ( 0 1
˜F cos(t˜) −γ˜ ).
We define Rt˜
t˜0
, the propagator of Eq. (23), as
V (t˜0)
R
˜t
˜t0−→ V (t˜). (24)
Since A(t˜) = A(t˜ + 2π ) in Eq. (23), the Floquet theory
provides the stability of the fixed point (x˜, ˙x˜) = (0,0) of
Eq. (11) from the eigenvalues of R2π0 : the fixed point is stable
if all the eigenvalues of R2π0 are inside the unit circle of the
complex plane.
The propagatorR2π0 is calculated by numerically integrating
Eq. (23) using a fourth-order Runge-Kutta method and is then
diagonalized. Figure 1 reports the stability diagram of the fixed
point (x˜, ˙x˜) = (0,0) in the (γ˜ , ˜F ) parameter plane (PP). Figure 1
reveals the existence of unstable domains that questions the
validity of the self-organization effect evidenced for any (γ˜ , ˜F )
parameters in the preceding section. This is not contradictory
since the Floquet analysis is exact concerning the fixed points
stability, while the approximated multiple scale analysis relies
on the smallness of the amplitude of the fast variations (StAW
period time scale) compared to the slow variations (τ˜R time
scale) of x˜. A condition, which will be fulfilled as far as
the strength of the friction force (γ˜ ), remains large enough
compared to the strength of the effective StAW force ( ˜F ),
which explains the global separation between the stability
(upper left triangle) domain (SD) and the instability (lower
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FIG. 1. (Color online) Stability (blank) (SD) and instability
(dashed) (ID) domains of the fixed point (0,0) of Eq. (11) in the (γ˜ , ˜F )
parameter plane (PP). Red crosses design the couples of parameters
chosen in the numerical studies of Secs. II, III, and IV.
right triangle) domain (ID) in the PP. In addition, in absence of
friction γ˜ = 0, Eq. (23) is equivalent to a Mathieu equation for
a parametric oscillator with a null eigenfrequency. The stability
diagram of the Mathieu equation can be, for instance, found in
Fig. 2 of Ref. 19: it evidences some unstable solution regions,
corresponding to the parametric resonances, separated by very
tiny stable regions for an oscillator with a null eigenfrequency.
The large separated unstable subdomains (tongue) in Fig. 1
hence correspond to the parametric resonances that disappear
when increasing the dissipation γ˜ .
C. Numerical study
In order to check the self-organization ability of the
effective StAW force in the ID of the PP (see Fig. 1), we
need to turn to a precise examination of the trajectories. An
analytical resolution of Eq. (11) is out of scope, so we will solve
it numerically using the forth-order Runge-Kutta method for
different values of the parameters (γ˜ , ˜F ). We will also look at
the trajectories for parameters in the SD to give a complete
scope of the different exact behaviors. In order to enlighten
some specificities of the trajectories, the resolution will be
performed for different initial conditions (IC), [x˜(0), ˙x˜(0)].
From our analysis of the stability diagram in the preceding
section, we expect to observe specific behaviors associated to
increasing values of ˜F at constant γ˜ , going from one stability
domain to the next one through the midway instability domain.
This is what we observed in our rather extended exploration
of the PP and IC spaces. From this exploration, we identified
four categories of trajectories: one corresponding to the SD
and the three others to the ID, one in its core and the two
others in the vicinity of its frontiers with its two neighboring
SDs. We did not examine the very peculiar case γ˜ = 0, which
corresponds to undamped trajectories, since it is not relevant
for the adatom diffusion on a substrate, and since it has been
studied previously.16 Of course, we cannot absolutely exclude
the possibility to have missed some specific behaviors, even
if we consider it as highly improbable. In all the rest of
the manuscript, we will focus on the solutions for the 2.0
constant γ˜ value, since it provides a representative sample of
the behaviors we have exhibited. The results are presented for
increasing values of ˜F (1.5, 3.15, 4.5, and 4.96) through the
first instability subdomain (red crosses in Fig. 1). In each case,
the trajectory is related to the effective potential Ueff(X) [blue
solid line in Fig. 2 and Eq. (22)] in order to evidence any
self-organization behavior.
1. Converging trajectories
The trajectories have typically an oscillating behavior
whose amplitude and offset are decreasing. They can be
somewhat different at the very beginning, depending on the
sign of the x˜(0) ˙x˜(0) product but they have the same character
at a longer time scale. Figure 2(a) reports the solution for γ˜ = 2
and ˜F = 1.5 for initial conditions (1.0,0.0) corresponding to
an initial position in the Ueff(X) potential valley associated to
its 0.0 minimum. We choose an initial position (1.0) rather
away from the minimum of Ueff(X) to best evidence the
amplitude and offset decreases. The initial speed has been
fixed to zero in order to only present the characteristic time
behavior.
The trajectories converge toward the fixed point (0,0). De-
pending on the initial conditions, the trajectory can eventually
escape from the 0.0 minimum to an adjacent minima. In that
case, the trajectory will converge to the corresponding Ueff(X)
minima (fixed point). The several time scales mentioned in
Sec. II A are clearly visible in Fig. 2(a): fast oscillations at a
2π period (StAW period) whose amplitude slowly decays on
the τ˜R time scale. The period of the oscillations can be one of
the harmonics of the StAW period. For example, in the vicinity
of the stability/instability frontier (γ˜ , ˜F ) = (2.0,3.028), we
observe the second harmonic period (4π ). It appears then
that, in the SD, the solutions of Eq. (11) can be adequately
estimated using a multiple time-scale analysis, the longtime
behavior being well described by Eq. (21).
2. Periodic trajectories
In the ID, in the vicinity of the first frontier between the
SD and the ID, the unstable character of the fixed point
results in an amplification of the oscillations [see Fig. 2(b)].
This amplification occurs up to an upper limit fixed by the
nonlinearities of the sinus in Eq. (11). At this time, the
trajectory becomes periodic, revealing the existence of a limit
cycle, the attractor of the system in the phase space. The IC
of the presented trajectory [x˜(0), ˙x˜(0)] = (0.1,0.0) in Fig. 2(b)
for γ˜ = 2 and ˜F = 3.15 correspond to a position very close
to the unstable fixed point to evidence the amplification of
the fast oscillations (transient regime) leading to the periodic
trajectory. The period of oscillation is 4π , i.e., twice the
excitation period. Like in the converging trajectories, this
period depends on the peculiar choice of the parameters (see
Sec. II D).
The trajectory of Fig. 2(b) oscillates in its initial effective
potential basin. However, increasing ˜F , results in an increase
of the upper limit. This limit may overcome the maxima
of Ueff(X) so that the trajectory may extend on the two
neighboring effective potential basins; however, the average
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FIG. 2. (Color online) Black and red curves: x˜(˜t) solutions of Eq. (11) for γ˜ = 2.0. Stability domain (SD): (a) converging trajectories
( ˜F = 1.5). Instability domain (ID): (b) periodic trajectories ( ˜F = 3.15), (c) chaotic trajectories ( ˜F = 4.5), and (d) unbounded trajectories
( ˜F = 4.96). Initial conditions are reported in the legend. Blue curves: Ueff (X), the effective potential (abscissa) in arbitrary units vs position X
(ordinate).
position of the adatom always belong to the same potential
basin. Ueff(X), if relevant to characterize the trajectory of
the adatom, does not capture all the information contained
in the phase space diagram. With this kind of trajectories the
self-organization character of the effective StAW force is not
apparent but will be demonstrated in Sec. III studying the
distribution of the adatom x position.
3. Chaotic trajectories
In order to evidence the chaotic character of some trajec-
tories in the core of the ID region ( ˜F = 4.5), we report on
Fig. 2(c) the solutions of Eq. (11) for two sets of very closed
ICs (0.10,0.0) and (0.12,0.0). Both trajectories visit different
effective potential basins following an apparently erratic
motion. The two solutions, diverge quickly from each other,
despite their very close ICs, suggesting the chaotic character
of these trajectories. To examine this chaotic behavior, we
calculate the Lyapunov coefficients (λi) of the autonomous
system associated to Eq. (11). For the first trajectory, using
the algorithm provided by Wolf et al.,20 the highest Lyapunov
coefficient λL is found to be positive (0.278) (binary base),
an unambiguous evidence of the chaotic character of this
solution.
The transition to the chaotic behavior will be discussed in
a separate section (see Sec. II D). At first sight, it seems that
the self-organization character is lost, but as we will see later
(see Sec. III) studying the position probability density of the
adatom, it is actually preserved.
4. Unbounded trajectories
We look now, in the ID domain, at a characteristic trajectory
in the vicinity of the second frontier between the ID and the
SD ( ˜F = 4.96). The IC of the trajectory reported in Fig. 2(d)
are the same as those in the two preceding cases, (0.1,0.0).
After a transient period where the particle stays in its original
potential well, it leaves it, without being captured by any other
potential well: the trajectory is unbounded. As one can see,
from this point the trajectory is roughly linear and thus does not
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present any visible chaotic character. This is confirmed by the
calculation of its Lyapunov exponents that are all negative (or
null). After the transient period, the trajectory is monotonously
increasing with a staircase character. Changing the IC can lead
to a monotonously decreasing trajectory with a symmetric
staircase character. These trajectories are analogous to the
rotations of a pendulum about its pivot in the clockwise or
counterclockwise directions and have been already evidenced
in the phase space [x˜(0), ˙x˜(0)] in the absence of dissipation
γ˜ = 0.16
The final remark of the preceding section still applies here:
contrary to the appearances, the self-organization character is
preserved. It infers from the staircase character of the trajectory
which corresponds to longer residence times in the potential
valleys than the transition times between valleys. The self-
organization character will be evidenced for all the types of
trajectories in Sec. III, where the probability distribution will
be studied in the presence of the fluctuating force (vanishing
fluctuating force case).
D. Transition to chaos
We will now characterize the domains of existence, in the
PP plane, of the four observed types of trajectories, through
the study of the Poincare´ section ( ˙x˜ = 0) of the solutions of
Eq. (11) at times larger than the transient initial period. As in
the preceding section, we explore the PP at the constant γ˜ = 2
value. We increase ˜F starting with a value ˜F = 1.5 in the first
SD up to ˜F = 6.84 in the heart of the second ID, going through
the first ID in between (see Fig. 1). The critical values of ˜F
separating different behaviors have been calculated using the
shooting and continuation methods21 and are given here with
a precision of 0.001. Note that these ˜F critical values depend
on the γ˜ value. The calculations have been performed for a
wide range of ICs. Whatever the parameters, we found at most
two types of asymptotic trajectories presented in Fig. 3(a)
(black and red dots) depending on the ICs. The presented
points correspond to (0.1,0.0) (black dots) and (−0.1,0.0)
(red dots) ICs. λL, the greatest non-null Lyapunov coefficient
(binary base) of the autonomous system associated to Eq. (11),
has been calculated also to characterize the chaotic or not
character of the trajectories.20 Since the results are independent
of the ICs, we present in Fig. 3(b) its evolution with ˜F for the
(0.1,0.0) IC only. From Fig. 3, we see that in the first SD, i.e.,
˜F < ˜F1, with ˜F1 = 3.028 the first SD/ID limit, the asymptotic
solution of Eq. (11) is the stable fixed point (0,0) whatever the
ICs (see Sec. II C1). This result is coherent with the values of
λL < 0.
At ˜F1, λL goes to 0 for the first time and we enter the
first ID, the system undergoes a Hopf bifurcation toward an
unique limit cycle (with twice the StAW period), the attractor
of the flow (identical black and red points) in agreement
with the results of Sec. II C2. More precisely, due to the
translation invariance of Eq. (11), there is actually an infinite
number of limit cycles, attractors of the system, one per fixed
point (0[π ],0). This domain of periodic asymptotic trajectories
extends from ˜F1 to ˜F2 = 3.654. Beyond, for ˜F > ˜F2, λL
becomes positive and thus the trajectories chaotic. The first
periodic-chaotic transition is thus at ˜F = ˜F2.
FIG. 3. (Color online) (a) Poincare´ section of the phase space
omitting transient regime as a function of ˜F with γ˜ = 2.0 from
trajectories calculated by numerical resolution of Eq. (11) with initial
conditions (0.1,0.0) (black) and (−0.1,0.0) (red). Blue curve:Ueff (X),
the effective potential (abscissa) in arbitrary units versus position X
(ordinate), (b) λL the greatest non-null Lyapunov exponent (binary
base) of Eq. (11) as a function of ˜F for initial conditions (0.1,0.0).
The solid horizontal line (λL = 0) is a guide to the eyes.
In this periodic domain, ˜F1 < ˜F < ˜F2 at ˜F = 3.552, λL
goes to zero and the limit cycle splits into two limit cycles
(separation of the black and red points) without any period
change. The system has then two attractors per fixed point.
This doubling of the number of attractors, precedes for
each attractor a cascade of period doubling bifurcations at
increasingly close values of ˜F , each of them being associated
to the cancellation of λL. We have been able to observe
four period doubling bifurcations(at 3.632,3.650,3.653,3.654),
though we did not try to optimize this number. Each period
doubling bifurcation corresponds to the apparition of the
corresponding peak in the Fourier spectrum. The transition
to chaos proceeds when the spectrum becomes continuous
at ˜F2.
Between ˜F2 and ˜F3 = 4.890, there is an alternation between
large domains of chaotic trajectories and many very small
domains of periodic or unbounded asymptotic solutions (with
λL < 0). The chaotic trajectories are characterized by positive
values of λL and Poincare´ sections containing an infinite
number of points in the limit of an infinite trajectory. In the
very small domains where λL becomes negative, the solutions
are either asymptotically periodic with, in the Poincare´ section,
a reduced number of points, or unbounded with an absence of
points in the x interval chosen for Fig. 3(a).
At ˜F3 = 4.890, λL goes again to zero and there is a
transition toward unbounded asymptotic trajectories [λL < 0
and absence of points in the x interval of the Poincare´ section
Fig. 3(a)]. This unbounded domain extends up to the end
of the first ID at ˜F = ˜F4 = 5.090 where again λL = 0. For
˜F4 < ˜F < ˜F5, where ˜F5 = 6.183 corresponds to the second
SD/ID limit, the asymptotic solution of Eq. (11) is again the
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stable fixed point (0,0) with λL < 0, whatever the ICs (see
Sec. II C1). At ˜F5, we enter the second ID and we observe
a behavior very similar to the one in the first ID. The main
difference is that the first periodic domain starts directly with
two limit cycles, then there is also a cascade of period doubling
bifurcation, the first one at ˜F = 6.522, leading also to a region
of alternation of wide chaotic domains and small periodic or
unbounded domains.
The system described by Eq. (11) is very rich and
complex. The apparition of chaotic solutions is actually not
surprising: imposing a standing acoustic wave involves the
interaction of two harmonics in a parametric-like excitation.
Equation (11) without dissipation has been studied in order
to investigate regimes where resonances induced by both
harmonics interact.16 The kicked rotor22 is also very similar to
our system excepted that an infinity of harmonics are involved
in the excitation, so that their resonances can interact leading
to chaotic solutions. Finally, let’s mention the work of Van
Dooren21 who studied the dynamics of a pendulum with a
forced sinusoidal horizontal support motion; in the absence of
gravity, this system reduces to our undamped system (γ = 0).
From this numerical study, it appears that the trajectory
of an adatom on a substrate submitted to a StAW can
be of four different types, depending on the parameters
(γ˜ , ˜F ). While increasing values of ˜F at constant γ˜ , the
domains corresponding to the different kinds of trajectories
are successively (i) converging trajectories in the SD domains,
followed in the ID domains by (ii) a periodic domain, then
(iii) an alternation of mainly chaotic solutions together with
small periodic or unbounded domains and ends up with
(iv) an unbounded domain, and so on when entering the next
SD. While the structuring effect of the StAW is obvious in the
case of converging trajectories and to a less extend periodic
trajectories, since it drives the particle into given regions in the
configuration space, it is less obvious for the other cases, in
particular, for the chaotic domains.
III. STOCHASTIC FORCES
In this section, we reintroduce the Gaussian stochastic force
ξ (t) in Eq. (11) in the τc → 0 limit:
¨x˜(t˜) + γ˜ ˙x˜(t˜) = ˜ξ (t˜) + ˜F cos(t˜) sin(x˜), (25)
with
〈 ˜ξ (t˜)〉 = 0, (26a)
〈 ˜ξ (t˜) ˜ξ (t˜ + τ˜ )〉 = 2 ˜Dδ(τ˜ ), (26b)
where ˜D = D/(ωm2c2s ) [see Eqs. (3) and (5)]. Note that ˜D
and γ˜ are not independent due to the fluctuation-dissipation
theorem (2):
˜D
γ˜
= kBT
mc2s
. (27)
We will use in this section the same 2.0 fixed value of γ˜ and the
same four values of ˜F as in the previous section, corresponding
to the four exhibited types of solutions. Three values of ˜D
(0.0001, 0.01, and 0.1), or equivalently of temperatures for
given substrate (cs) and adatom (m), will be investigated,
corresponding to the quasiabsence of the stochastic [see Sec. II,
Eq. (11)], a medium, and strong stochastic forces, respectively.
Due to the stochastic character of Eq. (25), we adopt here
a statistical point of view. It appears, as demonstrated in this
section, that on a longtime scale compared to the relaxation
time τ˜R , the memory of the IC is lost and the system is in
a quasisteady state: P (x˜), the distribution of the adatom x
position is mainly time-independent (rigorously, it involves
a tiny periodic contribution at the StAW frequency). On a
timescale larger than the StAW period, the structuring effect
of the StAW will be revealed through the correlation between
the x˜ variations of P (x˜) and those of the periodic effective
potential Ueff . Physically, P (x˜) will point out the preferential
sites where the adatom spends most of its time.
Assuming the ergodicity of the system, P (x˜) can be
obtained from a single long trajectory of one particle (after
elimination of the initial transient period, with whatever IC)
or from a set of trajectories. In addition, due to the transla-
tional invariance x˜ → x˜ + π,t˜ → t˜ + π of Eq. (11), P (x˜) is
expected to be π periodic. We calculate P (x˜) from a number of
trajectories obtained for different ICs and realizations of ˜ξ (t˜):
100 trajectories of t˜ = 10 000 time units each. The ICs are
taken at random in the x˜ = 0 effective potential valley with
˙x˜ = 0. The points of the trajectory outside the initial valley
are translated back to the x˜ = 0 valley coherently with the
translational invariance of Eq. (11). P (x˜) is then estimated
from the histogram of the adatom position of these trajectories
and the following normalization condition:∫ π/2
−π/2
P (x˜)dx˜ = 1. (28)
The results are reported in Fig. 4 over half the StAW
wavelength, i.e., a period of Ueff together with the effective
potential Ueff .
1. Converging trajectories
˜F = 1.5, Fig. 4(a). At a very low diffusion coefficient
value ( ˜D = 0.0001), P (x˜) is strongly peaked at x˜ = 0: in the
quasiabsence of fluctuating force, the trajectory still converges
to the minimum of the effective potential. The tiny stochastic
force induces small fluctuations of the position in the vicinity
of the minimum. This fluctuations are not strong enough to
induce a transition to an adjacent valley (intervalley transition)
on the simulation time scale [P (±π/2) = 0 at the maxima
of Ueff]. At ˜D = 0.01, the width of the peak centered on
the fixed point of Eq. (11) has not sufficiently increased to
induce a significant intervalley transition, whereas it does at
˜D = 0.1 [P (±π/2)  15%]: the adatom diffuses from a basin
of attraction to a neighboring one. The converging character
of the trajectory is lost. However, the self-organization is
preserved through the peaked character of P (x˜) centered on
the minima of Ueff .
2. Periodic trajectories
˜F = 3.15, Fig. 4(b). Here, also at very low diffusion
coefficient ˜D = 0.0001, the periodic character of the trajectory
is roughly preserved with small fluctuations around the initial
periodic trajectory in the absence of ˜ξ and the particle visits a
wide region of a basin of attraction of the effective potential.
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FIG. 4. (Color online) Black, red, and green curves: histograms of P (x˜) for different values of the diffusion coefficient ˜D: 0.0001, 0.01, and
0.1 respectively, with γ˜ = 2.0 and different ˜F values, i.e., types of trajectories as defined in Sec. II C: (a) converging ( ˜F = 1.5), (b) periodic
( ˜F = 3.15), (c) chaotic ( ˜F = 4.5), and (d) unbounded ( ˜F = 4.96). Blue curve: Ueff (X), the effective potential in arbitrary units.
The peaks and features observed on the plot of P (x˜) for
˜D = 0.0001 are due to the specific shape of the limit cycle
[or trajectory shown in Fig. 2(b)]. Increasing the diffusion
coefficient ˜D induces some fluctuations around this limit cycle.
They can even activate the crossing of the effective potential
barriers (on the simulation time scale), clearly evidenced for
˜D = 0.1 by the significant value of P (π/2). Increasing the
diffusion coefficient smooths the structuring role of the StAW:
the stochastic fluctuations give rise to a wide Gaussian-like
distribution centered on the effective potential minimum and
whose width increases with the diffusion coefficient.
3. Chaotic trajectories
˜F = 4.5, Fig. 4(c). In the quasiabsence of stochastic force
( ˜D = 0.0001), the chaotic character of the trajectory leads
to a P (x˜) distribution correlated to Ueff ; even if the adatom
is not trapped in a given potential valley [P (π/2) 	= 0 and
Fig. 2(c)], P (x˜) has a pronounced maxima at the minima
of Ueff . Increasing the diffusion coefficient yields the same
qualitative observations as in the previous periodic trajectory
case.
4. Unbounded trajectories
˜F = 4.96, Fig. 4(d). At the very low ˜D = 0.0001 value,
from the staircase character of the trajectory presented in
Fig. 2(d), one expects a nonuniform P (x˜) with a marked
peak inside each potential well. A precise examination of
the trajectory in Fig. 2(d) reveals that the plateaux are at x˜
positions slightly larger than the center of the potential wells.
Such a trajectory contributes then to the x˜1 > 0 peak observed
on Fig. 4(d) (top). The second peak at the symmetric −x˜1
position results from mean trajectories toward x˜ < 0 positions.
The x˜1 > 0 noncentered position of the distribution associated
to trajectories toward increasing mean x˜ values results from the
definite direction x˜ > 0 or x˜ < 0 of the observed trajectories
[x˜ > 0 in Fig. 2(d)]. Increasing the diffusion coefficient results
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in an increased width of each peak, leading to a unique
central peak for ˜D = 0.1. As in the three preceding cases, the
structuring effect of the StAW is also evidenced in that case
whatever the strength of the stochastic force in the studied
range.
As a conclusion, we would like to emphasize that for all
the trajectories types, and as soon as the stochastic force is
significant, the distribution P (x˜) is a Gaussian-like distribution
centered on the effective potential minimum. Therefore the
StAW has a structuring effect on the diffusion of the particle:
it induces preferential sites in which the particle spends more
time. These sites precisely correspond to the minima of the
effective potential evidenced in Sec. II. The stochastic force
essentially counterbalances the structuring role of the StAW
by smoothing the distribution P (x˜).
IV. RETARDED EFFECTS
We have neglected the correlation time τc in Secs. II and
III. In surface diffusion problems, such an approximation is
valid for heavy adatoms,14 which is a rather uncommon case.
In this section, we investigate the effect of a significant value
of the correlation time τc compared to the StAW period. The
correlation time τc is involved in the friction term through the
memory kernel [see Eq. (4)] and in the autocorrelation function
of the stochastic force ξ (t˜) [see Eq. (3b)]. Reintroducing
the retarded effects, Eqs. (25), (26a), and (26b) are now
written as
¨x˜(t˜) + γ˜
τ˜c
∫ t˜
−∞
˙x˜(t˜ ′)e−(t˜−t˜ ′)/τ˜cdt˜ ′ = ˜F cos(t˜) sin(x˜) + ˜ξ (t˜),
(29)
〈 ˜ξ (t˜)〉 = 0, (30a)
〈 ˜ξ (t˜) ˜ξ (t˜ + τ˜ )〉 = ˜De
−|τ˜ |/τ˜c
τ˜c
, (30b)
with the same Eq. (27) between ˜D and γ˜ .
Let’s first estimate a physical range for the time τ˜c = ωτc.
On the one hand, in the case of the diffusion of an adatom,
1/τc is roughly of the order of the Debye frequency fD ,
corresponding to the maximum frequency of atomic vibrations
in the crystalline substrate, i.e., fD ≈ 1013 Hz for common
crystals, and consequently τc ≈ 0.1 ps. On the other hand,
as mentioned in the introduction, the StAW wavelengths of
interest vary from few to hundreds of nanometers, i.e., typically
from 5 nm to 1 μm. With typical sound speeds in solids around
3000 m s−1, the StAW angular frequency ω lies in the range
1.25 × 1010–2.5 × 1012 rad s−1. Consequently, τ˜c will be in
the range 0.002–0.40.
Three typical values of τ˜c, 0.001, 0.3, and 0.4, will be
used to investigate the effect of τc in the two extreme
cases: quasiabsence ( ˜D = 0.0001) and significant ( ˜D = 0.01)
fluctuations, two values of ˜D already used in the preceding
sections. Due to the separation of the different time scales, we
expect the solutions of Eq. (29) with a low τ˜c value (0.001)
to be very similar to solutions of Eq. (25). Only values of
τ˜c non-negligible compared to the StAW period are expected
0 200
t~
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2
x
Effective potential (arb. units)
U
eff
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c
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c
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c
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FIG. 5. (Color online) Converging trajectories x˜(˜t) solutions of
Eq. (29), (γ˜ , ˜F ) = (2.0,1.5), with a small diffusion coefficient (D =
0.0001) and initial conditions (x˜, ˙x˜) = (1.0,0.0), for three different
values of τ˜c: 0.001 (black), 0.3 (red), and 0.4 (green). Blue curve :
Ueff (X), the effective potential (abscissa) in arbitrary units vs position
X (ordinate).
to produce solutions of Eq. (29) significantly different from
those of Eq. (25). We reduce our study to the converging
trajectory case previously studied (γ˜ = 2, ˜F = 1.5), with the
same (1.0,0.0) IC as in Sec. II C1, since this type of trajectory
is the most favorable for self-organization and thus will be
usually preferred in any application.
Equation (29) is numerically solved using a Leap-frog
algorithm.23 ˜ξ (t˜) values satisfying Eqs. (30a) and (30b) are
generated with the algorithm of Ref. 24 while the integral of
the friction term including the memory kernel are calculated
using the algorithm given in Ref. 13.
The solutions for ˜D = 0.0001 are reported on Fig. 5. As
expected, when the fluctuations are negligible, whatever the
correlation time, the solutions of Eq. (11) are qualitatively
unchanged and thus τc has a negligible influence on the
structuring effect. The solutions are still oscillating functions
at the StAW time scale and they still converge to the fixed
point. The main effect of increasing values of τc is an increase
of the amplitude of the oscillations at all time scales, and
correlatively of the relaxation time τ˜R of the adatom dynamics.
Such behavior has already been mentioned and explained
in the literature: the velocity autocorrelation function for
the adatom shows both a ballistic and a diffusive regime,
the width, roughly τ˜R of the ballistic regime, is related
to τ˜c.13
At odds, when the stochastic force is large ( ˜D = 0.01), the
possibility for the adatom to cross an effective potential barrier
on the simulation time scale increases with τ˜c: we report in
Fig. 6(a) the trajectories of the adatom as a function of time
for the three different mentioned values of τ˜c. Increasing τ˜c,
and hence the ballistic regime, gives more importance to the
very unlikely extreme values of ˜ξ (t) and thus results in a
higher effective diffusion coefficient (not shown). Figure 6(b)
reports the P (x˜) distributions: τ˜c slightly affects the histogram
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FIG. 6. (Color online) (a): converging trajectories x˜(˜t) solutions
of Eq. (29), (γ˜ , ˜F ) = (2.0,1.5), with a diffusion coefficient D = 0.01
and initial conditions (x˜, ˙x˜) = (1.0,0.0), for three different values of
τ˜c: 0.001 (black), 0.3 (red), and 0.4 (green). Blue curve : Ueff (X),
the effective potential (abscissa) in arbitrary units versus position
X (ordinate). (b): Corresponding histograms of P (x˜) from 100
trajectories of 10 000 time units with initial conditions evenly
distributed between −π and π (same color code as in (a)).
P in the vicinity of the minimum of Ueff . The effect is more
pronounced on its wings: they increase significantly leading
to nonzero P values at the Ueff maxima for τ˜c = 0.3 and 0.4,
coherently with the possibility for the adatom to escape from its
original potential valley evidenced in Fig. 6(a). Nevertheless,
no matter the value of τ˜c, the shape of P (x˜) is still Gaussian-
like evidencing the structuring effect of the StAW. We can thus
conclude that if the retarded effects quantitatively modify the
trajectories, they weakly affect the structuring effect induced
by the StAW.
FIG. 7. Stability (blank) and instability (dashed) domains of the
fixed point (0,0) of Eq. (31) in the (γ˜ , ˜F ) parameter plane (PP) for
increasing values of the effective crystalline force ϕ˜0. From top to
bottom : ϕ˜0 = 0.00 (same as Fig. 1), 0.05, 0.15, 0.25, and 0.35.
V. EFFECTIVE CRYSTALLINE POTENTIAL
In this section, we consider the additional effect of the
effective crystalline potential eff(x˜) on the motion of the
adatom, in the same negligible correlation time limit (τc → 0).
Equation (10) then reads
¨x˜(t˜) + γ˜ ˙x˜(t˜) = −ϕ˜0 sin(nx˜) + ˜F cos(t˜) sin(x˜) + ˜ξ (t˜).
(31)
The calculations will be performed with n = 24, a value
comparable to the ones we used in our MD simulations.9
First, we study the modifications induced by eff on the
fixed-point stability diagram described in Sec. II, Fig. 1, in
absence of stochastic forces. Note that in Eq. (31) both the
crystalline and StAW forces cancel for x˜ = 0. We could easily
imagine that a dephasing of eff compared to the StAW will
shift the fixed points or yield to the absence of fixed points.
However, since the StAW wavelength is large compared to
the lattice parameter, we do not expect such a dephasing to
qualitatively modify the adatom trajectories, especially in the
presence of the stochastic force. Figure 7 reports, as in Fig. 1,
the stability diagram in the (γ˜ , ˜F ) PP for increasing values of
ϕ˜0 = 0.0,0.05,0.15,0.25, and 0.35. The main effect of eff
is to shift the instability domains toward higher ˜F values
at constant γ˜ . The effective crystalline potential has then a
stabilizing effect on the trajectories.
To investigate the structuring effect of the StAW, as in
the preceding section, we will study the effect of eff in the
presence of the stochastic force only for one couple (γ˜ =
2, ˜F = 1.5), corresponding to converging trajectories in the
absence of crystalline potential. Here, we are mainly interested
on what happens when eff is substantially higher than the
effective StAW potential Ueff and is thus potentially able to
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FIG. 8. Histogram of P (x˜) calculated from converging trajecto-
ries [(γ˜ , ˜F ) = (2.0,1.5)] solutions of Eq. (31) (100 trajectories of
200 000 time units each), with ˜D = 0.1 and increasing values of ϕ˜0
from top to bottom: ϕ˜0 = 0.7,1.5,3,5.
challenge or to overcome the structuring effect of the StAW:
actually, the StAW force becomes then a second-order effect
compared to the crystalline potential. In order to induce an
efficient diffusion across, the effective crystalline potential
barrier on the simulation time scale, we will use the strongest
stochastic force ( ˜D = 0.1) previously used.
Solving numerically Eq. (31), we calculate the histogram
P (x˜) from 100 trajectories of 200 000 time units each with dif-
ferent ICs. Figure 8 reports the distribution P (x˜) [normalized
following Eq. (28)] as a function of x˜ for increasing values
of ϕ˜0 = 0.7,1.5,3.0, and 5.0, starting at a lower value than
˜F up to 3.3 times ˜F . Comparing to Fig. 6, we see that the
Gaussian like curves present now a structuration at the eff
length scale. There are now two length scales: (1) a short
wavelength oscillation (length scale a) due to eff with the
local maxima of P (x˜) at the minima of eff and (2) a slow
variation of the amplitude of the local maxima corresponding
to the previous curves of Fig. 6 and thus to the StAW with
the maxima of P (x˜) at the minima of Ueff . Unexpectedly,
from Fig. 8, the structuring effect seems to increase with the
increasing of the effective crystalline potential. However, this
effect is essentially due to the normalization: fitting the set of
maxima of P (x˜) by a Gaussian curve leads to approximately
the same Gaussian width for all the values of ϕ˜0.
Hence the structuring effect is weakly affected by the
values (even for significant values) of ϕ˜0. Note the very
good qualitative agreement between the distribution P (x˜) in
Fig. 8 and the results reported in our molecular dynamics
simulations.9
VI. EFFECTIVE POTENTIAL AND PROBABILITY
DISTRIBUTION
To quantify the structuring effect of the StAW, we note that
the structuration can be characterized by an effective energy
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FIG. 9. (Color online) Effective energy difference EeffSAW as a
function of ratio ϕ˜0/ ˜F calculated from histograms P (x˜). Histogram
P (x˜) are calculated from 100 trajectories of 200 000 time units for
each values of ϕ˜0/ ˜F by solving Eq. (31) with γ˜ = 2.0, ϕ˜0 = 3.0,
˜D = 0.001,0.01,0.1.
differenceEeffSAW at the mesoscopic scale between the minima
and maxima of the effective potential deduced from the P (x˜)
curves of Fig. 8:
EeffSAW = kBT ln[max(Pmax)/min(Pmax)] (32)
with Pmax the ensemble of local maxima of P (x˜) and max
(min) the ensemble maximum (minimum). Since both effective
energy differences, EeffSAW [see Eq. (32)] and effective
potentialUeff [see Eq. (22)], govern the diffusion of the adatom,
and since Ueff quadratically depends on the amplitude of
the force ˜F , we can reasonably expect the same quadratic
dependence for EeffSAW. However, note that while Ueff does
not take into account the stochastic force ˜ξ (t) nor the effective
crystalline potential, EeffSAW implicitly takes into account
all these contributions. Figure 9 exhibits the dependence of
EeffSAW as a function of ˜F 2 for γ˜ = 2, ϕ˜0 = 3.0, and for
D = 0.05, 0.1, and 0.2. EeffSAW has been calculated from
P (x˜) curves similar to the ones of Fig. 8. We did not succeed
to calculate EeffSAW as a function of ˜F for D < 0.05; the
average time needed by the particle to escape from an effective
crystalline potential being too long to obtain good statistics,
due to the activated character of this event with a 1/D
exponential dependence. The linear dependence of EeffSAW as
a function of ˜F 2 is observed in the small forces regions where
the perturbation theory calculations of Sec. II A scientifically
sound. We note that increasing the diffusion coefficient or
the friction γ˜ (not shown) yields a smaller StAW structuring
effect, i.e., as already mentioned, the thermal noise challenges
the StAW structuring effect.
The results of this section demonstrates that the StAW
amplitude and the temperature, acting on the friction γ and the
diffusion coefficient D allow to tune the structuration induced
by the StAW. These information are essential to identify the
key parameters if one wishes to experimentally implement the
dynamic substrate structuring effect described here.
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VII. CONCLUSION
In this work, we have studied the solutions of the motion
equation of an adatom diffusing on a substrate submitted
to a StAW. To this aim, we have applied some standard
tools of the nonlinear physics to a simplified version of
the motion equation keeping the most relevant terms. No-
ticeably, an effective potential governing the slow dynamics
of the adatom has been derived. We have shown that this
effective potential controls the distribution of the adatom x
position even when considering the other additional terms
(noise, retarded effects, effective crystalline potential) in the
adatom motion equation. We underline the relevance of our
model when comparing calculated distribution probabilities
to positions histograms collected from molecular dynamics
simulations.9
Our present study opens different perspectives. In a recent
publication,9 we have discussed about the possibilities to
experimentally implement the dynamic substrate structuring
effect. We have noticeably mentioned the impossibility to
produce StAW with a wavelength in the nanometer range on
the substrate surface using the current available experimental
setups: to our knowledge, and in the state of the art, the
production of surface acoustic waves with wavelengths in the
100 nm range is possible using optical excitations.25 However,
the dynamic structuring effect does not directly depend on the
wavelength. Actually, the dynamic effect is expected to exist
as long as the adatom does not have the time to diffuse on a
wavelength λ during a period of the StAW, i.e.,
k  cs
Deff
, (33)
where Deff is the effective diffusion coefficient of the adatom
in the effective crystalline potential. One may thus consider
the possibility to use StAW with hundred nanometers wave-
lengths. Our present model and study will then be a very
fruitful tool to evince the optimized parameters (especially the
temperature and the StAW amplitude) leading to an efficient
structuring effect.
Theoretically, Eq. (11) exhibits a very rich and complex
dynamics. We have studied the solutions of this equation, but
we currently consider the possibility to derive the Fokker-
Planck equations for the adatom probability density functions.
Such equations would allow to directly derive the position
distribution P (x˜), and even perhaps to derive the effective
diffusion coefficient describing the diffusion of the adatom
between the different basins of the effective potential.
Finally, in this paper, we have focus on the structuring effect
induced by the StAW on the position distribution of the adatom
and have eluded the study of the dynamics of the adatom.
We have nevertheless exhibited the possibility for the adatom
to follow different qualitative types of trajectories depending
on the parameters γ˜ , ˜F , and ϕ˜0. The study of the adatom
dynamics, including the dependence of the StAW force on the
substrate lattice parameter scale is a natural perspective to this
work.
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CHAPITRE 4. MODE`LE ANALYTIQUE DE LA DIFFUSION D’UN ADATOME SUR
UNE SURFACE SOUMISE A` UNE ONDE ACOUSTIQUE STATIONNAIRE
Chapitre 5
E´tude par dynamique mole´culaire
de la nucle´ation et auto-organisation
d’atomes sur une surface soumise a`
une onde acoustique stationnaire
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Jusqu’a` pre´sent, nous avons e´tudie´ la diffusion d’un unique adatome sur une surface soumise
a` une onde acoustique stationnaire (StSAW). L’e´tude a e´te´ effectue´e par des simulations de
dynamique mole´culaire et par des calculs analytiques. Ce chapitre est la suite naturelle du
raisonnement puisqu’il concerne l’e´tude de l’effet d’une StSAW sur un ensemble d’atomes
en interaction. La StSAW induit une contrainte de´pendante du temps en surface qui affecte
la diffusion de l’adatome en encourageant sa pre´sence au niveau des maxima transverses de
de´placement (que nous de´signons par  ventres ). Ce phe´nome`ne a pu eˆtre de´crit par un
potentiel effectif dont les minima correspondent a` ces sites. Nous cherchons a` ve´rifier si ces
re´sultats sont valides pour plusieurs atomes en surface. Cette e´tude est une e´tape essentielle
vers l’e´laboration d’une me´thode d’auto-organisation par une onde acoustique stationnaire de
surface.
La simulation de croissance ou de diffusion de plusieurs atomes en interaction sur une
surface par dynamique mole´culaire est couˆteuse en temps de calcul ; en effet dans le chapitre 3,
nous pouvions limiter la taille du substrat a` un nombre limite´ d’atomes autorisant ainsi une
e´tude statistique des phe´nome`nes ; dans les cas que nous pre´senterons dans ce chapitre, le
nombre d’atomes dans le substrat est multiplie´ par 4 ou plus (nous sommes alle´s jusqu’a` 760
000 atomes). Ceci implique des temps de calculs plus importants et par conse´quent des e´tudes
statistiques ne sont re´alise´es que pour des agre´gats de faibles tailles et pas pour ceux de tailles
importantes. Les re´sultats pre´sente´s sont donc d’ordre descriptifs et ne sont que le point de
de´part pour une e´tude plus comple`te.
D’abord, nous de´crirons l’effet de la StSAW sur la diffusion d’agre´gats de faible taille (de 2
a` 4 atomes) et nous comparerons les re´sultats avec ceux obtenus dans le chapitre 3 dans le cas
d’un unique adatome. Nous aborderons ensuite le processus de structuration intervenant lors de
de´pot d’adatomes en tant qu’exploitation des re´sultats obtenus. Enfin, la dernie`re partie de´crira
l’effet de la StSAW sur des agre´gats de tailles importantes (environ 1000 atomes) obtenus par
de´mouillage.
5.1 Diffusion d’agre´tats de faible taille et nucle´ation
Dans le chapitre 3, nous avons e´tudie´ la diffusion d’un unique adatome sur une surface
soumise a` une StSAW a` l’aide de simulations de dynamique mole´culaire. Nous avons puˆ iden-
tifier une force induite par la StSAW dont l’effet sur l’adatome peut eˆtre repre´sente´ par un
potentiel effectif favorisant la pre´sence de l’adatome au niveau des ventres de de´placement selon
z de la surface cristalline. Cette section est consacre´e a` la diffusion de plusieurs adatomes en in-
teraction formant des agre´gats de faibles tailles sur une surface soumise a` une onde acoustique
stationnaire, faible taille signifiant des agre´gats constitue´s de Nc = 2, 3 et 4 atomes.
Dans un premier temps, nous rappelons brie`vement le mode`le utilise´ dans les simulations de
dynamique mole´culaire et les parame`tres que nous avons choisis pour ces simulations. Dans un
deuxie`me temps, nous e´tudions la diffusion d’agre´gats sur une surface soumise a` une StSAW
en nous restreignant a` un nombre d’atomes faible (≤ 4) pour des raisons techniques : avec
une taille plus importante, la diffusion est trop faible pour que la dynamique soit accessible a`
nos simulations avec le jeu de parame`tres choisi. Dans un troisie`me temps, connaissant l’effet
de l’onde sur la diffusion d’agre´gats de faibles tailles, nous e´tudions la nucle´ation et le de´poˆt
d’atomes sur une surface soumise a` une StSAW.
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5.1.1 Mode`le et parame`tres de simulation
Puisque construit de manie`re identique a` celui du chapitre 3, nous ne rappelons que
brie`vement le mode`le sans donner les justifications du choix de chaque parame`tre. Le substrat
est une superposition de 31 couches d’atomes : les 4 premie`res sont fixes, aux 15 suivantes est
applique´ un thermostat de Nose´-Hoover et les 12 dernie`res (les plus proches de la surface) sont
de´crites dans l’ensemble (N,V,E). Le potentiel d’interaction entre les atomes du mode`le est le
potentiel Lennard-Jones  lisse´  (voir chapitre 2) avec un rayon de coupure rc = 2,63. Les
parame`tres d’interaction entre atomes du substrat (note´s s) de masse ms = 1,0 sont ss = 1,0,
σss = 1,0. Les unite´s de temps, distances, masses, e´nergies et tempe´ratures seront exprime´es
en unite´s de
√
(msσ2ss)/ss, σss, ms, ss et ss/kB (voir chapitre 3).
Le substrat est un cristal cubique faces centre´es de parame`tre de maille a = 2
1
6
√
2 ' 1,59.
La surface est perpendiculaire a` la direction z, correspondant a` une orientation (001) d’un
cristal cfc. Les conditions aux bords dans les directions x et y sont pe´riodiques. Le vecteur
d’onde est oriente´ dans la direction x, direction [110] d’un cristal cfc (notation : x = [110]). Le
sche´ma du mode`le est repre´sente´ sur la figure 3.1 du chapitre 3.
Les parame`tres de simulation sont identiques a` ceux utilise´s pour la figure 3.4 du chapitre 3
afin de comparer les intensite´s de structuration pour 1, 2, 3 et 4 atomes en interaction ; les
parame`tres de l’onde sont A = 0,4 et λ = 17 ax0 (ωe = 0,924) avec ax0 = a
√
2 ' 2,24 et la
tempe´rature est T = 0,24. La taille de la boˆıte de simulation en x est Lx = 34 ax0 (= 2λ) et le
substrat est compose´ de N = 12648 atomes.
Les parame`tres d’interaction pour les atomes en surface (note´s a) sont :
– aa = 2,0, σaa = 1,0 pour les interactions entre les atomes des agre´gats, masse ma = 1,0,
– as = 0,82, σas = 1,0 pour les interactions entre atomes en surface et atomes du substrat.
Ces parame`tres permettent de diminuer les fre´quences d’activation des me´canismes qui
rendent difficiles l’e´tude de la diffusion, comme l’e´change ou l’e´vaporation (voir chapitre 3),
mais aussi d’e´viter toute dissociation de l’agre´gat dans les temps de simulation pour ne pas
introduire le me´canisme de diffusion de  dissociation/re´-association . En effet ce me´canisme
est inde´sirable pour l’e´tude de la diffusion de l’agre´gat.
5.1.2 Structuration des agre´gats
Le principe des simulations est le meˆme qu’au chapitre 3 : les adatomes sont de´pose´s sur
la surface cristalline soumise a` une StSAW et leurs trajectoires sont analyse´es. En observant
les trajectoires selon x (direction du vecteur d’onde) des centres de masse des agre´gats pour
diffe´rentes positions et configurations initiales, nous effectuons une e´tude statistique soulignant
l’influence de la StSAW.
La figure 5.1 rapporte les distributions Pi(x) des positions x des centres de masse d’agre´gats
compose´s de 1 (a), 2 (b), 3 (c) et 4 (d) atomes (i = {1,2,3,4}) et sont compare´es au de´placement
suivant z de la surface (e). La statistique est calcule´e a` partir de 200 trajectoires inde´pendantes
du centre de masse dont les positions initiales sont uniforme´ment re´parties le long d’une
longueur d’onde. La dure´e de chaque trajectoire est de 8000 unite´s de temps.
Dans les trois cas, les re´sultats sont e´quivalents a` ceux trouve´s dans le chapitre 3 (voir
figure 5.1(a)) : les distributions Pi(x) montrent une oscillation rapide due au potentiel cristallin
ressenti en surface et une oscillation lente des maxima d’une pe´riode e´gale a` la demi-longueur
d’onde. Les agre´gats compose´s d’un faible nombre d’atomesNc sont affecte´s de la meˆme manie`re
qu’un unique adatome par l’onde stationnaire : la pre´sence des agre´gats est maximale au niveau
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Figure 5.1 – Simulations LJ a` T = 0,24. Surface (001), onde x = [110]. Distributions
Pi(x) des positions x de centres de masse des agre´gats constitue´s de Nc = {1,2,3,4} atomes
respectivement en (a), (b), (c) et (d). Les distributions sont cacule´es a` partir de 200 trajectoires
avec des positions initiales uniforme´ment re´parties le long d’une longueur d’onde. La dure´e de
chaque trajectoire est 8000 unite´s de temps. La longueur d’onde est λ = 17 ax0 (ωe = 0,924).
L’amplitude est A = 0,4. (e) Position z de la dernie`re couche du substrat (surface) a` deux
temps se´pare´s d’une demi-pe´riode de l’onde correspondant aux extrema de de´placement de la
surface.
des ventres de l’onde stationnaire.
Nous discutons dans la suite des diffe´rences entre les distributions Pi(x) et de l’intensite´ de
structuration.
5.1.3 Intensite´ de structuration
Pour aller un peu plus loin dans l’analyse de ces re´sultats, nous comparons les intensite´s de
structuration des diffe´rents agre´gats. Bien que n’apportant pas d’information comple´mentaire
quant a` l’origine de la structuration, cette e´tude permet de confirmer les observations e´nonce´es
dans la partie 3.4 du chapitre 3. Nous expliquons les diffe´rences dans l’aspect des Pi(x) et nous
quantifions l’intensite´ de l’effet structurant dans chaque cas.
Bien que les tendances ge´ne´rales entre les distributions Pi(x) d’un adatome unique et d’un
5.1. DIFFUSION D’AGRE´TATS DE FAIBLE TAILLE ET NUCLE´ATION 93
a) x = [110]
y = [1-10]
z = [001]
k
i2
b) x = [110]
y = [1-10]
z = [001]
k
i
ii3
3
c) x = [110]
y = [1-10]
z = [001]
k
i
ii
4
4
d) x = [110]
k
2 atomes
3 atomes
4 atomes
1 atome
Substrat
Figure 5.2 – Configurations les plus fre´quemment observe´es sur une surface (001) pour un
agre´gat compose´ de 2, 3 ou 4 atomes. (a) : Configurations les plus stables a` 2 atomes, (b) : deux
configurations a` 3 atomes : i3 la plus stable et ii3 la premie`re configuration me´tastable, (c) :
deux configurations a` 4 atomes : i4 la plus stable et ii4 la premie`re configuration me´tastable
(nous ne repre´sentons pas toutes les configurations e´quivalentes par syme´trie). (d) : Projections
selon x des centres de masses des agre´gats compare´s a` la position x des atomes du subtrat.
Les positions avec des cercles plus petits correspondent a` des positions moins fre´quemment
occupe´es (positions me´tastables).
agre´gat soient identiques, on peut noter un certain nombre de diffe´rences :
– le nombre de configurations ge´ome´triques que peut prendre un agre´gat sur une surface
est fonction du nombre d’atomes Nc qui le composent. Ces variations de configurations
changent la position et l’aspect des maxima de Pi(x), c’est-a` dire les positions possibles
du centre de masse de l’agre´gat en projetant selon x.
– la dynamique est diffe´rente : le temps caracte´ristique de diffusion est plus important a`
mesure que la taille de l’agre´gat augmente, ceci e´tant duˆ a` une e´nergie de liaison avec la
surface qui augmente avec Nc et des modes de diffusion diffe´rents d’un type d’agre´gat a`
un autre.
Nous nous concentrons sur le premier point : les configurations que peuvent prendre les
agre´gats sont principalement a` l’origine des diffe´rences d’aspect entre les distributions P2(x),
P3(x) et P4(x) (nombre de maxima par longueur d’onde et variation des ensembles Pi,max(x)
et Pi,min(x)). Les figures 5.2 (a), (b) et (c) repre´sentent respectivement les configurations les
plus fre´quemment observe´es sur une surface (001) d’agre´gats compose´s de 2, 3 et 4 atomes.
Pour deux atomes, seules les configurations les plus stables sont repre´sente´es. Dans les cas
pour trois et quatre atomes, les premie`res configurations me´tastables sont aussi de´crites (les
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configurations e´quivalentes par syme´trie ne le sont pas toutes). Dans les trois cas, nous nous
inte´ressons aux positions x des centres de masse des agre´gats aux positions les plus fre´quentes
repre´sente´es sur la figure 5.2(d).
Deux atomes La figure 5.2(a) repre´sente les deux positions possibles de la configuration la
plus stable d’un dime`re sur une surface cfc (001). Selon la direction x, les centres de masses de
deux positions successives sont se´pare´s d’une distance ∆x = a
√
2/4, ce qui est deux fois plus
faible que pour un seul adatome (voir figure 3.11 chapitre 3). La distance entre deux maxima
conse´cutifs au niveau d’un ventre est ∆x = a
√
2/2 sur la figure 5.1(a), et ∆x = a
√
2/4 sur la
figure 5.1(b).
Rappelons que lorsqu’une surface est soumise a` une StSAW, on distingue la composante
transversale (de´placement selon z) de la composante longitudinale (de´placement selon x) de
l’onde. Le de´placement z des atomes de la surface en fonction de x est repre´sente´ sur la
figure 3.8(a) et la projection selon x sur la figure 3.8(b) du chapitre 3. Les deux composantes du
de´placement des atomes de la surface sont de´phase´s de pi/2 : lorsque l’amplitude du de´placement
selon z de la surface est minimale (maximale), l’amplitude du de´placement en x est maximale
(minimale).
Au niveau des maxima de de´placement x, la position des minima du potentiel cristallin
en surface oscille autour de leur position d’e´quilibre (position sur une surface sans onde, voir
figure 3.8(b) du chapitre 3). La position du centre de masse d’un agre´gat est affecte´e de la
meˆme manie`re : elle oscille autour d’une position d’e´quilibre quand l’agre´gat se trouve au
niveau d’un nœud de vibration transverse de la surface. Si deux positions conse´cutives du
centre de masse selon x sont a` une distance trop faible l’une de l’autre, les deux maxima
de Pi(x) correspondants ne peuvent plus eˆtre distingue´s. Dans le cas Nc = 2, la distance
entre deux positions conse´cutives du centre de masse de l’agre´gat selon x est ∆x = a
√
2/4,
ce qui est suffisamment faible pour que deux maxima de P2(x) soient confondus au niveau
d’un nœud. Ceci explique l’aspect particulier de P2(x) (figure 5.1(a)). Notons les similitudes
entre les variations de l’ensemble Pmin(x) des distributions P2(x) et P (x) repre´sente´es sur la
figure 3.4(b) du chapitre 3 : dans ce cas deux positions conse´cutives selon x de l’adatome
e´taient suffisamment faibles pour observer ce phe´nome`ne.
Trois atomes La figure 5.2(b) repre´sente les diffe´rentes syme´tries de la configuration la plus
stable a` trois atomes et de la premie`re configuration me´tastable. On distingue les deux types
de configurations par la notation i3 (stable) et ii3 (me´tastable). Les projections des centres de
masse en x de chacune des configurations re´ve`lent trois positions tre`s proches les unes des autres
(voir figure 5.2(d)). Cette proximite´ est a` l’origine de l’aspect particulier de P3(x). En effet, au
niveau d’un ventre, les trois positions des projections des centres de masse annonce´es ne sont
pas souligne´es par trois maxima de P3(x) sur la figure 5.1(c). Les maxima qui caracte´risent
chacune des trois positions conse´cutives sont confondus. Au niveau d’un nœud, l’aspect des
maxima de P3(x) est encore modifie´ par l’oscillation des positions des centres de masses due a`
la composante longitudinale de l’onde.
Quatre atomes Enfin, la figure 5.2(c) repre´sente la configuration la plus stable pour un
agre´gat forme´ de 4 atomes sur la surface (001) d’un cristal cfc, i4, et la premie`re configuration
me´tastable, ii4. Lors de la diffusion, la configuration i4 est rencontre´e bien plus fre´quemment
que la configuration ii4. La configuration i4 admet une seule position du centre de masse selon
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Nc 1 2 3 4
∆Eeffi,StSAW2D/kBT 0,64 0,82 0,85 1,31
TABLEAU 5.1 – Diffe´rences d’e´nergies effective de structuration de´finies par l’e´quation (5.1)
pour la diffusion d’agre´gats compose´s de Nc = {1,2,3,4} atomes.
x. Deux projections conse´cutives de la position stable du centre de masse de l’agre´gat selon
x sont se´pare´es d’une distance ∆x = a
√
2/2 comme dans le cas d’un unique adatome (voir
figure 5.2(d)). Ceci explique la similitude entre les distributions pour un seul adatome et qua-
tre atomes. L’influence de la configuration ii4 est visible a` travers P4(x) au niveau des ventres
de de´placement z avec les maxima  secondaires  de tre`s faible amplitude entre les maxima
principaux.
Ces diffe´rences de configurations entraˆınent des profils de Pi(x) tout aussi diffe´rents. C’est
pourquoi nous utilisons la deuxie`me de´finition donne´e dans le chapitre 3, plus pre´cise, pour
comparer les intensite´s de structuration. Nous rappelons ici son expression :
∆Eeffi,StSAW2D
kBT
= ln
∫ dy/2
−dy/2 dy
∫ dx/2
−dx/2 dxPv,i(x,y)∫ dy/2
−dy/2 dy
∫ dx/2
−dx/2 dxPn,i(x,y)
(5.1)
ou` Pn,i(x,y) (Pv,i(x,y)) est la distribution du centre de masse sur le site au niveau d’un
nœud (ventre) de de´placement z, dx (dy) de´signe la distance selon x (y) des deux minima de
Pi(x,y), la distribution en deux dimensions (non repre´sente´e), les plus proches d’un maximum
Pn,i(x,y) ou Pv,i(x,y). Les valeurs de dx et dy varient d’une configuration a` une autre. Le
tableau 5.1 rapporte les diffe´rences d’e´nergies effectives calcule´es pour Nc = {1,2,3,4} avec
l’expression (5.1).
Les valeurs de ∆Eeffi,StSAW2D indiquent une augmentation de l’intensite´ de structuration a`
mesure que le nombre d’atomes Nc augmente. On peut relier ce re´sultat a` l’augmentation de
tempe´rature e´tudie´e dans la partie 3.3.5 du chapitre 3. En effet, le re´sultat de cette e´tude e´tait
une diminution de la structuration qui accompagne l’augmentation de tempe´rature (c’est-a` dire
une diffusion plus importante de l’adatome). Ici, nous nous trouvons dans un cas analogue ou`
la diffusion diminue avec l’augmentation du nombre d’atomes dans l’agre´gat, par conse´quent
la diffe´rence d’e´nergie effective de structuration augmente.
Soulignons la diffe´rence importante entre ∆Eeff3,StSAW2D/kBT et ∆E
eff
4,StSAW2D
/kBT . En effet
la configuration a` 4 atomes est une configuration particulie`rement stable, chaque atome de
l’agre´gat est en position d’e´quilibre.
La diffusion diminue quand l’effet structurant augmente : la fre´quence de saut d’un min-
imum du potentiel effectif a` un autre est re´duite. Le re´sultat essentiel de ces simulations est
que la StSAW a le meˆme effet sur les agre´gats de faibles tailles que sur un seul adatome :
favoriser leur pre´sence au niveau des ventres de l’onde stationnaire. Nous allons tirer parti de
ces re´sultats dans la section suivante.
5.1.4 De´pot d’atomes en surface
Les re´sultats du chapitre 3 et de la section pre´ce´dente indiquent qu’un unique adatome et
un agre´gat de faible taille se comportent de la meˆme manie`re sur une surface soumise a` une
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Figure 5.3 – Simulations LJ a` T = 0,24. Surface (001), onde x = [110]. La longueur d’onde
est λ = 17 ax0 (ωe = 0,924). L’amplitude est A = 0,4. Quarante atomes sont de´pose´s sur une
surface sans (a) et avec (b) StSAW. Au temps t = 8000 unite´s de temps, quarante atomes
supple´mentaires sont de´pose´s. L’ope´ration est renouvelle´e 4 fois. Les figures a et b repre´sentent
la positions des atomes en fin de simulation.
StSAW : les chances sont plus importantes de les trouver au niveau d’un ventre que d’un nœud
de de´placement z de la surface.
Au-dela` de quatre atomes pour un agre´gat, l’entite´ diffuse peu. Ce qui au de´part de notre
e´tude semblait eˆtre une contrainte est maintenant un avantage dans le de´poˆt : une fois au niveau
d’un ventre de de´placement de la StSAW, quelques adatomes vont former des agre´gats plus
ou moins important qui ne diffuseront que tre`s peu et serviront d’ancres (sites de nucle´ation)
pour les adatomes qui seront de´pose´s par la suite.
Lors d’un processus de de´poˆt, comme la croissance e´pitaxiale, si la fre´quence de de´pot est
suffisamment faible pour qu’un unique adatome ou un petit agre´gat ait le temps de se diriger
vers un ventre de l’onde stationnaire avant que d’autres atomes ne soient pre´sents en surface,
les amas d’atomes forme´s par la nucle´ation seront uniforme´ment re´partis sur les ventres de
l’onde stationnaire le long de la direction du vecteur d’onde.
Nous simulons le processus de de´poˆt qui consiste a` de´poser a` intervalle re´gulier un certain
nombre d’atomes sur la surface soumise a` une StSAW. Nous nous attendons a` trouver des
re´sultats identiques a` ceux de´crits pre´ce´demment : une nucle´ation des atomes au niveau des
ventres de l’onde stationnaire. Les parame`tres pour le potentiel Lennard-Jones sont les meˆmes
que ceux utilise´s dans la section 5.1 : ss = 1,0, σss = 1,0 pour les atomes du substrat de masse
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ms = 1,0, aa = 2,0, σaa = 1,0 pour les adatomes diffusant sur le substrat de masse ma = 1,0,
as = 0,82, σas = 1,0 pour les interactions entre atomes en surface et atomes du substrat. Seule
la taille du substrat est double´e dans la direction x afin d’obtenir une re´partition spatiale la
plus vaste possible. Ces simulations ont pour but d’illustrer les re´sultats pre´ce´dents en donnant
un exemple d’application, nous n’avons ni calcule´ le temps de migration vers les ventres de
la StSAW ni cherche´ a` optimiser la fre´quence de de´poˆt ni de´termine´ la quantite´ maximale a`
de´poser.
Pour simuler la croissance dans des temps accessibles a` nos simulations, nous de´posons en
une seule fois 40 atomes uniforme´ment repartis selon x sur la surface soumise a` la StSAW
et suffisamment espace´s afin qu’il n’y ait pas d’interaction au de´but des simulations. Avec ce
proce´de´, les tailles des agre´gats ne de´passent pas 3 ou 4 atomes. Sous l’influence de la StSAW,
ceux-ci se dirigent vers les ventres de de´placement z de la surface. Au bout d’un temps t = 8000
unite´s de temps, on de´pose de nouveau 40 atomes en surface. Ceux-ci vont converger vers les
agre´gats de´ja` forme´s au niveau des ventres de l’onde et ainsi augmenter la taille des amas
d’atomes, qui seront trop important pour quitter les ventres de l’onde stationnaire. Lors d’un
processus de de´poˆt, les adatomes sous forme de monome`re et les agre´gats de faible taille sont les
seuls a` avoir une diffusion suffisamment importante pour eˆtre affecte´s par l’onde stationnaire
(avec ce jeu de parame`tres). L’ope´ration de´poˆt est renouvelle´e 4 fois.
Les figures 5.3a et b repre´sentent respectivement le de´poˆt d’atomes dans le cas sans et avec
onde stationnaire. Les positions y en fonction de x correspondent a` l’e´tat des atomes en surface
a` la fin de la simulation. Les traits pleins et les tirets de´signent respectivement les ventre et
les nœuds de de´placement z de la surface.
Tandis que la re´partition des atomes dans le cas sans onde est ale´atoire, dans le cas avec
onde, on distingue clairement que les agre´gats sont re´partis le long de la direction du vecteur
d’onde et espace´s d’une demi-longueur d’onde. Ceux qui ne sont pas positionne´s sur un ventre
de l’onde sont des monome`res ou dime`res qui diffusent.
A` condition que le temps entre deux de´poˆts d’un adatome sur la surface soit supe´rieur au
temps de diffusion d’un adatome vers un ventre de l’onde, la structuration par StSAW pendant
un de´poˆt d’atomes est une me´thode qui permet d’obtenir des nanostructures uniforme´ment
re´parties le long de la direction du vecteur d’onde.
Dans la section suivante, nous allons e´tudier le processus de diffusion des agre´gats de
grandes tailles (Nc > 200).
5.2 De´mouillage et structuration
Une me´thode pour obtenir des nanostructures a` la surface d’un substrat a` partir d’un film
de´pose´ est le de´mouillage. Expe´rimentalement, le de´mouillage consiste en un traitement ther-
mique d’un film mince, qui, lors d’un recuit, passe a` l’e´tat liquide pour former des  goutel-
lettes  [1, 2]. Le processus de de´mouillage a e´te´ largement aborde´ dans la litte´rature par
des simulations de dynamique mole´culaire [3, 4], expe´rimentalement [5, 6] et en combinant
simulations Monte-Carlo cine´tique et calculs analytiques [7], comme moyen de cre´er des nano-
structures sur une surface.
Nous proposons d’e´tudier l’influence de l’onde acoustique stationnaire de surface sur la
re´partition spatiale des  goutellettes  a` l’e´chelle nanome´trique. L’avantage d’une telle tech-
nique est de cre´er des amas d’atomes de taille re´gulie`re et plus grands que dans la partie
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pre´ce´dente (de 500 a` 1000 atomes), le tout avec assez peu de pre´paration.
Puisqu’il s’agit de la premie`re mention du de´mouillage, nous rappelons dans un pre-
mier temps quelques de´finitions concernant la formations de  gouttes  en surface lors d’un
de´mouillage. Dans un deuxie`me temps, nous de´crivons le mode`le de simulation et le protocole
utilise´ pour identifier l’influence d’une onde acoustique stationnaire de surface sur des amas
d’atomes forme´s par de´mouillage.
5.2.1 E´nergie de surface
Ce paragraphe n’a pas pour but de de´crire avec de´tail le processus de de´mouillage mais
seulement de donner des cle´s qui permettront de comprendre le phe´nome`ne et ainsi justifier
les parame`tres que nous avons choisis dans la section suivante. Pour plus de de´tails, le lecteur
pourra consulter la re´fe´rence [1].
Le mouillage est l’e´tude de l’e´talement d’un liquide de´pose´ sur une surface. Bien que nous
nous inte´ressions au cas microscopique, nous donnons les de´finitions macroscopiques. Nous
pouvons distinguer deux e´tats pour le mouillage : le mouillage total et le mouillage partiel. Le
premier correspond au cas ou` le liquide a une forte attraction pour le solide et tend a` s’e´taler
sur toute la surface. Le second correspond a` la formation de  goutellettes  : les structures
ainsi forme´es sont en mouillage partiel (voir figure 5.4). La grandeur qui permet de distinguer
ces deux e´tats est le parame`tre d’e´talement S. Ce parame`tre est de´fini comme la diffe´rence
d’e´nergie de surface du substrat sans et avec liquide, par unite´ de surface de la goutte :
S = Esubstratseul − Esubstratfilm
= γs − (γi + γf) (5.2)
ou` les trois e´nergies superficielles sont des e´nergies par unite´ de surface de´finies comme
suit :
– γs, l’e´nergie de surface du substrat,
– γi, l’e´nergie d’interface entre le substrat et le film en surface,
– γf , l’e´nergie de surface du film.
Quand l’e´talement S est positif, le liquide s’e´tale comple`tement pour diminuer l’e´nergie de
surface. En revanche, si S est ne´gatif, l’e´nergie du substrat avec film est supe´rieure a` celle du
substrat seul, le film se fractionnera pour augmenter la surface du substrat de´couvert et ainsi
minimiser l’e´nergie totale.
Dans le cas du mouillage partiel on caracte´rise une goutte par l’angle de contact θ. Il s’agit
de l’angle entre la surface du substrat et la tangente a` la goutte de´pose´e sur ce substrat a`
son bord. La figure 5.4 repre´sente une goutte pose´e sur un substrat a` l’e´quilibre, ou` l’angle de
contact est de´fini.
Quand la goutte est en e´quilibre sur le substrat, l’angle θ ∈ [0;pi] est donne´ par la relation
de Young :
cos(θ) =
γs − γi
γf
. (5.3)
Pour obtenir le de´mouillage d’un film sur un substrat, le parame`tre d’e´talement S doit
passer d’un valeur positive a` une valeur ne´gative.
Nous n’irons pas plus loin dans la description du phe´nome`ne de de´mouillage, le but e´tant
d’e´claircir le contexte et donner les e´le´ments cle´s qui justifient le choix des parame`tres dans la
section qui suit.
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Figure 5.4 – Sche´ma d’une goutte a` l’e´quilibre sur un substrat.
5.2.2 De´mouillage d’un film
Parame`tres de simulation
La boˆıte de simulation est e´quivalente a` celles de´crites dans les parties pre´ce´dentes et dans le
chapitre 3 : le vecteur d’onde est de´fini dans la direction x = [110], la surface est perpendiculaire
a` la direction (001). La taille du substrat est Lx = 68 ax0 , Ly = 21 ax0 et Lz = 20 ax0 avec
ax0 = a
√
2 ' 2,24.
La taille en x du substrat est choisie de manie`re a` avoir Lx = 2λ, avec λ = 34 ax0 . Le
nombre d’atomes composant le substrat est N = 228480 atomes. Notons que le substrat est
d’une taille plus importante de manie`re a` avoir une longueur d’onde supe´rieure a` celles utilise´es
dans les parties pre´ce´dentes. En effet, la longueur d’onde doit eˆtre suffisamment importante
pour que deux amas d’atomes forme´s lors du de´mouillage n’interagissent pas entre eux une fois
la suppose´e structuration effectue´e et qu’ainsi le diame`tre de la surface de contact de l’agre´gat
avec le substrat soit infe´rieur a` une demi-longueur d’onde ; a` de´faut de ne pouvoir faire des
agre´gats suffisament petits avec la me´thode de de´mouillage, c’est la longueur d’onde qui est
augmente´e.
Apre`s une se´rie de calculs pre´liminaires, nous avons estime´ a` une mono-couche l’e´paisseur
maximale du film d’adatomes en surface qui permet d’obtenir des agre´gats de tailles suff-
isamment faibles devant la longueur d’onde. La taille Ly est aussi de´termine´e en fonction du
diame`tre de la surface de contact entre un agre´gat et la surface afin d’empeˆcher un agre´gat
d’interagir avec sa propre image.
Enfin, des agre´gats de taille importante (environ 1000 atomes) en surface peuvent faire
perdre a` l’onde son caracte`re stationnaire et la pe´riodicite´ λ des ventres et nœuds de vibra-
tion. Apre`s plusieurs tests, en augmentant la taille Lz (la profondeur du substrat n’e´tant pas
infinie, ceci change le´ge`rement la fre´quence d’excitation pour une longueur d’onde donne´e), ce
proble`me disparaˆıt : avec ou sans agre´gat en surface, l’onde acoustique de surface est station-
naire. Rappelons que la taille en z ne change pas la qualite´ ou l’intensite´ de l’effet structurant :
il de´pend seulement de la de´formation et des contraintes induites par la StSAW en surface
(voir chapitre 3).
Nous cherchons a` identifier quel est l’effet d’une StSAW sur des agre´gats de taille importante
avec l’ide´e d’induire une auto-organisation et obtenir une re´partition spatiale re´gulie`re d’amas
d’atomes.
Expe´rimentalement, le de´mouillage est controˆle´ par un changement de tempe´rature [2,
8]. Pour des raisons pratiques concernant les temps accessibles a` nos simulations de dy-
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Figure 5.5 – Re´sume´ du protocole utilise´ dans la section 5.2.2. Six temps particuliers sont
identifie´s.
namique mole´culaire et l’adaptation de la fre´quence d’excitation pour une meˆme longueur
d’onde (a` cause de la dilatation thermique), nous utilisons un moyen diffe´rent de provoquer le
de´mouillage. Dans leurs simulations de dynamique mole´culaire, Bertrand et al. [3] jouent sur
les interactions LJ pour obtenir un film liquide en surface, le de´mouillage intervenant apre`s que
des instabilite´s aient e´te´ introduites en enlevant une bande du film. Koplik et al. [9] de´posent
quant a` eux directement le film liquide instable sur la surface et observent le de´mouillage.
Nous choisissons une pratique e´quivalente qui consiste a` changer les interactions LJ pendant
la simulation.
Pour satisfaire les conditions de de´mouillage et obtenir un parame`tre d’e´talement S ne´gatif,
les parame`tres LJ choisis sont les suivants :
– ss = 1,0, σss = 1,0 pour les atomes du substrat de masse ms = 1,0, ces parame`tres sont
les meˆmes que dans les simulations pre´ce´dentes et demeureront inchange´s jusqu’a` la fin
de ce chapitre,
– aa = 0,5, σaa = 1,0 pour les atomes de´pose´s sur le substrat de masse ma = 1,0,
– as = 0,25, σas = 1,0 pour les interactions entre atomes du substrat et atomes de´pose´s.
La condition de de´mouillage se re´sume a` aa > as. En effet les liaisons entre atomes de la
couche de de´mouillage doivent eˆtre plus fortes que les liaisons substrat/atomes de´pose´s. Les
valeurs aa et as sont volontairement faibles et infe´rieures a` ss afin d’acce´lerer le phe´nome`ne
de de´mouillage mais aussi d’obtenir la cre´ation de plusieurs amas d’atomes.
La valeur des parame`tres substrat/atomes de´pose´s et atomes de´pose´s/atomes de´pose´s du
potentiel LJ vont e´voluer au cours de ce chapitre. Les tailles, la nature et la vitesse de diffusion
des agre´gats vont de´pendre de ces valeurs.
Protocole de simulation
Nous allons d’abord de´crire le protocole utilise´ dans ces simulations pour observer l’influence
de la StSAW : une monocouche de mate´riau a (atomes de´pose´s) est de´pose´e sur le mate´riau
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a) t = t0 b) t0 < t < t1
c) t1 < t < t2
x=[110]y=[-110]
z=[001]
d) t2 < t < t3
Figure 5.6 – Simulations LJ a` T = 0,24. Surface (001). Onde x = [110]. (a) : Les e´nergies
d’interaction adatome/adatome et adatome/substrat, qui sont initialement aa = as = 1,0,
sont brutalement change´es en aa = 0,5, et as = 0,25. (b) : De´mouillage en cours. (c) :
De´mouillage  termine´  (d) : Onde active´e et migration des agre´gats.
s (substrat). Les parame`tres du potentiel LJ sont initialement as = 1,0, aa = 1,0, σas =
σaa = 1,0 et mas = maa = 1,0. De par les interactions impose´es entre les mate´riaux, rien ne
distingue au de´part le substrat de la couche monoatomique, le film est donc une mono-couche
pour laquelle les atomes sont re´partis selon le re´seau cristallin de la surface.
La figure 5.5 de´crit la chronologie des e´ve´nements importants de la simulation du de´mouillage.
Ce sche´ma re´sume les e´tapes suivantes :
– de 0 a` t0 : le syste`me (substrat+monocouche) s’e´quilibre,
– au temps t0 : les interactions sont brutalement change´es en aa = 0,5 et as = 0,25,
– de t0 a` t1 : les agre´gats se forment par de´mouillage,
– de t1 a` t2 : les agre´gats sont forme´s et re´partis ale´atoirement, leur position et taille ne
varient que tre`s faiblement : l’e´volution du syste`me est tre`s lente par rapport a` l’e´chelle
de temps de la simulation,
– au temps t2 : l’onde est active´e,
– de t2 a` t3 : les agre´gats ale´atoirement re´partis migrent vers des positions plus stables.
– au temps t3 : la StSAW est active et les agre´gats ont migre´s au niveau de leurs positions
les plus stables et leur taille ne varie que tre`s peu, le syste`me e´volue lentement par rapport
a` l’e´chelle de temps de la simulation,
– au temps t4 : l’onde est e´teinte,
– de t4 a` t5 : le syste`me  s’e´quilibre  jusqu’au temps t5 ou` l’e´volution est tre`s lente par
rapport a` l’e´chelle de temps de la simulation.
Notons que la proce´dure jusqu’au temps t2 n’a pour but que de cre´er une configuration
initiale d’agre´gats ale´atoirement re´partis sur la surface.
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Effet de la StSAW
La figure 5.6(a) repre´sente le substrat au de´but de la simulation : les diffe´rentes couleurs
repre´sentent, de bas en haut, les atomes fixe´s du substrat pour empeˆcher tout mouvement
d’ensemble, les atomes du substrat de´finis dans l’ensemble (N,V,T ), les atomes du substrat
de´finis dans l’ensemble (N,V,E), et la couche monoatomique.
Apre`s e´quilibration a` la tempe´rature T = 0,24, les interactions substrat/adatomes et
adatomes/adatomes sont brutalement change´es au temps t0 pour satisfaire les conditions de
de´mouillage : aa = 0,5 et as = 0,25, simulant ainsi le de´but du de´mouillage.
La figure 5.6(b) repre´sente l’e´tat du syste`me pendant le de´mouillage : du fait des faibles
interactions aa et as, les liaisons se brisent avec l’agitation thermique et les atomes de la mono-
couche s’agre`gent pour former des amas d’atomes jusqu’au temps t1, temps a` partir duquel on
conside`re que les agre´gats n’e´voluent ni en taille ni en position (avec ce jeu de parame`tres, on
estime que le temps t1 − t0 est d’environ 800 unite´s de temps).
La figure 5.6(c) repre´sente l’e´tat du syste`me a` t1 < t < t2 : le syste`me est dans un e´tat
ou` les tailles des agre´gats n’e´voluent plus, le de´mouillage est termine´ et des amas d’atomes
dont la re´partition spatiale est ale´atoire se sont forme´s sur la surface. Notons que dans cette
configuration les agre´gats diffusent tre`s peu : la position de leur centre de masse reste autour
de sa position d’e´quilibre sur un temps long (si on laisse e´voluer le syste`me pendant environ
8000 unite´s de temps, les positions des centres de masse das agre´gats ne varie que de quelques
unite´s de longueur).
Au temps t2, l’onde stationnaire est allume´e. L’amplitude est A = 0,6, la fre´quence de la
StSAW est ωe = 0,56 (λ = 34 ax0). Dans la simulation pre´sente´e, on a t2 − t0 = 2200 unite´s
de temps, soit environ 200 pe´riodes de l’onde. Les amas d’atomes migrent vers les nœuds de
de´placement z de la surface, phe´nome`ne repre´sente´ sur la figure 5.6(d), jusqu’au temps t3.
Enfin l’onde est  e´teinte , au temps t4 (t4 − t2 = 4500 unite´s de temps) et au temps t5
le syste`me est a` l’e´quilibre jusqu’a` la fin de la simulation au temps tfin (on a tfin − t4 = 2200
unite´s de temps).
La figure 5.7(a) repre´sente l’e´tat du syste`me (position y en fonction de la position x de
chaque adatome) apre`s de´mouillage avant application de la StSAW (t1 < t < t2) et la fig-
ure 5.7(b) l’e´tat du syste`me apre`s la migration induite par la StSAW vers les nœuds de vibra-
tion (t > t5). Les amas d’atomes sont uniforme´ment re´partis le long de la direction du vecteur
d’onde de la StSAW avec une pe´riodicite´ correspondant a` λ/2. La distribution en taille est elle
aussi assez re´gulie`re : sur chaque nœud se trouvent un ou deux agre´gats compose´s d’environ
1000 atomes. Les atomes entre les amas se trouvent sur la surface ou sont des atomes e´vapore´s.
Notons e´galement qu’une fois l’onde e´teinte, les agre´gats diffusent tre`s peu et la position de
leur centre de masse ne varie que tre`s peu.
Pour ve´rifier que cet effet n’est pas duˆ au hasard, la meˆme simulation sur un substrat plus
large dans la direction y est effectue´e. La figure 5.8(a) repre´sente la position y en fonction
de la position x de chaque atome de la couche d’adatomes a` un temps t ∈ [t1; t2] : ceux-ci
sont re´partis ale´atoirement sur la surface. La figure 5.8(b) repre´sente la position de ces meˆmes
agre´gats a` un temps t ∈ [t3; t4], apre`s activation de l’onde. Le re´sultat est le meˆme que pour
la figure 5.7, les agre´gats sont uniforme´ment re´partis le long de la direction du vecteur d’onde,
se´pare´s d’une distance e´gale a` une demi-longueur d’onde.
L’onde acoustique stationnaire en surface du substrat cristallin induit une structuration
des agre´gats : le but recherche´, obtenir une re´partition spatiale re´gulie`re et modulable par la
longueur d’onde, est atteint. Le re´sultat surprenant de ces simulations est que la structuration
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Figure 5.7 – Simulation LJ a` T = 0,24. Surface (001). Onde x = [110]. Les e´nergies d’interac-
tion adatomes/adatomes et adatomes/substrat sont aa = 0,5 et as = 0,25. (a) : Re´partion des
agre´gats apre`s de´mouillage avant vibration de la surface. (b) : Re´partion des agre´gats apre`s
de´mouillage et apre`s vibration de la surface. Les traits en pointille´s (en vert) de´signent les
nœuds de vibration et les tirets (en rouge) de´signent les ventres de vibration de la StSAW. Les
atomes entre les amas se trouvent soit sur la surface soient sont des adatomes e´vapore´s durant
la simulation. A = 0,6, ωe = 0,56 (λ = 34 ax0).
ne s’effectue plus aux ventres mais aux nœuds de de´placement z de la surface. Nous discutons
de ce re´sultat dans la suite.
Discussion des re´sultats
Nous cherchons dans cette partie a` identifier les diffe´rences entre le cas expose´ dans la
section 5.1 et la structuration aux nœuds obtenue dans la section pre´ce´dente. Pour ce faire,
nous de´terminons la nature des agre´gats et leur mode de diffusion.
La fonction de distribution radiale (RDF 1) est un outil que nous utilisons pour de´crire la
nature des agre´gats. La RDF d’un syste`me repre´sente la variation de la densite´ atomique en
fonction de la distance a` partir d’un atome de re´fe´rence. A` partir de cet atome, on de´termine le
nombre d’atomes situe´s a` une distance comprise entre r et r+ dr. Note´e g(r), elle s’e´crit [10] :
g(r) =
dn(r)
4pir2N/V dr
, (5.4)
1. Radial Distribution Function
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Figure 5.8 – Simulation LJ a` T = 0,24. Surface (001). Onde x = [110]. Les e´nergies d’inter-
action adatomes/adatomes er adatomes/substrat sont aa = 0,5 et as = 0,25. (a) : Re´partion
des agre´gats apre´s de´mouillage avant vibration de la surface. (b) : Re´partion des agre´gats apre`s
de´mouillage pendant la vibration de la surface. Les traits en pointille´s (en vert) de´signent les
nœuds de vibration et les tirets (en rouge) de´signent les ventres de vibration de la StSAW.
Les atomes entre les amas se trouvent sur la surface ou sont des adatomes e´vapore´s durant la
simulation. A = 0,6, ωe = 0,56 (λ = 34 ax0).
ou` N/V est le nombre d’atomes par unite´ de volume, dn(r) le nombre d’atomes contenu
dans le volume entre r et r + dr.
L’aspect de la RDF est diffe´rent suivant la nature des agre´gats. Pour un agre´gat solide, les
maxima observe´s correspondent aux positions des atomes sur le re´sau cristallin. Dans le cas
d’un agre´gat liquide, il n’y a pas de structure cristalline, la RDF pre´sentera des maxima qui
correspondent aux multiples de la distance inter-atomique. Le nombre et la taille des maxima
caracte´risent la nature de l’agre´gat.
La figure 5.9 repre´sente les RDF g(r) des agre´gats aux temps :
a) t1 < t < t2, l’onde est inactive, e´tat apre`s de´mouillage,
b) t2 < t < t3, l’onde est active, e´tat pendant migration vers les nœuds de vibration,
c) t3 < t < t4, e´tat apre`s migration avec onde active,
d) t > t5, e´tat apre`s migration avec onde inactive.
La RDF est calcule´e sur l’ensemble des agre´gats en surface a` un instant t. La figure 5.9
repre´sente la RDF des agre´gats a` diffe´rents instants de la simulation. On constate que la RDF
est diffe´rente d’un instant a` un autre, le nombre et la taille des maxima varient, indiquant que
l’onde a une influence sur la nature cristalline des agre´gats. La diffe´rence majeure est indique´e
par le cercle en pointille´s (rouge) de la figure 5.9 : au temps t1 < t < t2 (figure 5.9(a)), g(r)
re´ve`le des maxima caracte´ristiques d’un solide, repre´sentatifs de la nature de l’agre´gat. Au
temps t2 < t < t3 (figure 5.9(b)), la RDF est typique d’un corps liquide, ainsi qu’a` t3 < t < t4
(figure 5.9(c)). Enfin, au temps t > t5 (figure 5.9(d)), l’agre´gat est de nouveau solide. On note
une diffe´rence dans l’intensite´ des maxima caracte´ristiques d’un solide entre les figure 5.9(a)
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Figure 5.9 – Simulations LJ a` T = 0,24. Surface (001). Onde x = [110]. aa = 0,5, as = 0,25.
RDF des agre´gats aux temps t1 < t < t2 (a), t2 < t < t3 (b), t3 < t < t4 (c) et t > t5 (d).
A = 0,6, ωe = 0,56 (λ = 34 ax0).
et (d). Elle s’explique par la taille des agre´gats sur lesquels est calcule´e la RDF : au temps
t1 < t < t2 la taille des agre´gats est plus faible qu’au temps t > t5, la statistique (en particulier
aux grandes valeurs de r) est donc plus faible pour le calcul de la RDF de la figure 5.9(a).
L’onde a donc un effet destructurant sur l’agre´gat. L’e´nergie apporte´e par l’onde est suff-
isamment importante pour transformer un agre´gat solide en agre´gat liquide. Quand l’onde est
arreˆte´e (t > t5), l’agre´gat redevient solide et ne diffuse que tre`s peu autour de sa position
d’e´quilibre. De nouveau, nous avons montre´ qu’il est possible de provoquer une re´partition
spatiale re´gulie`re a` l’aide d’une onde acoustique stationnaire. Les agre´gats sont uniforme´ment
re´partis sur les nœuds de vibration.
Nous sommes interroge´s quant a` la distribution en taille des agre´gats. Les re´sultats pre´sente´s
sur la figure 5.8 ne permettent pas de tirer de conclusions sur ce point. La distribution en taille
sur une surface sans onde (figure 5.8(a)) peut eˆtre e´tudie´e, tandis que pour le cas avec onde
(figure 5.8(b)), les agre´gats sont trop peu nombreux et seule la taille dans la direction x est
affecte´e. Un moyen d’e´tudier la distribution en taille des agre´gats serait de ge´ne´rer une StSAW
a` deux dimensions pour cre´er un re´seau de ventres et de nœuds sur la surface. Nous n’avons pas
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Figure 5.10 – Simulation LJ a` T = 0,24. Surface (001), onde x = [110]. Les e´nergies d’inter-
action adatomes/adatomes et adatomes/substrat sont aa = 0,7 et as = 0,25. (a) : Re´partion
des agre´gats apre´s de´mouillage avant vibration de la surface. (b) : Re´partion des agre´gats apre`s
de´mouillage pendant la vibration de la surface. Les traits en pointille´s (en vert) de´signent les
nœuds de vibration et les tirets (en rouge) de´signent les ventres de vibration de la StSAW. Les
atomes entre les amas se trouvent soit sur la surface soient sont des adatomes e´vapore´s durant
la simulation. A = 0,6, ωe = 0,56 (λ = 34 ax0).
effectue´ cette e´tude a` cause de temps de calcul trop importants pour des statistiques suffisantes
(il y a environ 760 000 atomes dans la cellule de simulation).
Les parame`tres d’e´nergie d’interaction aa = 0,5 et as = 0,25 sont des parame`tres spe´cifiques
qui, a` la tempe´rature T = 0,24, permettent avec un faible apport d’e´nergie (ici par la StSAW)
de changer un agre´gat solide en liquide. Nous nous sommes pose´ la question de savoir quel
serait l’effet de la StSAW sur des agre´gats construits avec des parame`tres diffe´rents, qui per-
mettraient d’e´tudier des agre´gats a` l’e´tat solide alors que la StSAW est active. C’est pourquoi
nous changeons les parame`tres d’interaction entre les adatomes. Nous choisissons d’exposer les
re´sultats obtenus avec les parame`tres d’interaction aa = 0,7 et as = 0,25 qui sont inte´ressant
pour la suite de l’e´tude. Nous augmentons le parame`tre aa dans le but de diminuer l’effet de
la tempe´rature sur les liaisons adatome/adatome, celles-ci e´tant principalement a` l’origine de
la nature des agre´gats.
La figure 5.10 repre´sente la position y en fonction de la position x de chaque adatome aux
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Figure 5.11 – Simulations LJ a` T = 0,24. Surface (001), onde x = [110]. aa = 0,7, as = 0,25.
RDF des agre´gats aux temps t1 < t < t2 (a), t2 < t < t3 (b), t3 < t < t4 (c) et t > t5 (d). Les
deux profils dans chacune des figures b et c correspondent aux agre´gats solides (en vert, non
converge´s vers les nœuds) et liquides (en rouge, converge´s vers les nœuds). A = 0,6, ωe = 0,56
(λ = 34 ax0).
temps t1 < t < t2 (a) et t3 < t < t4 (b). Le re´sultat obtenu est e´quivalent a` celui pre´sente´
sur la figure 5.7 : les amas d’atomes se dirigent vers les nœuds de de´placement z de la surface.
Cependant, certains agre´gats n’ont pas diffuse´ et ont la meˆme position avec ou sans onde.
De la meˆme manie`re que la figure 5.9, la figure 5.11 repre´sente les RDF des agre´gats aux
temps t1 < t < t2 (a), t2 < t < t3 (b), t3 < t < t4 (c) et t > t5 (d) pour les e´nergies
d’interaction aa = 0,7 et as = 0,25. Au temps t1 < t < t2, les agre´gats sont tous solides, e´tat
re´ve´le´ par l’aspect de g(r) (figure 5.11(a)). Quand l’onde est active´e et pendant la migration
des amas d’adatomes, les deux types d’agre´gats peuvent eˆtre trouve´s : ceux avec une structure
cristalline (RDF en vert) et ceux dans un e´tat liquide (RDF en rouge figure 5.11(b)). Il en va
de meˆme au temps t3 < t < t4 (figure 5.11(c)) ou` l’on constate que les agre´gats qui ont migre´s
vers les nœuds de vibration sont liquides, tandis que ceux qui n’ont presque pas bouge´s de
leur positions sont solides. Notons que les figures de RDF sont moins pre´cises puisqu’elles sont
calcule´es, non plus sur l’ensemble des agre´gats, mais seulement sur ceux qui sont dans un e´tat
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ou un autre (3 agre´gats solides et 9 agre´gats liquides). Enfin au dela` du temps t5, les agre´gats
sont tous solides.
Ce jeu de parame`tres souligne des aspects inte´ressants : les agre´gats a` l’e´tat liquide sont
dans une position plus stable quand ils sont situe´s au niveau d’un nœud de de´placement z de
la surface, tandis que les agre´gats solides diffusent peu, et ne semblent pas eˆtre affecte´s par la
StSAW dans les temps des simulations.
Notons enfin qu’un protocole diffe´rent, c’est-a`-dire en de´marrant le de´mouillage en meˆme
temps que l’onde (t0 = t2), me`ne a` un re´sultat analogue, la diffe´rence principale e´tant un temps
caracte´ristique de de´mouillage τD plus court. Cette de´marche a d’ailleurs e´te´ celle choisie au
de´part mais la dissociation de´mouillage/activation de l’onde a e´te´ ne´cessaire pour identifier le
me´canisme de diffusion des agre´gats a` l’origine de la structuration et confirmer que ce n’est
pas un effet de l’onde pendant le processus de de´mouillage.
Dans la suite, nous changeons une nouvelle fois les interactions pour s’assurer que les
agre´gats soient solides en pre´sence de la StSAW quelle que soit leur taille, puis de´crivons les
moyens utilise´s pour augmenter leur diffusion.
5.2.3 Diffusion d’agre´gats solides de grande taille
Nous avons vu que la structuration d’agre´gats forme´s par de´mouillage fonctionne dans le
cas ou` les agre´gats sont a` l’e´tat liquide. Nous nous inte´ressons maintenant a` ce qu’il se passe
quand les agre´gats ont une structure cristalline.
Nous nous assurons que les agre´gats forme´s restent dans l’e´tat solide en choisissant les
e´nergies d’interaction de la manie`re suivante : aa = 0,7 et as = 0,4. Nous nous heurtons a`
deux difficulte´s :
1) si l’on s’en tient au protocole de de´mouillage de´crit par la figure 5.5, un de´mouillage
a bien lieu lors du changement des e´nergies d’interaction, mais au lieu de former des
agre´gats re´partis ale´atoirement sur la surface, un seul agre´gat se forme et sa taille est
trop importante pour satisfaire la condition qui est d’avoir une taille caracte´ristique
infe´rieure a` un quart de la longueur d’onde pour observer un effet de la StSAW sur sa
diffusion,
2) meˆme si un agre´gat de taille raisonnable se forme, qu’il y ait pre´sence de la StSAW ou
non, la diffusion de l’agre´gat est trop faible pour observer l’effet de la StSAW dans des
temps de simulation accessibles.
Pour e´tudier la diffusion d’un agre´gat de taille importante, nous de´posons directement sur
la surface un agre´gat de taille choisie et nous e´tudions son comportement en pre´sence d’une
StSAW en le de´posant initialement sur un ventre puis sur un nœud de de´placement z de la
surface.
Pour le second proble`me, deux options sont envisageables :
– un moyen d’augmenter la vitesse de diffusion d’un agre´gat sur une surface cristalline est
d’introduire un de´saccord du parame`tre de maille entre l’agre´gat et le substrat [11], pour
cela, nous pouvons changer les parame`tres de la manie`re suivante : σaa = 1,1 et σas = 1,0,
– dans le chapitre 3, nous avons vu que la diffusion est plus rapide sur une surface (111)
que sur une surface (001). Une solution consisterait a` simuler la diffusion de l’agre´gat
avec les parame`tres, aa = 0,7, as = 0,4, σaa = 1,0 et σas = 1,0 sur une surface (111).
Nous ne pre´sentons que les re´sultats du premier cas : on change la valeur de σaa.
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Figure 5.12 – Simulation LJ a` T = 0,24. Surface (001), onde x = [110]. Les parame`tres
d’interaction adatomes/adatomes et adatomes/substrat sont aa = 0,7, as = 0,4, σaa = 1,1 et
σas = 1,0. L’agre´gat est compose´ de Nc = 378 atomes. (a) : Position x (en abscisse) du centre
de masse de l’agre´gat en fonction du temps (en ordonne´e). (b) : Position de l’agre´gat avant et
apre`s activation de l’onde. (c) : Idem figure 5.1. A = 0,6, ωe = 0,56 (λ = 34 ax0).
De´saccord de maille
Nous introduisons un de´saccord de maille entre l’agre´gat et le substrat en augmentant le
parame`tre σaa = 1,1. L’introduction de cette contrainte a pour effet d’augmenter la diffusion
de l’agre´gat sur la surface [11].
La figure 5.12(a) repre´sente la position x du centre de masse de l’agre´gat (abscisse) en
fonction du temps t (ordonne´e). La figure 5.12(b) repre´sente la position z des atomes de
l’agre´gat en fonction de la position x au de´but de la simulation (en noir) et a` la fin de la
simulation (en rouge). Les parame`tres de l’onde sont A = 0,6, ωe = 0,56 (λ = 34 ax0). L’agre´gat
est compose´ de 374 atomes. Les calculs de RDF (non pre´sente´s) confirment que l’agre´gat est
a` l’e´tat solide a` chaque instant. Au de´but de la simulation, un agre´gat est pose´ au niveau
de ce qui deviendra un nœud avec la pre´sence de l’onde et au niveau d’un ventre dans une
simulation diffe´rente. La position peut eˆtre compare´e au de´placement de la surface repre´sente´
sur la figure 5.12(c). Le re´sultat obtenu est une migration de l’agre´gat sur le nœud vers le
ventre de de´placement z, tandis que celui sur le ventre reste a` sa position (non pre´sente´).
Notons qu’une e´tude statistique permettrait de confirmer ces observations, mais les calculs
ne´cessaires n’ont pas e´te´ re´alise´s puisque trop lourds.
Conside´rations e´nerge´tiques
En pre´sence de l’onde stationnaire, l’e´nergie totale du syste`me oscille autour d’une valeur
moyenne. Nous e´tudions l’e´nergie du syste`me compose´ d’un agre´gat de 1208 atomes sur une
surface cristalline a` deux positions spe´cifiques : un ventre et un nœud. Pour ce faire, l’agre´gat est
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Figure 5.13 – Simulations LJ a` T = 0,24. Surface (001), onde x = [110]. E´nergie totale par
atome du syste`me (agre´gat+substrat) en fonction du temps dans le cas d’un agre´gat de´pose´
sur un ventre (traits pleins rouges) ou un nœud (tirets noirs) de la StSAW. A = 0,6, λ = 34 ax0
(ωe = 0,55).
de´pose´ sur la surface (001) du substrat, le vecteur d’onde est de´fini dans la direction x = [110],
nous choisissons comme parame`tres d’interaction : aa = 0,7, as = 0,4 et σaa = σas = 1,0. Le
vecteur d’onde de la StSAW est dirige´ suivant l’axe x = [110]. Ces parame`tres ont e´te´ choisis
afin d’e´tudier un agre´gat de type solide, mais aussi pour minimiser la diffusion : nous cherchons
a` fixer la position du centre de masse de l’agre´gat autour d’un nœud puis d’un ventre de l’onde
stationnaire.
La figure 5.13 repre´sente l’e´nergie totale du syste`me (substrat+agre´gat) en fonction du
temps quand l’agre´gat est de´pose´ sur un nœud (tirets noirs) et sur un ventre (traits pleins
rouges). L’e´nergie totale oscille autour d’une valeur moyenne. La valeur moyenne de l’e´nergie
est plus faible quand l’agre´gat est au niveau d’un ventre de l’onde qu’au niveau d’un nœud.
5.3 Conclusion
Nous avons de´termine´ l’influence d’une StSAW sur la diffusion d’agre´gats de diffe´rentes
tailles a` l’aide de simulations de dynamique mole´culaire. Tout d’abord, nous avons e´tudie´ la
diffusion d’agre´gats de faibles tailles (2, 3 et 4 atomes). Le principal re´sultat est le meˆme
que celui pour un adatome unique (voir chapitre 3) : les agre´gats diffusent vers des sites
pre´fe´rentiels : les ventres de de´placement transverses induits par l’onde. Ce re´sultat a e´te´ mis
a` profit pour de´crire la croissance sur une surface en vibration.
Ensuite, nous avons e´tudie´ la diffusion d’agre´gats de tailles importantes, constitue´s environ
de 400 a` 1000 atomes. En supposant que les agre´gats ont des tailles caracte´ristiques plus petites
que la demi-longueur d’onde de la StSAW, nous trouvons que la StSAW a une influence sur
la diffusion des agre´gats de tailles importantes qui de´pend de l’e´tat de cet agre´gat. En effet
si l’agre´gat est liquide, il se dirigera vers les nœuds de vibration de l’onde, s’il est solide, il se
dirigera vers les ventres de l’onde en un temps caracte´ristique bien plus long que dans le cas
liquide. Notons que nous n’avons pour le moment pas d’explication pre´cise pour comprendre la
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diffe´rence de comportement entre les des deux types d’agre´gats. Pour identifier les me´canismes
physiques entraˆınant la de´rive des agre´gats liquides, une re´flexion pourra eˆtre mene´e a` travers
les re´fe´rences [12–14], ou` l’influence d’une SAW sur la diffusion de gouttelettes est e´tudie´e
pour des longueurs d’onde de l’ordre du microme`tre [12] qui sont plus faibles que la taille
caracte´ritique des gouttes (de l’ordre de la dizaine de microme`tres).
En conclusion, il est possible d’induire une re´partition spatiale et en taille d’amas d’atomes
a` l’e´chelle nanome´trique ; qu’ils soient aux nœuds ou aux ventres de vibration, les structures
forme´es seront espace´es d’une distance correspondant a` une demi-longueur d’onde de la StSAW.
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Conclusion
Tout au long de ce manuscrit nous avons e´tudie´ la diffusion d’un ou plusieurs adatomes sur
une surface cristalline soumise a` une onde acoustique stationnaire (StSAW). L’objectif de cette
e´tude est le controˆle de la diffusion et de la nucle´ation par l’onde pendant le de´poˆt d’atomes
en surface.
Nous avons tout d’abord e´tudie´ l’influence de l’onde acoustique stationnaire sur un unique
adatome a` travers des simulations de dynamique mole´culaire. L’observation de la diffusion de
l’adatome sur les surfaces (001) et (111) d’un cristal cfc pour des StSAW unidimensionnelles
montrent une migration des adatomes vers les ventres de de´placement transverse de la surface.
L’origine physique du phe´nome`ne se trouve dans la composante longitudinale de la StSAW.
En effet, l’onde induit un champ de de´formation longitudinal en surface qui agit sur les barrie`res
de diffusion de l’adatome en les diminuant ou en les augmentant. L’effet moyen de la modulation
de ces barrie`res est de provoquer une diffusion de l’adatome vers les ventres de de´placement
transverses de la surface.
A` partir des distributions P (x) des positions obtenues de multiples trajectoires, nous avons
pu quantifier l’intensite´ de l’effet structurant par une diffe´rence d’e´nergie effective ∆EeffStSAW/kBT .
Cette e´nergie a e´te´ un outil essentiel pour comparer l’influence de chaque parame`tre. Ainsi, nous
avons montre´ que l’intensite´ de structuration est proportionnelle au carre´ de la de´formation
longitudinale de la surface.
En partant d’une expression analytique de l’hamiltonien du syste`me (adatome+substrat)
tenant compte d’un terme de forc¸age sur un des modes de vibration de la surface, nous avons puˆ
de´river l’e´quation de mouvement de l’adatome sur une surface soumise a` une onde acoustique
stationnaire : une e´quation de Langevin ge´ne´ralise´e (voir chapitre 4). Outre les termes usuels
d’une e´quation de Langevin ge´ne´ralise´e (terme d’inertie, noyau me´moire, force stochastique),
nous avons puˆ montrer que la StSAW induit une force stationnaire FStSAW qui a une fre´quence
et une longueur d’onde correspondant a` celles de la StSAW et dont l’amplitude est proportion-
nelle a` l’amplitude de l’onde. L’existence de la force FStSAW mesure´e dans le chapitre 3 a donc
e´te´ de´montre´e par des calculs analytiques dans le chapitre 4. Graˆce a` ce mode`le, nous avons
de´termine´ un potentiel effectif Ueff dont les minima correspondent aux ventres de de´placement
transverses de la surface. En e´tudiant les solutions de l’e´quation de Langevin, les re´sultats
mis en e´vidence au chapitre 3 ont pu eˆtre confirme´s par l’analyse de l’e´quation de Langevin :
non seulement nous obtenons des profils P (x) similaires avec les simulations de dynamique
mole´culaire ou re´solution de l’e´quation de Langevin, mais nous retrouvons aussi la relation
line´aire entre ∆EeffStSAW/kBT et le carre´ de l’amplitude de l’onde. Les similitudes des re´sultats
entre les deux e´tudes mene´es en paralle`le confirment leur pertinence respective.
La diffusion concernant plusieurs atomes en interaction par des simulations de dynamique
mole´culaire est de´crite dans le chapitre 5. Dans un premier temps, nous avons de´crit la diffusion
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d’agre´gats de faible taille (2, 3 et 4 atomes). Le re´sultat principal est que l’onde a la meˆme
influence sur un unique adatome et sur un agre´gat de faible taille. Les meˆmes sites pre´fe´rentiels
vers lesquels les agre´gats diffusent sont cre´e´s : les ventres de de´placement transverse de la sur-
face. Nous avons exploite´ ces re´sultats afin de simuler les premie`res e´tapes d’un de´poˆt : les
atomes de´pose´s migrent vers les ventres de vibration qui deviennent des sites de nucle´ation.
Ainsi des agre´gats se forment selon une re´partition re´gulie`re le long de la direction de l’onde
avec un pe´riodicite´ correspondant a` une demi-longueur d’onde. Enfin, nous avons e´tudie´ la
diffusion d’agre´gats de taille importante (plus de 300 atomes). Une configuration initiale est
pre´pare´e par le de´mouillage d’une mono-couche de mate´riau de´pose´e sur la surface cristalline.
Lorsque l’onde est active´e, les agre´gats dans un e´tat liquide obtenus par de´mouillage migrent
vers les nœuds de de´placement transverse de la surface. Les agre´gats cristallins, forme´s en
changeant les interactions entre les atomes en surface et les atomes du substrat, se dirigent
vers les ventres de vibration.
Nous pouvons affirmer que la StSAW cre´e un re´seau de sites pre´fe´rentiels vers lesquels
l’adatome diffuse. La Structuration Dynamique du Substrat serait donc un moyen original de
controˆler l’auto-assemblage des atomes pendant la croissance ou apre`s de´mouillage. L’avan-
tage de cette technique est d’agir aussi bien sur la position des adatomes que sur celle des
agre´gats. Cette e´tude the´orique apporte suffisamment d’e´le´ments pour qu’une mise en œuvre
expe´rimentale soit envisageable. A` notre connaissance, les longueurs d’onde d’une onde de sur-
face (SAW) les plus faibles atteintes a` ce jour sont λ = 45 nm 2. La difficulte´ a` ge´ne´rer une telle
onde rend difficile la mise en œuvre expe´rimentale. Toutefois, les progre`s en matie`re de cre´ation
de SAW permettent d’espe`rer qu’un jour les longueurs d’onde atteintes diminueront d’un fac-
teur 2 ou 4 pour atteindre celles que nous utilisons (de l’ordre de la dizaine de nanome`tres)
et que les dispositifs seront plus simples a` mettre en œuvre. D’autre part, soulignons que
les re´sultats pre´sente´s sugge`rent que l’effet structurant de la StSAW sera pre´sent quelle que
soit la longueur d’onde (bien qu’elle influe sur l’intensite´ du phe´nome`ne et sur les temps car-
acte´ristiques), du moment que le temps pour diffuser sur une distance λ/4 est supe´rieur a` une
pe´riode de l’onde (voir chapitre 4). Des expe´riences a` des longueurs d’onde supe´rieures a` la
dizaine de nanome`tres peuvent d’ores et de´ja` eˆtre envisage´es.
Des travaux envisageables pour comple´ter cette e´tude the´orique concernent les notions que
nous avons identifie´es sans les expliquer. Dans le chapitre 3, l’e´tude de la diffusion sur la
surface (111) peut eˆtre approfondie de manie`re a` expliquer l’aspect particulier de P (x,y) sur
la figure 3.25(b) : on retrouve en particulier des maxima des P (x,y) au niveau des e´tats de
transition dans le voisinage d’un ventre. Les e´tudes mene´es se sont attache´es a` l’effet structurant
de l’onde base´ sur la distribution de positions sans se pre´occuper de la dynamique de l’adatome.
Une e´tude de l’influence de l’onde sur la dynamique de l’adatome serait donc une suite logique.
Les simulations pre´sente´es dans le chapitre 5 constituent un ensemble de calculs pre´liminaires
de´crivant les premie`res e´tapes de de´poˆt et la diffusion d’agre´gats. Nous n’avons pas encore ex-
plique´ les diffe´rences de me´canismes entre un agre´gat solide et liquide et pourquoi l’un va au
ventre et l’autre au nœud de vibration. Une e´tude plus comple`te est donc a` envisager pour
identifier tous les me´canismes qui interviennent dans la structuration des agre´gats de fortes
tailles (plus de 300 atomes). Une mode´lisation comple`te de la croissance, bien qu’une telle
simulation soit lourde en temps de calculs (jusqu’a` 760 000 atomes dans les simulations du
2. Qing Li and al. Generation and control of ultrashort-wavelength two-dimensional surface acoustic waves
at nanoscale interfaces. Phys. Rev. B, 85 :195431, 2012
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chapitre 5), incluant une StSAW a` deux dimensions permettrait d’e´tudier la re´partition spa-
tiale des agre´gats et leur distribution en taille. Enfin, pour eˆtre au plus pre`s des conditions
expe´rimentales, l’e´tude de l’influence des de´fauts, notamment d’une marche atomique, devra
eˆtre envisage´e.
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The diffusion of an adatom on a substrate submitted to a standing surface acoustic wave is theoretically
studied. By performing large scale molecular dynamic simulations, we show that the wave dynamically
structures the substrate by encouraging the presence of the adatom in the vicinity of the maximum
displacements of the substrate. Using an analytical model, we explain this feature introducing an effective
potential induced by the wave. Applied in an atomic deposition experiment, this dynamic structuring
process should govern the nucleation sites distribution opening the route to accurately control the self-
organization process at the nanoscale.
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Besides industries that resort to many stages in the
fabrication of microelectronic devices [1], many laborato-
ries try to benefit from the self-organizing properties of
materials at the nanoscale. Atomic self-organization ap-
proaches, especially during molecular beam epitaxy of
semiconductors, are usually based on the elastic and/or
structural properties of deposited and substrate materials:
(i) the Stranski-Krastanov growth mode approach relies on
the competition between surface and elastic energy to
induce a 3D growth but provides a limited control of the
self-organization [2]; (ii) in the technically delicate buried
dislocation network approach, the self-organization is
driven by the induced strain field at the free surface sub-
strate [3]; (iii) the growth on prepatterned substrate sur-
faces has also been investigated but requires an expensive
substrate preparation [4].
We propose here an alternative approach: the dynamic
substrate structuring effect. At the macroscopic scale, a
sand bunch can be organized on a drum by exciting one of
its membrane modes of vibration. The vibrating drumhead
is structured by the nodes and antinodes of vibration, which
yield the self-organized behavior of the sand grains [5].
The efficiency of such an approach, though experimentally
performed at the mesoscale [6,7] has never been evidenced
nor investigated at the nanoscale.
We propose to use a standing surface acoustic wave
(SSAW) at the surface of a substrate to control the adatoms
diffusion in any atomic deposition process. The SSAW
wavelengths of interest will be typically of the order of
few to hundred nanometers (nm). Using atomic scale mo-
lecular dynamic simulations, we demonstrate the existence
of this dynamic structuring effect induced by the SSAWon
the atomic diffusion at the nanoscale and then give a
theoretical description of this phenomenon.
Large scale molecular dynamics (MD) simulations of an
adatom on a crystalline substrate submitted to a SSAWare
performed with the LAMMPS code [8]. Figure 1 shows a
sketch of the system under study. The SSAW propagates in
the x direction, with wavelength , wave number k, and
angular frequency. The simulation cell is periodic in the
x and y directions and made of 31 atomic planes in the z
direction, with the diffusing adatom on the upper z atomic
plane representing the surface of the substrate. Its size in
the x direction varies from 2 to 4, while in the y direction
the size is fixed from the cutoff distance of the semiempir-
ical potential. The 12 topmost atomic layers and the dif-
fusing adatom evolve in the microcanonical ensemble. A
Nose-Hover thermostat is applied to the 15 next atomic
layers in order to simulate the thermostating effect of the
underlying substrate and the last four layers are kept fixed
to simulate its semi-infinite character. The SSAW is created
by imposing a z-sinusoidal displacement to few substrate
atoms localized around the x ¼ 4 plane in the vicinity of
the surface at a frequency close to a resonant excitation of a
surface vibration mode: the SSAW results then from the
periodic boundary conditions in the x direction. The energy
injected in the system by this generation process is effi-
ciently dissipated by the thermostat and the elastic energy
induced by the SSAW does not alter the substrate crystal-
linity. The atoms interactions are of the Lennard-Jones (LJ)
NVE
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FIG. 1. Sketch of the simulation model used in the study.
Atoms in the dashed region have an imposed vertical sinusoidal
displacement (frequency ) and produce a SSAW along the
x direction. Atoms in the vicinity of the surface are in the
microcanonical ensemble, the atoms in the large intermediate
region are coupled to a thermostat (canonical ensemble) and the
four bottom layers of the substrate are kept fixed.
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type [9]. The interaction parameters are  ¼ 1 and  ¼ 1
for the substrate atoms (mass m ¼ 1) where we have
chosen the following units: times, distances, masses, en-
ergies, and temperatures are expressed in units of
ffiffiffiffiffiffiffi

m2
q
, ,
m,  and =k (k, the Boltzmann constant). The structure is
fcc with a a ¼ 1:587 lattice parameter. The thermostat
temperature is T ¼ 0:24. The simulation cell orientation
is that of the fcc lattice. The adatom (mass ma ¼ m)—
substrate interaction is also LJ (a ¼ 0:82 and a ¼ 1).
These parameters discourage the adatom evaporation or
exchange with substrate atoms on the simulation time
scale, while insuring a significant diffusion on the (001)
surface. The cell contains from 11 904 to 23 808 atoms and
the simulations are typically performed on 4 106 steps of
2 103 time units. Such simulations would roughly
correspond to a few nanoseconds at about 1000 K using
typical energies, masses, and lattice spacings of noble
metals [10]. Under these conditions, the SSAW character-
istics are  ¼ 38:1 and  ¼ 0:785. We investigate the
diffusion of a single adatom on a crystalline substrate
submitted to a SSAW. The zðxÞ displacement of the top
substrate atomic layer induced by the SSAW is plotted in
Fig. 2(d) at 2 times corresponding to antinodes maximum
displacements. Figure 2(a) reports the x position (abscissa)
of the diffusing adatom versus time (ordinate) with and
without the SSAW. Without the SSAW, the adatom expe-
riences a Brownian-like motion, while in its presence, it
spends more time in the vicinity of the SSAW antinodes.
To evidence this potentially structuring effect, we per-
form a statistical study: we calculate PðxÞ, the distribution
of the adatom x coordinate from 300 trajectories of about
8000 time units each, whose starting points were uniformly
distributed along x.
Figure 2 reports PðxÞwith (b) and without (c) the SSAW.
The PðxÞ distribution, in both cases, presents a short wave-
length oscillation (a=2). This oscillatory behavior results
from the periodic crystalline potential induced by the sub-
strate. More importantly, the amplitude of the oscillations
are almost constant in the absence of the SSAW, whereas in
its presence their envelop is periodic at half the wavelength
 of the SSAW [Figs. 2(b) and 2(d)]: a clear evidence of the
structuring effect of the SSAW. The amplitudes of the
oscillations are maximum at the antinodes and about
4 times larger than around the nodes of the SSAW; the
SSAW, thus, significantly increases the probability to find
the adatom in the vicinity of its antinodes.
This structuration can be interpreted in terms of an
effective energy difference at the mesoscopic  scale
between the node and antinodes which can be deduced
from these PðxÞ curves: EeffSSAW¼kbT ln½maxðPmaxÞ=
minðPmaxÞ, with Pmax the ensemble of local maxima of
PðxÞ and max (min) the ensemble maximum (minimum).
From Fig. 2, EeffSSAW ¼ 1:44kT, i.e.,  120 meV for a LJ
noble metal at 1000 K.
Since true interatomic potentials in crystalline materials
are much more complex than a simple LJ potential, we
have simulated a more realistic adatom diffusion, namely,
the diffusion, at T ¼ 600 K, of a silver adatom on a (001)
silver surface with the embedded atom method (EAM)
potential [11]. Because of the heavy computational cost
of these simulations (26 785 atoms in the cell), we only
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FIG. 2 (color online). LJ simulations at T ¼ 0:24. (a) x position
of the diffusing adatom (abscissa) as a function of time (ordinate)
on a substrate submitted (red or gray) or not (black) to a SSAW.
(b) and (c) PðxÞ distribution of the x adatom coordinate over about
a period  of the SSAW: (b) with and (c) without the SSAW.
(d) zðxÞ displacement of the top of the substrate atomic layer at
2 times corresponding to antinode maximum displacements. The
cell x size for these simulations is 2.
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FIG. 3 (color online). Silver EAM-potential simulations at
T ¼ 600 K. (a) PðxÞ distribution of the x adatom coordinate
over about a period  of the SSAW in the presence of the SSAW.
(b) Same as Fig. 2(d). T ¼ 600 K. The cell x size for these
simulations is 3.
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report in Fig. 3, the PðxÞ distribution in the presence of the
SSAW, calculated from 48 trajectories of 90 ns. Figure 3
confirms the conclusions established with the simple LJ
potential: the PðxÞ distribution is enhanced in the vicinity
of the SSAW antinodes. The less pronounced structuring
effect of the SSAW with the EAM potential than with the
LJ potential, results from the poorer statistics and the
difference between bonding energies and induced SSAW
forces. From Fig. 3, we measure EeffSSAW ¼ 1:14kT ¼
59 meV.
In order to understand the structuring effect, we perform
a spectral analysis of the force acting on the adatom.
Figure 4(a) reports ~Fðx;!Þ, the time Fourier transform of
Fðx; tÞ, the x component of the force acting on the adatom
at position x. The Fðx; tÞ values were collected as the
PðxÞ values, but along low temperature (T ¼ 0:05) LJ
trajectories [12]. This low temperature was imposed in
order to reduce the adatom diffusion and the thermal noise
[13]. Pronounced peaks in the spectrum clearly appear at
 ¼ 0:82, the SSAW angular frequency [14]. Smaller
peaks also show up at multiples of the SSAW frequency.
The comparison between the x dependence of the Fourier
coefficients of the force at the SSAW frequency
[Fig. 4(b)], and the z displacement of the top substrate
atomic layer [Fig. 4(c)] reveals that this force is periodic in
space at the wavelength of the SSAW and in a quadrature
relationship with it. The effect of the SSAWon the adatom
appears therefore essentially as a force field periodic in
time and space at the frequency and wavelength of the
SSAWand in quadrature with it. The intensity of this force
field depends on the precise substrate-adatom interaction,
and on the SSAW amplitude.
Indeed it is related to the curvature of the surface in-
duced by the SSAW (a Rayleigh wave [15]) which gives
rise to a local time dependent strain field. The longitudinal
component of this strain field xxðx; tÞ induces a stretching
(shortening) of the substrate bond distances at maxima
(minima) of the SSAW displacements, leading to a lower
(higher) adatom adsorption energy, but also to a modula-
tion of the static activation barrier for diffusion [16,17].
Both effects contribute to the observed modulations of the
PðxÞ curves (Figs. 2 and 3). These modulations of the
potential experienced by the adatom give then rise to a
SSAW force in quadrature with the displacement of the
surface [Fig. 4(b)].
A model description of the x-coordinate adatom move-
ment, under the influence of the SSAW, can be given
through a Langevin type equation. A theoretical derivation
of such an equation and its detailed study, will be given in a
forthcoming publication. We here concentrate on the most
relevant terms: the SSAW force and the friction force. The
adatom motion equation writes
ma €xþ  _x ¼ F cosðtÞ sinðkxÞ; (1)
where the SSAW force is modeled by its fundamental
Fourier component F cosðtÞ sinðkxÞ, and the thermal
damping force by a viscous force with  an effective
friction coefficient. Following Landau and Lifshift [15],
solutions of Eq. (1) can be decomposed into the sum of a
slowly varying function of time XðtÞ and a fast oscillating
term ðtÞ (at frequency ): xðtÞ ¼ XðtÞ þ ðtÞ. Inserting
this decomposition in Eq. (1) and developing to the first
order in  , we established the two following equations by
separating the fast oscillating and the slow varying terms.
ma € þ  _ ¼ F cosðtÞ sinðkXðtÞÞ; (2a)
ma €Xþ  _X ¼ ðtÞFk cosðtÞ cosðkXðtÞÞ: (2b)
In Eq. (2b), the overline corresponds to an average time
value over one period of the fast oscillation. Injecting
solutions of Eq. (2a) at constant XðtÞ, in Eq. (2b), yields
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FIG. 4 (color online). LJ simulations at T ¼ 0:05. (a) ~Fðx;!Þ,
time Fourier transform of Fðx; tÞ as a function of the angular
frequency and adatom position. (b) (red curve) ~Fðx; ¼ 0:82Þ
as a function of the adatom position. (blue square curve)
Effective potential (arbitrary unit) calculated from Eq. (4).
(c) Same as Fig. 2(d). Vertical black lines are guides to the eyes.
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ma €X þ  _X ¼  F
2kma
2ðm2a2 þ 2Þ
cosðkXÞ sinðkXÞ: (3)
The second member of Eq. (3) is a time independent
effective force at the mesoscopic time scale (t 2=)
that derives from an effective potential UeffðXÞ:
UeffðXÞ ¼ F
2ma
4ðm2a2 þ 2Þ
sin2ðkXÞ: (4)
Variations of UeffðXÞ (in arbitrary units) are reported on
Fig. 4(b), showing the good agreement between our model
and the atomic scale simulations. The minima of the ef-
fective potential and the structuring effect of the SSAW
occur at half the wavelength of the SSAW and at its
antinodes. UeffðXÞ appears as governing the long time
evolution (t 2=) of the ‘‘mean’’ position of the
adatom.
This effective potential and the structuring energy
EeffSSAW which both govern the structuration must be
related and thus an F2 dependence of EeffSSAW is expected
in the small forces region where the previous perturbative
calculation sounds well. This is what we do observe as
shown on Fig. 5.
Using MD simulations and analytical models, we have
evidenced that a SSAW on a crystalline surface structures
the diffusion of adatoms.
Going beyond this result, if several adatoms diffuse on
the substrate, as during atomic deposition experiments, we
expect the SSAW to organize the nucleation of solid germs.
The key difficulty for a practical implementation of the
proposed dynamic structuring process is the generation of
SSAWs on a substrate. Wavelengths of SAW produced
using an electromechanical system (typically interdigital
transducers) are about hundreds of nm or more despite
some developments in order to produce high SAW fre-
quencies (and small wavelengths) [18]. Nanopatterned
surfaces optically excited have succeeded in producing
SAWwith 125 nm wavelength [19]. Finally, let us mention
the growing interest these last years in the production of
Tera-hertz (bulk) phonons [20]. None of the above tech-
niques can presently produce SSAWs with nmwavelengths
to test our prediction. However, the dynamic structuring
mechanism does not depend on the SSAW wavelength
(though its strength may) and may thus be considered using
tens or hundred nm wavelength SSAW.
The dynamic structuring process is a very versatile
structuring technique. Using several SSAWs, square or
triangular 2D networks could be obtained at the nanoscale:
the number, wave vectors direction [6,21], and wave-
lengths of SSAW control the position and density of
nanostructures.
We believe that the proposed dynamic structuring pro-
cess will likely constitute a clever way to control the self-
organization in atomic deposition processes to produce 2D
periodic networks of 3D structures in a single stage.
This work was performed using HPC resources from
CALMIP (Grant No. 2010-1022) and from CINES. We
thank A. Ponchet for her critical reading of the manuscript.
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FIG. 5. LJ simulations at T ¼ 0:24. EeffSSAW as function of the
squared SSAW induced force. Values of EeffSSAW and F are,
respectively, deduced from PðxÞ diagrams analogous to Fig. 2(b)
and analogous data to the ones of Fig. 4.
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Dynamic Substrate Structuration during Epitaxial Growth
Abstract : In semiconductor or metallic components, reduction of active zones to nano-
metric dimensions leads to an improvement of their performance. Thus, quantum confinement
properties of semiconductor quantum dots and arrays of have opened new solutions for the re-
alization of optoelectronic and photonic components. Likewise for metal components, reducing
active magnetic areas can significantly improve the storage of information.
Quality of these new components needs a fine control of spatial distribution and size distri-
bution of the structures thus created. The process normally used, for the realization of these
nanostructures, is the epitaxial growth.
A major current objective is to use self-organization properties of atoms or island on the
substrate to avoid the use of masking or costly lithography techniques. In this context, different
techniques, such as Stranski-Krastanov growth and buried dislocation networks, use elastic
properties of materials.
This thesis presents the theoretical study of an alternative approach that will allow fine
control of the position and size distribution of nanostructures. Making an analogy with the
formation of figures Chaldni at the macroscopic scale, we propose to study the effect of a
standing acoustic vibration to the surface of a substrate during the epitaxial growth.
The diffusion of an adatom on the free surface of a crystalline substrate submitted to a
one-dimensional standing acoustic vibration is studied by molecular dynamics simulations. The
probability of finding the adatom in the vicinity of the antinodes of transverse displacement
of the surface is significantly higher than that to find in the vicinity of a node. The effect of
the wave is studied as a function of the amplitude, frequency and direction of the wave, the
surface of the substrate and the temperature.
In the second part, one-dimensional model of diffusion of an adatom on a substrate sub-
mitted to a standing wave is solved analytically. This study allows to find and understand the
results of the simulations.
A third part presents the results obtained for the diffusion of clusters on a surface. The
results of the very small clusters are similar to those obtained for atomic diffusion. Preliminary
calculations on larger clusters obtained by dewetting of a surface show that they can position
themselves preferentially in the vicinity of the antinodes or nodes of the wave according to the
solid or liquid phase of the cluster.
Key words : Self-organisation, epitaxial growth, surface diffusion, nucleation, standing acous-
tic waves, dewetting, Langevin equation, molecular dynamic simulations
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Structuration Dynamique du substrat lors de la Croissance
E´pitaxiale
Directeurs de the`se : Nicolas Combe et Joseph Morillo
The`se soutenue le 27 septembre 2012 a` l’Universite´ Paul Sabatier, Toulouse
Re´sume´ : Dans les composants a` base de semi-conducteurs ou me´talliques, la re´duction
des zones actives a` des dimensions nanome´triques conduit a` une ame´lioration de leurs per-
formances. Ainsi, les proprie´te´s de confinement quantique des fils et boˆıtes quantiques semi-
conductrices ont ouvert de nouvelles voies pour la re´alisation des composants optoe´lectroniques
et photoniques. De la meˆme manie`re pour les composants me´talliques, la re´duction des zones
magne´tiques actives permet d’ame´liorer conside´rablement le stockage de l’information. La
bonne qualite´ de ces nouveaux composants passe par un controˆle fin de re´partition spatiale et
de la distribution en taille des structures ainsi cre´e´es. Le proce´de´ habituellement utilise´, pour
la re´alisation de ces nanostructures, est la croissance e´pitaxiale.
Un des objectifs actuels est d’utiliser les proprie´te´s d’auto-organisation des atomes ou ıˆlots
sur le substrat qui e´vitent de recourir a` des masquages ou des lithographies couˆteuses. Dans ce
cadre, diffe´rentes techniques comme la croissance Stranski-Krastanov et l’utilisation de re´seaux
de dislocations enterre´s tirent parties des proprie´te´s e´lastiques des mate´riaux.
Cette the`se propose l’e´tude the´orique d’une approche alternative qui permettra un controˆle
fin de la position et de la distribution en taille des nanostructures : par analogie avec la
formation des figures de Chladni a` l’e´chelle macroscopique, nous proposons d’e´tudier l’effet
d’une vibration acoustique stationnaire a` la surface d’un substrat lors la croissance e´pitaxiale.
La diffusion d’un adatome sur la surface libre d’un substrat cristallin soumis a` une vibra-
tion acoustique stationnaire unidimensionnelle est e´tudie´e par des simulations de dynamique
mole´culaire. La probabilite´ de trouver l’adatome au voisinage des ventres de de´placement
transversaux du substrat est significativement supe´rieure a` celle de le trouver dans le voisinage
d’un nœud. L’effet de l’onde est e´tudie´ en fonction de l’amplitude, la fre´quence et la direction
de l’onde, de la surface du substrat et de la tempe´rature.
Dans une deuxie`me partie, un mode`le unidimensionnel de la diffusion d’un adatome sur
un substrat soumis a` une onde stationnaire est re´solu analytiquement. Cette e´tude permet de
retrouver et de mieux comprendre les re´sultats obtenus par les simulations.
Une troisie`me partie pre´sente les re´sultats obtenus pour la diffusion d’agre´gats sur une
surface. Les re´sultats sur les tre`s petits agre´gats sont analogues a` ceux obtenus pour la diffusion
atomique. Des calculs pre´liminaires sur de plus gros agre´gats obtenus par de´mouillage d’une
surface montrent que ceux-ci peuvent se positionner pre´fe´rentiellement dans le voisinage des
ventres ou des nœuds de l’onde selon la phase solide ou liquide de l’agre´gat.
Mots-cle´s : Auto-organisation, croissance e´pitaxiale, diffusion de surface, nucle´ation, ondes
acoustiques stationnaires, de´mouillage, e´quation de Langevin, simulations dynamique mole´culaire
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