The sequential computation of hashes at the core of many distributed storage systems and found, for example, in grid services can hinder efficiency in service quality and even pose security challenges that can only be addressed by the use of parallel hash tree modes.
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Motivation
The computation of hashes at the core of distributed storage systems as found in the Worldwide LHC Computing Grid (WLCG) services is essentially sequential and non-incremental. It can hinder efficiency in service quality and even pose security challenges that could be addressed by the use of parallel hash tree modes.
Consider the case of a file transfer in a computing grid that is performed in two steps: transfer of the file, and computation of a Message Authentication Code (MAC or checksum) that is used to authenticate the transfer. If the checksum computation phase takes too long, a time out exception is raised, leading to unnecessary repeated transfers of the same file. This paper presents this and other challenges in hash computation.
In the next section, both efficiency and security challenges are discussed in the context of hash computation based on the Merkle-Damgård engine [1] . Section 3 introduces computation modes that enable both incremental and parallel computation of hashes and the Keccak hash, the SHA-3 winner. Section 4 outlines a parallel implementation of the Sakura tree hashing computation framework, that exposes a functional multi-core algorithm for a parallel deployment of a tree hashing mode for Keccak.
Challenges both in efficiency and security
Timeout errors during the computation of a MAC at the conclusion of a file transfer have been the subject of several failures reported in the GGUS ticket system 1 used by the WLCG 1 https://ggus.eu/ws/ticket_info.php?ticket=8843 shows an example of ticket issued against a site due to timeout errors in checksum computation after a file transfer. Figure 1 . A security challenge in auditing distributed storage systems.
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collaboration. In many cases the impact of the checksum calculation would be reduced if the hash could be evaluated during the file transfer itself. That option, however, may not be available when the transfer is performed using parallel streams (documented for example in ticket 8843 of the GGUS system) and the checksum computation is essentially sequential, as in the case of MD5 and SHA-2, both based on the Merkle-Damgård hash engine [1] , which restricts the usage of incremental computation and parallelism [2] . Hall and Jutla [2] first proposed incremental hashing to take on an abstract problem introduced by Blum et al [3] . It represents an abstract challenge for checksum systems that not only generalises the problem above, but also has a potential impact on the use of virtual nodes in grid services. They discuss a problem where a secure processor uses an insecure storage device that can be subject to an attack from an adversary who can possibly modify it. Maintaining a copy of the insecure storage in the secure processor may be impossible due to size constraints. Computing a MAC for the whole storage for every change is too costly, therefore the incremental update of the MAC maintained in the secure processor is a possible solution. Figure 1 shows a concrete security challenge that can be found in the context of distributed storage commonly used in grid contexts. This potential vulnerability was first identified by Ristenpart et al [4] and it poses a risk to hash-based storage auditing. In this context a Client tries to check that a Server has a file that it advertises in its File Catalogue. In a faithful operation, the Server, on receiving a new file M, would save it in the File Catalogue, and it would save its hash H(M) in the Hash Catalogue. A Client, trying to audit the Server, would send it a challenge C driving the faithful Server to reply with H(M||C ), a hash of the file concatenated with the challenge. A not so faithful Server might, however, replicate with H(Y ||C ), where Y = H(M), kept in the Hash Catalogue. Given that H(M||C ) = H(Y ||C ), the Server would have succeeded to the Client's challenge even if the original file had already been deleted.
Incremental and parallel computing could also alleviate the burden of auditing for dark data in grid storage, and in the WLCG grid infrastructure in particular. Incremental and parallel computation of hashes could open the possibility of maintaining a real time verification of the file catalogue declared by a WLCG grid site, for example.
From fixed-length to variable-length functions
Most practical hash functions are built from a given input inner function f (typically a fixedlength compression, permutation or a block-cypher transformation), the hash H being comprised of an outer function that sequentially iterates f over the blocks of a given message. Assuming that a checksum is to be computed for a message M = [M 0 , ... , M l ], the hash is just the result of the application of a reduction or fold pattern (present in languages like Haskell or C++) of computation: where f maps a partially computed hash value and a block of the message to a newly computed hash value, and represents an empty string of bits. Presenting the hash template as a fold pattern is important because fold patterns can be compiled into parallel programs.
The restriction of using sequential iteration of a fixed length input function severely limits the usage of multi-processors or even the application of SIMD parallelism at the level of the inner transformation function [1] . It is worthwhile noting that Damgård [5] introduced the parallel computation of a hash over a message of length n. The resulting algorithm, however, showed the prohibitive cost of demanding O(n) processors, which could represent a serious limitation in the presence of long message as it would happen in the computation of checksums of datasets in a grid-like environment.
Keccak, the winner of the SHA-3 competition, seems to offer a set of desirable properties for an environment where either parallel or incremental hashing (or both) might be in demand. It is a variable-length input and output function based on the concept of sponge function (first introduced in [6] ), that enables the application of both SIMD parallelism at the inner function and multi-processing at the block level computation, also enabling incremental hashing in a natural way.
The Keccak sponge function [7] is a combination of a fixed-length input and output transformation function (actually a permutation in Keccak) and a padding rule to produce a variable length function. Given a parameter n, it takes arbitrary length sequences of bits, strings in (Z 2 ) * , and maps them to strings in (Z 2 ) n . Its computation, depicted in figure 2, can be decomposed in two phases, absorbing and squeezing phases, both operating on a buffer S that comes to be the state of the algorithm.
The absorbing phase uses the template algorithm of equation 1, splitting the input message in blocks of size r bits. Each block is padded with c zero valued bits before being submitted to a xor operation with the state S. The result is then passed through the transformation f . The output of this phase then feeds onto the squeezing phase which repeatedly alternates the extraction of the first r bits of the state S, concatenating them as final output with an application of the transformation function to the state buffer.
Both the absorbing and squeezing phases of Keccak offer clear opportunities for applying SIMD parallelism at both the level of the xor and the permutation function [8] . An extensive performance comparison is shown for one core implementation of Keccak in [9] . It shows numbers of cycles consumed to process one byte of message, cycles per byte being the preferred unit of comparison in this context given that times for processing short messages can be so small that they might not be good indicators. The first table in [9] indicates that Keccak and SHA-512 are both faster than SHA-256. Also, the benchmark in [10] indicates that SHA-512 is faster than SHA-256. As such, in that next section, we compare a parallel implementation of Keccak with an implementation of SHA-512.
A parallel realisation of tree hashing
A prototype of a tool for experimenting with Keccak has been implemented, based on the Sakura [11] mode of tree hash computation. Sakura offers the realisation of tree hashing independent of the availability of parallel resources. Its target is to define a framework for the computation of tree hashes that can be evaluated using either parallel or sequential modes of computation and that can support incremental computing. The Sakura modes see a message as being split in blocks that are padded with frame and mode marking bits. It presents two possible computation modes: final node growing, where the number of leaves (and degree of internal nodes of the tree) increases with message length; and leaf interleaving, showing fixed tree height and number sizes of leaves, with message blocks interleaved onto trees. The hash computation is abstractly defined in a tree of hops. Hops can be either message hops, that contain the padded blocks of the initial message, or chain hops, denoting application of the inner Keccak hashing function to the results of their children hops. A parallel implementation must map hops to computational tree nodes and decide on the scheduling of the nodes.
The prototype implements the leaf interleaving mode of Sakura. It was first realised in Haskell, which enables the development and understanding of the fold operator. Its most efficient version is implemented in C with OpenMP offering the macro parallelism. SIMD parallelism is exploited in the computation of xor and permutation functions. The macro parallelism follows the pattern of equation 1 which matches the tree defined by the leaf interleaving of Sakura. It is exploited by using the OpenMP's multi-threaded facilities to implement a parallel reduction as presented in [12] . Results for a test on computing the checksum of a 2GB buffer is shown in Table 1 . The table displays results for running on 1, 6 and 12 cores of the same machine: a dual Intel Xeon 5645 with a 2.40GHz clock and 12MB of cache, running a Gnu/Linux operating system with kernel 3.8.0. The code was compiled with gcc 4.4.7. Results show millions of bytes per second of input buffer processed, which can be useful to compare the implementation's performance with that given by SHA-512 in [10] . Time in seconds is also shown as it makes it straightforward to apply the usual formulas of speed-up (S p ), i.e., rate of time on 1 core divided by time on p cores, and efficiency (E p ), i.e., the division of speed-up by the number of cores used. A computation of SHA-512 for the same buffer is expected to deliver 187 million of bytes per second on an Intel Xeon 5530, according to [9] . The same computation using the GNU/Linux program sha512sum demands 18.5 seconds, but includes the time to read the file, which takes around 5 seconds. 
Related work
The foundations for the parallel computation of hashes were already discussed in [5] , even if using an impractical framework due to the demand on the number of processors. Hall and Jutla [2] presented one of the first works addressing the usage of incremental hashing to defend against the RAM security risk presented in section 2. Their work draws on previous work by Blum et al [3] on ascertaining correctness of shared insecure memory. This is particularly relevant in the context of cloud and grid computing. Recent work by Ristenpart et al [4] identifies the limitations on the usage of indifferentiability in face of composition and discusses variations of the security challenge of figure 1. Sarkar and Schellenberg [13] seem to be the first to discuss the security of tree hashing and its realisation using parallel algorithms supported by a limited number of computational resources. Bertoni et al [14] introduce conditions for sound tree hashing and parallelism at both micro (SIMD level) and macro-level (multi-processor) [8, 7] . Also discussed in [8] is the usage of both hardware (FPGA, for example) and GPU parallelism to implement Keccak in parallel.
Final remarks
At the time of writing, the final SHA-3 standard defining sizes of capacity and padding had not yet been released by NIST. Indeed NIST had been the target of some criticism due to a recent announcement that would reduce the capacity of Keccak's state buffer, a reduction that would enable faster computation, but would weaken the strength of the function. In that sense other functions that also offer opportunities in parallel and incremental computation may be considered. However, SHA-3 is now a NIST standard with available reference implementations [8] and is clearly a tool for tackling the challenges presented in section 2. Keccak offers the alternatives of parallel and incremental computation that can be used to achieve a real time verification of large datasets being generated and stored, e.g., in the WLCG file systems. The tool described in section 4 offers a fast multi-core implementation of Keccak, and it would be released as public software should the approval of the SHA-3 patent holders be granted.
