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Abstract
We prove existence and uniqueness of solutions to a transport equation mod-
elling vehicular traffic in which the velocity field depends non-locally on the down-
stream traffic density via a discontinuous anisotropic kernel. The result is obtained
recasting the problem in the space of probability measures equipped with the ∞-
Wasserstein distance. We also show convergence of solutions of a finite dimensional
system, which provide a particle method to approximate the solutions to the orig-
inal problem.
Keywords: Transport equations, non-local velocity, Wasserstein distance, macro-
scopic traffic flow models, micro-macro limits.
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1 Introduction
In this paper, we are interested in studying the macroscopic traffic flow model introduced
in [7] from the point of view of measure transport equations in Wasserstein spaces.
Transport equations with non-local velocities have drawn a growing attention in the
mathematical community, starting from the Vlasov equation and other models in kinetic
theory, see e.g. [9, 14, 31]. In this context, non-local means that the velocity at a given
point of the space depends not only on the density at that point, but on the density
in a whole neighborhood. The first general results of existence and uniqueness for such
equations are given by Ambrosio-Ganbo [3]. There, the authors show that Wasserstein
distances are key tools to deal with these equations, since vector fields resulting from
non-local interactions are Lipschitz continuous with respect to such distances. Several
extensions have been proposed since then, including definition of gradient flows [5], nu-
merical schemes [26, 28], generalizations to domains with boundary [16] and to transport
equations with sources [25, 27].
Non-local conservation laws have been introduced recently to model a variety of
evolution dynamics: besides road traffic models [7, 17, 19, 21, 30] and crowd motion
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models [11, 12, 23, 24, 32], they are used to describe granular flows [1], sedimenata-
tion [6], conveyor belts [18] and aggregation phenomena [20].
As far as road traffic is concerned, an advantage in considering non-local mean ve-
locity depending on a weighted mean of the downstream traffic density is represented
by the consequent finite acceleration, whose unboundedness is one of the drawbacks
of Lighthill-Whitham-Richards [22, 29] model and other classical macroscopic models,
which allow for speed jumps. This limits their application in connection with consump-
tion and pollution models, which heavily rely on acceleration estimation, see for example
comments in [8].
In our case, the evolution equation for the density ρ=ρ(t,x) of cars on a (infinite)
road is given by the following transport partial differential equation (PDE){
∂tρ+∂x
(
ρv
(∫ x+η
x
ρ(t,y)w(y−x)dy
))
= 0, x∈R, t>0,
ρ(0,x) =ρ0(x) x∈R,
(1.1)
where v is the mean traffic velocity, η>0 a given parameter, and w : [0,η]→R+ is a non-
increasing Lipschitz weight with
∫ η
0
w(x)dx= 1. This is intended to model the fact that
drivers adapt their velocity depending on the downstream traffic condition, eventually
giving more attention to what happens close to them than to cars far beyond. In this
respect we speak of metric interaction, opposite to topological interaction which take
into account the ordering of vehicles: in this case the influence of preceding vehicles
takes into account the presence of other vehicles in between [13, Section 1.1.1.7].
Solutions of (1.1) will be defined in the space M(R) of non-negative measures
equipped with the Wasserstein distance, and they are to be intended in the weak sense:
Definition 1 A measure µ∈C0([0,T ],M(R)) is a weak solution of (1.1) if for all ϕ∈
C∞c ((0,T )×R) there holds∫ T
0
∫
R
(
∂tϕ+∂xφv
(∫ x+η
x
w(y−x)dµ(t,y)
))
dµ(t,x) = 0.
The main result of the paper guarantees existence and uniqueness of weak solutions.
Theorem 2 Let v : [0,1]→R+ be a Lipschitz and non-increasing function with v(1) = 0
and ρ0∈BVc(R, [0,1]). Then the Cauchy problem (1.1) admits a unique solution in the
weak sense, which satisfies
0≤ρ(t,x)≤max{ρ0} for a.e. x∈R,t>0.
Above, BVc denotes the set of functions of bounded variation with compact sup-
port. The proof will be given in Section 4.2. Remark that, unlike [7, 17], the proof of
uniqueness of solutions does not rely on any entropy condition. On the other side, we
must restrict the problem to initial data with compact support.
Observe that the result is based on the study of (1.1) in a more general setting,
with v not necessarily decreasing. Assuming that v is Lipschitz and w is a (possibly
discontinuous) BV interaction kernel of bounded variation, we prove in Proposition 18
existence and uniqueness of the solution of (1.1) for small times. It is interesting to
observe that the density can blow-up in a finite time T , leading to non-existence of the
solution for times larger than T . Such phenomenon cannot appear for more smooth
interaction kernels w, see Proposition 16 and Remark 27.
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The structure of the article is the following. A short review on Wasserstein distances
and general transport equations properties is given in Section 2. Transport equations
with BV interaction kernels are studied in Section 3, where we prove existence and
uniqueness of solutions locally in time in Proposition 18. In Section 4, we also define
a particle approximation for the density, that provides a finite-dimensional numerical
scheme for the solution of the transport PDE, and we prove convergence of the micro-
macro limit.
2 Wasserstein distances and transport equations
In this section, we recall the main definitions related to Wasserstein distances, and in
particular the definition and properties of the ∞-Wasserstein distance. We then recall
results about transport equations with non-local velocities, in the case of smooth inter-
action kernels. For more details, see the monographs [34, 33] and the articles [26, 27, 25].
We consider non-negative measures with a given mass m>0, which is conserved by
the solutions of (1.1). Therefore, without loss of generality, in the following we will deal
with probability measures, i.e. m= 1.
We denote by P(Rd) the set of probability measures on Rd and with Pc(Rd) the
subset of probability measures with compact support. We also denote with Pac(Rd)
the subset of probability measures that are absolutely continuous with respect to the
Lebesgue measure, and we identify the measure with its density with respect to the
Lebesgue measure, e.g. by writing both
∫
f(x)dρ(x) and
∫
f(x)ρ(x)dx for ρ∈Pac(Rd).
We use the letters µ,ν,... for general measures in P(Rd), keeping the notation ρ,ρ′,. ..
for measures in Pac(Rd). When not specified, we consider P(Rd),Pc(Rd),Pac(Rd) and
Pacc (Rd) :=Pc(Rd)∩Pac(Rd) endowed with the ∞-Wasserstein distance, defined below.
Given a probability measure pi on Rd×Rd, one can interpret pi as a path to transfer
a probability measure µ on Rd to another probability measure ν on Rd as follows: each
infinitesimal mass on a location x is sent to a location y with a probability given by
pi(x,y). Formally, µ is sent to ν if the following property holds:∫
Rd
dpi(x, ·) =dµ(x),
∫
Rd
dpi(·,y) =dν(y),
or, equivantly, for all f,g∈C∞c (Rd)∫
Rd×Rd
(f(x)+g(y))dpi(x,y) =
∫
Rd
f(x)dµ(x)+
∫
Rd
g(y)dν(y)
In this case, pi is called a transference plan from µ to ν. We denote by Π(µ,ν) the set
of such transference plans.
Fix now p∈ [1,+∞). One can define a cost for pi as follows
J [pi] :=
∫
Rd×Rd
|x−y|pdpi(x,y)
and look for a minimizer of J in Π(µ,ν). Such problem is called the Monge-Kantorovich
problem. A minimizer of J in Π(µ,ν) always exists, see [33]. A natural space on which
J is finite is the space of Borel probability measures with finite p-moment, that is
Pp(Rd) :=
{
µ∈P(Rd) |
∫
|x|pdµ(x)<∞
}
. (2.2)
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The p-Wasserstein distance is defined on Pp(Rn)×Pp(Rn) as
Wp(µ,ν) = min
pi∈Π(µ,ν)
J [pi]
1/p
.
It is indeed a distance on Pp(Rd), see [33]. Several topological properties are of interest
for the space Pp(Rd) endowed with the Wasserstein distance Wp, see [34, 33]. For future
use, here we recall the following.
Proposition 3 The Wasserstein distance metrizes weak convergence in Pp(Rd), i.e.
Wp(µn,µ)→0
if and only if
µn⇀µ and lim
R→+∞
limsupn→∞
∫
|x|>R
|x|pdµn(x) = 0.
In particular, Wp(µn,µ)→0 if and only if µn⇀µ in P(K) with K compact.
Proposition 4 The space Pp(Rd) endowed with the Wasserstein distance Wp is com-
plete.
Proposition 5 The Wasserstein distances are ordered, i.e. p≤ q implies
Wp(µ,ν)≤Wq(µ,ν).
We finally recall the Kantorovich-Rubinstein duality formula for the 1-Wasserstein
distance, see e.g. [33, Ch. 1].
Proposition 6 Let µ,ν ∈P1(Rd). Then it holds
W1(µ,ν) = sup
{∫
f(x)d(µ−ν)(x) | Lip(f)≤1
}
. (2.3)
2.1 The ∞-Wassersein distance
In this section, we recall the definition of the ∞-Wasserstein distance and prove some
useful properties. We remark that the use of the ∞-Wasserstein distance allows to
recover the necessary estimates for the convolution
∫
ρ(y)w(y−x)dy even for BV
kernels w, see e.g. Proposition 23 below.
Given two probability measures µ,ν and the space of transference plans Π(µ,ν) with
marginal probabilities µ,ν, we denote with C∞(pi) the following cost of a transference
plan pi∈Π(µ,ν):
C∞(pi) ={pi−esssup(|x−y|)} .
The ∞-Wasserstein distance is then defined as
W∞(µ,ν) = inf {C(pi) | pi∈Π(µ,ν)} .
We first recall the existence of an optimal transference plan for probability measures
with compact support, see [10, Prop. 2.1]. Observe that, in analogy with (2.2), we have
P∞(Rd) =Pc(Rd).
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Proposition 7 Let µ,ν ∈Pc(Rd). Then there exists pi∗∈Π(µ,ν) realizing W∞, i.e.
W∞(µ,ν) =C∞(pi∗).
It is easy to prove that ordering of the Wasserstein distances is preserved even with
the ∞-Wasserstein distance.
Proposition 8 For any p∈ [1,+∞) it holds
Wp(µ,ν)≤W∞(µ,ν).
Proof. Let pi be a transference plan realizing W∞(µ,ν). Then it holds
W pp (µ,ν)≤
∫
|x−y|pdpi(x,y)≤
∫
C∞(pi)pdpi(x,y) =W p∞(µ,ν).

We now prove lower semicontinuity of W∞ with respect to the weak convergence of
measures in a compact space.
Proposition 9 Let K be a compact set in Rd, and µn a sequence in P(K). If µn⇀µ
and ν ∈Pc(Rd), then
W∞(ν,µ)≤ liminfn→∞W∞(ν,µn).
Proof. First observe that supp(µ)⊂K. Since supp(ν) is compact, eventually replacing
K by K∪supp(ν), one has that all measures have compact support in K.
We prove the result by passing to a minimizing subsequence (that we do not relabel)
and prove that W∞(ν,µ)≤ limn→∞W∞(ν,µn). By Proposition 7, for each n there exists
a transference plan pin realizing W∞(ν,µn). Since pin∈P(K×K) and K×K is compact,
then Prokhorov’s Theorem ensures the existence of a subsequence (that we do not
relabel) for which it holds pin⇀pi∗ for some pi∗∈P(K×K). It is easy to prove that pi∗∈
Π(ν,µ). Since C∞ is lower semicontinuous with respect to the weak topology (see e.g.
[10, Lemma 2.3]), then C∞(pi∗)≤ limnC∞(pin). By recalling that W∞(ν,µ)≤C∞(pi∗),
the result is proved. 
We now prove results related to the topology of Pc(Rd) endowed with the ∞-
Wasserstein distance.
Proposition 10 The space Pc(Rd) is complete with respect to the metric W∞.
Proposition 11 Let µn a sequence in Pc(Rd). If W∞(µn,µ)→0 for some µ∈Pc(Rd),
then µn⇀µ.
Proof. Let µn be a Cauchy sequence in Pc(Rd) endowed with the metricW∞. For a given
ε>0, consider N such that for all n≥N , k>0 it holds W∞(µn,µn+k)<ε. In particular
it holdsW∞(µN ,µn)<ε, that in turn implies that supp(µn)⊂∪{B(x,ε) | x∈ supp(µN )}
for all n≥N . Since such set is bounded, and the supports of µk for k<N are bounded
too, then there exists a compact set K containing the support of all µn.
Since the µn have uniformly bounded support, then they also have uniformly
bounded p-th moment for each p∈ [1,∞). Recall that each space Pp(Rd) is complete
with respect to Wp, see Proposition 4. Observe that it holds Wp(µn,µm)≤W∞(µn,µm),
then µn is a Cauchy sequence in Pp(Rd), hence there exists µ∗ for which Wp(µn,µ∗)→0
for all p∈ [1,∞). Then, by Proposition 3, we have µn⇀µ∗, proving Proposition 11.
We are now left to prove that W∞(µn,µ∗)→0, that is a direct consequence of lower
semicontinuity of W∞ with respect to the weak topology of measures, proved in Propo-
sition 9. 
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Remark 12 It is false that weak convergence of measures implies convergence with
respect to the metric W∞, even in P(K) with K compact. For example, consider the
following sequence µn :=
n−1
n δ0 +
1
nδ1, that weakly converges to µ∗ := δ0, but for which
it holds W∞(µn,µ∗) = 1 for all n. This is in sharp contrast with the Wp metric with
p∈ [1,+∞), as recalled in Proposition 3.
2.2 Transport equations with smooth non-local interactions
In this section, we study the transport equation with non-local interactions, i.e. the
following Cauchy problem:{
∂tµ+∇x ·(V [µ]µ) = 0, x∈Rd, t>0,
µ(0,x) =µ0(x), x∈Rd,
(2.4)
where V is a function that associates to each measure µ a vector field V [µ]. For the
simplest case of V actually not depending on µ, the solution of (2.4) is given by the
push-forward of the flow of V . We recall its definition here.
Definition 13 Given a Borel map γ : Rd→Rd, the push-forward of a probability mea-
sure µ∈P(Rd) is defined by:
γ#µ(A) :=µ(γ−1(A))
for every subset A such that γ−1(A) is µ-measurable.
If v :Rd× [0,T ]→Rd is a vector field uniformly Lipschitz with respect to the space
variable and continuous with respect to time, then we denote by γt=φ
v
t is the flow
generated by v, where φvt (x0) is the unique solution at time t of{
x˙=v(t,x),
x(0) =x0.
Then, we have the following result, see [33, Thm 5.34] and [26]1.
Proposition 14 Let v :Rd× [0,T ]→Rd be a uniformly Lipschitz vector field. Then the
equation {
∂tµ+∇x ·(vµ) = 0, x∈Rd, t>0,
µ(0,x) =µ0(x), x∈Rd,
with µ0∈Pc(Rd) admits a unique solution µ∈C0([0,T ],Pc(Rd)). Such solution satisfies
µ(t) =φvt#µ0. In particular, if µ0∈Pac(Rd), then µ(t)∈Pac(Rd) for all times t>0.
Moreover, let v,w be two Lipschitz vector fields with Lipschitz constant L and
bounded, and φvt ,φ
w
t the corresponding flows. Let µ,ν ∈Pc(Rd) be two probability mea-
sures. Then, for p= [1,+∞] it holds
Wp(φ
v
t#µ,φ
w
t #ν)≤e
p+1
p LtWp(µ,ν)+
eLt/p(eLt−1)
L
sup
t∈[0,T ]
‖v(.,t)−w(.,t)‖C0 . (2.5)
1The proof of (2.5) is given in [26] for p<+∞, but it can be easily adapted to p= +∞.
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For V actually depending on µ, we have the following theorem, generalizing the
results in [4, 26, 27, 25].
Theorem 15 Let p∈ [1,+∞]. Let the function
V [µ] :
{Pc(R)→ (C1∩L∞)(Rd;Rd)
µ 7→ V [µ]
satisfy
• V [µ] is uniformly Lipschitz and uniformly bounded, i.e. there exist L, M not
depending on µ, such that for all µ∈Pc(Rd),x,y∈Rd,
|V [µ](x)−V [µ](y)|≤L|x−y| , |V [µ](x)|≤M.
• V is a Lipschitz function, i.e. there exists K such that
‖V [µ]−V [ν]‖C0 ≤KWp(µ,ν).
Then the Cauchy problem (2.4) admits a unique solution µ∈C0([0,T ],Pc(Rd)) for all
times T >0. Moreover, if the initial data µ0 satisfies µ0∈Pac(Rd), then µ(t)∈Pac(Rd)
for all times t∈ [0,T ].
Finally, if µ,µ′ are solutions of (2.4) with initial data µ0,ν0 respectively, there holds
Wp(µ(t),ν(t))≤e(4L+4K)tWp(µ0,ν0). (2.6)
Proof. The proof is given for p<+∞ in [26, Prop. 4 and Thm. 2] and in [27, 25]. The
key estimate is (2.5), that holds also for p= +∞. Then, the original proofs can be easily
adapted to p= +∞. 
We now adapt such result to our setting, in which d= 1 and V [µ](x) :=v(
∫
Rw(y−
x)dµ(y)) with w Lipschitz.
Proposition 16 Let v :R→R be a Lipschitz and bounded function, and w :R→R be a
Lipschitz function with bounded support. If µ0∈Pc(R), then the Cauchy problem{
∂tµ+∂x
(
µv
(∫
Rw(y−x)dµ(t,y)
))
= 0, x∈R, t>0,
µ(0,x) =µ0(x), x∈R,
(2.7)
admits a unique solution µ∈C0([0,T ],Pc(R)) for all times T >0.
Moreover, if µ,ν are solutions of (2.7) with initial data µ0,ν0 respectively, there holds
Wp(µ(t),ν(t))≤e8Lip(v)Lip(w)tWp(µ0,ν0), (2.8)
for any p∈ [1,+∞].
Proof. It is sufficient to prove that V [µ] defined by V [µ](x) :=v(
∫
Rw(z−x)dµ(z)) sat-
isfies the hypotheses of Theorem 15. We have
|V [µ](x)−V [µ](y)| ≤ Lip(v)
∫
|w(z−x)−w(z−y)| dµ(z)≤Lip(v)Lip(w)|x−y|,
|V [µ](x)| ≤ sup(|v|),
|V [µ](x)−V [ν](x)| ≤ Lip(v)
∣∣∣∣∫ w(z−x)d(µ−ν)(z)∣∣∣∣≤Lip(v)Lip(w)W1(µ,ν)≤
≤ Lip(v)Lip(w)Wp(µ,ν),
where the last estimate is based on the Kantorovich-Rubinstein duality (2.3) and or-
dering of Wasserstein distances in Propositions 5 and 8. By identifying L,K, we find
(2.8). 
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3 Transport equations with BV interactions kernels
In this section, we study transport equations in one space dimension with non-local
velocities given by interaction kernels of the form (1.1). Unlike Proposition 16, here we
do not assume that the kernel interaction w is Lipschitz continuous, but only BV . This
prevents to use the results in Section 2.2. Moreover, the interaction
∫
w(z−x)dµ(z)
itself is not well-defined for general probability measures, but for measures that are
absolutely continuous with respect to the Lebesgue measure, i.e. for µ∈Pac(R) only.
In particular, we will often deal with measures in the space L∞∩Pacc (R), endowed
with the W∞ distance. As stated above, the space Pc(R) is complete with respect to the
W∞ distance, but this does not hold anymore for L∞∩Pacc (R). Nevertheless, we have
convergence if both the support and the L∞ norm are uniformly bounded, as proved in
the following proposition.
Lemma 17 Let K⊂R be a compact set, and µn∈L∞∩Pac(K) be a sequence of
measures with uniformly bounded L∞ norm and weakly converging to µ. Then µ∈
L∞∩Pac(K) and ‖µ‖L∞ ≤ limsupn→∞‖µn‖L∞ .
Proof. It is clear that µ∈P(K). We now prove that µ is absolutely continuous with
respect to the Lebesgue measure λ, by proving that, for each set A that is λ-measurable
with λ(A) = 0, it holds µ(A) = 0.
We first prove µ(A) = 0 in the case of A open. Fix (a,b)⊃K and define An :={
x∈ [a,b] | d(x,R\A)≥ 1n
}
with d(x,B) = infy∈B |x−y|. Observe that the An are com-
pact, they satisfy An⊂An+1 and it holds limnAn=A. Define a sequence of continuous
functions fn with support in [a−1,b+1] satisfying χAn ≤fn≤χA, increasing in the sense
that fn≤fn+1. This implies fn⇀χA. Hence, by the monotone convergence theorem
and weak convergence, we have
µ(A) = sup
n∈N
∫
fndµ≤ sup
n∈N
limsupk→∞
∫
fndµk≤ sup
n∈N
∫
fndMλ≤Mλ(A) = 0 (3.9)
with M ≥ supn∈N‖µn‖L∞ .
By regularity of finite measures (see [15]), the result holds for any λ-measurable set
A, then µ∈Pac(R). The estimate ‖µ‖L∞ ≤ limsupn→∞‖µn‖L∞ is again a consequence
of (3.9). 
The goal of this section is to prove the following result of existence and uniqueness
for small times.
Proposition 18 Let the following hypotheses hold:
(H): The function v : [0,1]→R is Lipschitz and bounded. The interaction kernel w
satisfies w∈BV ([α,β],R+) for fixed α,β∈R, extended with zero in R\ [α,β],
and
∫ β
α
w(x)dx= 1. The initial density ρ0 satisfies ρ0∈L∞∩Pacc (R).
Then, there exists T >0 such that for all t∈ (0,T ) there exists a unique weak solution
ρ∈C0([0,t],L∞∩Pacc (R)) of the Cauchy problem{
∂tρ(t,x)+∂x(V [ρ(t)](x)ρ(t,x)) = 0, x∈R, t>0,
ρ(0,x) =ρ0(x), x∈R.
(3.10)
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where
V [ρ(t)](x) =v
(∫
ρ(t,y)w(y−x)dy
)
.
To prove this proposition, we first study in the following sections a set of useful
technical lemmas related to BV kernels and the corresponding transport equations.
The proof of Proposition 18 will be then given in Section 3.3.
3.1 Estimates for convolutions with BV kernels
In this section, we prove some useful estimates for BV functions and functions defined
by convolutions with BV kernels.
Lemma 19 Let f ∈BV ([α,β],R). Let [a,b]⊂ [α,β] and h such that α≤a−h≤ b+h≤β.
Then it holds ∫ b
a
|f(x)−f(x−h)| dx≤|h|TV (f).
Above, TV (f) denotes the (bounded) total variation of f .
Proof. See also [2, Remark 3.25]. Assume that f is non-decreasing and h>0. It holds
0 ≤
∫ b
a
f(x)−f(x−h)dx
=
∫ b
a
(f(x)−f(a−h))dx−
∫ b
a
(f(x−h)−f(a−h))dx
=
∫ b
a
(f(x)−f(a−h))dx−
∫ b−h
a−h
(f(x)−f(a−h))dx
≤
∫ b
b−h
(f(x)−f(a−h))dx
≤
∫ b
b−h
(f(b)−f(a−h))dx=h(f(b)−f(a−h))
≤hTV (f).
The proof for h<0 is identical.
Let f =g− l with g,l non-decreasing and TV (f) =TV (g)+TV (l). Then it holds∫ b
a
|f(x)−f(x−h)| dx =
∫ b
a
|(g(x)−g(x−h))−(l(x)− l(x−h))| dx
≤
∫ b
a
|g(x)−g(x−h)| dx+
∫ b
a
|l(x)− l(x−h)| dx
≤|h|(TV (g)+TV (l))
= |h|TV (f).

Lemma 20 Let µ,µ′∈L∞∩Pacc (R) and w∈BV ([α,β],R). Then it holds∣∣∣∣∫ w(x)d(µ(x)−µ′(x))dx∣∣∣∣≤W∞(µ,µ′)TV (w) min{‖µ‖L∞ ,‖µ′‖L∞} (3.11)
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Proof. Let pi∈Π(µ,µ′) be a transference plan realizing h :=W∞(µ,µ′), that exists due to
[10, Prop. 2.1]. Decompose w=f−g with f,g non-decreasing functions via the Jordan
decomposition on the interval [α,β]. We have∫
w(x)d(µ(x)−µ′(x)) =
∫
(f(x)−g(x))dpi(x,y)−
∫
(f(y)−g(y))dpi(x,y)
=
∫
(f(x)−f(y))dpi(x,y)+
∫
(g(y)−g(x))dpi(x,y)
≤
∫
(f(x)−f(x−h))dpi(x,y)+
∫
(g(x+h)−g(x))dpi(x,y)
=
∫
(f(x)−f(x−h))dµ(x)+
∫
(g(x+h)−g(x))dµ(x)
≤‖µ‖L∞
(∫
(f(x)−f(x−h))dx+
∫
(g(x+h)−g(x))dx
)
≤‖µ‖L∞hTV (w),
where we used that points (x,y) in the support of pi satisfy |x−y|≤h except for a set
of zero measure. By replacing w with −w, we have the absolute value on the left hand
side of (3.11). Since the estimate is symmetric with respect to µ,µ′, one has the result.

Remark 21 The main reason for which Lemma 20 holds only for measures µ,µ′ that
are absolutely continuous with respect to the Lebesgue measure is that one needs to give
sense to the integral
∫
w(x)dµ(x) when w is a BV function. The proposition holds for
real measures since we need to use the Jordan decomposition of the BV functions.
Proposition 22 Let w∈BV ([α,β],R) and ρ∈L∞(R). Then the function f(x) :=∫
ρ(y)w(y−x)dy is Lipschitz, with Lipschitz constant L≤‖ρ‖L∞TV (w).
Proof. By using Lemma 19, we have
|f(x1)−f(x2)| ≤
∫
ρ(y)|w(y−x1)−w(y−x2)|dy
≤ ‖ρ‖L∞
∫
|w(y−x1)−w(y−x1 +(x1−x2))|dy
≤ ‖ρ‖L∞ |x1−x2|TV (w).

Proposition 23 Let w,w′∈BV ([α,β],R) and ρ,ρ′∈L∞(R). Then the functions
f(x) :=
∫
ρ(y)w(y−x)dy, f ′(x) :=
∫
ρ′(y)w′(y−x)dy
satisfy
‖f−f ′‖C0 ≤W∞(ρ,ρ′)TV (w)min{‖ρ‖L∞ ,‖ρ′‖L∞}+‖ρ′‖L∞‖w−w′‖L1 .
Proof. We have
|f(x)−f ′(x)| ≤
∣∣∣∣∫ ρ(y)w(y−x)−ρ′(y)w(y−x)dy∣∣∣∣+ ∣∣∣∣∫ ρ′(y)w(y−x)−ρ′(y)w′(y−x)dy∣∣∣∣
≤ W∞(ρ,ρ′)TV (w)min{‖ρ‖L∞ ,‖ρ′‖L∞}+‖ρ′‖L∞‖w−w′‖L1 ,
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where we used Lemma 20 for the first integral and the L1-L∞ duality for the second
integral. 
3.2 Solution of transport equations with time-dependent inter-
actions
In this section, we give estimates for solutions of the transport equations in which the
vector field is time-dependent, but not depending on the solution itself.
Proposition 24 Let (H) hold. Fix ρ¯∈C0([0,T ],L∞∩Pacc (R)) and define the time-
dependent vector field Vt as follows:
Vt(x) :=v
(∫
ρ¯(t,y)w(y−x)dy
)
.
Define ρ(t) as the unique solution of
∂tρ(t,x)+∂x(Vt(x)ρ(t,x)) = 0 (3.12)
with the given initial data ρ0∈L∞∩Pacc (R). Then it holds
W∞(ρ(t,·),ρ(t+s,·))≤s‖v‖∞, (3.13)
and
e−Lt‖ρ0‖L∞ ≤‖ρ(t,·)‖L∞ ≤eLt‖ρ0‖L∞ , (3.14)
with L :=Lip(v)TV (w)sups∈[0,t]{‖ρ¯s‖L∞}.
Proof. Let φVt be the flow generated by Vt in the time interval [t,t+s]. Then the solution
ρ of (3.12) is unique, and given by the push-forward ρ(t,·) =φVt #ρ0, see Proposition 14.
We first prove (3.13). Since it holds ρ(t+s,·) =φVs #ρ(t,·), then the transference
plan pi(x,y) = (Id×φVs )#ρ(t,·) satisfies pi∈Π(ρ(t,·),ρ(t+s,·)). Then it holds
W∞(ρ(t, ·),ρ(t+s,·))≤C∞(pi) = sup
x∈supp(ρ(t,·))
{|x−φVs (x)|}≤ssup(|v|).
We now prove (3.14). Observe that the Gronwall lemma gives
e−L|t||b−a|≤ |φVt (b)−φVt (a)|≤eL|t||b−a|, (3.15)
where L is the Lipschitz constant of Vs in the interval [0,t], that is L=
Lip(v)TV (w)sups∈[0,t]{‖ρ¯s‖L∞} by Proposition 22. This implies that for any inter-
val (a,b) there holds∫ b
a
ρ(t,x)dx=
∫ b
a
φVt #ρ0(x)dx=
∫ φVt (b)
φVt (a)
ρ0(x)dx≤‖ρ0‖L∞ |φVt (b)−φVt (a)|≤eL|t|‖ρ0‖L∞ |b−a|,
that implies ‖ρ(t)‖L∞ ≤eLt‖ρ0‖L∞ . By reversing time, we have the reverse inequality.

We now have the following comparison result.
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Proposition 25 Let ρ¯t, ρ¯
′
t∈C0([0,T ],L∞∩Pacc (R)) be given and w,w′ satisfy (H). De-
fine the time-dependent vector fields Vt,V
′
t as follows:
Vt(x) :=v
(∫
ρ¯(t,y)w(y−x)dy
)
, V ′t (x) :=v
(∫
ρ¯′(t,y)w′(y−x)dy
)
.
Define ρ(t),ρ′(t) as the unique solutions of
∂tρ(t,x)+∂x(Vt(x)ρ(t,x)) = 0, ∂tρ
′(t,x)+∂x(V ′t (x)ρ
′(t,x)) = 0,
with initial data ρ0,ρ
′
0, respectively. Then it holds
W∞(ρ(t,·),ρ′(t,·)) ≤ eL|t|W∞(ρ0,ρ′0)+
+(eL|t|−1)
(
sup
s∈[0,t]
W∞(ρ¯(s,·), ρ¯′(s,·))+ ‖w−w
′‖L1
TV (w′)
)
(3.16)
with L :=Lip(v)TV (w)sups∈[0,t] max{‖ρ¯(s,·)‖L∞ ,‖ρ¯′(s,·)‖L∞TV (w′)}.
Proof. By Proposition 22, we have that both Vt and V
′
t are Lipschitz vector fields with
Lipschitz constant L. Denote with φt,φ
′
t the flows of the two vector fields, that are
defined for every t with 0≤ t≤T , since the vector fields are globally Lipschitz. Then,
we have the following estimate by the Gronwall lemma:
|φt(x)−φ′t(y)|≤eL|t||x−y|+
eL|t|−1
L
sup
s∈[0,t]
‖Vs−V ′s‖C0 .
By definition of Vs and V
′
s , Proposition 23 gives ‖Vs−V ′s‖C0 ≤
Lip(v)(W∞(ρ¯(s,·), ρ¯′(s,·)TV (w) min{‖ρ¯(s,·)‖∞,‖ρ¯′(s,·)‖∞}+‖ρ¯′(s,·)‖L∞‖w−w′‖L1).
By plugging the explicit expression of L, and with a careful choice in the min and max
terms, we have
|φt(x)−φ′t(y)|≤eL|t||x−y|+(eL|t|−1)
(
sup
s∈[0,t]
W∞(ρ¯(s,·), ρ¯′(s,·))+ ‖w−w
′‖L1
TV (w′)
)
.
By reversing time, we also have
|φt(x)−φ′t(y)|≥e−L|t||x−y|−(1−e−L|t|)
(
sup
s∈[0,t]
W∞(ρ¯(s,·), ρ¯′(s,·))+ ‖w−w
′‖L1
TV (w′)
)
.
Take now pi0∈Π(ρ0,ρ′0) and observe that pit := (φt×φ′t)#pi0 satisfies pit∈
Π(ρ(t,·),ρ′(t, ·)). Consider the set Ek :=
{
(x,y)∈R2 | |x−y|>k} and observe that it
holds
pit(Ek) =pi0 ({(φt(x),φ′t(y) | |x−y|>k})≤pi0
({
(x,y) | |x−y|>k˜
})
,
with k˜ :=e−L|t|k−(1−e−L|t|)
(
sups∈[0,t]W∞(ρ¯(s,·), ρ¯′(s,·))+ ‖w−w
′‖L1
TV (w′)
)
.
If k˜ >C∞(pi0), one has pi0
({
(x,y) | |x−y|>k˜
})
= 0 by definition of C∞(pi0). This
implies that pit(Ek) = 0 for all k satisfying
k>eL|t|C∞(pi0)+(eL|t|−1)
(
sup
s∈[0,t]
W∞(ρ¯(s,·), ρ¯′(s,·))+ ‖w−w
′‖L1
TV (w′)
)
,
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hence
C∞(pit)≤eL|t|C∞(pi0)+(eL|t|−1)
(
sup
s∈[0,t]
W∞(ρ¯(s,·), ρ¯′(s,·))+ ‖w−w
′‖L1
TV (w′)
)
. (3.17)
By recalling that W∞(ρ(t,·),ρ′(t,·))≤C∞(pit) by definition, and passing to the infimum
among all transference plans pi0∈Π(ρ0,ρ′0) on the right hand side of (3.17), we find
(3.16). 
3.3 Proof of Proposition 18
We first prove existence of a solution of (3.10) for small times, via convergence of an
explicit Euler scheme. We then prove uniqueness of the solution.
Proposition 26 Let (H) hold, and T >0 be fixed, with T < (eLip(v)TV (w)‖ρ0‖L∞)−1.
For each n∈N, consider the following trajectory ρn∈C0([0,T ],L∞∩Pacc (R)):
• ρn(0, ·) :=ρ0;
• ρn(k2−nT + t, ·) :=φn,kt #ρn(k2−nT, ·) for t∈ [0,2−nT ] and k= 0,1,. ..,2n−1,
where φn,kt is the flow generated by the vector field
Vn,k(x) :=v
(∫
ρn(k2−nT,y)w(y−x)dy
)
.
Then, there exists a subsequence converging to ρ∗∈C0([0,T ],L∞∩Pacc (R)) that satisfies
ρ∗(0) =ρ0 and is a weak solution of
∂tρ(t,x)+∂x(V [ρ(t)](x)ρ(t,x)) = 0, (3.18)
where
V [ρ(t)](x) =v
(∫
ρ(t,y)w(y−x)dy
)
.
Moreover, ρ∗ satisfies ‖ρ∗(t)‖L∞ ≤e‖ρ0‖L∞ for all t∈ [0,T ].
Proof. Observe that (3.13) together with boundedness of v implies that the sequence ρn
is equibounded and equi-Lipschitz in C0([0,T ],Pc(R)). Then the Ascoli-Arzela` theorem
implies the existence of a converging subsequence, that we denote again with ρn. We
denote the limit with ρ∗, that satisfies ρ∗(0) =ρ0 and ρ∗∈C0([0,T ],Pc(R)).
Observe that Pc(R) is complete with respect to the W∞ distance, but this is not
the case for L∞∩Pacc (R). Then, we now prove that ρ∗(t)∈L∞∩Pacc (R) for t∈ [0,T ],
by proving that supt∈[0,T ],n∈N‖ρn(t)‖L∞ <+∞ for T < (eLip(v)TV (w)‖ρ0‖L∞)−1 and
applying Lemma 17. Denote ank :=‖ρn(k2−nT, ·)‖L∞ and observe that (3.14), together
with the definition of ρn((k+1)2−nT, ·) as function of ρn(k2−nT, ·), gives the following
recurrence rule
ank+1≤anke2
−nTLip(v)TV (w)ank ,
where we have set an0 =‖ρ0‖L∞ . We now prove by induction that ank ≤e‖ρ0‖L∞ for all
k≤2n. We clearly have an0 ≤‖ρ0‖L∞ . Assume that anj satisfies anj ≤e‖ρ0‖L∞ for all
j≤k. Then we have
anj+1≤anj e2
−nTLip(v)TV (w)anj ≤anj e2
−n
for j= 0,. ..,k,
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that in turn implies ank+1≤an0 ek2
−n ≤ean0 for k≤2n. This implies
supn∈N,k={0,1,...,2k}‖ρn(k2−nT, ·)‖L∞ ≤e‖ρ0‖L∞ .
Due to Lipschitzianity of the L∞ norm given by (3.14), we have
‖ρn(t,·)‖L∞ ≤eLip(v)e‖ρ0‖L∞TV (w)2−nT e‖ρ0‖L∞ ,
that in turn implies limsupn→∞‖ρn(t,·)‖L∞ ≤e‖ρ0‖L∞ for all t∈ [0,T ]. Then, by
Lemma 17, we have ρ∗∈C0([0,T ],L∞∩Pacc (R)) and ‖ρ∗(t,·)‖L∞ ≤e‖ρ0‖L∞ for all
t∈ [0,T ].
We now prove that the limit ρ∗ is a weak solution of (3.18). Let φ∈C∞c ((0,T )×R,R):
we need to prove that∫ T
0
∫
R
(
ρ∗(t,x)∂tφ(t,x)+v
(∫
ρ∗(t,y)w(y−x)dy
)
ρ∗(t,x)∂xφ(t,x)
)
dxdt= 0.(3.19)
Since by construction of ρn the following identity holds∫ T
0
∫
R
(ρn(t,x)∂tφ(t,x)+Vn,k(x)ρ
n(t,x)∂xφ(t,x)) dxdt= 0,
we prove (3.19) by proving the following three limits:
lim
n→∞
∫ T
0
∫
R
(ρ∗(t,x)−ρn(t,x))∂tφ(t,x)dxdt= 0; (3.20)
lim
n→∞
∫ T
0
∫
R
(
v
(∫
ρ∗(t,y)w(y−x)dy
)
−Vn,k(x)
)
ρ∗(t,x)∂xφ(t,x)dxdt= 0;(3.21)
lim
n→∞
∫ T
0
∫
R
Vn,k(x)(ρ
∗(t,x)−ρn(t,x))∂xφ(t,x)dxdt= 0. (3.22)
Observe that convergence of ρn to ρ∗ in C0([0,T ],L∞∩Pacc (R)) implies the existence
of a sequence εn→0 such that supt∈[0,T ]W∞(ρn(t,·),ρ∗(t,·))<εn . Also recall that
‖ρ∗(t,.)‖L∞ <e‖ρ0‖L∞ for all t∈ [0,T ].
To prove (3.20), observe that for each t∈ [0,T ] the function ∂tφ(t,.) is a BV function,
hence there exists C1 := supt∈[0,T ]TV (∂tφ(t,.))<+∞. Then, by Lemma 20, it holds∫ T
0
∣∣∣∣∫
R
(ρ∗(t,x)−ρn(t,x))∂tφ(t,x)dx
∣∣∣∣ dt≤∫ T
0
εnC1e‖ρ0‖L∞ ,
that provides (3.20). To prove (3.21), observe that for each n there holds
sup
t∈[0,T ],x∈R
∣∣∣∣v(∫ ρ∗(t,y)w(y−x)dy)−Vn,k(x)∣∣∣∣
≤Lip(v) sup
k∈{0,...,2n−1},t∈[0,2−nT ],x∈R
∣∣∣∣∫ (ρ∗(k2−nT + t,y)−ρn(k2−nT,y))w(y−x)dy∣∣∣∣
≤Lip(v) sup
k∈{0,...,2n−1},t∈[0,2−nT ]
W∞
(
ρ∗(k2−nT + t,·),ρn(k2−nT, ·))TV (w)e‖ρ0‖L∞
≤Lip(v)(2−nT sup(|v|)+εn)TV (w)e‖ρ0‖L∞ , (3.23)
where we used Lemma 20 and the triangular inequality
W∞
(
ρ∗(k2−nT + t, ·),ρn(k2−nT, ·)) ≤ W∞(ρ∗(k2−nT + t, ·),ρ∗(k2−nT, ·))+
W∞
(
ρn(k2−nT, ·),ρn(k2−nT, ·))
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and (3.13). Then, going back to the left hand side of (3.21), observe that ‖ρ∗(t,·)‖L∞ ≤
e‖ρ0‖L∞ and integrate on the bounded support of ∂xφ. By passing to the limit in (3.23),
we have (3.21).
Finally, to prove (3.22), observe that Proposition 22 provides Lipschitzianity of Vn,k,
with uniform Lipschitz constant Lip(|v|)TV (w)e‖ρ0‖L∞ . Also, ‖Vn,k‖C0 is uniformly
bounded by ‖v‖∞. Since one has Lipschitzianity and boundedness of ∂xφ too, we have
uniform Lipschitzianity of Vn,k∂xφ. This property, together with boundedness of the
support, implies uniform bounded variation, i.e. the existence of C2 such that for all
n,k it holds TV (Vn,k∂xφ)<C2. Then, Lemma 20 provides∫
R
|Vn,k(x)(ρ∗(t,x)−ρn(t,x))∂xφ(t,x)| dx≤W∞(ρ∗(t,x),ρn(t,x))C2e‖ρ0‖L∞ ≤εnC2e‖ρ0‖L∞ .
By integrating with respect to time and passing to the limit, we have (3.22). 
Remark 27 It is interesting to observe that one can have blow-up of the density for
solutions of (3.18). A simple example is given by w=χ[0,1], v(x) =x and ρ0 =χ[−1,0].
Indeed, observe that the vector field V [ρ0] is a non-negative and non-increasing function
satisfying V [ρ0](0) = 0. The evolution ρ(t) has then support contained in [a(t);0] for all
times in which it is defined, with a(0) =−1 and a(t)≥−1. Observe that V [ρ(t)](a(t)) =
v(
∫ a(t)+1
a(t)
ρ(t)dx) =v(1) = 1. Then a(t) =−1+ t. This implies that ‖ρ(t)‖L∞ ≥ (1− t)−1,
hence ‖ρ(t)‖L∞→∞ for t→1.
This is in sharp contrast with the case of solutions of (3.18) with Lipschitz kernels
w. Indeed, in this case hypotheses of Theorem 15 are satisfied, then one has existence
and uniqueness of the solution for all times. Moreover, when the initial data µ0 is a
probability density in Pacc (Rd), then it keeps being in Pacc (Rd).
We are now ready to prove existence and uniqueness of the solution, i.e. Proposition
18.
Proof of Proposition 18. Choose T < (eLip(v)TV (w)‖ρ0‖L∞)−1 and apply Propo-
sition 26 to have existence of a solution. Assume now to have two solutions ρ¯, ρ¯′∈
C0([0,T ],L∞∩Pacc (R)) and define the time-dependent vector fields Vt,V ′t as follows:
Vt(x) :=v
(∫
ρ¯(t,y)w(y−x)dy
)
, V ′t (x) :=v
(∫
ρ¯′(t,y)w(y−x)dy
)
.
Then ρ¯, ρ¯′ clearly coincide with the solutions ρ,ρ′ of
∂tρ(t,x)+∂x(Vt(x)ρ(t,x)) = 0, ∂tρ
′(t,x)+∂x(V ′t (x)ρ
′(t,x)) = 0,
respectively, with initial data ρ0.
We prove uniqueness by contradiction. Let t0 := inft∈[0,T ]{W∞(ρ(t, ·),ρ′(t, ·))>0} be
the first time in which ρ,ρ′ do not coincide. By applying Proposition 25 starting from
t0, we have
W∞(ρ(t0 +s,·),ρ′(t0 +s,·))≤ (eLs−1) sup
s′∈[0,s]
W∞(ρ¯(t0 +s′,·), ρ¯′(t0 +s′,·)), (3.24)
that implies sups∈[0,t]W∞(ρ(t0 +s,·),ρ′(t0 +s,·))≤ (eLt−
1)sups∈[0,t]W∞(ρ¯(t0 +s,·), ρ¯′(t0 +s,·)). By choosing t< ln(2)L we have
W∞(ρ(t0 +s,·),ρ′(t0 +s,·)) = 0 for all s∈ [0,t], that implies
inf
t∈[0,T ]
{W∞(ρ(t,·),ρ′(t,·))>0}>t0,
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which gives a contradiction. 
Finally, we prove continuous dependence on the interaction kernel and on initial
data for the solution of (3.18).
Proposition 28 Let (H) hold. Let
T < (eLip(v)TV (w)max{‖ρ0‖L∞ ,‖ρ0‖L∞})−1
and ρ,ρ′ be the unique solutions of the Cauchy problems{
∂tρ(t,x)+∂x(V [ρ(t)](x)ρ(t,x)) = 0,
ρ(0, ·) =ρ0
{
∂tρ
′(t,x)+∂x(V ′ [ρ′(t)](x)ρ′(t,x)) = 0,
ρ′(0,·) =ρ′0
where
V [ρ(t)](x) =v
(∫
ρ(t,y)w(y−x)dy
)
, V ′ [ρ′(t)](x) =v
(∫
ρ′(t,y)w′(y−x)dy
)
.
Then it holds
W∞(ρ(t, ·),ρ′(t, ·))≤e4eLtW∞(ρ0,ρ′0)+(e4eLt−1)
‖w−w′‖L1
TV (w)
, (3.25)
with L= Lip(v)max{‖ρ0‖L∞TV (w),‖ρ′0‖L∞TV (w′)}.
Proof. We apply Proposition 25 with ρ= ρ¯ and ρ′= ρ¯′. Moreover, since
T < (eLip(v)TV (w)max{‖ρ0‖L∞ ,‖ρ0‖L∞})−1, there holds ‖ρ(t, ·)‖L∞ ≤e‖ρ0‖L∞ ,
‖ρ′(t,·)‖L∞ ≤e‖ρ′0‖L∞ for all t∈ [0,T ]. Then (3.16) reads as
W∞(ρ(t, ·),ρ′(t, ·))≤eeLtW∞(ρ0,ρ′0)+(eeLt−1)
(
sup
s∈[0,t]
W∞(ρ(t,·),ρ′(t, ·))+ ‖w−w
′‖L1
TV (w)
)
with L= Lip(v)max{‖ρ0‖L∞TV (w),‖ρ′0‖L∞TV (w′)}. By applying the Gronwall
lemma, we have (3.25). 
4 Finite dimensional approximation: the micro-
macro limit
In this section, we describe a finite-dimensional approximation for the solution of (1.1),
that may serve as a numerical scheme to compute such solution.
We first define a Lipschitz approximation w` for the interaction kernel w.
Definition 29 Let η>0 be fixed, and w : [0,η]→R+ be a non-increasing C1 function
such that
∫ η
0
w(x)dx= 1. We define w` :R→R+ as follows
w`(x) :=

w(0) `+2x` if x∈
[− `2 ,0]
w(x) if x∈ [0,η]
w(η) 2η+`−2x` if x∈
[
η,η+ `2
]
0 elsewhere.
(4.26)
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We also define a discretization [µ]
n
of a given probability density µ∈Pac(R). As
stated at the beginning, the same idea can be adapted to any density µ∈Mac(R), not
necessarily of mass one.
Definition 30 Let µ∈Pacc (R) and n∈N be fixed. Define {x1,. ..,xn} as followsx1 = sup
{
x∈R | ∫ x−∞dµ< 1n},
xi+1 = sup
{
x∈R | ∫ x
xi
dµ< 1n
}
, for i= 1,. ..,n−1,
(4.27)
and
[µ]
n
:=
1
n
n∑
i=1
δxi . (4.28)
Observe that [µ]
n 6∈Pac(R), hence convolutions with discontinuous kernels are not well
defined. We now prove some simple properties of the discretization [µ]
n
.
Proposition 31 Let µ∈Pacc ([a,b]) and n∈N be fixed, and the xi and [µ]n defined as
in (4.28). Then it holds
|xi−xj |≥ |i−j|(n‖µ‖L∞)−1 , (4.29)
and
W1(µ,[µ]
n
)≤ b−a
n
. (4.30)
Proof. Assume i>j and observe that it holds
|i−j|
n
=
∫ xi
xj
dµ≤ (xi−xj)‖µ‖L∞ ,
that gives (4.29). To prove (4.30), define x0 :=a and divide the interval [x0,xn]⊂ [a,b]
in the n intervals [x0,x1],[x1,x2],. .., [xn−1,xn]. Observing that each of the intervals
contains a mass of 1n , we have
W1(µ,[µ]
n
)≤
n∑
i=1
W1
(
µχ[xi−1,xi],
1
n
δxi
)
≤
n∑
i=1
1
n
(xi−xi−1) = 1
n
(xn−x0)≤ 1
n
(b−a).

We are now ready to define the approximation [ρ]
n
of the solution ρ of (1.1).
Definition 32 Let v : [0,1]→R+ be a Lipschitz and non-increasing function with2
v(1) = 0. Let η>0 be fixed, and w : [0,η]→R+ be a non-increasing Lipschitz function
with
∫ η
0
w(x)dx= 1. Let ρ0∈L∞∩Pacc (R) be given.
Fix n∈N and choose the constant `n := (n‖ρ0‖L∞)−1. Define [ρ(t)]n as
[ρ(t)]
n
=
1
n
n∑
i=1
δxi(t), (4.31)
2We extend v with the convention v(x) =0 for x>1.
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where {x1(t),. ..,xn(t)} is the unique solution of the finite-dimension dynamical system
x˙n=v(0),
x˙i=v
(
1
n
∑n
j=1w`n(xj−xi)
)
for i= 1,. ..,n−1,
xi(0) =xi,0 for i= 1,. ..,n,
(4.32)
where the xi,0 are given by the discretization (4.27) of ρ0, i.e. [ρ0]
n
= 1n
∑n
i=1 δxi,0 .
It is clear that the solution of (4.32) exists and is unique for all times, due to the
Lipschitzianity of w`n . Also remark that [ρ(t)]
n
is the unique solution of the following
transport equation{
∂t [ρ(t)]
n
(x)+∂x
(
[ρ(t)]
n
(x)v
(∫
w`n(y−x)d[ρ(t)]n (y)
))
= 0,
[ρ(0)]
n
= [ρ0]
n
.
(4.33)
The proof of such identity is direct, by rewriting the interaction kernel
∫
w`n(y−
x)dµn(y) in the case of µn given by (4.31).
The main result of this section is the following convergence result, that will be proved
in Section 4.2.
Theorem 33 Let v : [0,1]→R+ be a Lipschitz and non-increasing function with v(1) =
0. Let η>0 be fixed, and w : [0,η]→R+ be a non-increasing Lipschitz function with∫ η
0
w(x)dx= 1. Let ρ0∈BV (R,[0,1]) with compact support and
∫
ρ0(x)dx= 1.
Fix any T >0. Then, for each n∈N , the approximation µn given by (4.31) is de-
fined in C0([0,T ],Pc(R)) and it satisfies [ρ(t)]n⇀ρ(t), where ρ∈C0([0,T ],Pc(R)) is the
unique solution of the Cauchy problem{
∂tρ+∂x
(
ρv
(∫ x+η
x
ρ(t,y)w(y−x)dy
))
= 0, x∈R, t>0,
ρ(0,x) =ρ0(x), x∈R.
(4.34)
In particular, ρ is defined for all times t>0, and it satisfies
0≤ρ(t,x)≤max{ρ0} for a.e. x∈R,t>0. (4.35)
Before proving Theorem 33, we address some properties of the finite-dimensional prob-
lem (4.32).
4.1 Preservation of the minimal and maximal distances
In this section, we prove that, when the initial minimal distance among agents for the
model (4.32) is larger than or equal to `, then it keeps being larger than or equal to `
for all times.
Proposition 34 Let `≥ `n be fixed. Consider a sequence x01<x02<...<x0n and denote
with x(t) = (x1(t),. ..,xn(t)) the unique solution of (4.32). If x
0
i −x0i−1≥ ` for all i=
1,. ..,n, then it holds xi(t)−xi−1(t)≥ ` for all times t>0.
Proof. We prove that xi−xi−1 = ` implies x˙i− x˙i−1≥0, that clearly gives the result.
If i=n, we have x˙n=v(0) = maxσ∈[0,1]v(σ)≥ x˙n−1. For i<n, we have
x˙i− x˙i−1 = v
 1
n
n∑
j=1
w`n(xj−xi)
−v
 1
n
n∑
j=1
w`n(xj−xi−1)
 .
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Since v is a non-increasing function, we have x˙i− x˙i−1≥0 if and only if
1
n
n∑
j=1
w`n(xj−xi)≤
1
n
n∑
j=1
w`n(xj−xi−1) =
1
n
n+1∑
j=2
w`(xj−1−xi−1). (4.36)
For j <i, we have both xj−xi≤−` and xj−1−xi−1≤−`, thus w`n(xj−xi) =w(xj−
xi) = 0 and w`n(xj−1−xi−1) =w(xj−1−xi−1) = 0.
For j= i we have w`n(xi−xi) =w`n(xi−1−xi−1) =w`n(0) =w(0). Then, we can re-
strict ourselves to j >i. Condition (4.36) is verified if for each j= i+1,. ..,n we have
w`n(xj−xi)≤w`n(xj−1−xi−1). (4.37)
Since xj−xi>0 and xj−1−xi−1>0 for j >i and w`n is non-increasing in [0,+∞] as a
consequence of the fact that w is non-increasing in [0,η], condition (4.37) is equivalent
to xj−xi≥xj−1−xi−1, i.e. xj−xj−1≥xi−xi−1 = `, which is true by hypothesis. 
The above property is the discrete counterpart of the maximum principle (4.35).
The symmetric result is also true, with a similar proof.
Proposition 35 Let L≥ `n be fixed. Consider a sequence x01<x02<...<x0n and denote
with x(t) = (x1(t),. ..,xn(t)) the unique solution of (4.32). If x
0
i −x0i−1≤L for all i=
1,. ..,n, then it holds xi(t)−xi−1(t)≤L for all times t>0.
Observe that, due to the compact support of the solution, the minimum value of the
density is always zero, and Proposition 35 does not allow to recover a finer minimum
principle as in [7, 17].
4.2 Convergence to the solution of (1.1)
We now prove Theorem 33. We combine estimates for solutions of the finite-dimensional
problem (4.32) with estimates for solutions of the transport equation with a Lipschitz
interaction kernel (2.7) and with estimate for solutions of the transport equation with
a BV interaction kernel (1.1).
Proof of Theorem 33. The idea of the proof is to prove convergence of the approximate
solution [ρ(t)]
n
to the solution ρ of (1.1) by proving intermediate convergence results,
divided in four steps. In the first step, we restrict ourselves to a subsequence of [ρ(t)]
n
admitting a limit ρ∗ in C0([0,T ],L∞∩Pacc (R)). In the second step, we define a finite-
dimensional approximation [ρ˜(t)]
n
and prove that [ρ(t)]
n
and [ρ˜(t)]
n
have the same limit
ρ∗. In the third step, we define an approximation ρn in Pac(R) and prove that [ρ˜(t)]n
and ρn have the same limit ρ∗. Finally, in the fourth step we prove that the limit of ρn
is exactly ρ, first for small times and then for any time.
Step 1. Fix any T >0. We prove that the sequence [ρ(t)]
n∈C0([0,T ],Pc(R)) admits
a subsequence (that we do not relabel) with a limit ρ∗∈C0([0,T ],L∞∩Pacc (R)), that
moreover satisfies ‖ρ∗(t)‖L∞ ≤‖ρ0‖L∞ .
Fix [a,b] an interval containing the compact support of ρ0. Then, by construction
of [ρ(0)]
n
= [ρ0]
n
, we have supp([ρ(0)]
n
)⊂ [a,b]. Due to boundedness of v, we have
both supp([ρ(t)]
n
)⊂ [a−T sup(v),b+T sup(v)] and W∞([ρ(t+s)]n , [ρ(t)]n)≤ssup(v) for
all t∈ [0,T ] and n∈N, i.e. equiboundedness and equi-Lipschitzianity of the sequence
[ρ(t)]
n
with respect to the W∞-distance. Then, eventually passing to a subsequence,
there exists a limit ρ∗∈C0([0,T ],Pc(R)), that has both uniformly bounded support and
uniform Lipschitz constant. From now on, the sequence of indexes n is always replaced
by the subsequence with limit ρ∗.
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We now prove that ‖ρ∗(t)‖L∞ ≤‖ρ0‖L∞ . This is equivalent to prove that for each
interval [α,β]⊂R it holds ∫ β
α
ρ∗(t)dx≤‖ρ0‖L∞(β−α). Observe that convergence in W∞
implies weak convergence of measures, then [ρ(t)]
n
⇀ρ∗(t). For each ε>0, consider a
function φε∈C∞(R,R) with support in [α−ε,β+ε] such that φε(x)∈ [0,1] for all x and
φε(x) = 1 for x∈ [α,β]. Observe that, by definition of [ρ(t)]n, for each fixed t it holds∫
φε(x)d[ρ(t)]
n
(x) =
1
n
∑
xi(t)∈(α−ε,β+ε)
φε(xi(t))≤ 1
n
β−α+2ε
`n
,
where we used the fact that the number of xi(t) in the interval (α−ε,β+ε) is bounded
from above, by preservation of the minimal distance `n= (n‖ρ0‖L∞)−1, see Proposition
34. By replacing `n in the last term, by recalling that [ρ(t)]
n
⇀ρ∗(t) and observing that
φε≥χ[α,β], for each fixed t we have∫ β
α
dρ∗(t,x)≤
∫
φε(x)dρ
∗(t,x)≤‖ρ0‖L∞(β−α+2ε).
By passing to the limit for ε→0, we have that ρ∗∈L∞∩Pacc (R) and it satisfies
‖ρ∗(t)‖L∞ ≤‖ρ0‖L∞ (4.38)
Step 2. We now define [ρ˜(t)]
n
. For each n, consider the approximated kernel wmn
with mn := ln(n)
−1. Then, define [ρ˜(t)]n similarly to [ρ(t)]n, as follows:
[ρ˜(t)]
n
=
1
n
n∑
i=1
δyi(t),
where {y1(t),. ..,yn(t)} is the unique solution of the finite-dimension dynamical system{
y˙i=v
(
1
n
∑n
j=1wmn(yj−yi)
)
for i= 1,. ..,n
yi(0) =xi,0 for i= 1,. ..,n,
(4.39)
and the xi,0 are given by the discretization (4.27) of ρ0, i.e. [ρ0]
n
= 1n
∑n
i=1 δxi,0 . Remark
that, similarly to (4.33), νn is the unique solution of the following transport equation{
∂t [ρ(t)]
n
(x)+∂x
(
[ρ(t)]
n
(x)v
(∫
wmn(x−y)d [ρ(t)]n (y))
))
= 0,
[ρ(0)]
n
= [ρ0]
n
.
(4.40)
We now prove that, for each T >0 it holds limn→∞ supt∈[0,T ]W∞([ρ(t)]
n
, [ρ˜(t)]
n
) = 0.
This implies that the limit of both [ρ(t)]
n
and [ρ˜(t)]
n
is ρ∗. For each n, we de-
fine εni (t) := sups∈[0,t] |xi(s)−yi(s)| and εn(t) := maxi=1,...,nεni (t). Observe that we have
W∞([ρ(t)]
n
, [ρ˜(t)]
n
)≤εn(t), by choosing the transference plan sending xi(t) to yi(t).
Also observe that εni (0) =ε
n(0) = 0, since the initial data coincide.
Observe that the initial data satisfies x0i+1−x0i ≥ `n, then Proposition 34 for (4.32)
with kernel w`n gives xi+1(t)−xi(t)≥ `n. The property does not hold for yi for big n,
since mn>`n.
We now estimate the evolution of εni . By the definition, we have ε
n
n= 0. By bound-
edness of v, we have εni (t+s)−εni (t)≤2sup(v)s, hence the εni are Lipschitz function.
By definition of the dynamics (4.32), we have
ε˙ni ≤Lip(v)
1
n
n∑
j=1
|w`n(xj(t)−xi(t))−wmn(yj(t)−yi(t))|. (4.41)
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It is clear that yj(t)−yi(t) =εnj (t)−εni (t)+xj(t)−xi(t), hence yj(t)−yi(t)∈ [xj(t)−
xi(t)−2εn(t),xj(t)−xi(t)+2εn(t)]. For any fixed index i and for each time t, we divide
the indexes j in the following five sets:
• j is such that xj(t)−xi(t)∈
]−∞,−mn2 −2εn(t)]. In this case, both xj(t)−xi(t)
and yj(t)−yi(t) are in the interval
]−∞,−mn2 ], for which it holds w`n(xj(t)−
xi(t)) =wmn(yj(t)−yi(t)) = 0.
• j is such that xj(t)−xi(t)∈
(−mn2 −2εn(t),2εn(t)). In this case, we simply esti-
mate
|w`n(xj(t)−xi(t))−wmn(yj(t)−yi(t))|≤w(0).
Observe that |xj(t)−xi(t)|≥ |j− i|`n, hence the number of indexes j in this set is
smaller or equal than
mn
2 +4ε
n(t)
`n
.
• j is such that xj(t)−xi(t)∈ [2εn(t),η−2εn(t)]: in this case both xj(t)−xi(t) and
yj(t)−yi(t) belong to the interval [0,η], on which w`n and wmn coincide with w,
that is Lipschitz. Hence |w`n(xj(t)−xi(t))−wmn(yj(t)−yi(t))|≤2Lip(w)εn(t).
In this case the number of indexes j in this set is strictly smaller than η`n .
• j is such that xj(t)−xi(t)∈ (η−2εn(t),η+ mn2 +2εn(t)). Similarly to the second
case, we estimate |w`n(xj(t)−xi(t))−wmn(yj(t)−yi(t))|≤w(0) and observe that
the number of indexes j in this set is smaller or equal than
mn
2 +4ε
n(t)
`n
.
• j is such that xj(t)−xi(t)∈
[
η+ mn2 +2ε
n(t),+∞[. Similarly to the first case, we
have w`n(xj(t)−xi(t)) =wmn(yj(t)−yi(t)) = 0.
By using the previous decomposition of the indexes in (4.41), we have
ε˙ni (t) ≤ Lip(v)
1
n
(
2w(0)
mn
2 +4ε
n(t)
`n
+2Lip(w)εn(t)
η
`n
)
.
Taking the supremum over εni , and recalling that `n= (n‖ρ0‖L∞)−1, we have
ε˙n(t) ≤ C0mn+C1εn(t)
with C0 := Lip(v)w(0)‖ρ0‖L∞ , C1 := Lip(v)‖ρ0‖L∞(8w(0)+2Lip(w)η). Since εn(0) = 0
and the constants C0,C1 do not depend on t, the Gronwall estimate gives
εn(t)≤ C0
C1
mne
C1t=
C0
C1 ln(n)
eC1t.
This implies W∞([ρ(t)]
n
,[ρ˜(t)]
n
)≤ C0C1 ln(n)eC1T for all times t∈ [0,T ]. Then, the limit of
[ρ˜(t)]
n
is ρ∗.
Step 3. Choose again [a,b] any interval containing the support of the initial datum
ρ0, and fix any T >0. We define ρ
n∈C0([0,T ],L∞∩Pacc (R)) as the solution of (4.34)
with initial data ρ0 when replacing w with wmn . Since wmn is Lipschitz, we have
existence and uniqueness of ρn for any t∈ [0,T ] thanks to Proposition 16.
Fix now T1< (32Lip(v)w(0))
−1. We now compare [ρ˜(t)]n and ρn(t) on the interval
[0,T1], by observing that they are the solution of the same equation
∂tµ+∂x
(
µv
(∫
wmn(y−x)dµ(y)
))
= 0, (4.42)
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with different initial data, that are [ρ˜(0)]
n
= [ρ0]
n
and ρn(0, ·) =ρ0. Since (4.42) satisfies
the hypotheses of Proposition 16, we have
W1([ρ˜(t)]
n
,ρn(t)) ≤ e8Lip(v)Lip(wmn )T1W1([ρ0]n ,ρ0)≤e16Lip(v)w(0)ln(n)T1W1([ρ0]n ,ρ0)≤
≤ √nb−a
n
=
b−a√
n
for a sufficiently big n, for which it holds Lip(wmn)≤2w(0)mn ≤2w(0)ln(n). We also used
(4.30) to estimate the initial distance. Then, [ρ˜(t)]
n
and ρn have the same limit in the
interval [0,T1].
To prove the result for the initial interval [0,T ], subdivide it in intervals [kT1,(k+
1)T1] with k= 0,1,. ..,
T
T1
−1. Then, by induction one can prove W1([ρ˜(t)]n ,ρn(t))≤
32Lip(v)w(0)T (b−a)√
n
. As a consequence, the limit of ρn is ρ∗ on the whole interval [0,T ].
Step 4. We now fix T < (eLip(v)TV (w)‖ρ0‖L∞)−1 and study W∞(ρn(t),ρ(t)). In
this case, we observe that both ρn and ρ are solutions of an equation of the form (1.1)
with different interaction kernels wmn and w respectively, and the same initial data ρ0.
Observe that, by the particular structure of w and of its approximation wmn , it holds
TV (w) =TV (wmn) = 2w(0) and ‖wmn−w‖L1 ≤ mnw(0)2 . Then, by Proposition 28, we
have
W∞(ρn(t),ρ(t))≤ (e4eLt−1)‖wmn−w‖L1
TV (w)
≤ (e4eLT −1)mn
4
≤ e
4−1
4ln(n)
,
with L= 2w(0)Lip(v)‖ρ0‖L∞ . This implies that ρ=ρ∗, i.e. convergence of [ρ(t)]n to ρ
in the interval [0,T ].
Going back to Step 1, we recall that we chose a converging subsequence of [ρ(t)]
n
,
and we proved that the limit of such sub-sequence is ρ, which is the unique solution of
(1.1). Then we have that the whole sequence [ρ(t)]
n
converges to ρ, in the time interval
[0,T ] with T < (eLip(v)TV (w)‖ρ0‖L∞)−1.
We now prove that ρ∗=ρ in the time interval [0,T ] for any T >0, and in particular
that a solution for (1.1) exists (and is unique) for all times. For T >0 fixed, divide
the interval [0,T ] in intervals [kT ′,(k+1)T ′] with T ′< (eLip(v)TV (w)‖ρ0‖L∞)−1 and
k= 0,1,. .., TT ′ −1. Then, the previous results show that ρ∗=ρ in [0,T ′]. This also
implies
‖ρ(T ′)‖L∞ =‖ρ∗(T ′)‖L∞ ≤‖ρ0‖L∞ , (4.43)
where we used estimate (4.38). Observe that T ′ satisfies hypotheses of Proposition 18
taking ρ(T ′) as initial datum: this gives existence and uniqueness of the solution of (1.1)
on the time interval [T ′,2T ′], that coincides with ρ∗ on the same interval, and for which
it holds ‖ρ(2T ′)‖L∞ ≤‖ρ0‖L∞ . By induction, we have ρ∗=ρ on the whole interval [0,T ],
that also gives ‖ρ(t)‖L∞ ≤‖ρ0‖L∞ for all t∈ [0,T ], i.e. condition ρ∗(t,x)≤max(ρ0) a.e.
for t∈ [0,T ],x∈R. 
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