The performance of the standard hierarchy of ab initio models-that is, Hartree-Fock theory, second-order Møller-Plesset theory, coupled-cluster singles-and-doubles theory, and coupled-cluster singles-doubles-approximate-triples theory-in combination with correlation-consistent basis sets is investigated for equilibrium geometries of molecules containing second-row elements. From an analysis on a collection of 31 molecules ͑yielding statistical samples of 41 bond distances and 13 bond angles͒, the statistical errors ͑mean deviation, mean absolute deviation, standard deviation, and maximum absolute deviation͒ are established at each level of theory. The importance of core correlation is examined by comparing calculations in the frozen-core approximation with calculations where all electrons are correlated.
I. INTRODUCTION
The prediction of molecular equilibrium structures is one of the most common tasks of computational chemistry. Indeed, equilibrium structures are usually accurately determined by standard electronic-structure models and often constitute a valid alternative to experimental measurements. 1 In particular, with the establishment of the standard hierarchies of basis sets ͑one-electron space͒ and wave-function models ͑N-electron space͒ over the last two decades, the accuracy of such calculations can now be systematically improved towards the exact solution-see, for example, the discussion in Ref. 2 . For molecules containing first-row atoms, the errors in the determination of equilibrium structures employing the standard series of N-electron models consisting of HartreeFock ͑HF͒ theory, 2, 3 second-order Møller-Plesset ͑MP2͒ perturbation theory, [4] [5] [6] coupled-cluster singles-and-doubles ͑CCSD͒ theory, 7 and coupled-cluster singles-doublesapproximate-triples ͓CCSD͑T͔͒ theory 8, 9 together with the correlation-consistent basis sets of Dunning and co-workers [10] [11] [12] [13] [14] [15] [16] [17] [18] are nowadays well established. Several statistical studies have been carried out on closed-shell molecules containing only hydrogen and first-row atoms, for which experimental data are well known. In a large basis-set study using cc-pVQZ sets, it was found that the mean ͑maxi-mum͒ absolute bond-length errors are 2.6 ͑8.5͒, 0.5 ͑1.7͒, 0.7 ͑2.5͒, and 0.1 ͑0.6͒ pm for the HF, MP2, CCSD, and CCSD͑T͒ models, respectively. 1, [19] [20] [21] For molecules containing second-row atoms, the intrinsic errors ͑i.e., the errors in the basis-set limit͒ are less well established, partly because of the more demanding computational requirements for such atoms ͑more electrons͒ and partly because the correlation-consistent ͑core-valence͒ basis sets only recently became available for these atoms. 16, 17 Although many coupled-cluster equilibrium geometries obtained with these basis sets have been reported during the last three or four years ͑see, for example, Refs. 17 and 22-24͒, no statistical analysis of the performance of the different approaches has been carried out apart from Puzzarini's study on the XBS and XCP series ͑X =H,F,Cl͒. 22 Taking advantage of the development of the DALTON ͑Ref. 25͒ and ACESII ͑Refs. 26 and 27͒ computer codes for the computation of CCSD͑T͒ molecular gradients [28] [29] [30] and of the development of core-valence correlation-consistent basis sets for second-and third-row atoms, 17 we here analyze the performance of the standard ab initio models HF, MP2, CCSD, and CCSD͑T͒ for the calculation of equilibrium structures of molecules containing one or more second-row atoms, paying special attention to the importance of core correlation.
II. COMPUTATIONAL DETAILS
We have considered a sample of 32 molecules, containing a total of 42 unique single, double, and triple bonds listed ͑in order of increasing bond length͒ in Table I and a total of  14 bond angles similarly listed in Table II . Because of the lack of literature data for the experimental equilibrium bond length and bond angle of Cl 2 S, only 41 bond lengths and 13 bond angles were included in the statistical samples of bond lengths and bond angles, respectively. The results for Cl 2 S are nonetheless kept in the tables for future reference.
The results have been analyzed in terms of the devia-
n ͑⌬ i − ⌬ ͒ 2 , the mean absolute deviation ⌬ abs = ͑1/n͚͒ i=1 n ͉⌬ i ͉, the maximum absolute deviation ⌬ max = max i ͉⌬ i ͉, and the normal distribution function The given experimental bond length is an R s value. This bond distance has been excluded from the statistical sample as no experimental equilibrium value is available. The given experimental angle is a s value. This bond angle has been excluded from the statistical sample, as no experimental equilibrium estimate is available.
FIG. 1. Deviations ⌬ i from experiment of the calculated equilibrium bond distances ͑pm͒ for the chosen sample of molecules in the valence cc-pVXZ ͑frozen core͒ and core-valence cc-pCVXZ ͑all electron͒ basis sets. The numbers in abscissa indicate the bond labels listed in Table I .
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Even though we cannot claim that the deviations follow a normal distribution, it is useful to represent the data in terms of such a function to obtain a visualization of the various levels of theory. Whereas the center of the distribution is related to systematic errors, its width reflects unsystematic errors characteristic of the approximation. The calculations were performed with a development version of DALTON, 25 containing the gradient implementation of Ref. 28 , and with ACESII, 26, 27 using the gradient implementation described in Refs. 29 and 31. We used the the correlation-consistent polarized valence basis sets ccpVXZ, 12,13 the standard polarized core-valence basis sets ccpCVXZ, the weighted polarized core-valence basis sets ccpwCVXZ ͑Refs. 17 and 18͒, and the revised polarized valence basis sets cc-pV͑X +d͒Z. 16 All sets were used with cardinal numbers 2 ഛ X ഛ 4.
All calculations with valence basis sets were carried out in the frozen-core approximation, whereas the core-valence calculations were carried out with only the second-row 1s electrons frozen, as recommended in Ref. 17 . The latter calculations are here referred to as "all electron."
III. DISCUSSION
Because of the large amount of data, we do not discuss all results in detail here but focus on the statistical measures, commenting in some cases on individual CCSD͑T͒ results in the larger basis sets. For the entire set of data, see Ref. 32 .
A. Individual errors
We begin our discussion with a brief analysis of the deviations from the experimental values of the bond distances as illustrated for all four methods and the six "standard" basis sets ͑cc-pVXZ and cc-pCVXZ͒ in Fig. 1 . In the plots, the experimental error bars are also given when available.
The Hartree-Fock results show large deviations from experiment. In the small double-zeta basis sets, the deviations are positive as well as negative, leading to an overall relatively small mean deviation ͑vide infra͒. In larger sets, the bond distances become too short, falling well outside three standard deviations of the experimental values, the few exceptions ascribable to remarkably large experimental uncertainties.
In the correlated calculations, the smallest basis sets yield the largest errors, the bond distances shortening with improvements in the basis set. The MP2 deviations are FIG. 3 . Convergence trends of the statistical parameters for the bond distances ͑pm͒ in the core-valence cc-pCVXZ sets ͑all electron͒.
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Systems containing second-row atoms J. Chem. Phys. 123, 184107 ͑2005͒ mostly positive for X ഛ 3, then become predominantly negative. At CCSD level, the errors are smallest in the cc-pVQZ and cc-pCVTZ basis sets, increasing ͑in absolute value͒ in the cc-pCVQZ basis. They are also mainly negative at X =4. It appears that the frozen-core CCSD/cc-pVQZ model is capable of yielding results in reasonable agreement with experiment. The CCSD/cc-pCVTZ level is unbalanced in the sense that large changes are observed as we go to the ccpCVQZ basis, even though the agreement with experiment becomes poorer. At the CCSD͑T͒ level of theory, the systematic improvement with increasing cardinal number is evident, with essentially all cc-pCVQZ deviations being smaller than 0.3 pm. ͑Note the different ordinate scales in the plots of Fig. 1 .͒ As seen from the figure, only three bond distances have errors larger than 0.3 pm-namely, BCl 3 ͑bond 34͒, Cl-N in ClNO ͑bond 38͒, and Cl 2 ͑bond 39͒. We shall return to this point later.
B. Statistical errors
In Table III , we have listed the mean deviations, the mean absolute deviations, the standard deviations, and the maximum absolute deviations for the valence-electron bond lengths calculated in the cc-pVXZ basis sets and for the allelectron bond lengths calculated in the cc-pCVXZ basis sets, respectively. The basis-set convergence patterns of these statistical measures are depicted in Figs. 2 and 3, respectively, for the valence-and all-electron calculations.
For all methods in Fig. 2 , the bond lengths decrease with increasing cardinal number of the valence basis set cc-pVXZ, in the same manner as for molecules containing only firstrow atoms. 2, 19 In the small cc-pVDZ basis, the errors are smallest for the HF model, because of a cancellation between basis-set and correlation errors. But, whereas the HF results become less balanced with increasing cardinal number, the correlated models become more accurate, illustrating the need always to use basis sets larger than cc-pVDZ ͓and preferably of at least quadruple-zeta quality, in particular, at CCSD͑T͒ level͔ in correlated calculations.
In the frozen-core calculations in Fig. 2 , the statistical errors of the correlated models decrease with increasing cardinal number, except that ⌬ max increases for the CCSD model when going from the triple-to quadruple-zeta basis set. It is noteworthy that, in the frozen-core calculations, the smallest mean and mean absolute errors are observed for the CCSD model rather than for the CCSD͑T͒ model, at least for basis sets up to cc-pVQZ. Apparently, the error introduced by the neglect of triples in the CCSD model is to some extent 
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canceled by the neglect of core correlation. Still, the performance of the CCSD͑T͒ model is more systematic, with the smallest standard deviation and smallest maximum error in the cc-pVQZ basis.
For the all-electron calculations in Fig. 3 , the situation is similar to that for the valence calculations in Fig. 2 except that the bonds are shorter, as seen by comparing the plots of the mean errors. As a result, the CCSD͑T͒ model is now the most accurate one, at least for cardinal numbers X ജ 4. Clearly, there is little point in carrying out all-electron CCSD͑T͒ calculations in a basis smaller than cc-pCVQZ. We note that the all-electron CCSD model underestimates bond lengths by about 1 pm in the basis-set limit, with a rather large standard deviation of 0.8 pm and a maximum error of 5 pm. For the all-electron CCSD͑T͒ model, the standard deviation and maximum absolute error are only 0.2 and 1 pm, respectively.
C. Normal distributions
We turn now our attention to the normal-distribution functions, plotted in Figs. 4 and 5 for the valence and allelectron calculations, respectively. In these plots, the dots represent the values ͑⌬ i ͒ for the deviations ⌬ i in the statistical sample.
The normal-distribution plots clearly illustrate how bond lengths shorten with increasing the cardinal number ͑the peaks move to the left͒ and lengthen with improvements in the N-electron representation, the final accuracy depending on a cancellation of one-and N-electron errors. As noted above, bond distances are typically underestimated at the HF level and often overestimated at the correlated levels ͑an exception here is CCSD, in particular, when used together with the core-valence sets and X Ͼ 2͒. The HF method is characterized by very broad distributions, which move off the center with increasing cardinal number. In the cc-pVDZ and cc-pCVDZ basis sets, bond lengths are equally often under- estimated and overestimated by HF theory; in larger basis sets, they are mostly but not invariably underestimated. Basis-set convergence is already reached in the cc-pVTZ basis, although some changes are observed when the cardinal number is incremented further and when core functions are added.
For the correlated models, our first observation is that the double-zeta basis sets ͑even with core functions included͒ are too small, producing bonds that are always too long. A considerable improvement is observed at the triplezeta level, although a quadruple-zeta basis is needed in CCSD͑T͒ theory for convergence. In passing, we note that the quadruple-zeta basis set is not needed for the connected triple excitations as such but rather for the doubles, which in CCSD͑T͒ theory need to be more accurately described than in CCSD theory in order for the small triples correction to be truely useful. 33 Comparing the CCSD and MP2 models ͑both of which ignore connected triples͒, we first note that the MP2 model gives longer bonds than does the CCSD model. This behavior, which occurs also for molecules consisting only of firstrow atoms, is typical of second-order perturbation theory, 1, [19] [20] [21] as well as of the perturbative corrections used in CCSD͑T͒. It is likewise observed, in fact, for CCSD͑T͒ bond distances relative to CCSDT distances. 34, 35 We next note that the normal distributions are slightly more central and peaked in valence-electron CCSD theory than in valence-electron MP2 theory. However, with core correlation included, the MP2 model typically gives a slightly better geometry, the all-electron CCSD/cc-pCVQZ bonds being too short. The better description of the electrons provided by the CCSD model is mainly reflected in its standard deviation, which is smaller than in MP2 theory. Also, the CCSD model is more robust than the MP2 model in the sense that it gives fewer outliers.
The CCSD͑T͒ method shows an overall systematic be- Comparison of the deviations from experiment in the equilibrium bond distances ͑pm͒ for a subset of 22 bonds at the valence-electron CCSD͑T͒ level in the cc-pVQZ and cc-pV͑Q+d͒ basis sets, and at the all-electron CCSD͑T͒ level in the cc-pCVQZ and cc-pwCVQZ basis sets. The roman numbers in abscissa indicate the bonds listed in Table V. havior, the distributions becoming narrower and more central with each increment in the cardinal number-in particular, when core correlation is included, see Fig. 5 . It is important to note, however, that high accuracy is only achieved with large basis sets and with all electrons correlated. Thus, at the double-zeta level, bond lengths are in some cases overestimated by more than 6 pm; in the cc-pCVQZ basis and with all electrons correlated, the largest deviation from experiment is 0.9 pm, the mean absolute error and standard deviation being 0.13 and 0.20 pm, respectively-see Table III . It should be noted, however, that the all-electron CCSD͑T͒/cc-pCVQZ statistics are strongly affected by the inclusion in the sample of ClNO and BCl 3 , for which the deviations are larger than 0.3 pm. If these molecules are excluded, the mean absolute error and standard deviation are reduced to 0.10 and 0.12 pm, respectively-see also the comparison of the cc-pCVQZ and cc-pwCVQZ in Sec. III D.
Thus, the high accuracy of the all-electron CCSD͑T͒ model in a core-valence quadruple-zeta basis, already observed for molecules containing only first-row atoms, is also observed for molecules containing second-row atoms. In spite of the fact that the cc-pCVQZ does not represent the basis-set limit for the CCSD͑T͒ model and in spite of the fact that the CCSD͑T͒ model is not equal to the full configuration-interaction ͑FCI͒ model ͑noting that quadruple excitations have been found to be important in other instances 36, 37 ͒, it does represent a cost-effective way to calculate bond distances with an accuracy comparable to experiment.
D. The revised valence and weighted core-valence basis sets
We conclude our discussion of bond lengths by comparing the performance of the revised cc-pV͑X +d͒Z basis sets ͑designed for improved convergence of dissociation energies for molecules with second-row atoms͒ and the standard valence cc-pVXZ basis sets, and by comparing the performance of the weighted core-valence cc-pwCVQZ basis sets and the standard cc-pCVQZ basis sets.
In Table IV , we have collected the statistical parameters obtained at the valence-electron MP2 level of theory, using either the cc-pVXZ basis for all atoms or the cc-pV͑X +d͒Z basis for the second-row atoms and the cc-pVXZ basis for the remaining atoms. The reductions in the mean and maximum absolute deviations are small, at least at the quadruplezeta level of theory: 0.67 and 4.4 pm, respectively, in the ccpV͑Q+d͒Z basis versus 0.74 and 4.5 pm in the cc-pVQZ set. By contrast, a larger change is observed in the mean deviation, which is reduced from 0.56 pm in the standard basis to 0.29 pm in the revised basis. As expected, mainly bond distances involving second-row atoms are appreciably affected by the use of the revised basis sets, the effect on the other bonds being marginal ͑in particular on those between H and first-row atoms͒.
In Table V , we compare the results obtained at the valence-electron CCSD͑T͒ level using either the cc-pVQZ basis or the cc-pV͑Q+d͒Z basis for the second-row atoms, for a subset of the considered molecules containing 22 bonds. For almost all bonds, and in particular those to second-row atoms, a small but significant shortening is observed when the cc-pV͑Q+d͒Z basis is used, improving the agreement with experiment. The effect on the statistical parameters is summarized in Table VI . Although we therefore advocate the use of the revised basis sets for second-row atoms, it should be recognized that, for a significant and systematic improvement relative to experiment, it is necessary to correlate the core electrons.
In Table V we also compare the all-electron CCSD͑T͒ bond lengths obtained in the cc-pCVQZ and cc-pwCVQZ basis sets with experiment. The corresponding relative deviations from the experimental values are shown in Fig. 6 , together with those for the standard and revised valence sets. In general, the deviations from experiment are smaller for the cc-pwCVQZ basis sets than for the cc-pCVQZ set. The statistical parameters, recalculated for these bonds, are also collected in Table VI . A slight improvement is observed for all statistical measures: ⌬ ͑cc-pCVQZ͒ = 0.10 pm vs ⌬ ͑cc-pwCVQZ͒ = 0.02 pm; ⌬ std ͑cc-pCVQZ͒ = 0.106 vs ⌬ std ͑cc-pwCVQZ͒ = 0.097; ⌬ abs ͑cc-pCVQZ͒ = 0.12 pm vs ⌬ abs ͑cc-pwCVQZ͒ = 0.07 pm and ⌬ max ͑cc-pCVQZ͒ = 0.35 pm vs ⌬ max ͑cc-pwCVQZ͒ = 0.27 pm. From Fig. 6 , we note that the improvement with the weighted basis arises from a shortening of bond lengths. However, this improvement is marginal compared with the improvement observed by going from the cc-pCVTZ basis to the cc-pCVQZ basis. Still, since the ccpwCVQZ and cc-pCVQZ basis sets are of the same size, we recommend the use of the weighted basis sets.
E. Statistics on bond angles
In Table II , we have listed the experimental bond angles for the molecules in Table I , along with the CCSD͑T͒/ccpCVQZ bond angles. In Table VII the statistical errors for the standard levels of theory are collected, in the same manner as those for the bond lengths in Table III. Note that, whereas our bond-length analysis is based on a rather large sample of 41 bond lengths, the bond-angle sample contains 13 bond angles-a rather small sample, especially in view of the relatively large uncertainties in some of the experimental angles.
The errors in the bond angles follow the same pattern as for the bond lengths, which again are similar to those found for molecules containing only hydrogen and first-row atoms. 2, 20 In general, bond angles increase with increasing cardinal number, so as to offset the increased repulsion between the two nonbonded atoms that follows from the simultaneous bond-length contraction. 2 From Tables II and VII , it appears that bond angles are relatively easily calculated to within a few tenths of a degree.
Comparing Tables III and VII, we note that the differences among the correlated models appear to be smaller for bond angles than for bond lengths. In the same manner, the differences between valence-and all-electron errors are smaller for bond angles than for bond lengths. However, these differences may not be intrinsic to the computational models but may follow from larger errors in the experimental bond angles than in the experimental bond distances ͑as reflected in the larger error bars for the bond angles͒.
IV. CONCLUSIONS
For molecules containing second-row atoms, we have examined the errors in bond distances and bond angles calculated with the standard N-electron models HF, MP2, CCSD, and CCSD͑T͒ using correlation-consistent basis sets with cardinal numbers X ഛ 4, with and without core correlation included. At the all-electron CCSD͑T͒/cc-pCVQZ level of theory, the mean absolute errors are 0.13 pm for bond lengths and 0.2°for bond angles; without core correlation, the CCSD͑T͒/cc-pVQZ errors are 0.7 pm and 0.2°, respectively. Without core correlation, the errors in the equilibrium structures are thus almost 1 pm. The errors are slightly reduced by using the cc-pwCVQZ basis rather than the ccpCVQZ basis. At the all-electron CCSD/cc-pCVQZ level of theory, the mean absolute errors are 0.8 pm and 0.4°, respectively, while the corresponding MP2 errors of 0.7 pm and 0.3°are slightly smaller-that is, about an order or magnitude larger than at the CCSD͑T͒ level of theory.
To reduce errors below 0.1 pm, we must improve the one-electron description by going beyond the quadruple-zeta level or by using basis-set extrapolation, 38 ,39 and we must also improve the N-electron description by relaxing the triples 34, 40 and by including higher excitations. For molecules consisting of first-row atoms, basis-set extension beyond X = 4 shortens bonds by about 0.1 pm, triples relaxation shortens them further by a smaller amount, whereas the inclusion of quadruples lengthen the bonds by 0.1-0.2 pm, 36, 37, [41] [42] [43] [44] leading to a well balancing of the errors in calculations at the CCSD͑T͒/cc-pCVQZ level. A similar cancellation of errors may be expected for molecules containing also second-row atoms judging from the results of this investigation.
Another aspect that warrants further attention is the accuracy of the experimental data. The experimental data used in this investigation are of variable accuracy, depending on the system complexity. The statistical analysis depends critically on this accuracy, as demonstrated, for instance, by the reduction of the CCSD͑T͒/cc-pCVQZ mean absolute error to 0.1 pm if the data for ClNO and BCl 3 are not taken into account. Even though it could be argued that the large deviations between calculated and experimental results for ClNO depend on an incomplete treatment of electron correlation, 45, 46 it may in general be appropriate to revise the experimental data. Empirical equilibrium geometries, based on experimental rotational constants and calculated vibration-rotation interaction constants, 21, 47, 48 offer an attractive route to more accurate reference data. Such a revision, previously undertaken for molecules containing first-row atoms, 21 is planned for molecules containing second-row atoms.
