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Abstract
The Kuramoto-Sivashinsky PDE on the line with odd and periodic
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1 Introduction.
In the study of nonlinear PDEs, there is a huge gap between what we can observe
in numerical simulations and what we can prove rigorously. One possibility to
overcome this problem are computer-assisted proofs. This paper is an attempt
in this direction.
We consider the one-dimensional Kuramoto-Sivashinsky PDE [KT, S] (in
the sequel we will refer to it as the KS equation), which is given by
ut = −νuxxxx − uxx + (u2)x, ν > 0, (1)
where x ∈ R, u(t, x) ∈ R and we impose odd and periodic boundary conditions
u(t, x) = −u(t,−x), u(t, x) = u(t, x+ 2pi). (2)
The Kuramoto-Sivashinsky equation has been introduced by Kuramoto [KT]
in space dimension one for the study of front propagation in the Belousov-
Zhabotinsky reactions. An extension of this equation to space dimension 2 (or
more) has been introduced by G. Sivashinsky [S] in studying the propagation of
flame front in the case of mild combustion.
The following theorem is the main result of this paper.
1 Research has been supported by Polish National Science Centre grant
2016/22/A/ST1/00077.
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Theorem 1 The system (1–2) with the parameter value ν = 0.1212 is chaotic
in the following sense. There exists a compact invariant set A ⊂ L2((−pi, pi))
which consists of
1. bounded full trajectories visiting explicitly given and disjoint vicinities of
two selected periodic solutions u1 and u2, respectively, with any prescribed
order {u1, u2}Z.
2. countable infinity of periodic orbits with arbitrary large periods. In fact,
each periodic sequence of symbols {u1, u2}Z is realised by a periodic solu-
tions of the system (1–2).
The two special solutions u1 and u2 appearing in Theorem 1 are time-
periodic — see Fig.1. Profiles of initial conditions for u1 and u2 are shown
in Fig. 2.
Figure 1: Two approximate time-periodic orbits u1 and u2.
The choice of the KS equation for this study is motivated by the following
facts.
• The existence of a compact global attractor, the existence of a finite-
dimensional inertial manifolds for (1–2) are well established — see for
example [CEES, FT, FNST, NST] and the literature cited there. We
would like to emphasise, that we are not using these results in our work.
• There exist multiple numerical studies of the dynamics of the KS equation
(see for example [CCP, HN, JKT, JJK]), where it was shown, that the
dynamics of the KS equation can be highly nontrivial for some values of
parameter ν, while being well represented by relatively small number of
modes.
• There are several papers devoted to computer-assisted proofs of periodic
orbits for the KS equation by Zgliczyn´ski [Z2, ZKS3], Arioli and Koch [AK]
and by Figueras, Gameiro, de la Llave and Lessard [FGLL, FL, GaL].
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Figure 2: Profiles of initial conditions for time-periodic orbits u1 and u2.
While the choice of the odd periodic boundary conditions was motivated by
earlier numerical studies of KS equation [CCP, JKT], the basic mathematical
reason is the following: the equation (1) with periodic boundary conditions has
the translational symmetry. This implies, that for a fixed value of ν, all periodic
orbits are members of one-parameter families of periodic orbits. The restriction
to the invariant subspace of odd functions breaks this symmetry, and gives a
hope, that dynamically interesting objects are isolated and easier accessible for
computer-assisted proofs.
Our choice of the parameter value ν = 0.1212 is motivated by a numerical
observation, that the Feigenbaum route to chaos through successive period dou-
bling bifurcations [F78] happens for (8) as ν decreases toward ν = 0.1212. For
this parameter value a chaotic attractor is observed — see Fig. 3.
The proof of Theorem 1 is a mixture of topological methods and rigorous
numerics. It uses neither of the special features of the Kuramoto-Sivashinsky
PDE. Therefore, it should be applicable to other systems of dissipative PDEs.
The topological part exploits the apparent existence of transversal hete-
roclinic connections between two periodic orbits u1 and u2 in both directions.
The two approximate heteroclinic orbits connecting two periodic orbits are then
used to obtain a topological horseshoe for some higher iterate of a Poincare´ map.
This is the same type of construction as it is used in the proof of the Smale-
Birkhoff homoclinic theorem [GH, Thm.5.3.5]. There, the existence of symbolic
dynamics for a diffeomorphism is concluded from the existence of a transversal
intersection of the stable and unstable manifolds of a hyperbolic fixed point.
The numerical part of our approach is an algorithm, which allows to compute
rigorous bounds on the trajectories of PDEs with periodic boundary conditions.
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Figure 3: Numerically observed chaotic attractor for (1–2) obtained by simula-
tion of a finite-dimensional projection of the corresponding infinite-dimensional
ODE for the Fourier coefficients in u(t, x) =
∑∞
k=1 uk(t) sin(kx). Projection
onto (u2, u3) plane of the intersection of the observed attractor with the Poincare´
section u1 = 0, u
′
1 > 0 is shown along with an approximate location of the two
periodic points u1, u2 appearing in Theorem 1. The point u1 is a fixed point for
the Poincare´ map and u2 is of period two.
It is applicable to a class of dissipative PDEs of the following form
ut = Lu+N (u,Du, . . . ,D
ru) , (3)
where u ∈ Rn, x ∈ Td = (R mod 2pi)d, L is a linear operator, N is a polynomial
and by Dsu we denote sth order derivative of u, i.e. the collection of all partial
derivatives of u of order s.
We require, that the operator L is diagonal in the Fourier basis {eikx}k∈Zd ,
Leikx = −λkeikx,
with
λk ≈ |k|p and p > r.
If the solutions are sufficiently smooth, the problem (3) can be written as
an infinite ladder of ordinary differential equations for the Fourier coefficients
in u(t, x) =
∑
k∈Zd uk(t)e
ikx, as follows
duk
dt
= fk(u) = −λkuk +Nk
({uj}j∈Zd) , for all k ∈ Zd. (4)
The crucial fact, which makes our approach to the rigorous integration of (4)
possible is the isolation property, which reads:
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Let
W =
{
{uk}k∈Zd | |uk| ≤
C
|k|sq|k|
}
where q ≥ 1, C > 0, s > 0.
Then there exists K > 0, such that for |k| > K there holds
if u ∈W, |uk| = C|k|sq|k| , then uk · fk(u) < 0.
This property is used in our algorithm to obtain a priori bounds for uk(h)
for small h > 0 and |k| > K, while the finite number of modes uk for |k| ≤ K is
computed using tools for rigorous integration of ODEs [CAPD, Lo, NJP] based
on the interval arithmetics [Mo].
Our algorithm for rigorous integration of (4) stems from the method of self-
consistent bounds, which was introduced in [ZM] and later developed in [ZAKS,
ZGal, ZNS, Z2]. In the present paper we propose some significant modifications
to the method, discussed more in details in Section 4.
The content of this paper can be described as follows. In Section 2 we present
a new method for proving chaotic dynamics for compact infinite-dimensional
maps. In Section 3 we give an application of this method to a family of Poincare´
maps for an infinite-dimensional ODE associated to (1–2) and we give a proof
of Theorem 1. In the remaining sections we outline the algorithm for rigorous
integration forward in time of dissipative PDEs on the example of the system
(1–2).
1.1 Notation.
By C, R, Z, N we denote the sets of complex, real, integer and natural numbers
including zero, respectively. With N+ we denote positive integers.
Let (T, ρ) be a metric space. For a set X ⊂ T , by intX, X and ∂X
we denote the interior, the closure and the boundary of X, respectively. If
X ⊂ Y ⊂ T , then by int YX and by ∂YX we denote respectively the in-
terior and the boundary of X with respect to the metric space (Y, ρ). By
B(c, r) = {x | ρ(c, x) < r} we denote the ball of radius r centred at c. For a point
p ∈ T put ρ(p,X) = inf{ρ(p, q) | q ∈ X}. We define B(X, ) = {y | ρ(y,X) < }.
For k ∈ N, c ∈ Rk and r ≥ 0 by Bk(c, r) we denote an open ball in Rk of
the radius r and the centre c. The norm used to define Bk(c, r) will be usually
the euclidean one, but in most cases in this paper any norm can be used. By
Bk = Bk(0, 1) and Bk = Bk(0, 1) we will denote the open and closed unit balls,
respectively.
Let H = X ⊕Y be a direct sum of two orthogonal subspaces X ,Y ⊂ H. We
extend the notion of the direct sum to sets in a natural way. For A ⊂ X and
B ⊂ Y we set
A⊕B := {a+ b | a ∈ A, b ∈ B}.
We will be often dealing with Galerkin projections in some space H with the
basis {ei}i∈J , J ⊂ Zd. We define the following projections: pik
(∑
i∈J uiei
)
= uk
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and pi≤n
(∑
i∈J uiei
)
=
∑
|i|≤n uiei and analogously for other possible sets of
indices entering into the projection. For a set W ⊂ pi≤nX by int≤nW and
∂≤nW we will denote respectively the interior and the boundary of W with
respect to the set pi≤nX.
2 Topological method for symbolic dynamics for
maps in infinite dimension.
Topological methods proved to be very useful in the context of computer-assisted
study of dynamical systems. One of the most efficient in the context of studying
chaotic dynamics is the method of covering relations introduced in [Z0, Z4] for
maps with one exit (”unstable”) direction and later extended to include many
exit directions in [ZGi] known also in the literature as the method of correctly
aligned windows [E1, E2]. In this section we extend this method to a class of
maps defined on compact (possible infinite-dimensional) subsets of real normed
spaces. The notion is quite similar but relies on the fixed point index maps on
compact ANRs as defined in the book of Granas and Dugundji [GD] (see also
survey by Mawhin [M]). Such an extension is motivated by the applications we
keep in mind – Poincare´ maps for infinite-dimensional ODEs. Another variant
of this extension was discussed in [Z1, ZKS3].
2.1 Covering relations in compact ANRs.
The aim of this section is to extend the notion of covering relation to infinite-
dimensional case.
Definition 1 Let X be a real normed space. A h-set, N = (|N |, cN , u(N)), is
an object consisting of the following data
• |N | ⊂ X – a compact set called the support of N,
• u(N) – a nonnegative integer,
• cN – a homeomorphism of X such that
c−1N (|N |) = Bu(N) ⊕ TN =: Nc,
where TN is a convex set.
The above definition generalizes the concept of h-sets introduced in [ZGi] for
finite-dimensional spaces, where a h-set is defined as the product of closed unit
balls Bu × Bs ⊂ Ru+s in a coordinate system cN . The next definition extends
the notion of covering relations from [ZGi] to compact maps acting on infinite-
dimensional real normed spaces.
Definition 2 Let N and M be h-sets in X and Y , respectively such that u =
u(N) = u(M). Let f : |N | → Y be a continuous map and set fc := c−1M ◦ f ◦ cN .
We say that N f-covers M , denoted by N
f
=⇒ M , if there is a linear map
L : Ru → Ru and a compact homotopy H : [0, 1]×Nc → Y , such that
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[CR1]: H(0, ·) = fc,
[CR2]: H(1, x, y) = (L(x), 0), for all (x, y) ∈ Nc,
[CR3]: H(t, x, y) /∈Mc, for all (x, y) ∈ ∂Bu ⊕ TN , t ∈ [0, 1] and
[CR4]: H(t, x, y) ∈ Ru ⊕ TM for (x, y) ∈ Nc and t ∈ [0, 1].
A typical picture of a h-set with u(N) = 1 is given in Figure 4. A picture
illustrating covering relation with one exit direction is given on Figure 5.
Figure 4: An example of an h-set in three dimensions with u(N) = 1 and
TN = D2 – a two-dimensional closed disc. Here Nc = B1 ⊕D2.
Figure 5: An example of an f−covering relation: N f=⇒ M . In this case, the
homotopy joining fc(x, y) with a linear map (L(x), 0) and satisfying [CR1]–
[CR4] is simply given by H(t, x, y) = t(L(x), 0) + (1− t)fc(x, y).
The following theorem extends applicability of the notion of covering relation
to compact maps in real normed spaces.
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Theorem 2 Let Xi, i = 1, . . . , k be real normed spaces and let Ni be h-sets in
Xi, respectively. Assume
N1
f1
=⇒ N2 f2=⇒ · · · fk−1=⇒ Nk fk=⇒ N1.
Then there exists u1 ∈ |N1| such that
(fi ◦ · · · ◦ f1)(u1) ∈ |Ni+1| for i = 2, . . . , k − 1 and (5)
(fk ◦ · · · ◦ f1)(u1) = u1. (6)
Proof: Put Nk+1 = N1. The set X = X1 × . . .×Xk with the maximum norm
is a real normed space. The set
Y = (Ru ⊕ TN1)× · · · (Ru ⊕ TNk) ⊂ X
is convex and by [GD, Col. 4.4] it is an ANR. Put
N = (Bu ⊕ TN1)× · · · × (Bu ⊕ TNk) ⊂ Y.
Let Hi be a homotopy from the definition of covering relation Ni
fi
=⇒ Ni+1.
By [CR4] the range of (fi)c and Hi(t, ·) is in Ru ⊕ TNi+1 for i = 1, . . . , k,
t ∈ [0, 1]. Therefore we can define a map F : N → Y by
F (u1, u2, . . . , uk) = ((fk)c(uk), (f1)c(u1), . . . , (fk−1)c(uk−1))
and a homotopy H : [0, 1]×N → Y by
H
t,

(x1, y1)
(x2, y2)
. . .
(xk, yk)

 =

Hk(t, xk, yk)
H1(t, x1, y1)
. . .
Hk−1(t, xk−1, yk−1)
 .
It is easy to see that for all t ∈ [0, 1] the mapping H(t, ·) is fixed point free
on ∂YN . Indeed, if u = ((x1, y1), . . . (xk, yk)) ∈ ∂YN then xi ∈ ∂Bu for some
i = 1, . . . , k. From [CR3] we have Hi(t, xi, yi) /∈ Bu ⊕ TNi+1 and therefore
H(t, u) /∈ N .
Thus, the fixed point index i(H(t, ·), N) for maps on compact ANRs [GD]
is well defined and does not depend on t ∈ [0, 1].
For t = 1 we have
H
1,
(x1, y1). . .
(xk, yk)
 =

(Lk(xk), 0)
(L1(x1), 0)
. . .
(Lk−1(xk−1), 0)
 ,
where Li is a linear map from the covering relation Ni
fi
=⇒ Ni+1. By [CR2] it
is an expanding isomorphism which maps ∂Bu out of the unit ball Bu. Thus,
H(1, ·) is a hyperbolic linear map and
|i (H(1, ·), N)| = 1.
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Therefore i (F,N) = I (H(0, ·), N) 6= 0 and in consequence the mapping F has
a fixed point (uˆ1, . . . , uˆk) ∈ N . Now the point u1 = cN1(uˆ1) satisfies (5) and
(6).

2.2 Subshifts of finite type and symbolic dynamics.
The following definitions are standard (see for example [GH]). Let us fix k > 0
and let (Aij)i,j=1,...,k be k × k matrix, such that Aij ∈ {0, 1}. We define ΣA
and Σ+A by
ΣA = {c ∈ {1, 2, . . . , k}Z | Acici+1 = 1 ∀i ∈ Z},
Σ+A = {c ∈ {1, 2, . . . , k}N | Acici+1 = 1 ∀i ∈ N}.
We define a shift map σ on ΣA and Σ
+
A by
σ(c)i = ci+1, ∀i ∈ Z (i ∈ N).
The pairs (ΣA, σ) and (Σ
+
A, σ) are called subshifts of finite type with transition
matrix A. Let
Σk = {1, 2, . . . , k}Z,
Σ+k = {1, 2, . . . , k}N.
We call (Σk, σ) and (Σ
+
k , σ) full shifts on k symbols.
Let Xi, i = 1, . . . , k be real normed spaces and let Ni ⊂ Xi be h-sets, such
that |Ni| ∩ |Nj | = ∅ for i 6= j. Note, we do not require that the spaces Xi
are different. Let fi : |Mi| → Yi be continuous maps, for i = 1, . . . ,m, where
Mi ∈ {N1, . . . , Nk} and Yi ∈ {X1, . . . , Xk}. Again, we accept that two different
mappings are defined on the same set |Ni|.
We define a transition matrix (Aij)i,j=1,...,k in the following way:
Aij =
{
1 if Ni
fc
=⇒ Nj , for some c ∈ {1, . . . ,m},
0 otherwise.
Definition 3 A sequence (xi)i∈N is called a full trajectory with respect to family
of maps (f1, . . . , fm) if for all i ∈ N there is c ∈ {1, . . . ,m} such that
fc(xi) = xi+1.
A sequence (αi)i∈N ∈ {1, . . . , k}N is called admissible, if there is a full trajectory
(xi)i∈N with respect to (f1, . . . , fm) such that
xi ∈ |Nαi |.
The following theorem address the issue of the existence of an orbit realising
a non-periodic sequence of covering relations.
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Theorem 3 Every sequence of symbols (αi)i∈N ∈ Σ+A is admissible. Moreover,
if (αi)i∈N is T -periodic, then the corresponding trajectory (xi)i∈N may be chosen
to be a T -periodic sequence, too.
Proof: From Theorem 2 every T -periodic sequence (αi)i∈N ∈ Σ+A of symbols is
realized by a T -periodic trajectory (xi)i∈N.
Let us fix a sequence (αi)i∈N ∈ Σ+A which is not periodic. This means, that
there is a sequence (ci)i∈N such that
Nαi
fci=⇒ Nαi+1
for i ∈ N. For every T > 0 we can construct a closed loop of covering relations
Nα0
fc0=⇒ Nα1
fc1=⇒ . . . fcT−1=⇒ NαT g=⇒ Nα0 ,
by adding an artificial covering relation (an affine map g) at the end of this
sequence. From Theorem 2 this sequence is realised by a (T + 1)-periodic
full trajectory (xTi )i∈N. Since |Nα0 | is compact, we can choose a subsequence
(x
Tj
0 )j∈N which converges to x0 ∈ |Nα0 |. Then for i ∈ N and Tj > i we have
(fci ◦ . . . ◦ fc0)(xTj0 ) ∈ |Nαi+1 | and by the continuity of each fci we obtain that
xi+1 := (fci ◦ . . . ◦ fc0)(x0) = lim
j→∞
(fci ◦ . . . ◦ fc0)(xTj0 ) ∈ |Nαi+1 |.
The constructed sequence (xi)i∈N satisfies the assertion. 
3 The KS equation.
Consider the equation (1) with periodic and odd boundary conditions (2) and
assume that u is a solution to (1–2) given as a convergent Fourier series
u(t, x) =
∞∑
k=1
−2ak(t) sin(kx). (7)
The particular form of representation of u given in (7) comes from imposing
on u(t, x) =
∑
k uk(t)e
ikx periodic and odd boundary conditions. Then we have
ak(t) = Imuk(t).
It is easy to see that (see for example [CCP, ZM]) that for sufficiently regular
functions the system (1–2) give rise to an infinite ladder of coupled ODEs
dak
dt
= k2(1− νk2)ak − k
k−1∑
n=1
anak−n + 2k
∞∑
n=1
anan+k, k = 1, 2, 3 . . . (8)
In order to apply topological fixed point theorems discussed in Section 2 to
(8) we need to chose a topology for space of sequences (ak)
∞
k=1. We will demand
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that (ak)
∞
k=1 ∈ l2, where
l2 =
{
(ak)
∞
k=1 |
∞∑
k=1
|ak|2 <∞
}
,
‖(ak)∞k=1‖2 =
√√√√ ∞∑
k=1
|ak|2.
The use of l2 defined in terms of (ak)
∞
k=1 is quite arbitrary. More natural
function spaces and norms (compare Theorem 25 in the Appendix A.1) would
be the ones induced from L2 or Hk with k ≥ 1 on the function space of 2pi-
periodic functions. This, however, does not matter much, as we will consider the
geometrically fast decaying sequences in l2, only. Geometric decay of coefficients
guarantees that these sequences represent analytic functions for which replacing
(1) with (8) makes sense.
For S > 0 and q > 1 we set
Wq,S =
{
(ak)
∞
k=1 | ak ∈ R, |ak| ≤ Sq−k for k ≥ 1
}
,
l2,q =
{
(ak)
∞
k=1 | ak ∈ R, ∃S ≥ 0 : |ak| ≤ Sq−k for k ≥ 1
}
=
⋃
S>0
Wq,S .
Observe the set Wq,S ⊂ l2 is compact. It is also compact in the topology
induced by the Hk norm or L2 norm on the space 2pi-periodic functions and
the convergence on Wq,S in any of these norms and in l2 norm is equivalent to
the coordinate-wise convergence, i.e. limj→∞
(
ajk
)
k∈N+
= (ck)k∈N+ iff for all
k ∈ N+ holds limj→∞ ajk = ck.
From classical results (see Theorem 25 in Appendix A.1) it follows that
forward solutions of system (8) exist for all initial conditions a ∈ l2 which
defines a continuous semiflow on l2 (a semigroup in the terminology used in
[T]). In fact, we are not using this result in the sequel. For our proof we use
the local semiflow restricted to some Wq,S for suitably chosen S and q.
3.1 Symbolic dynamics in the KS equation.
3.1.1 Heuristics for Galerkin projection of (8).
After an extensive numerical simulation we have found that the dynamics of
Galerkin projections does not differ significantly for projections of dimension
n ≥ 14. Therefore, we set n = 14 and we constructed all objects that ap-
pear in our computation (like Poincare´ sections, h-sets) using approximate flow
generated by n-dimensional projection.
Let us consider a Poincare´ section
Θ = {(ak)∞k=1 ∈ pi≤nl2 | a1 = 0 ∧ a′1 > 0}
and the associated Poincare´ map P : Θ ⊃ dom (P ) → Θ with respect to the
local flow induced by the n-dimensional Galerkin projection.
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Figure 6: Numerically observed heteroclinic connections for P between a1 and
a2 in both directions.
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After an extensive numerical simulation we have found approximate periodic
and heteroclinic points for P – see Fig. 6 and supplementary material [W]. These
are
• a1 ∈ Θ – an approximate fixed point for P , with one unstable direction,
• a2 ∈ Θ – an approximate period-two point for P , with one unstable direc-
tion,
• ai1→2 ∈ Θ, i = 0, . . . , 10 – an approximate heteroclinic chain satisfying
‖a1 − a01→2‖2 ≈ 1.676 · 10−6,
P 2(ai1→2) ≈ ai+11→2 for i = 0, . . . , 9,
‖P 2(a101→2)− a2‖2 ≈ 3.932 · 10−10,
• ai2→1 ∈ Θ, i = 0, . . . , 10 – an approximate heteroclinic chain satisfying
‖a2 − a02→1‖2 ≈ 2.425 · 10−6,
P 2(ai2→1) ≈ ai+12→1 for i = 0, . . . , 7 and i = 9,
P 3(a82→1) ≈ a92→1,
‖P (a102→1)− a1‖2 ≈ 1.144 · 10−6.
3.1.2 Full system (8).
We consider the system (8) on l2,q with q = 3/2. In what follows we will use
approximate periodic points a1, a2 for P and heteroclinic chains ai1→2, a
i
2→1,
i = 0, . . . , 10 as presented in Section 3.1.1.
Analogously as in the case ODEs we can define the Poincare´ map between
two sections, see Appendix A.3. The notation is the same as for ODEs. We
define
P iΠ1→Π2 = P
i−1
Π2→Π2 ◦ PΠ1→Π2 .
The approximate heteroclinic loop for n-dimensional Galerkin projection
was used to construct symbolic dynamics for the infinite-dimensional system
(8). More precisely, we constructed
• affine Poincare´ sections Θ1 and Θ2, such that ai ∈ Θi, i = 1, 2,
• affine Poincare´ sections Θi1→2 and Θi2→1, such that ai1→2 ∈ Θi1→2 and
ai2→1 ∈ Θi2→1 for i = 0, . . . , 10,
• two h-sets N i ⊂ Θi, i = 1, 2 with u(N i) = 1 (i.e. one exit direction), such
that ai ∈ |N i|, respectively,
• two sequences of h-sets N i1→2 ⊂ Θi1→2 and N i2→1 ⊂ Θi2→1 for i = 0, . . . , 10,
with u(N i1→2) = u(N
i
2→1) = 1, such that a
i
j→c ∈ |N ij→c|.
Explicit coordinates of the points ai, aij→c, the Poincare´ sections Θ
i,Θij→c and
all h-sets listed above are given in the supplementary material [W].
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Remark 4 One important parameter in our computer-assisted proof is an in-
teger m which is by our choice set to m = n + 1 = 15. This is the number
of explicitly stored Fourier coefficients of (ak)
∞
k=1 in a computer memory. The
remaining coefficients, called tail, are bounded uniformly by a set represented by
two real numbers S and q — see representation of h-sets in Appendix A.4.
Remark 5 The Poincare´ section which contains a point p ∈ {a1, a2, ai1→2, ai2→1}
is chosen to be a hyperplane almost orthogonal to the flow direction of m-
dimensional Galerkin projection of (8) at the point p. This means, in particular,
that all Poincare´ sections are defined in terms of (ak)
m
k=1 by{
x ∈ l2,q |
m∑
k=1
fk(p)(x− p)k = 0
}
.
We have found, that locally orthogonal sections help us in reducing overesti-
mation when we compute rigorously Poincare´ map.
Remark 6 All h-sets N i, N ij→c are constructed to be pairwise disjoint.
Using an algorithm for rigorous integration of (8) discussed in the next sec-
tions we obtained a computer-assisted proof of the following lemma.
Lemma 7 All the covering relations listed below are satisfied.
N1
P 2
=⇒ N1 P
3
=⇒ N01→2 P
5
=⇒ N11→2 P
5
=⇒ N21→2 P
5
=⇒ · · · P
5
=⇒ N101→2 P
5
=⇒ N2,
N2
P 4
=⇒ N2 P
4
=⇒ N02→1 P
5
=⇒ N12→1 P
4
=⇒ N22→1 P
5
=⇒ · · ·
· · · P
4
=⇒ N82→1 P
6
=⇒ N92→1 P
5
=⇒ N102→1 P
3
=⇒ N1,
where the starting and target sections in each of the above covering relations are
determined by the h-sets appearing in the relation.
The conditions to check the covering relation with one exit direction are dis-
cussed in Appendix A.4. Some details and technical data regarding computer-
assisted verification of Lemma 7 are given in Appendix A.5 and the supplemen-
tary material [W].
The subsequent remarks explain the choices made in construction of se-
quences of covering relations in Lemma 7.
Remark 8 The largest (in absolute value) eigenvalues of DP (a1) and DP 2(a2)
are approximately −1.77 and −2.57, respectively. This suggests, that the expan-
sion of P in the domain we are interested in is rather weak. The second iterate
squares both expansion and contraction factors. In consequence, stronger hyper-
bolicity lets the dynamics to help us in rigorous validation of covering relations
for P 2 or higher iterates — there are wider margins for unavoidable overesti-
mation when compute rigorously the image of an h-set. Another consequence of
choosing P 2 is the reduction of the number of h-sets along heteroclinic chains
that we have to construct.
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Remark 9 The particular choice of the third iteration when computing P 3(a82→1)
comes from the fact, that it was much easier to construct coordinate system for
an h-set centred at the point P 3(a82→1) than at P
2(a82→1). This is due to the
fact, that P 2(a82→1) is close to the bend in the attractor, while a
9
2→1 is already
very close to the fixed point a1.
Observe that in the sequence of covering relations in Lemma 7 there appear
various iterates of P , while from the construction of the centres of N i and N ij→c
one would expect that there should be just the coverings for P , P 2 and P 3. The
reasons are as follows.
First, in the definitions of sections Θi, Θi1→2 and Θ
i
2→1 we do not specify
the crossing direction – intersections in both directions are possible. Thus, fixed
point for P becomes period-two point for PΘ1→Θ1 and similarly a2 is period-four
point for PΘ2→Θ2 .
Another reason is that in (7) the maps P j are not iterates of the Poincare´
map on the section Θ = {a1 = 0, a′1 > 0}, but they are compositions of j
Poincare´ maps between sections Θi, Θi1→2 or Θ
i
2→1. Some of these sections are
aligned so that they are almost parallel and close. For example, inN1
P 3
=⇒ N01→2,
a trajectory starting fromN1 almost immediately cuts Θ01→2 but this is not what
we wanted. Then we follow the trajectory until it intersects twice Θ01→2 in the
vicinity of a01→2 — note, we allow intersections with section in both directions.
Proof of Theorem 1: Apply Theorem 3 to the transition matrix coding
the covering relations from Lemma 7.
In particular, the existence of the ”selected” periodic orbits u1 an u2 follows
from the coverings N1
P 2
=⇒ N1 and N2 P
4
=⇒ N2. 
4 The algorithm for rigorous bounds for solu-
tions of (8).
The goal of this section is to describe the algorithm for rigorous integration
of (4). Our algorithm stems from the method of self-consistent bounds, which
was introduced in [ZM] and later developed in [ZAKS, ZGal, ZNS, Z2]. In
the present paper we propose some significant modifications to the method.
The new algorithm combines the High Order Enclosure method [NJP] with the
dissipative enclosure from [Z2]. The other important novelty is the application of
the automatic differentiation [G, HNW] to the infinite lader of ODEs represented
by (4), therefore the use of differential inclusions as in [Z2] has been avoided.
Parts of our presentations will be abstract and directly applicable to system
(4), while some others related to the automatic differentiation will be tailored
to (8).
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4.1 The setting and abstract assumptions.
We will write our system as
a′(t) = f(a(t)) (9)
where f : l2 ⊃ dom (f) → l2. By fk we denote the kth component of f . We
assume, that the vector field (9) is of the form
fk(a) = −Lkak +Nk(a)
and we make standing assumptions C1–C5 on f listed below. We assume that
there are constants
q > 1, p > 1
such that
C1: there exist constants L∗ ≥ L∗ > 0, K ≥ 0, such that
L∗kp ≤ Lk ≤ L∗kp, k > K,
C2: there exists r with
r ≤ p,
such that for any S > 0 there exists D = D(S, q) such that
|Nk(a)| ≤ Dkrq−k for k ≥ 1, a ∈Wq,S ,
C3: for any S > 0 fk : Wq,S → R is continuous for k = 1, 2, . . .,
C4: for any S > 0 and i, k = 1, 2, . . . the function ∂Nk∂ai : Wq,S → R is continuous
and
there exists llog = llog(S, q), such that for all k ∈ N+ there holds
−Lk + 1
2
∑
i∈N+
∣∣∣∣∣ supa∈Wq,S ∂Nk∂ai (a)
∣∣∣∣∣+ 12 ∑
i∈N+
∣∣∣∣∣ supa∈Wq,S ∂Ni∂ak (a)
∣∣∣∣∣ ≤ llog,
C5: for any S > 0, k = 1, 2, . . . and any partial derivative operator D =
∂n
∂aj1 ...∂ajn
the function DN : Wq,S → R is continuous.
In Section 5 we will show that conditions C1–C5 are satisfied for the system
(8).
The assumption C2 contains two kinds of conditions; an estimate of Nk
on Wq,S and the inequality r < p. The estimate is satisfied for any N(u) =
P (u,Du, . . . ,Dmu), where P is a polynomial function with the constant r ≥ m
depending on m and the degree of P . It might turn out, however, that r ≥ p.
This happens for example for the viscous Burgers equation or the Navier-Stokes
equations with periodic boundary condition in 2D or 3D. This will be avoided
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if instead of demanding that |ak| ≤ Sq−|k| we will consider wider class of sets
defined by |ak| ≤ Sq|k|·|k|t , where t ∈ N+ — see [ZKS3, ZNS] for more details.
The constant llog in the assumption C4 is an upper estimate for the log-
arithmic norm of pi≤nf on pi≤nE for all n — see [ZAKS, ZNS, ZGal]) and
Section A.2. This estimate will be used to obtain a uniform bound for the Lips-
chitz constants of the flow induced by Galerkin projections, which will allow us
for a nice convergence argument in the proof Theorem 13.
The assumption C5 is necessary in order to define the Taylor method for
(9).
4.2 An outline of the algorithm.
The algorithm uses the following data structure to store in a computer memory
a class of subsets of l2,q
type GBound
{
m ≥ 0 : a natural number,
a˜ ⊂ Rm : an interval vector,
S ≥ 0 : a real number,
q > 1 : a real number.
}
An object GBound(m, a˜, S, q) represents a set of real sequences (ak)k>0 with
geometric-like decay of coefficients
ak ∈
{
a˜k, 1 ≤ k ≤ m
[−S, S] · q−k, k > m .
In the sequel we will use often the following decomposition of a set E =
GBound(m, a˜, S, q)
E = XE ⊕WE , XE = pi≤mE, WE = pi>mE.
Definition 4 Let N ⊂ l2 and h > 0. We say that the set E ⊂ l2 is a rough
enclosure for N and a time h, if N ⊂ E and for any a0 ∈ N any solution of
(9) with initial condition a(0) = a0 is defined for t ∈ [0, h] and a([0, h]) ⊂ E.
In other words E gives a priori bounds for solutions starting from N over a time
interval [0, h].
For a set of initial conditions N = GBound(m, a˜N , SN , q) and a time step
h > 0 the algorithm
1. computes the rough enclosure E = GBound(m, a˜E , SE , q) for the set N
and the time step h,
2. computes a tighter set M = GBound(m, a˜M , SM , q) ⊂ E such that for
a ∈ N there holds a(h) ∈M .
If Step 1 fails, the algorithm stops and we should restart the computation
with refined data – we can split the initial condition or shorten the time step.
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4.3 Basic existence and convergence theorems justifying
the correctness of the algorithm.
We work under the standing assumptions C1–C5.
Lemma 10 For any S > 0 the vector field f is continuous on Wq,S.
Proof: Let us fix a ∈ Wq,S . We will prove the continuity of f at a. Let us fix
 > 0 and let a˜ ∈Wq,S .
We have from conditions C1 and C2
‖f(a)− f(a˜)‖ ≤ ‖pi≤nf(a)− pi≤nf(a˜)‖+ ‖pi>nf(a)‖+ ‖pi>nf(a˜)‖ ≤
≤ ‖pi≤nf(a)− pi≤nf(a˜)‖+ 2
∑
|k|>n
Dkrq−k + 2
∑
|k|>n
L∗kpq−k.
Let n be big enough to have
2
∑
|k|>n
Dkrq−k + 2
∑
|k|>n
L∗kpq−k < /2.
From C3 it follows that pi≤nf is continuous. Hence, there exists δ > 0, such
that
if ‖a− a˜‖ ≤ δ then ‖pi≤nf(a)− pi≤nf(a˜)‖ ≤ /2.
Gathering these estimates, we obtain
if ‖a− a˜‖ ≤ δ then ‖f(a)− f(a˜)‖ ≤ .

Lemma 11 For S > 0 there holds
lim
n→∞ supa∈Wq,S
‖f(a)− f(pi≤na)‖ = 0.
Proof: Let us fix S > 0 and  > 0. From Lemma 10 and the compactness of
Wq,S it follows that f is uniformly continuous on Wq,S . Therefore, there exists
δ > 0 such that
if ‖a− a˜‖ ≤ δ, then ‖f(a)− f(a˜)‖ ≤ . (10)
Let n0 be large enough so that ‖pi>nWq,S‖ < δ for n ≥ n0. Hence, for n ≥ n0
if follows that
‖a− pi≤na‖ = ‖pi>na‖ < δ, ∀a ∈Wq,S .
Combining this with (10) we obtain
‖f(a)− f(pi≤na)‖ < , ∀a ∈Wq,S .
This finishes the proof. 
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Definition 5 Let N ⊂ Wq,S be a set of initial conditions for (9) and let us fix
the time step h > 0. We call the set E = GBound(m, a˜E , SE , q) = XE ⊕WE
a First Order Enclosure (FOE) for N over the time step h if the following
conditions are satisfied:
N ⊂ E, (11)
pi≤mN + [0, h](f1, . . . , fm)(E) ⊂ int≤mXE , (12)
akfk(a) < 0 for a ∈ E, |ak| = SEq−k, k > m. (13)
The next lemma shows that assumptions C1–C3 guarantee that a FOE of
the form E = GBound(m, a˜E , SE , q) always exists for N = Wq,S provided the
time step h is small enough. In [ZKS3] this was done for polynomial bounds of
the form W =
{
a | |ak| ≤ S|k|t
}
. Later, in Thorem 13, we will prove that FOE
is indeed a rough enclosure.
Lemma 12 If N ⊂Wq,S, then there exist h > 0 such that the set
E = GBound(m, a˜E , SE , q) := Wq,2S
is a FOE for N over the time step h for (9).
Proof: Let us set SE = 2S and
E = Wq,2S .
Let D = D(E) be the constant from C2. Take a natural number
m > max
{
K,
(
D
L∗SE
) 1
p−r
}
.
The set E can be seen as GBound(m, a˜, SE , q) = XE ⊕WE , where
a˜k = [−SEq−k, SEqk], k = 1, . . . ,m.
By the construction of E we have N ⊂ E and therefore (11) is satisfied.
By C1 and C2, for k > m and |ak| = SEq−k there holds
akfk(a) = ak(−Lkak +Nk(a)) ≤
− Lka2k + |akNk(a)| ≤ −L∗kpS2Eq−2k + SEDkrq−2k ≤
SEq
−2kkr
(−L∗SEkp−r +D) <
SEq
−2kkr
(−L∗SEmp−r +D) .
The constant m is chosen so that −L∗SEmp−r+D < 0 which implies akfk(a) <
0 for k > m and |ak| = SEq−k. Therefore (13) is satisfied on E.
There remains to show that (12) is satisfied for sufficiently small h > 0. Since
E is compact, by C3 the set (f1, . . . , fm)(E) is bounded. Therefore, we can find
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h > 0 small enough such that |hfk(a)| < Sq−k for a ∈ E and k = 1, . . . ,m.
Then, for a ∈ N and k = 1, . . . ,m we have
|ak + [0, h]fk(E)| < Sq−k + Sq−k = SEq−k
and thus (12) holds true. 
Theorem 13 If N ⊂Wq,S and E = GBound(m, a˜E , SE , q) = Wq,2S is a FOE
for N over the time step h, then for any â ∈ N there exists a : [0, h] → E, a
solution of (9), such that a(0) = â, i.e. E is a rough enclosure for N and the
time step h. This solution is unique under requirement that a([0, h]) ⊂ E.
Moreover for any two solutions â, a : [0, h]→ E there holds
‖â(t)− a(t)‖ ≤ ellog(2S,q)‖â(0)− a(0)‖, t ∈ [0, h]. (14)
Proof: We will show that Galerkin projections of (9) with initial condition in
N converge to the unique solution of the full system and we will also obtain
(14) in the process.
The nth Galerkin projection of (9) can be written as follows
a′ = pi≤nf(a), a(0) = â ∈ pi≤nl2,q. (15)
Observe that by assumptions C1, C3 and C4 the right hand side of (15) is
locally Lipschitz, hence the solution to (15) is unique. Let ϕn(t, a) be a local
flow induced by (15).
In the sequel we will assume that n ≥ m.
Step 1. We will show that pi≤nE is a priori bound for solutions of (15) with
initial conditions in pi≤nN , i.e. ϕn(t, a) is defined for t ∈ [0, h] and a ∈ pi≤nN
and
ϕn([0, h], pi≤nN) ⊂ pi≤nE. (16)
Indeed, since pi≤nE ⊂ E and E is a FOE it follows, that
pi≤mN + [0, h](f1, . . . , fm)(pi≤nE) ⊂ int≤mE, (17)
akfk(a) < 0 for a ∈ pi≤nE, |ak| = SEq−k, n ≥ k > m. (18)
From (18) it follows that while ϕn(t, a) ∈ pi≤nE, then for k = m+ 1, . . . , n the
trajectory cannot reach the part of the boundary ∂≤nE defined by |ak| = SEq−k,
because it is ”repulsive” due to d|ak|dt < 0 . The condition (17) implies that the
boundary ∂≤mE in the kth direction, k = 1, . . . ,m, cannot be reached for t ≤ h,
because it is simply too far. This completes the proof of (16).
Step 2. We will show that for any â ∈ N the function t 7→ ϕn(t, pi≤nâ)
converges uniformly on [0, h].
From Lemma 11 it follows that
δn = sup
a∈E
‖pi≤nf(a)− pi≤nf(pi≤na)‖ → 0, n→∞.
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Let l = llog(2S, q) be a constant from condition C4. Using Theorem 26 (see
Appendix A.2) and the Gershgorin Theorem it is easy to see that l is an upper
estimate for the logarithmic norm of pi≤nf on pi≤nE for all n.
Therefore we can estimate the difference between two Galerkin projections
as follows. Let us take n1 > n and let â, a ∈ N .
Observe that y(t) = pi≤nϕn1(t, pi≤n1a) satisfies for t ∈ [0, h]
y′(t) = pi≤nf (ϕn1(t, pi≤n1a))
= pi≤nf(y(t)) + pi≤nf (ϕn1(t, pi≤n1a))− pi≤nf (pi≤nϕn1(t, pi≤n1a))
= pi≤nf(y(t)) + δ(t), |δ(t)| ≤ δn. (19)
Therefore, from Lemma 28 (see Appendix A.2) we obtain for t ∈ [0, h]
‖ϕn(t, pi≤nâ)− ϕn1(t, pi≤na)‖ ≤ (20)
‖ϕn(t, pi≤nâ)− pi≤nϕn1(t, pi≤na)‖+ ‖pi>nϕn1(t, pi≤na)‖ ≤
etl‖pi≤nâ− pi≤na‖+ δn e
lt − 1
l
+
∑
|k|>n
S2Eq
−2k
1/2 .
Now if we take â = a, then
‖ϕn(t, pi≤nâ)− ϕn1(t, pi≤nâ)‖ ≤ δn
elt − 1
l
+
∑
|k|>n
S2Eq
−2k
1/2 → 0,
when n→∞ uniformly for (t, â) ∈ [0, h]×N .
Therefore we can define
ϕ(t, a) = lim
n→∞ϕn(t, pi≤na).
Obviously ϕ(t, a) is continuous on [0, h]×N as the limit of uniformly convergent
sequence of continuous functions.
Step 3. We will show, that a(t) = ϕ(t, a) is a solution of (9). For each
n1 ≥ n we have
pi≤nϕn1(t, pi≤n1a) = pi≤na+
∫ t
0
pi≤nf(ϕn1(s, pi≤n1a))ds. (21)
From Lemma 10 and compactness of E it follows that f is uniformly contin-
uous on E. This combined with the uniform convergence of ϕn implies that
f(ϕn1(s, pi≤n1a)) converges uniformly with n1 → ∞ to f(ϕ(s, a)) for (s, a) ∈
[0, h]×N . Therefore the integral on the rhs of (21) converges and we obtain for
any n
pi≤nϕ(t, a) = pi≤na+
∫ t
0
pi≤nf(ϕ(s, a))ds
which implies that
ϕ(t, a) = a+
∫ t
0
f(ϕ(s, a))ds.
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By differentiation we see that t → ϕ(t, a) is a solution of (9). Observe that
when passing to the limit with n, n1 → ∞ in (20) we obtain that for â, a ∈ N
and t ∈ [0, h] the condition (14) is satisfied.
Step 4. It remains to show that if a : [0, tmax]→ E is a solution of (9) with
a(0) ∈ N , then for t ∈ [0,min(tmax, h)] holds a(t) = ϕ(t, a(0)).
By decreasing h if necessary without any loss of generality we can assume
that h = tmax. Observe, that for any n the function y(t) = pi≤na(t) satisfies
(19) for t ∈ [0, h]. Therefore, from Lemma 28 we obtain that for t ∈ [0, h] there
holds
‖ϕ(t, a(0))− a(t)‖ ≤
‖ϕ(t, a(0))− ϕn(t, pi≤na(0))‖+ ‖ϕn(t, pi≤na(0))− pi≤na(t)‖+ ‖pi>na(t)‖ ≤
‖ϕ(t, a(0))− ϕn(t, pi≤na(0))‖+ δn e
lt − 1
l
+
∑
|k|>n
S2Eq
−2k
1/2 .
Now passing to the limit n→∞ we obtain that a(t) = ϕ(t, a(0)) for t ∈ [0, h].

Remark 14 Observe that (13) used to obtain (18) was of fundamental impor-
tance in the above proof, as it provides us uniform a priori bounds for high
modes for all Galerkin projections. This is the isolation property mentioned in
the Introduction.
Remark 15 Theorem 13 implies that for fixed q > 1 we have a family of con-
tinuous local semiflows defined on Wq,S and parameterized by S ∈ R+. We can
consider a ’union’ of these semiflows to obtain a local semiflow ϕ on entire l2,q.
However, from the above reasoning does not follow, that ϕ is continuous with
respect to x. This can be easily obtained from the classical existence results for
KS equation recalled in Appendix A.1.
Theorem 16 For any a¯ ∈ l2,q there exists a : [0,∞) → l2,q a unique solution
of (9) with initial condition a(0) = a¯. The induced semiflow (semigroup) ϕ is
continuous with respect to t and a¯.
Let us emphasise, that our computer assisted proof does not depend neither
on Theorem 16 nor Theorem 25. We just need a local continuous semiflow
defined on Wq,S , where S > 0 is a computable constant, which contains finite
number of sets generated by the computer program. These include selected
subsets of certain Poincare´ sections and enclosure of their forward trajectories
unless they reach another Poincare´ section.
4.4 Algorithm, more details but still on the abstract level.
Notation. In the sequel we will use the following notation. For a smooth
function F : I ⊂ R→ R by F [i](t) we denote the ith Taylor coefficient of F at t.
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We also write F [i] if t = 0 ∈ I. The same convention applies to vector valued
functions F : I → l2.
In Section 5.2 we will show that the components ak(t) of the solutions to
the KS equation are smooth and we give an algorithm for computation of a
[i]
k
by means of automatic differentiation. It is important to emphasise that a
[i]
k
depends on a
[j]
k for j = 0, . . . , i − 1, hence it can be expressed in terms of a[0]k ,
only. Here we assume this knowledge.
4.4.1 High Order Enclosure in finite dimension.
In [NJP] the authors propose an efficient algorithm for computation of a priori
bound on the set of trajectories over a time step. It is called the High Order
Enclosure method as it relies on high order Taylor expansion of the solutions. In
what follows we will recall the algorithm from [CR, NJP]. In the next section we
will show, how it can be adopted to the case of infinite dimensional dissipative
systems.
Consider an initial value problem for a finite dimensional ODE
x′ = g(x), x(0) ∈ X ⊂ U, (22)
where g ∈ Cd+1(U,Rn), U ⊂ Rn is open and d is a natural number. Let us fix
h˜ > 0 – this is a trial time step for the numerical method used to integrate the
system (22). In practice, h˜ is generated by another algorithm — a time step
predictor. For the reasoning given here it is irrelevant, what this value come
from.
Theorem 17 [CR, Theorem 3] Let ε > 0 be a tolerance per time step and let
us set R = [−ε, ε]n. Let
P =
d∑
i=0
X [i][0, h˜]i
and define E = P +R. If
Z := E[d+1][0, h˜]d+1 ⊂ intR (23)
then for all x(0) ∈ X the solution to (22) exists for all t ∈ [0, h˜] and x([0, h˜]) ⊂
P + Z.
The condition (23) may fail due to three reasons. First and the most common
case is when the inclusion (23) is not satisfied. Given that 0 ∈ intR, we can
always find h < h˜ such that
Z := E[d+1][0, h]d+1 ⊂ intR
and the set P + Z is a high order enclosure for (22) with (usually slightly)
decreased time step h < h˜.
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Second reason for failure is the situation, when the Taylor coefficient E[d+1]
cannot be computed. This may happen for instance, when division by zero in
interval arithmetics occurs or the set E is out of the domain of g. In this case we
have to decrease the trial step h˜ and repeat the entire procedure (recomputation
of X [i] required for P is not necessary). If the number of such repetitions exceeds
some specified maximal value, the algorithm stops and returns Failure. This
does not mean that the trajectories do not exist — the algorithm simply could
not validate requested condition.
Third, and less common situation is when we cannot compute Taylor X [i]
used to define P . In this case we cannot proceed and the algorithm returns
Failure. Some higher level decisions, such as changing the order, splitting the
initial condition X or just giving up have to be made.
4.4.2 High Order Enclosure in infinite dimension.
The construction of the rough enclosure as FOE given in the proof of Lemma 12
was not used in our computer assisted proof, because it produces too much
overestimation and we also prefer to keep the dimension m constant along the
trajectory. Therefore, a bit more sophisticated routines mixing together a dis-
sipative enclosure from [ZKS3] and high order enclosure from [CR, NJP] are
necessary.
Let us consider now an infinite dimensional dissipative PDE of the form (9).
Let N = GBound(m, a˜, S, q) be a set of initial conditions for (9).
Assume h˜ > 0 is a trial time step given from prediction. In the algorithm
given below we expect that the dynamics on modes ak, for k > m is highly
dissipative. The construction of a priori bound consists of the following steps.
1. Compute
PE =
d∑
i=0
pi≤mN [i][0, h˜]i.
The algorithm for computation of N [i] for the KS equation will be given
in Section 5.2.
2. Set R = [−ε, ε]m and predict an enclosure on the main modes of the form
XE = PE +R.
3. Set SE = S and h = h˜.
4. Define the set E = XE ⊕WE , where
(WE)k =
{
0 k ≤ m
[−SE , SE ]q−k k > m
5. Check if the vector field is pointing inwards Ek for k > m. This is the
same condition (13) as in FOE. If not satisfied, then we slightly enlarge
SE and go to step 4.
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6. Check inclusion
Z := pi≤mE[d+1][0, h˜]d+1 ⊂ intR
If the above fails, then find h < h˜ such that
Z := pi≤mE[d+1][0, h]d+1 ⊂ intR
holds true.
The above algorithm may fail by the same three reasons, as in the finite di-
mensional case. In addition, the loop in which we enlarge the constant SE may
exceed specified maximal limit.
If the algorithm does not fail, the computed set (PE + Z) ⊕WE is a priori
bound for a([0, h]) for a ∈ N , as guaranteed by steps 5 and 6.
4.4.3 Computation of tight enclosure for a(h).
Once we have the rough enclosure for a([0, h]), next we want to compute tight
bounds for a(h).
Let N = GBound(m, a˜N , SN , q) be a set of initial conditions for (9). Fix
h > 0 and assume that E = GBound(m, a˜E , SE , q) is a rough enclosure for N
over the time step h. We will show, how we can bound the set {a(h) : a ∈ N}.
Let us fix an order of the Taylor method d > 0. On the main modes k ≤ m
we will bound ak(h) by an explicit formula. For a ∈ N by the Taylor theorem
we have
ak(h) ∈
d∑
i=0
a
[i]
k h
i +Rk,
where
Rk =
{
a
[d+1]
k [0, h]
d+1 | a ∈ E
}
.
The bound on the tail k > m will be computed using infinite set of differential
inequalities. Take D = D(E) from C2. By assumptions C1–C2 we have
a′k(t) ≤ −Lkak +Dkrq−k = −Lkak +N+k ,
where N+k := Dk
rq−k. Then, for t ∈ [0, h] and k > m there holds
ak(t) ≤ N
+
k
Lk
+
(
ak(0)− N
+
k
Lk
)
e−Lkt ≤
Dkrq−k
L∗kp
+
(
SEq
−k − Dk
rq−k
L∗kp
)
e−Lkt =
D
L∗kp−r
q−k +
(
SEq
−k − D
L∗kp−r
q−k
)
e−Lkt =
q−k
(
D
L∗kp−r
+
(
SE − D
L∗kp−r
)
e−Lkt
)
≤
q−k
(
D
L∗(m+ 1)p−r
+ SEe
−L∗(m+1)st
)
.
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In a similar way we can bound ak(t) from below. To sum up, we proved the
following
Lemma 18 Let N = GBound(m, a˜N , SN , q) be a set of initial conditions for
(9). Fix h > 0 and assume that E = GBound(m, a˜E , SE , q) is a rough enclo-
sure for N over the time step h.
Then for a ∈ N and k > m there holds
|ak(h)| ≤ Sq−k,
where
S = min
{
SE ,
D
L∗(m+ 1)p−r
+ SEe
−L∗(m+1)ph
}
.
We have shown, that given an initial condition represented as GBound with
decay q > 1 we can always find a rough enclosure for sufficiently small time step
h > 0 and compute a bound on the trajectories over the time step h as GBound
with the same geometric decay q. We use higher order time-derivatives a
[i]
k which
do not belong to l2,q to bound finitely many leading modes ak(h) by an explicit
formula.
5 Estimates specific for the KS equation.
In Section 4 we outlined an algorithm for computing rigorous enclosures on
the set of trajectories in a class of vector fields satisfying assumptions C1–C5.
We also assume that a routine that allows to compute Taylor coefficients a
[i]
k of
solutions to (9) is provided. In this section we show, that these requirements are
satisfied for the Kuramoto-Sivashinsky equation (8). Analogous requirements
for sets of the form W =
{
|ak| ≤ C|k|s
}
for a class of dissipative PDEs (including
also KS equation) has been proved in [ZNS].
5.1 Conditions C1–C5.
The system (8) splits into linear and nonlinear part as follows
a′k(t) = −Lkak +Nk(a),
Lk = k
2(1− νk2),
Nk(a) = = −k
k−1∑
n=1
anak−n + 2k
∞∑
n=1
anan+k.
C1: It is easily satisfied as Lk is a polynomial in k of degree s = 4.
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C2: For a ∈Wq,S we have
|Nk(a)| ≤ k
k−1∑
n=1
Sq−nSqn−k + 2k
∞∑
n=1
Sq−nSq−n−k =
k(k − 1)S2q−k + 2kS2q−k(q2 − 1)−1 ≤
2k2q−kS2
(
1 + (q2 − 1)−1) .
Thus, the condition C2 is satisfied with r = 2 and D = 2S2
(
1 + (q2 − 1)−1).
C3: We have to show that fk is continuous on l2. The formula for fk splits
into polynomial of degree 2, which is clearly continuous, and an infinite sum
a→ 2k
∞∑
n=1
anan+k
which also is continuous as the inner product in l2 composed with the k-shift of
coordinates.
C4: Observe that
∂Nk
∂ai
=
{ −2kak−i + 2kak+i, if i < k;
2kak+i, otherwise.
We estimate ∣∣∣∣∂Nk∂ui (Wq,S)
∣∣∣∣ ≤ 4kSq−|k−i|.
Hence
− Lk + 1
2
∑
i∈N+
∣∣∣∣∣ supa∈Wq,S ∂Nk∂ai (a)
∣∣∣∣∣+ 12 ∑
i∈N+
∣∣∣∣∣ supa∈Wq,S ∂Ni∂ak (a)
∣∣∣∣∣ ≤
− Lk + 4kS
∑
i∈N+
q−|i−k|
 ≤
− Lk + 8kS
(∑
i∈N
q−i
)
= −Lk + 8kS
1− q .
Since Lk ≈ ν|k|4, we see that the above expression is bounded from above and
llog exists.
C5: It is obvious because N is a quadratic polynomial.
5.2 Coefficients a
[i]
k via automatic differentiation
Let us fix an initial condition a(0) ∈ l2,q. In this section prove that the Taylor
coefficients a[i] for the solutions to (8) do exist. We propose an iterative scheme
for computation bounds for a[i]. These estimates will be also bounds for the
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Taylor coefficients for all Galerkin projections with sufficiently high projection
dimension. The proposed scheme is a special case of the general algorithm from
[WZ] tailored to the KS equation.
We will see that if a(0) = a[0] ∈ l2,q then a[i], i > 0 cannot belong to l2,q.
Therefore, we will construct a strictly decreasing sequence q = q0 > q1 > . . . > 1
and represent a[i] as geometric bounds in l2,qi .
The nonlinear part of (8)
Nk(t, a) = −k
k−1∑
n=1
an(t)ak−n(t) + 2k
∞∑
n=1
an(t)an+k(t)
splits into a finite sum
Ek(t, a) = −
k−1∑
n=1
an(t)ak−n(t) + 2
m∑
n=1
an(t)an+k(t) (24)
and an infinite sum
Ik(t, a) =
∞∑
n=m+1
an(t)an+k(t).
Using this notation, the kth component of the vector field along the trajectory
a(t) reads
Fk(t) = k
(
k(1− νk2)ak(t) + Ek(t, a(t)) + 2Ik(t, a(t))
)
.
The coefficients a
[i]
k can be computed by the following iterative scheme
a
[i+1]
k =
1
i+ 1
F
[i]
k , (25)
provided the rhs of (25) makes sense.
In what follows we will show, how we can bound E
[i]
k , I
[i]
k (where the Taylor
coefficients are taken with respect to time variable) and, in consequence, to
compute bounds on F
[i]
k .
The estimates on the infinite part I
[i]
k are derived in the following lemma.
Lemma 19 Assume that for j = 0, 1, . . . , i − 1 we have already computed a[i]
and they are represented as geometric bounds a[i] ∈ GBound(m, a˜[i], Si, qi).
Then for k ≥ 1 there holds that ∣∣∣I [i]k ∣∣∣ ≤ DIq−k,
where
q = min{q0, q1, . . . , qi},
DI =
 i∑
j=0
SjSi−j
((q2 − 1)q2m)−1 .
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Proof: All the terms an and an+k which appear in the summation are bounded
by geometric series. Therefore we have
∣∣∣I [i]k ∣∣∣ ≤ ∞∑
n=m+1
i∑
j=0
∣∣∣a[j]n a[i−j]n+k ∣∣∣ ≤ ∞∑
n=m+1
i∑
j=0
Sjq
−n
j Si−jq
−n−k
i−j
≤ q−k
 i∑
j=0
SjSi−j
 ∞∑
n=m+1
q−2n
= q−k
 i∑
j=0
SjSi−j
((q2 − 1)q2m)−1 .

Ek is handled by the following three lemmas.
Lemma 20 For k = 1, . . . , 2m there holds that
E
[i]
k = 2
i∑
j=0
b(k−1)/2c∑
n=1
a[j]n
(
−a[i−j]k−n + a[i−j]n+k
)
+
m∑
n=dk/2e
a[j]n a
[i−j]
n+k

− (k)
2 b(i−1)/2c∑
j=0
a
[j]
k/2a
[i−j]
k/2 + (i)
(
a
[i/2]
k/2
)2 ,
where (k) = 1 if k is an even number and (k) = 0, otherwise.
Proof: This is a direct application of the Leibniz rule to a slightly factorized
form of (24). This factorization is performed in order to reduce the computa-
tional cost and the wrapping effect in evaluation of this expression in interval
arithmetics. 
Lemma 21 Assume that for j = 0, 1, . . . , i − 1 we have already computed a[i]
and they are represented as geometric bounds a[i] ∈ GBound(m, a˜[i], Si, qi).
Then for k > 2m there holds that∣∣∣E[i]k ∣∣∣ ≤ D1kq−k,
where
q = min{q0, q1, . . . , qi},
D1 =
2
2m+ 1
i∑
j=0
m∑
n=1
(
qni−j + q
−n
i−j
)
Si−j
∣∣∣a[j]n ∣∣∣+ i∑
j=0
SjSi−j .
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Proof: For k > 2m the formula for E
[i]
k splits into two components E
[i]
k =
Σ1 + Σ2, where
Σ1 = 2
i∑
j=0
m∑
n=1
a[j]n
(
−a[i−j]k−n + a[i−j]n+k
)
,
Σ2 = −
i∑
j=0
k−1−m∑
n=m+1
a[j]n a
[i−j]
k−n .
In Σ1 the indices k − n and n+ k are greater than m. Therefore
|Σ1| ≤ 2
m∑
n=1
i∑
j=0
∣∣∣a[j]n ∣∣∣ (Si−jqn−ki−j + Si−jq−n−ki−j )
≤ q−k
2 m∑
n=1
i∑
j=0
(
qni−j + q
−n
i−j
)
Si−j
∣∣∣a[j]n ∣∣∣

≤ kq−k
 2
2m+ 1
m∑
n=1
i∑
j=0
(
qni−j + q
−n
i−j
)
Si−j
∣∣∣a[j]n ∣∣∣
 .
In the sum Σ2 we have n > m and k − n > m. Therefore
|Σ2| ≤
k−1−m∑
n=m+1
i∑
j=0
Sjq
−n
j Si−jq
n−k
i−j .
For k > n and i = 0, . . . , j there holds that
q−nj q
n−k
i−j = q
−k
(
q
qj
)n(
q
qi−j
)k−n
≤ q−k.
This gives us an estimate
|Σ2| ≤ q−k
k−1−m∑
n=m+1
i∑
j=0
SjSi−j ≤ kq−k
 i∑
j=0
SjSi−j

Gathering together bounds on Σ1,Σ2 we obtain the constant D1. 
Lemma 22 Assume that for j = 0, 1, . . . , i − 1 we have already computed a[i]
and they are represented as geometric bounds a[i] ∈ GBound(m, a˜[i], Si, qi).
Then for m < k ≤ 2m there holds that
|E[i]k | ≤ D2kq−k,
where
q = min{q0, q1, . . . , qi},
D2 = max
k=m+1,...,2m
1
k
∣∣∣E[i]k ∣∣∣ qk.
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Proof: E
[i]
k is given by an explicit finite sum. Thus we can bound D2 in finite
computation. 
All the above considerations lead to the following estimate on the ith Taylor
coefficient of F .
Lemma 23 Let q = min{q0, . . . , qi} and fix δ ∈ (1, q). Put
L =
{
(m+ 1)4δ−(m+1) if m > 4/ ln δ,(
4
e ln δ
)4
otherwise.
Let DI , D1, D2 be constants computed as in Lemma 19, Lemma 21 and Lemma 22,
respectively, and put D = max{D1, D2}. Then for k > m there holds that∣∣∣F [i]k ∣∣∣ ≤ S(q/δ)−k,
where
S = L
(|ν − (m+ 1)−2|Si + (m+ 1)−3DI + (m+ 1)−2D) .
Proof: F
[i]
k is given by
F
[i]
k = k
2(1− νk2)a[i]k + k(E[i]k + 2I [i]k ).
For k > m we have∣∣∣F [i]k ∣∣∣ ≤ k2|1− νk2|Siq−ki + kDIq−k + k2Dq−k
≤ (k2|1− νk2|Si + kDI + k2D) q−k
=
(|ν − k−2|Si + k−3DI + k−2D) k4q−k
≤ (|ν − (m+ 1)−2|Si + (m+ 1)−3DI + (m+ 1)−2D) k4q−k.
We would like to find a constant L such that
k4q−k ≤ L(q/δ)−k
for k > m. Thus L must satisfy L ≥ k4δ−k for k > m. The function k →
k4δ−k attains the global maximum at k = 4/ ln δ and it is strictly decreasing
to zero after reaching maximum at this point. If m > 4/ ln δ then L can be
taken as L = (m+ 1)4δ−m−1. Otherwise we have to take the global maximum
L =
(
4
e ln δ
)4
. 
Observe that the above derivations are valid also for all n-dimensional Galerkin
projections with n ≥ m. Indeed in this situation we have
pi≤nGBound(m, a˜, Si, qi) ⊂ GBound(m, a˜, Si, qi).
From the above Lemmas we immediately obtain the following
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Remark 24 Let a : [0, h] → l2,q be a solution of the KS equation (or its n-
dimensional Galerkin projection with n ≥ m), such that for t ∈ [0, h] there holds
a(t) ∈ GBound(m, a˜, S0, q0 = q). Then for any i ∈ N there exists a[i]k (t) for
t ∈ [0, h]. Moreover, it satisfies
|a[i]k (t)| ≤
S(q/δ)−k
i+ 1
, k > m
where S and δ are as in Lemma 23. The formulas for k ≤ m follow from
Lemmas 19 and 20.
A Appendix
A.1 The existence and uniqueness results for Kuramoto-
Sivashinsky PDE.
We recall results from Section III.4.1 in [T]. There KS equation is written as
∂v
∂t
+ ν
∂4v
∂x4
+
∂2v
∂x2
+ v
∂v
∂x
= 0 (26)
on Ω = [−L/2, L/2] subject to periodic boundary conditions
∂jv
∂xj
(
t,−L
2
)
=
∂jv
∂xj
(
t,
L
2
)
, j = 0, 1, 2, 3. (27)
Let
H = L˙(Ω) =
{
v ∈ L2 (Ω)
∣∣∣∣∣
∫ L/2
−L/2
v(s)ds = 0
}
,
V = H2per(Ω) ∩H.
H is endowed with L2 scalar product (denoted (·, ·)), while V is endowed with
the scalar product
((v, w)) =
∫ L/2
−L/2
∂2v
∂x2
∂2w
∂x2
dx.
Let A be an unbounded self-adjoint operator in H with the domain D(A) =
H4per ∩H given by
Av =
(
∂
∂x
)4
v.
Theorem 25 For v0 ∈ H there exists a unique solution v of (26,27) with v(0) =
v0,
v ∈ C([0, T ];H) ∩ L2(0, T ;V ), ∀T > 0.
Furthermore, for t > 0 the function v is analytic in t with values in D(A) and
the mapping
v0 7→ v(t)
is continuous from H into D(A).
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A.2 Logarithmic norms and estimates for Lipschitz con-
stant of the flow induced by ODEs.
The goal is to recall some results about the Lipschitz constant of the flow induced
by ODEs based on the logarithmic norms.
Definition 6 [HNW, Def. I.10.4] Let Q be a square matrix; we call
µ(Q) = lim
h>0,h→0
‖I + hQ‖ − 1
h
the logarithmic norm of Q.
Theorem 26 [HNW, Th. I.10.5] The logarithmic norm is obtained by the fol-
lowing formulas
• for Euclidean norm
µ(Q) = the largest eigenvalue of 1/2(Q+QT ),
• for max norm ‖x‖∞ = maxk |xk|
µ(Q) = max
k
qkk +∑
i 6=k
|qki|
 ,
• for norm ‖x‖1 =
∑
k |xk|
µ(Q) = max
i
qii +∑
k 6=i
|qki|
 .
Consider now the differential equation
x′ = f(x), f ∈ C1(Rn). (28)
Let ϕ(t, x0) denote the solution of equation (28) with the initial condition x(0) =
x0. By ‖x‖ we denote a fixed arbitrary norm in Rn.
The following theorem was proved in [HNW, Th. I.10.6] (for a non-autonoumous
ODE, here we restrict ourselves to the autonomous case only and we use a dif-
ferent notation).
Theorem 27 Let y : [0, T ] → Rn be a piecewise C1 function and ϕ(·, x0) be
defined for t ∈ [0, T ]. Suppose that the following estimates hold:
µ
(
∂f
∂x
(η)
)
≤ l(t), for η ∈ [y(t), ϕ(t, x0)],∥∥∥∥dydt (t)− f(y(t))
∥∥∥∥ ≤ δ(t),
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where [y(t), ϕ(t, x0)] denotes the line segment connecting y(t) and ϕ(t, x0).
Then for 0 ≤ t ≤ T there holds
‖ϕ(t, x0)− y(t)‖ ≤ eL(t)
(
‖y(0)− x0‖+
∫ t
0
e−L(s)δ(s)ds
)
,
where L(t) =
∫ t
0
l(s)ds.
From the above theorem one easily derives the following.
Lemma 28 Let y : [0, T ] → Rn be a piecewise C1 function and ϕ(·, x0) be
defined for t ∈ [0, T ]. Suppose that Z is a convex set such that the following
estimates hold:
y([0, T ]), ϕ([0, T ], x0) ∈ Z,
µ
(
∂f
∂x
(η)
)
≤ l, for η ∈ Z,∥∥∥∥dydt (t)− f(y(t))
∥∥∥∥ ≤ δ.
Then for 0 ≤ t ≤ T there holds
‖ϕ(t, x0)− y(t)‖ ≤ elt‖y(0)− x0‖+ δ e
lt − 1
l
, if l 6= 0.
For l = 0, there holds
‖ϕ(t, x0)− y(t)‖ ≤ ‖y(0)− x0‖+ δt.
A.3 The Poincare´ transition maps between sections.
Let Π1 and Π2 be affine hyperplanes in l2 given by vi(x) + ci = 0 for i = 1, 2,
where vi the continuous linear forms.
In order to define the Poincare´ transition map between Π1 and Π2 for the
local semiflow ϕ(t, x) induced by (9) we need the following
• continuity of ϕ(t, x) with respect to both variables,
• transversality of the trajectories t 7→ ϕ(t, x), when intersecting Πi. For
the ODE case it is enough to have vi(f(y)) 6= 0 for y in the neighborhood
of intersection of ϕ(t, x) with section Πi.
In our case we will demand that analogous conditions hold in some Wq,S close
to the starting and the target sections.
We assume the standing assumptions C1–C5 and that there exists m, such
that all forms vi are defined in terms of first m variables, i.e. vi(a) = vi(pi≤ma).
Definition 7 We define a global section as a hyperplane:
Π = {x ∈ l2 | v(x) + c = 0},
where v : l2 → R, such that v(a) = v(pi≤ma) and c ∈ R.
Any convex and bounded subset U ⊂ Π is called a local section.
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Let WZ = a˜⊕ pi>mWq,S , where a˜ is an open convex subset of pi≤ml2.
Definition 8 A local section Z is said to be transversal in WZ if
WZ ∩ Z = Z, WZ = WZ,− ∪ Z ∪WZ,+,
where
WZ,− = {x ∈WZ | v(x) + c < 0}, WZ,+ = {x ∈WZ | v(x) + c > 0},
satisfying the condition
v (f(x))) > 0, ∀x ∈WZ . (29)
We will refer to (29) as the transversality condition.
We have the following easy lemma.
Lemma 29 Let Z be a local transversal section in WZ for (9) and let N ⊂Wq,S
for some S > 0. Assume that there exist t1, t2 ∈ R, t1 < t2, such that the
following conditions hold for all x ∈ N :
ϕ((t1, t2), x) ⊂WZ , ϕ(t1, x) ∈WZ,− and ϕ(t2, x) ∈WZ,+.
Then, for each x0 ∈ N , there exists unique tZ(x0) ∈ (t1, t2) such that
ϕ (tZ(x0), x0) ∈ Z. Also, tZ : N → [t1, t2] is continuous.
Using the above lemma we can define a map PZ1→Z2 : Z1 → Z2 for two
transversal local sections Z1 and Z2, by
PZ1→Z2(x) = ϕ(tZ2(x), x).
A.4 Representation of h-sets and computer-assisted veri-
fication of covering relations with one exit direction.
Let us fix q > 1.
In order to treat the system (8) rigorously on a computer we define a data
structure which represents h-sets in l2,q:
type HSet
{
m ≥ 0 : a natural number,
S ≥ 0 : a real number,
x ∈ Rm : a vector,
A ∈ Rm2 : an invertible matrix.
}
(30)
An h-set N = HSet(mN , SN , xN , AN ) represented by the above data structure
is given by
N = cN ([−1, 1]mN ⊕W ) ,
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where cN is an invertible affine map
cN ((ak)
∞
k=1) =
(
xN +AN · (a1, . . . , amN )T , amN+1, amN+2, . . .
)
and
W = [−1, 1] ·
0, 0, . . . , 0︸ ︷︷ ︸
mN
, SNq
−(mN+1), SNq−(mN+2), . . .
 .
Thus, the projection ofN ontom leading coordinates is a parallelepiped centered
at xN with the shape matrix AN . The remaining coordinates are not affected
by cN and are stored as a geometrically decaying tail.
We also make an assumption that all h-sets have one exit (nominally unsta-
ble) direction, i.e. u(N) = 1 in Definition 1. Thus, the tail of N is always given
by
TN = [−1, 1] ·
0, 1, 1, . . . , 1︸ ︷︷ ︸
mN−1
, SNq
−(mN+1), SNq−(mN+2), . . .
 .
Let N0 and N1 be h-sets contained in l2,q and represented as in (30). Let
f : |N0| → l2 be continuous and compact map and such that f(|N0|) ⊂ Wq,S ,
for some S > 0.
Assume that we have a routine which for given A ⊂ |N | computesB ⊂Wq,S1 ,
also represented by (30), such that
(
c−1N1 ◦ f ◦ cN0
)
(A) ⊂ B.
Put
B =
(
c−1N1 ◦ f ◦ cN0
)
([−1, 1]⊕ TN0),
Bl =
(
c−1N1 ◦ f ◦ cN0
)
({−1} ⊕ TN0),
Br =
(
c−1N1 ◦ f ◦ cN0
)
({1} ⊕ TN0).
(31)
Now, checking N0
f
=⇒ N1 reduces to a finite set of inequalities which must be
satisfied. These are:
• pii(B) ⊂ (−1, 1) for i = 2, . . . ,m,
• S(B) < S(N1), where S is a positive constant in h-set representation (30),
• either pi1(Bl) < −1 and pi1(Br) > 1 or pi1(Bl) > 1 and pi1(Br) < −1.
The two cases in the last condition depend on whether the mapping f changes
or not the orientation along the exit direction.
It is easy to see that
H(t, ·) = (1− t) (c−1N1 ◦ f ◦ cN0)+ tL,
L((ak)
∞
k=1) = (±2a1, 0, 0 . . .),
are a homotopy and a linear map required by Definition 2, where the sign in L
depends on whether f preserves or not the orientation in the exit direction.
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A.5 Technical data.
The source code of the C++11 program that realises the computer-assisted proof
of Lemma 7 is available at [W]. Below we list our choices of some parameters
of the algorithms.
• All h-sets that appear in Lemma 7 are represented as a data structure
(30) with the constant m = 15.
• We set d = 4 as the order of the Taylor method (Section 4.4.3) for rigorous
integration of (8).
• High-Order Enclosure (Section 4.4.2) with d = 4 acts on m = 11 number
of modes.
Verification of covering relation N0
f
=⇒ N1 requires computation of three images
of f — see (31). In Lemma 7 we verify 26 covering relations which means, that
we have to verify 78 = 3 · 26 inequalities. Due to unavoidable overestimation in
computation of Poincare´ maps we had to subdivide few initial conditions. Thus,
the total number of images of Poincare´ map we had to compute was 84.
We run the program which checks all the inequalities required for covering
relations listed in Lemma 7 on a computer equipped with 120 Intel(R) Xeon(R)
CPU E7-8867 v3 @ 2.50GHz processors (84 of them were used). The program
completed verification within 86 minutes, which is the CPU time needed for the
longest integration in N82→1
P 6
=⇒ N92→1.
The algorithm for rigorous integration of the KS equation is a part of the
CAPD library [CAPD]. We tested the program with CAPD ver. 5.0.34 and the
C++11 compiler from gcc-5.2 suite.
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