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In view of today's information increase, recent progress in data mining research has led to 
the development of numerous efficient methods for mining interesting patterns in large 
databases. Data Mining is one of the most vital and motivating of research areas. The focus of 
data analysis and data mining tools in biomedical research the key biomedical research areas 
such as medical informatics, public health informatics and biomedical imaging. the biomedical 
sciences have become a data-intensive domain, the goal of finding useful information from huge 
data sets.  Biomedical informatics provides a proper way to merge data and knowledge when 
processing possible data, with the goal of giving effective decision-making support. Biomedical 
text data mining is automated methods for analyzing the content of these documents and 
discovering the knowledge in them. Numerical data mining has long been used to look about 
patterns in numerical data and make predictions depend on those patterns. 
Data Mining is becoming popular in the healthcare field because there is a need analytical 
methodology for detecting unknown and valuable information in health data. In the health 
industry, Data Mining provides several benefits such its ability to get a medical solution to the 
patients at lower cost, detection of causes of diseases and identification of medical treatment 
methods. It also helps healthcare researchers for making active healthcare policies[1]. 
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1.2 The importance of studying 
 
The widespread availability of information technology has made it possible to inflate the 
volume of information in a proactive manner that has never been seen before, making the issue 
of large data on the Internet controversial, in terms of the usefulness of its existence in this size. 
When we talk about huge data, we're talking about unimaginable amounts of multi-source data 
and sources up to hundreds of terabytes or even bytes IBM is also talking about 2.5 quintillion 
bytes of data every day Information everywhere. Here we wonder how important these data are 
in light of the fact that the organized information from these data constitutes only a small fraction 
of 10% compared to the unstructured information that constitutes the rest. This has led to an 
increasing need for the development of powerful tools for data analysis and extraction of 
information and knowledge. Traditional and statistical methods cannot deal with this huge 




     Machine learning classification is used for several tasks, medical problems are the most 
important scope using this technique. Doctors spend many years by collecting data and analyzing 
results for testing about diagnosing one kind of diseases manually. Machine learning applications 
present a significant benefit for doctors which can save massive times of medicine practitioners 
related to hard works. In these applications, it is important that the data should be best prepared 
and suitable classifier must be selected 
 
The data mining phase has attracted much attention in research circles over the past decade 
in an attempt to develop scalable algorithms and adapt to increasing amounts of data in the 
search for meaningful cognitive patterns. Packets of algorithms and software have grown 
dramatically over the past decade, to the extent that expansion has made it difficult for operators 
in this field to track available techniques to solve a particular task, there are many definitions of 
the concept of data mining. After passing through all these definitions, the following definitions 
have selected The process of searching within large amounts of data to detect previously 
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undetected relationships between data elements, also known as knowledge discovery in 
databases (KDD).  Is the activity that extracts the information contained in large amounts of data, 
in order to search for patterns of knowledge and discover the hidden facts contained in the 
databases. The process of analyzing data to identify relationships that have not been detected by 
previous analyzes. They also analyze data to establish relationships and identify patterns. The 
process of extracting cognitive patterns from large data sets by combining methods of statistics 
and artificial intelligence with database management. One step in the KDD where analytical 
methods are used such as Neural Networks, Genetic Algorithms, Decision Trees, and Hybrid 
Models to define patterns and relationships in data sets. 
 
      The main goal of this thesis is to develop and evaluate a medical domain specific 
methodology for predictive and explorative data mining in medicine and healthcare. The 
methodology shall address the issues typical for data mining in medicine, by defining the 
activities and the deliverables to tackle them. In addition, an evaluation model is needed to 
















       1.4 Aim of the Thesis 
 
The main goal of this thesis is to investigate the performance of different data mining 
models on Biomedical datasets. The first step in this dissertation is to collect the datasets and 
preprocess all of them to identify anomalies and missing values if they have. After that use 
different Data mining models. 
- Support vector machine. 
- Logistic Regression.  
- neural networks.  
To avoid over-fitting problem which may happen if the dataset has a small number of examples 
and large number of parameters, K-fold cross-validation will be used in which the dataset will be 
divided to equal and disjoint number of folds. In each fold, some performance metrics such as 
accuracy, precision and recall will be calculated and recorded. After the K-fold cross-validation 
will be finished, we will compare the data mining models by using the recorded values of the 
performance metrics to find the best model for the datasets. The most important thing for each 
data mining model is to find the best hyper-parameter that achieves the best result. According to 
that, the hyperparameters for the data mining models will be check from different similar 
experiments. This investigation of the dissertation will be carried out by using open source 
software's.                                                                                                
       In order to achieve this goal, the following objectives and corresponding tasks have been 
formulated:  
1.    To analyze the existing data mining application methodologies by check data mining as part 
of a knowledge discovery process model, so Data mining is important for effective and 
efficient decision-making by finding interesting knowledge and finding hidden patterns. 
Data extraction must therefore be carefully implemented in health care to treat diseases in 
the real world. This is a way of identifying interesting patterns of heart disease data. 
2. To propose a methodologies, specific to the medical domain, data mining application 
methodology, which resolves the issues of the existing methodologies. the analysis of types 
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data mining techniques that be helpful for medical analysts or practitioners for accurate heart 
disease diagnosis. 
3. To evaluate the proposed data mining methodology in several medical speciality domains by 
creating the required medical data, such as diagnostic images, multi-relational data, analysis 
and processing methods.  
      The main objective is according to two aspects in the practical aspect through the   
application of algorithms The system learns from the data set according to specific rules that 
vary from one algorithm to another and accordingly predicts new ones to be predicted 
according to a specific class, so will be Prediction by using data mining to discover heart 
disease. 
       1.5  Method of the research 
 
                 In this thesis, we will create different models by using different machine learning    
algorithms and classify each sample for the case of disease 
1. Collecting Biomedical datasets. 
2.  Preprocessing all dataset: Checking for missing values, anomalies, ..etc.   
3. Hyperparameters turning.  Selecting the hyperparameters based on research from different 
papers. As much as I have parameters for different models, as much I will try to build 
different grids for them with the best values which will be selected based on research.   
4. Data mining models - Support vector machine. - Logistic Regression - neural networks. 
 5.  Comparing the results from different machine learning algorithms.  
 6.  Results.  






      2.1 Machine Learning 
 
            Over the past two decades Machine Learning has become one of the major topics of 
artificial intelligence approaches. With the ever-increasing amounts of data becoming available 
there is a good reason to believe that smart data analysis will become even more pervasive as a 
necessary ingredient for technological progress. 
          In relation with machine learning approach, the program learns what to do based on the 
data automatically without specific instructions from the programmer. This method is in the 
learning or training phase and then the program is used and confirmed to be done in the testing 
phase. 
          The way enables to teach the program which is called machine learning. That opens a lot 
of applications and wide prospects and these applications that could not be easily programmed 
directly, such as disease diagnosis medical applications. 
       There are many different machine learning algorithms in theory and design. The aim of 
each, is to find the best mathematical equation for data representation, some of which are based 
on statistical concepts (probability) and others use different theories such as network 
theory(graph theory) and a common set of rules. the goal of them is to obtain the best model so 
that the data given is reduced in such a way as to ensure generalization when using new data[2]. 
         Machine learning can appear in many guises. We now discuss a number of applications and 
the types of data they deal with.  Much of the types of machine learning are reduced to a range of 
fairly different problems and a set of fairly narrow models. Much of the science of machine 











           First, we would like to clarify that a binary classification prediction of probability for a 
test sample is equal to 0.5 could mean different things. It could mean that the test sample is so 
different from our training dataset which means that there are not any arguments for the model to 
classify it as belonging to any of the two categories. Or, it could be that the model recognises 
equally large numbers of arguments in favour and against classifying it to any of the two 
categories. In the former instance, a human reply would be equal to “don’t know”, while for the 
latter it would be “50:50” Regardless of this subtle and important difference, we think that we 
should allow binary classification models to have a third prediction category called “Uncertain”, 
which could mean either “don't know” or “50:50” [3]. 
 Binary classification is the task of classifying the elements of a given set into two groups 
(There is a group that belongs to each group) on the basis of a classification rule. Contexts 
needing a decision as to know if the item has qualitative property, specified characteristic, or 
typical binary classification, also there are metrics used to scale the performance of a classifier or 
predictor; different domains have different preferences for specific metrics due to different goals. 
For example, while in information retrieval precision and recall are preferred.  
Given a classification of a specific data set, there are four basic combinations of actual 
data category and assigned category: True Positives (TP) that is mean (correct positive 
assignments), True Negatives (TN) also mean  (correct negative assignments), False Positives 
(FP) this is mean (incorrect positive assignments), and False Negatives (FN)also mean  (incorrect 












         Artificial neural network is one of the vital parts of soft computing. It consists of several 
tiny processing units (the artificial neurons) which are highly interconnected. Information fed to 
the ANN is modelled after the human brain. The ANN is an iterative process requires many 
availability of training set, the system distinguished capacity to obtain idea from complex data 
and take out patterns and determine orientation that are too difficult to be determined by humans 
or any other computer skills. 
        Neural networks are algorithms for improvement and learning to account well for inspired 
concepts. They are titled in general of five elements: 
1. Graphism is known as network topology that refers to parentheses as links. 
2. The rate of the situation associated with each node. 
3. The real weight associated with each link. 
4.True bias associated with each node. 
5. Transfer function for each node until the node status [6] . 
We can extract rules from the trained Neural Network (NN) that helps to improve 
interoperability of the learned network [7]. To solve problem NN used neurons which are 
organized processing elements. Neural Network is used for pattern recognition and classification 
[8].  
An NN is adaptive in nature because it changes its structure and arranges its weight in order to 
minimize the error. Adjustment of weight is dependent on the information that flows internally 
and externally through a network during the learning step [9]. The number of input and output 
nodes is determined a priori, The number of hidden nodes is variable and can be set by the user 
and can change it. just the values of the weights determine its behaviour. It is called that the 







In the logistic model, the log-odds (the logarithm of the odds) for the value labeled "1" is a linear 
combination of one or more variables ("predictors"); the variables can each be a binary variable 
(two classes) by an indicator variable) or can be  continuous variable (any real value (" . 
 
 Logistic regression is an approach to prediction, with logistic regression, the researcher will be 
predicting a dichotomous result [15]. 
        Socio-economic variables are very often categorical, rather than interval scale. In many 
cases research focuses on models where the dependent variable is categorical. For example, the 
dependent variable might be ‘unemployed’ / ‘employed’, and we could be interested in how this 
variable is related to sex, age, ethnic group, etc. In this case, we could not carry out a multiple 
linear regression as many of the assumptions of this technique will not be met, as will be 
explained theoretically below. Instead, we would carry out a logistic regression analysis. Hence, 
logistic regression may be thought of as an approach that is similar to that of multiple linear 
regression but takes into account the fact that the dependent variable is categorical. The term 
infinite parameters refer to the situation when the likelihood equation does not have a finite 
solution (or in other words, the maximum likelihood estimate does not exist). The existence of 
maximum likelihood estimates for the logistic model depends on the configurations of the 
sample points in the observation space [16]. 
We also need the Analysis of the relationship between multiple independent variables and a 
categorical dependent variable, and estimates the probability of occurrence of an event by fitting 
data to a logistic curve. There are two models of logistic regression, binary logistic regression 
and multinomial logistic regression. Binary logistic regression is typically used when the 
dependent variable is dichotomous and the independent variables are either continuous or 
categorical. When the dependent variable is not dichotomous and is include more than two 
categories, a multinomial logistic regression can be employed. As an illustrative example, 
consider how coronary heart disease (CHD) can be predicted by the level of serum cholesterol. 
The probability of CHD increases with the serum cholesterol level. However, the relationship 
between CHD and serum cholesterol is nonlinear and the probability of CHD changes very little 
at the low or high extremes of serum cholesterol. This model considers typical because 
probabilities cannot lie outside the range from 0 to 1. The relationship can be described as an ‘S’-
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shaped curve. The logistic model is popular because the logistic function depends on which the 
logistic regression model, provides estimates in the range 0 to 1 and appealing S-shaped 
description of the combined effect of several risk factors on risk will be an happened. Logistic 
regression is used in various fields, including machine learning, most medical fields, and social 
sciences. For example, the Trauma and Injury Severity Score (TRISS), which is usually used to 
predict death_rate in injured patients, was originally developed using logistic regression. Many 
other medical scales used to assess the severity of a patient has been developed using logistic 
regression [17]. 
 
  2.5 Support Vector Machine  
 
  A Support Vector Machine (SVM) is basically a technique for classifying objects. It’s a 
supervised learning method.SVM performs classification by finding the hyperplane that 
maximizes the margin between the two classes. The vectors (cases) that define the hyperplane 
are the support vectors. 
 SVM  is a machine learning paradigm based on statistical learning theory. Performances on 
par with or exceeding that of other machine learning algorithms have been reported in the 
medical literature. Algorithmically, support vector machines build optimal separating boundaries 
between data sets by solving a constrained quadratic optimization problem. While the basic 
training algorithm can only construct linear separators, different kernel functions (i.e., linear, 
polynomial, radial basis function, and sigmoid) can be used to include varying degrees of 
nonlinearity and flexibility in the model [18]. The principle of support vector machine is shown 




In this situation, SVM finds the hyperplane that maximizes the margin and minimizes the 
misclassifications [20].  
       5.1 Support Vector Machines formulation 
Support Vector machines realize the ideas outlined before. To see why, we need to specify two 
things: the hypothesis spaces used by SVM, and the loss functions used. Some researchers view 
of SVM is that they find an "optimal" hyperplane as the solution to the learning problem. 
 The simplest formulation of SVM is the linear one, where the hyperplane lies on the space of the 
input data x [19] In this case the hypothesis space is a subset of all hyperplanes of the form f(x). 
“Support Vector Machine” (SVM) is a machine-learning algorithm which can be used for both 
classification or regression challenges. However,  it is used in classification problems. In this 
algorithm, we plot each data item as a point in n-dimensional space (where n is a number of 
features you have) with the value of each advantage being the value of a particular coordinate. 
Then, we perform classification by finding the hyperplane that differentiates the two types very 
well (look at the below picture) [21]. 
 
Figure (2.7):  Support Vector 
 
Support Vectors simplify the coordinates of individual observation. Support Vector Machine is a 




       2.6   Data mining  with medical data 
       Medical data are any data "related to health conditions and quality of life". Medical data 
include clinical metrics along with environmental, socioeconomic, and behavioural information 
pertinent to health and wellness. A  health data is collected and used when individuals interact 
with health care systems. This data, collected by health care providers, usually includes a record 
of services received, conditions of those services, and clinical outcomes or information 
concerning those services[22]. Historically, most health data have been sourced from this way. 
The advent of eHealth and advances in health information technology, however, have expanded 
the collection and use of health data but have also created new security, privacy, and ethical 
concerns. The increasing collection and use of health data is the main component of digital 
health. Health data are classified as structured or unstructured. Structured health data are 
standardized and easily transferable between health information systems. For example, a patient's 
name, date of birth, or a blood-test result can be recorded in a structured data format. 
Unstructured health data, unlike structured data [23]. 
 
          2.7   Overview Of  Heart Diseases 
 
          Heart disease is the main reason of death in the world during the human life, either you or 
one of your loved ones will be obliged to make decisions about heart disease, and heart disease is 
the first leading cause of death in high and low-income countries and almost equally in men and 
women[24]. 
           Heart disease is related to some conditions that affect your heart. the heart disease usually 
is blood vessel diseases, such as coronary artery disease, heart rhythm problems (arrhythmias), 
and heart defects  (congenital heart defects), etc. 
The term "heart disease" is often used with the term "cardiovascular disease." The cardiovascular 
disease mostly refers to states that include closed or narrowed blood-vessels that can do a heart 
attack, stroke chest or pain (angina). Other heart conditions, such as those that affect your heart's 




vessels that go to the brain or by high blood pressure study of different data mining techniques 
that can be employed in robotic heart disease prediction systems. The analysis shows that 
different technologies are used in all the papers with taking a different number of attributes 
reached their results different accuracy depends on tools used for implementation. Even though 
applying data mining techniques to help health care professionals in the diagnosis of heart 






















3. Material and Methods 
 
         3.1 Introduction 
 
            KDD is the process of determining useful information from a collection of data. KDD  
used data mining techniques is a process that includes data choose, data preparation, data 
cleaning, incorporating prior knowledge on data sets and interpreting accurate solutions from the 
results and Evaluation so we will get the Knowledge. Classification is a data mining function that 
assigns items. The goal of classification is to accurately predict the target class for each case in 
the data. 
Data mining is a technique that aims at extracting knowledge from big amounts of data, based on 
mathematical algorithms that are the basis of data mining and are derived from many sciences 
such as statistics, mathematics, logic, learning science, artificial intelligence and expert systems, 
and  Patterns science, machine science, And other sciences which are considered smart and non-
traditional sciences. 
There is a lot of Research fields such as statistics and machine learning that is helpful for the 
development of kinds of data mining and knowledge discovery [14]. 
Each doctor with use the Data Mining can easily compare between different treatments 
technique. They can analyze the best of available treatments and find out which technique is 
better and good cost. 
 Data Mining also helps them to know the side effects of particular treatment, to reduce the risk 






In this chapter we will describe how we will use some algorithm that is mean  the algorithm 
analyzes the data allocated for learning and creates a classification model as the following steps: 
1.Training steps 
     2.Testing steps 
The first training step, the algorithm analyzes the data allocated for learning and creates a 
classification model, and the second step is testing, the accuracy of the model is confirmed by 
using the collection of data. [27] 
Medical Data mining in healthcare is as a yet complicated task that needs to be executed 
accurately and efficiently. Healthcare data mining attempts to solve real-world health problems 
in diagnosis and treatment of diseases. [28]. 
         A lot of risk factors are connected with heart disease like age, sex, chest pain, blood 
pressure, cholesterol, blood sugar, family history of heart disease, obesity, and physical 
inactivity. Knowledge of these risk factors medical professionals can diagnosis the heart disease 
in patients easily. 
        In this research we present three well-known machine learning models such as ANN, SVM 
and LR to verify classification process and compare accuracy of these models to decide which 
preferred model in diagnose heart disease. 
        The aim form this research to choose the best classifier for diagnosing heart disease, this 
can be realized by performing training triple well-known machine learning model and compare 








        3.2   Material 
Data mining is the process of finding previously unknown patterns and the 
ways in databases and using that information to build predictive models. Data mining 
combines statistical analysis machine learning and database technology to extract 
hidden patterns and relationships from large databases. The World Health Statistics 
2012 report the fact that one in three adults worldwide, hypertension that causes around 
half of all deaths from stroke and heart disease. Heart disease, also known as 
cardiovascular disease (CVD), include a number of conditions that influence the heart 
– not just heart attacks. Heart disease was the major cause of casualties in the different 
countries including India. Heart disease kills one person every 34 seconds in the United 
States. Coronary heart disease, Cardiomyopathy and Cardiovascular disease are some 
categories of heart diseases. The term “cardiovascular disease” includes a wide range 
of conditions that affect the heart and the blood vessels and the manner in which blood 
is pumped and circulated through the body. Diagnosis is complicated and important 
task that needs to be executed accurately and efficiently. The diagnosis is often made, 
based on doctor’s experience & knowledge. This leads to unwanted results & excessive 
medical costs of treatments provided to patients. Therefore, an automatic medical 
diagnosis system would be exceedingly beneficial [29]. Our work attempts to present 
the detailed study about the different data mining techniques which can be deployed in 
these automated systems. This diagram about plan to achieve one or more goals Heart 










































       3.3   METHODS 
 
 We present the following classifiers for this purpose: 
a) Artificial Neural Network (ANN):      
The artificial neural networks (ANNs)  in medicine has increasingly used 
over many fields. ANNs have been developed as tools to aid clinical decision 
making by  clinical diagnosis, disease staging, image analysis, and survival 
prediction in a wide range of medical fields, 
This chapter we will present the application of ANNs to  Clinical 
detection of heart disease using of ANNs. 
 As indicated ANNs have been used for decision making in a number of 
areas of medicine. One area in which ANNs have been applied particularly 
extensively is heart disease because. ANNs have been developed to aid heart 
disease diagnosis, disease staging [30]. 
A lot of studies shows that Artificial Neural Networks used in clinical decision 
making and helps the doctors to analyze and make sense if complex clinical data 
and medical applications.[31].  
 
b) Support Vector Machine:  
          The SVM can take a set of input data and predicts for it, for each given 
input, which of the two possible classes comprises the input, making the SVM a  
binary linear classifier. Given a set of training examples, each one as belonging 
to one of two categories, Support Vector Machine (SVM): It executes 
classification by constructing a linear optimal defined by a separating 
hyperplane within a higher dimension, the algorithm outputs an optimal 
hyperplane, categorizes which separates the data into two categories (or classes). 
With an appropriate nonlinear mapping, the original training data is mapped into 





 Medical science has used SVM for protein classification. The National Institute of 
Health has even developed a support vector machine protein software library. It’s a web-
based tool that classifies a protein into its functional family. Some people didn't use the 
support vector machine because it can be hard to understand unless you have very good 
knowledge in mathematics who can explain to you what is going on. In some cases, you 
will stay with a black box implementation of a support vector machine that is taking in 
input data and make output data, but you have little knowledge in between. Machine 
learning with support vector machines takes the concept of a perception a little bit further 
to maximize the geometric margin. It’s one of the reasons why SVM and NN are 
frequently compared in function and performance[2]. 
This model can now be applied to data sets.  The attribute weights of 
SVM  come from the attribute weights.  when the dot kernel type is used, that is 
mean better for our dataset and if we change the parameter(other kernel types) 
the accuracy is lower and there is a lot of uses because there is different kernel 
functionscan be specified for decision functions . “Following kernel, types are 
supported 
 dot: The dot kernel is defined  
                                         k (x, y)  = x ∗  y  
i.e. it is inner product of x and y.  (when choose this kernel type we get optimal accuracy 
of SVM).  
 radial: The radial kernel is defined by expr.: (−g ||x − y||^2) 
 Where g is the gamma, it is specified by the kernel gamma parameter. The adjustable 
parameter gamma plays a major role in the performance of the kernel, and should be 
carefully tuned to the problem at hand.  
 polynomial: The polynomial kernel is defined by                                               k(x, y) = (x ∗ y + 1)^d   
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Where d is the degree of polynomial and it is specified by the kernel degree parameter. 
The polynomial kernels are well suited for problems where all the training data is 
normalized.  
 neural: The neural kernel is defined by a two-layered neural net:                                                            (tanh(a x ∗ y + b^  ) 
 Where a is alpha and b is the intercept constant. These parameters can be adjusted using 
the kernel a and kernel b parameters. A common value for alpha is 1/N, where N is the 
data dimension. Note that not all choices of a and b lead to a valid kernel function.  
 anova: The anova kernel is defined by raised to power d of summation of exp:                                                     (−g (x − y  ))  
where g is gamma and d is degree. gamma and degree are adjusted by the kernel gamma 
and kernel degree parameters respectively. 
 epachnenikov: The epachnenikov kernel is this function:                                                  ((3/4)(1 − u2  ))   
For u between -1 and 1 and zero for u outside that range. It has two adjustable 
parameters kernel sigma1 and kernel degree.  
 gaussian_combination: This is the Gaussian combination kernel. It has adjustable 
parameters kernel sigma1, kernel sigma2 and kernel sigma3.  
 multiquadric: The multiquadric kernel is defined by the square root of (||x − y||^2 +  c^2||) 





c) Logistic Regression:                                                                          
             Although there are several statistical methods developed to analyze data with 
Classification variables, the analysis of logistic regression has several advantages that 
make it suitable for use in such cases. 
The importance of logistic regression analysis is that it is a more powerful tool to provide 
a test for the significance of transactions. It also gives the researcher an idea of the effect 
of the independent variable on the binary response variable. In addition, the logistic 
regression arranges the effect of the variables, allowing the researcher to determine this 
variable is the strongest Of the other variable in understanding the of the desired result. 
The analysis of logistic regression can include qualitative variables and limits of 
interactions. The logistic model is determined by the response variable (dependent), 
which can take only one of the values of 0,1 (which can be interpreted as either yes or no, 
patient, non-patient, living or dead, infected and uninfected) Which is affected by the 
incidence of heart disease, the variable result (the dependent) is an indication of whether 
the patient will have heart disease or not. Predictive variables (factors affecting) is the 
gender of the patient, the age of the patient smoking and blood pressure patient.in the 
table below  this explain  Advantage and Disadvantage of Classification Techniques 
      
Table 3.1 Advantage and Disadvantage of Classification Techniques[26] 
Methods Advantage Disadvantage 
Neural Network 1. It is able to handle noisy 
data properly for training.  
2. It is able of producing 
complex relationships between 
input and output. It can 
1. Local Minima. 
2.  there is Over-fitting. 
3. The processing  of  ANN the 
network is difficult to explain it 
and require high processing time 
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analyze and arrangement data 
based on its own features 
without any other help.  
3. there is a lot of neural 
networks can be used for 
model creation. 
 
if there are a lot of neural 
networks 
Support Vector Machine 1. They are considered to have 
a better accuracy when 
compared with other 
classifications. 
2. can easily handle complex 
non-linear data points 
3. the Overfitting is not such 
as other methods. 
 
 
1. It's considered 
computationally expensive  
2. it's a selection of right 
kernel function and this 
problem. For each dataset 
there is different kernel 
function appear different 
results. 
3. it's take a long time when 
compared it to other methods 
Logistic Regression 1.it is very efficient,  it’s 
interpretable, doesn’t need a 
lot of computational resources. 
2.logistic regression is simple 
and the factly so we 
implemented relatively easy 
and quick, Logistic Regression 
is a good baseline that you can 
use it to measure the 
performance of another more 
complex Algorithms 
1. in logistic regression we 
can’t solve non-linear 
problems since it’s decision 
surface is linear. 
 
2. Logistic regression 
sometimes when there are 
multiple or non-linear decision 
boundaries this tends to 
underperform .they are not 
flexible to naturally capture 
when there are complex 
relationships. 




       3.4  Understanding Dataset 
 
Choosing and download database(Dataset) from UCI Machine Learning Repository. 
 
Table 3.2  UCI Machine Learning Repository [34] 
Dataset Source:  
1. Hungarian Institute of Cardiology. Budapest: Andras Janosi, M.D.  
2. University Hospital, Zurich, Switzerland: William Steinbrunn, M.D.  
3. University Hospital, Basel, Switzerland: Matthias Pfisterer, M.D.  
4. V.A. Medical Center, Long Beach and Cleveland Clinic Foundation: Robert Detrano, M.D., 
Ph.D.  
 
Heart disease dataset 
This database contains 13 attributes (which have been extracted from a larger set of 
75).        
 
Attribute Information: 
     1. age        
     2. sex        
     3. chest pain type  (4 values)  .      
     4. resting blood pressure.   
     5. serum cholesterol in mg/dl.       
     6. fasting blood sugar > 120 mg/dl .       
     7. resting electrocardiographic results  (values 0,1,2)  
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     8. maximum heart rate achieved .  
     9. exercise induced angina.     
     10. old  peak = ST depression induced by exercise relative to rest.    
     11. the slope of the peak exercise ST segment.      
     12. number of major vessels (0-3) colored by fluoroscopy.         
     13.  thal: 3 = normal; 6 = fixed defect; 7 = reversible defect .  
 
Table 3.3 Attribute description [34] 
 
Symbol  Details  
A Age 
B Sex (0=femal,1=male) 
C chest pain type  (4 values) 
D resting blood pressure 
E serum cholesterols in mg/dl 
F fasting blood sugar > 120 mg/dl(0=false,1= true) 
G resting electrocardiographic results  (values 0,1,2) 
H maximum heart rate achieved 
I exercise induced angina(0=no,1=yes) 
J Old peak = ST depression induced by exercise 
relative to rest 
K the slope of the peak exercise ST segment 
L number of major vessels (0-3) coloured by 
fluoroscopy 
M thallium: 3 = normal; 6 = fixed defect; 7 = reversable 
defect 













Table 3.4 Sample of Dataset [34] 
A B C D E F G H I J K L M Class 
70 1 4 130 322 0 2 109 0 2.4 2 3 3 Sick 
67 0 3 115 564 0 2 160 0 1.6 2 0 7 Normal 
57 1 2 124 261 0 0 141 0 0.3 1 0 7 Sick 
64 1 4 128 263 0 0 105 1 0.2 2 1 7 Normal 
74 0 2 120 269 0 2 121 1 0.2 1 1 3 Normal 
65 1 4 120 177 0 0 140 0 0.4 1 0 7 Normal 
56 1 3 130 256 1 2 142 1 0.6 2 1 6 Sick 
59 1 4 110 239 0 2 142 1 1.2 2 1 7 Sick 
60 1 4 140 293 0 2 170 0 1.2 2 2 7 Sick 
63 0 4 150 407 0 2 154 0 4 2 3 7 Sick 
59 1 4 135 234 0 0 161 0 0.5 2 0 7 Normal 
53 1 4 142 226 0 2 111 1 0 1 0 7 Normal 
44 1 3 140 235 0 2 180 0 0 1 0 3 Normal 
61 1 1 134 234 0 0 145 0 2.6 2 2 3 Sick 
 
 Attributes types 
 Real: 1,4,5,8,10,12 
 Ordered:11, 
 Binary: 2,6,9 
 Nominal:7,3,13 
 Variable to be predicted 
 Absence of heart disease (Normal) or 







This dataset is a heart disease consist of 13 attributes as shown in Table 1, they are 
taken from different 270 person some of the diagnosis as have heart disease and the 
others is not present. The 14 attribute is considered a class. The purpose of analyzing 
dataset to detect Heart Disease present or not (1 is none and 2 is present).  The methods 
used three classifiers to diagnose the new suspect patient state. 
 
3.5  Preprocessing and Preparations 
In this step, many process are done to prepare the data, as follow: 
• Convert class column to nominal (For neural Network can't accept numeric for label 
attribute)  
• Normalization (transform data values as format between 1, -1  for used in Neural 
Network 
• Remove some of outlier instance  
• Example: The following instance with attribute of degree of cholesterols in blood is out 
of range as shown in Table 3.6. 
 
 
Table 3.5 Example: Remove some of outlier instance 












RESULTS AND DISCUSSION 
4.  
 4 .1 Applying classifications models 
 
        Using Rapid Miner Framework for doing the processes the following procedures have been 
conducted by split -Validation for training and testing data. 
4.2. Split -Validation  
          In ANN classifier, we split the data into two part  90% to training data and 10% to testing 
data, and configure the model to get the best performance, confusion matrix used for this purpose 
which used to get the accuracy of ANN to detect the class. With first fire by default 
configuration we get 81.8% as accuracy then: 
1. Add only one hidden layer and exceed the neuron of this layer into 10 
2. Remove with Decay (doesn't check) 
3. Check shuffle data 
4. Normalize values  
After these configurations, we get the best accuracy for ANN which 85.19. The confusion matrix 
as a performance technique for evaluates classifier accuracy the following terms is important to 
understand how model work. 
4.3  Confusion Matrix   
  True positive : refers to the patients with true positive diagnosis.  
True negative : refers to the patients with true negative diagnosis. 
 False positive refers to the patients with false positive diagnosis. 




 Matrix in table 4.1 
Table 4.1 Confusion Matrix details 
Actual Class 
 Normal Sick 
Predicted Class A True Positives False Positives 
Predicted Class B False Negatives True Negatives 
 
- Precision and recall are defined as: 
 
Precision= TP(TP+FP) 
Recall = TP(TP + FN)  
 
Accuracy     
It is mean as the ratio of correctly classified to the total number we can get it statistical by   
 
Accuracy= TP+TNTP+ FP+ TN+ FN  
 
Table 4.2 Confusion Matrix of ANN 
true Sick true Normal class precision 
pred. Sick 9 2 81.82% 
pred. Normal 2 14 87.50% 




10% of data which split for testing 9 of 11 of patient considered sick classified as correct sick 
and only 2 patients of the 11 the ANN fall classify as sick and make it as normal.  On other side 
from 16 patient are state of normal .. ANN classify 14 of them as normal and only 2 classified as 
wrong as sick. The total 9+2+2+14=27 instance represent the 10% that split from original data 
for testing.  
 
The Confusion Matrix of each algorithm, as follows: 
Accuracy is (88.98%), 
 Confusion Matrix of SVM as shown in Table 4.3. 
 
 
Table 4.3 Confusion Matrix of SVM 
 True Sick True Normal Class precision 
pred. Sick 9 1 90.00% 
pred. Normal 2 15 88.24% 




 Confusion Matrix of LR  as shown in Table 4.5. 
 
 
Table 4.5  The Confusion Matrix of LR 
 true Sick true Normal class precision 
pred. Sick 9 1 90.00% 
pred. Normal 2 15 88.24% 





The 9th of 10 person classified as sick the model failed only with one person where it classified 
as normal where it was sick. 
 The 15th of 17th person remain normal after classification process and only two changed into 
sick where it were normal. 
 This model considered as high accurate classifier with numeric and small size of dataset.  
Obviously, the results of SVM  model are better than the neural networks because of the small 
number of data used in education where neural networks can produce better results as the volume 
of data used in education is reversed. 
 
      4.4. Cross-Validation  
Conduct ANN, SVM and LR models by using Cross validation which depending on K-
fold technique to minimize error rate, this technique divides the dataset into K equals subsets for 
training and testing this idea used to eliminate overfitting. On other hands, we try training by 
configuring hyperparameters for three models as well as check confusion matrix accuracy. In our 
experiment, we used the k=3 subset as the highest accuracy with all models. 
  We try k=2,3,4,5,6,7,10,11,12,13 for all. 
The following Table 8. show that SVM with K-fold=3 get the best accuracy result which means 
the model can diagnose the heart disease with accurate per cent is 82.22%. as shown the model 
only failed by 14 in sick and 36 in normal when testing whole data. 











Table 4.6 The Confusion Matrix of LR SVM & ANN by K-fold, X-validation 
LR - 81.48% true Sick true Normal class precision 
pred. Sick 84 14 85.71% 
pred. Normal 36 136 79.07% 
class recall 70.00% 90.67%  
SVM- 82.22% true Sick true Normal class precision 
pred. Sick 79 7 91.86% 
pred. Normal 41 143 77.72% 
class recall 65.83% 95.33%  
ANN–79.26% true Sick true Normal class precision 
pred. Sick 92 28 76.67% 
pred. Normal 28 122 81.33% 
















pred. Sick - LR pred. Normal -
LR
pred. Sick - SVM pred. Normal -
SVM
pred. Sick - ANN pred. Normal -
ANN




As shown in figure 4.2 diagnoses model consists of four stages pre-pressing which include 
transforming data type of dataset to be applicable for SVM which was the best algorithm in the 
previous testing in this stage we convert the original heart disease dataset collected into training 
data which will be used by SVM for diagnosing. 
The second stage consists of configuring SVM algorithm parameters that give the optimal result 
in this stage we use confusion matrix that divides training data into two parts 10% of data used 
for testing and 90% used for train SVM model. 
The third stage applies the SVM algorithm to a new case for diagnoses once input the 
information of new case the SVM will use all data for training to detect the result of the new 
case. Once the training is finished the model will produce the result of diagnoses for the new 
case. 
The last stage evaluates the result by a medical expert to verify the result in case of confidence 
result the new case information will be appended into the training data for the more accurate 
model. 
Adding the new case information result to the training set will growth the accuracy of our model, 
after a period of time our training data will be growth. The training data after many additional 
processes will become have two type of data records, the original data which collected before 
which not tested by a medical expert and the other data records which tested one by one. So, in 
this case, the quality of dataset will be verified and reliable after many new case information 
added records. 
The diagnoses model will become accurate because it has more verified data records and the 
training data will also continue in growth. 
 we can Reduce error rate in training data by continue flooding verified new patient data this 








        4.5 Analyzing and comparing result 
 
              The results of the SVM classification algorithm compared to the ANN classification, are 
very good. The difference in the accuracy is noticeable.  Each time when we exceed the training 
data ANN classifier going for accuracy and down in speed. While in SVM little of lasting 
accuracy when we decrease the amount of training data.  We conclude That SVM is optimal with 
a small dataset. The situation is more various with Logistic Regression classifier this model is 
considered as lazy classifier because it does not has significant influences by reducing training 
data, it achieves 82% accuracy when the data split into two equal parts, one-half of data set for 
training and the other half of data set for testing. 
The following table 4.5  show that SVM and LR classifiers give the same result and more 
accurate that ANN learning in diagnoses the heart disease by using spilt validation, this happens 
because the little instances used to training the ANN model and emphasize that ANN model 
should use with large dataset in deep learning can give more efficient result.  The similar result 
between LR and SVM in accuracy reflex that the two model-based the technique in the training. 
On other hands, SVM classifier gives the best result depending experiment on Table 4.5   by 
comparison between with two tables we can say that the SVM is a more efficient model than 









In table 4.7 The results of the experiments. We have held some experiments to evaluate the 
performance and usefulness of different classification algorithms for predicting Heart Patients. 
And accuracy is very important in the field of medical domain. 
 
 
Table 4.7 Accuracy of three models 
Model Accuracy result with split validation
  
Accuracy result with cross-validation 
ANN 85.19% 79.26% 
SVM 88.98% 82.22% 
















CONCLUSION AND FUTURE WORK 
5.  
        5.1 Conclusion 
 
This work involved research on classification as one of the most famous tasks 
of data mining. It mainly concerns on comparing between three classification 
algorithms to predict if the human has heart disease or not, the more informative model 
gives more accurate results that led us to use SVM or LR which are more accurate than 
ANN. 
We present three major classification models such as Artificial Neural Network, 
Support Vector Machine and Logical Regression with hyperparameters and overfitting 
to predict and diagnose heart disease. Configuring model such as setting arguments is 
laborious processes so, it can lead to overfitting state. Our experimental result also 
showed that the amount of splitting data into training and testing was critical in 
determining the accuracy and performance of the model. We use a confusion matrix to 
test the accuracy of the model. So can be used with the same parameters in diagnoses 
state. 
In our work, we did the experiments using dataset of 270 instants and using two 
approaches of validation which are split validation and cross-validation. Based on our 
experiments, we conclude that the accuracy of SVM and LR classification model is 
higher than ANN, in which they use sequential minimal optimization in the case of the 
applied classification method to the data analysis task for classification problem of 
heart diseases, moreover, the feature extraction algorithm based on statistical 
properties. In addition, split validation is more accuracy than cross-validation. 
          Our experiments have been done to predict the human condition and 
whether he has heart disease or not. This depends on the learning theory by which the 
machine is taught on a set of previously classified data, and then the machine predicts 
new unclassified cases. 
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     5.2 Future Work 
 
        In future work, we are looking to test more classifiers with the same dataset, to get a new 
answer about, is there a relationship between the field of study words is there any specific best 
classifier can be specialized for medical data. 
This research provides a study of different prediction models in data mining and helps to find the 
greatest model for further work. 
This work can be enhanced by increasing the number of attributes for the existing system of our 
previous work. The symbolic Fuzzy K-NN classifier can be tested with some data unstructured 
available in health care industry database by modifying into fuzzified structured data with 
increased attributes and with a collection of more number of records to provide better accuracy 


















Figure (5.1): Prepared data 
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