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Abstract 
We study the large deviations and the central limit theorem for the occupation time 
functional of a Poisson system of independent Brownian particles in Rd, extending the results of 
Cox and Griffeath (1984) to functional spaces. In the lower (recurrent) dimensions d = 1,2 we 
have critical orders T”* and T/log T, whereas in higher (transient) dimensions we have the 
usual order T. We give explicit expressions for the corresponding rate functions and covariance 
functionals and derive some asymptotic microcanonical distributions. 
Key worn’s; Large deviations; Occupation time functional; Infinite particle system; Infinite 
Brownian particles 
AMS Subject Classification: 60FlO 
0. Introduction and results 
Consider a Poisson point process N,, on Rd with intensity dx and let P be the 
probability distribution of the evolution system {N,, s 2 0} starting from No where 
each particle (B,“, s 2 0), B$ = x E supp(N,), independently follows the law of a d- 
dimensional Brownian motion (BM). For a given bounded function cp E L’( Rd) with 
compact support we write 
N(cp) = s cp(x)Ns(dx) = c v(K) w x~su~~(No) 
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and define Lr the mean occupation time functional of the system 
LdcpHt) = f s 7.t N,(q) ds = NrAcp)ds 0 
for t E [IO, l] and T > 0. By the ergodic theorem, we have as T + 0~: 
L,(q) + i, P-as., 
where i+(t) = t (p and I$ = Slwd cp( x) dx. 
(1) 
More generally, viewed as a measure-valued process, with respect to the vague 
convergence, 
Lr = i P-a.s., 
where i(dx)(t) = tdx, t E [0, 11. 
Cox and Griffeath (1984) initiated the study of large deviations for occupation times 
of a Poisson system of independent particles in Cox and Griffeath (1984). They 
showed a large deviation principle in IR for {L,(q)(l): T 2 O>, the mean particle 
density at fixed time t = 1 of a Poisson system of simple random walks on Zd with 
critical orders in the recurrent case: Or(T) = T1/’ in dimension one and 
02( T) = T/log Tin dimension two, and usual orders Dd( T) = T for transient dimen- 
sions d 2 3. The A$ given below are similar to their rate functions. Lee (1988) showed 
a similar large deviation principle for noninteracting infinite particle systems in a more 
general setting. He pointed out the variational formula (4) for Ad at the end of his paper. 
We are interested in the large deviations at process leuel for occupation time 
function& {LT, T 2 0} of the Poisson system of independent Brownian particles. The 
critical orders Dd( T) remain the same. However, the interesting feature is that the 
critical dimension for the rate function reduces to d = 1, since for d 2 2 the rate 
function takes the usual integral form (5). This new phenomena yields a nonlinear 
profile for d = 1 in the microcanonical principle, cf. Theorem 0.3. 
We will also see that the rate functions governing the large deviations are the 
Legendre transforms of limiting logarithmic moment generating functions, which are 
explicitly given in terms of expectations with respect to a single Brownian motion. 
Using the invariance principle, we can extend our function space result to random 
walks and recover the result of Cox and Griffeath (1984) in R by the contraction 
principle, cf. Section 1. Similar large deviation results for noninteracting systems have 
been derived (e.g. Donsker and Varadhan, 1987; Lee, 1989). 
Before stating the main results we introduce some notations. Let M( Rd) be the set 
of positive a-finite measures on Rd endowed with the vague topology generated by the 
continuous functions with compact support. Let M’( Rd) be the set of p E M( Rd) 
such that p(dx) = g(x) dx with g1’2 E H’(Rd) (the usual Sobolev space) and 
lim,, 5. g(x) = 1. 
Next let Co [0, 11 be the set of continuous real-valued functions on [0, l] which 
vanish at 0, endowed with the supremum norm // - (I, and let M[O, l] be the dual of 
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&CO, 11, i.e. the set of finite signed measures on [0, 11, with the dual operation 
(f, \I> = Sit(r) \j(dt)> f ECoCO, 11, ~EMCO, 11 
0 
and write F,,(t) = v((t, 11). Let H[O, l] be the set of absolutely continuous functions 
on [0, l] vanishing at 0 and Hb [0, I] be the set of bounded f E H[O, 11. 
Define the limiting logarithmic moment generating functions A,: M[O, l] -+ 
(-cc,~l 
44~) = f’-“, DA T’logECexp(D,(T)(L,(cp), lJ>)l (2) 
and the Legendre transforms ii: : Co [0, l] + [0, a], 
A;(f) = sup{(f; v) -Ad(v): veM[O, 11). 
Our main result for d = 1 is the following strong large deviation principle for L,( cp): 
Theorem 0.1. Assume d = 1, @ # 0. 
(i) Then the limit in (2) is well dejned and AT is a good ratefunction with AT(f) = co 
.for,f#HCO, 11 and 
AT(f) = 0 ifand only if f = i,. 
(ii) Moreover,for all closed F c C,[O, 11, 
(3) 
lim supT_ 
T-r 
1’210gP(L.(cp)EF)I -i:fAy 
und for all open sets G c Co [ 0, 11, 
liminfT-“210gP(L,(q)~G)2 -i;fAy. 
T- 3% 
We will also show the following explicit expression of ii 1 : Let { 1: : s E [ 0, 1 ] 1 be the 
local time at x E R of the standard Brownian motion, then 
s 
1 
A,(v) = (P F,(t)u,(t,O)dt= {uy(O,x)- l}dx, 
0 s w 
where u, : [0, l] x 52 + R is given by 
i (J 
1 -f 
u,(t,x) = E exp (p FJt + s) dl: . 
0 11 
In higher dimensions d 2 2, we have a simple integral expression for A,: 
s 
1 
fL(v) = &(F,(t))dt with Ad(z) = A,(T~,), SE R, 
0 
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where for d 2 3, 
n,(z) = r 
s 
cp(x)n,(x)dx> 
with 
~~(x)=~~~~p~;i:~(~~)d~~,, XER. 
An alternative expression for A,(t) is given by 
Ad(T) = sup t 
is 
cp(x)v(dx) - Jd(v): VEM’(R~) , 
w 
where 
Jd(v) = ; 
s 
dv 
IVf1’2(x)12dx for f= -, 
IWd dx 
cf. Lee, 1988. For d = 2 we have the exact expression 
(4) 
Let A,* : R + [0, 001 denote the Legendre transform of &: 
n,*(x) = ;!${x’? - n,(r)}. 
Then 1;(x) = 27c(l - m)’ f or xcp 2 0, n;(x) = az otherwise, and for d 2 3, in 
view of (4) 
A,*(x) = inf 
i 
J‘,(v): v E M’(Rd), 
s 
Rdcp(y)v(W = x 
I 
. 
We can state the following weak large deviation principle for L,(q): 
Theorem 0.2. Assume d 2 2 and for d = 2, (p # 0. Then 
(4 
is a strictly convex ratefunction satisfying (3) but A,* does not have compact level sets in 
C, CO, 1 I. 
(ii) Moreover,for all compact F c COIO, 11, 
limsupD,(T)-‘logP(L,(cp)EF)< -infil,* 
T-a; F 
and for all open sets G c COIO, 11, 
liminfDd(T)-‘logP(L,(q)EG)> -inf&. 
T-r, G 
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Note that for d = 1,2, the rate function & depends only on @. We will denote by 
A,*,’ the normalized rate function for @J = 1. 
The function A,* is the rate function governing the large deviation principle of 
LT( q)(l) as T -+ cc For d 2 2 the expression (5) for ,4: is quite standard and applies 
in various other situations, cf. Deuschel and Stroock, 1989b. On the other hand, if we 
define 2: accordingly, then in general 
s 1 Al(f) # J.T(fUW, f~H[o, 11. 0 
In particular if we are interested in the optimal path f,’ minimizing the rate function 
& at fixed end point f(l) = y: 
A?(E) = infIX( f(l) = Y} = G(Y), 
then we get from (5) for d L 2 a linear profile 
j-$(t) = yt = i,(t), t E [O, l-j, 
whereas in the nonstandard case d = 1 for small ( y - $5 1 we have the nonlinear profile 
f;(t) = s’-“(t) + i@(t) + O(ly - cp13’2), t E[O, 11, 
cf. Lemma 4.1, where 
gY_‘p(t) = Y[l + t3’2 - (1 - ty-J, t E [O, 11. 
The relevance of f z is expressed by the following microcanonical principle. 
Theorem 0.3. Let qn 2 0 with (p > 0, then for all y > 0 and e > 0, 
limlimsupD,(T)-‘logP(L,((p)4 B(f& e)/lW(~)(l) - YI < 6) < 0, 
6~0 T-m 
where B( f dy, E) is the ball of radius E around f i. 
In other words, conditioned to reach y at time 1, LT( up) converges to f i as T -+ co . 
Remark. So far we have looked at the occupation time functional evaluated at a fixed 
test function cp. Following Lee (1988, 1989) we can easily extend Theorems 0.1 and 0.2 
to a strong (d = l), respectively, a weak (d 2 2), large deviation principle for {L,: 
T 2 0) viewed as an element of Co ([0, 11; M( rWd)). The corresponding rate functions 
12: Co([O, 11; M(IWd)) --f [0, KI] are of the form 
Id*(v) = 
&3’(f)> v,(dx) =f(r) dx, f E GCO, 11, 
co, otherwise, 
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for d = 1,2, and for d 2 3 
I,*(v) = 
i 
j;&(~;)dt, v E WCO, 11; M(Rd)), 
m, otherwise, 
where 
H([O,l];M(Rd))= 
i 
v,EC~([O,~];M(R”)):&(~~)=~(~)~~EM~(R”) 
I 
For the sake of completeness we also prove in Section 3 the following central limit 
theorem. 
Theorem 0.4. (i) Let d = 1 and @ # 0, then the process T”4(LT( cp) - i,) converges 
weakly, as T+ W, to a centered Gaussian process with covariance function T(s, t) 
given by 
I-(& t) = $2 J ~(~312 + s3i2 - (t - s)3'2), 0 5 s < t 2 1. 
(ii) Let d = 2 and @ # 0, then the process (T/log T)l12 (L,(p) - im) converges weak- 
ly, as T-+ “6, to a BM with variance 245’. 
(iii) Let d 2 3 and assume o2 (cp) E 2 JCIWdjZ cp( x) G( x, y) cp( y) dx dy > 0 where 
G(x,y)=cdJx-yyJ- (d-2’ is the Green’s function of the standard BM. Then the process 
T’j2(LT(q) - i,) converges weakly, as T + co, to a BM with variance 02((p). 
Note that, just as in the large deviation theorems, (p # 0 is needed only for d = 1,2. 
Also we have a standard covariance for d 2 2 but not for d = 1. In dimensions d = 1,2 
if 5, = 0 then the orders D, (T) and D2( T) must be changed, otherwise we get trivial 
limits. Cox and Durrett (1990) discussed a special case for the Poisson system of 
simple random walks in dimension d = 1, but we were not able to derive the 
corresponding function space result. 
The paper is arranged as follows. Theorems 0.1 and 0.2 are proved in Sections 1 and 
2 and Theorems 0.3 and 0.4 in Sections 3 and 4, respectively. Some remarks on how to 
extend the results to simple random walks will be given at the end of Section 1. 
Properties of the rate function LI,* are derived in the corresponding sections, according 
to dimensions. 
1. The one-dimensional case 
In this section we prove Theorem 0.1. We first show the exponential tightness for 
the distributions of (L,(q), T > 0), cf. (17), then we prove the convergence of the 
logarithmic moment generating function of LT( cp) and give an explicit representation 
for this limit, cf. (32). Now by Deuschel and Stroock (1989a, Theorem 2.2.4) we know 
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that IIT is a good rate function and the upper large deviation bounds hold for all 
closed subsets. The lower bounds for open subsets can be proved by standard 
discretization method reducing the problem to finite dimensions and we omit it, cf. 
Deuschel and Stroock (1989b). At the end of the section we study properties of AT and 
make some comments on random walks. 
Before proving anything we recall a useful expectation formula for Poisson systems, 
cf. Lee (1988). 
Lemma 1.1. Let Q : C( [O, “c); Rd) + R be a bounded measurable functional, then 
(&[ev(Q(B))l - l)dx, 
where E, denotes the expectation with respect to a standard BM starting at x. 
Throughout the rest of this section, we set d = 1. The logarithmic moment generat- 
ing function of L,(q) is defined by 
iiT( T-1’210gE[exp(T1’2(Lr(cp),v))], VEM[O, 11. (6) 
Suppose that the support of cp is a subset of [ -h, h], where h is a positive number. We 
define for x E R the stopping times 
t,=inf{t>O(B;‘E[-h,h]). (7) 
Then for 1x1 > h the random variable r, has a continuous distribution with density 
(Karlin and Taylor, 1975) 
f(T) = 1x1 - h -3/2 
.x FT exp(-(‘xii’)2), T >o. 
So for 1x1 > k and any T > 0, there exists a constant C(T) such that 
P(T, I T) I c(T) &exp(-(“\ih)‘). 
For c( E (0, 11, let ru, : Co [0, 11 + [0, a] be the modulus of continuity of order r 
4f) = 
O,%l 
If(t) -f(s)1 
(t-s)” 
(10) 
We assume in the following lemma that cp is nonnegative since otherwise we take I cp I. 
Define for T > 0. 
(11) 
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The proof of the exponential tightness is decomposed to several steps. Each step 
corresponds to a part of next lemma. 
Lemma 1.2. With the definitions above, we have for IX E (0, l/2) 
(i) for any c > 0, 
&dexp(cdWJl < a; WI 
(ii) there exists a positive constant M, < co such that 
v( T, a, T1” x) i M,, (T,x)E(O,~O)XR; (13) 
also the following limits exist for all x E R 
g,(x) s rGrnm v( T, CI, T112x) = E,[exp(@ow,(lX))] < co, (14) 
where as before, (p = l q(y) dy and 1” = (lr, t 2 O> is the local time at x of standard 
BM; 
(iii) there exists a constant H < co such that whenever 1x1 2 h + 1 and T > h2 + 1, 
0 I u(T, r, T”2x) - 1 I H exp(- (1x1 - 1)2/2); 
(iv) 
A,-limsup T-“210gE[exp(T”2~,(Lr(~)))] < co, 
T-CC 
and for any m > 0 there exists a compact subset K, of C,[O, l] such that 
lim lim sup T- ‘I2 logP(LT((p) # K,) = - 00. 
m+mE T-m 
(15) 
(16) 
(17) 
Proof. (i) From the Theorem 1.3.2 (vi) and Theorem 1.3.24 of Deuschel and Stroock 
(1989a), a much stronger result holds: for a E (0, l/2) there exists a constant 
y = Y(X) > 0 for which 
&Cexp(wf(B))l < ~0. 
(ii) From the scaling properties of BM and the occupational time theorem, we have 
in law that 
i s 
f 
74/z q(BTy + T”2X)du, 0 I s < t I 1 
s I 
h 
= +q(y) dy(l;“+y’“? - l,“+“vfi), 0 5 s < t 5 1 
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Therefore, 
T”2 1’2 x) du )I 
cp(y)dy(l;“+Y’fi _ j;x+~ldF) 
x+ylv@ _ /-x+Ylv”T 
s 1 
)I 
S& 
s 
1 dyE[exp(2hII~)10,(l-“‘Y’“~))], (18) 
h 
where the last inequality follows from the Jensen inequality. 
We have to estimate E,, [exp(co,(P)] for c > 0 and a E [w. For any fixed a, Tanaka 
formula (Revuz and Yor, 1991) gives 
K - 1: = (I*, - al - Ial - A(a)) -(I& - al - Ial - A(a)) 
5 I*, - *,I + IA(a) - A(a)I > (19) 
where (/$(a), t 2 0, PO(a) = 0) is a BM. Using the estimation in part (i) we get for all 
EoCexp(c% c sup 
I*, - *,I + IA(a) - A( 
oss<t< 1 (t - sy 
5 ECexp(cw,(*) + cwMaI))l 
= E[exp(2co,(B))] < co. (20) 
Take M, = E [exp(4h /I 40 // w,(B))]. Now (18) and (20) give the required estimate 
(13). This estimate also implies that {exp(supoSsCtS 1 (l/(t - ~)a) T1i2Jsfcp(BT, 
+ T”’ x) du): T > 0} is uniformly integrable. Finally, the second equation in (18) 
the continuity in space variable of Brownian local time, and the fact that (1:, 
t 2 0) = (I;“, t 2 0) in law yield the limit (14) of part (ii). This completes the proof of 
part (ii). 
(iii) Let us prove it for x 2 h + 1. The case of x I - (h + 1) is handled exactly the 
same way. We introduce one more notation here: 
1 
s 
Tt 
W(T,cc,x)= 
o-_Ss%(t - s)” 
cp(B,, + T”2x)du. 
T, 
(21) 
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Denote by pr, the o-field generated by 7,. Then 
v( T, CI, T112 x) = E[exp( T-“’ W( T, CI, xjj] 
=E[E[exp(T-‘I2 W(T,or,x))(.Frr,.J]. (22) 
We have to estimate the conditional expectation of exp( Tm ‘I2 W( T, CC, x)) given 
zT’ 5 = z for r > 0, since we are considering x 2 h + 1. For r 2 T, it is obvious that 
E[exp( T- 1’2 W( T, CY, x)) 1 zT’,zX = 71 = 1. (23) 
For 0 < r < T, we use the strong Markov property of BM to get (a v h E max { a, h) j 
E[exp(T-li2 W(T,a,xj)J~~i+ = z] 
=v(T,cc,h)l M,. (24) 
The first inequality in (24) is true because the length of the interval (Ts v z - 5, 
Ts v 5 - T) is less than or equal to the length of (Ts, Tt) and we are considering the 
supremum of the integrals over all such intervals. The second one is what we have 
proved in part (ii). 
Putting (22)-(24) together: 
V( T, c(, T”‘x) I P(I,( 1 x 2 T) + M,P(zT~~ < T) 
I 1 + M,P(~TI.I, < T). (25) 
The estimate P(TTIz~ < T) I h-‘(2/n)“2 exp( -(x - 1j2/2) is obtained for all 
T 2 h2 + 1 from (8) with a change of variable, and v( T, CI, T1j2 x) - 1 2 0 is from the 
definition of C. Finally, the required estimate in part (iii) follows from (25) with 
H = hm’(2/7r)“2M,. 
(iv) First note from the definition of L,(q) that 
LT(q)(tj - LT(qj(sj = c j’q+%,bciu. 
xssupp(No) s 
Therefore. 
LT(qj(tj - LT(qj(s) 
(t - s) 
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We use the estimates in parts (ii) and (iii) and Lemma 1.1 to get for all T 2 h” + 1, 
T-“210gE[exp(T1’2 w,(L,(cp)))] 
< T- 12 1ogE exp c 
[ ( 
T'!' 
xtsupp(hlo) 
= T- 1!2 
s 
[o(T,sc,x)- i]dx 
R 
= 
s 
[u(T,a, T’!‘x)- l]dx 
R 
h+ 1 
cz [o( T, 3, T’!2 x)- l]dx+ [u(T, x, T1’2 x) - l] dx 
J-h-1 J~xl>h+l 
I2(h + l)M, + 2H 
s 
exp( -(x - 1)‘/2)dx < CQ, 
x>hfl 
which proves A, < a. 
For proving (17) set K, E {fe C,,[O, 11: 01/4(f) 5 m} for 
compact in C,,[O, l] (Arzela-Ascoli theorem). Now (16) and 
P&((P) & KJ = V~~I,~(~(CP)) ’ m) 
5 exp( - T”‘m)E[Iexp( T1i2wI,4(L,(cp))] 
give (17). The proof of Lemma 1.2 is completed. 0 
We now prove the convergence of II~( v). Define uT : [0, l] x R 
u’(t, x) = E ,,[e,,(,1’2~,(B~~)F.is)ds)] 
= E~[exp(T’12j~1-fs(B,.)r.(r + s)ds)], 
m : + 0. Then K, is 
R 
(26) 
where E,,, denotes the expectation with respect to a BM starting at x at time t. 
Lemma 1.3. Assume q has compact support and v E M[O, 11. 
(i) (Feynman-Kac formula) uT satisfies the partial differential equation 
duT(t, x) T - 
at 
= ZAuT(t, x) + T”‘~(x)F,(t)uT(t, x), 
zP(l,X)= 1, 
where A is the Lnplace operator with respect to x. 
(27) 
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(ii) uT(t, x) is uniformly bounded on {(T, t, x) E (0, co) x [0, l] x R}, and there exist 
constants K(T) and Ho such that for 1x1 2 h + 1, 
lur(t, x) - 1) i K( T)exp( -(lx1 - h)2/2T) 
and whenever 1x1 2 h + 1 and T > h2 + 1, 
IuT(O, T”‘x) - l( i HOexp( -(lx1 - 1)2/2). 
(iii) Then for all (t, x) E [IO, l] x R 
lim uT( t, x) = u,( I, 0), lim ~~(0, T112 x) = u,(O, x), 
T-cc T-u 
where 
(s 
l-1 
ht4 xl = E. Cexp Cp F,(t + s)dl: _ 
0 )I 
(iv) For any v E M[O, 11, 
I 
1 
Al(v) = if”, A,(v) = @ F,(t)u,(t,O)dt= {uJO,x)- 1)dx. 
0 s R 
Proof. (i) This is the well-known Feynman-Kac formula. 
(ii) It is from part (ii) of Lemma 1.2 that for CI E (0, l/2) and some A4 > 0 
uT(t, x) s E, [exp(T1/’ l:f,ll~,l~(BTI)ld~)1 
We prove (28) for x > h + 1. As the proof of (15), 
uT( t, x) - l=E,[exp(T1~2~~~rF~(i+~)Ln(Bi,)ds)]-l 
= E[EX[ exp( T1/’ I:-‘FV(, + s)q(13rS)ds)]P~.]] - 1 
=P(r,zT)-1 + 
s 
‘fx(~)Ex 
x [exp(T...,‘-‘iV(t +s)q(B,,)ds)\r,= r]di. 
By the same derivation of (24) and using (9) we have 
IuT(t,x)-l15(l+M)P(rX~T)l(l+M)C(T)exp (-!+). 
(28) 
(29) 
(30) 
(31) 
(32) 
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This is (28). Similarly, for 1x1 > h f 1 and T > hZ + 1, 
IuT(t, T112x) - 11 I (1 + M)P(~,I.~, 5 T) < Hoexp (1x1 - 1Y 2 
> 
. 
(iii) By Borodin (1989, Theorem 4.1) 
q(B,O)ds, t r 0 
) 
*(cpl,,t > 0), 
where 5 stands for weak convergence in C([O, co), R). Let cpX(y) = cp(y + x). Then 
GX = (p for any x E R. Since F,(l) = 0 = lo, integration by parts yields that for any 
XE R; 
T1/2 s 1 -L F,(t + s)cp(Bf,)ds = - 0 s 1-t s dF,( t + s) T"* s q,(BT,)dU 0 0 
1-f 
a-q s dF,(t + s)1, = @ 0 J l-f F,(t + s)dl,. 0 
Since exp(x) is a continuous function of x, 
The uniform boundness of uT of part (ii) implies the uniform integrability of 
{exp( T1/2 Ji-'Fy(t + s) q(B”,,)ds: T > 0}, and finally the first limit in (30) follows. 
The second limit in (30) is proved similarly (please refer to the proof of (14)). 
(iv) An integration by parts shows 
1 
(LT(q), V> = 
1 s 
V(dt) ’ NT,(cp)ds 
0 0 
= dN,,(lp)F,(W = c 
s s 
’ cP(B”,,)Fv(s)ds. 
X~S~PPWO) 0 
By Lemma 1.1, 
/t,(v) = T-“*logE c 74” 
X~SUPPP'O) s 1 d&s) F,(s)ds 0 >I 
= T-‘/2 s +=(0,x)- l}dx = (~~(0, T"2x)- l}dx. R s w 
Define for t E CO, f] (we use same notation AT) 
/t,(t, V) = T-1'2 
s 
Rj~T(t,~)- I}dx. 
(33) 
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Then AT(r) = n,(O, v). We integrate both sides of (27) on (t, l] to get 
1 
l2-(t, x) - 1 = 
j 
‘T 
- Au~(s, x)ds + 
L 2 s 
T1”Fv(s)cp(x)uT(s, x)ds. 
f 
Part (ii) and the fact that j AnT(t, x)dx = 0 imply 
/l,(v) = A,(O, v) = T- “’ s [d(O, x) - l] dx Iw 
= ja' F,(t)dt jR(p(x)uT(r, x)dx. (34) 
Now the dominated convergence theorem proves the first equality of (32) because 
cp has compact support and because of parts (ii) and (iii). The second equality of (32) is 
a direct consequence of (33) and parts (ii) and (iii). Cl 
We now take a closer look at the rate function AT. Recall the definitions 
3.,(r) = /i,(~6~) and /zT the Legendre transform of i,. Then (LT(cp)(l), T > 0) 
satisfies a large deviation principle of order T’12 and rate function iT. By the 
contraction principle, 
i:(x) = inf{/iT(f): fG COIO, 11, f(1) = x>. 
Lemma 1.4. (i) iLT is strictly convex and A:(x) = 0 if and only if x = Cp; 
(ii) n:(f) = 0 ifand only ff= i,; 
(iii) iff E H[O, I] then 
and A:(j) = + co otherwise; 
(iv) ~1 @f(t) < 0 for some 0 I a < b I 1, then /i*(f) = + 00. In parricz&r 
AT(x) = + co if@Jx < 0. 
Proof. (i) Since, for fixed t E [0, l] in law I: = 4 IB, 1, we have 
s 
1 
AI(T) = Tcp EoCexp(~@~I~ll)ld~~ 
0 
thus ii is differentiable and strictly convex. This implies the first statement, cf. Ellis 
(1985, Theorem X3.5 and Theorem VII.2.1). 
(ii) A:( i@) = 0 follows from the large deviation principle and (1). Next let f # i,, 
then there is to E (0, l] such that f(t,) # to@. Let Vito; be the rate function of the large 
deviations of L,(cp)(t,,). Then il;Ol(x) = t,, ‘i2 iT(x/to) and by the contraction prin- 
ciple and (i) we have 
A?(f) 2 A&: (f(t0)) = rY2 X(f(ro)lro) > 0. 
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(iii) If f~ H[O, 11, then (f, v) = jAF,(t)f(t)dr since F,(l) = 0 =f(O) and (35) 
follows. Next let f~ COIO, l]\H[O, 11, then for any R > 0, we can choose 
v,=C~=,~~~~,,EM[O, l] for someconstants Ci, i= 1, . . ..r. such that (f;vR) >R 
and IIFJ I 1. Since A,(v,) I ;Lr)(l)FJ) I &(sign(@)) < co, AT(f) = + cc is proved 
by taking R + cc . 
(iv) follows from (iii). 0 
Before ending this section, we make some remarks on a possible extension of our 
results to random walks. The large deviation theorems for the occupation time 
processes of independent Brownian motions can also be proved for independent 
random walks. In the definition of the corresponding rate functions, one only needs to 
replace integrations over Rd by summations over Zd. The proofs go through the 
similar procedures plus the invariance principles for processes and local times (if 
d = 1). Let us look at only the critical case (d = 1). For d 2 2 similar modifications 
could be made for random walks. In this way one has representations of results for 
random walks in terms of BMs and Brownian local times. 
Let N,, x E Z be i.i.d. Poisson random variables with mean 1. We consider here 
a system of independent random walks (<:si: 1 I i I N,, x E Z, t 2 0}, where tX*j is 
a continuous time simple random walk on Z with mean 1 exponential waiting time. 
For a function cp: Z H R with finite support, we define N,(q) = z(X,i)sI cp(<:,‘), where 
I = {(x, i) : 1 I i I N,, x E Z} denotes an initial point configuration, and 
LT(q)(t) = f 
s 
Tr 
N(cp)ds, 
0 
for t E [0, l] and T > 0. Also for v E M[O, l] we define 
/IT(v) = T~1’210gE[exp(T”2(LT(cp), v))], 
where E denotes expectation with respect to the distribution of the system. 
By using the Feynman-Kac formula and a lemma similar to Lemma 1.1, we can 
write AT(v) as 
/i,(v) = T-l” c [uT(o,x) - 11 = ‘F,(t)dt 1 cp(X)UT(t,X), 
XEZ s 
where for (t, X) E [0, l] x Z 
where E,,, is the expectation with respect to a single random walk starting at time t in 
x. With the above definitions, one can show Lemma 1.3 for this system with 
(P = CxtZ(P (x) and A the discrete Laplace operator. In fact, by using Lee and 
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Remillard (1994, Lemma 2.4) or a Taylor expansion of E,[exp(Tli2S:,-‘(p(5,,) 
xF,,(t + s)ds)], one can check that {exp(T”‘S~-‘cp(S”,,)F,(t + s)ds: T >O> is 
uniformly integrable for all x E Z. Writing u’( t, x) in terms of local times of 4: as we 
did in the proof of part (ii) of Lemma 1.2, and using the invariance principles for local 
times (Borodin, 1989), we get lim,,, n,(v) = n,(v), where n,(v) is given by (32). 
Lemma 1.2 can be modified for random walks similarly, and the results for 
one-dimensional BMs can be just copied down for random walks. This finishes up our 
remarks. 
2. Large deviations for d 2 2 
We prove Theorem 0.2 for d 2 3. The treatment for d = 2 is similar and we will 
make a remark on its proof afterwards. We assume that cp is nonnegative. This 
simplifies our proof. Some minor changes in the proof handles a general cp. We first 
prove the convergence of the logarithmic moment generating function of L,(q), 
given by 
n,(v) = T-‘logECexp(T<L,(cp), v>)l. 
Let 52 = support (cp) and 
(36) 
s m (7x9 Y) = pt(x, y)dt = cd 0 Jx - yJd-2’ 
where cd = (27rsdi2 J,” ud/2-2 exp( - u/2) du and p,(x, y) is the Gaussian density of the 
BM at time t. Define the operator K on L’(Q) by 
(Kf)(x) = s CP(Y) G(x, y)f(y)dy, x E Q2. R 
The solutions in the case d 2 3 relate to the following Fredholm equation of the 
second kind 
f(x) = 1 + 7 
s 
V(Y) G(x, y)f(y)dy, x E Q. (37) 
D 
We refer to the Chapters II and IV of Zabreyko et al. (1975) for the following facts. 
Since we assume that cp is bounded, the integral kernel q(y) G(x, y) is weakly singular, 
and hence it has a discrete spectrum { pl, p2, . . }. Recall that pi is an eigenvalue of the 
kernel q(y) G(x, y) if pif = Kf has a solution which is not as. zero. The correspond- 
ing solution is called the eigenfunction of pi. An eigenvalue is called a positive 
eigenvalue if its corresponding eigenfunction is nonnegative. Let p be the largest 
positive eigenvalue of the kernel. Then 0 < p < cc and (37) has a unique solution for 
5 #pi’, i = 1,2, . . . Furthermore, if cp 2 0 then (37) has a unique nonnegative 
solution for 7 -=z p-l and has no nonnegative solution for 7 > p- ‘. 
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Lemma 2.1. Assume d 2 3 and let S = (- CO, p-l). 
(i) For T E S 
&(T) = lim A,(zS,) = z 
s 
cp(x)u,(x)dx, (38) 
T+cn R 
where u,(x) = E,[exp(rJ,” cp(B,)ds)] and &(z) = lim,,,n,(rs,) = co otherwise. 
(ii) Zf F,,( t) E S for t E [0, l] almost surely with respect to the Lebesgue measure then 
s 
1 
A(v) s lim n,(v) = &(F,(r))dr. 
T-02 0 
Otherwise the limit equals injnity. 
(39) 
Proof. (i) As in the proof of Lemma 1.3, we can write (cf. (34)) 
n,(v) = 1; f;(t)dr jj(x)u’(r, x)dx, 
where 
Fv(t + s) qo(&Jds . 
Therefore, 
1 
AT(T.s1) = z 
s s 
dt q(x)uT(t, x)dx 
0 R 
(40) 
(41) 
and 
v(&,)ds . )I 
Since (B:, t 2 0) is transient for d 2 3, i.e. [B;“l + + CC as. as t -+ 00, and since 
cp has compact support, 
s 
b 
T rp(B$,)ds + 0 
(1 
in probability for all 0 < a < b < co. Hence limT,co uT(t, x) = limT,, ~~(0, x) for all 
t E [0, l), in the sense that if one side exists then the other side exists and has the same 
limit. So we look at only 
Using the strong Markov property of BM one gets 
~~(0, x) = 1 + T 
s s 
q(y) Tps(x, y)UT-“(0, y)dsdy. 
R 0 
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Let jm = j,” exp( -UT) f( T) dT be the Laplace transform of J: Then from last equality 
a&(0, x) = 1 + T s cp(y)ti,(.u, y)&(o, y)dy. n 
Since @,(x, y) + G(x, y) as a + O+, we see that w&( 0, x), and so uT( 0, x), converges to 
the unique solution of (37) for z E S. In view of the definition of ~~(0, x), we have 
lim L?(O, x) = ((I - TK)_‘&J(X) = u,(x), 5 ES, 
T-CC 
where I is the identity on L*(Q). For 5 4 S, (37) has no nonnegative solution. This 
implies r&(0, x), and so ~~(0, x), has no limit. But ~‘(0, x) is increasing in Tfor T > 0, 
and so goes to infinity. Now (i) follows from (41). 
(ii) Recall that F,(t) = v((t, 11) is right continuous. Since B: is transient, for 
t E [0, 1) and 0 < E <: 1 - t, 
F,,(t + s)(p(&,)ds = lim lim T 
e-OT-cc 
= F”(L) s m cp(Wds 0 
in law. It is also true for t = 1 since F,,( 1) = 0. Now the claim in part (ii) follows from 
(40) and part (i). 0 
Proof of Theorem 0.2. (i) Take ,f E H[O, 11. Then since (f, v) = lhf( t)F,(t)dt, it is 
obvious that n,*(f) I jAnf(f(t))dt. Let I be the set of finite partitions 
J = (0 = to < t, < ... < t, = 1) of [0, 11, then for a piecewise linear function y with 
’ .Ll(ti) - gtti- 1) 
B(t) = c ti - ti_ 1 Xrt, ,,t,,(tL t E K4 11, i=l 
we get from (39) 
/l,*(y) = l$(g(t))dr = i 1, 
s 
* 
0 i=l 
(ti - ti-I) E AJ*(Y(fl), .” >S(tn))> 
where nf : R” --) [0, az] is the rate function governing the large deviations of 
{(LT(q)(tl)> ... ,LT(V)(tn)): T'O}. 
Thus by the contraction principle and lower semicontinuity of IL: we get 
The proof of n,*(f) = a for f $ H [0, 1 ] follows the same argument as in Lemma 1.4 
since for (p >O and /FJ < p-l we have n,(v) I I.,( /I F, 11) < a . Also (3) follows 
from (5) and the fact that n,*(x) = 0 if and only if x = (p since I,(t) is differentiable at 
z = 0, cf. Ellis (1985). 
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Finally, let us show that the level sets of A,* are not compact: Note that & is 
differentiable on S, thus j.:(y) = yt, - &(z~) where zY is the solution of y = &(T). 
Also z, = 0 and (J) - @)T, > 0 for y # @J. 
Since &(T) = % for all T 2 p-l, z, < pm1 for all y, and so 
i;(y) = yZ, - &(Tp) < YT, < /Lmly, y > (p. 
For @ > 0 and R > max(@, 1) define fR E &CO, 11, 
1 + @(t - I/R), t E [l/R, 11, 
t E [0, l/R). 
Then ii:(&) = I.,*( R)/R I p-l, but fR converges to a discontinuous function point- 
wise. 
(ii) As explained in the beginning of Section 1, we need only to prove the lower 
bound, which can be obtained by standard discretization method, cf. Deuschel and 
Stroock (1989b). 0 
Remark. The proof of Theorem 0.2 when d = 2 goes through the same lines as the 
proof when d 2 3. The analogue of Lemma 2.1 is the next lemma, and the other steps 
are the same. As always we begin with 
and 
uT( t, x) = E, 
[“xp(& I: --f 
Fv(t + a)cP(&,)da 
)]. 
Lemma 2.2. Let d = 2 and @ > 0. 
(i) For r@ < 27c, 
2rrT@ 
&(T)= lim AT(rdl)= -. 
T-03 2x-q’ 
otherwise &(T) = lim,,, /iT(~b,) = co. 
(ii) If x 2 0, then 
( J) 
2 
i.Z(x)=27t l- r ; 
cp
otherwise AT(x) = CO. 
(iii) If Fy( t) @ < 2~ almost surely on [0, l] then 
s 1 AZ(v) = $irnm AT(v) = &(F,(t))dt; 0 
otherwise A,(v) = GO. 
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Proof. (i) Rewrite 
1 
AT(dl) = T 
j j 
dt V(X) oT(t, x)dx, 
0 w2 
with uT(t, x) = ~~(1 - t, x), which satisfies 
uT(t, x) = 1 + T s T f wz~(y)dy~ log T j PTW)(X, Y)u~(u, y)du. o 
The p,(x, y) is the transition density function of I?:. Let V( T, x) = 1; uT( t, x) dt. Then 
f’(T>x)= 1 + 5 jRz&)dy j~a7(1,p)Gr(l,x.).)dl. 
where 
T s 1-t GT(~, x, Y) = ~ 1ogT 0 PT,(X> y)du. 
Using the fact that for any E > 0, 
T I 
1-t 
G,(r, x, Y) = ~ 
1ogT o 
PT,(X> y) du + & 
and Fatou’s lemma, one verifies that V( T, x) converges to a constant V E Iw which is 
the unique positive solution of 
and that V( T, x)--f + co when Z$I 2 271. Therefore, 
(ii) The proof is some simple computations. 
(iii) Part (iii) will be a consequence of part (i) and the right continuity of F, if we can 
prove that for all 0 < a < h < cc and all x E [w2, 
T b 
__ j cP(&u)du -0 
log T a 
in probability. This is easy since as T + co, 
J.-D. Druschel, K. Wang/Stochastic Processes and their Applications 52 11994) 183-209 203 
3. The central limit theorems 
We prove parts (i) and (iii) of Theorem 0.4. The proof of part (ii) is same as that of 
(iii). For each case, we need to prove that the finite-dimensional distributions converge 
to a centered Gaussian distribution with the given covariance function, and that the 
family of the infinite-dimensional distributions is tight. 
(i) For any 0=t,,<tI<t2< . ..t.<l and z=(z~,...,T,,)ER”, define V= 
Cr=l Zidt,. Then F,(t) = Cr=l fiiXct,_I.li,(t) with bi = Cj”=iZj. Let MT(Z) be the 
moment generating function of the n-dimensional random vector ( PI4 ( LT( cp) (tI ) 
- cpr,), ..‘, ~“4(b”(P)(cJ - (PO): 
MT(T) = ECexp((T”4(Mcp) - &A &!>)I. 
Following the steps of the proof of Lemma 1.3, we have 
log MT(Z) = Tl’4 j;K(Qdi jRq(.x)Cw’(f,x)- lldx, (42) 
where 
wT(t,x) = E,[erp(T1j4 ~~~‘FV(t + s)ip(E&)ds)]. 
A Taylor expansion shows that 
s 1-t T’14[wT(t, x) - 1] = F”([ + s) q(Y) 0 s uB &exp(-~)d~+~d~,x), 
where 
By part (ii) of Lemma 1.3, there exists a constant C such that 
Since cp has compact support in [ - h, h], we see by the dominated convergence 
theorem that as T + cc. 
F,(t + S)s-1’2ds 
on (t, x) E [0, l] x [ - h, h]. Therefore, 
FJt) dt 
j 
1-t 
Fv(t + s)s 
1 
- 1/2 & = - z x5’, (43) 
0 2 
204 J.-D. Deuschel, K. WangJStochastic Processes and their Applications 52 11994) IRS-209 
where C is the symmetric n x n matrix 
r( ti, tj) = Cij = ~ 40’ J- ; [p + ty -Iti - tj13"]. 
This proves that 
(T114(LT((P)(tI) - cpt1), .‘. 2 ~1’4(Mcp)(L) - cp4J) * N(O, Cl, 
a normal random vector with mean 0 and covariance matrix C. 
We prove next the tightness of the distributions of { T’14( LT( cp) - i,): T 2 0} For 
any 0 I s < t I 1 and CI E R, let v = x(6, - 6,). Then from (42), 
log MT(cq t, s) = log E[exp( ( T114( LT( cp) - i,), v))] 
= xT~‘~ ‘du 
j j 
cp(x)[w’(u; u,x) - l]dx ‘fT(u; t, s), 
s w 
where 
It is easy to check that fT(O; t, s) = 0 and afT(O; t, s)/& = 0. So 
E{CT”4(&+M) - &(q)(s) - @(t - sN12) 
d2‘bfT(O; t, s) d’f,(o; t,s) 
= 
2% = d2C( 
= 27.1’2jstdu j$x)E,[ j:.(B,,._.,)du]dx 
<E( I,q(x),dx) j;du j~~~-U)-1:2dl:~C(t-s)3~2_ 
for some c > 0. Now Theorem 12.3 of Billingsley (1968) gives the tightness. 
(iii) The convergence of the finite-dimensional distributions and the identification 
of the covariance function in this case are proved as in the proof of(i): take v as above 
and set MT(~) = E[exp(( T"'(LT(q) - i,), v))], then 
log MT(?) = T1'2 j;l;(t)dtjRdWT(t,x) - lldx, (44) 
where 
wT(t,x) = E,[exp(r’/’ jI-‘FJL + s)q(&Jds)] 
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A Taylor expansion shows that 
I-1’2CwT(t, x) - 11 = [Rdrp(y)dY Jy’IF,(r + s,T)ps(x, y)ds + ET(f, x), 
where the error term +(t, x) can be bounded as follows: 
eT(t, x) I K2 (~)“‘~,[exp((~)~~~‘~F~(t+s)yl(~~~)lds)]-O 
as T+ E for K large enough. This implies 
lim logMT(r) = 02(q) ‘(F,,(r))‘dt 
T+ cc s 0 
by the right continuity of F, and the definition of a’(q) given in the theorem. This 
proves the convergence to centered Gaussian distributions and one identifies easily 
the covariance function T(s, t) = a2( cp) (s A t). 
In order to prove the tightness of the distributions of T”‘(L,((p) - i,), we need the 
following lemma which is similar to Billingsley (1968, Theorem 12.3). The proof goes 
through same reasoning lines as that of Billinglsey (1968, Theorem 12.3). The only 
change needed in proof is to replace the use of Billingsley (1968, Theorem 12.2) with 
that of Billingsley (1968, Theorem 12.6). Note that the condition g(n) -+ 0 is necessary 
(see Billingsley, 1968, Section 12, Problem 9). 
Lemma 3.1. Suppose that Y,, n 2 1, are random elements of C[O, 11, the space af 
continuous functions on [0, 11. Then the sequence { Y,, \ is tight tfit satisfies following 
two conditions: 
(i) ( Y,,(O)} is tight. 
(ii) There exist constants y 2 0, q > 1, two nondecreasing continuous ,functions F, 
and F2 on [0, 11, and a function g on positive integers with lim,,, g(n) = 0, such that 
PII Y,(t) - Y,(s)1 2 z) I i {IF,(t) - Fl(s)l” + g(n)lF,(t) - F2(s)II 
holds .for all t, s E [0, 11, n 2 1, and z > 0, 
Let YT = T112 (L,(q) - i@). Then an application of the same computations as in the 
proof of(i) shows that for some cl > 0, c2 > 0, and all 0 I s < t I 1, 
E{I YT(L) - YT(S)12J 5 c1(t - SL 
E{( YT(t) - Yr(s)l”} I 3(cl)2(t - s)’ + T-‘cz(t - s). 
By the above lemma, tightness of ( YT, T > 0) is proved since YT(0) = 0 for all T. This 
finishes up the proof of Theorem 0.4. 0 
206 J.-D. Deuschel. K. WangJStochastic Processes and their Applications 52 11994) 183-209 
4. The microcanonical distributions 
Recall the variational problem we are considering: find the function fz for each 
y 2 0 such that 
inf{A,* (f):f(l) = y} = A,*(fz). 
Using the strict convexity of AZ, one sees that f:(t) = yt for d 2 2, cf. Deuschel and 
Stroock (1989b). However, for d = 1, the variational problem is far from trivial and we 
look at only y close to (p. 
Lemma 4.1. Let d = 1 and (p > 0, then for small y we have 
f;‘“(t) = gY(t) = I$ + o(ly13’2) 
and 
A:(f;+@) = A:(gy + iG) + O(lyl”), 
where 
(45) 
(46) 
g’(t) = $1 + P - (1 - t)3’2]. 
Proof. The proof is again a finite-dimensional approximation. Fix 0 < tI ... < t, = 1. 
For z = (z~, . . . , T,,) E R” define v = C ;= 1 ZiSt, and let 4 = (tI, . . , t,). From Lemma 
1.3 and using the facts that in law I, = s112 1, and E[1,] = a, 
A,(z) = A,(v) = cpqz’ + $zCz’ + O(l/F,113), 
where C is the covariance matrix defined in the previous section. Define notations 
/If(x) = ;:g {XT’ - A,(T)}, x E 58” 
and 
lJ(7) = (pq? + ‘2 7X7’, ;l”f(x) = ~~u&XZ’ - i,(z)}, x E LT. 
For any x E d/i, = {VA,(z): z E KY’}, there exists 7,,(x) such that 
&(x) = x7;(x) - A,(z,(x)). 
Since (pq = VA,(O) and V2AJ(0) = C is positive definite, we know from the implicit 
function theorem that there exists r > 0 such that the ball B(@q, r) E dAJ. For 
x E B(@q, r), we rewrite the last equation as 
&(X + cpq) = (X + &Y(x) - &(7(x)), (47) 
where 7(x) satisfies 
x + (pq = V&(7(x)) = (pq + T(X)C + 0(j7(x)12). (48) 
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This yields T(X) = 0(1x1). 
For lyl small, let Z E Pm1 be such that 
nf((?,Y)+(Pq)=inf{n,*((z,y)+ 44): zER”~‘}. 
Such a Z uniquely exists since A,* is essentially strictly convex and has compact level 
sets (Ellis, 1985, Theorem VII.2.1]), and since (47) insures that the minimum value in 
the last display is finite. To see that Z = Z(y) = O(lyl), we note from (48) that 
(z, Y) + rpq = vn,c+z, Y)).
This and V’&(O) = C induce that 
V,T(O, 0) = (Z:-‘)I1 > 0, 
where (Xc i)i 1 is the (n - 1) x (n - 1) submatrix of X- ’ obtained by taking away the 
last row and last column. Now ~(0, 0) = 0 and the implicit function theorem imply 
5 = O(lYl). 
We now deal with AT. Since ;?,* is quadratic we have with T(x) = XC-’ 
)1;*(x + (pq) = xz”;(x) - ;?(x)xi;(s) = fxC?x’. 
Now fix x, = y and solve the minimization problem 
inf /i;(z, y) + (pq) = Z((z*, y) + (pq). 
Using the Lagrange multipliers we get the solution 
z* = ( L-1 n yg, . . . ,y---- = (s”(t1), ..’ >cf(Ll)). n,n c n,n 1 
As n + co, z* is the trajectory of gy. 
Our proof of (45) and (46) will be completed if we show that 
nf(x + @q) = $(x + (pq) + 0(/x13), (49) 
for all 1.~1 small, and 
3((z, Y) + (P4) = Z((z*, Y) + (P4) + O(lY13). (50) 
In fact, since ;r,* is a positive quadratic form, (50) implies Z = z* + 0(ly13”). Now 
taking n -+ CC, we get (45). Equality (46) follows from the contraction principle. 
For proving (49) on one hand, since l?(x)1 = 0(1x1), 
&(x + (pq) 2: x?(x) - I?i(,)Zi(x) + O(l?(x)13) = lTxx + cpq) + O(lx13). 
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On the other hand, since Iz(x)l = 0(1x\), 
$$t + (pq) 2 XX(X) - &(x)Lr’(X) = &(X + (pq) + 0(1X13). 
Because Z(y) = 0( Iyl) and z*(y) = 0( ly I), (50) follows from (49). This completes the 
proof of the lemma. 0 
Proof of Theorem 0.3. For d = 1, it is a consequence of Theorem 0.1 ., cf. Deuschel 
et al. (1991). 
Again when d 2 2 we prove the theorem for d 2 3. We cannot apply directly 
Theorem 0.2 since we are short of the strong upper bound for arbitrary closed set. On 
the other hand, the strong upper bound holds for any finite-dimensional marginal and 
it is enough to find a suitable finite-dimensional approximation. Note that cp 2 0 
implies that L,(q)(t) is nondecreasing on [0, 11. For any nondecreasing ,f E Co [0, l] 
and E > 0, if f(to) 2 yto + c for some lo E [0, 11, then f(t) 2 yt + e/2 for 
t E [to, to + &/2y]. Therefore, for II large enough we have, 
{L,(cp)(t)>yt+~for some tE[O,l]} G fi {L,(q)(i/n)2yi/n+~/2}. 
i=l 
The same is true for {&(q)(t) < yt - E for some t E [0, l]}, hence 
{LT(cP)$ B(ij,F)} G rC, Bi, 
i=l 
where Bi = { I LT( cp) (i/n) - yi/n 1 2 c/2 1. This reduces the problem to the two-dimen- 
sional asymptotics of 
for some tl E (0, I), and we need to show that for small enough 6 > 0, 
&,I) (x*, z*) = inf{n;,,,; (x, z): 1.x - yt,I 2 .5/2, )z - y\ 56) > inf j$(z), 
kYl<6 
where A$,,,; (x, z) = tlA~(x/tl) + (1 - tl)if((z - x)/(1 - tl)). But this follows from 
the strict convexity of A: as 
A;$,11 (x*7 z*) = t,$(x*/t1) + (1 - tl)n,*((z* - x*)/(1 - t1)) > ai 
2 inf id*(z), 
\z-y\<6 
for 6 < e/2. 0 
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