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Abstract Observations show that the surface diurnal
temperature range (DTR) has decreased since 1950s over
most global land areas due to a smaller warming in maxi-
mum temperatures (Tmax) than in minimum temperatures
(Tmin). This paper analyzes the trends and variability in
Tmax, Tmin, and DTR over land in observations and 48
simulations from 12 global coupled atmosphere-ocean
general circulation models for the later half of the 20th
century. It uses the modeled changes in surface downward
solar and longwave radiation to interpret the modeled
temperature changes. When anthropogenic and natural
forcings are included, the models generally reproduce
observed major features of the warming of Tmax and Tmin
and the reduction of DTR. As expected the greenhouse
gases enhanced surface downward longwave radiation
(DLW) explains most of the warming of Tmax and Tmin
while decreased surface downward shortwave radiation
(DSW) due to increasing aerosols and water vapor con-
tributes most to the decreases in DTR in the models. When
only natural forcings are used, none of the observed trends
are simulated. The simulated DTR decreases are much
smaller than the observed (mainly due to the small simu-
lated Tmin trend) but still outside the range of natural
internal variability estimated from the models. The much
larger observed decrease in DTR suggests the possibility of
additional regional effects of anthropogenic forcing that the
models can not realistically simulate, likely connected to
changes in cloud cover, precipitation, and soil moisture.
The small magnitude of the simulated DTR trends may be
attributed to the lack of an increasing trend in cloud cover
and deficiencies in charactering aerosols and important
surface and boundary-layer processes in the models.
Keywords Minimum temperature 
Maximum temperature  Diurnal temperature range
1 Introduction
Most of the observed increase in global average tempera-
tures since the mid-20th century has been attributed to the
observed increase in anthropogenic greenhouse gases
(GHGs) (IPCC 2007). One distinct climate feature associ-
ated with this warming over land is the widespread
decrease of diurnal temperature range (DTR) due to a
larger warming in minimum air temperature (Tmin) than in
maximum air temperature (Tmax) (Karl et al. 1993;
Easterling et al. 1997). Observational analyses have
attributed the reduction of DTR to increases primarily of
cloud cover and secondarily of precipitation and soil
moisture (e.g., Dai et al. 1999). The observed DTR trends
may be affected by the large-scale effects of increased
GHGs and aerosols (Zhou et al. 2007, 2008) and also
regional changes in land surface properties (Collatz et al.
2000; Zhou et al. 2004; 2007).
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Surface temperature extremes have likely been affected
by human activities and many indicators of temperature
extremes show changes that are consistent with warming
(IPCC 2007). Global coupled atmosphere-ocean general
circulation models (AOGCMs) are generally able to
reproduce the observed warming in the 20th century when
natural (i.e., volcanic aerosols and solar variability) and
anthropogenic (i.e., GHGs and sulfate aerosols) forcings
are included (IPCC 2007). The global mean temperature
changes in the first half century were partly a response to
natural forcings but the warming in the later half century
has mostly resulted from anthropogenic forcing (e.g.,
Meehl et al. 2004). The models also show a decrease in
DTR but of magnitude much smaller than that observed
(Stenchikov and Robock 1995; Stone and Weaver 2002,
2003; Karoly et al. 2003; Braganza et al. 2004; Zhou et al.
2009).
Although many studies have been made of the attribu-
tion of global warming to anthropogenic forcing (IPCC
2007), the question remains as to whether the observed
changes in DTR are primarily attributable to human
activities. This paper analyzes both observed and simulated
diurnal cycle of temperature changes to attempt to clarify
whether their differences are consequence of deficiencies
in the models and to enhance the interpretation of anthro-
pogenic causes of such changes. It focuses on detecting and
attributing anthropogenic signals in the simulated and
observed diurnal cycle of temperature from 1950 to 1999,
by comparing the latter 20th century climate simulations
from 12 global coupled AOGCMs with observations. Most
of these models were used in the fourth assessment report
(AR4) of the Intergovernmental Panel on Climate Change
(IPCC). Observed and simulated Tmax, Tmin and DTR
changes and their associated variables are analyzed.
2 Model simulations and observational data
We analyze monthly means of daily Tmax, Tmin, and DTR
data from AOGCM simulations during the 20th century
(20C3M), which are available with different spatial reso-
lutions at monthly or daily scales from the data portal of
PCMDI (http://www-pcmdi.llnl.gov/), NCAR (http://www.
earthsystemgrid.org/) and GFDL (http://nomads.gfdl.noaa.
gov/). The 20C3M simulations include time-evolving his-
torical changes in anthropogenic (e.g., GHGs, sulfate
aerosols) and/or natural (solar irradiance and volcanic
aerosols) forcings. Most of the models have performed
multi-member ensemble simulations, which are divided
into two groups (Table 1): one with anthropogenic and
natural forcings (referred to as ALL) and the other with
only natural forcings (referred to as NAT). In total, there
are 36 ALL simulations from 12 models and 12 NAT
simulations from 3 of these models. Averaging over mul-
tiple members enhances the forcing signal and reduces
noise from internal variability and errors from individual
models (IPCC 2007). For most cases, we simply averaged
the 36 or 12 simulations to derive the multi-model
ensemble mean and its standard deviation (STD). To
evaluate the performance of individual models, we also
performed similar averaging for each model if there are
more than one ensemble run.
The model simulated temperature changes were com-
pared with monthly mean values (C) of observed daily
Tmax,Tmin, and DTR anomalies (relative to the 1961–1990
mean) at 5 longitude 9 5 latitude grid boxes over global
land areas (Vose et al. 2005). This observational dataset
has improved spatial coverage and data homogeneity for
the period 1950–2004. It has data over 70% of the land
areas for all years during the base period of 1961–1990 but
the coverage gradually decreases toward both ends of the
record.
To attribute changes in the temperatures, observed and
simulated total cloud cover (TCC, percent sky cover) and
precipitation (P, mm/day) were analyzed. A global dataset
of observed monthly TCC anomalies relative to the 1961–
1990 means at resolution of 1 9 1 for 1950–2004 was
derived by merging the CRU_TS_2.02 data and 3-hourly
synoptic surface observations (Dai et al. 2006; Qian et al.
2006). This merged TCC was adjusted to have the same
mean over an overlap period 1977–1993, and the unreliable
data within the contiguous United States for the period
1995–2004 were replaced by military observations
(Dai et al. 2006). A global monthly P dataset at resolution of
2.5 9 2.5 for 1948–2004 was obtained from Chen et al.
(2001). Cross validation of this dataset showed stable and
improved performance of the gauge-based analysis for all
seasons and over most land areas. Monthly anomalies of the
observed P and the simulated TCC and P data were created
relative to the climatology of the period 1961–1990. Simi-
larly we also created monthly anomalies of simulated sur-
face downward longwave radiation (DLW, W/m2), surface
downward shortwave radiation (DSW, W/m2), and precip-
itable water (PRW, kg/m2, i.e., total water vapor content in
an atmospheric column) in the models.
For all the variables, the monthly anomalies were first
spatially re-mapped into the 5 9 5 grid box of the
observed temperature data and were then aggregated to
generate annual and decadal anomaly time series. Our
analyses will focus only on regions where the observations
of DTR are available. We selected and used 499 grid boxes
in land that have at least 7 months of data for each year,
which were averaged to calculate the annual mean, and at
least 30 years of data during the period 1950–1999 in the
observations (Fig. 1). The use of 7-month and 30-year
thresholds is a reasonable compromise between the length
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of the observing period, data completeness, and spatial
coverage. For the 499 grid boxes, on average only 3% of
their annual anomalies from 1950 to 1999 were estimated
from 7 to 11 monthly anomalies instead of using
12 months of data for each year. We assume that uncer-
tainties due to data incompleteness are randomly distri-
buted and thus have minor impacts on our results when
averaged over large areas. Although sampling is relatively
complete across mid-latitudes, the tropical and polar land
remains underrepresented because of a relative lack of data
(Vose et al. 2005).
Most coupled AOGCMs have reproduced the observed
warming and identified anthropogenic signals at global and
continental scales (IPCC 2007) and so our analyses are
performed at these scales. Due to the limited data coverage
over Africa, South America and Antarctica, we classify the
499 boxes into 5 climate zones (Fig. 1) to represent
changes at large scales over different climate zones
(instead of continental scales) based on the latest world
map of the Koppen-Geiger climate classification (Kottek
et al. 2006), given the dependence of DTR trends on cli-
mate zones (Zhou et al. 2007, 2008). The Koppen-Geiger
climate classification is one of the most widely used cli-
mate classification systems based on observed temperature
and precipitation; it assigns the world climate at any land
site to one of five general categories—moist tropic, arid,
Table 1 Models and their ensemble members for 20th century climate (20C3M) simulations in ALL and NAT
Organizations Modela ALLb NAT
CSIRO Atmospheric Research, Australia CSIRO-Mk3.0 3
CSIRO Atmospheric Research, Australia CSIRO-Mk3.5 3
MIUB/MRTRI/M&D, Germany/Korea ECHO-G 5 3
NOAA/Geophysical Fluid Dynamics Laboratory, USA GFDL-CM2.0 3
NOAA/Geophysical Fluid Dynamics Laboratory, USA GFDL-CM2.1 3
NASA/Goddard Institute for Space Studies, USA GISS-AOM 2
CCSR/NIES/FRCGC, Japan MIROC3.2 (hires) 1
CCSR/NIES/FRCGC, Japan MIROC3.2 (medres) 3
Max Planck Institute for Meteorology, Germany ECHAM5/MPI-OM 1
National Center for Atmospheric Research, USA CCSM3 7 5
National Center for Atmospheric Research, USA PCM 4 4
Hadley Centre for Climate Prediction and Research, UK UKMO-HadGEM1 1
a Detailed description about each model can be found at http://www-pcmdi.llnl.gov/ipcc/model_documentation/ipcc_model_documentation.php
b Among the 12 models in the ALL simulations, GISS-AOM and ECHAM5/MPI-OM considered only anthropogenic forcings (i.e., natural
forcings were not applied), while the other 10 models included both anthropogenic and natural forcings. The ECHO-G NAT simulations were
provided by Dr. Seung-Ki Min
Fig. 1 The study region consisting of 499 grid boxes of 5
longitude 9 5 latitude that have at least 7 months of data for each
year and at least 30 years of data during the period 1950–1999 in the
observed temperatures (Vose et al. 2005). These grid boxes were
classified into 5 climate zones: moist tropic (1), arid (2), humid
middle latitude (3), continental (4), and polar (5), based on the world
map of the Koppen-Geiger climate classification (Kottek et al. 2006).
In total, there are 48 grid boxes for moist tropic climates, 112 for arid
climates, 109 for humid middle latitude climates, 189 for continental
climates, and 41 for polar climates. Grid boxes in gray have no data or
too many missing values
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humid middle latitude, continental, and polar, each with
finer subdivisions that are not used here. The global and
climate zonal average time series are calculated using area-
weighted averaging over land (including ice-coved land)
and the percentage of land area for coastal grid boxes. We
assess the anthropogenic contribution to the DTR changes
and evaluate how successfully the ALL simulations capture
major observational features primarily at global and cli-
mate zone scales. A two-tailed student’s t test was used to
test whether linear trends or regression coefficients esti-
mated using least squares fitting differ significantly from
zero.
3 Results
3.1 Variability and trends in observed and simulated
temperatures
3.1.1 Geographic patterns of trends
Figure 2 shows the observed annual Tmax, Tmin, and DTR
trends for the 499 grid boxes from 1950 to 1999. Tmax
increased in most regions, with a pronounced and statisti-
cally significant warming trend in northwestern North
America and middle latitude Asia, except a small or
negative trend in Mexico, northeastern Canada, southern
parts of U.S., Europe, and China, and northern Argentina.
Tmin increased significantly across all areas except for
northern Mexico and northeastern Canada. The large
warming in Tmin and the small warming or the cooling in
Tmax, have decreased DTR significantly over most land
areas, especially in east Asia, the West African Sahel,
northern Argentina, and part of the Middle East, Australia
and U.S. An increase in DTR was scattered over few grid
cells (e.g., in northeastern Canada and southern Argentina).
The simulated temperature trends in ALL during the
period 1950–1999 (Fig. 3) show a significant and wide-
spread warming trend in Tmax and Tmin, especially in high
latitudes. Tmin also shows a strong warming in arid and
semi-arid regions in tropics and middle latitudes. The
stronger warming in Tmin than Tmax results in a significant
decreasing trend in DTR over most regions, with the largest
decrease in northern high latitudes, central Africa, the
Arabian Peninsula, southwestern Asia, Australia, and
Argentina. In contrast, NAT shows a widespread cooling
trend in Tmax and Tmin and an increasing trend in DTR over
most regions (Fig. 4).
The simulated temperature trends in ALL generally
capture the observed large-scale features (e.g., the warming
in Tmax and Tmin and the decrease in DTR, with most of the
changes within the range of one STD), while those in NAT
can not reproduce any of these features. Grid by grid
comparisons between the observed data and that simulated
in ALL exhibit some differences in both the magnitude and
spatial patterns. Some of the differences are expected as
difficulties remain in attributing simulated temperature
changes at small scales (IPCC 2007). Other possible factors
for such differences are discussed in Sect. 4.
3.1.2 Global and large-scale averages
Figure 5 shows the global mean annual Tmax, Tmin, and
DTR anomaly time series for the multi-model ensemble
mean and its one STD, along with the observations, aver-
aged over the 499 grid boxes from 1950 to 1999. Most of
the observed Tmax and Tmin are within the range of one STD
of the ALL simulations. The observed trends of Tmax, Tmin,
and DTR are ?0.124, ?0.224, and -0.099C per decade,
respectively, and the corresponding simulated trends in
ALL are ?0.115, ?0.137, and -0.022C per decade. The
observed and simulated trends are all statistically signifi-
cant (p \ 0.05). In contrast, NAT simulations show a very
small cooling trend in Tmax and Tmin (-0.051 and
-0.048C per decade, respectively) and a negligible trend
in DTR (-0.003C per decade). The simulated Tmax and
Tmin in ALL generally capture the observed variability, at a
warming rate comparable to that observed for Tmax but
only about 61% of that observed for Tmin. Consequently,
the simulated DTR trend is very small, only about 22% of
that observed. Short-term decreases in Tmax and Tmin
associated with three major volcanic eruptions (i.e., Agung,
El Chichon, and Pinatubo) are evident in both the obser-
vations and simulations, as shown in global mean surface
temperature anomalies in Fig. 9.5 in IPCC (2007). Note
that NAT has only 12 simulations and thus has a larger
estimation uncertainty than ALL.
The histogram of the global mean temperature trends for
the 36 ALL simulations and the 12 NAT simulations,
together with the observed trends, is shown in Fig. 6. The
observed trend in Tmax is located in the middle of the ALL
simulations but is far outside the range of NAT simula-
tions, indicating that the ALL trend of Tmax is comparable
to the observations. The observed trend in Tmin is located at
the upper edge of the ALL trends and also far away from
the NAT trends, suggesting that the ALL trend of Tmin is
much smaller than that observed. Consequently, the simu-
lated DTR trend is much smaller than that observed, i.e.,
less than any of the distribution elements of the ALL and
NAT trends. To assess the performance by each individual
model, we plotted the temperature trend by model in
Fig. 7. Most models in ALL reproduce the observed Tmax
trend but largely underestimate the observed Tmin trends.
Among the 12 models, ECHO-G, GFDL-CM2.0, GFDL-
CM2.1 and MIROC3.2 (medres) generally have the trends
of Tmax and Tmin smaller than other models. For DTR,
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CSIRO-Mk3.0, CSIRO-Mk3.5, ECHO-G, MIROC3.2
(medres) and MIROC3.2 (hires) have the smallest trends,
i.e., the warming in Tmax and Tmin is comparable. The
simulated DTR trends in ALL are smaller than those
observed, mainly due to the simulated Tmin trend being
much smaller than that observed. NAT again shows small
and opposite trends relative to ALL.
Figure 8 show the decadal anomaly time series of Tmax,
Tmin, and DTR averaged over each climate zone from 1950
to 1999 for the multi-model ensemble mean and the
observations. The large-scale averages over climate zones
generally exhibit similar features as the global average
(Fig. 5) but with a greater variability. In ALL, Tmax
generally follows the observed while Tmin has trends much
smaller than the observed for most climate zones. The
observed DTR decreases most in arid and polar climates
and least in moist tropic climates, while the simulated DTR
in ALL decreases most in high latitudes and least in moist
tropic and humid middle latitude climates. Overall the
simulated temperature trends in ALL, although smaller
than observed, are distinct from those in NAT.
The large uncertainty range for the individual simula-
tions (Figs. 5, 8), especially those of NAT, suggests that
current models generally simulate large-scale natural
internal variability and also capture the cooling associated
with volcanic eruptions on shorter time scales. Despite
their differences in physics and forcings applied, the
models clearly distinguish between the temperatures of
Fig. 2 Spatial patterns of linear
trend in the observed annual
Tmax, Tmin and DTR over land
from 1950 to 1999. Only 499
grid boxes defined in Fig. 1
were used. Stripped areas are
where the trends are statistically
significant (p \ 0.05)
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ALL and NAT. The ALL simulations with anthropogenic
forcings capture most of the temperature changes observed
in global and large-scale averages, but the NAT simula-
tions with only natural forcings differ distinctly from those
observed at these scales.
3.2 Spatial dependence of temperature trends
on precipitation
Observational analyses show that there is a strong geo-
graphic dependence of trends of DTR and Tmin on the cli-
matology of precipitation (Zhou et al. 2007, 2008). To test
whether the simulated temperatures have similar features,
we classified the 499 grid boxes into 7, 11, 15, 19, and 23
precipitation zones, respectively, from dry to wet, in terms
of the observed amount of climatological annual precipi-
tation (referred to as P; mm/day) (Chen et al. 2001), and
then analyzed the spatial dependence of temperature trends
on P by precipitation zone, as done in Zhou et al. (2008).
For each classification, to ensure comparable samples in
each precipitation zone, we first ranked P of the 499 grid
boxes in ascending order, and then divided them equally
into 7, 11, 15, 19, and 23 precipitation zones, respectively,
each with the about same number of grid boxes.
Figure 9 shows the spatial dependence of zonal average
trends of annual Tmax, Tmin, and DTR on the zonal average
P in terms of 15 precipitation zones. For the observations,
there is a statistically significant correlation (p \ 0.05)
Fig. 3 Spatial patterns of linear
trend in the multi-model
ensemble means of annual Tmax,
Tmin, and DTR in ALL for the
period 1950–1999. Stippling
denotes areas where the trends
are statistically significant
(p \ 0.05)
1294 L. Zhou et al.: Detection and attribution of anthropogenic forcing to diurnal temperature range
123
between P and the trends of Tmin and DTR, while the
correlation between P and the trend of Tmax is weak. The
observed trend of Tmin (DTR) generally decreases
(increases) linearly with P; indicating that the lower the
amount of P; the stronger the warming in Tmin and
the larger the DTR reduction. Similar dependence of the
simulated trends in Tmin and DTR on P are also seen in
ALL while NAT displays the opposite in Tmin and a much
weaker correlation in DTR. Unlike the observations, the
ALL and NAT simulations also show a strong correlation
between the trend of Tmax and P: The estimated slope
shown in Fig. 9 reflects the zonal difference in temperature
trends per unit change in the amount of P: In ALL, the
slopes of Tmax (-0.011) is comparable to the observed
(-0.016) while the slope of Tmin (-0.014) is much smaller
than the observed (-0.030). Hence the slope of DTR
(0.004) is only 28% of the observed (0.014), consistent
with previous results.
We also examined the results in terms of 7, 11, 19, and
21 precipitation zones (Table 2). The spatial dependence of
temperature trends on P is robust across all classifications.
These results indicate that most of the observed long-term
DTR trends since 1950 are generally larger over regions
with less precipitation such as arid and semi-arid systems.
Again, the ALL simulations generally capture the essential
features of the spatial dependence of observed trends on
precipitation while the NAT simulated trends exhibit dis-
tinct features.
Fig. 4 Same as Fig. 3 but for
the multi-model ensemble
means in NAT
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3.3 Changes in temperatures and their relations
with cloud cover and precipitation
Increased cloud cover, precipitation, and soil moisture have
been widely used as major factors to explain the worldwide
reduction of DTR in the last several decades (e.g., Dai et al.
1997, 1999). To attribute the temperature changes, we
analyzed the trends and interannual variations of Tmax,
Tmin, and DTR and their association with TCC and P for
the observations and the multi-model ensemble mean at the
global scale and by climate zone. Soil moisture also damps
Tmax and thus DTR by enhancing evaporative cooling
through evapotranspiration but it is not included in this
analysis due to limited observations and substantial inter-
model variations resulting from differences in land surface
models. As soil moisture influences the magnitude and
spatial patterns of DTR and its variability (e.g., Fig. 9 in
Zhou et al. 2008), its omission in our statistical analyses
may result in some variations of DTR unexplained, but
such effects may at least to some extent be compensated by
the DTR’s association with TCC and P, both of which are
strongly related to soil moisture. Table 3 lists the linear
trends for the observed and simulated anomaly time series
from 1950 to 1999. ALL shows statistically significant
trends in temperatures (Tmax, Tmin, and DTR) as those
observed, while NAT exhibits significant cooling trends in
Tmax and Tmin and no apparent trends in DTR. TCC gene-
rally increases in the observed but decreases in ALL, and
its trend is statistically significant in three climate zones in
the observed and four zones in ALL (p \ 0.05). Note that
large uncertainties exist in the observed TCC trends which
were calculated from fewer grid boxes due to missing data,
especially before 1971. For P, negative trends exist in the
observed but are only significant for the global mean and
tropic climates, while ALL shows a positive trend in
middle to high latitudes. NAT however has a minor and
statistically insignificant trend in TCC and P.
Figure 10 shows the global average annual anomalies of
DTR, P, and TCC from 1950 to 1999 in the observations
and simulations. The significant negative DTR trend is
evident in ALL and the observations, but not in NAT. In
general, relative to the long-term negative trend in DTR
and/or trends in TCC/P if any, one can see visually an
inverse correlation between DTR and TCC/P. Simply cor-
relating DTR and TCC/P in Fig. 10 to quantify their sta-
tistical relationship may result in spurious association due to
the presence of strong trends (Granger and Newbold 1974;
Gujarati 1995). To reduce the possibility of such spurious
association, we differentiated the original time series (i.e.,
removing the long-term trends) and then estimated the
relationship between changes in temperatures and those in
TCC/P. For example, after differentiating the original time
series, the new DTR time series represent DTR changes
relative to the previous year. We realize that this simple
method probably is not the best approach for every time
series that is statistically very complex, but it is easy to
apply and understand and previous studies have showed that
it is effective and can give a good basis for the analysis
Fig. 5 Global mean annual Tmax, Tmin and DTR anomalies relative to
the period 1961–1990, as observed (in black) and as obtained from
multi-model mean simulations in ALL (in red) and NAT (in blue) for
the period 1950–1999. Shaded regions represent one STD in ALL and
NAT and those in light blue represent the overlap between ALL and
NAT. Each simulation was sampled so that coverage corresponds to
that of the observations. The cooling associated with three major
volcanic eruptions (Agung, El Chichon, and Pinatubo) are evident on
shorter time scales. The linear trends are listed and those marked with
‘‘*’’ are statistically significant (p \ 0.05). A 5-point (i.e., 5-year)
running averaging was applied for visualization purpose only, with
the first and last 2 year values applied using a recycling boundary
condition
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(e.g., Zhou et al. 2001, 2003, 2007, 2008). Furthermore,
given the non-stationary properties of the data involved and
the pitfalls associated with use of standard statistical tech-
niques, applications of other advanced statistical techniques
are not warranted. There is a statistically significant nega-
tive correlation between variations in DTR and those in
TCC/P for the global mean time series (Fig. 10; Table 4).
Similar relationships are also evident for all climate zones
(Table 4), consistent with previous studies (e.g., Dai et al.
1999). The regression coefficient (b1) represents changes in
DTR given a unit change in TCC/P. The b1 is larger for
TCC/P over drier climate and smaller over wetter climates
in the observations—suggesting a stronger sensitivity of
DTR to TCC/P over regions with less precipitation. ALL
shows similar features except that the TCC coefficient is
also large for continental climates.
Since the DTR-TCC/P correlation is negative and DTR
has been widely decreasing (as shown in Tables 3, 4 and
previous studies, e.g., Dai et al. 1999), the trends in TCC/P
are expected to be positive. In fact, TCC over many regions
and P in tropical climates have been observed to be
increasing. However, coincident decreasing trends in DTR
and TCC are observed over some regions such as China
and the Sahel (e.g., Kaiser 1998; Liu et al. 2004; Zhou et al.
2007) and are seen globally over the ALL simulations,
suggesting that the longer term variability/trend has dif-
ferent connections between DTR and TCC/P than the
interannual variability.
Fig. 6 Histogram of global
mean linear trends (C/
10 years) of Tmax, Tmin and DTR
over the 499 grid boxes from the
36 ALL simulations and the 12
NAT simulations, together with
the observed trends, for the
period of 1950–1999. Each
simulation was sampled so that
coverage corresponds to that of
the observations
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3.4 Changes in simulated temperatures
and their relations with surface radiation forcings
Surface radiation will likely change in a warmer and wetter
climate. Some similarities in the spatial patterns between
the trends in DTR and those in DSW/DLW suggest that
changes in DLW and DSW may help largely explain the
simulated DTR decrease. Table 5 show the global and
climate zonal mean linear trends simulated from 1950 to
1999. In ALL, DLW increases significantly by 0.72–
0.98 W/m2 per decade over all climate zones while DSW
decreases significantly by 0.35–0.48 W/m2 per decade, less
than half of the DLW increases. In NAT, DLW and DSW
both decrease significantly.
Figure 11 compares the global mean annual time series
of DTR with DSW/DLW for the multi-model ensemble
mean. Evident trends are seen in DSW and DLW. After the
linear trends are removed, the DSW variability explains
about 61% of the DTR variance in ALL (more than TCC
and P), indicating a dominant effect of DSW on DTR.
Furthermore, the downward trends in DSW and DTR
match each other closely in the ALL case, suggesting that
the decreases in DTR are induced primarily by the
decreases in DSW. No DLW-DTR correlation is found. We
also analyzed annual variations in Tmax, Tmin, and DTR and
their statistical association with DLW/DSW in ALL by
climate zone (Table 6). Evidently, variations in DLW
explain most of the variations in Tmax (C68%) and Tmin
(C86%) while variations in DSW explain most of the
variance in DTR (22–75%). The increase in DLW warms
Tmax and Tmin at a comparable rate and thus has a minor
impact on DTR except in polar climates. As expected,
DSW explains more variance of DTR than TCC in most
climate zones.
Fig. 7 Global mean linear
trends (C/10 years) of Tmax,
Tmin and DTR over the 499 grid
boxes for each model in ALL
and NAT, together with the
observed trends, for the period
of 1950–1999. An ensemble
mean was produced for each
model if more than one
ensemble member is available.
Each model simulation was
sampled so that coverage
corresponds to that of the
observations. Values labeled on
the top (or bottom) of each box
represent the trends
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Fig. 8 Same as Fig. 5 but for the decadal time series by climate zone. The 499 grid boxes were classified into five climate zones as shown in
Fig. 1
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We separated cloud versus non-cloud effects by exami-
ning relationships between temperatures and DSW/DLW
under all-sky and clear-sky conditions (Table 6). Clear-sky
DLW explains more Tmax and Tmin variance than does all-
sky DLW. It has a statistically significant positive corre-
lation with DTR in arid and humid middle latitude
climates, while all-sky DLW has no correlation with DTR
for all climate zones except polar climates. Clear-sky DSW
shows comparable but slightly weaker correlations with
Tmax, Tmin and DTR than all-sky DSW. There are some
small differences in b1 for DLW/DSW between clear-sky
versus all-sky conditions. The decrease of TCC slightly
Fig. 9 Dependence of zonal
average linear trends (C/
10 years) of annual Tmax, Tmin
and DTR on zonal average
climatological annual
precipitation in the observations
and simulations by precipitation
zone during the period 1950–
1999. Here only the results for
the 15 precipitation zones are
shown. A linear regression line
was fit between the precipitation
and temperature trends. The
correlation coefficients (R) are
listed and those marked with
‘‘*’’ are statistically significant
(p \ 0.05)
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reduces DLW but substantially enhance DSW and thus the
clear-sky DSW/DLW trends are larger than those of all-sky
values (Table 5).
PRW is expected to be enhanced for a warming climate.
The global and climate zonal mean linear trends in PRW
from 1950 to 1999 show an widespread increase in ALL,
with a magnitude decreasing poleward, but little changes in
NAT (Table 5). Variations in PRW can explain 93% (32%)
of the variance of global mean DLW (DSW) in ALL while
NAT does not show such a relationship (Fig. 11). We
similarly examined trends and statistical relations for
DLW/DSW versus PRW under clear-sky and all-sky con-
ditions by climate zone (Table 7). PRW exhibits trends that
differ slightly between all-sky and clear-sky conditions
(Table 5). It explains 78–95% (2–23%) of the variance in
DLW (DSW) under all-sky conditions and 66–80%
(15–58%) under clear-sky conditions. The DLW-PRW
association differs little under both sky conditions but the
DSW-PRW association is much stronger under clear-sky
than all-sky conditions.
In summary, surface radiation forcings change signifi-
cantly from 1950 to 1999 when anthropogenic forcings
were included in the 20th century climate simulations.
Enhanced DLW warms global land Tmax and Tmin but at a
comparable rate and thus has little effect on DTR, while
DSW strongly influence DTR. Statistically, variations in
DLW explain most of the warming in Tmax and Tmin and
variations in DSW explain most of the DTR decrease.
4 Discussion
The diurnal cycle of temperature over land is maintained
by daytime solar heating and nighttime radiative cooling—
the nighttime minimum temperature is largely controlled
by downward longwave radiation while the daytime
maximum temperature is strongly affected by surface solar
heating and partitioning of sensible and latent heat (e.g.,
Dai et al. 1999; Makowski et al. 2008). Its amplitude can
be changed through changes of surface energy and
hydrological balances controlled by atmospheric compo-
sition, clouds, aerosols, land properties (e.g., soil moisture
Table 2 Correlation coefficients between zonal average annual temperature trends (Tmax, Tmin, and DTR) from 1950 to 1999 and zonal average
climatological annual precipitation ðPÞ by precipitation zone
Number of zones OBS ALL NAT
Tmax Tmin DTR Tmax Tmin DTR Tmax Tmin DTR
7 -0.65 -0.83 0.97 -0.94 -0.94 0.89 0.77 0.57 0.59
11 -0.53 -0.80 0.77 -0.88 -0.89 0.88 0.73 0.49 0.46
15 -0.46 -0.75 0.76 -0.87 -0.86 0.79 0.74 0.55 0.42
19 -0.54 -0.72 0.58 -0.84 -0.86 0.80 0.65 0.50 0.38
23 -0.43 -0.74 0.76 -0.85 -0.86 0.76 0.66 0.49 0.37
The 499 grid boxes were classified into 7, 11, 15, 19, and 23 precipitation zones, respectively, from dry to wet, based on the observed
climatological annual precipitation. Correlation coefficients were estimated as in Fig. 9 and those values in bold are statistically significant at the
5% level
Table 3 Linear trends (per decade) of annual Tmax, Tmin, DTR, TCC,
and P by climate zone for the period 1950–1999
Climate zonea Variables
Tmax Tmin DTR TCC
b P
OBS
0 0.124 0.224 -0.099 0.111 -0.011
1 0.113 0.145 -0.035 0.219 -0.057
2 0.101 0.234 -0.131 0.226 -0.007
3 0.041 0.143 -0.102 -0.088 -0.012
4 0.195 0.281 -0.083 0.152 -0.004
5 0.086 0.184 -0.108 – 0.004
ALL
0 0.115 0.137 -0.022 -0.053 0.000
1 0.084 0.095 -0.010 -0.131 -0.015
2 0.112 0.133 -0.021 -0.058 -0.001
3 0.088 0.097 -0.009 -0.089 -0.009
4 0.136 0.167 -0.031 -0.016 0.007
5 0.151 0.180 -0.029 -0.013 0.008
NAT
0 -0.051 -0.048 -0.003 0.000 -0.001
1 -0.029 -0.037 0.008 0.000 -0.017
2 -0.049 -0.046 -0.004 0.001 0.001
3 -0.048 -0.040 -0.008 0.000 0.002
4 -0.058 -0.058 0.000 0.000 -0.002
5 -0.050 -0.046 -0.004 0.000 -0.002
Tmax maximum air temperature (C), Tmin minimum air temperature
(C), DTR diurnal temperature range (C), TCC total cloud cover (%),
P precipitation (mm/day). Trends in bold (italic) are statistically
significant at the 1% (5%) level
a Climate zones: global (0), moist tropic (1), arid (2), humid middle
latitude (3), continental (4), and polar (5)
b The observed TCC for climate zone 5 was excluded due to the
missing data over a high percentage of grid boxes
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and vegetation), and surface and boundary-layer condi-
tions. Understanding such changes can help explain why
DTR changes but doing so requires examining the diurnal
cycle of surface radiation and energy fluxes (e.g., hourly
observations or model outputs) and other related variables,
most of which are not available. Since the ALL simula-
tions show small decreases in TCC, sensible and latent
heat fluxes and the models do not change their land use/
cover, this study focuses on changes in the surface radia-
tion that are expected to largely determine the simulated
DTR.
The surface and atmosphere are warmed primarily by
the GHGs enhanced DLW as amplified by the associated
increase of atmospheric water vapor content (i.e., PRW).
This enhanced PRW as a solar absorber also reduces DSW
(Table 7; Fig. 11). Changes in DSW can also result from
changes in cloud cover and aerosols. The presence of
cloudiness can significantly reduce surface solar heating.
Increasing aerosols scatter or absorb incoming solar radi-
ation and thus reduce DSW. Our clear-sky results and the
strong DTR-DSW correlation indicate that enhanced
aerosols and PRW both contribute to the ALL changes in
Fig. 10 Global mean annual
anomalies of DTR (C),
precipitation (mm/day) and
cloud cover (%) for the
simulated and observed over the
499 grid boxes from 1950 to
1999. The observed time series
for DTR-TCC (left panel) were
averaged from fewer grid boxes
because the observed cloud data
have missing data over some of
the 499 grid boxes, especially
before 1971. The values of R2 as
in Table 4 are listed and those
marked with ‘‘*’’ are
statistically significant
(p \ 0.01). R2 was calculated
after differentiating the original
time series. The time series of
data were normalized by
subtracting their mean divided
by their standard deviation (for
visualization purpose only)
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DTR (Tables 5, 6, 7 and Fig. 11). Although the simulated
DTR changes are much smaller than those observed, the
ALL simulations with anthropogenic forcings capture most
of the essential features of observed temperature changes at
global and large scales, whereas the NAT simulations with
natural forcings only do not simulate such features. Our
results indicate that the model simulated DTR decreases
may be mainly a result of large-scale effects of increased
GHGs and direct effects of aerosols.
The simulated DTR trend in ALL is much smaller
than that observed, possibly mainly attributed to the lack
of an increased trend in cloudiness that has been
observed in many areas (Dai et al. 1999). The surface
latent and sensible heat fluxes show a small decrease and
thus only offset slightly the DSW decrease due to
increased water vapor and aerosols. The magnitude of
the DSW decrease is as large as half of the increase in
DLW in the ALL case (Table 5), but Tmax still has a
warming trend only slightly lower than that in Tmin
(Table 3). The simulated trend in Tmax is comparable to
the observations but the simulated trend in Tmin is much
smaller in the models than that observed (Figs. 5, 6, 7,
8). Very likely, the small DTR trend in ALL may result
mainly from the underestimated Tmin trend due to the
lack of increased cloudiness, which acts as a blanket at
night to warm the surface (i.e., the increase of DLW). In
addition, the models are limited in describing realistic
effects of aerosols (including their properties) and cloud-
aerosol interactions and thus in simulating changes in
surface radiation (Ruckstuhl and Norris 2009; Wild
2009). For example, the observed large decreases in
DTR over eastern China, where cloudiness decreased and
aerosols increased substantially (Kaiser 1998; Liu et al.
2004; Zhou et al. 2008), and the observed solar ‘‘dim-
ming’’ and ‘‘brightening’’ over Europe (Ruckstuhl and
Norris 2009; Wild 2009), are not realistically simulated.
Considering large uncertainties in simulating changes in
clouds, aerosols, and hydrological variables (e.g., pre-
cipitation, soil moisture) in the models, very likely the
missing increasing trend in the simulated cloudiness is a
major reason to explain the small DTR trend in the
models.
Table 4 Statistical relationship between interannual variations in DTR and those in TCC/P for the period 1950–1999
Climate zonesa OBS ALL NAT
TCCb P TCC P TCC P
R2 b1 R
2 b1 R
2 b1 R
2 b1 R
2 b1 R
2 b1
0 0.23 -0.07 0.33 -0.99 0.43 -0.11 0.10 -0.61 0.08 -9.42 0.02 -0.39
1 0.62 -0.08 0.57 -0.31 0.63 -0.07 0.56 -0.23 0.49 -8.36 0.45 -0.39
2 0.41 -0.11 0.60 -1.74 0.45 -0.12 0.53 -0.96 0.24 -9.21 0.11 -0.69
3 0.41 -0.08 0.40 -0.73 0.64 -0.11 0.43 -0.70 0.17 -8.04 0.12 -0.53
4 0.30 -0.10 0.26 -1.37 0.47 -0.14 0.05 -0.54 0.22 -24.28 0.01 -0.64
5 – – 0.08 -0.73 0.13 -0.05 0.23 -0.67 0.06 -10.27 0.04 -0.61
DTR diurnal temperature range (C), TCC total cloud cover (%), P precipitation (mm/day), Linear trends were removed by differentiating the
original time series. Regression coefficients, b1, in bold are statistically significant at the 1% level
a Climate zones: global (0), moist tropic (1), arid (2), humid middle latitude (3), continental (4), and polar (5)
b The observed TCC for climate zone 5 was excluded due to the missing data over a high percentage of grid boxes
Table 5 Linear trends (per decade) of simulated annual DLW, DSW,
and PRW in ALL and NAT by climate zone for the period 1950–1999
Climate zonea Variables
DLWb DSWb PRWb
ALL
0 0.856 (0.969) -0.423 (-0.751) 0.114 (0.111)
1 0.845 (0.998) -0.462 (-0.926) 0.232 (0.227)
2 0.982 (1.051) -0.457 (-0.672) 0.117 (0.111)
3 0.721 (0.908) -0.483 (-1.022) 0.120 (0.116)
4 0.830 (0.939) -0.353 (-0.654) 0.086 (0.085)
5 0.814 (0.843) -0.374 (-0.467) 0.058 (0.055)
NAT
0 -0.050 -0.048 0.000
1 -0.031 -0.037 0.000
2 -0.048 -0.045 0.000
3 -0.048 -0.039 0.000
4 -0.058 -0.057 0.000
5 -0.061 -0.055 0.000
DLW surface downward longwave radiation (W/m2), DSW surface
downward longwave radiation (W/m2), PRW precipitable water (kg/
m2). Trends in bold (italic) are statistically significant at the 1% (5%)
level
a Climate zones: global (0), moist tropic (1), arid (2), humid middle
latitude (3), continental (4), and polar (5)
b Values in parenthesis are results for clear-sky conditions
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The models may be deficient in reproducing realistic
diurnal responses of temperatures to given changes in
DLW and DSW and thus underestimating DTR changes.
Considering that daytime latent heat and sensible heat
fluxes are closely coupled to DSW, a decrease in DSW
often leads to a decrease in the latent and sensible heat,
which is simulated in ALL but too small in magnitude. The
models show a comparable warming of Tmax and Tmin with
the change of DLW. However, surface air temperature is
expected to be most sensitive to changes in surface radia-
tive forcing under cold stable conditions and consequently
nighttime and high-latitude temperatures, hence DTR
should correlate with DLW (e.g., Pielke and Matsui 2005;
Betts 2006; Dickinson et al. 2006; IPCC 2007; Zhou et al.
2007, 2008). The weaker modeled correlation between
DLW and DTR (i.e., the comparable effect of DLW on
Tmax and Tmin) suggests that the models may not realisti-
cally characterize the expected asymmetric diurnal
response of Tmax and Tmin to the pronounced and persistent
DLW forcing. A strong spatial dependence of temperature
trends on precipitation is seen for both Tmax and Tmin in the
models but only for Tmin in the observations (Table 2;
Fig. 9), indicating also that the atmosphere is strongly
coupled with surface temperature for both daytime and
nighttime in the models while observations only support
such coupling at nighttime. These results, together with
their weak diurnal cycle of simulated climatological tem-
peratures, suggest deficiencies in characterization by the
models of important surface and boundary-layer processes.
Some other factors may also contribute to the small
simulated DTR changes. The models simulate the general
pattern of DTR but their diurnal cycle of temperature is
much weaker than observed, in many regions by as much
as 50%, likely contributing to the smallness of simulated
DTR trends (IPCC 2007). The multiple-model ensemble
mean, which should be amplifying the major signals and
reducing the errors in individual models, also smoothes the
internal variability (IPCC 2007), often reducing the mag-
nitude of the variability from that of individual models
(Figs. 5, 6, 7, 8), while the observations, like one realiza-
tion of the simulations, should have larger variability. In
addition, the models have structural and parametric
uncertainties and so may differ from the observations in
both their forcing and boundary conditions.
Despite the aforementioned uncertainties, the ALL
simulations differ distinctly from those of NAT in their
changes in temperatures and in associated variables (e.g.,
surface radiation and PRW) and the observed DTR trends
are outside the range of simulated natural internal vari-
ability. It is very unlikely that the observed increases in
Fig. 11 Global mean annual
anomalies of DTR (C), DLW
(W/m2), DSW (W/m2), and
PRW (kg/m2) simulated in ALL
and NAT over the 499 grid
boxes from 1950 to 1999. The
values of R2 as in Tables 6 and
7 are listed and those marked
with ‘‘*’’ are statistically
significant (p \ 0.01). R2 was
calculated after differentiating
the original time series. The
time series of data were
normalized as done in Fig. 10
(for visualization purpose only)
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PRW over many regions would result from natural forcings
only. Wild et al. (2007) found a strong connection in the
observations between changes in DTR and those in surface
solar radiation (from dimming to brightening) during the
1980s and with the increasing GHGs. Liu et al. (2004) and
Makowski et al. (2009) reported a similar DSW-DTR
connection. Considering the substantial spatiotemporal
variability in cloud cover and precipitation, Zhou et al.
(2008) suggest that enhanced GHGs and aerosols as a
steady and global forcing are likely to largely determine
the observed long-term DTR trends at large spatial scales.
The large decrease in DTR over arid and semi-arid systems
may reflect stronger effects of increased GHGs and asso-
ciated changes in soil moisture and water vapor on DTR
over drier regions (Zhou et al. 2008). We speculate that the
observed widespread decrease in DTR might result from
the global radiation changes (due to anthropogenic changes
in GHGs and aerosols) and additional strong regional
effects of anthropogenic forcing that the models can not
realistically simulate, likely connected to changes in cloud
cover, precipitation, and soil moisture. Evidently the ALL
simulations reproduce the global signal much better than
the regional variations.
5 Conclusions
We have analyzed the trends and variability in Tmax,
Tmin, and DTR over land in observations and multiple
model simulations for the later half of the 20th century.
When anthropogenic and/or natural forcings are included,
the simulated DTR reproduces many observational
Table 6 Statistical relationship
between interannual variations
in Tmax, Tmin, and DTR and
those in DLW/DSW in ALL for
the period 1950–1999
DLW surface downward
longwave radiation (W/m2),
DSW surface downward
longwave radiation (W/m2),
linear trends were removed by
differentiating the original time
series. Regression coefficients,
b1, in bold are statistically
significant at the 1% level
a Climate zones: global (0),
moist tropic (1), arid (2), humid
middle latitude (3), continental
(4), and polar (5)
b Values in parenthesis are
results for clear-sky conditions
Climate zonea DLWb DSWb
R2 b1 R
2 b1
Tmax
0 0.85 (0.92) 0.199 (0.206) 0.54 (0.50) 0.193 (0.143)
1 0.81 (0.86) 0.141 (0.137) 0.36 (0.30) 0.098 (0.078)
2 0.68 (0.82) 0.174 (0.188) 0.59 (0.57) 0.143 (0.153)
3 0.68 (0.83) 0.179 (0.165) 0.69 (0.50) 0.161 (0.131)
4 0.84 (0.93) 0.231 (0.260) 0.27 (0.28) 0.176 (0.141)
5 0.82 (0.89) 0.214 (0.293) 0.02 (0.36) -0.049 (0.194)
Tmin
0 0.92 (0.94) 0.190 (0.196) 0.39 (0.39) 0.150 (0.121)
1 0.96 (0.93) 0.135 (0.126) 0.20 (0.25) 0.065 (0.067)
2 0.86 (0.93) 0.166 (0.166) 0.36 (0.39) 0.094 (0.113)
3 0.89 (0.91) 0.166 (0.146) 0.46 (0.43) 0.106 (0.105)
4 0.91 (0.95) 0.231 (0.261) 0.17 (0.23) 0.135 (0.130)
5 0.89 (0.90) 0.228 (0.304) 0.05 (0.40) -0.080 (0.212)
DTR
0 0.04 (0.05) 0.009 (0.011) 0.60 (0.30) 0.042 (0.022)
1 0.02 (0.06) 0.006 (0.011) 0.54 (0.08) 0.033 (0.011)
2 0.01 (0.10) 0.007 (0.022) 0.72 (0.45) 0.049 (0.041)
3 0.03 (0.11) 0.013 (0.019) 0.75 (0.19) 0.055 (0.026)
4 0.00 (0.00) -0.001 (0.000) 0.30 (0.05) 0.041 (0.011)
5 0.09 (0.03) -0.014 (-0.010) 0.22 (0.08) 0.031 (-0.018)
Table 7 Statistical relationship between interannual variations in
PRW and those in DLW/DSW in ALL for the period 1950–1999
Climate
zonea
DLWb DSWb
R2 b1 R
2 b1
0 0.93 (0.89) 5.019 (4.832) 0.22 (0.46) 2.242 (3.538)
1 0.90 (0.76) 2.729 (2.599) 0.03 (0.17) 0.452 (1.155)
2 0.78 (0.66) 4.737 (4.329) 0.02 (0.15) 0.779 (2.047)
3 0.95 (0.79) 4.132 (4.293) 0.16 (0.37) 1.912 (2.774)
4 0.83 (0.80) 6.553 (5.802) 0.23 (0.58) 2.581 (4.986)
5 0.88 (0.73) 9.396 (6.995) 0.08 (0.54) -1.957 (5.087)
DLW surface downward longwave radiation (W/m2), DSW surface
downward longwave radiation (W/m2), PRW precipitable water (kg/
m2), Linear trends were removed by differentiating the original time
series. Regression coefficients, b1, in bold are statistically significant
at the 1% level
a Climate zones: global (0), moist tropic (1), arid (2), humid middle
latitude (3), continental (4), and polar (5)
b Values in parenthesis are results for clear-sky conditions
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features. The simulated Tmax trend is comparable to the
observations, but the simulated Tmin trend is much
smaller than that observed; as a result, the simulated
global mean DTR trend is only about 22% of that
observed. The spatial dependence of Tmin and DTR
trends on climatological precipitation are seen in both the
observations and simulations. When only natural forcings
are used, none of the observed features are simulated and
models generally show opposite trends associated with
volcanic aerosols.
The model simulated warming in Tmax and Tmin and the
general decrease in DTR may reflect large-scale effects of
enhanced global GHGs and direct effects of aerosols. The
strong and persistent increase in DLW, which mainly
reflects GHGs effects of a warmer and wetter atmosphere
and to some extent of a warmer surface, is the dominant
global forcing in explaining the simulated warming of Tmax
and Tmin from 1950 to 1999, while its effect on DTR is
very small. Decreases in DSW due to enhanced aerosols
and PRW contribute most to the simulated decreases in
DTR. Although the magnitude of the simulated DTR
decrease is much smaller than the observed, the models
generally reproduce the substantial warming in both Tmax
and Tmin and the reduction of DTR, in response to
enhanced global-scale anthropogenic forcings, and the
observed DTR decreasing trends are shown to be outside
the range of natural internal variability estimated from the
models. The much larger observed decrease in DTR sug-
gests the possibility of additional regional effects of
anthropogenic forcing that the models can not realistically
simulate, likely connected to changes in cloud cover, pre-
cipitation, and soil moisture.
The small DTR changes simulated in the models may be
mainly attributed to the lack of an increase in cloud cover
and deficiencies in realistically representing (a) diurnal
responses of Tmin and Tmax to given changes in DLW and
DSW (especially the increase in DLW) (b) changes in
clouds and aerosols (and their properties and interactions)
and their impacts on DLW and DSW, and (c) some
important surface and boundary-layer processes in the
models. Some uncertainties also exist in our calculation of
linear and regional average trends and time series analysis
because of gaps in spatial coverage and temporal limita-
tions in the data and the simplicity of our statistical
methods. Our results and conclusions may be representa-
tive mainly over regions where this analysis had the most
observations.
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