We consider a general model, describing a quantum impurity with degenerate energy levels, interacting with a gas of itinerant electrons, and analyse the algebraic structure of the poor man's scaling equation for such a model. On the basis of this analysis we write down explicitly the scaling equation for the case when the interaction is written in terms of su(3) generators but has a symmetry described by SU (3) maximum subgroup: SU (2) × U (1).
I. INTRODUCTION
In a seminal paper, published in 1964 and entitled "Resistance Minimum in Dilute Magnetic Alloy"
1 , Kondo considered a (deceptively) simple model: magnetic impurity in a normal metal. His, and the following theoretical analysis of the problem by different authors, led to the appearance of many approaches and techniques, which became paradigms in different fields of physics 2 . One of such approaches was the so called poor man's scaling, pioneered by Anderson 3 . Models, similar to the one mentioned above, describe magnetic ions in a crystalline electric field 4 , tunnelling centres 5 and system of quantum dots 6, 7 . It is known that the anisotropy can substantially change the physics of the model in comparison with the isotropic case [8] [9] [10] [11] [12] [13] [14] [15] . In our previous paper 15 we considered a general anisotropic model, describing a single quantum impurity with degenerate energy levels, interacting with a gas of itinerant electrons and derived poor man's scaling equation to the second order of interaction for the model. In the present contribution the algebraic structure of the general scaling equation is analyzed in a more detailed way.
The rest of the paper is constructed as follows. In Section II we rederive the scaling equation. In Section III we consider the case of the maximally symmetric interaction. In Section IV we formulate the specific algebraic problem which is of interest to us, and, as the nontrivial example of its solution, derive the scaling equation for the case when the operator of interaction corresponds to the su(3) algebra, but has the symmetry described by the maximum subgroup of SU (3), i.e. by SU (2) × U (1). We conclude in Section V. Some mathematical details are relegated to the Appendix.
II. SCALING EQUATION

A. General Lie algebra
The Hamiltonian we start from is
where c † kα and c kα are electron creation and annihilation operators of itinerant electron with wave vector k and internal quantum number α, ǫ k is the energy of the electron; X ba = |b >< a|, where |a >, |b > are the internal states of the scattering system, is the Hubbard X-operator.
We are interested in the low energy physics, that is in the electron states in the vicinity of the Fermi energy. However we can not just discard the energy states of the electrons at the band edges, because virtual transitions to (from) these states influence the low energy physics. The idea of renormalization 3 consists in reducing the band width of the itinerant electrons from
and taking into account the terms which corresponded to virtual transitions through the electron states in the discarded energy intervals by renormalizing matrix elements of the perturbation connecting the states in the reduced band; this process is repeated many times, thus making the band width a running parameter. In the lowest order of perturbation theory (one loop approximation) we obtain scaling equation
where ρ is the density of states of itinerant electrons (assumed to be constant), which we further on will take being equal to 1; Λ = D/D 0 . Let the matrix V βα,ba be a sum of direct products of Hermitian matrices, acting in ab and αβ spaces respectively
where the set of matrices {G p } is closed with respect to commutation and hence generates some Lie algebra g; so is the set of matrices {Γ p } (Lie algebra γ). The matrix c pπ is real, because the interaction should be Hermitian. With the help of Eq. (3) we can write down Eq. (2) in a more transparent form
Introducing structure constants of the Lie algebras g and γ as f
we can write down Eq. (2) in an even more transparent form
Further on we'll assume that γ ≡ g. Matrices {G p } and {Γ π }, though generally not identical, realize the same representation of the algebra. Because only the commutation relations are important for us, we (possibly) slightly abusing the notation will present the interaction (3) as
and the scaling equation becomes
From the point of view of calculus, Eq. (8) is (one of) the simplest scaling equation, one can consider. However, it has an interesting algebraic structure, which is the subject of the present communication.
B. su(N ) algebra
To illustrate what was said above consider a particular but very important case when g is the su(N ) algebra. In this case the scaling equation can be simplified. If we assume that the matrix c pπ , in addition to being real, is symmetric, it can be diagonalized by an orthogonal transformation of the generators. Note that orthogonal transformation does not change the commutation relations among the generators. Thus Eq. (3) can be "reduced to the principal axes", that is to the form
The fact that for a given pair of s and t the structure constant is different from zero for only one value of p (let us call it p(s, t)), guarantees that the interaction (9) 
Thus the general scaling equation can be written as
When g = su (2) , The generator of g can be taken as S x , S y , S z , and Eq. (11) takes the form of the system of three equations
where i, j, k is an arbitrary permutation of the Cartesian indices.
III. MAXIMALLY SYMMETRIC SCALING EQUATION
We will need the property of the structure constants of a Lie algebra (Eq. (A8)), which is not widely known [among the physicists]. That is why in the Appendix we reproduce its derivation from Ref. 16 . Now, assuming the normalization of the operators given by Eq. (A7), we can consider interaction
In fact, substituting c pp ′ = c into the R.H.S. of Eq. (8) we obtain
the second equality is just Eq. (A8). Hence the interaction (13) is renormalizable, and the scaling equations becomes
The interaction (13) being proportional the the Casimir element of the algebra g, commutates with all its generators; hance its symmetry is described by the group G defined by the algebra. Actually the results of the present Section can be written down in the basis independent form. Analysing transition from Eq. (3) to Eq. (7) we realise that even if γ ≡ g we can use different bases for the algebras. Distinguishing the basis we have chosen for the γ by the sign tilda above the generators we can rewrite Eqs. (7) and (8) respectively as
and
Now comes the point. If we chose the tilda basis as the dual basis to that without the tilda, whatever the former is, the Casimir element of the algebra can be written in the form
and we regain Eq. (15), but this time written down in an arbitrary basis. In this light we percieve the results of the Appendix A as the search for a self-dual basis.
IV. A GOOD SYMMETRY IS A (PARTIALLY) BROKEN SYMMETRY
A. Invariant elements
Actually, what was said above can be said the other way round. The algebra g defines the group G. Let us demand that the interaction has the full symmetry of the group. Hence it should be proportional to the quadratic Casimir element of the group, which, with the normalization of the generators assumed, has the form (13) in the self-dual basis 18 , or more generally in the form
in the dual bases. The result was easy to get. It is less easy to answer the following question. Suppose we keep the same algebra g but put less stringent demand on the symmetry of the interaction, by decreasing it from G to some its subgroup G ′ . What would be the maximally general renormalizable interaction having this symmetry? To answer this question we should find all the invariant quadratic elements of a subgroup adjacently acting on the algebra of the group. In other words we have to find all the quadratic elements constructed from the operators of the algebra commutating with all generators of the subalgebra.
B. su(2) and su(3) algebras
We consider two particular cases, when we can explicitly answer the question, formulated above. The first one is simple, and the scaling equation for this case is well known. We consider it to illustrate the general idea. The second is less simple, and the scaling equation we obtain, to the best of our knowledge was not written down before.
In the first case the algebra is su (2) , which defines the group SU (2) with the generators S x , S y , S z . Let the symmetry of the interaction is U (1); we take S z as the generator of the subgroup. Due to reduction of symmetry, in addition to the previously existing Casimir element
As two linear independent invariants we can take S
x ⊗S x +S y ⊗S y and S z ⊗S z . The renormalizable interaction can be written as an arbitrary linear combination of these elements
Taking into account the commutation relations
we can write down the scaling equation as
Consider now the case when the algebra is su(3) (the group defined by the algebra is SU (3)), and the symmetry of the interaction corresponds to the SU (3) maximum subgroup SU (2) × U (1) (the Lie subalgebra is su(2) × u(1)). As generators of the subalgebra su (2) 
and G 8 which commutes with the previous three generators (see Appendix B). As two new linear independent invariant elements we can take
We can write down general interaction with the prescribed symmetry as
Taking into account the commutation relations (B3), we obtain scaling equations as
Equation (24) 
V. CONCLUSIONS
We studied algebraic structure of the scaling equation for a general model, describing a quantum impurity with degenerate energy levels, interacting with a gas of itinerant electrons. The studies of the renormalizability of the interaction led us to the following mathematical question. Consider some algebra g. The algebra defines the Lie group G, with the adjacent action on the algebra. The issue of Casimir elements of the group was well studied in the general case. Now comes the question: What are the quadratic invariants of the algebra g if we demand their invariance not with respect to the whole group G, but only to some its subgroup G ′ , that is their comutation with all the elements of the subalgebra g ′ ? Of course, a Casimir element of the group G is also an invariant of any of its subgroups. But it is natural to expect the appearance of additional ones.
We were unable to answer this question in general (though it may be just the result of our mathematical ignorance). However, we were able to answer this question for the case of g being the su(3) algebra, and G ′ being the maximum subgroup of SU (3), i.e. SU (2) × U (1). This resulted in the scaling equation (24), which is the main pragmatic result of the present paper.
