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Abstract
We extend the notion of link colorings with values in an Alexander
quandle to link colorings with values in a module M over the Laurent
polynomial ring Λµ = Z[t±11 , . . . , t
±1
µ ]. If D is a diagram of a link L
with µ components, then the colorings of D with values in M form a Λµ-
module ColorA(D,M). Extending a result of Inoue [Kodai Math. J. 33
(2010), 116-122], we show that ColorA(D,M) is isomorphic to the module
of Λµ-linear maps from the Alexander module of L to M . In particular,
suppose M is a field and ϕ : Λµ → M is a homomorphism of rings with
unity. Then ϕ defines a Λµ-module structure on M , which we denote
Mϕ. We show that the dimension of ColorA(D,Mϕ) as a vector space
over M is determined by the images under ϕ of the elementary ideals of
L. This result applies in the special case of Fox tricolorings, which corre-
spond to M = GF (3) and ϕ(ti) ≡ −1. Examples show that even in this
special case, the higher Alexander polynomials do not suffice to determine
|ColorA(D,Mϕ)|; this observation corrects erroneous statements of Inoue
[J. Knot Theory Ramifications 10 (2001), 813-821; op. cit.].
1 Introduction
This paper is concerned with link invariants defined from diagrams. We use
standard notation and terminology: A (tame, classical) link L = K1 ∪ · · · ∪Kµ
has µ disjoint components, each of which is a knot, i.e., a piecewise smooth copy
of S1 in S3. A diagram D of L in the plane is obtained from a projection with
only finitely many singularities, all of which are double points called crossings.
At each crossing, D distinguishes the underpassing component by removing two
short segments, one on each side of the crossing. Removing these segments
splits D into a finite number of arc components. The set of arc components of
D is denoted A(D), and the set of crossings of D is denoted C(D). We also
use standard notation for rings of Laurent polynomials with integer coefficients,
Λ = Z[t±1] and Λµ = Z[t±11 , . . . , t±1µ ].
The idea of a quandle or distributive groupoid was introduced in the 1980s
by Joyce [12] and Matveev [17]. In the intervening decades a sizable literature
has developed, involving many different generalizations and special cases of the
quandle idea. In this paper we generalize one of these special cases.
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Figure 1: The arcs incident at a crossing.
Definition 1 An Alexander quandle is a module M over the ring Λ. The
quandle operation is given by
a2 . a1 = (1− t) · a1 + t · a2.
Notice that for an Alexander quandle, the quandle operation is determined
by the addition and scalar multiplication operations of the module. As we
do not refer to any non-Alexander quandles in this paper, we use notation
and terminology for modules rather than quandles. For instance, the following
definition is equivalent to the definition of Alexander quandle colorings in the
literature, even though the definition does not include the word “quandle.”
Definition 2 Let D be a link diagram, and M a Λ-module. An Alexander
coloring of D with values in M is given by a function f : A(D)→M such that
at every crossing c as indicated in Figure 1, the following equation is satisfied:
f(a3) = (1− t) · f(a1) + t · f(a2).
Here is a multivariate version of Definition 2.
Definition 3 Let D be a diagram of a link L = K1 ∪ · · · ∪Kµ, and let M be a
module over the ring Λµ. Let κ : A(D)→ {1, . . . , µ} be the map with κ(a) = i if
and only if a is an arc of Ki. Then a multivariate Alexander coloring of D with
values in M is given by a function f : A(D)→M such that at every crossing c
as indicated in Figure 1, the following equation is satisfied:
f(a3) = (1− tκ(a2)) · f(a1) + tκ(a1) · f(a2).
The set of all multivariate Alexander colorings of D with values in M is denoted
ColorA(D,M).
Here are several remarks about these definitions.
1. Definition 3 includes Definition 2. If M is a Λ-module then M is also a
Λµ-module, with ti ·m = t ·m ∀m ∈ M ∀i ∈ {1, . . . , µ}. In particular, there is
no difference between Definitions 2 and 3 when µ = 1.
2. When we refer to Definition 2 we sometimes use the phrase “standard
Alexander coloring” to emphasize that we are not discussing Definition 3.
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3. Definition 3 does not seem to be associated with a notion of “multivariate
Alexander quandles” analogous to the notion of standard Alexander quandles.
There is no quandle structure on M because κ is defined on A(D), not M .
4. Nosaka has pointed out that he mentioned the possibility of defining link
colorings in Λµ-modules in [18, Remark 2.6]. This idea was also mentioned by
Manturov and Ilyutko [16, Theorem 3.14], in the more general context of virtual
links. These authors did not develop the results we present below, though.
5. For each m ∈ M , the constant function f(a) = m satisfies Definition 2
and the nonconstant function f(a) = (1− tκ(a)) ·m satisfies Definition 3.
6. ColorA(D,M) is itself a module over Λµ, using pointwise addition and
scalar multiplication. That is, if f1, f2 ∈ ColorA(D,M) and λ ∈ Λµ then
(f1 + f2)(a) = f1(a) + f2(a) and (λ · f1)(a) = λ · f1(a) ∀a ∈ A(D).
Before stating results, we briefly recall some basic information about Alexan-
der modules. We refer to the literature for more thorough discussions of these
famous invariants of classical links [2, 4, 6, 8].
Each oriented link diagram D has an associated Alexander matrix M(D).
The columns of M(D) are indexed by A(D), and the rows of M(D) are indexed
by C(D). Suppose c is a crossing with the incident arcs indexed as in Figure 1.
(N.b. The underpassing arcs are indexed using the orientation of a1: a2 is on
the right side of an observer facing forward on a1, and a3 is on the left side.) If
a2 6= a3, then the row of M(D) corresponding to c has these entries:
M(D)ca =

1− tκ(a2), if a = a1
tκ(a1), if a = a2
−1, if a = a3
0, if a /∈ {a1, a2, a3}
If a2 = a3, then the row of M(D) corresponding to c has these entries:
M(D)ca =

1− tκ(a2), if a = a1
tκ(a1) − 1, if a = a2 = a3
0, if a /∈ {a1, a2}
The reader familiar with the free differential calculus will recognize that the
entries of the c row of M(D) are the images in Λµ of the free derivatives of the
Wirtinger relator a1a2a
−1
1 a
−1
3 corresponding to the crossing c.
Definition 4 If D is a diagram of L then the Alexander module MA(L) is the
Λµ-module presented by M(D).
That is to say, if D is a diagram of L and Λ
A(D)
µ is the free Λµ-module on the
set A(D), then MA(L) is isomorphic to the quotient of Λ
A(D)
µ by the submodule
S generated by all elements of the form
(1− tκ(a2)) · a1 + tκ(a1) · a2 − a3
where the arcs a1, a2, a3 appear at a crossing of D as in Figure 1.
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If M is a Λµ-module and f : A(D) → M is an arbitrary function, then f
defines a Λµ-linear map f̂ : Λ
A(D)
µ → M . This map f̂ defines a Λµ-linear map
with domain MA(L) if and only if S ⊆ ker(f̂). We deduce the following result,
which we call the Fundamental Theorem of Alexander colorings.
Theorem 5 Let D be a diagram of L = K1 ∪ · · · ∪Kµ, and let M be a module
over Λµ. If MA(L) is the Alexander module of L, then
ColorA(D,M) ∼= HomΛµ(MA(L),M).
Many authors have discussed the fact that standard Alexander colorings are
connected to the Alexander module, or to the Alexander polynomials [1, 5, 7,
9, 10, 12, 13, 15, 17, 18]. In particular, Inoue [10] stated the following version
of the fundamental theorem for standard Alexander colorings. Inoue’s result
involves the reduced Alexander module MredA (L), i.e., the Λ-module presented
by a matrix obtained from an Alexander matrix M(D) by replacing t1, . . . , tµ
with a single variable, t.
Corollary 6 ([10]) Let D be a diagram of a link L, and let M be a Λ-module.
Then the Λ-module of Alexander colorings of D with values in M is isomorphic
to HomΛ(M
red
A (L),M).
There is no easily computable set of complete invariants for modules over
Λ and Λµ, so these modules can be difficult to work with. Theorem 5 and
Corollary 6 yield more convenient results when M is both a module over Λµ
and a vector space over a field, because a vector space is characterized up
to isomorphism by its dimension. Before stating results we recall a standard
definition of classical knot theory.
Definition 7 Let D be a diagram of a link L = K1 ∪ · · · ∪ Kµ. Then the
elementary ideals Ej(L) are ideals of Λµ, indexed by j ≥ 0 ∈ N.
• If j ≥ |A(D)|, then Ej(L) = Λµ.
• If |A(D)| > j ≥ |A(D)| − |C(D)|, then Ej(L) is the ideal of Λµ generated
by the determinants of (|A(D)| − j)× (|A(D)| − j) submatrices of M(D).
• If j < |A(D)| − |C(D)|, then Ej(L) = (0).
The elementary ideals of links have been studied thoroughly; see [8] for a
detailed account of the theory.
Suppose F is a field, ϕ : Λµ → F is a homomorphism of rings with unity,
and M is a vector space over F . Let Mϕ denote the Λµ-module obtained from
M using ϕ. (That is, if λ ∈ Λµ and m ∈ M then λ ·m = ϕ(λ) ·m.) In Section
2 we prove the following.
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Theorem 8 Let F be a field, let ϕ : Λµ → F be a homomorphism of rings with
unity, and let M be a vector space over F . Let L be a µ-component link, and
let j0 be the smallest index with ϕ(Ej0(L)) 6= 0. Then for any diagram D of L,
ColorA(D,Mϕ) ∼= HomF (F j0 ,M)ϕ.
It follows that ColorA(D,Mϕ) is a vector space over F of dimension j0·dimF (M).
In case M = F , we have the following.
Corollary 9 Let F be a field, and let ϕ : Λµ → F be a homomorphism of rings
with unity. Let L be a µ-component link, and let j0 be the smallest index with
ϕ(Ej0(L)) 6= 0. Then for any diagram D of L,
ColorA(D,Fϕ) ∼= HomF (F j0 , F )ϕ.
It follows that ColorA(D,Fϕ) is a vector space over F of dimension j0.
If ϕ(ti) = ϕ(tj) ∀i, j, then the colorings described in Corollary 9 are standard
Alexander colorings. These colorings have been studied by Kauffman and Lopes
[13], who refer to them as colorings by linear Alexander quandles. The most
familiar instances are the Fox colorings, which correspond to homomorphisms
with ϕ(ti) = −1 ∀i.
As far as we know, the precise statement of Corollary 9 has not appeared
before, although a version of the special case for Fox colorings was announced
recently [20]. Inoue [9, 10] stated a similar result for standard Alexander color-
ings, with the elementary ideals replaced by the higher Alexander polynomials.
In Section 3 we show that Inoue’s version of Corollary 9 is incorrect even in the
simplest case, i.e., Fox colorings of knots with F = GF (3), the field of three
elements.
After discussing examples in Sections 3 – 5, we outline the extension of
Theorem 8 from fields to principal ideal domains in Section 6.
2 Proof of Theorem 8
Our proof of Theorem 8 begins with two lemmas, which provide useful properties
of tensor products in conjunction with ring homomorphisms. Full accounts of
the general theory of tensor products may be found in standard algebra texts,
like [14].
If ϕ : Λµ → R is a homomorphism of commutative rings with unity and M is
an R-module, then we denote by Mϕ the Λµ-module on M with λ ·m = ϕ(λ) ·m
for λ ∈ Λµ and m ∈M .
Lemma 10 Let ϕ : Λµ → R be a homomorphism of commutative rings with
unity, and let M be an R-module. If D is a diagram of a µ-component link L,
then
ColorA(D,Mϕ) ∼= HomR(Rϕ ⊗ΛµMA(L),M)ϕ.
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Proof. The isomorphism
HomR(Rϕ ⊗ΛµMA(L),M)ϕ ∼= HomΛµ(MA(L),Mϕ) (1)
is a special case of the general property that Hom and ⊗ define adjoint functors.
This particular type of adjointness is mentioned (for instance) by Lang [14, p.
637]. The lemma follows from (1) and the fundamental theorem.
Lemma 11 Suppose D is a diagram of a µ-component link L and ϕ : Λµ →
R is a homomorphism of commutative rings with unity. Then ϕ(M(D)) is a
presentation matrix for the R-module Rϕ ⊗ΛµMA(L).
Proof. As M(D) is a presentation matrix for MA(L), there is an exact sequence
ΛC(D)µ
f−→ ΛA(D)µ g−→MA(L) −→ 0,
where f is the homomorphism represented by the matrix M(D). A standard
property of tensor products is the fact that for any set S,
Rϕ ⊗ΛµΛSµ ∼= RS
with 1⊗ s corresponding to s for each s ∈ S. Moreover, if id is the identity map
of R then the homomorphism
id⊗ f : Rϕ ⊗ΛµΛC(D)µ → Rϕ ⊗ΛµΛA(D)µ
is represented by the matrix ϕ(M(D)), with respect to the natural bases.
Another standard property of tensor products is right exactness. This prop-
erty guarantees that
Rϕ ⊗ΛµΛC(D)µ id⊗f−−−→ Rϕ ⊗ΛµΛA(D)µ id⊗g−−−→ Rϕ ⊗ΛµMA(L) −→ 0
is an exact sequence of R-modules. It follows that ϕ(M(D)) is a presentation
matrix for Rϕ ⊗ΛµMA(L).
Corollary 12 Suppose L is a µ-component link, F is a field and ϕ : Λµ → F
is a homomorphism of rings with unity. Let j0 be the smallest integer with
ϕ(Ej0(L)) 6= 0. Then j0 is the dimension of Fϕ ⊗ΛµMA(L) as a vector space
over F .
Proof. If D is a diagram of L then Lemma 11 tells us that ϕ(M(D)) is a
presentation matrix for the F -vector space Fϕ ⊗ΛµMA(L). For a vector space,
the only isomorphism-invariant information provided by a presentation matrix
is the dimension: an m×n matrix of rank r is a presentation matrix for a vector
space of dimension n− r.
The rank r of ϕ(M(D)) is the size of the largest square submatrix with
nonzero determinant. Determinants are functorial, in the sense that every
square Λµ-matrix X has ϕ(detX) = det(ϕ(X)). It follows that the rank r of
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ϕ(M(D)) is the largest size of a square submatrix X of M(D) with ϕ(detX) 6= 0.
If j0 is the smallest index with ϕ(Ej0(L)) 6= 0 then the largest size of a square
submatrix X of M(D) with ϕ(detX) 6= 0 is |A(D)| − j0, so
dimF (Fϕ ⊗ΛµMA(L)) = |A(D)| − r = |A(D)| − (|A(D)| − j0) = j0.
Theorem 8 follows from Lemma 10 and Corollary 12.
3 Two knots
Inoue [9] asserted that “the number of all quandle homomorphisms of a knot
quandle to an Alexander quandle is completely determined by Alexander poly-
nomials of the knot.” Corollary 9 implies a similar assertion, with ‘Alexander
polynomials’ replaced by ‘elementary ideals.’ In this section we observe that
for Fox tricolorings of the knots pictured in Figure 2, Corollary 9 is correct and
Inoue’s assertion is incorrect.
u
v w x y
z
a
b
c
d
e
gh
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j
Figure 2: The knots 61 and 946.
The Alexander polynomials and elementary ideals of the knots 61 and 946
were calculated by Crowell and Fox [4, Chapter VIII, Examples (4.5) and (4.6)].
The two knots have the same Alexander polynomials: ∆1 = 2t
2 − 5t + 2 and
∆k = 1 for k > 1. Both knots also have Ek = (∆k) for k 6= 2. For 61,
E2 = (∆2) = (1) but for 946, E2 = (2 − t, 1 − 2t). Notice that if GF (3) is the
field of three elements then the homomorphism ϕ : Λ→ GF (3) with ϕ(t) = −1
has
ϕ(2t2 − 5t+ 2) = ϕ(2− t) = ϕ(1− 2t) = 0.
We see that with respect to this homomorphism ϕ, 61 has j0 = 2 and 946 has
j0 = 3.
A Fox tricoloring [4, Exercise VI.6] of a link diagram D is a function f :
A(D)→ GF (3). At each crossing as in Figure 1, the sum f(a1) + f(a2) + f(a3)
must be 0 in GF (3). (This is simply the requirement that the coloring satisfies
Definition 2, withM = GF (3)ϕ.) We leave it to the reader to verify the following
descriptions of the spaces of Fox tricolorings of 61 and 946.
• Every Fox tricoloring of 61 is given by arbitrary values of f(u) and f(v) in
GF (3), with f(w) = f(z) = −f(u)− f(v), f(x) = f(u), and f(y) = f(v).
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• Every Fox tricoloring of 946 is given by arbitrary values of f(a), f(b) and
f(g) in GF (3), with f(c) = −f(a) − f(b), f(d) = f(b), f(e) = f(a),
f(h) = −f(b)− f(g), f(i) = −f(a)− f(g) and f(j) = f(g).
It follows that the space of Fox tricolorings of 61 has dimension 2 over GF (3),
and the space of Fox tricolorings of 946 has dimension 3 over GF (3). We see
that 61 and 946 have different numbers of Fox tricolorings, even though all of
their Alexander polynomials are the same.
4 Two links
In this section we apply Corollary 9 to the torus link T(2,8) and Whitehead’s
link W , pictured in Figure 3.
Figure 3: T(2,8) and Whitehead’s link.
With the indicated orientations, the elementary ideals of these links are
Ej(T(2,8)) = Ej(W ) = Λ2 for j > 1, Ej(T(2,8)) = Ej(W ) = (0) for j < 1,
E1(W ) = (∆1(W )) · (t1 − 1, t2 − 1) = (t1 − 1)(t2 − 1) · (t1 − 1, t2 − 1), and
E1(T(2,8)) = (∆1(T(2,8))) · (t1− 1, t2− 1) = (t31 + t21t2 + t1t22 + t32) · (t1− 1, t2− 1).
The elementary ideals may be confirmed using the Alexander matrices obtained
from Figure 3, as described in the introduction. The Alexander polynomials
∆1(T(2,8)) and ∆1(W ) may also be verified on the LinkInfo website [3], where
the two links are labeled L5a1{1} and L8a14{1}.
ϕ(t1) ϕ(t2) j0(T(2,8)) j0(W )
1 1 2 2
1 -1 2 2
-1 -1 1 1
Table 1: Values of j0 for homomorphisms ϕ : Λ2 → GF (3).
Both links have E0 = (0) and E2 = Λ2, so both links have j0 ∈ {1, 2}
for every instance of Corollary 9; if F is a field then a ring homomorphism
ϕ : Λ2 → F yields j0 = 2 if and only if ϕ(E1) = (0). Table 1 gives the j0 values
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for homomorphisms ϕ : Λ2 → GF (3). (All of the elementary ideals of both links
are symmetric with respect to the transposition t1 ↔ t2, so we do not need to
list the homomorphism with ϕ(t1) = −1 and ϕ(t2) = 1; it yields the same j0
values as the homomorphism with ϕ(t1) = 1 and ϕ(t2) = −1.) We see that
ColorA(T(2,8), GF (3)ϕ) ∼= ColorA(W,GF (3)ϕ) for every homomorphism of rings
with unity ϕ : Λ2 → GF (3).
The j0 values for homomorphisms ϕ : Λ2 → GF (5) appear in Table 2. In
the first four rows, we see that ColorA(T(2,8), GF (5)ϕ) ∼= ColorA(W,GF (5)ϕ)
for every homomorphism of rings with unity ϕ : Λ2 → GF (5) that has ϕ(t1) =
ϕ(t2). In the last three rows, we see that there are homomorphisms with ϕ(t1) 6=
ϕ(t2) and ColorA(T(2,8), GF (5)ϕ)  ColorA(W,GF (5)ϕ).
ϕ(t1) ϕ(t2) j0(T(2,8)) j0(W )
1 1 2 2
2 2 1 1
3 3 1 1
4 4 1 1
1 2 2 2
1 3 2 2
1 4 2 2
2 3 2 1
2 4 2 1
3 4 2 1
Table 2: Values of j0 for homomorphisms ϕ : Λ2 → GF (5).
The links T(2,8) and W are of interest because of the fact that for every
abelian group A, they have isomorphic groups of Fox colorings in A. This fact
was verified using Goeritz matrices in [21, Section 6], but we can also deduce
it from Corollary 14 below, because the homomorphism ϕ : Λ2 → Z defined by
ϕ(t1) = ϕ(t2) = −1 has ϕ(Ej(T(2,8))) = ϕ(Ej(W )) ∀j.
5 A non-invertible link
The Laurent polynomial ring Λµ = Z[t±11 , . . . , t±1µ ] has an automorphism given
by ti 7→ t−1i ∀i. This automorphism is sometimes called conjugation, and de-
noted by an overline. Here are two important properties of conjugation.
1. Let Linv be the inverse of an oriented link L, obtained by reversing the
orientation of every component of L. Then Ej(L) = Ej(Linv) ∀j.
2. If K is a knot then Ej(K) = Ej(K) ∀j.
To verify property 1, let D be a diagram of L and let Dinv be the diagram
of Linv obtained from D by reversing the orientation of every component. The
effect of the orientation reversals is to interchange the indices of the arcs a2 and
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a3 at every crossing as indicated in Figure 1. Observe that the effect of (a)
interchanging a2 and a3 at every crossing and (b) replacing every ti with t
−1
i in
the resulting matrix is the same as the effect of (c) multiplying the a column
of M(D) by tκ(a) for each a ∈ A(D) and (d) multiplying the c row of M(D)
by −t−1κ(a1)t
−1
κ(a2)
for each crossing as indicated in Figure 1. Property 1 follows
because operations (c) and (d) involve multiplying rows and columns by units
of Λµ, and hence do not affect the elementary ideals.
Verifying property 2 is more difficult; see [4, Chapter IX].
K2
K1
a
b
c
d
e
g
h
i
j
k
l
m
n
o
p
q
r
s
u
Figure 4: Turaev’s non-invertible link, T .
Properties 1 and 2 indicate that the elementary ideals cannot detect non-
invertibility of knots. However the elementary ideals can sometimes detect non-
invertibility of links. An example is the two-component link T pictured in
Figure 4, which was discussed by Turaev [22]. With the indicated component
indices and orientations, T has the elementary ideals E3(T ) = Λ2 and E2(T ) =
(t1 − 3, t2 − 1, 7). (We do not present detailed calculations.) Notice that if
ϕ : Λ2 → GF (7) is the ring homomorphism with ϕ(t1) = 3 and ϕ(t2) = 1 then
ϕ(E2(T )) = 0 but ϕ(E2(T )) includes the nonzero element ϕ(t
−1
1 −3) = 5−3 = 2.
It follows that E2(T ) 6= E2(T inv), so T is not invertible.
Corollary 9 tells us that multivariate Alexander colorings detect the non-
invertibility of T : the dimension of ColorA(D,GF (7)ϕ) over GF (7) is 3, but
the dimension of ColorA(D
inv, GF (7)ϕ) is no more than 2. We leave it to the
reader to verify the following explicit descriptions of these spaces.
• Every f ∈ ColorA(D,GF (7)ϕ) is given by arbitrary values of f(a), f(b)
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and f(i) in GF (7), with f(c) = f(b) − 2f(a), f(d) = f(j) = f(k) =
−2f(a), f(a) = f(e) = f(h) = f(n) = f(o) = f(r) = f(u), f(g) =
2f(a)+f(b), f(l) = 4f(a)−2f(b)+3f(i), f(m) = f(i), f(p) = 2f(a)+f(i),
f(q) = 4f(a) + f(i) and f(s) = f(a)− 2f(b) + 3f(i).
• Every f ∈ ColorA(Dinv, GF (7)ϕ) is given by arbitrary values of f(b) and
f(i) in GF (7), with f(a) = f(d) = f(e) = f(h) = f(j) = f(k) = f(n) =
f(o) = f(r) = f(u) = 0, f(c) = f(g) = f(b), f(l) = f(s) = 3f(b) + 5f(i),
and f(m) = f(p) = f(q) = f(i).
6 Principal ideal domains
The special theory of modules over principal ideal domains is explained in many
algebra books, like [11, 14, 19]. We summarize the ideas briefly.
Suppose R is a principal ideal domain and X is an m × n matrix with
entries from R. Define the elementary ideals Ej(X) as follows: if j ≥ n, then
Ej(X) = R; if n > j ≥ max{0, n−m}, then Ej(X) is the ideal of R generated by
the determinants of (n−j)×(n−j) submatrices of X; and if j < max{0, n−m},
then Ej(X) = (0). As R is a principal ideal domain, for each integer j there
is an ej(X) ∈ R such that Ej(X) is the principal ideal generated by ej(X).
Determinants satisfy the Laplace expansion property, so these elements ej(X)
form a sequence of divisors: ej+1(X) | ej(X) ∀j. The quotients dj(X) =
ej(X)/ej+1(X) are the invariant factors of X. Like the ej , the dj are well-
defined only up to associates, i.e. the principal ideals (dj(X)) are invariants of
X, but the particular elements dj(X) are not. The invariant factors also form a
sequence of divisors: dj+1(X) | dj(X) ∀j. The Smith normal form of X is the
m× n matrix obtained from the diagonal matrix
d0(X) 0 0 0
0 d1(X) 0 0
0 0
. . . 0
0 0 0 dn−1(X)

by adjoining m−n rows of zeroes if n < m, and removing n−m rows of zeroes
if n > m.
The Smith normal form of X is equivalent to X, i.e., there are invertible
matrices P,Q such that PXQ is equal to the Smith normal form of X. It follows
that if X is a presentation matrix for the R-module M , then the Smith normal
form of X is also a presentation matrix for M . That is, if X is a presentation
matrix for M then
M ∼=
n−1⊕
j=0
R/(dj(X)). (2)
The fact that the dj(X) form a sequence of divisors implies that (dj(X)) ⊆
(dj+1(X)) ∀j. In particular, if (di(X)) = R then (dj(X)) = R ∀j ≥ i. Notice
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that values of j with (dj(X)) = R contribute nothing of significance to the
direct sum of (2).
Using Lemmas 10 and 11, we deduce the following theorem from (2).
Theorem 13 Let R be a principal ideal domain, and let ϕ : Λµ → R be a
homomorphism of rings with unity. Suppose D is a diagram of a µ-component
link L, and d0, d1, . . . , d|A(D)|−1 are the invariant factors of ϕ(M(D)). Then
for any R-module M ,
ColorA(D,Mϕ) ∼=
|A(D)|−1⊕
j=0
HomR(R/(dj),M)ϕ.
The direct sum of Theorem 13 seems to vary from one diagram to another,
but the invariance of the Alexander module guarantees that if D and D′ are
diagrams of the same link and |A(D)| < |A(D′)| then the invariant factors d′j of
ϕ(M(D′)) with j ≥ |A(D)| − 1 all generate the same principal ideal, (d′j) = R.
It follows that these invariant factors contribute nothing of significance to the
direct sum of Theorem 13.
Corollary 14 Let R be a principal ideal domain, let ϕ : Λµ → R be a homo-
morphism of rings with unity, and let M be an R-module. Then for any diagram
D of a µ-component link L, the Λµ-module ColorA(D,Mϕ) is determined up to
isomorphism by M and the images under ϕ of the elementary ideals of L.
The examples of Section 3 show that if we replace “elementary ideals” by
“Alexander polynomials” in Corollary 14 then the resulting statement is false,
in general.
Theorem 13 implies Theorem 8 in two different ways. (i) Suppose F is the
field of quotients of a principal ideal domain R. (Perhaps F = R.) If M is
a vector space over F , then HomR(R/(dj),M)ϕ is isomorphic to either (0) (if
dj 6= 0) or Mϕ (if dj = 0). (ii) Suppose I is a maximal ideal of a principal ideal
domain R, F = R/I and M is a vector space over F . Then HomR(R/(dj),M)ϕ
is isomorphic to either (0) (if dj /∈ I) or Mϕ (if dj ∈ I).
We close with thanks to an anonymous reader, who provided helpful com-
ments on the first version of the paper.
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