Abstract. Identifying customer segments in retail banking portfolios with different risk profiles can improve the accuracy of credit scoring. The Variational Autoencoder (VAE) has shown promising results in different research domains, and it has been documented the powerful information embedded in the latent space of the VAE. We use the VAE and show that transforming the input data into a meaningful representation, it is possible to steer configurations in the latent space of the VAE. Specifically, the Weight of Evidence (WoE) transformation encapsulates the propensity to fall into financial distress and the latent space in the VAE preserves this characteristic in a well-defined clustering structure. These clusters have considerably different risk profiles and therefore are suitable not only for credit scoring but also for marketing and customer purposes. This new clustering methodology offers solutions to some of the challenges in the existing clustering algorithms, e.g., suggests the number of clusters, assigns cluster labels to new customers, enables cluster visualization, scales to large datasets, captures non-linear relationships among others. Finally, for portfolios with a large number of customers in each cluster, developing one classifier model per cluster can improve the credit scoring assessment.
Introduction
Lending is the principal driver of bank revenues in retail banking, where banks must assess whether to grant a loan at the moment of application. Therefore, banks focus on different aspects to improve this credit assessment. Understanding customers and target populations can improve risk assessment [34] . For example, bank analysts possess the knowledge to understand the underlying risk drivers. This information can be used to identify different groups within a given portfolio, i.e. heuristic-based segmentation [34] , and carry out the risk assessment segment-wise.
However, identifying different segments is not an easy task, and in case any segmentation has been chosen using the heuristic-based approach, this segmentation does not guarantee better risk assessment [29] . Hence, analysts need quantitative tools that can help them to identify groups with distinct risk profiles and not only different demographic factors. The presumption is that these groups have different levels of creditworthiness and the factors underlying their risk profiles are different [34] . Hence, segmentbased credit scoring in some cases can increase the overall model performance compared to a single portfolio-based model. Different quantitative techniques can be used to identify distinct segments. Principal component analysis (PCA) can find clustering structures by applying orthogonal linear transformations. Hence, PCA does not necessarily model complex non-linear relationships [36] . K-means [28] is another popular methodology which aims to represent data by k centroids. Choosing the optimal k value is challenging in practice, and it does not offer the possibility to visualize the clustering structure. The existing clustering methodologies have some limitations which are unappealing in the segment-based scoring approach, see for example [23, 1, 33] or Section (B)
The Variational Autoencoder (VAE) [26, 31] has shown promising results in different research domains. In some cases it outperforms state-of-the-art methodologies, e.g., in the medical field predicting drug response [30] or classifying disease subtypes of DNA methylation [35] , in speech emotion recognition [27] , in generative modeling for language sentences imputing missing words in large corpus [10] , in facial attribute prediction [22] among others. Interestingly, all this research documents the powerful information embedded in the latent space of the VAE.
We use the VAE and the Auto Encoding Variational Bayesian (AEVB) algorithm [26] in this research to identify hidden segments in customer portfolios in the bank industry. Given that the VAE has converged to the optimal variational density, the evidence lower bound (ELBO) (See Section 4.1) generates codes in the latent space which are likely to generate the input data. Otherwise, the algorithm would not have converged in the first place. Hence, by transforming the input data into a meaningful representation, we can indirectly steer configurations in the latent space. The main contribution of this research is a segmentation approach which offers an effective manifold learning algorithm [18] and captures valuable information into the latent space of the VAE. Hence, this technique is well suited for analyzing high-dimensional financial data with complex non-linear relationships [25] . Moreover, this methodology provides solutions to some of the problems in the existing clustering algorithms, e.g., suggests the number of clusters, assigns cluster labels to new customers, enables cluster visualization, scales to large datasets and does not require expert domain to choose input parameters. Banks can use these clusters for marketing and customer purposes [3] and, given that the clusters have a considerably different risk profile, they can also be used for segment-based credit scoring. This paper is organized as follows. Section 2 reviews the related work in credit risk segmentation, while Section 3 explains the main characteristics of feature learning. Section 4 introduces Variational Inference and shows the derivation of the ELBO together with its properties. Section 5 explains the data transformation used to steer configurations in the latent space and Section 6 presents the experiments conducted and findings. Finally, Section 7 presents the main conclusions in this paper. delinquency records. Further, based on these two segments it is the responsibility of a classification model to separate good from bad customers. When classification is the final goal of segmentation, segments should not only be identified based on demographic factors, but rather on risk-based performance [34] . Following this line of thought, [29] posit that heuristic-based segmentation does not necessarily improve the classification results.
One example of the heuristic-based approach is the dual scoring model developed in [12] . They divide customers based on whether they have previous delinquency marks. Then, they use one logistic regression model in each segment to create a credit score. This score is further combined with a behaviour score to create a risk matrix with these two dimensions. Note that the segmentation, in this case, is based on expert-knowledge and the classification, in a second step, is done based on these segments.
Statistical-based techniques find segments using statistical, data-mining or machine learning methods. In its most basic form, one customer attribute is used to create different customer groups with distinct characteristics. It is also possible to use several variables, either one at a time or multiple features in a multi-dimensional vector, to create such groups. By doing this, it is feasible to achieve a deeper segmentation granularity.
In [37] they argue that the heuristic-based approach is sub-optimal because it is not possible to approximate the target population for a given financial institution by merely using one characteristic to create customer segments. Instead, the authors propose a hybrid model where the heuristic-based approach is used together with credit scores estimated using a statistical model. Furthermore, this ranking possesses information which makes it possible to group individuals with similar behaviour along different dimensions. Note that in this approach the final goal is to rank customers based on the segments found by the hybrid method. Hence it is an associative or descriptive approach, not a predictive approach [4] .
There are two ways to deal with segment-based credit scoring regardless of segmentation technique, the two-step method and the simultaneous approach. In the two-step method, we find segments in the first step. Then, a classification model, one per group, assesses credit risk. On the other hand, the simultaneous approach optimizes both the segments and the classification task in one single step. Mathematically, the simultaneous approach optimizes only one objective function which takes into account segmentation and classification.
One example of the simultaneous approach is [8] , where they use the Logistic Trees with Unbiased Selection (LOTUS) model. The model optimizes both segmentation and classification in a simultaneous step. In one hand, the model identifies interactions within the data to create segments and, on the other hand, this segmentation aims to improve classification performance. The study does not show any significant improvement in model performance when segmentation is considered.
In a different approach to segmentation, [21] finds optimal bipartite segments which optimize classification performance. The authors apply an exhaustive search on every single possible split point for all variables at hand. These points create the bipartite clusters on which two logistic regression models are built using all variables in the dataset. The optimal cut-off point is the one which maximizes the overall likelihood of the two logistic regression models. In their results, they find significant accuracy improvements, after correcting for class imbalance, using the segment-based approach. Note that the segmentation, in this case, is based on only one customer characteristic. Hence, exhaustive search on each feature in the dataset may become unfeasible for many real datasets.
Feature Learning -Autoencoders
In the rest of the paper we use the following notation. We consider i.
where z i ∈ R dz can be i.i.d. data or simply the result of a deterministic function, this is clear from the context. Finally, we drop the subscript i whenever the context allows it.
An autoencoder (AE) is a feedforward neural network which is trained to reconstruct the input data, see Figure (1) . This is achieved by first using a function f φ (x) which encodes the input data to a new representation z, which is further decoded by g θ (z) =x into its original space. We say that in this last step the original feature vector x is reconstructed.
Hidden layer
Input layer
Output layer Figure 1 : Basic structure for an Autoencoder (AE) which is a feed forward network trained to learn the input data x. The parametric function f φ (x) transforms the input data x into a new representation z. Then the parametric function g θ (z) convert the codes z back to their original space, generating the reconstructionx.
The parameters φ, θ in the AE are trained by minimizing the squared reconstruction error, where the reconstruction error is defined as = x −x. The most basic architecture for an AE is feedforward networks with one input layer, one output layer, and one or multiple hidden layers with non-linear activation functions [32] . In the case where linear activation functions are chosen, it has been shown that the squared reconstruction error has a unique local and global minimum. Further, the global minimum is described by principal component analysis and least squares regression. Therefore it can be solved by other algorithms rather than gradient descent and backpropagation [6] .
To have a better understanding of the role of feedforward networks in the AE, Figure (1) shows a basic architecture with only one hidden layer. Between the input layer and the hidden layer is where the encode function f φ (x) transforms the input data into its new representation z by using the activation function s f (b + W x). Further, between the hidden layer and the output layer is where the decoder g θ (z) generates the reconstructionx using the activation function s g (d + W z) [7] . In this case, W and W are the weights of the encoder and decoder respectively. In the same way, b and d are the bias term of the encoder and decoder. Therefore, φ = {W, b} and θ = {W , d}. Note that it is also possible to stack multiple hidden layers in both the encoder and decoder part of the AE.
The specific architecture in Figure (1) shows a bottleneck architecture. This is probably the simplest approach preventing the AE from learning the identity function, i.e. x =x [7] . However, regularized autoencoders, e.g., denoising, sparse or contractive autoencoders, try to solve this problem using different approaches and not simply using a bottleneck architecture.
The denoising AE corrupts the input data x by means of a stochastic mappingx ∼ q D (x|x). This corrupted datax is used to train the AE. The main goal is that the network learns the underlying structure of the data generating process p(x) and will not focus on details on the training dataset, hence it learns good representations. Note that denoising AE still backpropagates the reconstruction error, but the difference is that a deterministic mapping to a corrupted input obtains the codes. For more details please refer to [38] .
The contractive autoencoders attenuate the sensitivity of the learned features penalizing the objective function by the Frobenius norm of the encoder's Jacobian. In other words, the contractive AE uses an efficiently computable expression to penalize the objective function, with a fine-tuning hyperparameter, and not a stochastic scheme as in the denoising AE [7] .
On the other hand, the sparse AE forces the encoder weights to be equal to the decoder weights to restrict capacity. Further, sparsity regularization penalizes the bias terms in the hidden layer or their outputs. Penalizing the bias can come at the cost of hurting the numerical optimization. However, there are different options to penalize the output of the hidden units, e.g. L1 penalty, Student-t penalty, or the average output of hidden units [7] .
Finally, different sort of autoencoders have been used in multiple tasks such as transfer learning [41, 15] , generating new data [40] , clustering [24, 39] , classification tasks based on reconstruction errors [2] , and for dimensionality reduction.
All of the previous versions of AEs, that we just have mentioned, use feedforward networks to generate latent variables and reconstruct the input data. In this paper we use an extension of the Variational Autoencoder (VAE), which has a probabilistic background. Specifically, the encoder and decoder can take the form of well know probability densities, e.g., Gaussian density functions. Most importantly, the VAE offers an excellent manifold learning algorithm by simultaneously training the probabilistic encoder together with the decoder. This makes the model learn a predictable coordinate system which is encapsulated in the encoder [18] . This property makes the VAE well suited for analyzing highdimensional credit risk data where complex and non-linear relationships exist [25] . The VAE is also a generative model, hence we can draw synthetic data by simply passing Gaussian noise to the decoder. This feature is appealing in domains where large amount of data is not available or is missing.
4 Variational Autoencoder
Variational Inference
Consider the joint density p(x, z) where x is the observed data and z is a latent variable. Then in the Bayesian framework, the latent variable z helps govern the data distribution [9] . To understand this, think about the error term in the linear model y = x T β + . The error term is not observed, hence it is latent, but we use it to say something about the dispersion in the data distribution of y.
The latent variable in the joint density p(x, z) is drawn from a prior density p(z) and then it is linked to the observed data through the likelihood p(x|z). Inference amounts to conditioning on data and computing the posterior p(z|x) [9] .
The problem is that this posterior is intractable in most cases. Note that
where the marginal distribution is p(x) = p(z, x)dz. This integral, called the evidence, in some cases requires exponential time to be evaluated since it considers all configurations of latent variables. In other instances, it is unavailable in closed form [9] .
Variational Inference (VI) copes with this kind of problem by minimizing the Kullback-Leibler (KL) divergence between the true posterior distribution p(z|x) and a parametric function q(z), which is chosen among a set of densities [9] . This set of densities is parameterized by variational parameters and they should be flexible enough to capture a density close to p(z|x) and simple for efficient optimization. The parametric density which minimizes the KL divergence is
Unfortunately, Equation (2) cannot be optimized directly since it requires computing a function of p(x). To see this, let us expand the KL divergence term using the Bayes' theorem and noting that p(x) does not depend on z
Given that Equation (3) cannot be optimized directly, VI optimizes the alternative objective function
From Equations (3) and (4) we have that 
) is drawn outside the network in order to use gradient descent and backpropagation optimization techniques. Similarly, the feedforward network to the right corresponds to the probabilistic decoder p θ (x i |z). In this case, the input are the latent variables z ∈ R dz and the network output are the parameters in
The reconstruction is given byx = µ x i |z . For readability purposes we do not specify the parameters φ, θ in the networks. However, these parameters are represented by the lines joining the nodes in the networks plus a bias term attached to each node.
Since the KL divergence is non-negative, the expression in Equation (4) is called the evidence lower bound (ELBO). Noting that the ELBO is the negative KL divergence in Equation (3) plus the constant term log p(x), it follows that maximizing the ELBO is equivalent to minimizing Equation (2).
The ELBO gives important information about the optimal variational density. The term KL[q(z)||p(z)] encourages variational densities to be close to the prior distribution, while the term E z∼q [log p(x|z)] encourages densities that place their mass on configurations of the latent variables that explain the observed data. The interested reader is referred to [9, 17] for further details.
Variational Parameters Estimation
The Variational Autoencoder (VAE), just as other autoencoders, uses feedforward neural networks to reproduce the input data. However, in this case, the encoder and decoder are probabilistic functions, see Figure ( 2). Specifically, the VAE approximates the true intractable posterior p θ (z|x) in Equation (1) by using the parametric approximation q φ (z|x), implying two important distinctions in the way VAE solves the optimization problem presented in Section (4.1).
First, the parametric approximation is conditioned on the data x. The reason is that we are only interested in configurations of z which are likely to reconstruct the data. Hence, by explicitly conditioning on x we hope that the z space is smaller, compared to the prior p(z), and that it contributes to the term E z∼q [log p(x|z)] in the ELBO [17] . However, [26] emphasizes that q φ (z) can also be used as the parametric approximation for p θ (z|x).
Second, we introduce the parameters θ, φ in the densities p and q respectively. The reason is that the VAE estimates the expectation and covariance matrix of these density functions by training multilayer perceptron (MLP) networks. These networks learn these two parameters by backpropagating the ELBO with respect to all weights and bias in the MLP networks which are denoted by θ, φ.
Hence, assuming we have a set of i.i.d vectors {x i , ..., x n }, θ and φ are learned by optimizing
Note that q φ (z|x i ) generates codes given x i and p θ (x i |z) converts those codes into its original representation. Hence, the former is also referred as probabilistic encoder and the latter as probabilistic decoder.
The Auto Encoding Variational Bayesian (AEVB) algorithm presented in [26] estimates the parameters θ, φ jointly using multilayer perceptron (MLP) networks. Therefore, assuming the prior is p θ (z) ∼ N (0, I) and both the likelihood function p θ (x i |z) and the approximated posterior q φ (z|x i ) are multivariate Gaussian with diagonal covariance N (µ, σ 2 I), the decoder and encoder share the same parameters as follows
where ∼ N (0, I).
} and when the MLP is used as decoder, x i is replaced by z i as the input data for the network. It is worth mentioning that the latent variable z has been reparametrized as a deterministic and differentiable system. The reason is that we need to backpropagate the term E z∼q [log p θ (x i |z)] in Equation (6) . Without the reparametrization, z would be inside a sampling operation which cannot be propagated. This means that the AEVB algorithm actually takes the gradient of
The proof of this result can be found in [26] .
Segmentation in the Latent Space
The idea behind the segment-based credit scoring is to identify segments with different propensity to fall into financial distress. The presumption is as follows. The endogenous variables describing the likelihood of whether a borrower would pay back a loan can be different from group to group. Besides, the degree of influence of a given variable can also vary from group to group. Further, given these between-groups differences, building segment-based classification models should increase the correct identification of customers who can fulfill their financial obligations and those who fail.
To identify customer segments with different propensity to fall into financial distress, we take advantage of the term E z∼q [log p(x|z)] in the evidence lower bound (ELBO) of the Auto Encoding Variational Bayesian (AEVB) algorithm. As already mentioned in section (4.1), E z∼q [log p(x|z)] generates codes in the latent space which are likely to generate the input data. Hence, by transforming the input data, we can indirectly steer configurations in the latent space. Therefore, we do not use the VAE as a generative model or as a classification model, but as a novel clustering approach using the codes generated in the latent space.
To quantify customers propensity to fall into financial distress, let us first define the ground truth class
where 90+dpd stands for at least 90 days past due and refers to customers' payment status. In the case of credit scoring, banks know the ground truth class of existing customers after the performance period is over 1 . This variable can be used to build predictive models for new cases where the class label is unknown. There is some flexibility in the definition of the ground truth, and hence it may vary from bank to bank. However, it is common to use the above definition because it is aligned with the default definition in the Basel II regulatory framework [3] .
Further, let C j = {c 1 , c 2 , ..., c n } be the j'th set of customers whom the ground truth class Y j = {y 1 , y 2 , ..., y n } is known. Hence,
where [·] is the Iverson bracket, can be referred to as the default rate of C j given that the ground truth class is aligned with Basel II.
Given that dr Cj > dr C l , we say that C j has higher risk profile compared to C l . In other words, customers in C j have, on average, higher probability of default P r(y = 1), and the way we estimate P r(y = 1) is using customers data. Therefore, in order to identify k segments with a different propensity to fall into financial distress, we need to find segments where the average probability of default is different from the rest of groups. Mathematically,
.., k, and j = l.
Now it is clear that the data transformation f (x) that we are looking for, should incorporate the ground truth class y, i.e. f (x|y), given that we are interested in finding groups with a different average probability of default P r(y = 1|x). In this way, the latent space in the VAE generates codes that also contain information about y. Otherwise, the codes will fail to reproduce f (x|y).
It turns out that there exists a function f (x|y) in the logistic regression and the Naive Bayes literature which explains P r(y = 1|x) as follows P r(y = 1|x) 1 − P r(y = 1|x) = P r(y=1)P r(x|y=1) P r(x) P r(y=0)P r(x|y=0) P r(x) = P r(y = 1)P r(x|y = 1) P r(y = 0)P r(x|y = 0) log P r(y = 1|x) 1 − P r(y = 1|x) = log P r(y = 1) P r(y = 0) + log P r(x|y = 1) P r(x|y = 0) .
The second term in the right-hand-side of Equation (10) is denoted Weight of Evidence (WoE) [3, 34] . In this setup, the prior log odds P r(y=1) P r(y=0) are constant, so the left hand side increases as the WoE increases. Originally, WoE was introduced by Irving John Good in 1950 in his book Probability and the Weighing of Evidence.
The way to estimate log P r(xj |y=1) P r(xj |y=0) , given that x j is continuous and implementing a fine classing of the WoE (see chapter 16.2 in [3] or exhibit 6.2 in [34] ), is by creating B 1 , B 2 , ..., B k bins on the j'th feature x j . In the case of categorical variables, the different categories are already these bins. Hence, the WoE for the k'th bin is We use the WoE transformation of the input data x to tilt the latent space in VAE towards configurations which encapsulate the propensity to fall into financial distress. Remember that the goal is to reveal groups that satisfy Equation (9) . Further, Equation (10) shows that the WoE explains the posterior log odds which are just a function of the default probability in Equation (9) . Hence, the presumption is that given that the AEVB algorithm has converged to the optimal variational density q * (z), the latent space should encapsulate the probability of default. Otherwise, the reconstruction would have failed, and the algorithm would not have converged to q * (z) in the first place. Figure 3 : Graphical representation of the development methodology where we use 30% of the majority class (y = 0) data for training the VAE. Once the VAE is trained, it is used to generate the latent variables z for the remaining data, i.e., 70% of the majority and 100% of the minority class (y = 1). Based on the clusters in the latent space, we train MLP classifier models using a classical 70%-30% partition for training and testing the model respectively. The model performance of these segment-based MLP models is compared against a portfolio-based MLP model where no segmentation is considered (the dashed box denotes this model).
6 Experiments and Results
Data description
We use three datasets in our experiments; a Norwegian and a Finnish car loan dataset from Santander Consumer Bank Nordics and the public dataset used in the Kaggle competition Give me some credit 2 . These datasets show applicants' status, financial and demographic factors, at the time of application. Further, the ground truth class is known after the applicant became a customer and at the end of the performance period. The performance period for the real datasets is 12 months, while for the public dataset it is 24 months. More details about the datasets can be found in Tables (A2) , (A3) and (A4).
The following sections show different experiments to assess if i) we are able to steer configurations in the latent space of the VAE through a meaningful data transformation, and ii) if the VAE clustering structure is well suited for segment-based credit scoring and may perform better than the portfolio-based approach. The focus of the analysis is on the Norwegian car loan dataset since we have relatively more insight into this dataset.
Clustering in the latent space
It is worth mentioning that the VAE could be trained using both the minority and the majority class. However, given the high class imbalance in the datasets under analysis, incorporating data from the minority class into the VAE training means that we need to train and test the classifier model with fewer customers from this class. This is, in general, not the desired scenario. Similarly, the number of customers from the minority class that could have been added to train the VAE would not have changed our results considerably. In cases where there is enough data from both classes, it is definitively recommended to use both classes to reveal clusters in the latent space and see if there are benefits by doing so.
Hence, we use 30% of the majority class y = 0 to train the VAE. During the training phase, we generate the latent space for the remaining data, i.e. 70% of the majority class data and 100% of the minority class data y = 1, see Figure ( 3). Based on the cluster quality of the generated latent space together with the optimization of the ELBO, we select the optimal network architecture as well as the stopping criteria.
This means that the focus during training is both the optimization of the ELBO and the clustering structure in the latent space. In other words, the selected architecture for the VAE is the one that has converged to the optimal variational density q * (z), and that generates clusters in the latent space with low within cluster scatter and which are well spread. This cluster property is measured using the Calinski-Harabaz (CH) index introduced in [11] . Furthermore, the clusters should have considerably Algorithm 1: Labeling the VAE clustering structure in the latent space.
Input : Z,n min ,α,ρ Output: cluster labels 1 pending data = {Z} ; 2 labels = ones(length(Z)) ; 3 while EOF(pending data)==FALSE do 4 for item in pending data do different default rates. This cluster characteristic is measured using the average maximum betweencluster default rate (BCDR)
where dr Ci is the default rate of the i'th cluster, || · || is the Euclidean distance, and k is the total number of clusters in the latent space. Therefore, the quality of the clusters in the latent space is high when both the CH index and the BCDR index are high.
We assign cluster labels in the latent space using the following approach. At each j'th epoch, we estimate the expectation of the latent variable z
given the input vector x i . We use the the expectation of n latent variables to average out uncertainty and obtained relatively more compact clusters since q φ (z|x i ) ∼ N (µ z|x i , σ 2 z|x i I). Further, using the expectation also has the advantage that customers are assigned to the same cluster each time we generate their latent variables. In our experiments, we found robust results for n = 100.
Norwegian car loan dataset
Now that the latent space is generated, we use hierarchical clustering iteratively to assign cluster labels, always partitioning the data into two clusters at each iteration, see Algorithm (1). The parameters n min (minimum cluster size) and ρ (minimum Euclidean distance between clusters) in the algorithm are selected based on data. The only requirement for these parameters is that the algorithm must preserve the clustering structure in the latent space of the VAE. In other words, this approach is only an automated mechanism to label the clustering structure in the latent space. In this way, we can evaluate the clustering structure when we optimize the ELBO and we can select the optimal architecture based on quantitative grounds.
Finally, we use grid-search to select the hyper-parameters of the VAE. We tested different architectures varying the number of hidden units, the number of hidden layers, the dimensionality of the latent space and the learning rate. For each of these architectures, we evaluate the quality of the clustering structure and the optimization of the ELBO. Table (A1) shows some of the architectures we tested. It is important to mention that other complex architectures, e.g., two or more hidden layers and higher dimensions of the latent space, were also tested. However, for the datasets we are analyzing, the AEVB algorithm 
Norwegian car loan
Cluster Default rate Avg. Probability of Default Nr. Customers Nr. Table 1 : Risk profiles, default rates dr C j and average probability of default P r(y i = 1|x i , C j ), for the different clusters C j in the VAE two-dimensional latent space.
takes longer to converge to the optimal variational density q * (z) for high dimensional spaces in the latent space. On the other hand, for the Kaggle dataset adding more hidden layers makes the algorithm converge faster, but the resulting clustering structure in the latent space contains only two clusters. The algorithm also converges faster for the Finnish dataset if we use more than one hidden layer, yet the resulting clustering structure contains four clusters which is not ideal for this dataset as we will see later on. See Figure (A1) for more details.
The clustering structure found for the Norwegian dataset is shown in Figure ( Table (1) shows the associated risk profiles. The first important result to highlight is that the WoE transformation reveals well-defined clusters in the latent space. Further, with the exception of cluster 1 and 5, default rates (dr) and the average probability of default P r(y = 1|x, C j ) for most clusters are considerably different. Note that P r(y = 1|x, C j ) is estimated using the multilayer perceptron models that we will present in Section (6.3). Given the few customers from the minority class, we decided not to set aside a dataset for probability calibration. Therefore, the average probabilities of default are not well calibrated to the default rates.
In general, the Norwegian car portfolio has a low-risk profile (the dataset contains only 2 557 customers from the minority class). Hence, it makes sense that about 82% of all customers are in cluster 3, the cluster with the smallest default rate and average probability of default, while about 18% of the customers are in clusters with relatively high-risk profiles. Now we want to show that the (coarse classing) WoE has valuable information for revealing clusters in the latent space of the VAE. Hence, we use different data transformations, and for each of these transformations we train a VAE with a two-dimensional latent space z ∈ R 2 , i.e. for each data transformation, we reduce the original number of input features into two dimensions in the latent space of the VAE. Specifically, we generate the latent space for the following data transformations:
1. Scaling with PCA: The input data is transformed using principal component analysis with all the principal components, i.e. there is no dimensionality reduction.
Scaling with Standardization:
The input data is standardized by removing the mean and scaling to unit variance. three of these transformations do not show any clustering structure at all, and for the last, the clusters have practically the same default rate. Hence, by identifying appealing data transformations, such as the WoE with coarse-tuning, and leveraging the properties of the ELBO in the VAE, it is possible to steer configurations in the latent space. In our particular case, these configurations are well-defined clusters with considerably different risk profiles.
Cluster interpretation
For the bank industry, it is essential to understand which features that are most important for the clustering result. To investigate this issue, we adopt the salient dimension methodology presented in [5] . This approach identifies features whose values are statistically significant in different clusters. These are called salient dimensions.
Let v be the v'th dimension of the i'th vector x i,v , where x ∈ R . Further let Φ in (k) be the set of inpatterns (within cluster k) and Φ out (k) be the set of out-patterns (not within cluster k). Then compute the mean input values
where |{·}| returns the cardinality of {·}. Further, compute the difference factors
and their mean and standard deviations
Finally, we say that the v'th feature in cluster k is a salient dimension if Table 2 : Risk profiles, default rates dr C j and average probability of default P r(y i = 1|x i , C j ), for the different clusters C j in the two-dimensional latent space of the VAE.
where s.d. is the number of standard deviations to be used. The value for s.d is defined based on the dataset. We use s.d. = 1 for all three datasets under analysis. Now let us explain the clustering structure in Figure(4) together with the risk profiles in Table ( 1) using the salient dimensions for the Norwegian car loan dataset in Table (A5) .
The first interesting result is the pattern of the latent variables for clusters 1 and 5 (both clusters have a default rate equal to 5.30%) which are located on opposite sides of the two-dimensional space. The salient dimension MaxBucket12 in cluster 1 shows that about 70% of the customers have between 30 and 60 dpd at the moment they applied for the loan, i.e. they are existing customers applying for a new loan. Actually, all customers in cluster 1 are existing customers who are at least 30 days past due. On the other hand, about 51% of the customers in cluster 5 are new customers. Cluster 2 is also composed of existing customers only. Hence, it seems like clusters without existing customers are placed on the left side of Figure(4) . Now let us see what characterizes cluster 3 which is the cluster with the lowest default rate. Looking at the salient dimension DownPayment%, we can see that the average value in this cluster is about 20%, while for the rest of the clusters the average down payment is less than 12%. When it comes to the salient dimension AgeObject, we can observe that about 35% of the customers in this cluster have relatively new cars, while for the rest of clusters the average percentage of customers with new cars is about 23%.
Finally, cluster 2 has the highest default rate, which can be easily explained by its salient dimension DownPayment%. About 93% of customers in this cluster are between 1 and 90 days past due. While the percentage of customers in the other clusters with the same number of days past due is only 15%.
There are five factors where segmentation can play a significant role in the bank industry (see Section (2)). Specifically, given the above discussion and that the results are aligned with business expectations, the clusters identified for the Norwegian car loan dataset can be useful for marketing, customer and model fit factors.
Kaggle and Finnish car loan dataset
We now repeat the clustering procedure for the Kaggle and Finnish car loan datasets. Figure (6 Table 3 : Average model performance, for the segment-based credit scoring approach and for the portfolio-based approach, based on a 10-cross-validation approach. Note that best models are selected based on the H-measure.
for these datasets are well defined, with four clusters for the Kaggle dataset and three clusters for the Finnish dataset.
The risk profiles for these two datasets are shown in Table ( 2). We observe the same pattern as in the Norwegian clusters, where the majority of the customers are in the cluster with the smallest default rate and the smallest average probability of default. However, the clustering structure for the Kaggle dataset has some interesting results. About 10% of the customers are in three clusters with very high-risk profiles. Another interesting aspect is that the estimated average probability of default is well-calibrated compared to their default rates. The relatively large number of customers from the minority class in each cluster (more than 1 100 in all clusters) probably explains this result.
Finally, salient dimensions for the Kaggle and Finnish car loan datasets can be found in Table ( A5).
Segment-based credit scoring
Next we turn our attention to the classification task based on the clustering structures found in the previous section. The segment-based credit scoring approach is based on the presumption that the endogenous variables describing the likelihood of whether a customer would fall into financial distress can be different from group to group, given that these groups have, on average, different probability of default. In addition, the degree of influence of a given variable can vary from cluster to cluster.
We compare the classification performance of the segment-based approach (one multilayer perceptron (MLP) model for each cluster) against the classical classification approach (only one MLP model for the whole dataset) using the H-measure to assess if there are performance gains in the segment-based approach. The main reason for using the H-measure is that it is well suited for highly class imbalanced datasets. Furthermore, comparing multiple models with the H-measure, it is done objectively since the H-measure specifies a common misclassification cost for all models. For further details please refer to [19, 20] . For purposes of comparison, we provide other well-known performance metrics, e.g., the area under the receiver operating characteristic curve (AUC), the Gini coefficient, and the KolmogorovSmirnov (KS) test.
The development dataset is composed of 70% of the majority class and 100% of the minority class (none of the data used for training the VAE is used in the classification exercise). Further, this sample is divided into the classical 70%-30% split for training and testing the model, see Figure ( 3), and we make sure that the test datasets keep the original class ratio between the majority and minority class. It is worth mentioning that given the high class-imbalance in the datasets, we generate synthetic variables to train the MLP models. Then, we correct the bias in the estimated probability of default adopting the methodology presented in [13] . Table 4 : Average model performance, for the segment-based credit scoring approach and for the portfolio-based approach, based on a 10-cross-validation approach. Note that best models are selected based on the H-measure.
Further, due to the class imbalance problem we use a cross-validation approach in which at each k'th iteration we: i) divide the development sample into 70%-30% for training and testing, ii) generate synthetic variables to balance the training dataset, and iii) train the MLP model using the balanced dataset and test it on the original class imbalance ratio. It is worth mentioning that when we train the portfolio-based MLP model, we make sure that the training and test datasets include exactly k −1 times the number of customer in each k'th cluster. In theory, cluster labels are unknown in the portfolio-based approach, but in practice not doing the sampling in this way, could potentially benefit performance in one cluster by harming the performance of another. Finally, for both the segment-based and portfolio-based approach we use ten cross-validations and grid-search for hyper-parameter tuning.
Norwegian car loan dataset
The classification results for the Norwegian car loan dataset are shown in Table ( 3). The performance of the segment-based approach is better than that of the portfolio-based approach for all clusters. Note that the difference in H-measure between the two approaches is smallest for cluster 3, which may suggest that the largest cluster drives model performance in the portfolio-based approach. For clusters with high-risk profiles, there are large difference in performance, suggesting that the underlying risk drivers in such clusters are different. Hence, there seems to be a clear advantage to build different classifier models for groups of customers with distinct risk profiles.
To get a better overview of model performance as measured by the H-measure, we conduct an unpaired t-test. This statistical test checks whether the average difference in model performance between the two approaches is significantly different from zero. The p-values of the t-test for the Norwegian car loan dataset are shown in the third column of Table ( 3). It is not surprising that the difference in H-measures for cluster 2 are not significant, given the small cluster size and few customers from the minority class (only 87). The difference in H-measures for clusters 3 and 5 are significant at the 10% level, while those for clusters 1 and 4 are significant at the 5% level. Note that there are some concerns with the unpaired t-test and the methodology we used to build the MLP classifiers models: i) overlapping in the cross-validation datasets, ii) sample size (only ten cross-validations) and iii) outliers skew the test statistics and decrease the test's power [14, 16] . Further, the synthetic variables generated to train the MLP models are an extra source of variability that could impact the p-values.
The H-measure, as well as the rest of performance metrics in Table ( 3), consistently rank the model performance of the segment-based approach on top of the portfolio-based approach. Hence, the insight provided by the t-test should be taken as informative and not as conclusive.
Kaggle and Finnish car loan dataset
Table (4) shows the performance of the segment-based and portfolio-based approach for the Kaggle and Finnish car loan dataset. For the Kaggle dataset, the performance of the segment-based approach is better for all clusters. We can see the same pattern as for the Norwegian car loan dataset. The smallest performance gain of the segment-based approach is for the largest cluster, and there are larger differences in performance for the high-risk clusters.
For the Finnish dataset, the segment-based approach does not increase model performance. Looking at Table ( 2), we can see that the total number of customers from the minority class is only 939 for this dataset. Further, these customers are spread across the three different clusters, with 25, 228 and 685 instances in cluster 1, 2 and 3 respectively. It is challenging to train classifier models when the number of customers from the minority class is this small.
Conclusion
In this paper, we show that it is possible to steer configurations in the latent space of the Variational Autoencoder (VAE) by transforming the input data. Specifically, the Weight of Evidence (WoE) transformation encapsulates the propensity to fall into financial distress and the latent space in the VAE preserves this characteristic in a well-defined clustering structure. This result shows the powerful information embedded in the latent space, which has been documented in different research domains [35, 22, 27, 30, 10] . Further, the resulting clusters are characterized by having considerably different risk profiles measured by the default rate.
The Variational Autoencoder has the advantage of capturing non-linear relationships which are projected in the latent space. In addition, the number of clusters is clearly suggested by the latent space in the VAE and, for a low-dimensional latent space, they can be visualized. Furthermore, the VAE can generate the latent configuration of new customers and assign them to one of the existing clusters. The clustering structure in the latent space of the VAE can be used for marketing, customer, and model fit purposes in the bank industry, given that the clusters have considerably different risk profiles and their salient dimensions are business intuitive.
Finally, we show that for portfolios with a large number of customers in each cluster, as well as a sufficient number of customers from the minority class, the clusters in the latent space of the VAE can be used for segment-based credit scoring. According with the H-measure, the segment-based credit scoring approach performs better than the traditional portfolio-based credit scoring where only one classifier is trained for the whole customer portfolio. The fact that the segment-based credit scoring performs better compared to the portfolio-based credit scoring, specially in clusters with high-risk profiles, suggests that the underlying risk drivers in each cluster are different. For z ∈ R 2 , the AEVB algorithm converges faster to the optimal variational density q * (z) for all datasets (Norwegian dataset top-left panel, Kaggle dataset middle-left and Finnish dataset bottom-left panel). Further, panels to the right also show the optimization of the ELBO but for z ∈ R 2 and for a different number of hidden layers. The VAE for the Norwegian dataset (top-right panel) with 1 hidden layer converges faster to q * (z). For the Kaggle dataset (middle-right panel), 2-4 hidden layers converge faster to the optimal variational density. However, the resulting clustering structure in the latent space contains only two clusters. Similarly, for the Finnish dataset (bottom-right panel) 2-4 hidden layers makes the algorithm converge faster. However, the resulting clustering structure contains four clusters. For this dataset, it is not optimal to have four clusters. Table A2 : Summary of the three datasets used in the different experiments in this paper. Default rate is defined as
, where C j refers to the j'th dataset, c i is the i'th customer in C j with ground truth class y i . 
Norwegian car loans

B Existing clustering techniques
This section shows how we can find clusters in a dataset using some of the existing clustering algorithms. Specifically, we test the k-means, the hierarchical clustering and the high density-based spatial clustering of applications with noise (HDBSCAN) algorithms for the Norwegian car loan dataset. We use the WoE transformation introduced in section (5) because the dataset contains data points with relatively high values and the algorithms that we are testing tend to isolate these extreme data points into one single cluster. Besides, using the WoE allows a direct comparison between the existing clustering algorithms and the new clustering approach presented in this paper.
B.1 K-means
The first challenge in the k-means algorithm is to select the k parameter, i.e. the number of clusters. There are some approaches to decide the optimal k parameter. For example, let k = 1, 2, ..., K and fit the algorithm for each k value. Further, evaluate the resulting clusters using a metric for cluster quality, e.g., CalinskiHarabaz (CH), Davies-Bouldin (DB) or Silhouette coefficients (SC), and select the k for the optimal CH, DB or SC index value. The higher CH or SC index, the better clustering structure. On the other hand, the lower DB index, the better clustering structure. Different cluster quality indexes do not necessarily agree on the optimal number of clusters in a given dataset. For the Norwegian car loan dataset the CH and Silhouette indexes select two clusters as the optimal k value, while the DB index selects three clusters.
Remember that the original dataset is in a multidimensional space and that the k-means algorithm is only grouping these vectors around k centroids in the original input space. Therefore, clustering the data with k-means does not offer the possibility to visualize the final clusters. To enable visualization we need to use a dimensionality reduction technique at the top of the k-means algorithm, e.g, we can use principal components analysis (PCA) to reduce the input space into a two-dimensional space keeping track of the k-means clustering labels. 
B.2 Hierarchical clustering
The hierarchical clustering, together with the dendrogram, offers a clustering technique which suggests the number of clusters in the dataset. The hierarchical algorithm is based on dissimilarity measures between the input vectors and a linkage function which determines which set of vectors are merged. The common approach in hierarchical clustering is that each vector is a cluster by itself, then these vectors are successively merged until all vectors are grouped in one single cluster.
We use the ward and complete linkage functions, together with the Euclidean distance, because these two linkage functions do not tend to isolate extreme values in clusters with a relatively small number of vectors. The corresponding dendrograms for the ward and complete functions are shown in Figure (B1 ) middle panel. We can use these dendrograms to select the final number of clusters by merging sets of clusters until the marginal cost of merging two sets is too high. However, this result depends on the type of distance used and we may obtain different results depending on this choice.
It is important to mention that the hierarchical clustering algorithm has O(n 2 ) time complexity and requires O(n 2 ) memory. Hence, we could only use 45 % of the data sample compared to the amount of data that we used in other clustering algorithms.
B.3 HDBSCAN
The HDBSCAN algorithm can find clusters in a dataset and also select the number of clusters. There are some parameters in the algorithm that must be chosen and depending on their values the results can be different. One of the most significant parameters is the minimum cluster size. Using 3000 as input for this parameter, we obtain six different clusters. However, 23% of the dataset is labeled as noise, and it does not belong to any cluster. On the other hand, using 5000 as the minimum cluster size we obtain three clusters, and 12% of the data is considered noise. The previous examples show some of the challenges and limitations that can be faced in the existing clustering techniques. These methods seem to be sensitive to extreme observations and these data points are isolated into small clusters. Further, choosing the number of clusters is a challenging task. Different quantitative approaches can suggest a different number of clusters. One major limitation in the existing methods that we have presented, it is the lack of data visualization, and we need to add a dimensionality reduction technique to enable visualization. Finally, in the specific case of segment-based credit scoring, we need to be able to assign new data points to an existing cluster. For some of the existing clustering techniques, this requirement is not straightforward in their original formulation, e.g., the hierarchical clustering and the HDBSCAN algorithm. The diagram to the left shows the first two PCA components for the WoE transformation together with the HDBSCAN labels constraining the minimum cluster size to be 3000, while the diagram to the right constraining the minimum cluster size to be 5000.
