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1. Abstract 
 
In this article, we compare and contrast the RASSCF, ONIOM and MMVB electronic 
structure methods for calculating relaxation paths on potential energy surfaces of the excited 
states of large molecules, and for locating any resulting conical intersections at which 
nonadiabatic decay can take place. Each method is treated here as an approximation to 
CASSCF, which we choose as our reference level of theory, but which becomes prohibitively 
expensive computationally for large molecules. Both MMVB and ONIOM are hybrid 
computational methods – combining different levels of theory in an energy plus derivatives 
calculation at a particular molecular geometry – but they differ fundamentally in that MMVB 
is a hybrid-atom method, whereas ONIOM is a hybrid-molecule method. We explain this 
distinction through four representative applications: the photostability of pyracylene (studied 
with CASSCF, RASSCF, MMVB); large geometry changes in the singlet excited states of 
triangulene (studied with MMVB); a model for interstitial nickel defects in a synthetic 
diamond lattice (studied with ONIOM CAS:UFF); and the photochemical [4+4] cycloaddition 
of cyclohexadiene to naphthalene (studied with ONIOM CAS:MMVB). We show that each 
method is more appropriate for a particular type of photochemical problem. This article is part 
perspective, part review, and contains new results for three multi-state or photoinduced 
processes in complex systems. 
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2. Introduction 
 
Reaction paths that cross multiple potential energy surfaces of small molecules have now 
been widely studied in detail, both experimentally and computationally. There are now so 
many examples that it would be misleading to single out any in particular, although their 
importance has been recognised1, and applications range from atmospheric chemistry to 
materials and synthetic chemistry, and biochemistry. However, a challenge for computational 
chemistry at present is to study the same nonadiabatic processes2 in larger molecules3, or 
molecules in a realistically-modeled environment such as a protein4, to the same degree of 
accuracy. 
 
The reliable computational study of reaction paths and other processes from the excited 
states of molecules currently requires the use of methods for which the computational costs 
scale unfavorably with the size of the system. This is particularly the case for multi-reference 
descriptions, which are needed when surface crossings are involved, for example. A widely 
used method for studying such processes is Complete Active Space SCF (CASSCF), which 
we consider as the reference method in this article. CASSCF gives a reliable first-order 
description of molecular excited states5, with some weaknesses that are well understood, and 
which can be systematically corrected (at least in principle). Moreover, CASSCF has analytic 
energy gradients for excited state geometry optimization and locating crossing points6 
(conical intersections7-10) between potential energy surfaces, which have proved to be 
important for understanding rapid radiationless deactivation of molecular excited states. 
 
The purpose of this article is to compare and contrast computational methods developed in 
our research groups that behave like CASSCF, but with a significantly reduced computational 
cost. Because at a qualitative level (but preferably at a quantitative level as well) the methods 
must reproduce CASSCF, the theoretical foundation of each is directly related to that of 
CASSCF. We focus mainly on hybrid methods, which involve partitioning a molecule, such 
that different chemical regions are treated with different but appropriate levels of theory and 
accuracy. Typically in this approach, a small part of a molecule, such as a chromophore or 
reaction centre, is treated with a more accurate (but computationally more expensive method) 
than the rest, which avoids ‘wasting’ accuracy where it is unnecessary. Using a hybrid method 
for a series of calculations may save time overall, even if additional calibration steps are 
necessary. In fact, for many larger molecules, it may be the only way to make meaningful 
calculations possible, since CASSCF becomes prohibitively expensive quickly with 
increasing size of system and/or number of active orbitals (as we illustrate in more detail in 
Section 3.1). 
 
Before continuing, we give a concise definition of a hybrid method and how it differs from 
a ‘conventional’ method. In the remainder of this article we will expand upon these 
definitions and explore the implications and subtleties in more detail. 
3 
 
• A conventional method treats all of a molecule at a single level of theory. Some 
conventional methods that we will discuss (such as CASSCF) are deliberately biased towards 
particular regions of a molecule (by e.g. selection of active orbitals and electron 
configurations) but in general they need not be. 
 
• A hybrid method treats a molecule at multiple levels of theory. The molecule is 
partitioned into different parts, and each part is calculated with a distinct computational 
method. The partition can be based on identifying a chromophore or reaction centre (hybrid 
molecule, Figure 1, e.g. ONIOM11-15, QM/MM16-18 or by treating some electron-electron 
interactions between some atoms differently (hybrid atom, Figure 2, e.g. MMVB19-24). 
Hybrid methods are always biased towards a specific part of a molecule or system. 
 
In addition to hybrid approaches to reduce the computational cost of CASSCF, we will also 
discuss the Restricted Active Space SCF (RASSCF) method25-27. According to the definitions 
above, RASSCF is a conventional method, and reduces the cost of CASSCF computations by 
reducing the number of electron configurations that are considered. 
 
In a very different type of hybrid method, the level of theory itself is separated into 
different contributions. These methods are referred to as Compound Model Chemistries, and 
examples are Pople’s G28-30, Petersson’s CBS31-34, and Martin’s W35,36 series of methods. 
These methods are in practice more similar to conventional methods than to hybrid methods, 
since the resulting level of theory is applied to the entire system. Using our terminology of 
hybrid molecule and hybrid atom, the G2 and CBS methods could be referred to as hybrid 
theory methods. Because compound model chemistries are not specifically designed to mimic 
CASSCF or for calculating excited states (although there are exceptions37), we will not 
discuss these methods any further here. 
 
In Scheme 1, we summarize for reference the hybrid and conventional computational 
methods we will be concerned with in this article, and the relationships between them. On the 
vertical axis, we plot the accuracy of the method. It is important to realize that this does not 
necessarily correspond to the accuracy of the calculation: in the examples presented in this 
article, we will demonstrate that calculations using hybrid methods can give results that are 
very close to conventional methods, despite the use of a (much) less accurate level of theory 
for a large part of the system. Besides the methods mentioned in Scheme 1, there are various 
other methods available for the study of excited states of large molecules, but these are less 
appropriate for the types of chemistry that we are interested in. Therefore we will not provide 
a comprehensive review of computational methods for excited states of large molecules: for a 
recent such review, focusing on non-hybrid methods, see for example3.  
 
 In what follows, there will be two recurring themes: what truncation or approximations to 
CASSCF can be made? And how can this be translated into partitioning a molecule or system 
into different parts? Through the examples, we will show that the answers to these questions 
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depend on the system that is being studied and the ‘chemical’ question being asked. We 
present three new excited-state applications in this article, each illustrating a different 
conceptual approach to partitioning a molecule, together with suggestions for where each is 
appropriate. 
 
3. Methods 
3.1 CASSCF as a reference for studying molecular excited states 
 
We have recently reviewed the types of mechanistic information that can be obtained from 
calculations on molecular excited states, by treating conical intersections as both ‘reactive 
intermediates’38 having a well-defined electronic structure, and as the bridge geometrically 
between excited and ground state reaction pathways.39 Further details are also available on the 
practical aspects of carrying out calculations such as those through which these concepts were 
developed.5 
 
To study excited state reactivity, minima, transition structures, and conical intersections 
away from the vertical excitation (Franck Condon) region of the ground state must be 
characterized. From this, it follows that the computational method used must be able to 
describe both ground and excited states in a balanced way at both vertical and relaxed 
geometries, including regions where two (or more) electronic states are degenerate. 
Furthermore, our view is that analytic energy gradients and the ability to fully optimize 
crossing points are both essential for this, to avoid relying on limited potential energy surface 
scans which can introduce artificial constraints and lead to important mechanistic features 
being missed. Energy second derivatives are also desirable, both as a way of determining the 
nature of critical points found on a single potential energy surface, and also because of the 
potential insights that can now be gained40-42 from characterizing critical points of conical 
intersection by evaluating second derivatives of the seam itself. 
 
Clearly there is no single computational method that fulfills all of the above criteria at 
present, particularly for large molecules with many excited states. We choose CASSCF 
calculations as a compromise or intermediate reference point: they allow us to optimize 
excited state geometries6,43 and determine the electronic ‘character’44 of the states we obtain, 
and they also make it possible to run selected trajectory calculations to explore regions of 
extended surface crossing seams away from their minima. This aspect of our work is 
discussed more fully in39,45; recent results of dynamics studies and those of others46-48 caution 
us against relying solely on static critical points determined on a potential energy surface for 
mechanistic information. CASSCF also provides a starting point for more accurate 
calculations, such as CASPT2 or MRCI49-52. 
 
Rather than being restricted to a single reference electronic configuration (typically with 
orbitals either doubly occupied or unoccupied), the orbitals in CASSCF are partitioned into 
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core, active and virtual. The electrons occupying the active orbitals (grouped around the 
HOMO/LUMO) give rise to a linear expansion of multiple electronic configurations: in 
CASSCF, all allowed arrangements of active electrons in active orbitals are considered, and 
hence the resulting wavefunction can have fractional occupations (typically from 1.999 to 
0.001) of these orbitals. The choice of active space is crucial to the success of the method, 
both practically (will the wavefunction converge?) and conceptually (what chemical process 
is being described?) Conceptually, the key to the work we describe is that the active space 
includes orbitals whose occupations change during a chemical process, such as excitation to a 
different state, or relaxation to a region of a particular potential energy surface with different 
electronic character. For example, in benzene53-55, a CASSCF calculation would typically 
include 6 electrons in the 6 π orbitals with nodes above and below the plane of the molecule. 
This proves adequate to describe π —› π* valence excited states and e.g. search for the S1/S0 
conical intersection responsible for ‘channel 3’ decay. However, this active space is less able 
to describe excited states for which charge transfer is important, and inadequate to describe 
Rydberg excited states. Because the choice of active space depends on the process being 
described, we take the view that there is no single ‘correct’ active space for a particular 
molecule. 
 
A key problem with CASSCF calculations is scaling with system size: there is a factorial 
dependence on both the number of active electrons and particularly on the number of active 
orbitals generating many-electron configurations (Full CI within the active space). This is 
much more severe than any dependence on the number of one-electron basis functions. The 
number of Slater determinants in a full configuration interaction (CI) calculation is: 
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where M is the number of active orbitals, Nα and Nβ are the numbers of active electrons with 
α-spin and β-spin, respectively, and the quantities in parentheses are binomial coefficients:  
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If spin-adapted configurations – also called configuration state functions (CSFs) – are used, 
then the number of configurations is given by the Weyl-Robinson formula56: 
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where S is the total spin, and N the total number of active electrons. 
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Note that both nSlater and nCSFs correspond to a number of configurations for a given value of 
Sz. Of course, the presence of point-group symmetry could be used to reduce the number of 
Slater determinants and CSFs from these values somewhat. 
 
For example, in a CAS(12,12) singlet wavefunction, the numbers of Slater determinants 
and CSFs are 853,776 and 226,512 respectively. Similarly, in a CAS(14,14) singlet 
wavefunction (see Sections 4 and 7), these numbers increase to 11,778,624 and 2,760,615 
respectively. In a CAS(22,22) singlet wavefunction (c.f. Section 5), these numbers become 
exceedingly large: the number of Slater determinants is 5.0×1011, whereas the number of 
CSFs is 8×1010. In a CAS(22,22) triplet wavefunction, the number of CSFs becomes 1.7×1011. 
 
The practical limit for CASSCF is therefore currently around 16 active electrons while 
making use of symmetry, and these calculations are expensive, as one-electron (molecular 
orbital) and many-electron (configuration) expansion coefficients must be optimized to 
determine the wavefunction. Consequently, in the past, it has proved necessary to truncate 
systems to be studied. An example is our series of studies on various models for the retinal 
protonated Schiff base.57-59 An alternative approach would be to truncate the active space, 
although the results of this for a π system can be unpredictable, due to instabilities60-62. For 
example, trying to represent a 12-electron π system with only 6 active π orbitals led to 
symmetry breaking for indacene63. 
 
 
3.2. RASSCF 
 
In systems having a large number of active orbitals and electrons, CASSCF wavefunctions 
may contain an unmanageable number of electron configurations generated by the full CI 
expansion. In this context, the Restricted Active Space SCF (RASSCF) method26 can be used 
to reduce this number by restricting the excitations in the wavefunctions. This reduction is 
achieved by subdividing the active space into three categories: a set of orbitals with a limited 
number of vacancies (called the RAS1 space), a fully active orbital set (RAS2), and a set of 
orbitals with a limited number of electrons (RAS3). Thus, RASSCF wavefunctions use a 
truncated CI expansion (see Scheme 1), and because only a few holes and particles are 
allowed in RAS1 and RAS3 respectively, the use of RASSCF wavefunctions strongly reduces 
the number of electron configurations in the case of very large active spaces. However, a 
sensible choice for the important subspace RAS2 (kept as small as possible since full CI is 
used in that space) must be made to assure a balanced description of all of the electronic states 
of interest. 
 
(The formulae for calculating the total number of electronic configurations for RASSCF are 
more complicated than those for CASSCF given in Section 3.1, so they are not reproduced 
here, but are discussed in detail in64.) 
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It is worth noting in passing that RASSCF can be used, not only to reduce the number of 
electron configurations, but also to increase it. Indeed, it is possible to use the full active space 
(CAS) as RAS2 (provided it is not too large), and to include further orbitals in RAS1 and 
RAS3. This enlargement of the active space is useful to include dynamic correlation effects 
that are missing at the CASSCF level65, but this approach is outside the context of this study, 
and thus will not be developed further here. 
 
3.3. Hybrid methods: truncation and partitioning 
As outlined above, the advances in CASSCF allow us to calculate and investigate the 
relevant potential energy surfaces reliably, but the calculations are time-consuming and 
resource-hungry, and become more so disproportionately as the size of the target molecule 
increases. This problem exists in some form for most computational methods, and has been 
partly addressed for ground state calculations by e.g. developments in linear scaling66 density 
functional theory (DFT) for large molecules. Although these methods have been extended to 
compute excitation energies,67 they cannot yet describe excited state potential energy surfaces 
in general68. Improved scaling schemes are not applicable to CASSCF, and no alternative 
(better scaling) method is available that can describe potential surfaces with the same 
accuracy and quality. 
 
To reduce the computational cost of accurate calculations, one can follow either of the two 
traditional approaches: either use a reduced, lower level of theory to treat the full real system; 
or perform higher-level calculations on a truncated model representative of the real system.69 
In other words, we either truncate/approximate the computational method we would like to 
use, or truncate/approximate the molecule we wish to study at the desired level of theory. 
Both approaches can be unsatisfactory, and as we will show in this article, unnecessary. We 
will show how hybrid methods are often able to minimise errors by combining the best of 
both types of truncation. 
 
Hybrid methods avoid using the same method for the whole molecule, and savings are 
made by treating different parts of a molecule only as accurately as necessary. The molecule 
is divided up into a reactive model system, which is treated at a higher level of theory, while 
the remainder of the molecule is treated at a much cheaper lower level of theory. This ensures 
an appropriate level of accuracy for different regions of the system, and reduces the 
computational cost compared to the full calculation by limiting the expensive high-level 
calculation to the necessary model region. Figure 1 shows an example of such a partition, for 
the cyclohexadiene+naphthalene cycloaddition described later in this article. Hybrid methods 
thus truncate both the level of theory and the size of the (high level part of the) system, but by 
integrating the truncations into one calculation, attempt to reproduce the high level calculation 
on the full system. Most hybrid methods combine quantum mechanical with molecular 
mechanical methods (QM/MM) 16-18,70,71. The application of such methods to excited state 
chemistry, however, is still much less understood than the application to ground states. In 
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addition, hybrid QM/MM methods are not always the best choice, and we will consider 
QM/QM and other hybrid methods as well. 
 
Hybrid methods rely on the concept that many reactions occur in a localized region of the 
molecule, while the remainder of the system plays a more minor (sometimes purely structural) 
role, but nevertheless its inclusion provides a more accurate description of the reactivity and 
the reaction mechanism. Well known examples of this (for ground electronic states) are the 
active sites of enzymes, which facilitate reactions by lowering activation energies, but the 
surrounding protein environment must still be considered since the tertiary structure of the 
folded protein influences the catalytic reactivity of the enzyme.72 Although all hybrid methods 
are united by this fundamental concept, their formulation differs in some specific ways, which 
will be discussed in the following sections.  
 
Extensive reviews of hybrid methods include those by Gao73 and Sherwood.74 As an 
example, the visual pigment rhodopsin has received much attention concerning its initial 
excitation and energy storage, which is facilitated by the surrounding protein. Although an 
excited state description is necessary for the S1 state, there are at present few QM/MM studies 
employing a full ab initio treatment at the QM level because a high level treatment of the 
chromophore is still computationally demanding, and many studies employ reduced 
chromophore models or protein environments. Nevertheless the cis-trans isomerization of the 
chromophore has been studied at the CASSCF and CASPT2//CASSCF75-79 levels of theory 
and with ROKS80 methods, where in each case force fields methods were used to describe the 
protein cavity. ONIOM(QM:MM) (to be discussed in more detail later) studies have also 
combined TDDFT methods with the protein modelling force field AMBER to investigate this 
system.81,82 
 
Although we choose CASSCF as a reference level of theory for the present, we want to 
note that the discussion of hybrid methods applied to excited states is more about different 
ways of partitioning a molecule for calculation than the particular reference level of theory 
chosen. Many of the same considerations would apply if the reference were chosen to be a 
more accurate83 or more approximate3,68,84 level of theory instead.  
 
 
3.3.1. MMVB 
 
The MMVB (Molecular Mechanics with Valence Bond) method is described in detail 
elsewhere20,22-24. The original aim23 was to simulate CASSCF calculations for the ground and 
excited states of conjugated hydrocarbons, and to generate starting points for CASSCF 
geometry optimizations. MMVB has now outgrown this limited aim – for which the 
geometries were more than good enough – because the calculated relative energies were also 
often surprisingly good19 and thus the method was usable in its own right. It is now 
implemented in a development version of Gaussian85. 
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MMVB22,23 is a hybrid quantum / molecular mechanics (QM/MM) method, which currently 
uses the MM2 potential86,87 to describe a σ-bonded molecular framework. The active 
electrons – those involved in bond reorganization – are represented by a Heisenberg 
Hamiltonian.88,89 For a particular choice of active space, the subset of electronic 
configurations with singly occupied localized orbitals is therefore used, and hence MMVB 
cannot properly represent ionic states, which are dominated by charge transfer terms, but 
works well for covalent excited states. MMVB can treat π-systems with up to around 30 
active electrons at present, and is many orders of magnitude faster than CASSCF. 
 
MMVB differs from most other QM/MM methods in that the quantum and molecular 
mechanics parts are both present on certain (hybrid) atoms, and not separated into different 
(hybrid) QM and MM regions of a molecule. In other words, MMVB is a hybrid-atom 
method (Figure 2). A VB carbon atom in MMVB has one free valence at present: some 
parameters in the potential for this atom were obtained from transformed CASSCF 
wavefunctions for small model systems24; some others were modified from the standard 
MM287 force field. However, these modified parameters are interdependent, and geometry 
dependent. σ–π separation is not enforced, and the interaction between σ and π electrons is 
treated at a similar level to CASSCF for the molecules studied here: the underlying σ 
framework can adapt to reorganization of the π system and is not fixed. 
 
MMVB currently has a number of disadvantages. The first is that parameters must be 
generated for elements with ‘active’ orbitals, and we currently implement only sp2 / sp3 
carbon atoms this way (although inactive sites within the sigma bonded framework can 
include any atom for which MM2 is defined, as in e.g. ergosterol90). We also use a general set 
of parameters that is not fitted for any particular molecule (although we have experimented 
with this24) and which is assumed to be transferable between molecules, which introduces 
some additional approximations. This, on the other hand, avoids the need to construct the full 
CASSCF wavefunction for the system under investigation first, which would be required for 
parametrization/benchmarking purposes if the parameters were not transferable. 
 
However, MMVB is based on the idea that any CASSCF wavefunction can be transformed 
into (i.e. projected onto44,89) a VB wavefunction via construction of an effective 
Hamiltonian.88 Malrieu and coworkers recognized that the resulting VB integrals, Coulomb 
(Q) and exchange (K), had a distance and orientation dependence that could be fitted.91,92 Our 
implementation23 extended this original idea by fitting the exchange integrals additionally as a 
function of ‘hybridization’ (sp2 / sp3) of localized p orbitals (one per active site), and also by 
recognizing that much of the total Coulomb energy is provided by a standard molecular 
mechanics potential93 (MM286). Consequently, MMVB can be used to describe the formation 
of new σ-bonds between ‘active’ sites. 
 
The resulting method22,23 is many orders of magnitude faster than the CASSCF method it 
was designed to simulate, because expensive integral evaluation has been completely replaced 
by lookup from analytic fitted functions. (In other words, we construct an effective 
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Hamiltonian from parameters derived originally from CAS calculations on small prototype 
systems, rather than explicitly for the particular molecule being studied). Because there is a 
Hamiltonian and hence an eigenvalue problem to solve, MMVB can describe excited states 
and bond reorganization using an ‘active space’ of orbitals chosen in the same way as for 
CASSCF. However, there is a significant speedup here as well, as in the VB representation 
there are fewer electron configurations to consider. Comparing to Section 3.1, the number of 
VB perfect pairing configurations (all active orbitals singly occupied) is given by: 
 
! 
n
Slater,MMVB
=
N!
N 2( )! N 2( )!
  (4) 
 
For 22 active electrons, there are 705,432 such configurations, many orders of magnitude less 
than for CASSCF. Furthermore, the necessary matrix elements are easier to evaluate20. 
 
In practice, MMVB can be thought of as a general modified MM force field method, with 
additional QM ‘springs’ and a new carbon (hybrid) atom type, which can treat excited states 
and bond reorganization, and can be used to optimize conical intersections. MMVB has been 
implemented in a development version of Gaussian85, using an MM287 force field based as 
closely as possible as that implemented in Tinker94,95. 
 
 
3.3.2. ONIOM 
 
Morokuma and co-workers introduced the computational method ONIOM: “Our own N-
layered Integrated molecular Orbital + molecular Mechanics method”.11,12,96,97 This method 
generalizes the QM/MM idea of appropriate levels of theory and accuracy for different 
regions of a chemical system (Figure 1). The main attraction of ONIOM is its generality. 
Unlike QM/MM methods, any number of levels of theory can be combined in ONIOM, 
although the current implementation is limited to three.98 In addition, the lowest level of 
theory does not need to be molecular mechanics, allowing for QM/QM combinations. Of 
particular interest in the current context is that methods appropriate for excited states can be 
combined. Problems with determining the coupling between layers (inherent in other 
QM/MM methods that are additions rather than extrapolations99) are avoided, and energy 
derivatives are uniquely defined for the specific combination of levels of theory chosen.  
 
The ONIOM(QM:MM) method can be regarded as a general QM/MM method, and has 
been used in a number of studies on excited states14,82,100. The excitation is then, however, 
forced to be localized in the QM region of the model. This restriction is lifted when two or 
more QM methods are combined in ONIOM. Despite this attraction, the ONIOM(QM:QM) 
method has not yet been widely applied in excited state calculations. To date, there are few 
published studies;14 none of these have fully optimized a conical intersection between 
potential energy surfaces, and there are several reasons for this, which we partly address here: 
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• Which methods can (or should) be combined for a reliable description of excited states? 
 
• Do the methods for all ONIOM layers have to be able to describe excited states, or will 
classical force fields (molecular mechanics) be sufficient for the outermost layer? 
 
• Where should the disconnection between layers be made? Must all of the electronic 
excitation be described using the most accurate method? 
 
ONIOM is not a ‘black box’ method - each of the (presently open) questions above requires 
a choice, and as Morokuma has stated,11 there are no restrictions on making a bad choice. 
Though experience for ground states is accumulating, there are currently few guidelines for 
excited state ONIOM calculations. 
 
Before discussing the theory of ONIOM, we want to stress the difference between the 
hybrid-atom approach of MMVB and the hybrid-molecule approach of ONIOM (and most 
other QM/MM methods). This is illustrated with Figures 1 and 2. Figure 1 represents 
ONIOM for naphthalene+cyclohexadiene. An entire region of the system, represented by the 
ball-and-stick display style, is treated at the higher level of theory, while the remainder, 
represented by wireframe, is treated at a lower level of theory. All the centers in either region, 
including the hydrogen atoms, are treated at the respective level of theory. In this particular 
example there are only four connections between the regions, but this can be as few as one 
(for example small organics13) to as many as tens or hundreds (for example in zeolite 
models101). Figure 2 represents MMVB for the same system. Some centers only contribute to 
the potential through MM terms (represented by the tube display style), while others 
contribute through both MM terms and VB terms (represented by tube display and orbitals). 
In this case, the entire π-space is treated by VB. There are no specific places where there is a 
‘cut’ between the VB and MM: both levels of theory overlap and are applied to the same parts 
of the system. Which QM/MM approach, hybrid-atom or hybrid-molecule, is preferred, 
depends on the system and chemistry under investigation. We will comment on these aspects 
in the remaining sections. In fact, as we will show later, the approaches are not mutually 
exclusive, and can be applied in one calculation simultaneously. 
 
The ONIOM energy is obtained through an extrapolation, and can be written as: 
 
! 
EONIOM = Emodel
high
+ Ereal
low
"Emodel
low   (5)        (1+4) 
 
The model is a small fragment of the full real system, as illustrated in Figures 1 and 9. The 
model represents the part of the system where the chemical process under investigation takes 
place, and is ‘cut’ out of the real system. ONIOM assumes that the different parts of the 
system play different roles in the process, and can therefore be treated with different levels of 
theory, high and low. Through Equation 5, ONIOM attempts to reproduce a calculation at the 
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high level of theory for the full system. We define this calculation as the target. The absolute 
energy 
! 
E
ONIOM is not expected to reproduce the absolute target energy 
! 
Ereal
high , but relative 
energies will be reproduced: 
 
! 
"Etarget = "Ereal
high
# "EONIOM   (6)        (2+4) 
 
Examples of relative energies are the energy differences between critical points on a potential 
surface or between electronic states at a particular geometry.  
 
From the equations above and Figure 1, there are two interpretations of how ONIOM 
works: 
 
• Adding substituent effects 
! 
E
real
low
"E
model
low( ) to a high level calculation on the model system; 
 
• Improving a low level calculation on the real system in the region of the model, using 
! 
Emodel
high
"Emodel
low( ) . 
 
From Equation 5, it is clear that ONIOM assumes that the effects of the substituents or 
changing fragment size, given by 
! 
E
real
low
"E
model
low( ), and level of theory, given by 
! 
Emodel
high
"Emodel
low( ) , are separable. Based on our experience to date, we favour the first 
interpretation: ONIOM is useful in that it saves computational time and resources, by limiting 
expensive/slow accurate (high-level) calculations to a small molecule fragment, where they 
are essential. The surroundings can be described by much cheaper/faster (low-level) 
computational methods, which may give poor results on their own, yet have a beneficial effect 
on the fragment calculation. Even though three energy calculations are performed for a single 
ONIOM point in a two-level calculation, none is computationally as severe as the target 
calculation would be. 
 
In many cases there is bonded interaction between the layers in ONIOM. This results in 
open valencies, which we saturate with (hydrogen) link atoms in the model system. All three 
terms in Equation 5 then involve a chemically reasonable system, which allows the low level 
to be either QM or MM. This is in contrast with most other hybrid methods, which only allow 
QM/MM combinations. Since the geometry of the model is derived from the real system, the 
gradients and higher derivatives are well defined, and can be obtained with equations similar 
to that for the energy: 
 
! 
"EONIOM
"q
=
"Emodel
high
"q
+
"Ereal
low
"q
#
"Emodel
low
"q
  (7)      (3+4) 
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When the ONIOM potential is used in geometry optimization or other ways to explore the 
potential surface, we use the integrated energy and derivatives from Equations 5 and 7.15,102 
Because the individual wave functions are not directly coupled, Equation 7 still involves three 
independent terms. The wavefunctions nevertheless indirectly affect each other through the 
geometry. 
 
As mentioned above, ONIOM can be used to describe excited states and excitation 
energies. We can write the latter as the difference of the ONIOM energies of the two states. 
 
! 
"EONIOM = E*,ONIOM - EONIOM
= Emodel
*,high + Ereal
*,low
#Emodel
*,low( ) # Emodelhigh + Ereallow #Emodellow( )
= Emodel
*,high
#Emodel
high( ) + Ereal*,low #Ereallow( ) # Emodel*,low #Emodellow( )
= "Emodel
high + "Ereal
low
#"Emodel
low
 (8) 
 
Equation 8 shows that the ONIOM excitation energy is obtained from the excitation energies 
of the three sub-calculations, similar to Equation 5 for the energy. One could argue that when 
the excitation is localized in the high-level region, the ONIOM excitation energy 
! 
"E
ONIOM  can 
be approximated by 
! 
"Emodel
high . This is, however, not necessarily possible, since the low level 
region may interact differently with the two states that are involved. In the current work we 
always use the appropriate states for all the terms. In other work we investigate the 
approximation of ground-state-only methods for the low level of theory100. 
 
Recently we developed a Conical Intersection search algorithm for ONIOM,100 based on 
the standard Conical Intersection search method for CASSCF and MMVB.6 In this case we 
assume that the difference between the states can be entirely described by the 
! 
"Emodel
high
 term 
only. This modified gradient in the search algorithm can then be written as 
 
! 
˜ g ONIOM = 2(Emodel
*,high
"Emodel
high )
xmodel
high
xmodel
high
+ P
#E*,ONIOM
#q
 (9) 
 
x is the vector that describes the gradient difference between the two states, and P projects out 
the two degrees of freedom that lift the degeneracy. The bar indicates that the values are 
obtained with the assumption that the low level can be calculated for the ground state: 
 
! 
E*,ONIOM = Emodel
*,high
+ Ereal
low
"Emodel
low   (10) 
Equation 9 is used directly for studying the interstitial Ni defect in diamond (section 6), as 
excitation is only present in the model region. We have started testing an approximation for 
systems such as cyclohexadiene+naphthalene (section 7) in which all ONIOM sub-
calculations involve excited states, but where P in Equation 9 and the branching space are 
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evaluated for the model only. However, section 7 focuses on the energy difference between 
two different excited state minima, and no conical intersections are involved, so the issue of 
approximating P does not arise here. 
 
4. Pyracylene 
 
Pyracylene is a polycyclic aromatic hydrocarbon known experimentally103 to be 
photostable and nonfluorescent. We have recently presented104 an extensive ab initio study of 
its excitation energies and ground and excited state potential energy surfaces103. CASSCF105 
calculations showed that there is a readily accessible sloped7 S0/S1 CI (conical intersection, 
Figures 3 and 4) close to a minimum on S1, which leads to ultrafast internal conversion and 
explains the observed photostability. This conical intersection has a similar chemical origin to 
the crossing previously located for S0/S1 in azulene106.  
 
Pyracylene is also a prototype for a series of molecules: several authors have commented 
that the photophysical properties of larger polycyclic aromatic hydrocarbons containing 5-
membered rings are very different to those without, particularly the characteristic lack of 
fluorescence107-110 from S1, ‘anomalous’ emission111 from S2 and reduced resolution112 of 
vibrational fine structure. Part of the reason for studying pyracylene is to benchmark 
approximations to CASSCF that could be used for studying these larger systems. 
 
 
4.1. Methods: CASSCF and RASSCF 
 
For pyracylene (Figure 3), the CASSCF active space105 is 14 electrons in 14 π orbitals. All 
orbitals – including those that are not part of the active space – are fully optimized, so the σ 
orbitals can respond to changes in the π electron distribution. 
 
Using the RASSCF method we can subdivide the active space into three parts, and restrict 
excitations from the first part and into the third. The large reduction in electron configurations 
speeds up the calculation, although this speed-up is partially counter-balanced by the more 
complex and slower code that needs to be employed. RASSCF calculations25-27 (using a well-
defined subset of around ~1% of the CASSCF electron configurations) were shown to be able 
to reproduce CASSCF results satisfactorily for pyracylene, and are potentially useful 
therefore for larger systems where CASSCF is currently too expensive, when for example 
there is little or no symmetry to take advantage of. 
 
Hybrid MMVB calculations were carried out for pyracylene in a previous study as well.21 
The calculations were benchmarked against CASSCF, in order to assess the reliability of this 
parameterized method for excited states of larger conjugated polycyclic aromatic 
hydrocarbons. The accessibility of the crossing was illustrated via MMVB dynamics 
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simulations, and its topology (sloped in the classification introduced by Ruedenberg et al.7) 
accounts for the high photostability (Figure 4). However, there were some questions over 
whether the S1 state obtained with MMVB was the state initially excited experimentally. (As 
discussed in Section 3.3.1, MMVB cannot properly describe ionic excited states, and 
pyracylene has several). Nonetheless, MMVB has proved to be a very useful tool for 
generating initial geometries for CASSCF geometry optimizations20,63,106,113, and an extensive 
CASSCF study of pyracylene only becomes feasible for us when using MMVB geometries as 
an initial guess. Although we will discuss some of the MMVB work on pyracylene here, we 
will focus on the CASSCF and RASSCF calculations. 
 
ONIOM is not particularly suited for calculations on pyracylene. The entire molecule is 
effectively the chromophore for pyracylene, while for ONIOM, one needs to be able to 
identify a distinct ‘active part’ of the system, and there is no obvious place to truncate the 
molecule or CASSCF active space without problems. 
 
We computed the ground (S0) and first three excited electronic states (S1–S3) of pyracylene 
with CASSCF by distributing the 14 π electrons in 14 π orbitals (14e,14o), generating around 
106 electron configurations, as described in more detail in ref.104 The basis set used was 4-
31G, partly because this was the one used in the original parameterization of MMVB, which 
we want to compare our results to, but also because it is flexible enough to describe valence 
states of small (planar) organic molecules.  
 
The RASSCF approach25-27 reduces the number of electron configurations from ~106 with 
CASSCF to ~104. We started with the same 14 π electrons in 14 π orbitals active space, 
divided into three parts: orbitals with a limited number of vacancies (RAS1), fully active 
orbitals (RAS2), and orbitals with a limited number of electrons (RAS3). Both the size of 
RAS2 and the number of excitations from RAS1 and into RAS3 can be varied. From the 
outset, we limited excitations from the RAS1 space to singles and doubles only, and allowed 
only two electrons at most in RAS3. The size of RAS2 was determined by calibrating the 
RASSCF S0-S1 energy gap against the CASSCF value, in the region of the S0/S1 conical 
intersection optimized with MMVB. Using six orbitals in RAS2 brings the energy gap to 7.8 
kcal/mol, just 0.4 kcal/mol away from the target CASSCF value of 8.2 kcal/mol. This level of 
calculation, denoted RASSCF(14,4+6+4)[2,2], was then used to optimize the energies and 
geometries of different electronic states of pyracylene. Comparison with CASSCF orbital 
occupancies obtained for each excited state at other critical geometries (minima) was also 
made to ensure the partition is consistent for all of the geometries and pathways studied. 
MMVB starting geometries were used, so this study was both a test of the use of RASSCF to 
make CASSCF calculations more manageable, and as a further test of the MMVB method. 
Using three methods in this way may seem like an unnecessary burden, but our experience is 
that the ability to study convergence of an energy or geometry in this way can be more 
valuable than having a single number, as in this way some estimate of errors – independent of 
the comparison with experiment – can be made.  
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4.2 Results and Discussion 
 
The first three singlet excited states (1B2u, 1B3g, 2Ag) of pyracylene are very close in 
energy at the Franck-Condon geometry, all lying around 90 kcal/mol above the ground state. 
The optically active 1B2u state is marginally the lowest in energy, but relaxation along a D2h 
coordinate (and strong vibronic coupling) leads almost immediately to a crossing with the 2Ag 
excited state. This state is covalent, corresponding mainly to the (HOMO)2 —› (LUMO)2 
double excitation. The resulting S1 minimum energy structure (S1 min, Figure 3) is quite 
different from the ground state minimum (S0 min, Figure 3): there is a complete inversion of 
bond length alternation in the 12-π-electron periphery. 
 
The adiabatic S0—›S1 (2Ag) transition was measured at 650 nm (44 kcal/mol)103 in good 
agreement with our CASSCF result (47.3 kcal/mol). However, while the S1 state is strongly 
stabilized at its minimum, the ground state is destabilized, resulting in a large decrease of the 
S0/S1 energy gap to 24.4 kcal/mol. Along a C2h coordinate, the two states eventually cross, 
and the resulting S0/S1 conical intersection (Figures 3 and 4) lies about 20 kcal/mol above the 
S1 minimum. This energy is well below the available energy in the system if vertically excited 
and the crossing is therefore energetically accessible. Furthermore, because the crossing is 
sloped, the energies of the two states are close some way below the fully optimized minimum 
crossing point. 
 
Comparing RASSCF and CASSCF optimized structures for pyracylene (Figure 3) shows 
that there is excellent agreement between the two methods: the standard error on the bond 
lengths of the minima does not exceed 0.005 Å with a maximum error below 0.01 Å. The 
structure of the conical intersection is also well reproduced with a standard error on the bond 
lengths under 0.01 Å.  
 
However, with RASSCF we also found a slightly distorted S1 structure with C2h symmetry 
lying 1.2 kcal/mol below the D2h minimum. Such a structure could not be located with 
CASSCF, and this weak localization of the bonds is probably due to the restricted number of 
electron configurations used. This is a small perturbation in the topology of the S1 surface, but 
is a note of caution for future studies. 
 
RASSCF and CASSCF energy differences were very similar at optimized structures. All 
adiabatic excitation energies were well reproduced – in particular the order of the electronic 
states was preserved – with the largest errors occurring for the vertical excitation energies, as 
the excited state potential energy surfaces are steep in this region.  
 
From an energy point of view, MMVB provides a qualitative description of the S0 and S1 
potential energy surfaces, including the nonadiabatic reaction path leading to the S0/S1 conical 
intersection. The main difference is that the crossing occurs at 24.6 kcal/mol above the S1 
minimum at the CASSCF/4-31G level, instead of 7.9 kcal/mol with MMVB. (The crossing 
17 
lies 14.3 kcal/mol above the S1 minimum using RASSCF/6-31G(d)). CASSCF may well 
overestimate the barrier to the crossing, as for cyclohexadiene/hexatriene photochemical 
interconversion114. CASPT2 or similar methods could improve the energetics, provided 
geometry changes at this level of theory for a system of this size can be taken into account. 
 
 
5. Triangulene 
 
Triangulene is a prototype example of a non-Kekule hydrocarbon. With a C3 symmetry 
axis, a pair of degenerate nonbonding molecular orbitals and hence a triplet ground state115 is 
expected. Clar116 first proposed the existence of triangulene over 50 years ago, but its 
reactivity meant that synthesis of derivatives was only achieved recently, following interest in 
high-spin ground states as a source of molecular magnetism. 
 
 
5.1. Methods: MMVB 
 
With pyracylene, we discussed speeding up slow but feasible CASSCF calculations 
through RASSCF configuration selection. Because triangulene (Figure 5) has a total of 22 π 
electrons – 8 more than pyracylene – analogous CASSCF calculations are not possible at 
present, because of the factorial dependence of the number of electronic configurations with 
the number of active orbitals (for the full active space, there would be ~1010 configurations). 
 
Choosing only a subset of active space orbitals for an extended π system such as 
triangulene with CASSCF may lead to problems with symmetry breaking (e.g. indacene63, 
c.f.60-62) and an active space that cannot represent the chosen states in an unbiased way over 
the required range of geometries. We have not yet explored using RASSCF for triangulene, as 
we would be doing so without being able to calibrate configuration selection against 
CASSCF. 
 
On the other hand, MMVB is well suited for calculations on triangulene. There are only 
~106 configurations in the VB part of MMVB, because there are far fewer many-electron 
basis functions with Sz=0 where all of the orbitals are singly occupied (VB), compared to 
those where an orbital can be doubly, singly, or unoccupied (CASSCF). The VB ‘perfect-
pairing’ basis functions are therefore a small subset of those that would be used in CASSCF. 
Furthermore, there are no orbitals to optimize for MMVB, as the VB Coulomb and exchange 
parameters have been fitted, and VB parameters for carbon are available in MMVB. Hybrid 
MMVB calculations can therefore be carried out on molecules for which CASSCF 
calculations are currently impossible, even with high symmetry, but there is also a lack of 
optimized excited state geometries and non-vertical excitation energies to benchmark MMVB 
against to date. 
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For triangulene, we can ask several questions that MMVB calculations are sufficient to 
answer: Is the ground state a triplet spin state, as predicted? If so, does the minimum energy 
structure have maximum D3h symmetry, or lower symmetry? And how much higher in energy 
than the triplet is the lowest singlet state? Does this singlet state also have D3h symmetry? In 
these calculations, the range of geometry changes is small and in-plane, and the changes are 
due to reorganization of π electrons, and do not affect the number of σ bonds present in the 
molecule. While the MMVB results may not be to chemical accuracy, they may provide 
sufficient semi-quantitative mechanistic information to interpret previous experiments, and 
perhaps suggest new ones. Our results are summarized in the next subsection, but we mention 
several of our findings in the context of the technical detail used to obtain them in this section, 
in order to justify the choice of MMVB for this system.  
 
For triangulene, the energy separation between the S0 and S1 states at the S0 minima/TS is 
predicted to be only about 12 kcal/mol. For CASSCF, this would almost certainly require 
state averaging of S0 and S1, while optimising with the lower S0 state gradient (leading to 
additional computational expense solving the CPMCSCF equations for orbital relaxation43, 
even if only approximately). For MMVB, with ‘orbitals’ that are only treated implicitly (via 
interaction parameters), there is no need for state averaging, and this also speeds up conical 
intersection searches. 
 
MMVB can be considered to be either a molecular mechanics method coupled to a model 
electronic eigenvalue problem that modifies MM force constants for particular atom types via 
a computed electron density22,44 (Pij), or as a CASSCF calculation where the eigenvalue 
problem has been transformed to a much more compact basis, and the integrals either 
evaluated as parameters of distance/orientation or treated implicitly by mechanics. MMVB 
can therefore describe reorganization of π electrons and associated geometry in different 
states, as well as new σ bonds forming (although in the present implementation we describe 
the first better than the second for technical reasons that are described elsewhere20,21). For 
triangulene, there is a clear partitioning; the connectivity of the σ-bonded framework is fixed, 
but bond lengths change in response to the different π electron distributions in different 
electronic states. 
 
The most difficult part of the MMVB calculations on triangulene described here was the 
search for an S0 transition structure, although without MMVB, such a search could probably 
not have been carried out at all. The challenge for any transition structure search is to have a 
good guess for the starting geometry. Starting with an S0 minimum structure, we attempted 
linear interpolation/QST2 searches between two adjacent equivalent minima (Figure 6), 
which were unsuccessful. Instead, we chose to use the electronic structure of S1 at the S0 
minimum geometry as a guide, which shows quite a different bonding pattern to S0 itself, and 
correlates diabatically with a ground state transition structure. Thus we searched for a point on 
S0 having the S1 electronic structure; effectively following this state down through the 
crossing, continuing on S0 in the opposite direction to the pathway from the crossing to the S0 
minimum. (This is along the gradient difference coordinate through the S1/S0 conical 
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intersection, which is computed as part of the intersection search. This correlation – and the 
possibility of following S1 at the S0 minimum directly through the crossing along the gradient 
difference vector between the two states – is characteristic of Jahn-Teller systems, e.g.117). 
MMVB provides a way to do this type of optimization by calculating and ‘fixing’ the 
electronic structure (via the density Pij22) at a particular geometry, optimizing the geometry 
while keeping the density fixed, then recomputing the wavefunction / density matrix and 
repeating until the geometry optimization has converged. The key to making this 
approximation work is to recognise when the bonding pattern sought is on S1, and when states 
have swapped and the bonding pattern sought is on S0. Also, this procedure appears to work 
because Pij changes relatively slowly with geometry for a particular diabatic electronic state. 
 
MMVB also has numerical frequencies (no analytical frequencies yet) – which are accurate 
enough to support the idea that the S0 TS found as described above is a real transition 
structure, by computing the transition vector (450i cm-1), and following an IRC for 21 steps in 
the forward and reverse directions (although we have to use caution, as the surface is very 
flat, and the reaction path curved). A stepsize of 0.005 angstroms was used for the numerical 
frequencies. 
 
Thus in MMVB, we have an MM-based method, yet we have accurate numerical 
frequencies because of the new Gaussian implementation85. While the MMVB method is 
implemented on top of MM2 at the moment, it could in principle be built with any force field, 
by providing the appropriate new terms in that potential. 
 
The reliability of MMVB for these calculations on triangulene is supported by our recent 
studies on vinylbiphenyl and 2-vinyl-1,3-terphenyl45. Here, CASSCF and MMVB 
calculations were carried out on a smaller model (vinylbiphenyl) to benchmark MMVB for 
this type of molecule, with MMVB then used to carry out calculations on the benzene-
substituted 2-vinyl-1,3-terphenyl for which full CASSCF calculations are not yet possible. 
Agreement between CASSCF and MMVB calculations was not perfect, but sufficient to 
interpret the experiments. 
 
The ONIOM method is not particularly suitable for calculations on triangulene, for the 
same reasons in the previous section on pyracylene: the whole molecule is effectively a 
chromophore. 
 
 
5.2. Results and Discussion 
 
Four critical points were optimized for triangulene with MMVB: a D3h minimum on T0 
(Figure 5), a D3h S0/S1 crossing, a C2v S0 minimum and a C2v S0 transition structure (TS) 
(Figure 6). Two of these points were previously located22: the D3h T0 minimum and C2v S0 
minimum. 
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The lowest energy critical point found for triangulene is the D3h minimum on the triplet T0 
potential energy surface (Figure 5), i.e. triangulene has a triplet ground state, which is 23 
kcal/mol below the S0 minimum. The triplet ground state was previously characterized 
experimentally118,119, and also subsequently confirmed120-123 and shown to have D3h 
symmetry. We calculate the triplet state T0 to be the lowest in energy at all of the critical 
points optimized on the singlet S0 and S1 potential energy surfaces. (We use a convention here 
that the lowest singlet state is described as S0, although we calculate this to be an excited 
state, higher in energy with respect to the triplet ground state T0). 
 
On the S0 surface, the C2v minimum previously located (S0 min, Figure 6, left) has a 
diradical structure. This study developed from the search for a minimum on S1, and a question 
over why the S0 minimum did not have D3h framework symmetry. Both turn out to be 
inextricably linked: there is in fact no minimum where the gradient on S1 goes to zero. 
Instead, we find that a peaked S0/S1 conical intersection with a D3h geometry (Figure 6, 
centre) is the lowest-energy point on S1. In other words, the first singlet state of triangulene 
calculated with MMVB appears to show the Jahn-Teller effect, leading to lower-symmetry 
structures away from the degeneracy on the ground state. This explains the existence of a 
lower (C2v) symmetry minimum, but also suggests there should be an associated transition 
structure in the ‘moat’ around the symmetric structure, for interconverting equivalent minima. 
 
Such an S0 transition structure was eventually located (S0 TS, Figure 6, right), and an IRC 
calculation (Figure 7 & 8) shows that it links two energetically equivalent but geometrically 
distinct minima (S0 min2 and S0 min3) in forwards and reverse directions, as predicted. This 
supports the suggestion that the S0/S1 crossing in triangulene is responsible for a Jahn-Teller 
stabilization. The transition structure proved difficult to locate as it has quite a different 
geometry to the minimum itself, but is < 1 kcal/mol higher in energy. 
 
As we discussed in more detail in a recent review38, when looking at a photochemical 
reactivity problem, it often proves useful to be able to recognise both specific diabatic states – 
particular bonding patterns, which may be on excited or ground states depending on the 
molecular geometry – and adiabatic state labels e.g. S0 and S1. For MMVB, it is 
straightforward to do both22. For triangulene: S0 at S0 min correlates with S1 at the S0 TS 
structure and vice versa; the S0-S1 energy gap is around 17 kcal/mol in each case, and both 
states intersect at the crossing, which is around 5 kcal/mol above the C2v minimum. The 
choice of horizontal axis in Figure 6 is deliberate: from the crossing S0/S1 CI, the gradient 
difference vector (computed as part of the crossing search, and which lifts the degeneracy to 
first order) leads in one direction towards S0 min, and in the opposite direction towards S0 TS. 
Thus the minima and transition structures in triangulene are linked in two directions: curved 
around the crossing (via the transition vector) and straight through the crossing (via the 
gradient difference vector). This is a characteristic of Jahn-Teller systems. 
 
Because the transition structure located is < 1 kcal/mol above the S0 minimum, we predict 
that the singlet state of triangulene – if observable – would have a time-averaged D3h 
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structure, and be a case of the dynamic Jahn-Teller effect (c.f.124). The Jahn-Teller 
stabilisation – the difference between the minima / transition structures and the degeneracy – 
for triangulene (4.7 kcal/mol) is a little less than that determined for the cyclopentadienyl 
radical with CASSCF(6 kcal/mol) and MMVB (7.2 kcal/mol)20,117. 
 
 
6. Ni Defect in Diamond 
 
Transition metals catalyze the high-pressure, high-temperature synthesis of diamond. 
Nickel has been shown to form point defects in natural and synthetic diamonds125-130. Mason 
et al131 have characterized an interstitial Ni defect in diamond, with transitions between 
ground and excited levels measured at ~1.4eV. Here we investigate computationally the 
geometries and energetics of the ground and excited states of an interstitial nickel defect in 
diamond. We find a Jahn-Teller active Td structure, and two slightly-distorted D2h structures <  
0.5 kcal/mol lower in energy. This study is a starting point, to illustrate the methods chosen 
and the reasons for choosing them. 
 
 
6.1. Methods: ONIOM 
 
We study the electronic structure using a cluster of 78 carbon centers around a single nickel 
atom. Although the excitations are located primarily at the Ni site, we feel that a large cluster 
is required to mimic the solid-state Ni defect in diamond, in particular for the geometric 
constraints and relaxation, which will indirectly affect the excitation energies. Previous 
calculations have been reported129, but not all132,133 involved explicit geometry 
optimization134. The excitations can be modeled with a very small active space in CASSCF. 
Despite this small active space, the remainder of the cluster is so large that it renders full 
CASSCF calculations intractable. In fact, even ground state calculations using DFT of HF 
become expensive for such large clusters. If the number of electron configurations could be 
reduced using RASSCF, it would not speed up the calculation, since the CASSCF bottleneck 
is formed by the number of inactive orbitals. Also MMVB cannot be applied because at 
present it is not parameterized for metals. 
 
ONIOM, on the other hand, is ideally suited for the study of such a process. The active part 
of the system can be clearly identified. In our ONIOM calculations, we assume that the effect 
of most of the cluster on the excitation is purely steric, which allows us to use MM methods 
in the low level.  
 
The ONIOM model we used is shown in Figures 9 and 10: an interstitial (not 
substitutional) Ni+ atom + C10 adamantane cage (the 16 hydrogen link-atoms are not shown). 
Interaction between the metal d orbitals (Figure 11) and the adamantane cage splits the metal 
energy levels135. Here we assume that the amount of splitting only depends directly on the 
distance to the nearest 10 carbon atoms, which are therefore included in the QM region and 
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model system. The full real system is necessary to describe the relaxation (and hence 
indirectly the excitation energies) of the model system realistically: without it, the adamantane 
cage will expand too much, affecting the calculated T-E state splitting.  
 
As high level (QM) method we used CASSCF with state averaging and the lanl2mb basis 
set. ROHF appears to give very good starting orbitals for the CAS. Our model is that we have 
Ni+ (3d9), which is found to be the most stable configuration (see for example 136), so this is a 
calculation on states arising from splitting of a 2D term into triply-degenerate T and doubly-
degenerate E levels in a tetrahedral (or approximately tetrahedral) environment. For the low 
level we used the UFF force field.137 There are no specific UFF parameters for Ni+ (3d9), but 
the Ni atom appears in both the model and real (whole system) parts of the ONIOM equation, 
and any undefined terms therefore cancel. The Van der Waals interaction at the MM level is 
zeroed for nickel. Without zeroing, we observed unphysical symmetry breaking effects. We 
did not include coulomb interactions in the UFF contributions to ONIOM. 
 
The critical points (conical intersection and associated minima) were optimized with state 
averaging over the first two states (equal weights) with an active space of 9 electrons in 5 
orbitals.∗ The optimizations of the minima were done on the ground state. The CPMCSCF 
contribution43 was included to ensure that we have a reliable description of the Jahn-Teller 
distortion. The upper three states do not participate and do not need to be included in the state 
averaging in the optimizations. The final energetics, reported in the tables, are obtained with 
state averaging over the first five states using equal (0.2) weights, but using geometries 
obtained with state-averaging over the first two states. 
 
 
6.3. Results and Discussion 
 
We show the bond lengths of the optimized structures in Table 1, with geometries labeled as 
in Figure 10. Relative energies are given in Table 2.  
 
The CASSCF active space used is shown in Figure 11. Orbital energies are not defined for 
CASSCF; instead we rely on the state energies, and many-electron expansion coefficients to 
characterize the electronic states. This potentially leads to some confusion when comparing to 
the literature, much of which emphasizes the importance of the orbital energy levels. Here, the 
ground states have electronic configuration (t6e3) which gives rise to a doubly-degenerate E 
ground state at Td geometries, whereas the excited states have a (t5e4) electronic configuration, 
giving rise to a triply-degenerate T excited state. 
 
                                                           
∗ We started the optimizations without symmetry, and had geometry optimization problems when 
using the (9,5) active space, state-averaging over the first two states. This is most likely due to 
the doubly occupied orbitals in the active space, and the way the CASSCF code neglects the 
corresponding orbital rotations. Therefore we switched to the (3,2) active space, and after 
geometry optimization with this active space, we recalculated energies and checked that forces 
were converged with the (9,5) active space. 
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‘CI’ is the Td symmetric system. The first two states (D0 and D1) are degenerate, and the 
upper three states are degenerate (D2/D3/D4) as predicted. The splitting between these two 
groups of states (Table 3) is 27.7 kcal/mol or about 1.2 eV, which is consistent with the 
experimentally-observed splitting of 1.4 eV. However, this geometry is not a true minimum in 
the full space, and was optimized with CASSCF and Opt=Conical. For the ground E states: 
the XY, XZ, and YZ d-orbitals are always completely filled, and the (X2–Y2) and Z2 d-
orbitals are partially filled. With partially-filled degenerate orbitals and high symmetry, we 
expect this to be a Jahn-Teller system. 
 
Using the CASSCF code, we explicitly calculate the directions that lift the 2-fold 
degeneracy of the lowest states at the unstable Td geometry: at this point, the system can 
relax, lowering the energy. Two lower-energy structures were found, both having D2d 
symmetry: ‘MIN1’ and ‘MIN2’. The XY, XZ, and YZ orbitals are again completely filled, 
but the ground state of MIN2 has two electrons in (X2–Y2) and one in Z2, while in MIN1 
there is one electron in (X2–Y2) and two electrons in Z2. 
 
The energy gain from the Jahn-Teller distortion is very little: 0.29 kcal/mol for MIN1, and 
0.23 kcal/mol for MIN2, and the D0 and D1 states have split apart by just over 1 kcal/mol in 
each case (Table 2). Both changes are an order of magnitude smaller than the splitting of 
levels induced by the tetrahedral environment: hence the Jahn-Teller distortion represents a 
small perturbation on this. The small energy change on Td —› D2d relaxation is consistent 
with the small geometry changes shown in Table 1: only one bond Ni-C bond length changes 
by more than 1%. The splitting between D1 and D2 – which we correlate with the 
experimental energy splitting – is consequently almost unaffected, whichever geometry 
(Table 1) we consider (Table 3). 
 
The D2d group has an E representation (as well as A1, A2, B1 and B2), which allows it to 
have doubly-degenerate states. However, the double degeneracy present in Td symmetry splits 
to give A1 + B1 when the symmetry is lowered to D2d. Therefore states that are doubly 
degenerate in Td would be expected not to be degenerate in D2d, and cannot give the E 
representation that the D2d group has. This is consistent with the splitting of the D0 and D1 
energy levels shown in Table 3. 
 
In the literature there does not appear to be consensus on the symmetry and Jahn-Teller 
effect in this system, or even that this interstitial Ni+ is the defect132,134 absorbing at 1.4 eV (32 
kcal/mol). We are concerned that from experiment the structure is determined138 to be C3v, 
while we obtain D2d (which is nevertheless consistent with Orgel’s predictions for a d9 
tetrahedral system in ‘Introduction to Transition Metal Chemistry’139). With improved level of 
theory, our results may change though, which would show how important careful 
consideration of the type of calculation and choice of model is. The Jahn-Teller stabilization 
we calculate is very small in this case, about a quarter of a kcal/mol, and we can not predict if 
changing the level of theory would make this stabilization larger, smaller, or even disappear. 
Examples of improvements to the level of theory are: (1) Enlarging the QM region in 
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ONIOM; (2) Increase the size of the basis set in CASSCF (split valence / polarization) or 
level of theory (CASPT2); (3) Higher level of theory for the low level region (HF); (4) Allow 
the excitation to extend into the low level region (e.g. CIS for low level). However, even with 
this minimal representation, our calculated splitting is closer to the experimental value than a 
value of 0.8 eV for Ni+ interstitial in adamantane without a fully-optimised geometry129. 
 
 
7. [4+4] Photochemical cycloaddition of cyclohexadiene and naphthalene 
 
As an example of the study of excited state reactivity for extended conjugated systems 
with hybrid methods, we look at the [4+4] photochemical cycloaddition of cyclohexadiene to 
naphthalene, for which we calculated the relative stabilities of the singly-bonded and doubly-
bonded minima in the S1 electronic state (Figures 1 and 12). We have previously studied the 
photochemical cycloaddition of butadiene+butadiene using CASSCF140 and MMVB 
dynamics141. Here we combine the two methods using ONIOM. This study is also a starting 
point (c.f. Section 6), to illustrate the combination of methods chosen and the reasons for 
choosing them. [4+4] photocycloadditions to larger aromatic molecules have been studied 
experimentally: see for example142-144. Part of this is in connection with photochromism, such 
as that exhibited by the dimerization of anthracene, which cannot be studied with CASSCF at 
present (28 active electrons). 
 
 
7.1. Methods: CASSCF, MMVB, and ONIOM(CASSCF:MMVB) 
 
In the full CASSCF calculations on this system (which we carried out for calibration) the 
active space consists initially of 14 electrons distributed in 14 π orbitals, which becomes 12 π 
orbitals plus 2 σ orbitals (one bonding and one anti-bonding) for the singly-bonded structure, 
and 10 π orbitals plus 4 σ orbitals (two bonding and two anti-bonding) for the doubly-bonded 
structure. This active space results in about 6 million configurations, and despite current 
programs being able to handle this (the same sized active space was used for pyracylene, 
Figure 3), it is by no means a routine calculation. 
 
This a situation where the use of RASSCF to reduce the size of a full CAS(14,14) 
calculation could be problematic, as there are different numbers of π- and σ orbitals at the two 
geometries studied. This would mean a different selection of orbitals making up the RAS 
subspaces for each isomer, and while this would probably not affect the calculated relative 
energies too much, it means that the S1 potential energy surface linking the two structures 
computed with RASSCF would be discontinuous. 
 
MMVB can be applied to this system, as VB parameters for carbon are available. The 
changes are primarily due to reorganization of π electrons, but as Figure 2 shows when 
compared with Figures 1 and 12, we are also using π orbitals to form one or two new σ bonds, 
which we can describe with MMVB using the VB parameters developed for model systems. 
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This emphasises that we can use MMVB to describe reorganization of a π system, as well as 
new σ bond formation: we are not restricted to a fixed connectivity, as for conventional MM2. 
However, as we will show later, MMVB does not reproduce the CASSCF data accurately. 
 
At first sight, the naphthalene+cyclohexadiene addition also appears to be suitable for study 
using ONIOM, since the bond breaking and formation takes place in a localized part of the 
system. However, the conjugated system, and therefore possibly the excitation, extends over 
the entire system. In the ONIOM(CAS:MM) calculations on Ni-defects in Diamond, we 
assumed that the excitation is fully localized: the change in wave function or density upon 
excitation is entirely located in the active region, and we did not assign a charge distribution 
to the spectator (inactive) region. The latter implies that changes in electrostatic interaction 
between the active and inactive regions are neglected. These approximations do not always 
hold. For example, the charge density often changes dramatically upon excitation. In a polar 
environment such as water, the electrostatic interaction between the layers then needs to be 
taken into account. Another example where the assumption above may fail is the excitation in 
conjugated systems. Although the excitation may still occur primarily in a small part of the 
conjugated system, the ‘tail’ of the excitation may extend well into the remainder. In previous 
work, we investigated the effect of the size of the conjugated system for a series of retinal 
protonated Schiff base (PSB) models. Although the excitation is localized in the vicinity of 
the PSB, the topology of the excited state changes significantly with the size of the model.57-59 
Also, the behavior of ONIOM was investigated for this system.14 
 
Here we report ONIOM calculations on the naphthalene and cyclohexadiene addition that 
do not force the excitation to be localized in the model system. To achieve this, we use 
MMVB as low level in ONIOM, with CASSCF being the high level method. In other words, 
we integrate the hybrid-atom approach with the hybrid-molecule approach in a single 
calculation. Each of the three ONIOM sub-calculations is an excited state calculation here, 
giving an integrated ONIOM S1 energy.  
 
In Figure 1, we show the ONIOM partitioning we used. We included only what is initially 
the π-space of the part of the system where the reaction takes place in the high-level region, 
which will describe the formation of the new σ bond(s). The models for cyclohexadiene and 
naphthalene are then butadiene and benzene, respectively. We assume that the excitation takes 
place in this part of the system. However, it is clear that the extended conjugated system, 
including the remainder of the naphthalene, will stabilize the excited state, for which we use a 
MMVB description. Effectively, this calculation involves three levels of theory: CASSCF, 
VB, and MM, by combining the hybrid molecule and hybrid atom methods. The MMVB 
approach combines a VB description of the π -space and resulting new σ bonds with an MM 
description of the remaining σ-space. On top of that, ONIOM(CAS:MMVB) is used to 
extrapolate to the CASSCF level of theory for a small region of the system. Although the 
CASSCF contribution in ONIOM still involves an active space of 10 electrons in 10 orbitals, 
the number of configurations is reduced dramatically compared to the target. 
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The ONIOM(CAS:MMVB) geometry optimizations were carried out without using 
symmetry constraints for the singly-bonded minimum, and with Cs symmetry for the doubly-
bonded minimum. The CASSCF excited state stand-alone calculations and those in ONIOM 
were performed with the orbitals fully optimized on the S1 state (no state averaging). The 4-
31G basis set was used throughout, as this is a first test of combining CASSCF and MMVB 
with ONIOM, and 4-31G was the basis used for the original MMVB parameterisation on 
model systems.23 We first optimized the geometries at the MMVB level of theory. The 
optimized MMVB geometries were then used to start the ONIOM geometry optimization, 
from which the optimized geometries were in turn used to start the full CASSCF geometry 
optimizations. This step-wise execution of geometry optimization proved to be highly 
efficient, as the initial explorations of the S1 potential energy surface could be carried out very 
rapidly. 
 
For these MMVB calculations, the delocalization / bridging correction 24 was switched off, 
as with this correction enabled, the structures studied here (Figures 1 and 12) – with one or 
two new σ bonds between cyclohexadiene and naphthalene – could not be located using 
MMVB on its own. Instead, attempts to optimize both structures lead to a cage compound 
with four new σ bonds. Similar problems have been observed before when studying the 
prototype [4+4] photocycloaddition of butadiene + butadiene with MMVB141, and also reflect 
problems with parameterizing the part of the VB potential needed to stabilize new σ-bonds.20 
Parameterised hybrid methods such as MMVB can be orders of magnitude faster than 
conventional methods, but depend upon reliable parameters, which are being reinvestigated at 
the time of writing. 
 
 
7.2. Results and Discussion 
 
We show the results of the ONIOM and conventional calculations in Table 4. We first 
consider the traditional approaches. When we reduce the size of the system (model-only), but 
retain the accuracy (CASSCF) of the calculation, we find an error of about 37 kcal/mol 
compared to the target. When we lower the level of theory (MMVB), but consider the entire 
system, we find an error of about 36 kcal/mol. It is clear that neither approach is satisfactory 
in this case. However, when we combine both approaches in the ONIOM hybrid method, we 
reduce the error to 9 kcal/mol. Although this is still somewhat larger than we typically 
observe in ONIOM studies, it is much smaller than in the traditional approaches, and might be 
reduced further by considering different partitions. Further progress in understanding this 
difference may come from analysing how much of the S1 excitation for the full 
cyclohexadiene+naphthalene system is in the naphthalene itself 22, as this may differ for the 
two structures we have considered. As can be seen from Table 4, the singly-bonded structure 
is more stable at each of the levels of theory, indicating that the CHD moiety is involved in 
the excitation. However, it is not possible to identify - from the energies alone - which of the 
two structures causes the error in the MMVB and model-only calculations, since the absolute 
energies for the different levels of theory cannot be compared directly. 
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In Table 5 we show the bond lengths of the naphthalene + CHD system optimized at the 
various levels of theory. We see that the bond between the two fragments is consistently long 
for all the methods. This is an indication that the excitation is indeed localized in this part of 
the system, and is treated correctly in all cases. Generally, the ONIOM values for bonds that 
are in the MMVB layer resemble the values of the conventional MMVB calculation, and the 
ONIOM values for bonds that are in the CASSCF layer resemble those of the conventional 
(target) CASSCF calculation on the full system. This is again an indication of correct 
behaviour in the ONIOM calculation. Further, we see that most of the bonds do not differ too 
much from the target (full CASSCF) values, which a few exceptions that are mostly in the 
model-only and MMVB calculations. This is expected, since these are the most approximate 
levels of theory, and also had the largest error in the prediction of the relative energies 
discussed above. Also the C19-C24 bond in the doubly-bonded ONIOM calculation is too 
large, but this bond is in the MMVB layer and therefore ‘inherits’ the error from the MMVB 
level of theory. It is not clear why MMVB and ONIOM describe this bond so much better for 
the singly-bonded system. 
 
8. Conclusion 
In studying a photochemical reaction or multi-state process, we would like to be able to 
apply the CASSCF level of theory (Section 3.1), including all electrons/orbitals from the 
reacting system that undergo any significant reorganization in the active space. However, 
these calculations become prohibitively expensive for large molecules and large numbers of 
active orbitals. In this paper, we considered three alternative strategies for making these large 
calculations practical, and determining key observables such as relative energies and 
geometries: 
 
• Use RASSCF (Section 3.2; truncation) to identify a central part of the CASSCF active 
space that is most important, reducing the total number of electron configurations that need to 
be treated relative to CASSCF. 
 
• Treat some parts of the molecule less accurately than others using the ONIOM layered 
method (Section 3.3.2; partition – hybrid molecule). Relative to CASSCF, this reduces the 
number of integrals to be computed involving orbitals outside the active space, as well as 
potentially reducing the size of the active space. 
 
• Parametrize a less expensive model that can then be applied to the full system and all of 
the active electrons, such as MMVB (Section 3.3.2; partition – hybrid atom). Here, the 
integral calculation is avoided completely, and the number of configurations reduced with 
respect to CASSCF. 
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Alternative strategies not covered here include: using a faster conventional method such as 
TDDFT 3,68(and references cited therein), although this is a different method from CASSCF, 
with its own advantages and problems; or parameterize the integrals for a CASSCF-like 
method, which still leaves a large eigenvalue problem to solve for many active electrons 
46,84,145-147.  
 
For the three approximations to CASSCF discussed in this article, the examples chosen 
suggest the following guidelines:  
 
When the entire molecule is effectively the chromophore or reaction centre, hybrid 
molecule approaches such as ONIOM may not be appropriate, as these is no well-defined 
‘active part’ of a molecule. Typical examples of this situation are provided by the family of 
polycyclic aromatic hydrocarbon (PAH) compounds, including the pyracylene (Section 4) and 
triangulene (Section 5) molecules that we have studied here. For middle-sized 14-20 electron 
active spaces, both MMVB and RASSCF could be used, but RAS is certainly the method that 
will provide the more precise results, and was therefore the natural choice to study the 14-
electron pyracylene system. From a 20-electron large active space and beyond, MMVB is the 
only way to undertake a computational study (in contrast to doing a single very expensive 
calculation) and therefore was employed to study the 22-electron triangulene species. 
However, for the cyclohexadiene+naphthalene study, MMVB on its own was found to have 
problems, and ONIOM to be useful. 
 
When the system can be partitioned into a small enough active region and a spectator 
region, then the natural approach is a hybrid molecule formalism such as ONIOM. Typically, 
a full CASSCF is carried out on the active but smaller part of the molecule, whereas the 
remainder is treated with a lower level of theory. This was the case in our study of the 
geometries and energetics of the ground and excited states of an interstitial nickel defect in 
diamond (Section 6). Here, the lower level of theory was used to model a steric effect on a 
chromphore/active site, indirectly affecting the splitting between ground and excited states. 
 
Between these truncation and partitioning approaches, we experimented with a third way 
that might be a good general alternative when the excitation is essentially (but not fully) 
localized in a small part of the system. In such cases, it might still be advantageous to perform 
full CAS calculations on the region of the chromophore where the excitation is mostly 
localized, and treat the excitation tail with a lower-level method that necessarily involves a 
truncated CI expansion. The effectiveness of this approach was demonstrated by 
ONIOM(CAS:MMVB) calculations on the 14-electron photochemical cycloaddition of 
cyclohexadiene and naphthalene (Section 7). 
 
 A question remains concerning the usefulness of the methods discussed in this article 
for the future, with computational speeds increasing and computer architectures changing. 
Increased performance depends on being able to take advantage of parallelism, rather than 
relying on faster individual processors. This is possible with a large CAS active space, where 
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the generation of electron configurations and matrix elements – which can be parallelised and 
scales well over many processors – dominates the integral evaluation and linear algebra. 
Consequently, prototype full CAS and RAS calculations on larger molecules will get faster, 
but the range of molecules accessible with the hybrid methods we have discussed will also 
increase. In other words, hybrid methods will not go out of date quickly; instead we predict 
that they will become more useful, despite the need to explicitly identify the active site and 
combination of methods required. 
 
 Our hope is that this will contribute to the development of well-defined, systematic 
and reproducible approximations (i.e., a model chemistry) for large-scale excited state 
calculations in chemistry, biology and materials science. 
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Tables 
 
Table 1: 
C-C and Ni-C bond lengths for the three critical points located on the D0 and D1 potential energy 
surfaces of the Ni in diamond system, calculated with CASSCF/lanl2mb as part of an ONIOM 
calculation. Atom numbering is shown in Figure 10. 
 
R MIN1 
/ Å 
MIN2 
/ Å 
CI 
 / Å 
10_5 1.706 1.713 1.710 
10_3 " " " 
7_4 " " " 
7_2 " " " 
5_9 1.712 1.708 1.710 
9_2 " " " 
3_8 " " " 
8_2 " " " 
5_11 " " " 
11_4 " " " 
3_6 " " " 
6_4 " " " 
Ni_2 1.751 1.75 1.755 
Ni_4 " " " 
Ni_3 " " " 
Ni_5 " " " 
Ni_7 1.962 1.938 1.950 
Ni_10 " " " 
Ni_11 1.943 1.955 1.948 
Ni_6 " " " 
Ni_9 " " " 
Ni_8 " " " 
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Table 2: 
D0 and D1 energies at the three critical points located on the D0 and D1 potential energy surfaces of the 
Ni in diamond system, calculated with CASSCF/lanl2mb as part of an ONIOM calculation. 
Geometries are shown in Figure 10 / Table 1. 
 
Geometry Symmetry ONIOMa 
/ hartrees 
D0 (0.5)b 
/ hartrees 
D1 (0.5)b 
/ hartrees 
ΔE on D0 
/ kcal mol-1 
ΔE (D0-D1) 
/ kcal mol-1 
MIN1 D2d -550.165479 -550.879449 -550.877542 0.0 1.20 
MIN2 D2d -550.165390 -550.879266 -550.877584 0.06 1.06 
CI Td -550.165017 -550.878694 -550.878694 0.29 0.00 
(a) Extrapolated ONIOM D0 energy. 
(b) Model calculation only. Numbers in parentheses indicate CASSCF state averaging coefficients. 
 
 
 
 
 
 
Table 3: 
Excitation energies for the Ni in diamond system obtained by state averaging 5 states, at the 
geometries optimised by state averaging 2 states shown in Figure 2 / Table 1. 
 
Geometry Symmetry D0 (0.2) a 
/ hartrees 
D1 (0.2) 
/ hartrees 
D2 (0.2) 
/ hartrees 
D3 (0.2) 
/ hartrees 
D4 (0.2) 
/ hartrees 
ΔE (D1-D2) 
/ eV 
MIN1 D2d -550.879307 -550.877428 -550.834802 -550.834102 -550.834102 1.16 
MIN2 D2d -550.879123 -550.877469 -550.834492 -550.834492 -550.833796 1.17 
CI Td -550.878566 -550.878566 -550.834489 -550.834489 -550.834489 1.20 
(a) Numbers in parentheses indicate CASSCF state averaging coefficients. 
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Table 4:  
Energies of and energy difference (kcal/mol) between the singly-bonded (Figure 12) and doubly-
bonded (Figure 1) cyclohexadiene+naphthalene structures in the S1 state at various levels of theory. 
The singly-bonded structure is consistently the more stable one. 
 
Method Singly-bonded 
(a.u.) 
Doubly-bonded 
(a.u.) 
Difference 
(kcal/mol) 
Full CASSCF (target) -614.3180 -614.2649 33.3 
ONIOM -385.5618 -385.4943 42.4 
MMVB -3.3134 -3.2024 69.6 
CASSCF model-only -385.0316 -384.9188 70.8 
 
 
Table 5:  
Bond lengths (Å) for the singly- and doubly-bonded naphthalene + CHD adducts. See Figure 12 for 
labeling (which shows the singly-bonded structure) and Figure 1 for the ONIOM partitioning used 
(which shows the doubly-bonded structure). The three (horizontal) segments of the table correspond to 
the geometrical parameters between the fragments, within the naphthalene fragment, and within the 
CHD fragment, respectively. Only the unique bond lengths are given for the symmetric doubly-
bonded structure, with the equivalent bond indicated in parenthesis in the first column. The entries in 
italic in the first column indicate those bonds that are described by MMVB in the ONIOM 
calculations. 
 Singly-bonded Doubly-bonded 
 Model MMVB CAS ONIOM Model MMVB CAS ONIOM 
C2-C20 (C9-C23) 1.58 1.67 1.62 1.63 1.68 1.68 1.65 1.65 
C1-C2 1.51 1.56 1.51 1.52 1.51 1.58 1.51 1.52 
C1-C10 1.44 1.44 1.42 1.40 1.34 1.33 1.34 1.31 
C2-C3 1.51 1.55 1.52 1.52 1.49 1.56 1.51 1.52 
C3-C4 - 1.40 1.38 1.38 - 1.44 1.44 1.43 
C3-C8 1.44 1.48 1.47 1.45 1.54 1.43 1.44 1.42 
C4-C5 - 1.43 1.42 1.44 - 1.45 1.43 1.45 
C5-C6 - 1.45 1.43 1.45 - 1.45 1.43 1.45 
C6-C7 (C4-C5) - 1.38 1.38 1.38     
C7-C8 (C3-C4) - 1.47 1.45 1.45     
C8-C9 (C2-C3) 1.40 1.43 1.40 1.44     
C9-C10 (C1-C2) 1.40 1.40 1.40 1.39     
C19-C20 - 1.56 1.55 1.52 - 1.56 1.55 1.53 
C19-C24 - 1.55 1.54 1.57 - 1.64 1.55 1.65 
C20-C21 1.50 1.56 1.50 1.50 1.48 1.55 1.51 1.50 
C21-C22 1.40 1.41 1.39 1.39 1.54 1.34 1.34 1.33 
C22-C23 (C20-C21) 1.38 1.39 1.39 1.39     
C23-C24  (C19-C20) - 1.54 1.50 1.51     
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Figure Captions 
 
Figure 1: The partitioning chosen here for modeling the [4+4] photochemical cycloaddition of 
cyclohexadiene to naphthalene using ONIOM. The model region (treated at a higher level of theory) is 
drawn as ball-and-stick; the remaining real system (treated at a lower level of theory) is drawn in 
wireframe. The doubly-bonded S1 structure is shown. 
Figure 2: The MMVB partitioning chosen here for modeling the [4+4] photochemical cycloaddition of 
cyclohexadiene to naphthalene. This corresponds to the ONIOM real system for this study (drawn in 
wireframe in Figure 1). 
Figure 3: CASSCF/4-31G optimized structures of pyracylene: D2h S0 minimum, D2h S1 minimum, and 
C2h S0/S1 conical intersection (CI). All bond lengths are in angstroms. (RASSCF(14,4+6+4)[2,2] bond 
lengths are not shown separately, as all but one are within 0.01Å of the CASSCF value: the exception 
is 1.49Å with CASSCF for the CI as shown; 1.47Å with RASSCF.) 
Figure 4: CASSCF/4-31G potential energy profiles for the S0 and S1 states of pyracylene. Critical 
points are shown in Figure 3. CASSCF relative energies are in kcal/mol. (The corresponding RASSCF 
energies are shown in parentheses). 
Figure 5: D3h triplet minimum structure of triangulene, computed with MMVB. All bond lengths are in 
angstroms. 
Figure 6: The D3h S0/S1 conical intersection of triangulene, and associated C2v minima and transition 
structures (only 1 of 3 shown), together with their relative energies in kcal/mol. All bond lengths are in 
angstroms. 
Figure 7: IRC from a triangulene S0 TS, leading to equivalent minima as shown in Figure 6. Energy 
above the minima in atomic units and gradient are shown. 
Figure 8: The transition vector computed at a triangulene S0 transition structure with MMVB, via a 
numerical frequency calculation. 
Figure 9: The ONIOM partitioning chosen here for modeling an interstitial Ni defect in diamond. 
Left/Main: The model region is drawn as ball-and-stick; the remaining real system is drawn in 
wireframe. Not all atoms are shown: those in front of the Ni and others to an equivalent depth have 
been removed (‘Z-clipped’) to show the model system in context. Right/Inset: A close-up of the left-
hand viewm using ‘fog’ to exaggerate depth, with the Ni atom hidden; emphasizing that this is an 
interstitial defect, not a substitutional one. This inset view is equivalent to Figure 10 (right) rotated 
45°, and with Ni and C7 hidden. 
Figure 10: Labeling for the C-C and C-Ni bondlengths for Ni in diamond, shown in Table 1. 
Figure 11: The CAS(5,5) active space for the model part of the ONIOM Ni in diamond calculations. 
Figure 12: Labeling for the C-C bondlengths for CHD+naphthalene, shown in Table 5. The singly-
bonded S1 structure is shown. 
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