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COMBINATIONS OF L-FUNCTIONS AND THEIR NON-COINCIDENT
ZEROS FOR σ > 1
SCOTT KIRILA
1. Introduction
Abstract. The purpose of this note is to build upon work of Booker–Thorne and Righetti
concerning zeros of algebraic combinations of L-functions. Namely, we show that two generic
combinations of functions from a wide class of Euler products have non-coincident zeros in
the half-plane σ > 1.
In 1936, Davenport–Heilbronn [2] showed that Hurwitz zeta functions ζ(s, α) with positive
rational parameter α 6= 1
2
or 1 have infinitely many zeros to the right of the line Re(s) = 1.
This provided an infinite family of functions which vanish in the half-plane of absolute
convergence, despite being a linear combination of Dirichlet L-functions, which do not vanish
in this region; in particular, such linear combinations fail to obey a Riemann hypothesis.
Since then, many authors have expanded upon Davenport and Heilbronn’s work, such as
Saias–Weingartner [7], who proved a comparable result for general linear combinations of
Dirichlet L-functions. Their method, which relies on a type of weak universality property,
has since been refined by Booker–Thorne [1] to include algebraic combinations of L-functions
associated to automorphic forms (assuming the generalized Ramanujan conjecture), and by
Righetti [6] to a larger class of Euler products.
It is generally expected that two different primitive L-functions have (almost) no coincident
zeros. In this direction, Fujii [3] showed that two primitive Dirichlet L-functions have a
positive proportion of zeros which are non-coincident. One might expect that the same is
typically true of two combinations of L-functions, assuming we avoid trivial obstructions
such as having a common factor. The purpose of this note is to explore this question in the
region σ > 1. To formally state our result, we denote by E be the class of Dirichlet series
appearing in [6]. Namely, it consists of functions F : C→ C satisfying the following axioms:
(E1) the function F is given by a Dirichlet series, F (s) =
∑∞
n=1
aF (n)
ns
, which converges
absolutely for σ > 1;
(E2) it has an Euler product, so that logF (s) =
∑
p Fp(s) =
∑
p
∑∞
k=1
bF (p
k)
pks
, which also
converges absolutely for σ > 1;
(E3) there is a positive constant KF such that |aF (p)| ≤ KF for all primes p;
(E4) the sum
∑
p
∑∞
k=2
|bF (p
k)|
pk
is finite;
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(E5) for any F,G ∈ E , there is a complex number mF,G such that
∑
p≤x
aF (p)aG(p)
p
= (mF,G + o(1)) log log x
with mF,F > 0. We say that F,G ∈ E are orthogonal if mF,G = 0.
Examples of functions in this class are provided in [6, Section 1.1] and conjecturally include
all L-functions. Righetti notes that E likely contains other types of functions as well, since
elements are neither required to satisfy a functional equation nor to possess a meromorphic
continuation to the rest of the plane. An example of such is given by the Euler product
Z(s) :=
∞∏
n=1
(
1−
1
ps2n
)−1
;
as usual, we write pk to denote the k-th prime when ordered by increasing size. It follows from
work of Grosswald–Schnitzer[4] that its square, Z(s)2, may be meromorphically continued
to the half-plane σ > 0 with a simple pole at s = 1 and precisely the same zeros as the
Riemann zeta function. Thus, although Z(s) is in E , it also has branch points at s = 1 and
any non-trivial zeros (with odd multiplicity) of the zeta function.
The polynomials we use for our algebraic combinations take their coefficients from the
ring of p-finite Dirichlet series which converge absolutely in the half-plane σ > 1, namely
F :=

∑
n∈〈Q〉
a(n)
ns
abs. conv. for σ ≥ α : Q ⊂ P has finitely many elements

 .
for example, F contains all non-vanishing finite Euler products and their inverses, as well as
any Dirichlet polynomial. Our main result is the following.
Theorem 1. Let f and g be relatively prime polynomials over F in Nf and Ng many vari-
ables, respectively, and assume that neither f nor g is a monomial. Suppose F1, . . . , FNf ∈
E are pairwise orthogonal, and similarly for G1, . . . , GNg ∈ E . Then there is a zero of
f(F1(s), . . . , FNf (s)) to the right of σ = 1 which is not a zero of g(G1(s), . . . , GNg(s)), and
vice versa.
Once we have one non-coincident zero, we are guaranteed by almost-periodicity the existence
of≫ T many up to height T in any vertical strip containing this point. There can be at most
≪ T zeros in any closed strip in σ > 1, and so we find that a positive proportion of zeros in
such regions are non-coincident. It is also worth noting that our proof shows that there are
non-coincident zeros arbitrarily close to the line σ = 1. Lastly, we briefly remark that an
analogue of Theorem 1 can also be proved in closed strips contained in the region 1
2
< σ < 1
using a joint universality result due to Lee–Nakamura–Pan´kowski [5] for the Selberg class,
assuming a quantitative form of Selberg’s orthogonality conjecture1.
1.1. A couple of examples.
1That is, a quantitative refinement of (E5).
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Hurwitz zeta functions. Suppose 1 ≤ a ≤ q with (a, q) = 1 and q ≥ 3. The Hurwitz zeta
function ζ(s, a/q) is defined as
ζ(s, a/q) =
∞∑
n=0
(n + a/q)−s
for σ > 1, and it has a meromorphic continuation to the rest of the complex plane. It may
also be expressed as a linear combination of Dirichlet L-functions, that is,
ζ(s, a/q) =
qs
ϕ(q)
∑
χ mod q
χ(a)L(s, χ);
here ϕ is the Euler totient function and the sum is over all Dirichlet characters modulo q. As
mentioned in the beginning of the paper, Davenport and Heilbronn [2] showed that ζ(s, a/q)
has infinitely many zeros to the right of σ = 1 if q ≥ 3; that is, if ζ(s, a/q) is not simply a
multiple of the Riemann zeta function. Now, the Dirichlet L-functions modulo q are pairwise
orthogonal functions in E . Two linear polynomials in C[x1, . . . , xϕ(q)] are relatively prime
unless one is a constant multiple of the other, which, for the polynomials
∑
χ mod q1
χ(a1)xχ
and
∑
ψ mod q2
ψ(a2)xψ, would require that q1 = q2 and χ(a1)χ(a2) = c for all χ and some
non-zero complex number c. Summing both sides of this last equation shows that we must
have c = 1 and a1 = a2. Therefore, we may apply Theorem 1 to ζ(s, a1/q1) and ζ(s, a2/q2)
provided that q1 6= q2 or a1 6= a2. That is, two distinct Hurwitz zeta functions (with rational
parameters) have many non-coincident zeros in the half-plane σ > 1 if q ≥ 3.
L-functions associated to cuspforms. The following can be viewed as a companion to [1,
Theorem 1.1]. Let f1, f2 ∈ Sk(Γ1(N)) be two holomorphic cuspforms and let Λfj(s) =∫∞
0
fj(iy)y
s−1dy be the associated complete L-functions, j = 1, 2. Here the region of absolute
convergence is σ > k+1
2
, as we have chosen not to normalize the Fourier coefficients for the
sake of comparison. Booker and Thorne showed that the non-vanishing of Λfj (s) in the
region σ > k+1
2
implies that fj must be an eigenfunction of the Hecke operators Tp for all
primes p not dividing N . Instead, if we assume that Λf1(s) and Λf2(s) vanish at precisely
the same non-empty set of points in the half-plane σ > k+1
2
, then our Theorem 1 implies
that f1 = cf2 for some nonzero complex number c.
2. Some lemmas
As in [1][6][7] for a single combination, the proof of Theorem 1 relies on a weak universality
result in the region σ > 1; below we state [6, Prop. 1], which appears as our Lemma 1.
Meanwhile, Lemma 2 produces an appropriate zero of f at which g does not vanish, while
Lemma 3 helps to bridge the gap from working with f(x) and g(x) to f(F1(s), . . . , FNf (s))
and g(G1(s), . . . , GNg(s)).
Lemma 1 (Righetti). Suppose F1, . . . , FN are distinct functions in E . Then, for y, R ≥ 1,
there exists η > 0 such that

(∏
p>y
Fj,p(σ + itp)
)
1≤j≤N
: tp ∈ R for each prime p > y


⊃ {(z1, . . . , zN) ∈ C
N : R−1 ≤ |zj | ≤ R for each 1 ≤ j ≤ N}
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for every σ ∈ (1, 1 + η].
Next we have a natural extension of [1, Lemma 2.4] to two polynomials.
Lemma 2. Let f, g ∈ C[x1, . . . , xN ] be relatively prime. Then either f is a monomial, or
there is an x ∈ CN with f(x) = 0 while x1 · · ·xN 6= 0 and g(x) 6= 0.
Proof. Assume, to the contrary, that every solution of f(x) = 0 satisfies x1 · · ·xN = 0 or
g(x) = 0. Then the polynomial x1 · · ·xNg(x) vanishes on the algebraic set
{x ∈ CN : f(x) = 0}.
Hilbert’s Nullstellensatz implies the existence of a positive integer r such that f(x) divides
(x1 · · ·xN )
rg(x)r. Since f and g are relatively prime and C[x1, . . . xN ] is a UFD, it follows
that f(x) must divide (x1 · · ·xN )
r. However, this can only happen if f is a monomial. If f
is not a monomial, then we conclude that there must be a solution of f(x) = 0 for which
x1 · · ·xN 6= 0 and g(x) 6= 0, as claimed. 
Lastly we prove the analogous extension of [1, Lemma 2.5].
Lemma 3. Let f, g ∈ C[x1, . . . , xN ], neither identically 0, and suppose that y ∈ C
N is a
zero of f but not g. Then, for any ε > 0, there exists δ > 0 such that, for any polynomials
f˜ , g˜ ∈ C[x1, . . . , xN ] obtained by changing any of the nonzero coefficients of f, g by at most
δ each, there is a z ∈ CN with |y − z| < ε such that f˜(z) = 0 but g˜(z) 6= 0.
Proof. Take u with |u| = 1 so that neither f(y + tu) nor g(y + tu) vanishes for all complex
t. We choose ε′ with 0 < ε′ < ε such that f(y + tu) does not vanish on the circle Cε′ = {t ∈
C : |t| = ε′}. We take γ1 > 0 smaller than the minimum of f(y + tu) on Cε′ and such that
g(y + tu) does not vanish on the disk |t| ≤ γ1; we also set γ2 as the minimum of |g(y + tu)|
for t ∈ Cε′. On Cε′ we have
|f(y + tu)− f˜(y + tu)| < δN1(1 + ε+ |y|)
deg f ,
where N1 is the number of nonzero coefficients of f . Similarly, we also have
|g(y + tu)− g˜(y + tu)| < δN2(1 + ε+ |y|)
deg g.
We take δ small enough to make the right-hand side of each of the displays above smaller
than min{γ1, γ2}. Thus we have
|f(y + tu)− f˜(y + tu)| < |f(y + tu)|
as well as
|g(y + tu)− g˜(y + tu)| < |g(y + tu)|
on Cε′. Rouche´’s Theorem then implies that f˜ has a zero z satisfying |y− z| < ε
′ < ε, while
g˜ is nonvanishing on this same disk. 
3. Proof of Theorem 1
Before starting the proof, we introduce one last piece of notation for the sake of brevity.
Given a polynomial f ∈ F [x1, . . . , xN ],
f(x1, . . . , xN) =
M∑
i=1

 ∑
n∈〈Qi〉
ai(n)
ns

 N∏
j=1
x
αi,j
j ,
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we write pf to denote the largest prime in the union ∪iQi, so that each Qi is contained in
the interval [2, pf ]
Now we proceed with the proof, which closely follows that of [6, Theorem 3]. Suppose, after
relabeling indices if necessary, that F1 = G1, . . . , FM = GM for some M ≤ min{Nf , Ng}, but
Fi 6= Gj for any i and j whenever M < i ≤ Nf and M < j ≤ Ng. We set N := Nf +Ng−M
and consider f and g as polynomials in the variables X1, . . . , XN . Specifically, we order our
variables so that f depends only on X1, . . . , XNf , while g depends only on X1, . . . , XM and
XNf+1, . . . , XN . With this in mind, we define auxiliary functions
f˜(X1, . . . , XN ; s) = f

X1 ∏
p≤pfg
F1,p(s), . . . , XNf
∏
p≤pfg
FNf ,p(s), 0, . . . , 0︸ ︷︷ ︸
N −Nf times

 ,
g˜(X1, . . . , XN ; s) = g

X1 ∏
p≤pfg
F1,p(s), . . . , XM
∏
p≤pfg
FM,p(s), 0, . . . , 0,︸ ︷︷ ︸
N −Ng times
XNf+1
∏
p≤pfg
GM+1,p(s), . . . , XNg
∏
p≤pfg
GNg,p(s)

 .
Clearly f˜(s) and g˜(s) are both polynomials in F [X1, . . . , XN ] for any s with σ > 1. More-
over, the coefficients of f˜ and g˜ are holomorphic in the open half-plane σ > 1 and extend
continuously to the line σ = 1. Hence, by the maximum modulus principle, there is a real
number t0 such that these coefficients are all non-vanishing for s = 1 + it0. Thus, Lemma 2
implies the existence of non-zero complex numbers x1, . . . , xN such that
f˜(x1, . . . , xN ; 1 + it0) = 0,
g˜(x1, . . . , xN ; 1 + it0) 6= 0
simultaneously hold. Now take R ≥ 2 small enough so that 2
R
≤ |xn| ≤
R
2
for all 1 ≤ n ≤ N .
We then apply Lemma 3 with ε = 1
R
. Doing so, we are guaranteed the existence of an
η > 0 such that, for any 1 < σ ≤ 1 + η, there is a z(σ) ∈ CN with the following properties:
1
R
≤ |zn(σ)| ≤ R for each 1 ≤ n ≤ N , and f˜(z(σ); σ + it0) = 0 but g˜(z(σ); σ + it0) 6= 0. By
Lemma 1 with y = pfg, we can find real numbers tp so that∏
p>pfg
Fn,p(σ + itp) = zn(σ) for 1 ≤ n ≤ Nf ,
∏
p>pfg
GM+n,p(σ + itp) = zNf+n(σ) for 1 ≤ n ≤ Ng −M.
We set tp = t0 for the remaining primes p ≤ pfg, and so it follows that
f
(∏
p
F1,p(σ + tp), . . . ,
∏
p
FNf ,p(σ + tp)
)
= 0,
g
(∏
p
G1,p(σ + tp), . . . ,
∏
p
GNg,p(σ + tp)
)
6= 0.
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The result then follows from a standard argument using the almost-periodicity of absolutely
convergent Dirichlet series. 
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