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Abstract
We study the semi-classical trace formula at a critical energy level for a h-pseudodifferential
operator whose principal symbol has a unique non-degenerate critical point for that energy.
This leads to the study of Hamiltonian systems near equilibrium and near the non-zero
periods of the linearized ﬂow. The contributions of these periods to the trace formula
are expressed in terms of degenerate oscillatory integrals. The new results obtained are
formulated in terms of the geometry of the energy surface and the classical dynamics on this
surface.
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1. Introduction
Let be Ph a h-pseudodifferential, or more generally h-admissible (see [16]), self-
adjoint operator on Rn: The semi-classical trace formula studies the asymptotic
behavior, as h tends to 0, of the sums
gðE; h;jÞ ¼
X
jljðhÞEjpe
j
ljðhÞ  E
h
 
; ð1Þ
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where the ljðhÞ are the eigenvalues of Ph: Here we suppose that the spectrum is
discrete in ½E  e; E þ e; some sufﬁcient conditions for this will be given below. Let
be p the principal symbol of Ph and Ft the Hamilton ﬂow of p:
The semi-classical trace formula establishes a link between the asymptotic
behavior of (1), as h-0; and the closed trajectories of Ft of energy E: An energy E is
said to be regular when rpðx; xÞa0 on SE ; where SE ¼ fðx; xÞ=pðx; xÞ ¼ Eg is the
surface of energy level E; and critical if it is not regular. The case of a regular energy
has been intensively studied and explicit expressions in term of Ft are known for the
leading term of (1), under suitable conditions on the ﬂow and when the Fourier
transform #j of j is supported near a period, see, e.g., Gutzwiller [8], Balian and
Bloch [1] for the physical literature, and from a mathematical point of view
Brummelhuis and Uribe [3], Combescure et al. [5], Petkov and Popov [15],
Charbonnel and Popov [4], Paul and Uribe [14].
Here we are interested in the case of a critical energy Ec of p: Brummelhuis et al. [2]
have studied the semi-classical trace formula at a critical energy for quite general
operators but limited to ‘‘small times’’, that is for suppð #jÞ contained in such a small
neighborhood of the origin that the only period of the linearized ﬂow in suppð #jÞ is 0.
Khuat-Duy [11,12] has obtained the contributions of the non-zero periods of the
linearized ﬂow for arbitrary j with compactly supported #j; for Schro¨dinger
operators Dþ VðxÞ with VðxÞ a non-degenerate potential. In this case the main
contribution of such a period was obtained as a regularization of the Duistermaat–
Guillemin density rtðx; xÞ ¼ jdetðdFtðx; xÞ  Idj1=2:
Generalizing Khuat-Duy’s result to more general operators was an open problem
and is the purpose of this article. For a critical energy level Ec of an arbitrary h-
admissible operator, and ðx0; x0Þ a critical point of p; the closed trajectories of the
linearized ﬂow
ftðuÞ ¼ dx;xFtðx0; x0Þu ¼ u; uATðx0;x0ÞðTRnÞ; ta0; ð2Þ
are not necessarily generated by a positive quadratic form, contrary to the case
of a Schro¨dinger operator, and will give rise to new contributions to the semi-
classical trace formula, other than those obtained in [2,11,12]. More precisely,
viewing dx;xFtðx0; x0Þ as the Hamiltonian ﬂow of the Hessian d2pðx0; x0Þ; here
interpreted as an intrinsic quadratic form, these new contributions to the
trace formula arise from the non-trivial closed trajectories of dx;xFtðx0; x0Þ of zero
energy
fTðuÞ ¼ u; Ta0; d2pðx0; x0ÞðuÞ ¼ 0; ua0: ð3Þ
The reader can easily verify that the set of such u is empty in the case of a
Schro¨dinger operator: this explains why the new contributions obtained here does
not appear for these operators. We will show that the new contributions are
supported in ðEc; x0; x0; T ; uÞ with ðT ; uÞ satisfying (3) and can be expressed in term
of d2pðx0; x0Þ and higher-order derivatives of the ﬂow in ðx0; x0Þ:
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2. General hypotheses and main results
Let Ph be in the class of h-admissible operators on R
n with a real symbol. We refer
to [16] for the principal notions of semi-classical analysis which we will use. We note p
the principal symbol of Ph; and p
1 the sub-principal symbol. For Ec a critical energy
of p we will study the asymptotic behavior of the spectral function gðEc; hÞ; deﬁned by
gðEc; hÞ ¼
X
ljðhÞA½Ece;Ecþe
j
ljðhÞ  Ec
h
 
; ð4Þ
under the following hypotheses which are classical in this context:
ðH1Þ (e040 such that p1ð½Ec  e0; Ec þ e0Þ is compact.
ðH2Þ z0 ¼ ðx0; x0Þ is the unique critical point of p on the energy surface SEc :
ðH3Þ z0 is a non-degenerate critical point of p and its Hessian d2pðz0Þ is diagonal in
some suitable set of local symplectic coordinates near z0
pðx; xÞ ¼ Ec þ 1
2
Xn
j¼1
wjððxj  x0;jÞ2 þ sjðxj  x0;jÞ2Þ þ Oðjjðx  x0; x x0Þjj3Þ;
ð5Þ
with sj ¼71 and wjAR\f0g:
ðH4Þ j is in the Schwartz space SðRÞ with Fourier transform #jACN0 ðRÞ:
By a classical result, see, e.g. [16], the hypothesis ðH1Þ insures that the spectrum
of Ph is discrete in Ie ¼ ½Ec  e; Ec þ e for eoe0 and h small enough: this will
be assumed in the following. We note expðtHfÞ; with Hf ¼ @x f :@x  @x f :@x; the
Hamilton ﬂow of a function fACNðTRnÞ: For Ft ¼ expðtHpÞ taking the derivative
with respect to the initial conditions gives a symplectomorphism dx;xFtðx; xÞ :
Tðx;xÞðTRnÞ-TFtðx;xÞðTRnÞ; and for z0 ¼ ðx0; x0Þ a critical point of p we have the
fundamental automorphism
dx;xFtðz0Þ : Tz0ðTRnÞ-Tz0ðTRnÞ: ð6Þ
Near the critical point of p we can write
pðx; xÞ ¼ Ec þ
XN
j¼2
pjðx; xÞ þ Oðjjðx  x0; x x0ÞjjNþ1Þ;
where the functions pj are homogeneous of degree j in ðx  x0; x x0Þ: In particular,
p2 is the Hessian in z0 and can be interpreted as an invariantly deﬁned quadratic
form on Tz0ðTRnÞ:
Deﬁnition 1. For all TAR let be FT ¼ Kerðdx;xFTðz0Þ  IdÞCTz0ðTRnÞ and F>T ¼
Tz0ðTRnÞ=FT : To this linear subspace we associate its dimension lT ¼ 2dT ¼
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dimðFTÞ; and also the following three objects:
QT ¼ p2jFT ; ð7Þ
1
2
qT ¼ p2jF>T ; ð8Þ
CQT ¼ fðx; xÞAFT=QTðx; xÞ ¼ 0g: ð9Þ
We say that Ta0 is a period of dx;xFtðz0Þ if FTaf0g and that T is a total period of
dx;xFtðz0Þ when FT ¼ Tz0ðTRnÞ:
The next condition is inspired by Proposition 2.1 of Khuat-Duy [12] concerning
Schro¨dinger operators and will be useful to separate the contributions of ﬁxed points
from those of the non-trivial periodic trajectories.
ðH5Þ For all period T of dx;xFtðz0Þ there exists neighborhoods VT of T and UT of z0
such that FtðzÞaz for all TAVT and all zAUT \fz0g-SEc :
Note that ðH5Þ only concerns the dynamics on the energy surface SEc and Khuat-
Duy [12] has shown that ðH5Þ is always satisﬁed by a Schro¨dinger-type Hamiltonian
x2 þ VðxÞ: We give in the last section two examples of non-Schro¨dinger operators
satisfying ðH5Þ; to show that this class is non-empty. We note s the usual symplectic
form on Tz0ðTRnÞ and by dlzFt the derivative of order l; with respect to initial
conditions, evaluated in ðt; zÞ: If u is in a vector space V we use the notation ul ¼
ðu; :::; uÞAV l :
Deﬁnition 2. If k41 is the ﬁrst integer such that dkz0FTa0; we put
RkðzÞ ¼ 1
k!
sðz; dk1z0 FTðzk1ÞÞ; zAFT ; ð10Þ
and
R˜k ¼ Rk j CQT-S2dT1; ð11Þ
the restriction of Rk to the regular surface CQT-S2dT1: Here S2dT1 is the unit
sphere, where we are working in local coordinates such that (5) holds. Finally, let
dLQT be the Liouville measure on this surface, i.e. dLQT4dQT ¼ dy on CQT-S2dT1;
where dy is the surface measure of S2dT1:
The derivatives dlz0Fl are computed in Section 4.4 and the relation d
k
z0
FTa0 can be
stated in terms of resonances, i.e. the arithmetical properties of the eigenvalues of p2
or, more precisely, of QT :
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If Y is a cut-off function near the energy Ec we have
gðEc; hÞ ¼ Tr j Ph  Ec
h
 
YðPhÞ
 
þ OðhNÞ; ð12Þ
as will show Proposition 6 below. Hence, modulo OðhNÞ; we can write
gðEc; hÞ ¼Trðcwh j
Ph  Ec
h
 
YðPhÞÞ þ Tr ð1 cwh Þj
Ph  Ec
h
 
YðPhÞ
 
¼ g1ðz0; Ec; hÞ þ g2ðz0; Ec; hÞ;
where c is a function with compact support near z0 such that ðH5Þ is valid on
suppðcÞ and the notation cwh stands for the classical Weyl h-quantization. Under the
additional hypothesis of having a clean ﬂow, the asymptotics of g2ðz0; Ec; hÞ is given
by the regular trace formula.
Without any loss of generality we can suppose that suppð #jÞ is small enough near
some non-zero period T of dFtðz0Þ such that T is the only period of dFtðz0Þ on
suppð #jÞ; as follows by an easy partition of unity argument, the set of periods of the
linearized ﬂow being discrete. For the remaining contribution g1ðz0; Ec; hÞ we then
obtain
Theorem 3. Under ðH1Þ2ðH5Þ and the assumption that QT is positive or negative
definite, we have
g1ðz0; Ec; hÞ ¼ CðTÞLTðjÞ þ Oðh
1
2Þ; as h-0;
where
CðTÞ ¼ 1
2
expðip
4
sgnðqTÞÞ
jdetðqT Þj
1
2
exp ip
dT  1
2
signðQTÞ
 
GðdTÞ;
and
LTðjÞ ¼ 1ð2pÞ1þdT
ðt  T  i0ÞdT ; ðt  TÞ
dT
jdetðI  dFtðz0Þj
1
2
#jðtÞeitp1ðz0Þ
* +
:
In the case of a non deﬁnite QT we have:
Theorem 4. If nX2; under ðH1Þ–ðH5Þ and if RkðzÞa0 for all zACQT \f0g; we have
g1ðz0; Ec; hÞ ¼ h
2dTþk2
k
dT ðKT #jðTÞ expðiTp1ðz0ÞÞ þ Oðh
1
kÞÞ; for h-0;
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where
KT ¼ mkðTÞ exp ip
dT  1
k
signðR˜kÞ
 Z
CQT-S
2dT 1
jR˜kðyÞj
2dT2
k dLQT ðyÞ;
and
mkðTÞ ¼ 
1
k
G
2dT  2
k
 
expðip
4
sgnðqT ÞÞ
jdetðqTÞj
1
2ð2pÞdTþ1
:
More generally, if fzACQT \f0g : RkðzÞ ¼ 0ga|; but if rQTðzÞ;rRkðzÞ are linearly
independent on this set, then the same result holds with
KT ¼ mkðTÞ exp ip
dT  1
k
 Z
CQT-S
2dT1
ðR˜kðyÞ þ i0Þ
2dT2
k dLQT ðyÞ:
Remark 5. Theorem 3 contains the class of Schro¨dinger operators x2 þ VðxÞ; with V
non-degenerate, since in this case p2jKerðdFtðz0Þ  IdÞ is positive deﬁnite. More-
over, the condition nX2 in Theorem 4 is natural, since, under our assumptions, in
dimension n ¼ 1 we have p2ðx1; x1Þ ¼ 12 w1ðx21 þ x21Þ; or 12w1ðx21  x21Þ: In the ﬁrst case
QT is deﬁnite and in the second case 0 is the only period of the linearized ﬂow.
3. Oscillatory representation of cðEc; hÞ
We introduce a cut-off function YACN0 ðEc  e; Ec þ e½Þ; such that Y ¼ 1 near Ec
and 0pYp1 on R: We then have the decomposition
gðEc; hÞ ¼
X
ljðhÞAIe
ð1YÞðljðhÞÞj ljðhÞ  Ec
h
 
þ
X
ljðhÞAIe
YðljðhÞÞj ljðhÞ  Ec
h
 
¼ g0ðEc; hÞ þ g00ðEc; hÞ: ð13Þ
Proposition 6. g0ðEc; hÞ ¼ OðhNÞ; when h-0:
Proof. With jASðRÞ for all kAN there exists Ck such that jxkjðxÞjpCk on R: If
NðhÞ is the number of eigenvalues inside ½Ec  e; Ec þ e-suppð1YÞ; then, by
Theorem 3.13 of [16], we have the estimate
jg0ðEc; hÞjpNðhÞCk ljðhÞ  Ec
h


k
; NðhÞ ¼ OðhnÞ:
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On the support of ð1YÞ we have jljðhÞ  Ecj4e040; this gives
jg0ðEc; hÞjpNðhÞCNek0 hkpcNhkn:
Since it is true for all kAN the result follows. &
As a consequence, the asymptotics of gðEc; hÞ; modulo OðhNÞ; is given by
g00ðEc; hÞ: Now, by Fourier transform, and inversion, we have that
YðPhÞj Ph  Ec
h
 
¼ 1
2p
Z
R
exp
it
h
Ph
 
ei
tEc
h #jðtÞYðPhÞ dt:
The trace of the left-hand side is then exactly g00ðEc; hÞ; and we can write
g00ðEc; hÞ ¼ 1
2p
Tr
Z
R
YðPhÞ exp it
h
Ph
 
ei
tEc
h #jðtÞ dt: ð14Þ
Formula (14) uses the localized unitary group UY;hðtÞ ¼ YðPhÞ expðithPhÞ: A classical
result, see, e.g. [6], about this object is
Proposition 7. Let L be the Lagrangian manifold associated to the flow of p
L ¼ fðt; t; x; x; y; ZÞATR2nþ1=t ¼ pðx; xÞ; ðx; xÞ ¼ Ftðy; ZÞg; ð15Þ
then UY;hðtÞ is a h-Fourier integral operator (or h-FIO) associated to L: More
precisely, there exists for each N a FIO U
ðNÞ
Y;h ðtÞ with integral kernel in the Ho¨rmander
class IðR Rn  Rn;LÞ and operators RðNÞh ðtÞ on L2ðRnÞ; with uniformly bounded
norms for 0ohp1 and t in a compact subset of R; such that
UY;hðtÞ ¼ U ðNÞY;h ðtÞ þ hNRðNÞh ðtÞ: ð16Þ
We recall the compactly supported cut-off function c ¼ cðx; xÞ; on whose support
ðH5Þ holds. If c1 is such that c1c ¼ c; with suppðc1Þ small enough, then by cyclicity
of the trace,
g2ðz0; Ec; hÞ ¼
1
2p
Tr
Z
R
#jðtÞcwhYðPhÞ exp
it
h
ðPh  EcÞ
 
cw1;hdt þ OðhNÞ;
and cwhYðPhÞ expðithðPh  EcÞÞcw1;hAIðR Rn  Rn;LÞ: After perhaps a local change
of variable in y; the operator cwhYðPhÞ expðith PhÞcw1;h can be approximated, modulo
an error OðhNÞ; by an h-FIO with kernel
1
ð2phÞn
Z
Rn
e
i
h
ðSðt;x;xÞ/y;xSÞbNðt; x; y; x; hÞ dx;
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see 4.1 below. Integrating this kernel on the diagonal gives, modulo terms of order
OðhNÞ
g2ðEc; hÞ ¼
1
ð2phÞn
Z
R
Z
TRn
e
i
h
ðSðt;x;xÞ/x;xSþtEcÞaNðt; x; x; hÞ dt dx dx; ð17Þ
aNðt; x; x; hÞ ¼ #jðtÞbNðt; x; x; x; hÞ: ð18Þ
For a detailed construction we refer to [16] or [6].
Remark 8. Because of the presence of YðPhÞ and #j; the amplitudes aN are of
compact support. Since we are interested in the main contribution to the trace
formula we note a the amplitude of (17), i.e. a depends on ðh; NÞ:
4. Study of the phase function and of the classical dynamic
First, we study the nature of the critical points of (17). After we establish some
results on the classical dynamics related to pðx; xÞ and we compute the Taylor
expansion of the phase function. Resonance-type conditions will naturally occur in
the study of this question.
4.1. Singularity of the phase
By Theorem 5.3 of [9], we can, after perhaps a local change of variables in y;
suppose that the ﬂow Ft; near ðx0; x0Þ and for tAsuppð #jÞ sufﬁciently small, has a
generating function Sðt; x; ZÞ; i.e.
ðx; xÞ ¼ Ftðy; ZÞ 3
y ¼ @ZSðt; x; ZÞ;
x ¼ @xSðt; x; ZÞ;
(
ð19Þ
which therefore, by a classical result, satisﬁes the Hamilton–Jacobi equation
@tSðt; x; ZÞ þ pðx; @xSðt; x; ZÞ ¼ 0: Hence, near ðT ; x0; x0Þ; the Lagrangian manifold
L of the ﬂow is parameterized by the phase function Sðt; x; ZÞ /y; ZS: This choice
for the phase is only valid near ðx0; x0Þ when x0a0; but if x0 ¼ 0 we can change the
operator Ph by e
i
h
/x;x1SPhe
 i
h
/x;x1S with x1a0: This does not affect the spectrum and
the new operator obtained has symbol pðx; x x1Þ and critical point ðx0; x1Þ: With
(19) a critical point of (17) satisﬁes
@xSðt; x; xÞ ¼ x;
@xSðt; x; xÞ ¼ x;
@tSðt; x; xÞ ¼ Ec:
8><
>: 3
Ftðx; xÞ ¼ ðx; xÞ;
pðx; xÞ ¼ Ec:
(
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The following lemma is classical and can for example be found in [12]. Recall that we
will often denote points ðx; xÞ of phase space by a single letter z:
Lemma 9. Let us define Cðt; x; xÞ ¼ Sðt; x; xÞ /x; xSþ tEc; then if z0 is critical
point of C; we have the equivalence d2zCðz0Þdz ¼ 03dzFtðz0Þdz ¼ dz;
8dzATz0ðTRnÞ; i.e. the degenerate directions of the phase correspond to fixed points
of the linearized flow at z0:
If we use Lemma 9, we obtain for our phase function
Corollary 10. A critical point ðT ; x0; x0Þ of Cðt; x; xÞ is degenerate with respect to
ðx; xÞ if and only if T is a period of the linearized flow dx;xFtðx0; x0Þ:
The next result is also well known from classical mechanics.
Lemma 11. If @xpðx0; x0Þ ¼ @xpðx0; x0Þ ¼ 0 then dx;xFtðx0; x0Þ is the Hamiltonian flow
of the quadratic form 1
2
d2pðx0; x0Þ on Tx0;x0ðTRnÞ:
Let Ta0 be a period of dFtðz0Þ: Corollary 10 shows that we must introduce
Cðt; x; xÞ ¼ Sðt; x; xÞ /x; xS ¼ ðt  TÞgðt; x; xÞ þ ðSðT ; x; xÞ /x; xSÞ: ð20Þ
This function g is CN and satisﬁes
gðT ; x; xÞ ¼ @S
@t
ðT ; x; xÞ ¼ pðx; @xSðT ; x; xÞÞ:
To simplify the notations we write gðt; zÞ ¼ gðt; x; xÞ and
RðzÞ ¼ Rðx; xÞ ¼ SðT ; x; xÞ /x; xS: ð21Þ
Lemma 12. In a neighborhood of z0; and near T, the only critical point, on the energy
surface SEc ; of the functions SðT ; x; xÞ /x; xS and gðt; x; xÞ is z0:
Proof. First, dx;xðSðT ; x; xÞ /x; xSÞ ¼ 0 is equivalent to FT ðx; xÞ ¼ ðx; xÞ: But
near z0 and with ðH5Þ this can only be satisﬁed for ðx; xÞ ¼ z0:
Next we consider gðT ; x; xÞ ¼ pðx; @xSðT ; x; xÞÞ; here dx;xgðT ; x; xÞ ¼ 0 is
equivalent to
@xpðx; @xSðT ; x; xÞÞ þ @xpðx; @xSðT ; x; xÞÞð@2x;xSðT ; x; xÞÞ ¼ 0;
@xpðx; @xSðT ; x; xÞÞð@2x;xSðT ; x; xÞÞ ¼ 0:
(
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Clearly z0 is critical since @xSðT ; x0; x0Þ ¼ x0: If z is a critical point of gðT ; x; xÞ we
have
I @2x;xSðT ; x; xÞ
0 @2x;xSðT ; x; xÞ
 !
@xpðx; @xSðT ; x; xÞÞ
@xpðx; @xSðT ; x; xÞÞ
 !
¼ 0: ð22Þ
But since Ftð@xSðt; x; xÞ; xÞ ¼ ðx; @xSðt; x; xÞÞ; this leads to
dx;xFtð@xSðt; x; xÞ; xÞ
@2x;xSðt; x; xÞ @2x;xSðt; x; xÞ
0 I
 !
¼ I 0
@2x;xSðt; x; xÞ @2x;xSðt; x; xÞ
 !
:
Since dFt is an isomorphism Eq. (22) imposes
@xpðx; @xSðT ; x; xÞÞ ¼ @xpðx; @xSðT ; x; xÞÞ ¼ 0:
In a suitable neighborhood of z0 this implies that ðx; xÞ ¼ z0; since z0 is non-
degenerate.
With ðt  TÞgðt; zÞ ¼ Sðt; zÞ  SðT ; zÞ; for taT ; the critical points of gðt; zÞ are
those of Sðt; zÞ  SðT ; zÞ; and Eq. (19) shows that
Ftð@xSðt; x; xÞ; xÞ ¼ ðx; @xSðt; x; xÞÞ ¼ ðx; @xSðT ; x; xÞ
¼FTð@xSðT ; x; xÞ; xÞ ¼ Ftð@xSðT ; x; xÞ; xÞ:
We then have by the group law
FtðFTð@xSðT ; x; xÞ; xÞÞ ¼ FTtð@xSðt; x; xÞ; xÞ ¼ ð@xSðt; x; xÞ; xÞÞ:
For taT and jt  T j small the point ð@xSðt; x; xÞ; xÞÞ would be periodic, with period
ðt  TÞ: For ðx; xÞASEc ; and near z0; ðH5Þ implies that ðx; xÞ ¼ z0: &
The Hessian matrix with respect to z ¼ ðx; xÞ of g in ðT ; z0Þ satisﬁes
/HesszðgÞðT ; z0Þðdx; dxÞ; ðdx; dxÞS ¼ /HessðpÞðz0ÞBðdx; dxÞ; Bðdx; dxÞS;
B ¼ I 0
@2x;xSðT ; z0Þ @2x;xSðT ; z0Þ
 !
;
8><
>: ð23Þ
with B non-singular, as seen before. This proves the relation
HesszðgÞðT ; z0Þ ¼ tBHessðpÞðz0ÞB: ð24Þ
In the case of a total period T of dFtðz0Þ we obtain
Proposition 13. If dFtðz0Þ is totally periodic, with period T ; then the function gðt; x; xÞ
satisfies HesszðgÞðT ; z0Þ ¼ HessðpÞðz0Þ:
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4.2. The linearized flow in z0
Up to a permutation of coordinates we can assume that
p2ðx; xÞ ¼ 1
2
Xk
j¼1
wjðx2j þ x2j Þ þ
Xn
j¼kþ1
wjðx2j  x2j Þ
 !
: ð25Þ
The ﬂow of p2; viewed as an element of EndðT0ðTRnÞÞCEndðR2nÞ; is
ExpðtHp2Þðx; xÞ ¼ AðtÞ
x
x
 !
; AðtÞ ¼
aðtÞ 0 cðtÞ 0
0 bðtÞ 0 dðtÞ
cðtÞ 0 aðtÞ 0
0 dðtÞ 0 bðtÞ
0
BBB@
1
CCCA;
where ðx; xÞ ¼ ðx0; x00; x0; x00Þ; x0; x0ARk; x00; x00ARnk; and
aðtÞ ¼ diagðcosðwitÞÞ; bðtÞ ¼ diagðchðwitÞÞ;
cðtÞ ¼ diagðsinðwitÞÞ; dðtÞ ¼ diagðshðwitÞÞ;
(
and ‘‘diag’’ means diagonal matrix. In the following we work on the subspace fx00 ¼
x00 ¼ 0g obtained by projection on the periodic variables. Let be I a subset of
f1;y; ng with l elements, l41: The existence of a non-trivial closed trajectory
of dimension l imposes that there exists a cAR such that
8iAI ; (niAðZÞl :wi ¼ cni: ð26Þ
Remark 14. Let MðwÞ ¼ fkAZn=/k; wS ¼ 0g be the Z-module of resonances of the
vector w ¼ ðw1; :::; wnÞ: Relations (26), for l41 lead to resonances, since niwi 
njwj ¼ 0; but a resonant system can have no periodic trajectories of dimension
greater than 1, as is shown by ð ﬃﬃﬃ2p þ ﬃﬃﬃ3p ; ﬃﬃﬃ2p  ﬃﬃﬃ3p ; ﬃﬃﬃ2p Þ:
Since we are interested by the periods of dFtðz0Þ we deﬁne (assuming (25))
Qperðx; xÞ ¼ 1
2
Xk
j¼1
wjðx2j þ x2j Þ;
and also
Qþðx; xÞ ¼
Xk1
j¼1
wj
2
ðx2j þ x2j Þ; wi40;
Qðx; xÞ ¼
Xk
j¼k1þ1
jwjj
2
ðx2j þ x2j Þ; wio0;
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so that Qperðx; xÞ ¼ Qþðx; xÞ  Qðx; xÞ: Let P1 and P2 be the linear subspaces
obtained by projecting orthogonally on the effective variables of Qþ; Q:
Proposition 15. If we have FTCP1 or FTCP2; then HessðgÞðT ; z0ÞjFT is, respectively,
positive or negative definite.
Proof. Choosing coordinates as in (25), we see that for vAFT
AðTÞ @
2
x;xSðT ; z0Þ @2x;xSðT ; z0Þ
0 In
 !
v ¼ In 0
@2x;xSðT ; z0Þ @2x;xSðT ; z0Þ
 !
v:
With dimðFTÞ ¼ 2dT we can choose our coordinates such that
aðTÞ 0
0 bðTÞ
 !
@2x;xSðT ; z0Þ ¼
IdT 0
0 
 !
0
0 bðTÞ
0
BB@
1
CCA@2x;xSðT ; z0Þ ¼ In:
Elementary considerations show that
@2x;xSðT ; z0Þ ¼
IdT 0
0 
 !
; @2x;xSðT ; z0Þ ¼
0dT 0
0 
 !
; ð27Þ
where  design matrix blocs which are irrelevant for the present discussion. Hence,
by restriction to FT : ðHessðgÞðT ; z0ÞÞjFT ¼ ðHessðpÞðz0ÞÞjFT : &
4.3. Taylor series of the flow near z0
We start by the general case of an autonomous system near an equilibrium.
Let be Ft the ﬂow of a CN vector ﬁeld X on Rn with coordinates z ¼ ðz1;y; znÞ
and let z0 a ﬁxed point of Ft: We denote by Aðz0Þ the matrix of the linearization of X
in z0
Aðz0Þ ¼ @X
i
@zk
 
ði;kÞ
ðz0Þ; ð28Þ
and we recall that dFtðz0Þ ¼ expðtAðz0ÞÞ: Here, and in the following, the derivatives
d will be taken with respect to z; we denote by dkf the kth derivative of f regarded as
a multilinear form on the k-fold product Rn ? Rn; and dkf ðz0Þ or dkz0 f this
derivative evaluated in z0: As an example, we compute the second derivative of the
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ﬂow in z0:
@2zi ;zj
d
dt
FtðzÞ
 
¼
Xn
k;l¼1
@2X
@zk@zl
ðFtðzÞÞ @F
l
tðzÞ
@zj
@Fkt ðzÞ
@zi
þ
Xn
k¼1
@X
@zk
ðFtðzÞÞ @
2Fkt ðzÞ
@zi@zj
: ð29Þ
Hence at the point z0 we obtain
d
dt
ð@2zi ;zjFtðz0ÞÞ ¼
Xn
k;l¼1
@2X
@zk@zl
ðz0Þ @F
l
tðz0Þ
@zj
@Fkt ðz0Þ
@zi
þ Aðz0Þ@2zi ;zjFtðz0Þ:
Let us write HessðX Þðz0Þ for the vector-valued Hessian of X evaluated in z0:
Interpreting (29) as an inhomogeneous system of equations for @zi ;zjFtðz0Þ we obtain,
since F0 ¼ Id and therefore d2z;zF0ðz0Þ  0; that
d2Ftðz0Þðz; zÞ ¼ dFtðz0Þ
Z t
0
dFsðz0ÞHessðXÞðz0ÞðdFsðz0ÞðzÞ; dFsðz0ÞðzÞÞds: ð30Þ
Now, let us assume that z0 is the origin, we generalize as follows:
Proposition 16. If XðzÞ ¼ Az þ XkðzÞ þ Oðjjzjjkþ1Þ; where XkðzÞ is homogeneous of
degree k42 in z, then the flow Ft of X satisfies
djFtð0Þ ¼ 0; 8jAf2;y; k  1g;
dkFtð0Þðz;y; zÞ ¼ dFtð0Þ
Z t
0
dFsð0ÞdkXð0ÞðdFsð0ÞðzÞ;y; dFsð0ÞðzÞÞ ds:
Proof. The ﬁrst result is trivial. At the order k we have for jaj ¼ k;
d
dt
@
@z
 a
FtðzÞ
 
¼ @
@z
 a
ðX ðFtðzÞÞ:
Hence, for z ¼ 0 we simply have
d
dt
@
@z
 a
FtðzÞ
 
jz¼0
¼ daXð0ÞðdFtðz0Þ;y; dFtðz0ÞÞ þ A @
@z
 a
FtðzÞ
 
jz¼0
: ð31Þ
Eq. (31) is linear of the form dtuaðtÞ ¼ faðtÞ þ AuaðtÞ; and by integration, with the
initial condition dkF0ð0Þ ¼ 0; we obtain
@
@z
 a
Ft
 
ð0Þ ¼ dFtð0Þ
Z t
0
dFsð0ÞdaXð0ÞðdFsð0Þ;y; dFsð0ÞÞds;
and the result holds by linearity. &
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A more general result is
Theorem 17. Let be z0 an equilibrium point of X and Ft the flow of X : For all mAN;
there exists a polynomial map Pm; of degree at most m, such that
dmFtðz0ÞðzmÞ ¼ dFtðz0Þ
Z t
0
dFsðz0ÞPmðdFsðz0ÞðzÞ;y; dm1Fsðz0Þðzm1ÞÞds: ð32Þ
In addition Pm is uniquely determined by the m-jet of X in z0:
Proof. For m ¼ 1; dFtðz0Þ is determined by the operator Aðz0Þ; i.e. by the 1-jet of X :
We note xlAðRnÞl the image of x under the diagonal mapping, with the same
convention for any vector. If f and g are smooth we obtain
dmð fogÞðx0ÞðxmÞ ¼
Xm
j¼1
X
aAIj
cad
jf ðgðx0ÞÞððdgðx0ÞðxÞÞaj1 ;y; ðdmgðx0ÞðxmÞÞajm Þ;
with caAN; Ij ¼ faANm=
Pm
k¼1 kajk ¼ jg: Since z0 is a ﬁxed point, we have
dmðXoFtÞðz0ÞðzmÞ ¼
Xm
j¼1
X
aAIj
cad
jXðz0ÞððdFsðz0ÞðzÞÞaj1 ;y; ðdmFsðz0ÞðzmÞÞajm Þ:
For Y ¼ ðY1;y; YmÞ; we can deﬁne
PmðYÞ ¼
Xm
j¼1
X
aAIj
cad
jX ðz0ÞðY aj11 ;y; Y
aj=m
m Þ  dXðz0ÞðYmÞ; ð33Þ
this leads to the differential equation, operator valued
d
dt
ðdmFtðz0ÞÞðzmÞ ¼ Aðz0ÞdmFtðz0ÞðzmÞ þ PmðdFsðz0ÞðzÞ;y; dm1Fsðz0Þðzm1ÞÞ:
With the initial condition dmF0ðz0Þ ¼ 0; we obtain that the solution is given by (32).
Moreover, Eq. (33) shows that Pm is completely determined by the derivatives of
order less or equal than m of X : &
4.4. Application to Hamiltonian systems
Proposition 16 applied to the ﬂow of Hp shows that
d2Ftðz0Þðz; zÞ ¼ dFtðz0Þ
Z t
0
dFsðz0ÞHessðHpÞðz0ÞðdFsðz0ÞðzÞ; dFsðz0ÞðzÞÞ ds:
We now consider more closely d2Ftðz0Þ for t ¼ T ; a period of dFtðz0Þ: We introduce
the following terminology
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Deﬁnition 18. wAðRÞn is pseudo-resonant to the order lAN if
(ði1;y; ilÞAf1;y; ng; ðei1 ;y; eil ÞAf1; 1g such that
Xl
j¼1
eij wij ¼ 0: ð34Þ
Remark 19. This notion is weaker than the usual resonance condition since for
l even there always exists a pseudoresonance. For example, for l ¼ 4 we have
ðwi  wiÞ7ðwj  wjÞ ¼ 0; although w can be non-resonant at the order 4. We also
observe that all resonances of order 3 are pseudoresonances.
In term of the frequencies wi; we then have
Theorem 20. If the frequencies w satisfy no pseudoresonance relation of order 3 and if
T is a total period of dFtðz0Þ; we have d2FTðz0Þ ¼ 0:
Proof. Under condition ðH3Þ; d2Ftðz0Þ can be expressed as a linear combination of
integrals of the elementary functions s/expð7isðwi þ e1wj þ e2wkÞÞ with ej ¼71:
Hence, to determine d2FTðz0Þ we must computeZ T
0
expð7isðwi þ e1wj þ e2wkÞÞds;
but under the assumptions of the theorem all these integrals are 0: &
For all lAN% let be MlðWÞ ¼ fkAZ2n=/k; ðw; wÞS ¼ 0; jkj ¼ lg the Z-module of
resonances of order l: In the presence of resonances we can say the following.
Proposition 21. For kAM3ðWÞ let be k˜ ¼ ðjk1j;y; jk2njÞ: If 8kAM3ðWÞ we have
@3p
@zk˜
ðz0Þ ¼ 0 and if T is a total period of dz0Ft then d2FTðz0Þ ¼ 0:
The proof is trivial when going back to the proof of Theorem 20.
Let f  be the pullback by a map f : Then by Proposition 16 we have:
Corollary 22. For a Hamiltonian system with the equilibrium point z0 and such that
djz0p ¼ 0; 8jAf3;y; k  1g; we obtain
djFtðz0Þ ¼ 0; 8t; 8jAf2;y; k  2g;
dk1z0 Ftðzk1Þ ¼ dFtðz0Þ
Z t
0
dFsðz0ÞðdFsðz0Þðdk1z0 HpÞÞðzk1Þ ds:
And Theorem 20 generalizes trivially to the order k under the conditions of
Corollary 22. More precisely, if k is odd and if there is no pseudoresonance of order
k then, under the assumptions of Corollary 22, we have dk1z0 Ft ¼ 0:
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4.5. Relation between the phase and the flow
Like in the preceding section we consider a Hamiltonian function p with total
period T for the linearized ﬂow, satisfying, near 0,
pðzÞ ¼ Ec þ p2ðzÞ þ OðjjzjjkÞ: ð35Þ
We recall that z ¼ ðx; xÞ and zk ¼ ðz;y; zÞAR2nk: By Taylor, we have
FT ðzÞ ¼ z þ 1ðk  1Þ! d
k1FT ð0Þðzk1Þ þ OðjjzjjkÞ:
Under these conditions we can write the generating function at time T as
SðT ; x; xÞ ¼ /x; xSþ Rkðx; xÞ þ Rkþ1ðx; xÞ; ð36Þ
where Rk is homogeneous of degree k and Rkþ1 is the remainder of the Taylor
expansion. Let J be the matrix of the standard symplectic form on TRn: The
relation between the phase function and the ﬂow of p is given by
Proposition 23. Under conditions ð35Þ the ðk  1Þth derivative of the flow Ft; at time
t ¼ T ; equals:
dk1FTð0Þððx; xÞk1Þ ¼ ðk  1Þ!JrRkðx; xÞ: ð37Þ
In addition we have Rjðx; xÞ ¼ 0; 3pjok; and
Rkðx; xÞ ¼ 1
k!
Z T
0
sððx; xÞ; dFsð0ÞðdFsð0Þðdk10 HpÞÞðx; xÞk1Þ ds: ð38Þ
Proof. With Eq. (19) we obtain
FTðx þ @xRk þ @xRkþ1; xÞ ¼ ðx þ @xRk; xÞ þ 1ðk  1Þ! d
k1FTð0Þððx; xÞk1Þ
þ Oðjjðx; xÞjjkÞ;
by identiﬁcation of homogeneous terms we have successively
ð@xRk; @xRkÞðx; xÞ ¼ JrRkðx; xÞ ¼ 1ðk  1Þ! d
k1FT ð0Þððx; xÞk1Þ;
Rkðx; xÞ ¼ 1
k!
/ðx; xÞ;JrRkðx; xÞS ¼ 1
k!
sððx; xÞ; dk1FTð0Þððx; xÞk1ÞÞ;
where the last result holds by homogeneity. Corollary 22 then implies (38). &
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5. Normal forms of the phase function
In this section, we derive suitable normal forms for Cðt; x; xÞ ¼ Sðt; x; xÞ /x; xS
in our oscillatory integral representation of g2ðEc; hÞ: We recall the decomposition
Cðt; x; xÞ ¼ ðt  TÞgðt; x; xÞ þ Rðx; xÞ;
cf. formulas (20) and (21). In the micro-local neighborhood of z0 ¼ ðx0; x0Þ we are
interested in, the only critical point of R and of gðt; Þ is z0 for t close to T and,
moreover, z0 is non-degenerate for the latter.
A further very important simplifying assumption we will make for the moment is
that, until further notice, T is a total period of dFtðz0Þ: We will show in Section 6.3
below how to relax this assumption. If T is such a total period, then clearly RðzÞ ¼
Oðjjzjj3Þ: This can be made more precise
Lemma 24. If near z0 the function p satisfies ðH3Þ and condition ð35Þ then for t near T
there exists a non-degenerate quadratic form Qtðx; xÞ such that QTðx; xÞ ¼ p2ðx; xÞ and
Sðt; x; xÞ /x; xS ¼ ðt  TÞðQtðx; xÞ þ hðt; x; xÞÞ þ Rðx; xÞ;
with Rðx; xÞ ¼ Oðjjðx; xÞjjkÞ and hðt; x; xÞ ¼ Oðjjðx; xÞjjkÞ uniformly in t.
Proof. On replacing t  T by t we can write C ¼ RðzÞ þ tGðt; zÞ with Gðt; zÞ ¼
gðt þ T ; zÞ: By a second-order Taylor expansion around z0 and Proposition 13 we
have that Gðt; zÞ ¼ QtðzÞ þ hðt; zÞ; with Q0ðzÞ ¼ p2ðzÞ and hðt; zÞ ¼ Oðjjzjj3Þ: Now
by Proposition 23, RðzÞ ¼ OðjjzjjkÞ; given that p satisﬁes (35), and since FTðzÞ ¼
z þ Oðjjzjjk1Þ; we have that SðT ; x; xÞ ¼ /x; xSþ Oðjjðx; xÞjjkÞ: Therefore
hðt; zÞ ¼ OðjjzjjkÞ uniformly in t and the lemma follows. &
5.1. Reduction of the phase with respect to CQT
Let us suppose SðT ; x; xÞ contains effectively some terms of order k: We write, as
before, RðzÞ ¼ RkðzÞ þ Rkþ1ðzÞ; where Rk is the homogeneous component of degree
k of R and Rkþ1 is the remainder of the Taylor series. The following lemma is useful
for any perturbation by a function of odd degree.
Lemma 25. Let be Q a non-degenerate quadratic form on Rn; n43; with inertia indices
greater than 2. For all odd continuous function R, Q and R have a common zero
on Sn1:
Proof. Up to a linear change of coordinates we can assume that QðxÞ ¼ jjx1jj2 
jjx2jj2; with x1ARp; x2ARq; p; qX2; p þ q ¼ n: Now the cone of the zeros of Q is
invariant under isometries of the subspaces ðx1; 0Þ and ð0; x2Þ: By rotating around
the origins there exist a continuous curve g1 inside the cone of Q mapping ðx1; x2Þ
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to ðx1; x2Þ and a curve g2 mapping ðx1; x2Þ to ðx1;x2Þ; inside the cone.
If g ¼ g1:g2 is the union of the two previous curves, the function RðgÞ gives the result
by continuity since R is odd. &
Remark 26. A consequence of Lemma 25 is that the set CQT-CRk-Sn1 is not
empty when the function Rk is non-zero and odd and QT is non-deﬁnite.
We choose polar coordinates z ¼ ðx; xÞ ¼ ry; yAS2n1ðRÞ: These coordinates will
perform a ‘‘blow-up’’ of R ðTRn\f0gÞ: In general one uses the projective space
P2n1ðRÞ; but here, since the singularities are carried by the conic set of the zeros of
QT ; it is convenient to use the sphere S
2n1: For any function f ; positively
homogeneous on Rn; we note Cf ¼ fxARn=f ðxÞ ¼ 0g; the conic set of the zeros of f :
Finally, gCh means that applications g and h are conjugated by a local
diffeomorphism.
Lemma 27. If y0AS
2n1 with y0eCQ0 ; there exists a system of local coordinates w;
near ðt; r; yÞ ¼ ð0; 0; y0Þ; such that CCw0w21 in a neighborhood of ðw0; w1Þ ¼ ð0; 0Þ:
Proof. Using the notations of Lemma 24 we have, in polar coordinates,
Cðt; zÞCr2ðtQtðyÞ þ trk2h1ðt; r; yÞ þ rk2RkðyÞ þ rk1R˜ðr; yÞÞ;
with R˜ACNðRþ  S2n1Þ and h1ACNðR Rþ  S2n1Þ: We choose new coordi-
nates
w0ðt; r; yÞ ¼ tQtðyÞ þ rk2ðth1ðt; r; yÞ þ RkðyÞ þ rR˜ðr; yÞÞ;
ðw1; w2;y; w2nÞðt; r; yÞ ¼ ðr; yÞ:
Hence j Dw
Dðt;r;yÞjð0; 0; y0Þ ¼ jQ0ðy0Þja0 and in the new system of coordinates we have
Cðt; zÞ ¼ ðw0w21Þðt; r; yÞ as required. &
Lemma 28. If y0ACQ0 with y0eCRk there exists a system of local coordinates w; near
ðt; r; yÞ ¼ ð0; 0; y0Þ; such that CCw0w2w217wk1 in a neighborhood of ðw0; w1; w2Þ ¼
ð0; 0; 0Þ:
Proof. As in Lemma 27 we write
Cðt; zÞ ¼ tr2ðQtðyÞ þ rk2h1ðt; r; yÞÞ þ rkðRkðyÞ þ rR˜ðr; yÞÞ:
Since Rkðy0Þa0 in a suitable neighborhood of ðy0; 0Þ we have RkðyÞ þ rR˜ðr; yÞa0:
Up to a permutation of the variables yi; we can suppose that
@Q0
@y1
ðy0Þa0: In a
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neighborhood of ðt; r; yÞ ¼ ð0; 0; y0Þ; we choose coordinates
w0ðt; r; yÞ ¼ tjRkðyÞ þ rR˜ðr; yÞj
2
k;
w1ðt; r; yÞ ¼ rjRkðyÞ þ rR˜ðr; yÞj
1
k;
w2ðt; r; yÞ ¼ QtðyÞ þ rk2h1ðt; r; yÞ;
ðw3;y; w2nÞðt; r; yÞ ¼ ðy2;y; y2n1Þ:
The corresponding Jacobian, at the point ð0; 0; y0Þ; is
Dw
Dðt; r; yÞð0; 0; y0Þ

 ¼ jRkðy0Þj1k @Q0@y1 ðy0Þ

a0: ð39Þ
In these new coordinates the phase is Cðt; r; yÞ ¼ ðw0w2w21 þ wk1Þðt; r; yÞ: &
Lemma 29. If y0ACQ0-CRk and if rQ0ðy0Þ;rRkðy0Þ are linearly independent there
exists a system of local coordinates w near ðt; r; yÞ ¼ ð0; 0; y0Þ such that
CCw0w
2
1w27w
k
1w3 in a neighborhood of ðw0; w1; w2; w3Þ ¼ ð0; 0; 0; 0Þ:
Proof. Near y0 we can complete ðQ0ðyÞ; RkðyÞÞ to a system of coordinates on the
sphere. Up to a permutation of the yi; we can choose
ðw0; w1Þðt; r; yÞ ¼ ðt; rÞ;
w2ðt; r; yÞ ¼ QtðyÞ þ rh1ðt; r; yÞ;
w3ðt; r; yÞ ¼ RkðyÞ þ rR˜ðr; yÞ;
ðw4;y; w2nÞðt; r; yÞ ¼ ðy3;y; y2n1Þ:
Then the corresponding Jacobian is
Dw
Dðt; r; yÞ

ð0; 0; y0Þ ¼
@w2
@y1
@w2
@y2
@w3
@y1
@w3
@y2
0
BB@
1
CCA


ð0; 0; y0Þ ¼
@Q0
@y1
@Q0
@y2
@Rk
@y1
@Rk
@y2
0
BB@
1
CCA


ðy0Þa0:
In these new coordinates we have Cðt; zÞ ¼ ðw0w21w2 þ wk1w3Þðt; r; yÞ: &
Remark 30. Coordinates w form a system of admissible charts near ðT ; z0Þ and these
are singular in z ¼ z0 as coordinates on TRn: In the three systems of coordinates the
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measures are r2n1j Dw
Dðt;r;yÞðt; r; yÞj dt dr dy; this term r2n1 plays a major role since the
critical sets of our normal forms are fr ¼ 0g:
Combining Lemmas 27–29 gives
Theorem 31. If ðH3Þ and conditions of Lemma 29 are satisfied and if T is a total period
of dFtðz0Þ; the phase function Sðt; x; xÞ /x; xSþ tEc has one of the following
normal forms on the blow-up of ðT ; x0; x0Þ:
first normal forms: ð7w0w21Þ near ðU\CQ0Þ; ð40Þ
second normal forms: ðw0w21w27wk1Þ near ðCQ0 \CRk Þ; ð41Þ
third normal forms: ðw0w21w27wk1w3Þ near CQ0-CRk : ð42Þ
We end this section with two lemmas on asymptotics of oscillatory integrals.
Lemma 32. There is a sequence ðcjÞjAD0ðRþ  RÞ such that for k41;
Z N
0
Z
R
eiltr
k
aðt; rÞdt
 
drB
XN
j¼0
l
jþ1
k cjðaÞ; ð43Þ
where
cl ¼ ð1Þ
l
k
1
l!
ðLlðtÞ#dðlÞ0 ðrÞÞ; ð44Þ
with Ll ¼Fðx
lþ1k
k Þ and x ¼ maxðx; 0Þ:
Proof. We deﬁne gˆ ðt; rÞ ¼Ftðaðt; rÞÞðtÞ; where Ft is the partial Fourier transform
with respect to t: Then we obtain
Z N
0
Z
R
eiltr
k
aðt; rÞdt
 
dr ¼
Z N
0
gˆ ðlrk; rÞ dr ¼ l1k
Z N
0
gˆ rk; r
l
1
k
 !
dr: ð45Þ
Taking the Taylor series in r of gˆ ðt; rÞ; at the origin, gives
gˆ rk; r
l
1
k
 !
¼
XN
l¼0
l
l
k
l!
rl
@l gˆ
@rl
ðrk; 0Þ þ lNþ1k Rðr; lÞ:
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Straightforward computations shows that
l
1
k
Z N
0
gˆ rk; r
l
1
k
 !
dr ¼ 1
k
XN
l¼0
lð
1þl
k
Þ
l!
Z 0
N
@l gˆ
@rl
ðr; 0Þjrjlþ1kk dr þ OðlNþ1k Þ:
With x ¼ maxðx; 0Þ and LlðrÞ ¼Fðx
lþ1k
k ÞðrÞ the lemma follows. &
Lemma 33. There is a sequence ðcjÞjAD0ðRþ  RÞ such that for k41;Z N
0
eilr
k
aðrÞ drB
XN
j¼0
l
jþ1
k cjðaÞ; ð46Þ
with
cjðaÞ ¼ ð1Þ
j
k
G
j
k
 
exp ip
j
2k
 
@ja
@rj
ð0Þ: ð47Þ
Proof. We use the Berstein–Sato polynomial, see e.g. [17]. We writeZ N
0
eilr
k
aðrÞ dr ¼ 1
2ip
Z
g
eip
z
2GðzÞlz
Z N
0
aðrÞrkzdr
 
dz;
with g ¼c  iN; c þ iN½; ReðcÞok1: Since for all positive r we have
@k
@rk
ðrkÞ1z ¼ rkz
Yk
j¼1
ð j  kzÞ;
we can compute the asymptotic by the residue method. All poles are simple and, by
pushing of the complex path of integration to the right, we obtain
lim
z-
l
k
ðz  l
k
ÞQk
j¼1 ð j  kzÞ
eip
z
2GðzÞlzð1Þk
Z N
0
@ka
@rk
ðrÞrkkz dr ¼ ml
@l1a
@rl1
ð0Þ:
Straightforward computations then show that ml ¼ ð1ÞlGð lkÞ expðip l2kÞ: &
6. Proofs of the main theorems
We start with the simpler case of T being a total period of dFtðz0Þ: Afterwards we
study the contributions of non-total periods T ; distinguishing out particular case of a
function p2 whose restriction to the linear subspace FT has constant sign. In the
following we suppose, without loss of generality, that the support of the amplitude
contains only one non-zero period of the linearized ﬂow.
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6.1. Blow-up and partition of the sphere
We will apply the results of Sections 4 and 5, and we recall that
Rðx; xÞ ¼ SðT ; x; xÞ /x; xS;
ðt  TÞgðt; x; xÞ þ tEc ¼ ðt  TÞðQtðx; xÞ þ hðt; x; xÞÞ:
By a time translation and with the polar coordinates ðx; xÞ ¼ ry; yAS2n1ðRÞ; we
obtain for the top order part of ð2phÞng2ðEc; hÞ:
IðT ; hÞ ¼
Z
R½0;N½
Z
S2n1
aðt; ryÞeihCðt;r;yÞr2n1 dt dr dy;
where dy is the standard surface measure on the sphere.
6.1.1. Partition of unity on the sphere
Since CQT-S2n1ðRÞ is compact, we can introduce a ﬁnite partition of unityX
iAI
O1i ðyÞ þ
X
jAJ
O2j ðyÞ þ
X
lAL
O3l ðyÞ ¼ 0 on S2n1ðRÞ;
with the property that QTðyÞa0 on
S
suppðO1i Þ; RkðyÞa0 on
S
suppðO2j Þ and
CQT-CRkC
S
suppðO3l Þ: We split up the integral IðT ; hÞ according to this partition
of unity and use the normal forms of Theorem 31. On any chart let be Jw the
Jacobian of the relevant diffeomorphism of blow-up from Theorem 31. For j in I ;
J and L respectively, we deﬁne
ai;jðw0; w1;y; w2nÞ ¼ ðw1ÞðOijðyÞaðt; ryÞr2n1jJwj1Þ; iAf1; 2; 3g; ð48Þ
then from Theorem 31 we obtain the local contributionsZ
RRþS2n1
O1i ðyÞaðt; ryÞe
i
h
Cðt;ryÞr2n1 dt dr dy
¼
Z
R½0;N½
e7
i
h
w0w
2
1A1;iðw0; w1Þdw0dw1;
for the ﬁrst normal forms. AlsoZ
RRþS2n1
O2j ðyÞaðt; ryÞe
i
h
Cðt;ryÞr2n1 dt dr dy
¼
Z
RRþR
A2;jðw0; w1; w2Þe
i
h
ðw0w21w27wk1Þdw0dw1dw2;
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for the second normal forms and for the third normal formsZ
RRþS2n1
O3l ðyÞaðt; ryÞe
i
h
Cðt;ryÞr2n1 dt dr dy
¼
Z
RRþR2
A3;lðw0;y; w3Þe
i
h
ðw0w21w27wk1w3Þdw0:::dw3;
where the amplitudes are respectively given by
A1;iðw0; w1Þ ¼
Z
a1;iðw0; w1;y; w2nÞdw2:::dw2n; ð49Þ
A2;jðw0; w1; w2Þ ¼
Z
a2;jðw0; w1;y; w2nÞdw3:::dw2n; ð50Þ
A3;lðw0; w1; w2; w3Þ ¼
Z
a3;lðw0; w1;y; w2nÞdw4:::dw2n: ð51Þ
It is convenient, for the calculations below, to introduce Aj;i ¼ w2n11 A˜j;i; for
jAf1; 2; 3g; cf. remark 30. By construction the functions Aj;i are of compact support
in their system of coordinates.
Remark 34. We obtain for each new phases the following critical sets:
Cðw0w21Þ ¼ fw1 ¼ 0g;
Cðw0w21w2 þ wk1Þ ¼ fw1 ¼ 0g;
Cðw0w21w2 þ wk1w3Þ ¼ fw1 ¼ 0g;
8><
>:
where Cð f Þ denotes the critical set of a function f :
6.2. Analysis in the case of a total period
6.2.1. First normal forms
We note F and Ft the total and partial Fourier transform with respect to t: For
an amplitude of the form aðr; tÞ ¼ Oðr2n1Þ and k ¼ 2; where r ¼ w1; Lemma 32
shows that the ﬁrst non-zero coefﬁcient is obtained for l0 ¼ 2n  1: With l ¼ h1;
this gives the contribution
ln
ð2n  1Þ! c2n1ðA1;iÞ ¼ l
n/L2n1ðtÞ; A˜1;iðt; 0ÞS;
where L2n1ðtÞ ¼Fðxn1 ÞðtÞ: If we deﬁne the distribution
L1;iðaÞ ¼ /L2n1ðw0Þ;
Z
ðw1ÞðO1i ðyÞaðt; ryÞjJwj1Þðw0; 0; w2;y; w2nÞdw2:::dw2nS;
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we obtain, as l-þN; the asymptotic equivalentZ
R
Z N
0
eilw0w
2
1A1;iðw0; w1Þdw0dw1 ¼ 
1
2
L1;iðaÞln þ Oðln
1
2Þ: ð52Þ
6.2.2. Second normal forms
If we write a for A˜2;j; l ¼ h1 and ðt; r; vÞ for ðw0; w1; w2Þ; then we have to analyze
the asymptotic behavior of the oscillatory integral
I2ðlÞ ¼
Z N
0
Z
R2
eilðtr
2vþrkÞaðt; r; vÞ dt dv r2n1 dr: ð53Þ
If we let aˆ ðt; r; vÞ ¼Ftðaðt; r; vÞÞðtÞ; the Fourier transform with respect to t; then we
ﬁnd by easy manipulations, that
I2ðlÞ ¼ l1
Z N
0
r2n3eilr
k
Z
R
aˆ w; r; w
lr2
 
dw
 
dr; ð54Þ
where we made the change of variables ðv; rÞ-ðw; rÞ; w ¼ lr2v:
We now Taylor expand up till order n  3:
aˆ w; r; w
lr2
 
¼
Xn3
j¼0
cjðw; rÞ wlr2
 j
þRn2ðr; w; lÞ;
where
cjðw; rÞ ¼ 1
j!
@j aˆ
@vj
ðw; r; 0Þ;
and
Rn2ðr; w; lÞ ¼ wlr2
 n2Z 1
0
@n2r aˆ w; r;
tw
lr2
 ð1 tÞn3
ðn  3Þ! dt:
Substitution in (54) leads to
I2ðlÞ ¼
Xn3
j¼0
JjðlÞ þ rn2ðlÞ;
where
JjðlÞ ¼ lð1þj Þ
Z N
0
eilr
k
ajðrÞr2n32jdr;
ajðrÞ ¼
Z
R
cjðw; rÞwjdw ¼ ðiÞ
j
j!
@2
@v@t
 j
a
 !
ð0; r; 0Þ;
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and
rn2ðlÞ ¼ l1
Z N
0
Z
R
Rn2ðr; w; lÞeilrk r2n3 dr dw:
Observe that the oscillatory integrals JjðlÞ can be treated individually using Lemma
33, but we ﬁrst analyze the remainder term, rn2ðlÞ; which equals
1
ln1
Z N
0
reilr
k
Z
R
Z 1
0
wn2@n2v aˆ w; r;
tw
lr2
 ð1 tÞn3
ðn  3Þ! dt dw dr: ð55Þ
We split the integral with respect to dr asZ N
0
dr ¼
Z A
0
dr þ
Z N
A
dr;
where A ¼ AðlÞ will be chosen below. We accordingly split rn2ðlÞ as r1;An2ðlÞ þ
r
2;A
n2ðlÞ and r1;An2ðlÞ is given by (55), with the integral restrained to ½0; A: Easy
estimates then show that r1;An2ðlÞpCA2lðn1Þ with C independent of l:
Next, for r2;An2ðlÞ we do an integration by part with respect to t; this leads to
r
2;A
n2ðlÞ ¼ lðn1Þ
Z N
A
reilr
k
Z
R
wn2
ðn  2Þ! @
n2
v aˆ ðw; r; 0Þ dw dr
þ ln
Z N
A
eilr
k
r
Z
R
Z 1
0
wn1@n1v aˆ w; r;
tw
lr2
 ð1 tÞn2
ðn  2Þ! dt dw dr: ð56Þ
We then observe that the ﬁrst integral in (56) is equal to
lðn1Þ
Z N
0
reilr
k
Z
R
wn2
ðn  2Þ! @
n2
v aˆ ðw; r; 0Þ dw dr þ OðA2lðn1ÞÞ
¼ Jn2ðlÞ þ OðA2lðn1ÞÞ;
by similar estimates as for r1;An2ðlÞ: Finally, the last integral in (56) can be estimated
by
ln
ðn  2Þ!
Z N
A
Z
R
jwjn1
r
jj@n1v aˆ ðw; r; ÞjjN dw drpClnjlogðAÞj;
remembering that aˆ has a compact support in v: In conclusion, we ﬁnd that
I2ðlÞ ¼
Xn2
j¼0
JjðlÞ þ Oðlðn1ÞA2Þ þ OðlnlogðAÞÞ ¼
Xn2
j¼0
JjðlÞ þ Oðln logðlÞÞ;
where we have chosen A ¼ l12:
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Now by Lemma 32, and since a0ðrÞ ¼ A˜2;jð0; r; 0Þ; we obtain
J0ðlÞ ¼ m0l
2k2n
k
@2n3a0
@r2n3
ð0Þ þ O l12nkk
 
; ð57Þ
with m0 ¼ 1kGðn2k Þ expðipn1k Þ: While, if j40; the same lemma shows that
JjðlÞ ¼ O l
2nþð jþ1Þðk2Þ
k
 
; 0ojpn  2:
All of the latter are dominated by the top order term of J0ðlÞ; and dominate the
remainder, which is Oðln logðlÞÞ; since for j ¼ n  2 and for all kX3:
2n þ ðk  2Þð j þ 1Þ
k
¼ n  1þ 2
k
on:
As concerns the error term in (56), this also dominates the remainder term, since
n4k2
k1 for all nX2: Since h ¼ l1; we have shown that the contribution of the second
normal form to the asymptotics of IðT ; hÞ is
I2ðhÞ ¼ m0A˜2;jð0; 0; 0Þh
2nþk2
k þ O h2nþk1k
 
: ð58Þ
6.2.3. Third normal forms
We use the same strategy as for second normal forms. If l ¼ h1; ðt; r; v; sÞ ¼
ðw0; w1; w2; w3Þ and a ¼ A˜3;j; we write
I3ðlÞ ¼
Z N
0
Z
R3
eilðtr
2vþrksÞaðt; r; v; sÞ dt dv ds
 
r2n1dr;
with aˆ ðt; r; v; sÞ ¼Ftðaðt; r; v; sÞÞðtÞ; a Taylor expansion, up till order n  3; gives
again
aˆ w; r; w
lr2
; s
 
¼
Xn3
j¼0
cjðw; r; sÞ wlr2
 j
þRn2ðr; w; l; sÞ;
with
Rn2ðr; w; l; sÞ ¼ wlr2
 n2Z 1
0
@n2r aˆ w; r;
tw
lr2
; s
 ð1 tÞn3
ðn  3Þ! dt;
cjðw; r; sÞ ¼ 1
j!
@j aˆ
@vj
ðw; r; 0; sÞ;
ajðr; sÞ ¼
Z
R
cjðw; r; sÞwjdw ¼ ðiÞj @
2
@v@t
 j
a
 !
ð0; r; 0; sÞ:
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This leads to
I3ðlÞ ¼
Xn3
j¼0
lð1þj Þ
Z
eilr
ksajðr; sÞr2n32jdr ds þ rn2ðlÞ ¼
Xn3
j¼0
KjðlÞ þ rn2ðlÞ;
and the KjðlÞ can be treated individually with Lemma 32. For j ¼ 0; we obtain
K0ðlÞ ¼ l1
Z N
0
Z
R
eilr
ksa0ðr; sÞr2n3 dr ds
B l1
XN
l¼0
l
lþ1
k clða0ðr; sÞr2n3Þ þ Oðl
Nþ2
k Þ
 !
:
The leading term, obtained for l ¼ 2n  3; is
lð
2n2þk
k
Þc2n3ða0ðr; sÞr2n3Þ ¼ 1
k
lð
2n2þk
k
Þ/Fðx2n2kk ÞðsÞ; a0ð0; sÞS:
Hence for our amplitude we have the main contribution
1
k
lð
2n2þk
k
Þ/Fðx2n2kk Þðw3Þ; A˜3;lð0; 0; 0; w3ÞSþ Oðlð
2n1þk
k
ÞÞ: ð59Þ
Like for the second normal forms, the other terms KjðlÞ; with j40; and the
remainder rn2ðlÞ give contributions of strictly lower orders.
Finally, on each local chart the main contributions are
first normal forms : c0;1ðaÞln;
second normal forms : c0;2ðaÞl
22nk
k ;
third normal forms : c0;3ðaÞl
22nk
k :
8>><
>>:
The contributions of charts 2 and 3 are dominant, since 22nk
k
4 n; 8k42:
Remark 35. The proofs above show in fact much more than just an asymptotic
equivalent for IðT ; hÞ; and therefore for g2ðEc; hÞ: They show the existence of a
limited asymptotic expansion in the case of indeﬁnite QT :
IðT ; hÞ ¼
X
cnh
2nþk2þn
k þ OðhnjlogðhÞjÞ; ð60Þ
where the sum is over all n such that 2nþk2þn
k
on; or noðk  2Þðn  1Þ; and of a
complete asymptotic expansion if QT is deﬁnite. A similar remark applies for the
case of a non-total period, which we examine in the next section.
We now compute the leading term of the expansion in case of a non-deﬁnite QT
and for T a total period of the linearized ﬂow.
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6.2.4. Case of an empty intersection of cones
With Rka0 on Cp2 \f0g; we can assume that Rk is positive on Cp2\f0g: The main
contribution is here given by the second normal form and isZ
R½0;N½R
A2;jðw0; w1; w2Þeilðw0w
2
1
w2þwk1Þdw0dw1dw2
¼ mkl
2k2n
k A˜2;jð0; 0; 0Þ þ O l
2k2n
k
1
k
 
;
with mk given by Lemma 33. By deﬁnition of w; the amplitude A˜2;jð0; 0; 0Þ isZ
ðw1ÞðO2j ðyÞjRkðyÞ þ rR˜ðr; yÞj
ð2n1Þ
k aðt þ T ; ryÞjJwj1Þð0; w3;y; w2nÞdw3:::dw2n:
For zAR3; we write this delta-Dirac distribution as an oscillatory integral
1
ð2pÞ3
Z
ei/z;ðw0;w1;w2Þðt;r;yÞSO2j ðyÞjRkðyÞ þ rR˜ðr; yÞj
2n1
k aðt þ T ; ryÞ dz dt dr dy:
If we use y2 ¼ z2jRkðyÞ þ rR˜ðr; yÞj
1
k; integration in ðy2; rÞ gives
ð2pÞ2A˜2;jð0; 0; 0Þ ¼
Z
ei/ðz1;z3Þ;ðw0;w2Þðt;0;yÞSO2j ðyÞjRkðyÞj
2n
k aðt þ T ; 0Þ dt dy dz1 dz3:
Since w0ðt; 0; yÞ ¼ tjRkðyÞj
2
k; with y1 ¼ z1jRkðyÞj
2
k; by integration in ðt; y1Þ
ð2pÞA˜2;jð0; 0; 0Þ ¼ aðT ; 0Þ
Z
eiz3p2ðyÞO2j ðyÞjRkðyÞj
2n2
k dy dz3:
We deﬁne the Liouville measure dLp2 on Cp2-S2n1 via dLp2ðyÞ4dp2ðyÞ ¼ dy: Since
charts associated to second normal forms cover the trace of the cone, by summation
over the partition of unity we obtain
IðT ; hÞ ¼ h2nþk2k ðmkaðT ; 0Þ
Z
Cp2-S
2n1
jRkðyÞj
2n2
k dLp2ðyÞ þ Oðh
1
kÞÞ;
where y are now local coordinates on the surface Cp2-S2n1: The top-order
contribution to the trace formula follows from g2ðEc; T ; hÞ ¼ ð2pÞn1hnIðT ; hÞ:
6.2.5. Case of a non-empty intersection of cones
Here the main contribution is given by the normal forms 2 and 3. The local
contribution of any chart associated to second normal forms can be computed like in
the previous section. The contribution of the third normal forms is given by Eq. (59)
with the amplitude A˜3;lð0; 0; 0; w3Þ: Let be z ¼ ðz1; z2; z3Þ; we use again an oscillatory
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representation of the delta-Dirac distribution via
1
ð2pÞ3
Z
ei/z;ðw0;w1;w2ÞS/F x
2n2k
k
 
ðw3Þ; A˜3;lðw0;y; w3ÞSdw0 dw1 dw2 dz:
Since ðw0; w1Þ ¼ ðt; rÞ; integration w.r.t. ðz1; z3; w0; w1Þ gives
2p/F x
2n2k
k
 
ðw3Þ; A˜3;lð0; 0; 0; w3ÞS
¼
Z
eiz2w2ð0;0;yÞ/F x
2n2k
k
 
ðw3ð0; 0; yÞÞ;O3l ðyÞaðT ; 0ÞSdy dz2:
A classical result, see [10, Vol. 1, p. 167], is
F x
2n2k
k
 
ðw3Þ ¼ G
2n  2
k
 
exp ip
n  1
k
 
ðw3 þ i0Þ
2n2
k : ð61Þ
By construction ðw2; w3Þð0; 0; yÞ ¼ ðp2ðyÞ; RkðyÞÞ and with the notations of Theorem
4 we obtain, using again p2 as a local coordinate
mkaðT ; 0Þ
Z
Cp2-S
2n1
ðRkðyÞ þ i0Þ
2n2
k O3l ðyÞ dLp2ðyÞ:
But ðRkðyÞ þ i0Þ
2n2
k ¼ RkðyÞ
2n2
k on a chart associated to the second normal form
and the total contribution arising from normal forms 2 and 3 is
IðT ; hÞ ¼ h2n2þkk ðmkaðT ; 0Þ
Z
Cp2-S
2n1
ðRkðyÞ þ i0Þ
2n2
k dLp2ðyÞ þ Oðh
1
kÞÞ: ð62Þ
Since aðT ; 0Þ ¼ #jðTÞ expðiTp1ðz0ÞÞ; see formula (66) below, this proves Theorem 4
for a total period. &
6.3. Case of a non-total period
Let be T a non-total period of the linearized ﬂow. We can assume, up to a
permutation of coordinates, that FT ¼ fz ¼ ðz1; z2ÞARlT  R2nlT =z2 ¼ 0g: We can
apply the Morse lemma with parameter since the phase function at time T is only
degenerate in z along FT (cf. Corollary 10). The quadratic part S2ðt; x; xÞ of the
function S is given by
Ftð@xS; xÞ ¼ dFtð0Þð@xS2; xÞ þ Oðjjðx; xÞjj2Þ ¼ ðx; @xS2Þ þ Oðjjðx; xÞjj2Þ:
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Using Theorem 5.3 of [9] we can assume that det½ @2S@x@Za0 and the function S2 is well
determined locally. Then we have the following facts:
dzCðt; zÞ ¼ 03z ¼ z0; 8t;
Hessz2ðCÞðT ; z0Þ ¼ @2z2CðT ; z0Þ; is invertible:
(
By the Morse lemma, after a change of variable z-z˜ and calling z˜ again z; we have
Cðt; zÞ ¼ qðz2Þ þCðt; z1; z2ðt; z1ÞÞ ¼ qðz2Þ þ *Cðt; z1Þ;
and by Corollary 10 again, q ¼ 1
2
qT ¼ p2jF>T : In the following, we note
Rðt; z1Þ  Rðz1; z2ðt; z1ÞÞ;
gðt; z1Þ  gðt; z1; z2ðt; z1ÞÞ;
Cðt; z1Þ  Cðt; z1; z2ðt; z1ÞÞ ¼ Rðz1; z2ðt; z1ÞÞ þ ðt  TÞgðt; z1; z2ðt; z1ÞÞ:
With these conventions we can write
IðT ; hÞ ¼
Z
z1ARlT
Z
z2AR2nlT
e
i
2h
qT ðz2Þa˜ðt; z1; z2Þe
i
h
ðRðt;z1ÞþðtTÞgðt;z1ÞÞ dt dz1 dz2;
where a˜ is the new amplitude after change of variables due to the Morse lemma. The
stationary phase method applied to the z2-integral givesZ
z2AR2nlT
e
i
2h
qT ðz2Þa˜ðt; z1; z2Þ dz2 ¼
XN
n¼0
cnh
nþndT Anðt; z1Þ þ OðhNþndTþ1Þ; ð63Þ
and in particular for the leading term we have
A0ðt; z1Þ ¼ aðt; z1; 0Þ @z2ðt; z1Þ
@ðz1; tÞ


1
; c0 ¼
ð2pÞndT expðip
4
sgnðqTÞÞ
jdetðqTÞj
1
2
:
We now distinguish two different cases: the quadratic form QT ; that is p2 restricted
to FT ; is deﬁnite or non-deﬁnite. In the ﬁrst case only the normal forms 7w0w
2
1 will
occur, i.e. the knowledge of dFtðz0Þ is sufﬁcient. In the second case the main
contribution involves Rk; and hence the operator d
k1Ftðz0Þ:
6.3.1. The case QT definite
Up to a complex conjugation we can assume that QT is positive. With polar
coordinates z1 ¼ ðryÞ and ajz2¼0 ¼ aðt; ry; 0Þ; the new amplitude is
A0ðw0; w1Þ ¼
Z
ðw1Þðaðt; ry; 0ÞrlT1jJwðt; r; yÞjÞdw2:::dw2dT ; ð64Þ
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with A0ðw0; w1Þ ¼ wlT11 A˜0ðw0; w1Þ: Lemma 32 shows thatZ
R
Z N
0
A0ðw0; w1Þe
i
h
w0w
2
1dw0 dw1 ¼ 
1
2
hdT/FðxdT1 Þðw0Þ; A˜0ðw0; 0ÞSþ OðhdTþ
1
2Þ:
With Lðw0Þ ¼FðxdT1 Þðw0Þ; substituting the deﬁnition of A˜0; gives
/Lðw0Þ; A˜0ðw0; 0ÞS ¼ 2p
Z
eizrLðw0ðt; r; yÞÞaðt; ry; 0Þ dt dr dy dz:
But by construction w1 ¼ r; and since we have localized the amplitude near T
/Lðw0Þ; A˜0ðw0; 0ÞS ¼ ei
p
2
ðdT1ÞGðdT Þ
Z
/ðtQtðyÞ  i0ÞdT ; aðt þ T ; 0ÞSdy dt: ð65Þ
We can now use a result of [7], also used in [2,12]. Since the propagator expð i
h
tPhÞ is a
FIO associated to the Lagrangian manifold of the ﬂow,
L ¼ fðt; t; x; x; y; ZÞ=ðx; xÞ ¼ Ftðy; ZÞ; t ¼ pðx; xÞg;
its principal symbol in the coordinates ðt; y; ZÞ is given by the half-density
exp i
Z t
0
p1ðFsðy; ZÞÞds
 
j dt dy dZj12:
The representation of the propagator with the kernel
1
ð2phÞn
Z
Rn
e
i
h
ðSðt;x;ZÞ/y;ZSÞðaðt; x; ZÞ þ ha1ðt; x; Z; hÞÞdy;
leads to the half-density
aðt; x; ZÞj dt dx dZj12 ¼ aðt; x; ZÞ jdt dy dZj
1
2
jdetðS00x;ZÞj
1
2
:
For our unique critical point z0 we obtain
aðt; z0Þ ¼ jdetðS00x;ZÞðt; z0Þj
1
2 exp i
Z t
0
p1ðFsðz0ÞÞds
 
¼ expðitp1ðz0ÞÞ: ð66Þ
If there is no period of dFtðz0Þ on suppð #jÞ Theorem 5.6 of [7] gives
Trðcwðx; hDxÞj Ph  Ec
h
 
yðPhÞÞC 1
2p
ei
p
2
m0
Z
R
#jðtÞ expðitp1ðz0ÞÞ
jdetðI  dFtðz0Þj
1
2
dt;
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for a certain m0: The denominator has a zero of order dT in t ¼ T ; hence for all taT
in a sufﬁciently small neighborhood of T ; we have
aðt; 0Þ ¼ ðt  TÞ
dT
jdetðI  dFtðz0Þj
1
2
#jðtÞ expðitp1ðz0ÞÞ:
Finally, since the contribution is smooth in t; we obtain that
KðTÞ ¼ GðdTÞ
2
expðip4 sgnðqTÞÞ
ð2pÞ1þdT jdetðqTÞj
1
2
exp ip
dT  1
2
signðQT Þ
 
;
LðjÞ ¼ ðt  T  i0ÞdT ; ðt  TÞ
dT expðitp1ðz0ÞÞ
jdetðI  dFtðz0Þj
1
2
#jðtÞ
* +
and this completes the proof of Theorem 3.
Remark 36. If there are no rational relations between the eigenvalues of Qþ and Q
all contributions of the non-zero periods of dFtðz0Þ are given by Theorem 3, as is
shown by Proposition 15. This gives a total contribution
X
TAsuppð #jÞ\f0g
gðEc; T ; hÞ ¼
X
TAsuppð #jÞ\f0g
ðKðTÞLTðjÞ þ Oðh
1
2ÞÞ;
where the summation is over the non-zero periods of dFtðz0Þ:
6.3.2. The case QT indefinite
Here we must study carefully the solutions of the implicit function theorem. If z0 is
zero then, by uniqueness, we have z2ðt; 0Þ ¼ 0 for all t; and
dz2Cðt; z1; z2ðt; z1ÞÞ ¼ 0;
detðHessz2CðT ; 0ÞÞa0:
(
For our unique critical point z1 ¼ 0 we obtain
@z2
@t
ðt; 0Þ ¼ ð@2z2;z2Cðt; 0; 0ÞÞ
1@t@z2Cðt; 0Þ;
@z2
@z1
ðt; 0Þ ¼ ð@2z2;z2Cðt; 0; 0ÞÞ1@2z1;z2Cðt; 0Þ:
8>><
>:
Eqs. (22) show that @tz2ðT ; 0Þ ¼ 0 and @z1z2ðT ; 0Þ ¼ 0: Hence near ðT ; 0Þ we have
z2ðt; z1Þ ¼ Oðjjðt  T ; z1Þjj2Þ: We use, again, a decomposition w.r.t. T
Cðt; z1; z2ðt; z1ÞÞ ¼ CðT ; z1; z2ðT ; z1ÞÞ þ ðt  TÞgðt; z1; z2ðt; z1ÞÞ: ð67Þ
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Since we have dz2gðt; z1; z2ðt; z1ÞÞ ¼ 0; it follows that
Hessz1ðgðT ; z1; z2ðT ; z1ÞÞjz1¼0 ¼ QT :
Proposition 23 gives by identiﬁcation of homogeneous terms of same degree
CðT ; z1; z2ðT ; z1ÞÞ ¼ Rkðz1; 0Þ þ Oðjjz1jjkþ1Þ: ð68Þ
The stationary phase method in z2; see formula (63), shows that
IðT ; hÞB
XN
n¼0
cnh
nþndT
Z
Anðt; z1; 0Þe
i
h
ðRðt;z1ÞþðtTÞgðt;z1ÞÞ dt dz1; h-0:
Copying the construction for a total period we obtain normal forms for the phase
Cðt; z1Þ ¼ Rðt; z1Þ þ ðt  TÞgðt; z1Þ; with the decomposition w.r.t. CQT :
A0ðt; z1; 0Þe
i
h
Cðt;z1ÞC
A1;iðw0; w1Þe7
i
h
w0w
2
1 outside CQT ;
A2;jðw0; w1; w2Þe
i
h
ðw0w21w27wk1Þ near CQT \CRk ;
A3;lðw0; w1; w2; w3Þe
i
h
ðw0w21w27wk1w3Þ near CQT-CRk :
8>><
>>:
Now the dimension is lT ¼ 2dT and results obtained for total periods show
again that the contributions of normal forms 2 and 3 are dominating these of
normal forms 1. Combining this with the leading term of the stationary phase
method gives
IðT ; hÞ ¼ ð2phÞndT e
i
p
4
sgnðqT Þ
jdet qT j
1
2
Z
RRlT
aðt; z1; 0Þe
i
h
ðRðt;z1ÞþðtTÞgðt;z1ÞÞdt dz1 þ OðhÞ
 
;
and the contribution of a non-total period is computed by restriction of all objects to
FT : This proves Theorems 3 and 4 in their general forms.
7. Examples
7.1. Perturbation of harmonic oscillators
Let be
Hðx; xÞ ¼ 1
2
ððx21 þ x21Þ  ðx22 þ x22ÞÞ þ ðx22 þ x22Þ2; ð69Þ
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with critical energies 0 and  116: We consider S0 ¼ fðx; xÞ=Hðx; xÞ ¼ 0g; the origin is
the only singularity of this surface. The system is integrable with
Ftðx; xÞ ¼
x1 cosðtÞ þ x1 sinðtÞ
x2 cosðð4ðx22 þ x22Þ  1ÞtÞ þ x2 sinðð4ðx22 þ x22Þ  1ÞtÞ
x1 cosðtÞ  x1 sinðtÞ
x2 cosðð4ðx22 þ x22Þ  1ÞtÞ  x2 sinðð4ðx22 þ x22Þ  1ÞtÞ
0
BBBB@
1
CCCCA:
On S0 the function 4ðx22 þ x22Þ  1 is bounded and some elementary arithmetical
considerations show that we can ﬁnd a neighborhood VðTÞ of the origin, in S0; such
that all periodic trajectory has a period greater than jT j: Hence ðH5Þ is true here. We
have
dFtð0Þ ¼
cosðtÞ 0 sinðtÞ 0
0 cosðtÞ 0 sinðtÞ
sinðtÞ 0 cosðtÞ 0
0 sinðtÞ 0 cosðtÞ
0
BBB@
1
CCCA;
and 2p is a total period. Expanding the ﬂow in a Taylor-series gives
d30F2pððx; xÞ3Þ ¼
0
4x2ðx22 þ x22Þ
0
4x2ðx22 þ x22Þ
0
BBBB@
1
CCCCA:
Hence R4ðx; xÞ is negative on CQ\f0g; since
R4ðx; xÞ ¼ 124oðx; xÞ; Jd30F2pððx; xÞ3Þ4 ¼ 16ðx22 þ x22Þ2:
7.1.1. Siegel and Moser example
To illustrate some properties on periodic trajectories, Siegel and Moser introduced
in [13] the Hamiltonian
Hðx; xÞ ¼ 1
2
ðx21 þ x21Þ  ðx22 þ x22Þ þ x1x1x2 þ 12ðx21  x21Þx2: ð70Þ
The origin is the only critical point on S0 ¼ fðx; xÞ=Hðx; xÞ ¼ 0g and trajectories
from the surface fx1 ¼ x1 ¼ 0g are 2p-periodic. With p ¼ ðx21 þ x21Þ; q ¼ ðx22 þ x22Þ;
we obtain, p00 ¼ 4pq þ p2; (see [13]). Since p is strictly positive, p is strictly convex and
hence non-periodic. Consequently, on S0 there is no non-trivial periodic trajectories.
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The linearized ﬂow at the critical point is
dFtð0Þ ¼
cosðtÞ 0 sinðtÞ 0
0 cosð2tÞ 0 sinð2tÞ
sinðtÞ 0 cosðtÞ 0
0 sinð2tÞ 0 cosð2tÞ
0
BBB@
1
CCCA;
with a resonance of order 3 since, 2w1  w2 ¼ 0: For the ‘‘period’’ 2p we have
R3ðx; xÞ ¼ 16/ Jd20F2pððx; xÞ2Þ; ðx; xÞS ¼ p4ð2x1x2x1 þ x2ðx21  x21ÞÞ:
The intersection CQ-CR3 is obtained by solving the system
ðx21 þ x21Þ  2ðx22 þ x22Þ ¼ 0;
2x1x2x1 þ x2ðx21  x21Þ ¼ 0:
(
This leads to the surfaces
ðS1Þ:
x2ðx1; x1Þ ¼
x21  x21ﬃﬃﬃ
2
p
x1x1
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
x21x
2
1
x21 þ x21
s
x2ðx1; x1Þ ¼ 
ﬃﬃﬃ
2
p
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
x21x
2
1
x21 þ x21
s
8>>><
>>>:
; ðS2Þ:
x2ðx1; x1Þ ¼ 
x21  x21ﬃﬃﬃ
2
p
x1x1
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
x21x
2
1
x21 þ x21
s
x2ðx1; x1Þ ¼
ﬃﬃﬃ
2
p
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
x21x
2
1
x21 þ x21
s
8>>><
>>>:
:
By symmetry we just examine gradients on the ﬁrst surface ðS1Þ; we have
rR3jS1 ¼
p
4
 ﬃﬃﬃ2p x1x21
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
x21 þ x21
x21x
2
1
s
2x1x1
ﬃﬃﬃ
2
p
x21x1
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
x21 þ x21
x21x
2
1
s
ðx21  x21Þ
0
BBBBBBBBBB@
1
CCCCCCCCCCA
; rQjS1 ¼
2x1
4
x21  x21ﬃﬃﬃ
2
p
x1x1
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
x21x
2
1
x21 þ x21
s
2x1
4 ﬃﬃﬃ2p
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
x21x
2
1
x21 þ x21
s
0
BBBBBBBBBB@
1
CCCCCCCCCCA
:
But, since the minor determinant extracted from rQjS1 and rR3jS1 :
Dðx1; x1Þ ¼
x1 x1
x1x21
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
x21 þ x21
x21x
2
1
s
x21x1
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
x21 þ x21
x21x
2
1
s
0
BB@
1
CCA


¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
x21 þ x21
x21x
2
1
s
x1x1ðx21 þ x21Þ;
is non-zero for ðx1; x1Þa0; rQ; rR3 are linearly independent on CQ-CR3-S3:
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