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第 1 章である本章では研究背景、研究目的について述べている。 
第 2 章では背景技術としてアドホックネットワーク、IEEE802.11 について述べている。 
第 3 章では従来手法として TCP 輻輳制御方式について述べている。 
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第 4 章ではアドホックネットワークでのマルチホップ通信における TCP 輻輳制御方式の問
題点、改善手法について述べている。 
第 5 章では提案手法について述べている。 
第 6 章では ns-2 を用いたシミュレーション実験について述べている。 






































































Reactive 型、Proactive 型と Reactive 型の両方の性能を兼ね合わせた Hybrid 型と 3 つの
パターンに分類することができる。 
 ここでは Proactive 型の例として DSDV[5]、Reactive 型の例として AODV[6]の説明を行
う。 
 
2.2.1. DSDV (Destination Sequenced Distance Vector)[5] 










この問題を軽減するために、DSDV では 2 種類のルーティング情報更新用パケットを使用
する。1 つは full dump である。このパケットは、利用可能な全てのルーティング情報を格
納しており、ネットワークプロトコルデータユニット (NPDU)を複数要求することができ
る。ノードの移動が時折発生する程度では、このパケットが送信されることは稀である。
もう 1 つは、full dump より小さな差分 (incremental)パケットである。これは、最後に行








2.2.2. AODV (Ad hoc On-Demand Distance Vector)[6] 









い経路情報を保持することができる。ブロードキャスト ID は RREQ を送信するたびに増
加し、ノードの IP アドレスと組み合わせて RREQ を一意に識別する。自信のシーケンス
番号とブロードキャスト ID と共に、送信元ノードは自信の持つ宛先の最新シーケンス番号
を RREQ に含ませる。中継ノードは宛先への経路を保持しており、そのシーケンス番号が


























2.3. IEEE 802.11[7] 
 IEEE 802.11 無線 LAN (以下、802.11 無線 LAN)は無線 LAN に関する規格であり、物理
層における変調方式やデータリンク層のうちの MAC 層の通信制御などについて定められ
ている。802.11 無線 LAN では、同一の無線チャネルを複数端末で共有するためのアクセス
制御が実装されている。 
 802.11 無線 LAN では、アクセス制御機能として CSMA/CA (Carrier Sense Multiple 
Access with Collision Avoidance)が採用されている。802.11 無線 LAN の基本アクセス手順
として DCF (Distributed Coordination Function)では、各局がチャネルの使用状況を検査
して自律的にパケットの送信タイミングを決定するが、その時のアクセス制御プロトコル









 CSMA とは、Carrier Sense Multiple Access の略で、キャリア(転送波)感知多重アクセ




 特に CSMA/CA という衝突回避機能を持つ CSMA の場合は、衝突を回避するために、周
囲の無線端末が電波を出していれば、ある一定期間 (IFS : Inter Frame Space)だけ待って、
再び周囲が電波を出していなければあるランダムな時間後に自分が電波を送信する方式で
す。これは、現在普及している無線 LAN には、標準として広く適用されている方式です。 
 CSMA/CA の特徴は、全ての無線端末が対等の関係にあり、しかも分散制御している点に
ある。また、CSMA/CA 方式は、各端末が使用している時間に関係して通信が可能か、どう
かが決定されるので、広義の TDMA 方式に該当する。 
 次に、CSMA/CA の基本的なアクセス手順について説明する。図 2 において、端末 B、C
は、端末 A が送信中(①)にはキャリアセンスを行い、無線チャネルをビジーと判断するため、




































隠れ端末問題 (Hidden Terminal Problem)と呼ばれており、図 3 に例を示してある。図 3
のようにノード A、B、C があった場合、ノード A はノード B のみと、ノード B はノード
C のみしかキャリアセンス可能な範囲にあらず、ノード A とノード C はお互いにキャリア
センスできない範囲にあるとする。この状態で、ノード A からノード B へデータを送信し











RTS (Request to Send)、CTS (Clear to Send)と呼ばれる対策機能が定義されている。その
動作手順を図 4 として示す。 
 端末 A は、データ・フレーム送信前に DIFS に加えてバックオフ時間をキャリアセンス
して、RTS をデータ・フレームの宛先の AP(アクセスポイント)に送信する(①)。端末 A と
端末 B は互いにキャリアセンスできる環境下にあるため、端末 A の RTS を端末 B も受信
することができる(①‟)。RTS と CTS のフレームには無線回線を使用する予定期間が記載さ
れているデュレーション・フィールドがあり、端末 B は RTS フレームに記載されている期
間だけ送信を禁止 (NAV : Network Allocation Vector)することにより衝突を防止できる。 
 一方、データ・フレームの宛先である AP は、RTS 受信後 SIFS 時間空けて端末 A 宛に
CTS を返す(②)。AP が送信した CTS は、端末 C も受信することができるので(②‟)、端末
C は CTS フレームに記載されている期間だけ NAV をセットすることにより衝突を防止で
きる。 
 CTS を受信した端末 A は、SIFS 時間後にデータ・フレームを送信する(③‟)。ここで、
SIFS は DISF より小さいため、短い時間の SIFS を使って優先権を持たせることで、いっ
たん RTS が正常に受信されると以後の手順中のフレームは妨害されることなく交換される。
データ・フレーム受信完了後、AP は ACK フレームを返して通信を終了する(④)。 



















































)( nnO                         (2.2) 
と表すことができ、それぞれのノードにおけるエンド間での利用可能なスループットは
以下のように表すことができる。 
)1( nO                          (2.3) 
 [8]では、一列に並んだ Chain トポロジにおけるマルチホップで、パケットサイズやホッ
プ数を変えた場合でのスループットの変化に関する実験を行っている。その結果を図 5 に
示す。この実験での帯域幅は 802.11 の 2[Mbps]である。 
 




























 TCP-Tahoe は 1988 年に発表された輻輳制御方式であり、現在実装されている方式のベ






 スロースタートフェーズの開始時点では、ウィンドウサイズを 1 に設定する。確認応答
セグメント (ACK)を受信するたびに 1MSS (Maximum Segment Size)分の大きさだけウィ
ンドウサイズを増加させていく。増加前のウィンドウサイズを cwnd、増加後のウィンドウ
サイズを cwndnew、最大セグメント長を MSS とすると、スロースタートフェーズでの操作
は、以下の式(3.1)のように表すことができる。 
 
MSScwndcwndnew                                 (3.1) 
 
 図 6 にスロースタートフェーズでの通信の様子を示す。 
 図 6 の RTT1 の期間で、TCP はスロースタートフェーズを開始し、ウィンドウサイズを
1 に設定する。それにより、データセグメントを 1 つ送信する。RTT2 の期間では、TCP
は 1 つの ACK を受信しているため、ウィンドウサイズを 1 つ増加させ、2 に設定する。こ
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れにより、この期間に 2 つのデータセグメントを送信する。RTT3 の期間では、2 つの ACK
を受信したため、ウィンドウサイズを 2 つ増加させ、4 に設定し、データセグメントを 4
つ送信する。 
 このように、スロースタートフェーズでは、ウィンドウサイズを 1 ラウンドトリップご








図 6. スロースタートフェーズ 
 




イズを cwndnew、最大セグメント長を MSS とすると、輻輳回避フェーズでの操作は、以下
の式(3.2)のように表すことができる。 
 
cwndMSScwndcwndnew                         (3.2) 
 










図 7. 輻輳回避フェーズ 
 
 図 7 の RTT1 の期間では、ウィンドウサイズが 3 に設定されている。RTT2 の期間では、
ウィンドウサイズは ACK を受信するたびに現在のウィンドウサイズ分の 1 だけ増加させ、
RTT2 ではウィンドウサイズは 4 に設定される。 
















図 8. Tahoe によるウィンドウサイズの変化 
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 図 8 では、スロースタートフェーズからデータ転送を開始する。このフェーズでの Taho




ズが ssthresh に達した時点で、輻輳回避フェーズへ移行する。 
 このように Tahoe は、2 つの通信フェーズを繰り返しながら周期的な通信を行う。 
 
3.1.2. TCP-Reno[10] 
























図 9. Reno によるウィンドウサイズの変化 
 




ssthresh は、TCP の送信バッファの大きさなど、この TCP コネクションで許容でき最大
値に設定される。 
 Reno のパケット廃棄の検出方法は Tahoe と同様で、タイムアウトと重複 ACK を用いて
行う。Reno では、高速再送アルゴリズムによる再送を行った後の挙動が Tahoe と異なる。
パケット廃棄を検出すると、Tahoe では ssthresh を現在のウィンドウサイズの大きさを半















 Vegas では、ルータのキュー内のパケット数(Δ)の推定値によって制御される。Δ を以下
の式(3.3)で示す。ただし、cwnd は現在のウィンドウサイズ、RTT、RTTminはそれぞれ現








    
                    (3.3) 
 
 増加前のウィンドウサイズを cwnd、増加後のウィンドウサイズを cwndnew、最大セグメ
ント長を MSS とすると、Vegas でのスロースタートフェーズでの操作は、以下の式(3.4)
のように表すことができる。ここでの、p、γ は定数とする。 
 







































    
(3.5) 
 






















用されていないと判断して、輻輳ウィンドウサイズを Tahoe、Reno 同様の 1MSS/RTT 増
加する。そして、上限値(β)を超えた場合には、初期輻輳と判断し、ウィンドウサイズを






廃棄を引き起こすことなく、一定となり、Reno より 30%から 70%のスループットの改善を
することが可能であると言われている。 





3.1.4. Ada Vegas[11] 
 Ada Vegas は Vegas をベースに、アダプティブに輻輳制御を行う輻輳制御方式である。
Ada Vegas はネットワーク環境の変化をみて、ウィンドウサイズの増加幅を増減させ、ネ
ットワーク環境が変化しても、Vegas より効率の良いデータ転送ができる。 
 スロースタートフェーズでの操作は Vegas と同様である。 
 また、Ada Vegas での輻輳回避フェーズでの操作は以下の式(3.6)のように表すことがで
きる。増加前のウィンドウサイズを cwnd、増加後のウィンドウサイズを cwndnew、最大セ





















    
(3.6) 
  
Ada Vegas では連続して(Δ≦α)のフェーズに入った回数を succ とする。succ の値により、
ウィンドウサイズの増加幅のパラメータ inc を動的に変化させる。また、succ の値により、
inc 以外にも定数 α、β の値も変化させる。パラメータ succ と inc、α、β の関係を表 1 に示
す。 
表 1. パラメータ succ、inc、α、β の関係 
α β inc
0≦succ≦3 1 3 1
4≦succ≦7 2 4 2
8≦succ≦15 2 4 4
16≦succ 4 8 8  
 
 従来の Vegas を Vegas_1、輻輳回避フェーズの(Δ≦α)フェーズでの上げ幅を従来の Vegas
の 8 倍にしたものを Vegas_8 とする。ボトルネックリンクを 0.1[Mbps]、8[Mpbs]とした場





































































図 12. Ada Vegas,Vegas_8,Vegas_1 によるウィンドウサイズの変化(8Mb) 
 




 図 12 から高帯域の場合、Ada Vegas は Vegas_8 のように、パケットサイズを起こさず、
高速にウィンドウサイズを増加させている。しかし、Vegas_1 は Vegas_8 に比べ、ウィン
ドウサイズの増加幅が小さいため、ウィンドウサイズを増加させるのに時間がかかってい
る。そのため、転送効率は务化し、スループットの低下につながる。 









 [12]では、無線マルチホップアドホックネットワーク向けに Vegas を拡張した輻輳制御方
式 Vegas-W を提案している。Vegas-W ではウィンドウサイズの過度な増加を抑える手法を
取り入れて、MAC 層でのコンテンション等のパケットロスを軽減することでスループット
の改善を目的としている。Vegas-W では以下に挙げる 4 つの面で改良を行っていた。 
 







あることが知られている。また、W‟が 1 より大きい場合もあるが、W‟が 1 より小さい場合
と比べると、スループットに与える影響は尐ない。W‟が 1 より小さい場合、RTT ごとに整
数でウィンドウサイズを増加させていくことは、オーバーフローを起こす原因となってし
まう。そこで、Vegas-W ではウィンドウサイズの最小値を 1 に設定している。Fractional 
Window サポートではパラメータとして、連続して再送タイムアウトが起こった回数を Nfw
とする。Fractional Window サポートでは、連続して再送タイムアウトが起こった回数が




 Vegas-W のスロースタートフェーズでは図 13 に示すアルゴリズムで制御を行っている。
ここではウィンドウサイズを W、Ns をウィンドウサイズ増加閾値の定数とし、nS を連続し
て(Δ≦γ & ns≦Ns)フェーズに入った回数とする。Δ は式(3.3)と同様で、γ を定数とする。 
 
 
図 13. Vegas-W のスロースタート制御方式 
 
 (Δ≦γ & ns≦Ns)フェーズに入ったら nSを 1 増加させ、(Δ≦γ & ns＞Ns)フェーズになって
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初めてウィンドウサイズを 1 増加させる。ここで、nS を初期値の 0 に設定する。これによ




Vegas-W の輻輳回避フェーズの制御を図 14 に示す。ここでは NCA をウィンドウサイズ増




図 14. Vegas-W の輻輳回避制御方式 
 
 (α＜Δ＜β あるいは Δ≦α & nCA≦NCA)フェーズに入ったら nCAを 1 増加させ、ウィンド
ウサイズはそのままの大きさでキープする。(Δ≦α & nCA＞NCA)フェーズでウィンドウサイ









そこで、Vegas-W では Wthを 2 つのフェーズで更新を行う。1 つは新しい ACK が到着した
場合である。もう 1 つは再送タイムアウトが起こった時である。新しい ACK が到着した場
合のスロースタート閾値更新のアルゴリズムを図 15、再送タイムアウトが起こった場合の
スロースタート閾値の更新を図 16 に示す。ここでは輻輳回避フェーズでのウィンドウサイ
ズを WS、(α＜Δ＜β)に入った回数を nsCA、閾値を NSCA、再送タイムアウトを起こした回数









図 16. 再送タイムアウトが起こった場合の Wth更新アルゴリズム 
 












第 4 章 無線マルチホップアドホックネットワークにおけ




4.1. 無線マルチホップアドホックネットワークにおける TCP の問題点 
































層の 1 つのレイヤのみ改善を行い、スループットを上げる手法とトランスポート層と MAC
層のクロスレイヤ設計を行い、スループットの改善を行うなど様々な手法が提案されてい
る。 






 [16]では、ノード間隔を 200[m]で Chain トポロジ、ウィンドウサイズを 1[pkt]から 8[pkt]
に上限を制限した場合の Reno のスループットを測定していた。帯域幅は 2[Mbps]、ルーテ
ィングプロトコルに AODV、パケットサイズを 1024[Byte]とする。ウィンドウサイズの上
































図 17. ウィンドウサイズの上限とスループットの関係 
 








 また、[17]では宛先までのホップ数を N とし、TCP のウィンドウサイズの上限を CWL 
(Congestion Window Limit)として、N によって CWL を動的に変える手法を提案していた。
N と CWL の関係を表 2 に示す。 
 







N≦30 5  
 
 [18]では、従来の TCP(Tahoe、Reno)における輻輳回避フェーズにおける上げ幅を改良し、
IEEE 802.11 のマルチホップ通信に適した方式、FeW (Fractional Window Increment)を
提案していた。増加前のウィンドウサイズを cwnd、増加後のウィンドウサイズを cwndnew
とすると、FeW での輻輳回避フェーズの制御を式(4.1)で表せる。[18]では、定数 α を変化
させ、Chain トポロジ、Grid トポロジなどで評価実験を行っていた。[18]では従来手法(α=1)
より、マルチホップ通信では α がより小さい α=0.01 などの方が、より効率の良い通信が行
えるとしていた。 
 
cwndcwndcwndnew                             (4.1) 
 
 また、[12]の実験では Vegas-W と FeW のスループット比較を行っており、図 18 にその
結果を示す。パラメータの NSは 10、NCA 、NSCA はともに 100、TOSSは 2、Nfwは 2 とす





図 18. Vegas、Vegas-W、FeW のスループット比較 
 
 図 18 の結果より、フロー数が多くなるにつれて Vegas-W は Vegas、FeW よりスループ
ットの改善が大きくなっている。フロー数が多くなるにつれて、ネットワーク負荷が増加
した場合に Vegas-W は転送効率の良い通信ができている。しかし、1 フローの場合は、従
来手法の Vegas よりスループットが低くなっているので、ネットワーク負荷が小さい場合
には、効率の良い通信ができていない。 














図 19. Chain トポロジにおける理想的なパケットスケジューリング 
 
 このように無線マルチホップアドホックネットワークにおける通信効率の改善手法とし

































 [21]では、無線マルチホップアドホックネットワークにおいては Tahoe、Reno のスルー
プットよりRTTを指標に輻輳制御を行うVegasのスループットが高いことが示されている。


















連続して(Δ＜γ)フェーズに入った回数を succ とする。succ の初期値は 0 とする。増加幅の
パラメータ count を設定する。count の初期値は 1 とする。ここでの、p、γ は定数とする。
























    
(5.1) 
 
 (Δ＜γ & succ≦10)のフェーズを①、(Δ＜γ & succ＞10)のフェーズを②、(Δ≧γ)のフェー
ズを③とする。 
 ①では、succ を 1 増加させ、ウィンドウサイズはそのままの大きさでキープする。 
 ②に入るのは、①で succ を 10 より大きくした後、かつ(Δ＜γ)でこのフェーズに入る。②
で初めてウィンドウサイズを増加させる。ウィンドウサイズを 1/(2×count)分だけウィンド
ウサイズを増加させ、succ を初期値の 0 に戻し、count を 1 増加させる。最初にこのフェ
ーズに入った場合は、ウィンドウサイズを 1/2(count の初期値が 1 より)だけ増加させ、次












 増加前のウィンドウサイズを cwnd、増加後のウィンドウサイズを cwndnewとする。また、
連続して(Δ＜α)のフェーズに入った回数を succ2 とする。succ2 の初期値は 0 とする。増加











































 (Δ＜α& succ2≦10)のフェーズを①‟、(Δ＜α& succ2＞10)のフェーズを②‟、(α≦Δ≦β)の
フェーズを③‟、(Δ>β)のフェーズを④‟とする。 
 ①‟では、①と同様な制御で、succ2 を 1 増加させ、ウィンドウサイズはそのままの大き
さでキープする。 
 ②‟では、②と同様な制御で、①‟で succ2 を 10 より大きくした後、かつ(Δ＜α)でこのフェ
ーズに入る。輻輳回避フェーズでは、②‟で初めてウィンドウサイズを増加させる。ウィン
ドウサイズを 1/(cwnd×2×count2)分だけウィンドウサイズを増加させ、succ2 を初期値の
0 に戻し、count2 を 1 増加させる。 
 ③‟では、ウィンドウサイズをそのままの大きさでキープし、succ2 を初期値の 0 に設定
する。 
 ④‟では、ウィンドウサイズを 1/cwnd 分だけ下げ、ウィンドウサイズを下げる。その際に、
succ2 初期値の 0 に設定する。 
 またスロースタート同様に、succ2、count2 の値は再送タイムアウト時に初期値に設定す
る。 
 輻輳回避フェーズでの提案手法のウィンドウサイズの様子を図 20 に示す。succ2 が 8、
count2 が 1 の状態のウィンドウサイズの様子を表す。また、図の T1 から T5 までの区間に













(Δ<α & succ2≦ 10) (Δ<α & succ2≦10) (Δ<α & succ2>10) (α ≦ Δ ≦ β) 
T1 T2 T3 T4 T5 
(Δ<α & succ2≦ 10)
 












T5 0 2  
 
 T1 では、(Δ＜α)フェーズのため、Vegas はウィンドウサイズを増加する。しかし、提案
手法では、(succ2≦10)のため、ウィンドウサイズを増加させず、succ2 を増加する。 
 同様に、T2、T3 でも同様な操作を行う。T3 の終了時点で、succ2 が 11 に設定される。 
 T4 では、(Δ＜α& succ2＞10)フェーズのため、ここで初めて提案手法は、ウィンドウサ
イズを増加させる。その後、succ2 を 0 に設定し、count2 を 1 増加させる。 
 T5 では、(α≦Δ≦β)フェーズのため、Vegas、提案手法共に、ウィンドウサイズをそのま





 ここで、1 フロー6 ホップでの Chain トポロジでの Reno のウィンドウサイズの様子を図











































際に、増加後のウィンドウサイズが ave_window の 1.5 倍以上になる場合、現在のウィン





















































成し、追加する。図 22 には ns2 によるシミュレーション過程を示す。 
 
 
図 22. ns2 によるシミュレーション過程 
 
6.2. 実験概要 
 本研究のシミュレーション実験で用いたパラメータを表 4 に示す。Vegas-W のパラメー
タは図 18 の実験と同様とする。 
 本研究では、Chain トポロジ、Cross トポロジを用いて、提案手法と従来手法(Reno、Vegas、
Ada Vegas、Vegas-W)との比較評価を行った。Chain トポロジを図 23、Cross トポロジを







したデータパケット数を送信ノードが送信したデータパケット数で割った値を 100 倍した 
値とする。 
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図 24. Cross トポロジ 
 
6.3. 実験結果 
 実験結果として、6.3.1.に Chain トポロジでの実験結果、6.3.2.に Cross トポロジでの実
験結果を示す。 
 
6.3.1. Chain トポロジ 





ロー時のスループット結果を図 25-a、2 フロー時を 25-b、4 フロー時を 25-c に示す。また、
1 フロー時のパケット到着率の結果を図 26-a、2 フロー時を 26-b、4 フロー時を 26-c に示
す。1 フロー時の Vegas、Ada Vegas、Vegas-W、提案手法の再送タイムアウト率の結果を

































































































































































































































































































図 27-c. 再送タイムアウト結果(4Flow) 
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1 フローの場合、提案手法では Vegas とほぼスループットは変わらず、ホップによっては
Vegas の方がスループットが良い場合がある。マルチホップアドホックネットワークでの
Ada Vegas は succ の値が 3 以上になることは尐ないため、Vegas と性能はほとんど変わら
ない。1 フローの場合、他フローとの競合がないため、送信権の競合がない。そのため、






 図 25-b、25-c の 2 フロー、4 フローの高フローの場合、提案手法でのスループット改善
が大きい。2 フローでは最大で約 50%、4 フローでは最大で約 85%のスループット改善が
確認できた。1 フローと異なり、2 フロー、4 フローなどの高ホップの場合、他フローとの
競合がある。そのため、送信権の競合が行われる。そのため、MAC 層でのコンテンション、
パケット衝突、再送タイムアウトが頻繁に起こる状況だと言える。特に高ホップなれば、

















6.3.1.2. ウィンドウサイズ、RTT 特性 
 それぞれのフローごとのウィンドウサイズ、RTT の結果を示す。ここでは、10 ホップ時
のウィンドウサイズ、RTT の変化の様子を示していく。1 フロー時のウィンドウサイズの
変化の様子を図 28-a、2 フロー時のウィンドウサイズの変化の様子を図 28-b、4 フロー時
41 
 
の Reno のウィンドウサイズの変化の様子を図 28-c、4 フロー時の Vegas のウィンドウサイ
ズの変化の様子を図 28-d、4 フロー時の Ada Vegas のウィンドウサイズの変化の様子を図
28-e、4 フロー時の Vegas-W のウィンドウサイズの変化の様子を図 28-f、4 フロー時の提
案手法のウィンドウサイズの変化の様子を図 28-g とする。また、1 フロー時の RTT の変化
の様子を図 29-a、2 フロー時の RTT の変化の様子を図 29-b、4 フロー時の Reno の RTT
の変化を図 29-c、4 フロー時の Vegas の RTT の変化の様子を図 29-d、4 フロー時の Ada 
VegasのRTTの変化の様子を図29-e、4フロー時のVegas-WのRTTの変化の様子を図29-f、

















































































































































































































































































































































































































































図 29-g. RTT 変化結果(4Flow,Proposal) 
46 
 












法に比べて RTT も大きい。RTT の変動が大きいほど、再送タイムアウト時間(RTO)が大き
くなり、パケットを送信するまでの待ち時間が長くなってしまう。そのため、スループッ
トが低下してしまう。図 25-a を見ても、Reno は他の手法に比べ、スループットが低下し
ているのも分かる。同様にパケット到着率も低下してしまう。 
 図 28-b の 2 フローの場合は、1 フローの場合と比べ、他フローとの競合があるためパケ
ットロスが起こりやすい環境と言える。Reno は 1 フローの場合と同様にウィンドウサイズ
を激しく増減させ、図 29-b より RTT の変動も大きいことが分かる。1 フローの場合、安定
していた Vegas、Ada Vegas のウィンドウサイズも他フローが入ると、頻繁に再送タイム
アウトを引き起こしていることが分かる。1 フローの場合は図 26-a より Vegas、Ada Vegas
と Vegas-W、提案手法のパケット到着率はほとんど差がなかったが、2 フロー時の図 26-b
を見ると、Vegas、Ada Vegas のパケット到着率が提案手法より小さくなっているのが分か
る。それにより、RTT の変動も 1 フローの場合と比べ、大きくなっている。しかし、提案
手法では Flow1 と Flow2 が同様のウィンドウサイズの増加の仕方をしており、なめらかに
ウィンドウサイズを増加させている様子が分かる。再送タイムアウト等のパケットロスも





 図 28-c、28-d、28-e、28-d、28-g の 4 フローの場合、2 フローより更に、他フローとの
競合があるため、2 フローよりパケットロスが起こりやすい環境と言える。図 28-c の Reno
ではウィンドウサイズの過度な増加のしすぎで、2 フロー時よりタイムアウト、重複 ACK




なってしまう。図 28-d、28-e の Vegas、Ada Vegas も Reno のようにウィンドウサイズを
激しく上下させている。そのため、図 29-d、29-e を見ても、RTT が安定していないのが分
かる。図 28-g の提案手法を見ると 2 フロー時と比べて、再送タイムアウト等を引き起こし
ているものの、他の手法と比べてかなり安定したウィンドウサイズの変化を見せている。
図 28-f の Vegas-W ではウィンドウサイズの増加幅が 1 であるため、ネットワークへの負荷
も高くすぐに再送タイムアウトを引き起こしている。Vegas よりウィンドウサイズの増加幅
を小さくした点とウィンドウサイズの上限を設定しているため、かなり小さな値でウィン
ドウサイズを遷移させているのが分かる。そのため、図 29-g を見ても、RTT の変動は小さ
く、大抵 100[msec]から 250[msec]の間で安定している。他の手法の RTT と比べ、平均的
に RTT も小さいため、再送タイムアウトが起こっても、スループットを大きく低下しない。






2 フローでのスループットの変化の様子を図 30-b、4 フロー時の Reno のスループットの変
化の様子を図 30-c、4 フロー時の Vegas のスループットの変化の様子を図 30-d、4 フロー
時の Ada Vegas のスループットの変化の様子を図 30-e、４フロー時の Vegas-W のスルー






















































































































































































































図 30-e. スループット変化結果(4Flow,Proposal) 
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 図 30-b の 2 フローの場合のスループット変化の様子を見ると、Reno ではウィンドウサ
イズを激しく増減させているため、スループットも安定せず、増減が激しい。1 フロー時に
安定した Vegas、Ada Vegas のスループットも、他フローとの競合が起こると、図 28-b か























とができる。そのため、スループットも安定し、Reno、Vegas、 Ada Vegas、Vegas-W よ
り高いスループットを得ることができている。 
 
6.3.2. Cross トポロジ 
 図 24 の Cross トポロジを用いて実験を行った。フロー数の N は、2 フロー、4 フローで
の評価を行った。2 フローの場合は、N1 が 1、N2 も 1 とする。また、4 フローの場合は、
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ー時を 31-a、4 フロー時を 31-b に示す。また、2 フロー時のパケット到着率を 32-a、4 フ






















































































































































図 33. 再送タイムアウト結果(Cross トポロジ) 
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 図 31-a の 2 フローの場合を見ると、Vegas に比べ、提案手法では約 7%のスループット
改善が行えている。Cross トポロジの場合、ノード 2 における MAC 層のコンテンション、
パケットロス等が起こりやすい。ノード 2 では、ノード 0 からの横フローとノード 5 から
の縦フローが交差する場所である。そのため、ノード 1 とノード 6 でパケット送信権の競
合が起こる。そのため、パケット衝突が起こり、結果として再送タイムアウトを引き起こ





た場合、そのまま、そのフローが帯域を占有してしまい、1 フロー4 ホップの Chain トポロ
ジと同様な通信形態となってしまう。特に提案手法では再送タイムアウト等のロスを起こ
りにくくしているため、片方のフローが占有してしまうことが確認できた。結果から N1 フ
ローが大きなスループットを得ている。図 25-a から 1 フロー4 ホップでは Vegas と提案手
法でスループットの差がほとんどない。そのため、Cross トポロジの 2 フローでは提案手法




Cross トポロジでは Chain トポロジと比べ、パケットがロスしやすい環境であるため、
Chain トポロジと比べてパケット到着率は低下してしまう。 
 図 31-b の 4 フローの場合を見ると、Vegas に比べ、提案手法では約 7%のスループット






送信権の競合が厳しくなったためである。そのため、図 33 から 2 フロー時は再送タイムア
ウトの面で改善できているが、4 フローの場合は Vegas と提案手法と変わらない結果となっ
た。特にノード 0 とノード 5 がキャリアセンス外にあるため、それぞれのタイミングでパ
ケットを送信することで再送タイムアウトを引き起こしてしまうことが原因である。 
 
6.3.2.2. ウィンドウサイズ、RTT 特性 
 図 24 において、2 フロー時の N1 をフロー1、N2 をフロー2 とする。また、4 フロー時




ウサイズの変化の様子を図 34-a、4 フローでの Reno のウィンドウサイズの変化の様子を図
34-b、4 フロー時の Vegas のウィンドウサイズの変化の様子を図 34-c、4 フロー時の Ada 
Vegas のウィンドウサイズの変化の様子を図 34-d、4 フロー時の Vegas-W のウィンドウサ
イズの変化の様子を図 34-e、4 フロー時の提案手法のウィンドウサイズの変化の様子を図
34-f とする。また、2 フローでの RTT の変化の様子を図 35-a、4 フローでの Reno の RTT
の変化の様子を図 35-b、4 フロー時の Vegas の RTT の変化の様子を図 35-c、4 フロー時の
Ada Vegas の RTT の変化の様子を図 35-d、4 フロー時の Vegas-W の RTT の変化の様子を




















































































































































































































































































































































































図 35-f. RTT 変化結果(4Flow,Proposal) 
 






ロー1 がほとんど通信できていないのが分かる。図 35-a を見ても、フロー2 の RTT の変動
が大きい。Vegas、Ada Vegas、Vegas-W では、Reno に比べ安定してパケットを送信でき
ており、提案手法とほぼ同様な動作をしている。RTT の変動を見ても、Vegas、Ada Vegas、
Vegas-W と提案手法で大きな差はないが、Vegas、Ada Vegas、Vegas-W ではウィンドウ
サイズを 1 増加させる点でネットワーク負荷が大きく、全体的に提案手法より RTT が大き
い値を取っている。 
 図 34-b の 4 フローの場合の Reno のウィンドウサイズの変化の様子を見ると、初めの 10




できていない。図 34-c、34-d、34-e の 4 フローの場合の Vegas、Ada Vegas、Vegas-W の
ウィンドウサイズの変化の様子を見ると、2 フロー時と比べ、ウィンドウサイズが安定して
いない。4 フローのようにネットワーク負荷が大きい状態になると、パケットロスが起こり
やすい状況であるのと Cross トポロジでは、Chain トポロジと比べ、よりパケットロスが











変化の様子を図 36-a、4 フロー時の Reno のスループットの変化の様子を図 36-b、4 フロー
時の Vegas のスループットの変化の様子を図 36-c、4 フロー時の Ada Vegas のスループッ
トの変化の様子を図 36-d、4 フロー時の Vegas-W のスループットの変化の様子を図 36-e、



























































































































































































図 36-d. スループット変化結果(4Flow,Proposal) 
 





 図 36-b、36-c、36-d、36-e、36-f の 4 フローの場合のスループットの変化の様子をみる





































 α、β、γ などの定数の評価 
 提案手法における succ、count などの定数の評価 
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