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In this paper, the concept of a random contractor is used to investigate the 
existence and uniqueness of solutions of stochastic integral equations of mixed 
type in the general form of x(t; oJ) ~ h(t; oJ) 4- f~o q(t, s, x(s; oJ); ~o) ds + fo  r(t, s, 
x(s; w); ~o) ds, t ~ O, where (f2, d ,  P) is a complete probability space. Both of 
the integrals are assumed to be Bochner integrals. 
1. INTRODUCTION 
A nonlinear stochastic integral equation of mixed type 
x(t; co) = h(t; oJ) 4- a(t, s, oJ) g(s, x(s; o))) ds 
o 0 
f0 a° 
+ b(t, ,, ~) h(s, x(~; ~)) d, (1.1) 
t ~> 0, has been studied by Tsokos and Padgett (1971), Padgett and Tsokos 
(1972), and Prakasa Rao and Rama Mohana Rao (1972). Prakaso Rao (1973) has 
also investigated the solution of another stochastic integral equation of mixed 
type in the form 
x(t; cu) ~ h(t; ~o) 4- f q(t, s, oJ, x(s; co)) ds 
Jo 
T 
+ fo r(t, s, ~o, x(s; ~)) d~ (1.2) 
for 0 ~< t ~< T < oo. Equations of the form (1.1) and (1.2) arise frequently in 
the theory of stochastic systems, and hence the existence and uniqueness of 
solutions of such equations as well as the investigation of the properties of the 
solutions are of interest. 
The results of Prakasa Rao (1973) and Prakasa Rao and Rama Mohana Rao 
(1972) required that the probability space involved be atomic. The purpose of 
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this paper is to study the most general form of stochastic integral equation of 
mixed type, 
• t 
x(t; co) ~- h(t; co) + f q(t, s, x(s; co); co) ds 
oo 
f0 °° 
+ r(t, s, x(s; oJ); oJ) ,is (1.3) 
t >~ 0, where (12, ~¢, P) is not restricted to being an atomic probability space. 
To investigate the existence, uniqueness, and measurability of a random solution 
of (1.3) we define the concept of a random contractor and present some properties 
of random contractors. Hence, we obtain the most general results for the class 
of equations (1.3) to date. 
In Section 2, we give some of the basic definitions, lemmas, and theorems 
which are required in the study of random contractors. Also, we list some 
properties of the random kernels q(t, s, x(s; ~o); ~o) and r(t, s, x(s; w); ~o) of 
Eq. (1.3). In Section 3, which is the main section of this paper, the results for 
random contractors are utilized to prove the existence, uniqueness, and mea- 
surability of a random solution of Eq. (1.3). 
2. PRELIMINARIES 
Let (12, ~¢, P) denote a complete probability measure space, and let (X, ~)  
and (Y, c~) denote two measurable spaces where X and Y are Banach spaces 
and N and ~ are a-algebras of Borel subsets of X and Y, respectively. We first 
state the notion of a Banach space-valued random variable. 
DEFINITION" 2.1. A mapping V: 12 -+ X is said to be an X-valued random 
variable (a random element in X or a generalized random variable) if {co ~ D: 
g(w) c B} ~ d for each B E ~.  
Let T be an operator from X to Y with domain ~(T)  C X. 
DEFINITION 2.2. A mapping T(oJ): 12 N X -+ Y is said to be a random 
operator if y(co) = T(m)x is a Y-valued random variable for every x ~ ~(T).  
A random operator T(c~) on X is said to be (i) linear if T(c~)[~x 1 + fix~] = 
~T(~o)x I + fiT(oJ)x2 almost surely (a.s.) for all xl ,  x 2 ~ ~(T)  and scalars ~,/3, 
and (ii) bounded if there exists a nonnegative real-valued random variable 
M(co) such that for all x~, x 2 ~ ~(T),  II T(~)[x~ -- x2]l[ ~< M(~o)11 x~ --  x~ [1 a.s. 
A random operator is said to be (a.s.) continuous at x 0 E ~(T)  if x n --~ x 0 implies 
T(oJ)x~--> T(co)x o a.s. (See Bharucha-Reid (1972) for other basic properties of 
random operators.) 
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In this paper we consider andom operators equation of the form T(eo)x = 
y(@, where x c ~(T)  and y(w) is a Y-valued random variable. 
DEFINITION 2.3. 
condition 
Any X-valued random variable x(w) which satisfies the 
P({o~ ~ :  T(o~) x(~) = y(~)}) = 1 
is~said to be a random solution of the random operator equation T(w)x = y(m). 
The following lemma due to Hans (1957) gives a condition for establishing 
the measurability of solutions of random operator equations. 
LEMMA 2.1. Let X be a separable metric space, and let Y be a metric space. 
Let V be an X-valued random variable, and let T be an a.s. continuous random 
operator from ~ × ~(T) in to  Y where ~(T)C  )2. Then W(@ = T(oJ) V(oJ) is a 
Y-valued random variable. 
LetL(X, Y) denote the collection of all bounded linear operators on a Banaeh 
space X into a Banach space Y. It can be shown that L(X,  Y)  is a Banach space 
with norm l] "l! given by 
li T[[ = sup [1Txl[, TeL(X ,  Y)  and xe~(T) .  
it x I1 ~1 
Using Lemma 2.1, we have the following lemma. 
LEMMA 2.2. Assume T is an a.s. continuous random operator from X? × X -+ 
L(X,  Y), where X is a separable Banach space and Y is a Banach space. Then 
y(w) ~ T(co; z(co)) x(co) is a Y-valued random variable where x(w) and z(w) are 
X-valued random variables. 
Next, we introduce the concept of a random contractor which will be used to 
establish the existence, uniqueness, and measurability of random solutions of 
general random operator equations. 
Let Xand Y be separable Banach spaces, and let U(co): £2 × ~(U)  C £2 × X--~ Y 
be a nonlinear andom operator. Let F(x; '): £2 × Y --~ X be a bounded linear 
random operator associated with x e X. First, we give the definition of a random 
contractor of a nonlinear andom operator. 
DEFINITION 2.4. We say that the random operator U(co) has a random 
contractor F(x; ") at x ~ ~(U)  C X if there exists a positive random variable q(c~), 
0 < q(w) < 1 a.s., and a constant ~? > 0 such that 
!F U(~o)[x + V(x; ~)y] -- U(co)x--y II ~q(co)!]y I a.s., (2.1) 
where y ~ Y and l] Y 11 -~< "q. 
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To find a random solution to the random operator equation 
U(oJ)x = 0, (2.2) 
where U(~o): Q × ~(U)C  ~2 x X--+ Y and X and Y are separable Banach 
spaces, we assume that U has a random contractor F(x; .) in a neighborhood 
S(x o ; r )  = {xe. .@(U)CX:  [] x -- Xo] I ~ r}, where Xo(OO ) -- x 0 a.s. is a given 
approximate solution to (2.2). For solving (2.2), we use the iteration procedure 
x,+l(oJ ) = x~(~o) -- r(x~(~o); oJ) U(~o) x~(co), n = 0, 1, 2,.... (2.3) 
The following theorem gives sufficient conditions for the convergence of the 
iteration procedure (2.3) to a random solution of (2.2). 
THEOREM 2.1. Suppose that there exist positive random variables q(co), 
0 < q(~o) < 1 a.s., and B(oJ) andpositive numbers r and ~7 such that the following 
conditions hold: 
(i) i[ r (x;  co)l I ~< B(~o) a.s. for x ~ S(x o ; r); 
(ii) t} U(~o)x ol] ~ ~ a.s.; 
(iii) B(@ ",7(1 -- q(oJ)) -1 <~ r a.s.; and 
(iv) U(co) is an a.s. closed operator on S(x o ; r). 
Then there exists a random solution x*(eo) e S(x o ; r) of Eq. (2.2) and the sequence 
of X-valued random variables x,(oJ) defined by (2.3) converges to x*(~o) a.s., 
provided that U(~o) x(co) is a Y-valued random variable when x(oo) is an X-valued 
random variable. Moreover, the random solution x*(oo) is unique if, in addition, 
condition (2.1) is satisfied for all y e Y such that ][ P(x; oJ)y ][ ~< 2r a.s. and 
F(x; w) is onto, where x ~ S(x o ; r). 
The proof of Theorem 2.1 follows from the usual convergence of the iteration. 
DEFINITION 2.5. The random operator U(co) is said to have a uniform 
random contractor /~(x o ; ') at x o e ~(U)  C X if 
]l U(~o)[x ÷ F(x o ; o~)y] -- U(w)x -- y [] ~ q(co)]l y [1 a.s. 
for all x e S(x o ; r) and 1[ y [I ~< ~7. 
THEOREM 2.2. Theorem 2.1 remains true if we replace the random contractor 
by the uniform random contractor F(x o ; co). 
The proof is similar to that of Theorem 2.1 by using the following modification 
of the iteration procedure (2.3): 
x~+l(~o) = x,(co) -- F(x o ; co) U(~o) x,(co), n = 0, 1, 2,.... (2.4) 
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Some particular spaces of functions which are needed for the study of Eq. (1.3) 
are defined next. 
DEFINITION 2.6. The space C(R+,L2(f2, ~ ,  P)) denotes the space of all 
L2-continuous functions from R + -- [0, oo) into L2(£2 , .~/, P) with the topology 
of uniform convergence on compacta. It may be noted that C(R +, L2(£2 , ~',  P)) 
is a locally convex space (Yosida, 1965) whose topology is defined by a countable 
family of seminorms given by 
II x(t; w)[/, = sup il x(t; w)iPL2 , n = 1, 2,. . .  
te[O,n] 
It is known that this topology is metrizable and the resulting metric space is a 
Fr6chet space. 
DEFINITION 2.7. Let BC = BC(R+,L~.(£2, ~ ,  P)) denote the space of all 
bounded and continuous functions from R + into L2(£2 , .~Y, P). It is easily seen 
that the space BC with the norm ]J • []BC defined by 
I] x '~[BC = sup [[ x(t; w)JlL~ for x e BC 
teR  + 
is a separable Banach space contained in C(R% L~(£2, J ,  P)). 
We also need the concept of admissibility of Banach spaces with respect o a 
random operator. 
DEFINITION 2.8. Let B and D be Banach spaces. The pair (B, D) is said to 
be a.s. admissible with respect o a random operator U(w) if U(oJ)(B) C D a.s. 
Finally, we list the following conditions concerning the random kernels 
q(t, s, x(s; cu); co) and r(t, s, x(s; co); w) in Eq. (1.3). The function q(t, s, x; co): 
R + X R+ × R ×~2-+Rissuchthat  
(a) q(t, s, x(s; ~); w): A × C(R +, L2(£2 ' ~4, p))  --+ L2(£2 ' .sd, P), where 
A ~{(t ,s ) :  0 ~<s ~<t < oo), such that [] q(t, s, x; co)[lG is integrable with 
respect o s for each t and x ~ C(R +, L2(£2, d ,  P)); 
(b) q(t, s, x; co) is L2-continuous for (t, s) ~ A and x ~ R; 
(c) for s > t, q(t, s, x(s; co); w) = 0 a.s.; and 
(d) q(t, s, 0; w) = 0 a.s. 
The function r(t, s, x(s; w); w): R + × R + × R × £2 ~ R is such that 
(a') r(t, s, x(s; oJ); m): R + × R + × C(R+,L2(£2 , d ,  P)) --->L2(£2 , ~ ,  P)  is 
such that ]} r(t, s, x(s; co); w)lIG is integrable with respect o s ~ R + for each t ~ R + 
and x ~ C(R+, L2(£2, ~,  P)), and r(t, s, x; w) is L2-continuous for s ~ R + and 
xER;  
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(b') for every e >0 and every tER  + fo l l r ( t+T ,s ,x (s ;eo) ;co) - -  
r(t,s,x(s;o~);w)lJ Gds ~ 0 a.s. as I t ]  --~ 0 for all x(t;eo) eBC with 
(c') r(t, s, O; co) ~ O a.s. 
We now define the random nonlinear operators Tv(cO) and TF(eo ) on C(R +, 
Lz(~2, d ,  P)) by 
[Tv(w)x](t; w) = f q(t, s, x(s; ~); w) as (2.5) 
% 
and 
f0 ~ [TF(~o)x](t; o,) = r(t, s, x(s; co); oJ) ds, (2.6) 
where the integrals are Bochner integrals. From the conditions on q(t, s, 
x(s; co); o)) and r(t, s, x(s; ~o); ~o), the Bochner integrals are well-defined (Hille 
and Phillips, 1957). Moreover, we have that for each t ~ R +, [Tv(oJ)x](t; o)) 
L2(~ , d ,  P) and [TF(~o)x](t; w) eL2(t'2 , d ,  P) and that [Tv(~)x](t; oJ) e 
C(R+, L2(~, ~¢, P)) and [Tv(w)x](t; oo) ~ C(R +, L2(g2 , d ,  P)). 
3. MAIN EXISTENCE THEOREMS 
In this section we use the concept of a random contractor from Section 2 to 
investigate the existence, uniqueness, and measurability of random solutions 
of the class of random nonlinear integral equations of the form (1.3) without 
assuming that the probability space (£2, ~ ,  P) is atomic. 
Consider the random integral equation under the following assumptions: 
A1. h(t; w) e BC(R+,Lz(Q, d ,  P)); 
A2. (BC, Be)  is admissible a.s. with respect o Tv(¢O) and TF(W), where 
Tv(w), TF(eO) are the random integral operators defined by (2.5) and (2.6), 
respectively; 
A3. q(t, s, x; ~) and r(t, s, x; co) behave as described in Section 2. More- 
over, there exist nonnegative measurable functions kv(t, s; ~o) and kr(t, s; ~o) 
satisfying the following: 
(i) For every e >0 there exists a 3~S(e)>0 such that for all 
x, y ~ BC with ]] x(t; oJ)llB c ~ 3 and II y(t; oJ)!IB C ~ 3, 
![ q(t, s, x(s; ~o) + y(s; oJ); w) -- q(t, s, y(s; ~o); oJ)IrL 2 
<~ Ekv(t, s; w) "!! x(s; oJ)Llz 2 a.s. (3.1) 
for all (t, s) c A ; 
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(ii) for every e > 0 there exists a 8 ~ 3(e) > 0 such that for all x, y ~ BC 
with !1 x(t; ~)[]Bc ~ 3 and 11 y(t; oJ)lI8 c ~ 8, 
!1 r(t, s, x(s; ~o) + y(s; o~); ~o) - - r ( t ,  ~, y(s; ~o); ~o)l!~ 
<~ Ekr(t, s; ~) " ll x(s; w)lIL~ a.s. (3.2) 
for all t, s ~ R+; and 
(iii) supt~R+ .[to kv(t, s; oJ)ds ~< a(co) < oo a.s. and supt~R+ fo  kF(t, s; 
w) ds <~ fl(w) < oo a.s. where c~(co) and fi(~o) are two nonnegative random 
variables. 
Then we prove the following general existence theorem. 
THEOREM 3.1. Under the above assumptions, there exists an e o > 0 suck that 
if s e (0, So], then there is a 8 > 0 such t at a unique random solution x( t; oJ) of(1.3) 
exists for which I[ x(t; o))HBc ~ e a.s. provided H h(t; w)ll~c ~ 8 a.s. 
Pro@ Let e 1 > 0 be given such that 810t(¢O ) < 1 a.s. By A3, there exists a 
31 > 0 such that for [I x(t; w)[IB c <~ 31, ][ y(t; ~o)llBC ~< 8x, then (3.2) holds a.s. 
Let e2(~o) ~ (1 -- ea~(o~))/(2fl(w)) and choose 3 s > ~ such that (3.1) holds a.s. 
for all I] x(t; co)[l~ c <~ 3~, lly(t; w)IIB c <~ 82 . Now, let e 0 ~ min{31,3z}, and for 
any O > 0, let S(p) = {x(t; ~o) ~ BC: l[ x(t; oJ)[l~ c <~ p}. 
Define the random operator U(oJ) on BC by [U(oJ)x](t; w)= x(t; w) -  
h(t; oJ) -- [Tv(w)x](t; w) -- [TF(co)x](t; co). Then by A1 and A2, U(o)) maps from 
X2 × BC-+ BC. Moreover, U(oJ)(S(e))C S(e) and U(w) is a.s. continuous on 
S(e). Next, we claim that the a.s. identity mapping I(o)) is a random contractor 
for U(oJ). Let x(t; w), y(t; ~o) e S(e). Then 
[I U(co)(x 4- I(co)y)(t; w) -- U(co) x(t; w) -- y(t; w)H~c 
= ![--[Tv(w)(x 4-y)](t; w) -- [Tv(co)(x 4- y)](t; oJ) 4- [Tr(w)x](t; w) 
+ [TF(o~)y](t; ~)II,c 
a.s. 
<~ [l[Tv(oJ)(x 4- y)](t; ~o) --  [Tv(w)x](t; o))[!Bc 
+ If[TF(~o)(x + y)](t; ~o) --  [Tr(~o) x](t; ~)[i~c 
a.~. t "t 
= sup )o [q(t,s, x4 -y ;w) - -q ( t , s ,x ;w) ]ds  I 
t~R + ~ [ L 2 
4- sup (OO[r(t,s,x @ y; w) -- r(t, s, x; w)] ds 
t~R + Jo L2 
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a.S. t 
t~R+sup fo ~akv(t, s; 60)H y(s; 60)IIL~ ds 
+ sup ~2(60) kr(t, s; 60)II y(s; oJ)l]L, ds 
teR + 
a.$. 
11 y(t; ~)llBC (EV~(60) + E~(60)3(60)) 
~-~'q(oJ) [! y(t; oJ)[]~c, 
where q(w) = 81-(60 ) A- t 82(60 ) 3(60) < 1 - -  81.(60 ) < 1 a.s.  Moreover ,  1(60) is 
onto S(8). Therefore, by Theorem 2.2, there exists a unique random solution 
x*(t; 60) of (1.3) such that II x(t; 60)11Bc ~< 8. | 
Thus, we have generalized the results in Tsokos and Padgett (1971), Prakasa 
Rao and Rama Mohana Rao (1972), and Prakasa Rao (1973). 
Finally, we consider special cases of the random kernels in Eq. (1.3) to obtain 
the random integral equation of the mixed ¥olterra-Fredholm type of the form 
x(t; 60) = h(t; ~0) + :0 a(t, s; ~0) g(s, x(s; 60)) ds 
,oo 
+ j b(t, s; 60) h(s, x(s; oo)) ds, 
0 
(1.1) 
t >/0. Consider this equation under the following assumptions: 
B1. (i) a(t, s; 60) and b(t, s; 60) are continuous from the sets A and {(t, s): 
0 ~ s, t < or}, respectively, into Loo(~, d ,  P); 
(ii) a(t ,s;w) =Oa.s .  for t <s .  
B2. (i) g(t, x(t; co)) and h(t, x(t; 60)) are L:continuous from t e R+ into 
L2(#2, ~¢, P); 
(ii) g(t, O) = h(t, 0) ~ 0 a.s.; 
(iii) for every e > 0 there exists 8 ~ 3(e) > 0 such that for all x, y ~ BC 
with II x(t; o~)ll~ c ~ 3 and II y(t; 60)IEzc ~< 8, II g(t, x(t; 60)) -g ( t ,y ( t ;  60))11~c ~< 
e I] x(t; 60) --  y(t; 60)]]~c' ; and 
(iv) for every 8 > 0 there exists 8 = 8(8) > 0 such that for all x, y ~ BC 
with II x(t; 60)[]Bc ~ 8 and 1] y(t; 60)[1Bc ~ 8, I] hft, x(t; 60)) -- h(t, y(t; 60))[Inc ~< 
8 ]l x(t; w) -- y(t; w)]kBc ; 
B3. (i) supt~R+ ~0 IIi a(t, s; 60)]11® as ~< ,(60) < oo a.s. and supt~a+ f*o Ill b(t, 
s; 60)1i1~ ds ~< 3(~) < ~ a.s. where ,(60) and/3(60) are two nonnegative random 
variables and I][ "[]]0o denotes the L~(g2, d ,  P)-norm; 
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a)  I (ii) for every e > 0 and every t eR  + fo ]][b(t T r, S;CO)-- 
b(t, s; ~')]EI~ ds --~ 0 a.s. as I ~- I ~ 0 uniformly for all x e BC with [1 x(t; oJ)llB c <~ e. 
Then  we have the following corollary to Theorem 3.1. 
COROLLARY 3.1. Under the above assumptions, there exists an e o > 0 such 
that i f  e ~ (0, e0], then there is a ~ ~ 0 so that a unique random solution x(t; ¢o) of 
(1.3) exists for which [[ x(t; c~)]lsc ~ e a.s. provided ]] h(t; w)lIBc ~ ~ a.s. 
Proof. In  Theorem 3.1, let 
q(t, s, x(s; co); ~o) = a(t, s; co) g(s, x(s; cu)) 
r(t, s, x(s; o~); ~) = b(t, s; ~o) h(s, x(s; ~)) 
and replace kv(t,  s; ~o) and kF(t, s; oJ) by ill a(t, s; oJ)[]lo~ and 1[] b(t, s; ~o)]i[~ , 
respectively. Then  the desired result follows from Theorem 3.1. | 
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