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Abstract
In spin lattices, frustration happens when there exists a competition between different
terms of the Hamiltonian, which cannot be simultaneously minimized in all local physi-
cal bases. Frustration can destabilize the bipartite Ne´el order, which is the conventional
groundstate of antiferromagnetic Heisenberg-type models in two dimensions. Hence, the
focus of two-dimensional quantum magnetism studies has been directed toward eluci-
dating the zero-temperature properties of Heisenberg-type models on the Archimedean
lattices that exhibit geometrical frustration. This type of frustration is of great interest
since it can lead to exotic forms of the quantum matter, such as topological spin-liquid
(SL) and many-sublattice long-range-ordered phases. The spin-1
2
triangular Heisenberg
model (THM) is a prototypical model with geometrical frustration, which has the highest
coordination number of all Archimedean lattices. However, there exist two major, distinct
difficulties for numerical methods to efficiently determine the groundstate properties of
the THM: the immense dimension of the Hilbert space and the geometrical frustration
phenomenon. In this thesis, to deal with such difficulties, we employ the state-of-the-
art non-Abelian matrix product states (MPS) and density matrix renormalization group
(DMRG) methods. We exploit the symmetries of the Hamiltonian to reduce the working
dimension of the Hilbert space and, to lessen the effects of the geometrical frustration,
we depend on the local entanglement (area-law) nature of the MPS as it scales with the
size of a lattice subspace with reduced spatial dimensions. In such a way, we thoroughly
examine the phase diagram of the THM with nearest and next-nearest neighbor (NN and
NNN) exchange couplings on finite- and infinite-length cylinders of widths up to 12 sites.
In addition, we develop new numerical tools to analyze topological and symmetry-broken
phases in the context of the SU(2)-symmetric translation-invariant MPS algorithm. We
establish that on infinite cylinders, the anyonic sectors of a topological order can be clas-
sified through the fractionalization of global symmetries and degeneracy patterns of the
entanglement spectrum (ES). On the other hand, we detect symmetry-breaking phase
transitions by a combination of the correlation lengths and second and fourth cumulants
of the magnetic order parameters, even though symmetry implies that the order pa-
rameter itself is strictly zero. Furthermore, the appearance of Nambu-Goldstone modes
in the excitation spectrum can be detected using “tower of states” (TOS) levels in the
momentum-resolved ES. By applying the new tools to the THM, we discover a variety of
exotic groundstates such as a Z2-gauge toric-code-type topological order (with vison and
spinon excitations), a NNN Majumdar-Gosh, and a long-range 120◦-ordered state.
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Chapter 1
Low-dimensional quantum magnetism:
from geometrical frustration to spin liquids
1.1 Introduction
Arguably, the field of low-dimensional quantum magnetism (see for example Schollwo¨ck et al.
[2004]) has been sparked as a result of an important work by Heisenberg [1928] to determine
the groundstate (T = 0) and low-lying excitations of a 1D Hamiltonian consisting of spin
exchange interactions (which are caused by combined effect of the Coulomb repulsion and the
Pauli exclusion principle in magnetic materials):
HNN = J
∑
〈i,j〉
Si.Sj , (1.1)
for J < 0; 〈i, j〉 indicates that the sum goes over all NN couplings. Today, HNN is known as
the (NN) Heisenberg model and its spectrum is well-understood. The groundstate exhibits
the long-range ferromagnetic (FM) order, which breaks the spins rotational symmetry (the
SU(2) group – cf. Appendix A) and elementary excitations are spin-waves (also known as
Nambu-Goldstone bosons or Magnons) [Auerbach, 1994, Sachdev, 2011, Schollwo¨ck et al.,
2004]. Later on, in a groundbreaking work, Bethe [1931] presented an ansatz to find the
exact eigenspectrum of the spin-12 Heisenberg model for J < 0, which revealed the full dis-
persion relations of the magnons. Bethe Ansatz can be employed (e.g. see Karbach et al.
[1998]) to study the antiferromagnet (AFM) Heisenberg model, J > 0, which demonstrates
1
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the absence of magnetic ordering in clear contrast to the FM case (it is worth mentioning that
the AFM Heisenberg Hamiltonian is the low-energy effective model of a half-filled Hubbard
Hamiltonian when considering “super-exchange” processes – e.g. see Powell [2009]). Nowa-
days, we know there exist no continuous-symmetry-broken long-range order (LRO) in any
one-dimensional system. In fact, magnetism in 1D and few-leg ladders is peculiarly different
to higher dimensions (where LROs exist – see below), since the magnetic ordering at zero
temperature is suppressed by quantum fluctuations due to the same mechanism as described
by Mermin-Wagner-Hohenberg theorem for finite-temperatures (cf. Hohenberg [1967], Mer-
min and Wagner [1966]; note that the 1D quantum magnetism is not the focus of this thesis,
however, there exist many connections between such systems and two-dimensional magnets
of our interest as explained below). For S = 1 spin chains, it has been realized that the anti-
ferromagnetic HNN exhibits a distinct gapped groundstate, i.e. the Haldane phase, however,
still magnetically disordered [Haldane, 1983a,b, Schollwo¨ck et al., 2004]. During the last three
decades, due to great interests toward the theoretical description of the collective behaviors of
interacting spins, connections to the field theory, being readily accessible to high-precision nu-
merical methods, experimental realizations of quasi-1D and -2D magnets, and appearance of
some new exotic phases of the quantum matter (in both theoretical and experimental guises),
the field of quantum magnetism grew rapidly and today is one of the dominant branches of
the solid state physics (for more information on the aforementioned subjects, see the following
complementing books to this thesis: [Auerbach, 1994, Sachdev, 2011, Schollwo¨ck et al., 2004,
Tsvelik, 2007, Wen, 2007]). In particular, synthesizing magnets in restricted geometries in the
lab was an important step to revive the field after almost half a century of pure theoretical
works until around 1970 (see Schollwo¨ck et al. [2004] for full details). In such materials, the
magnetic coupling is engineered to be significantly stronger in one or two spatial directions,
which is in line with the mathematical modeling the will be presented in this thesis.
In contrast to 1D, long-range magnetic ordering is possible in 2D Heisenberg-type Hamil-
tonians. In fact, for the majority of two-dimensional magnetic materials, if there exist no
frustration, the groundstate exhibit either ferromagnetism or antiferromagnetism (i.e. the
well-known bipartite Ne´el order, originally discovered by Ne´el [1948]; see also [Farnell et al.,
2014, Lhuillier, 2005, Lhuillier and Misguich, 2001, Sachdev, 2011]). Consider the Heisenberg
model in an external field on the bipartite (unfrustrated) square lattice with S = 1
2
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Figure 1.1 – Cartoon visualization of the quasi-classical (a) ferromagnetism (J < 0 in
Eq. (1.2)) and (b) antiferromagnetism (J  |h| in Eq. (1.2)) on the square lattice.
siting on the vertices,
Hfield = J
∑
〈i,j〉
Si.Sj − h
∑
i
Szi . (1.2)
Clearly, the Hamiltonian breaks the SU(2)-symmetry, explicitly, for |h|  |J |, where a fully-
polarized quasi-classical FM groundstate (choosing a magnetization axis in line with the
field) would be formed as shown in Fig. 1.1(a). The model remains in a FM groundstate
for J < 0 and h → 0 (as in the 1D case). However, for J > 0 and h → 0, the ground-
state coincides with the Ne´el AFM, Fig. 1.1(b). It is widely believed that the celebrated
Landau symmetry-breaking theorem [Landau, 1937, Landau and Ginzburg, 1950] explains
the physics behind all such magnetic ordering: Hamiltonians such as Eq. (1.1) contain a set
of symmetries which are absent in the groundstates, a feature known as spontaneous sym-
metry breaking (SSB) . As a result of symmetry-breaking, a well-defined order parameter
exists in the model that can be used to characterize the magnetic ordering, unambiguously.
Naively speaking, the existence of the order parameter in the general vector form of M cor-
responds to limL→∞ 1L
√
M.M → Const. 6= 0, where L is the total number of spins. Let us
set the accidentally-chosen magnetization direction (from the highly-degenerate set of pos-
sible groundstates) to spin Z-axis for both FM and AFM states in vanishing fields. In the
case of ferromagnetism with SSB of SU(2)-symmetry, the order parameter simply coincides
with the total magnetization, MFM = S
z
total =
∑
i S
z
i . In the case of Ne´el order, spins
spontaneously break both the SU(2)-symmetry and the translational symmetry of the lat-
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tice. The order parameter for the AFM coincides with the total staggered magnetization,
MAFM = S
z
stag =
∑
i(−1)iSzi , where the sum follows the numbering that is demonstrated in
Fig. 1.1(b). However, the precise definition for a true LRO, at an arbitrary temperature, only
follows from the observation of a residual magnetization in a thermodynamic-limit system
after suppressing the magnetic field:
lim
h→0
lim
L→∞
1
L
Tr[Mˆ zL exp(−β(HNN − hMˆ zL))]
Tr[exp(−β(HNN − hMˆ zL))]
→ Const. 6= 0, (1.3)
where β stands for the inverse temperature and Mˆ zL represents the order parameter in the
form of total (staggered) magnetization for the FM (AFM) state. It is noteworthy that the
two-dimensional FM and AFM states still exhibit spin-wave elementary excitations.
After uncovering the key mechanisms behind the conventional ordering (in particular, ferro-
magnetism and bipartite AFMs), the field of low-dimensional quantum magnetism enjoyed a
new boost of attention aimed at understanding the exotic phases of quantum matter that ap-
pear in frustrated one-dimensional [Auerbach, 1994, Gu and Wen, 2009, Pollmann and Turner,
2012, Pollmann et al., 2010, 2012, Tsvelik, 2007, Turner et al., 2011] and two-dimensional [Ba-
lents, 2010, Chen et al., 2010, Farnell et al., 2014, Lhuillier, 2005, Lhuillier and Misguich,
2001, Powell and McKenzie, 2011] systems. This happened partly due to the rise of the
geometrically-frustrated AFMs on non-bipartite Archimedean lattices [Diep, 2004, Farnell
et al., 2014, Lacroix et al., 2011, Lhuillier, 2005, Lhuillier and Misguich, 2001, Sachdev, 2011,
Schollwo¨ck et al., 2004] (geometrical frustration is a type of frustration where the competition
between Hamiltonian terms comes from the arrangement of spins on non-trivial lattice pla-
quettes – see below). Interestingly, the existence of geometrical frustration is enough by itself
to often lead to the ‘melting’ of the magnetic ordering, stabilizing a family of nonmagnetic
phases, collectively classified as spin liquids (also known as paramagnetic states [Balents,
2010, Chen et al., 2010, Kalmeyer and Laughlin, 1987, Read and Sachdev, 1991, Wen, 1991,
Wen et al., 1989, Wen, 2002]; spin glasses [Diep, 2004, Lacroix et al., 2011, Sachdev, 2011]
form the other type of quantum states with vanishing average magnetization that are es-
sentially stabilized due to the frustration, however, are not considered in this thesis). Such
quantum liquids preserve all Hamiltonian symmetries and, consequently, their existence can-
not be understood through Landau’s symmetry-breaking paradigm. The search for new,
hidden order parameters has been challenging theorists for the last 20 years and has led to
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the discovery of even more intriguing phases of the quantum matter. A canonical example is
the discovery of the topological order (e.g. see Chen et al. [2010], Wen [2007, 2002]). Topolog-
ical phases essentially exhibit a non-trivial entanglement structure, a groundstate degeneracy
that depends on the lattice topology, and quasi-particles with “fractional statistics” distinct
from fermions and bosons (the so-called anyons [Kitaev, 2006, Wilczek, 1982] – see also be-
low). For a topological state there exist no finite sequence of the local unitary transformations
that can convert the phase to a classical product state. The first experimental realization of
any topological phase and anyonic excitation (and later on, their theoretical descriptions)
belongs to the discovery of the fractional quantum Hall (FQH) states [Haldane and Rezayi,
1985, Laughlin, 1983, Tsui et al., 1982, Wen and Niu, 1990] (the first FQH liquid was a ν = 1
3
Laughlin state). However, some more relevant topological phases to this thesis’ context are:
symmetry-protected topological (SPT) ordering [Gu and Wen, 2009, Pollmann and Turner,
2012, Pollmann et al., 2010, 2012, Turner et al., 2011] (including the Haldane phase and the
closely relevant Aﬄeck-Kennedy-Lieb-Tasaki groundstate [Aﬄeck et al., 1987, 1988]) and the
intrinsic topological states [Chen et al., 2010, Wen, 1991] (including the Z2-gauge ground-
state of the toric code – cf. Chapter 3), which can only exist in D ≥ 2. SPTs posses a very
curious feature: as the name suggests, topological character exist only in the presence of a
symmetry, otherwise the phase is equivalent to a product state. The importance of the SL
phase emerges from the fact that some topological variants are believed to explain the poorly-
understood mechanism behind high-Tc superconductivity in layered-cuprates (e.g. see Powell
and McKenzie [2011], Wen [2002]) and become the building blocks of quantum memories [Yao
et al., 2013] and fault-tolerant quantum computers (see Kitaev [2003], Kitaev and Laumann
[2009] and also below). Moreover, understanding the intrinsic topological ordering has foun-
dational importance since in many ways the stabilization of such a phase is the opposite of
SSB! In the topological phase, there is no requirement for any preexisting symmetry, but the
ordering essentially creates a new gauge symmetry (originally noted by Kitaev [2003, 2006]).
In the same way to the literature of the topological orders, where clearly more studies on some
unique phase features are required, many aspects of the magnetic ordering on non-bipartite
lattices are still unexplored, where some will be examined here.
Numerical methods always played a pivotal role to understand the nature of the geometrically
frustrated magnets. There are many well-developed methods available, however, most face
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some demanding limitations. The total dimension of the Hilbert space is exponential with the
system size as dL, where d is the local physical dimension (d = 2 for spin-1
2
particles). One
only needs to consider hundreds of spins, so dL becomes roughly the same order as 1023−1024,
the estimated number of stars in the observable universe. Frustration phenomenon effectively
increases such computational difficulties and is especially a problem in D > 1 (as discussed,
the 1D physics of the spin models is already well-understood [Auerbach, 1994, Sachdev, 2011,
Schollwo¨ck et al., 2004]). In this thesis, to scrutinize the properties of strongly-frustrated
magnets in 2D, we employ the current form and expand the functionality of a tensor network
ansatz (to replace the physical wavefunction), namely the non-Abelian MPS, and state-of-the-
art variants of the DMRG method (see Chapter 2 for method details). Of the Archimedean
lattices, the geometrical frustration is particularly strong in the triangular lattice (see below).
Therefore, we focus on a THM that hosts S = 1
2
spins on vertices with NN and NNN
exchange couplings (the J1-J2 model). Previous exact diagonalization (ED) studies [Capriotti
et al., 1999, Dagotto and Moreo, 1989, Deutscher and Everts, 1993, Hirsch and Tang, 1989,
Jolicoeur et al., 1990, Wietek and La¨uchli, 2016] of the model could have only reached to
a maximum system size of N = 36, which reflects the exponentially growing size problem
of the Hilbert space. In addition, the geometrical frustration causes a sign problem for the
conventional quantum Monte Carlo (QMC) calculations [Loh et al., 1990] (although, modern
QMC approaches like bold-diagrammatic QMC [Kulagin et al., 2013], more or less, solved such
difficulties). It is noteworthy that the phase diagram of the spin-1
2
Heisenberg model on other
non-bipartite Archimedean lattices have been also studied in great detail [Farnell et al., 2014,
Schollwo¨ck et al., 2004]. The expected groundstate for most of the phase diagram is quasi-
classical frustrated Ne´el-type ordering. However, with the addition of more frustration, it is
possible to obtain paramagnetism. For the J1-J2 Heisenberg model on a honeycomb lattice,
Gong et al. [2013] find a candidate for the gapped Z2 SL phase that is bounded between
a Ne´el-type order and a plaquette valance-bond solid state (VBS), using both DMRG and
variational QMC (VQMC) on finite cylinders and tori. In addition, for the J1-J2 Heisenberg
model on a kagome´ lattice, Kolley et al. [2015a] also find a Z2 SL groundstate that is bounded
between a quasi-classical
√
3 × √3 and Q = 0-type magnetic order, using DMRG on finite
cylinders. However, later on, He et al. [2016] argued for a gapless algebraic spin liquid [Wen,
2002] (ASL – see also below) as the intermediate groundstate, using an infinite-size DMRG
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Figure 1.2 – Cartoon visualization for the scaling behavior of the spin-spin correlation function,
G2, Eq. (1.4), against lattice spacing in different types of ordering (note that the plot is on a
semi-log scale).
approach that we will describe in Chapter 2.
The rest of this chapter is organized as the following. In Sec. 1.2, we characterize different
type of ordering according to the scaling behavior of the correlation functions. The concept
of the correlation length is introduced in the same section. The Mermin-Wagner-Hohenberg
and the Hastings-Oshikawa-Lieb-Schultz-Mattis theorems are shortly presented in Sec. 1.3
and Sec. 1.4, respectively. In Sec. 1.5, we revisit the frustration phenomenon in some more
details. A detailed introduction to the THM is presented in Sec. 1.6. In Sec. 1.7, we learn
about different classes of the SL phase and how to identify them. The statistics of the anyonic
excitations in spin liquids is discussed in Sec. 1.8.
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1.2 Magnetic ordering and the scaling behavior of
the correlation functions
Magnetic ordering is often identified using the scaling behavior of a static two-point (or higher
order) correlation function. For a spin system, a two-point correlator can be written as
G2(i, i
′) = 〈Si · Si′〉 . (1.4)
The scaling behavior of the correlation function against the distance between sites, ri,i′ ,
can be effectively characterized by defining a length scale for the infinite-size system as
|G2(i, i′)| ∼ C + e−
ri,i′
ξ + · · · , where C stands for a constant (which can be zero) and el-
lipses represent faster decaying terms. The effective length, ξ, is referred to as the (principal)
correlation length. Different type of ordering are pictorially defined in Fig. 1.2. For mag-
netically disordered states, with no conventional order parameter (i.e. no broken symmetry),
the correlation function decays to zero exponentially fast, C is zero, ξ is finite, and there is
a bulk gap in the excitation spectrum. In this case, instead of symmetry breaking, we have
symmetry protection, giving rise to the SPT order. Such an exponential drop is observed in
the Haldane phase (as an example, see the original calculations by White and Huse [1993]).
For true LRO, such as Ne´el-type AFMs and the FM state with a conventional order param-
eter, the correlation function tends to a constant at large distances, ξ → ∞. In fact, the
existence of an order parameter in the general vector form of M =
∑
i fiSi (where fi stands
for a non-diverging function of the site index) coincides with having a finite G2. Definition of
the order parameter has been naively interpreted as (cf. Sec. 1.1),
lim
L→∞
1
L
√
〈M ·M〉 = lim
L→∞
1
L
√∑
i,j
fifj〈Si · Sj〉 → Const. 6= 0 , (1.5)
which means limL→∞〈Si ·Sj〉 → Const. 6= 0 (and also implies the SSB). There exists another
distinct long-range phase of the quantum matter, as shown in Fig. 1.2, which is referred to as
a quantum critical state. In such phases, the correlation function decays with a power-law
with distance. Power-law decaying correlation functions can be approximated as the sum
of many exponential functions, as occurs in the MPS ansatz [O¨stlund and Rommer, 1995,
Rommer and O¨stlund, 1997], which again translates to having diverging ξ, consistent with
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the Bethe Ansatz’ prediction for the spin-1
2
Heisenberg chain. Critical states are common in
1D quantum magnetism and appear at a transition between two gapped disordered phases
with different symmetries, when the gap necessarily closes; however, they can also stabilize in
an extended region, as in the XY-phase of the anisotropic Heisenberg chain [Sachdev, 2011,
Schollwo¨ck et al., 2004].
1.3 A compendium on the absence of the LRO in low
dimensions
Even though symmetry breaking is responsible for the emergence of all conventional phases
of the matter, in low-dimensional quantum systems the stabilization of the true LRO is only
permitted under restricted conditions. The original Mermin-Wagner-Hohenberg theorem for-
bids the existence of continuous-symmetry-broken LROs in 1D and 2D, for local Hamiltonians
at any finite temperature (discrete symmetries can still be broken, spontaneously). In the
simplest version of the theorem’s proof, Mermin and Wagner [1966] employed Bogoliubov’s
inequality for the Heisenberg Hamiltonian, Eq. (1.2), and proved that, in one dimension,
|M¯ z| < Const.√
T
1√| ln h| , (1.6)
and in two dimensions,
|M¯ z| < Const.
T 2/3
|h|1/3 , (1.7)
where M¯ z can be either magnetization or staggered magnetization per plaquette and h is the
strength of the magnetic field, as in Eq. (1.2). These mean at a finite temperature, if h→ 0,
no finite M¯ z can exist. A physical consequence follows directly from the theorem: long-range
fluctuations cost a small amount of energy (Nambu-Goldstone modes are massless in such
systems) and will increase the entropy, so thermal fluctuations will always ‘kill’ the order and
favor the Nambu-Goldstone modes. The role of quantum fluctuations is known to a lesser
degree, but it is clear that having a similar mechanism to the thermal fluctuations, they forbid
continuous symmetry breaking for one dimension at all T . For D=2, Coleman [1973] initially
argued that there exist no Nambu-Goldstone mode at T = 0. Later on, it was realized that
the SSB of continuous, internal, and translational symmetries can, of course, occur for many
10
Low-dimensional quantum magnetism:
from geometrical frustration to spin liquids
vanishing-temperature 2D Heisenberg-type Hamiltonians; early examples arose from studying
anisotropy [Frohlich and Lieb, 1978], the AFM Heisenberg model with S = 1
2
[Kennedy et al.,
1988a], S ≥ 3
2
[Neves and Perez, 1986], and for the antiferromagnetic XY [Kennedy et al.,
1988b] and XXZ [Kubo and Kishi, 1988] models for all spin magnitudes.
1.4 A compendium on the Hastings-Oshikawa-Lieb-
Schultz-Mattis theorem
Half a decade before the original Mermin-Wagner-Hohenberg theorem, Lieb, Schultz, and
Mattis proved that there is no LRO in the isotropic Heisenberg model on a chain at T = 0 [Lieb
et al., 1961]. Later on, Oshikawa [2000], Oshikawa et al. [1997] provided that, generally, for
fermions on a periodic chain, a finite excitation gap only exist when there is an integer number
of particles per groundstate unit cell (i.e. only for the Mott insulators). An adapted version
of the Oshikawa’s theorem for the spins is of our interest (see also Schollwo¨ck et al. [2004]): a
magnetic plateau state (a gapped phase) is only possible when LuS(1−M¯) is an integer, where
Lu is the groundstate unit-cell size and M¯ is the magnetization per site. This means spectral
gaps are, of course, allowed for incommensurate magnetization. Half a decade later, Hastings
[2004a,b, 2005] extended this theorem by showing that for a local, translationally-invariant,
spin-1
2
Hamiltonian on even-width cylinders,
ξ ≤ Const.
∆s
, (1.8)
where ξ is the principal correlation length (cf. Sec. 1.2) and ∆s is the energy gap to the near-
est excited state. This means any LRO/quasi-LRO (spin liquid) phase in such systems that
supports a diverging (finite) ξ, should be gappless (gapped). This series of statements are col-
lectively known as the Hastings-Oshikawa-Lieb-Schultz-Mattis theorem (henceforth, we refer
to them only as the Hastings theorem). Recently, a generalization of the theorem provided by
Zauner et al. [2015], which is essentially stating that the Eq. (1.8) is also valid for the correla-
tion lengths of the momentum-filtered correlation functions, where correlators, 〈A˜0, A˜n(k)〉,
are defined for modified momentum-dependent operators as in A˜n(k) = Nr
∑
m e
−m2
r eikmAˆn
(with a Gaussian wave packet centered around site n) for the lattice momenta, {k}, and a
normalization factor, Nr. However, we are mostly interested in a version of the theorem that
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Figure 1.3 – Cartoon visualization for the geometrical frustration on a triangular plaquette.
The bipartite AFM pattern of the left panel cannot stabilized as the groundstate of the
Heisenberg model, Eq. (1.1). The lowest energy state is, therefore, a compromising 120◦-
ordered arrangement as in the right panel.
can be directly concluded from [Hastings, 2005]: if there exists no SSB in 2D for spin-1
2
on
even-width cylinders, the groundstate can be only an ASL with gapless excitations or a
topological SL with gapped excitations (see also below).
1.5 Frustration
The groundstate of a local Hamiltonian consisting of all commuting terms, where many-
body interactions do not share any site (or in some cases, share only an even number of
sites), can be simply found by writing a trial wavefunction in the local basis of each site
and minimizing term by term. However, in most cases of interest, there exists a competition
between different terms in the Hamiltonian that cannot be simultaneously minimized, which
leads to the frustration. As previously discussed, for static spin systems, such a competition
emerges from the geometrical frustration. I.e. when different bonds in a Hamiltonian sharing
sites. A canonical example would be a 1D Hamiltonian where sites possess both NN and NNN
interactions, such as the J1-J2 Heisenberg model on a chain (e.g. see Hirsch and Tang [1989]).
Furthermore, we learned that the lowest energy state of the antiferromagnetic HNN , Eq. (1.1),
on a square lattice exhibit a Ne´el order, Fig. 1.1(b). Such an alternating pattern cannot be
formed on a triangular lattice. There is no way to arrange all three spins antiferromanetically
in an equilateral triangular plaquette as shown in Fig. 1.3. The lowest energy state can
12
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Figure 1.4 – Visualization of a section of the triangular lattice. Spins sit on vertices. A, B,
and C label sublattices in tripartite symmetric phases.
be therefore a compromise, such as a 120◦ arrangement demonstrated on the right panel of
the figure. In this case, the geometrical frustration is particularly strong, since all lattice
plaquettes share edges. Strong frustration is the key mechanism behind melting long-range
magnetic ordering, which can lead to the formation of many types of the SL phase (see below).
1.6 Triangular Heisenberg model
The triangular lattice has the highest geometrical frustration in the Archimedean crystal
family with a coordination number of Zc = 6. A section of such a lattice is presented in
Fig. 1.4. Anderson [1973], Fazekas and Anderson [1974] argued that the high frustration of the
triangular lattice might be enough to melt the long-range magnetic ordering observed for the
Heisenberg model on the square lattice (see Sec. 1.1). In the first work, Anderson conjectured
that the spin-1
2
THM with antiferromagnetic NN bonds should stabilize a resonating-valance-
bond (RVB) groundstate (i.e. the equally-weighted superposition of all possible arrangements
of the singlet dimers on the lattice; RVBs are the building blocks of the quantum liquids – see
below). The failure of robust analytical and numerical studies to find an RVB groundstate
motivates the search for a minimal extension to HNN that increases the frustration. The
obvious choice is frustration through the addition of a NNN coupling term, which frustrates
the LRO 120◦-ordered arrangement of sublattices (see below and Bernu et al. [1994], Capriotti
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et al. [1999], Chubukov and Jolicoeur [1992], Deutscher and Everts [1993], Farnell et al. [2014],
Hu et al. [2015], Huse and Elser [1988], Iqbal et al. [2016], Jolicoeur and Le Guillou [1989],
Jolicoeur et al. [1990], Kaneko et al. [2014], Li et al. [2015], White and Chernyshev [2007], Zhu
and White [2015]). This led to the introduction of the J1-J2 THM, for which the Hamiltonian
is defined as
HJ2 = J1
∑
〈i,j〉
Si.Sj + J2
∑
〈〈i,j〉〉
Si.Sj , (1.9)
where 〈i, j〉 (〈〈i, j〉〉) indicates that the sum goes over all NN (NNN) couplings. The SU(2)-
symmetry of HJ2 can be simply realized by noticing [HJ2 ,S] = 0 (S stands for the total spin
vector – cf. Appendix A), which means that eigenvalues of S2 are good quantum number and
can be used to label groundstate symmetry sectors (cf. Chapter 2). Geometrical frustration,
as described in Sec. 1.5, forbids the bipartite Ne´el order as a stable groundstate of the anti-
ferromagnetic NN model (J1 > 0 and J2 = 0). Consequently, one expects the groundstate,
for the majority of the phase regions in the antiferromagnetic HJ2 , be also a compromise,
such as a 120◦-ordered arrangement, Fig. 1.3 (in such states, the triangular lattice divides
to three sublattices, namely A, B, and C, exhibiting tripartite symmetry as shown in the
figure). By now, it is well-known that the groundstate of the nearest-neighbor THM does not
exhibit an RVB, but is instead a quasi-classical LRO 120◦ state, which is less stable [Bernu
et al., 1994, Jolicoeur and Le Guillou, 1989, Jolicoeur et al., 1990, Kaneko et al., 2014, Li
et al., 2015] than the Ne´el order on the square lattice, since the sublattice magnetization of
the triangular lattice is significantly reduced compared to its classical value. Because of this
reduced stability, inherent to the triangular lattice, upon perturbing the Hamiltonian one
may expect to see a variety of new phases. For the rest of the thesis, we mainly focus on the
state-of-the-art MPS/DMRG studies of the J1-J2 THM on cylinders to scrutinize properties
of such emergent phases. There have been some historically important semi-classical spin-
wave theory (SWT) and ED studies [Chubukov and Jolicoeur, 1992, Dagotto and Moreo,
1989, Deutscher and Everts, 1993, Hirsch and Tang, 1989, Jolicoeur et al., 1990] for the
model. However, such studies did not cover the physics of the whole phase diagram and
were not enough to capture the detailed properties of the groundstates. It is noteworthy that
the J1-J2 THM can describe some low-temperature properties of quasi-2D organic lattices,
such as κ-(BEDT-TTF)2Cu2(CN)3 and Me3EtP[Pd(dmit)2]2, and inorganic materials, such
as Cs2CuCl4, Cs2CuBr4, and RbFe(MoO4)2 (see Balents [2010], Powell and McKenzie [2011],
14
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Figure 1.5 – Schematic representation of the groundstates of the semi-classical J1-J2 THM
for (a) J2 < 0.125, 120
◦ order, and (b) 0.125 < J2 < 1.0, columnar order.
Svistov et al. [2003] and also below).
Perhaps, the most interesting realization for the J1-J2 THM was that the addition of the NNN
(J2) term, eventually, stabilizes an SL groundstate (see Hu et al. [2015], Iqbal et al. [2016],
Kaneko et al. [2014], Li et al. [2015], Manuel and Ceccatto [1999], Mishmash et al. [2013],
Wietek and La¨uchli [2016], Zhu and White [2015] and also Chapter 5). So, roughly speaking,
Anderson’s prediction was correct. However, there exist distinct types of the SL phase (see
below) and despite the existence of many cutting-edge numerical and experimental studies,
the type and detailed properties of the nonmagnetic groundstate are still either unknown or
controversial. In Chapter 5, we propose a new candidate for the SL phase and try to shed
some lights on recently-proposed inconsistent results.
Classical J1-J2 THM (S →∞) has been already studied in depth [Chubukov and Jolicoeur,
1992, Jolicoeur et al., 1990]. For J2 < 0.125, it is found that the model stabilizes a three-
sublattice, 120◦-ordered, Ne´el-type groundstate (known as the 120◦ or the
√
3×√3 magnetic
order – also observed for the quantum model, see below and Farnell et al. [2014], Lhuillier
[2005], Lhuillier and Misguich [2001], Sachdev [2011], Schollwo¨ck et al. [2004]), which is pic-
tured in Fig. 1.5(a). For 0.125 < J2 < 1.0, an infinite manifold of degenerate, four-sublattice
groundstates is found with the “sole requirements” of S1 + S2 + S3 + S4 = 0 on sublattices.
Using self-consistent SWT calculations for the semi-classical model, Chubukov and Jolicoeur
[1992] realized that the addition of quantum fluctuations will lift the accidental degener-
acy through the ‘order form disorder’ mechanism and will always choose a two-sublattice,
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collinear AFM groundstate (known as the columnar or the striped magnetic order – also
observed for the quantum model, see below and Hu et al. [2015], Kaneko et al. [2014], Le-
cheminant et al. [1995], Li et al. [2015], Mishmash et al. [2013], Zhu and White [2015]), which
is pictured in Fig. 1.5(b). In classical systems, order from disorder happens when a setup
is being cooled down to the groundstate: due to the existence of symmetries, the ground-
state is commonly highly-degenerate, while the low-lying excited states do not support such
symmetries. Consequently, dynamical effects cause the system pass through some excited
states and choose a groundstate with a specific preferred direction for the order parameter,
reminiscent of those low-lying states. It is believed that in the stabilization of the columnar
groundstate of the J1-J2 THM, quantum fluctuations play a similar order-from-disorder role,
where they clearly choose a rather restricted groundstate than the highly-degenerate classical
one (see also below). It is noteworthy that the selection of the collinear order from the four-
sublattice classical order, can be also understood analytically using solely group-symmetry
analyses [Lecheminant et al., 1995]. For J2 > 1.0, the model develops a three-fold degenerate,
incommensurate, spiral magnetic groundstate. Moreover, using a repeated three-site unit
cell, it is straightforward to prove that for the classical model, if one enforces the tripartite
symmetry everywhere, the groundstate is simply a FM for J1 < 0 and a 120
◦ state for J1 > 0,
independent of J2.
1.7 Classification of the spin-liquid phase
For the last two decades, condensed matter theorists (e.g. see Essin and Hermele [2013], Qi and
Fu [2015], Reuther et al. [2014], Wen [2002]) have been trying to present a new material classi-
fication. This came after the realization of robust paramagnetic groundstates (with zero mag-
netization at temperatures much lower than bond energies) in some quasi-2D crystals includ-
ing κ-(BEDT-TTF)2Cu2(CN)3 [Kurosaki et al., 2005, Shimizu et al., 2003, Yamashita et al.,
2009] and EtMe3Sb[Pd(dmit)2]2 [Itou et al., 2007, 2008] on triangular, and ZnCu3(OH)6Cl2
(herbertsmithite) [Helton et al., 2007] and Cu3BaV2O8(OH)2 (vesignieite) [Quilliam et al.,
2011] on kagome´ lattices (see also Chapter 5). As previously mentioned, general features of
the spin liquids can be well explained through the Anderson’s RVB picture (see Sec. 1.6 and
Fig. 1.6(a)). The decades-long theoretical classification effort, in part, led to the prediction
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Figure 1.6 – (a) Schematic representation of the RVB state on the triangular lattice. Blue
ovals stand for the singlet dimers, which can resonate to form an equally-weighted arrangement
of the spins. (b) Red arrows represent a pair of spinon excitatins. (c) Spinons can be moved
around by rearranging the dimers.
of many distinct types of the spin liquid. The purpose of this section is to present a partial
classification scheme for the phase, which only remarks the general features of those SL classes
that are more relevant to this thesis’ topics. To characterize such phases, one needs to first
understand the emergence of quasi-particles in the RVB phase. Elementary excitations in an
RVB state are pictorially introduced in Fig. 1.6 and Fig. 1.7 (note that more exotic quasi-
particle forms can live in the subclasses of the SL phase, which are created by ‘trapping’ and
‘mixing’ of elementary excitations – see below). In all types of the RVB state, the basic excita-
tion is a pair of spinons [Read and Sachdev, 1989], Fig. 1.6(b), which are created by breaking
(fractionalizing) a maximally-entangled dimer to two neutral-charge spin-1
2
quasi-particles
(the first overall excited state will be a triplet configuration of the spinon pair). Therefore,
there always exists an even number of spinons. Notably, we only consider deconfined spinons
in 2D that can be moved around freely by rearranging dimers (e.g. see Fig. 1.6(c)) and be
either gapped or gapless. Spinons are originally recognized as the basic excitations of the
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AFM Heisenberg spin-1
2
chain (as discussed in Sec. 1.1, the one-dimensional HNN does not
exhibit a Ne´el groundstate and there are no spin-waves), where a two-spinon spectrum is
well-known (see Lavare´lo and Roux [2014] and also below). Other basic excitations, which
only exist in a gapped RVB phase, are the so-called visons (also known as Z2-vortices) [Mis-
guich and Mila, 2008, Read and Chakraborty, 1989, Read and Sachdev, 1991, Sachdev and
Read, 1991, Senthil and Fisher, 2000, 2001]. The simplest form of the Hamiltonian to act
on a RVB state would resonate two dimers on a rhombus plaquette as shown in Fig. 1.7(a)
and Fig. 1.7(b). A visonic excitation happens when such a lattice is placed on a non-trivial
topology. As an example, suppose the lattice is on a cylinder. I.e. there exist a periodic
boundary condition (PBC) in the direction specified in the figures, and an open boundary
condition (OBC) in the other direction. If one now consider a non-contractible, closed path,
ci, as shown in the figures, there exist a well-define ‘vison number’ and a corresponding flux
passing through the hole. The vison number can be thought as (a remainder of) the number
of dimers crossing the non-trivial path. Importantly, the vison number is always modulo 2
as, demonstrably, the action of the simplistic Hamiltonian can only add/remove two dimers
to/from the path. In such a sense, we assign a modulo 2 ‘magnetic’ flux as
∏
ci
Dˆi = ±1 to
the path (cf. Fig. 1.7(c)), where Dˆi represents some local spin operator, −1 coincides with
the existence of a vison (a pi-flux), and +1 would essentially correspond to the trivial action
of the operator on the groundstate (i.e. the non-vison vacuum sector – see Chapter 3 for some
examples). Interestingly, moving spinons through the path can differ the vison number as
demonstrated in Fig. 1.7(d) (this means the visons can be thought as vortices in a spinon pair
field). In an electronic model, creation of the spinon and vison modes is a fractionalization
phenomenon as they carry no electric charge.
Quantum orders cannot be characterized by the sole use of symmetries neither by conven-
tional order parameters. Thus, in a seminal work [Wen, 2002], Wen introduced a projective
symmetry group (PSG) scheme to efficiently classify the quamtum matter (at this stage, we
like to encourage our readers who may be less familiar with the group and representation the-
ories, to review linear algebra textbooks such as [Rotman, 2000] or easy-to-read course notes
of [Cooper, 2016, Kennerly, 2010]). Let us first discuss the concept of “projective representa-
tions”. Naively speaking, the action of a symmetry on a physical state can be represented by
a unitary operation, U , for which U |ψ〉 = |ψ〉. Importantly, physical symmetries correspond
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Figure 1.7 – Schematic representations of the visonic excitations in a gapped RVB state on
a cylindrical lattice. (a) and (b) represent the action of a simplistic Hamiltonian to resonate
a pair of dimers, which conserve the vison number crossing a non-contractible, closed path,
shown by a blue loop. (c) A vison flux through the cylinder hole, which can be measured using∏
ci
Dˆi = −1. Panel (d) demonstrates that moving a spinon can change the vison number.
to linear representations of a group: Ufg = UfUg. However, in the quantum mechanics, this
is incomplete: the set of invariant operations are much larger than what is imposed by a
linear representation. I.e. there is an ambiguity up to some scalar, Ufg = αUfUg. The reason
behind this comes directly from the fact that quantum states are not ordinary vectors, but
physical rays : both |ψ〉 and α|ψ〉 represent the same physical state for any complex-value α.
For unitary transformations, only the complex phase of α matters and we can write,
U |ψ〉 = eiφU |ψ〉 ,
Ufg = e
iφ(f,g)UfUg , (1.10)
where the latter defines a non-trivial φ-representation. In other words, there exist a gauge
choice for the representation that, in practice, may be limited by many physical constraints.
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Mathematically, the non-triviality of φ(f, g) corresponds to projective representations. As a
simple example, consider SU(2) that coincides with the projective representation of SO(3),
as it doubles the group elements. Each SO(3) rotation corresponds to two SU(2) rotations
producing opposite signs on the physical state. Now, suppose that we are describing the
physical state using an ansatz, A (which can be a mean-field, an MPS representation, or
etc.). In the most general case, for a symmetry group of g, the unitary symmetry operation
should be written in the gauge-invariant form of
UT = e
iφTGATgG
†
A , (1.11)
where Tg is a pure symmetry operator (e.g. one of the generators of g) and GA corresponds
to a unitary gauge operator that keeps the ansatz unchanged (strictly an ansatz property). It
is straightforward to prove that Eq. (1.11) satisfies the unitary condition, UTU
†
T = 1 (equiv-
alently, for the pure physical operation, T , one can prove that UTTU
†
T = T ). Wen realized
that the key to the classification of the spin liquids emerges from the following: although,
different ansa¨tze (describing different physical states) can exhibit the exact same set of sym-
metries, but they are invariant under different gauge transformations, Eq. (1.11). In fact,
using Wen’s scheme, the less complex properties of an ansatz can be used to describe the
universal properties of the quantum state. This lead us to the technical definition of the
projective groups: PSGs are the group of all symmetry transformations, UT , that keep the
ansatz (the physical state) unchanged, where each member corresponds to a combination
of a pure symmetry, Tg, and a gauge operation, GA, as in Eq. (1.11). There exist a certain
group in a PSG that is of special interest, which called the invariant gauge group (IGG)
by Wen. IGG consists of all pure gauge transformation that leave the ansatz unchanged,
{GA | GAχˆG†A = χˆ, GA ∈ IGG}, where χˆ corresponds to the ansatz-version of a Hamiltonian
symmetry operator (note that there could exist many GA’s for a fixed symmetry transforma-
tion). In other words, the PSG is a central extension of the symmetry group, g, where the
quotient group is the IGG,
g = PSG/IGG . (1.12)
At this end, the PSG structure and its underlying transformations are fully defined. Impor-
tantly, one can group all the ansa¨tze sharing the same PSG extension of g as the same class
of the quantum matter [Wen, 2002]. Furthermore, Wen used IGGs to label some sub-classes
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of the SL phase. Let us elaborate on this last point: similar to the classical magnetic ordering
where the properties of the low-energy fluctuations (Nambu-Goldstone modes) can be derived
solely from a symmetry group, low-energy properties of the quantum ordering can be read
from the IGG of the ansatz without any knowledge on the fine structure of the model. There
are several algebraic relations in g (as any group) that pose conditions on the element of the
corresponding PSG. For example, since a general symmetry relation reads as TT−1 = I, there
commonly exist a corresponding non-trivial PSG condition as UTU
∗
T ∈ IGG (see McCulloch
[2004- ] for some examples). Solving these conditions for a given IGG lead to finding possible
PSG’s of g (i.e. its central extensions). In short, for a certain Tg and IGG, there could be many
distinct quantum states corresponding to different PSG conditions (which could form degen-
erate groundstates of a Hamiltonian). Finally, let us demonstrate the PSG structure using a
rather detailed and relevant example: D2×Ly , dihedral group of a regular polygonal (or a cylin-
der with the Y -axis set along the periodic direction) of Ly vertices. Group elements of D2×Ly
can be constructed using Ty, i.e. the translation by one site around the cylinder and Ry, i.e. the
reflection about a site or bond (we set Ly = 0 mod 2 and T
pi
y = T
Ly/2
y ). The algebra that
defines the group uniquely corresponds to 〈Ty, Ry|TLyy = R2y = 1, RyTyR−1y = T−1y 〉, which
implies a commutation relation of RyT
pi
y = T
pi
y Ry (equivalent to a linear representation of the
group). However, there exist an extension: the anti-commutation relation of RyT
pi
y = −T piy Ry,
which corresponds to a PSG representation. More precisely, the PSG is the group D2×2×Ly ,
where we effectively doubled the group elements using the anti-commutation. This coincides
with taking only the odd momenta in the Y -direction or imposing an anti-periodic bound-
ary condition (see also below). If we write RyT
pi
y = (±1)T piy Ry, the existence of a Z2-gauge
becomes clear, which is exactly the IGG for this extension (see also McCulloch [2004- ] for
an example on the PSG structure of the AKLT model using translationally-invariant MPS
ansatz).
In the following list, we outline general properties of the spin liquid classes and subclasses of
our interest (as in the classification by Wen [2002]):
1. Rigid spin liquids – A general class of the spin liquids, where the elementary excita-
tions (and any other type of quasi-particles) are fully gapped. For such a gapped gauge
field, Anderson-Higgs mechanism enforces short-range interactions between spinons, so
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a rigid spin liquid sometimes referred to as a short-range RVB [Read and Sachdev, 1991,
Wen, 1991]. Due to the gap argument, Hastings theorem implies that all topological
orders in Mott insulators are, in fact, rigid spin liquids. Moreover, since robust spinon
excitations and other types of fractionalized anyons exist, true spin-charge separation
happens in such liquids. Some canonical examples for this phase are chiral spin liquids
(CSLs) [Kalmeyer and Laughlin, 1987, Wen et al., 1989] and gapped Z2 spin liquids
(see also below).
2. Topological Z2 spin liquids – A subclass of the rigid spin liquids. Let us first describe
the more general subclass of the Z2 spin liquids that corresponds to a (translationally-
symmetric) RVB state, where a Z2 gauge field emerges in their low-energy description
(such phases can be described by a mean-field theory of strictly short-ranged RVB states
– see Kivelson et al. [1987], Rokhsar and Kivelson [1988]). Using the PSG scheme, we
can present an accurate definition for the Z2 spin liquids: it is a quantum order for
which, IGG = Z2 (in other words, IGG only has two members as {I,−I}). Wen [2002]
argued that on a square lattice, considering the symmetry set of {Tx, Ty, Px, Py, Pxy, τ}
(i.e. translation by one site in X, in Y , parity reflection in X, in Y direction, parity
reflection of (x, y)→ (y, x), and time-reversal symmetry, respectively), there exist 196
distinct mean-field Z2 states. A topological Z2 spin liquid is referred to a variant of
such states, where the spinons are fully gapped. Such a topological liquid has a well-
known excitation structure [Kitaev, 2006, Zaletel et al., 2015]: the identity iˆ-anyon
(carries no spinon or vison flux), a bosonic spinon bˆ-anyon (carries a S = 1
2
spin), a
bosonic vˆ-anyon (carries a vison and has a pi-flux threading the cylinder, equivalent to
possessing anti-periodic boundary condition in the Y -direction, Fig. 1.7(c)), and finally
a fermionic fˆ-anyon (a composite excitation, which carries both a S = 1
2
spin and a
pi-flux). We suggest a topological Z2 spin liquid on a cylinder can be fully characterized
using PSGs of τ -symmetry and the cylinder’s dihedral group, D2×Ly (more precisely,
PSGs of τ identifies spinons and PSGs of D2×Ly detects visons – see Chapter 2 and 5). A
canonical example for the topological Z2 state is the four-fold degenerate groundstate
of the Kitaev’s toric code, where the PSGs can be understood through Wilson loop
operators or equivalently considering the emergence of anyonic excitations (see below
and Chapter 3).
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3. Chiral spin liquids – A subclass of the rigid spin liquids. A CSL is a (gapped)
topological order that breaks both τ and P (overall parity reflection) symmetries, but
respects the greater Pτ -symmetry. The effective low-energy gauge structure remains
as SU(2) (such a state does not actually fit in the PSG characterization scheme – see
Wen et al. [1989], Wen [2002] for details). Canonical examples for such a state are FQH
liquids, which are the only robust and stable spin liquids observed in the lab.
4. Algebraic spin liquids – A general class of spin liquids where spinons emerges as
gapless Dirac fermions, which are strongly coupled to a gauge field (free fermions can-
not describe these liquids). ASLs are topologically trivial quantum orders, as expected
from Hastings theorem for the Mott insulators. In ASLs, a massless Dirac-cone dis-
persion appears in the spectra, which is protected by a PSG (see below and He et al.
[2016]). ASLs possess algebraic decaying correlation functions and their gappless na-
ture is robust against perturbations [Rantner and Wen, 2001, Wen, 2002]. In particular,
for a non-Abelian symmetric MPS ansatz, we expect the correlation function scaling
and the triviality of the entanglement structure in ASLs be identical to the quasi-LROs,
although magnetic properties are distinct (cf. Chapter 2 and 6). Canonical examples
for such a state are U(1) Dirac spin liquids (see also Hermele et al. [2005]).
5. U(1) Dirac spin liquids – A subclass of the ASLs. Technical definition can be
presented using the PSG scheme: a spin liquid for which IGG = U(1) and spinons
exhibit a linear Dirac dispersion relation (see below). Wen [2002] proved that in such
liquids, gauge fluctuations cannot spontaneously break the U(1)-gauge and change the
state to a gapless Z2 spin liquid.
At the end, it is worth mentioning that not all types of SL phase support all-symmetric
patterns of spin-spin correlations. In contrast to all-symmetric spin liquids, nematic liquids
exhibit persistent bond anisotropy patterns in a lattice plaquette. Such a state spontaneously
breaks the cyclic symmetries of the plaquettes, while preserves the reflection symmetries and
the overall translational symmetry of the groundstate unit cell (i.e. breaking down a D2×n
group to its mirror symmetries – see Cooper [2016], Kennerly [2010], Rotman [2000] and
Chapter 4). The Nematic spin liquid was originally postulated [Slagle and Xu, 2014] as the
nonmagnetic groundstate of an anisotropic Heisenberg model on the triangular lattice with
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a broken Z6-symmetry (2pi3 -rotational symmetry in the hexagonal plaquettes – see also Lu
[2016]).
1.8 Z2 anyon excitations
Anyons are exotic excitations of the 2D topological spin liquids (cf. Sec. 1.7), where ‘fusion’
and ‘braiding’ operations produce new quasi-particles and non-trivial (fractionalized) phase
factors, respectively, which differentiate them from the fermions and bosons. Consider a
generic pair of quasi-particles, aˆ and aˆ′: an action in quantum statistics, on a wavefunction of
|ψaˆ,aˆ′〉, corresponds to moving two particles (or just one) along some specific paths and pro-
duced an overall phase factor as eiφ|ψaˆ,aˆ′〉 . Possible types of actions include self-statistics
that corresponds to the swap of two same-type particles (shown by aˆ  aˆ), and mutual-
statistics that corresponds to moving distinct particles on space-time worldlines. Both statis-
tics can be represented by braid groups [Kitaev, 2006]. An interesting case of braiding is
turning an anyon, aˆ, around another one, aˆ′, on a full circle, which is equivalent to swapping
particles twice for two dimensions. For fermions one can write, (fermion  fermion)2 = 1
(same is true for the bosons), however anyons behave distinctly (see below). In addition,
a fusion is equivalent to annihilating two particles to create a third one (could be the vac-
uum state), which is shown by aˆ× aˆ′ = aˆ′′ (note that no braiding or fusion occurs if anyons
pass though parallel paths on the lattice.). Fusion rules of bosons and fermions are essentially
equivalent to the algebra for an irreducible representation of a well-defined group, however, in-
terestingly, anyonic fusion rules cannot be usually described by a group [Kitaev, 2006]. More-
over, braiding particles in 3D is rather trivial and the statistics always follows the fermionic
or the bosonic expected phase factors. These all make the physics of 2D anyons unique. If the
braid group can be represented just by numbers (phase factors), anyons are called Abelian.
Otherwise, one needs to employ a matrix representation for multi-dimensional braid groups
and anyons are called non-Abelian (we like to remind that in an Abelian group, g, the gener-
ators satisfy g = 〈G,H|GH = HG〉 and all irreducible representations have Drep = 1, where
the converse theorem is also true. Otherwise, Drep > 1 and the group called non-Abelian,
which is not considered in this thesis for the anyon braiding). In this thesis, we only consider
Abelian anyonic structure of the gapped Z2 spin liquid as introduced in Sec. 1.7. We label Z2
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Figure 1.8 – A non-trivial braiding operation on the Z2 anyons.
anyonic groundstates as {ˆi-sector, bˆ-sector, vˆ-sector, fˆ-sector}. A key breakthrough was the
realization that the statistics of Z2 anyons correspond to the fractionalization of symmetries.
Therefore when intrinsic topological order is coupled with lattice symmetries, the symmetries
themselves fractionalize and lead to SPT ordering [Barkeshli et al., 2014, He et al., 2014,
Mesaros and Ran, 2013, Zaletel et al., 2015], which is readily detectable in many numerical
methods (for some examples, see Chapter 2 and 5).
To find the general fusion and braiding rules of the Abelian Z2 anyons, Kitaev [2006] initially
employed the spin-1
2
xyz-links honeycomb model and applied a spin-fermion transformation
to create a quadratic Hamiltonain of free Majorana fermions. The phase diagram of the latter
model contains a gapped phase with emergent Z2 vortices. It turns out that this phase can
be reconstructed by the application of a second-order perturbation theory on the original
spin honeycomb Hamiltonian. Based on the perturbative approach, Kitaev constructed an
effective Hamiltonian for the original model and proved that it can be mapped, exactly, to
the toric code model (cf. Chapter 3), the groundstate of which is a topological Z2 spin liquid.
The complete fusion rules of Abelian Z2 anyons read
bˆ× iˆ = bˆ, vˆ × iˆ = vˆ, fˆ × iˆ = fˆ, bˆ× vˆ = fˆ,
iˆ× iˆ = vˆ × vˆ = bˆ× bˆ = fˆ × fˆ = iˆ . (1.13)
The last line means that the anyons are their own anti-particles. A non-trivial braiding rule
of our interest, between bˆ and vˆ is presented in Fig. 1.8, which is equivalent to turn one anyon
around the other on a full circle or a double-exchange (a proof will be provided in Chapter 3).
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For the completeness reasons, let us explicitly write the self-statistic rules, too:
iˆ iˆ = 1, bˆ bˆ = 1 ,
vˆ vˆ = 1, fˆ  fˆ = −1 . (1.14)
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Chapter 2
Methods:
two-dimensional DMRG in a universe built
by MPS
2.1 Introduction
Since its invention in 1992 by White [1992] (see also White [1993]), DMRG has revolution-
ized numerical studies of low-dimensional quantum magnets, alongside many other areas of
many-body physics, and led to the realization of some exotic forms of the quantum matter
(see Schollwo¨ck [2011] for a full review on the DMRG). White’s traditional DMRG algorithm
was intended to generalize Wilson’s numerical renormalization-group (NRG) [Wilson, 1975]
for “certain cases”. However, it soon becomes clear that variants of DMRG are amongst
the most powerful methods to find variational ground and excited states in one dimension,
under virtually any physical condition, and even in two dimensions; although, some inherent
difficulties exist for the latter (see White and Chernyshev [2007] and also below). Strikingly,
shortly after the invention, O¨stlund and Rommer [1995] realized that the thermodynamic
limit of the DMRG is equivalent to a translationally invariant MPS (also known as “finitely
correlated states”, which was used by Aﬄeck et al. [1987], Derrida et al. [1993], Fannes et al.
[1992], Klumper et al. [1991] for exact solutions for various models, most famously the Aﬄeck-
Kennedy-Lieb-Tasaki model). MPS is a tensor network Anstaz (see Oru´s [2014] for a review
on the tensor network methods), which provides a rigorous mathematical description of the
27
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wavefunction. MPS owes much of its rapid development to quantum information studies, for
examples on systems with PBC [Verstraete et al., 2004b] and at finite temperatures [Feiguin
and White, 2005, Verstraete et al., 2004a]. The MPS formulation strengthened the math-
ematical basis of already well-established DMRG, as the matrix product form is extremely
easy to manipulate. The computational cost of the MPS scales as O(eSEE), where SEE is the
wavefunction’s entanglement entropy (EE). This explains the enormous success of the DMRG
algorithm for 1D groundstates, as in such cases the EE scales at worst with log(Leff ) (for
critical states), where Leff stands for the effective (characteristic) system size in an infinite
lattice; therefore MPS performs with O(poly(Leff )) (even on 2D lattices, EE scales at worst
with Lcut log(Leff ), where Lcut stands for the size of the boundary of the cut in the calcula-
tion of the entropy; this is still significantly cheaper than the diagonalization cost of eL – see
below for details).
Almost all modern implementations of DMRG employ an MPS ansatz; moreover one can
construct a purely variational MPS groundstate without any DMRG-type ‘truncation’ (see
Schollwo¨ck [2011] and also below). In addition to capturing the physical entanglement of 1D
systems, the other key mechanism that make the modern formulation successful emerges from
the MPS tensor-product form. This allows one to perform local operations to optimize MPS
tensors. In other words, the MPS effectively exploits the local nature of the Hamiltonians to
create a reduced-dimension, working Hilbert space. If m is the dimension of matrices used in
the MPS (see below), the computational cost of the algorithm [McCulloch, 2007, Verstraete
and Cirac, 2004] is only up toO(m3) (O(m5)) for the systems with OBC (PBC). Furthermore,
one can construct all the Hamiltonian and associated operators in a matrix product operator
(MPO) representation analogous to an MPS (the MPO formulation for the Hamiltonian
and other operators was introduced by McCulloch [2007] and later on extended in [Hubig
et al., 2017, McCulloch, 2008, 2004- , Michel and McCulloch, 2010, Schollwo¨ck, 2011] – see
[Verstraete et al., 2004a] for the first use of MPOs as density operators). Another key utility of
MPS and MPO representations is the flexibility: one can save the MPS of the groundstate as
an input for later uses such as the calculation of fidelity, overlaps, and order parameters using
MPOs. Typically traditional DMRG uses some predetermined expectation values/correlation
functions measured during the DMRG calculations. Moreover, many quantum information
theory tools can be directly formulated in the MPS approach to measure observables that
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robustly characterize topological and magnetic long-range phases (see below). As a result, in
this chapter, we avoid following a historical approach in introducing DMRG. Rather, we try
to present an up-to-date review based on the MPS formulation (it should be noted that we
will closely follow the conventions and the procedures of Hubig et al. [2015], McCulloch [2008,
2007], Michel and McCulloch [2010] in demonstrating the general aspects of the algorithm).
MPS and DMRG algorithms can be easily extended to two dimensions and employed to study
a range of interconnected phenomena such as geometrical frustration, continuous-symmetry-
broken LRO, and intrinsic topological ordering (cf. Chapter 1). This is manifested in many
modern high-precision numerical studies (see below), the original works such as [McCulloch,
2002] on two-dimensional t-J model and [White and Chernyshev, 2007] on square and trian-
gular Heisenberg model, and reviews such as [Stoudenmire and White, 2012], which referred
to two-dimensional DMRG as “the most powerful method for studying 2D quantum lattice
systems”. For implementing the inherently one-dimensional MPS in two dimensions, the key
is to find an ‘efficient’ map of the chain onto a 2D lattice, which minimizes the entanglement
and range of 1D interactions. There exist many ways to wrap an MPS chain around a 2D
surface and some will be discussed below in details. The drawback of such mappings emerges
from the fact that the computational cost scales exponentially with the system width, Ly
(e. g. see Stoudenmire and White [2012]). However, in this thesis, we have succeeded to pro-
duce highly-converged groundstates on cylinders of width up to Lmaxy = 12, much larger than
typical edge sizes achievable via ED. Other than MPS, other tensor network methods can
be employed to describe 2D wavefunctions. However, ansa¨tze based on projected entangled
pair states (PEPS) type [Verstraete and Cirac, 2004] are rather complex and computationally
costly for highly frustrated magnets even though, in principle, they provide good computa-
tional scaling properties in 2D. Nevertheless, those numerical approaches that have been de-
veloped in a way that are especially useful for the frustrated systems can be effectively adopted
for the models like the THM. Examples include large-scale parallel-tempering QMC [Seabra
et al., 2011] and some tensor networks methods such as entangled-plaquette states [Mezza-
capo and Cirac, 2010] and multi-scale entanglement renormalization ansatz (MERA) [Harada,
2012].
Another utility of MPS comes from the fact that the Hamiltonian symmetries (in the form
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of good quantum numbers) can be incorporated in the ansatz, rather simply. Exploiting
the symmetry in the calculations produces a significant speed-up, by further breaking down
the dimension of the computational Hilbert space. In a typical OBC case, SU(2)-symmetric
MPS/DMRG (see below) performs about 27 times faster to reach the needed accuracy in
energy compare to the no-symmetric algorithms. However, the implementation of the quan-
tum numbers may result in larger wavefunction unit cell sizes. In a practical example, for a
three-sublattice AFM groundstate, the existence of the (S = 0)-sector of the SU(2) and the
tripartite symmetry are required, which leads to Lu = 0 mod 6.
We like to emphasize that all MPS/DMRG calculations in this thesis were performed through
Matrix Product Toolkit [McCulloch, 2004- ], which is a powerful software suite of tools to
manipulate MPS. In addition, to get some complementary diagonalization results including
the momentum-resolved energy spectra of the Heisenberg-type models on small size rings,
we have prepared a Matlabr package and performed a few U(1)-symmetric ED calculations
(preserving Sztotal quantum numbers) in a bit-like ket representation, the algorithm for which
is meticulously discussed in [Sandvik, 2010]. The rest of the chapter is organized as follows.
In Sec. 2.2 and 2.5, we present the basic mathematical formulation of the MPS and the MPO
representations, respectively. An approach to calculate the overlap of two MPS is described in
Sec. 2.3. We demonstrate how we perform the local updates of the MPS matrices in Sec. 2.4.
In Sec. 2.6 and 2.7, we explain how to incorporate the quantum numbers of the Hamiltonian’s
Abelian and non-Abelian symmetries into the MPS matrices, respectively. Two robust finite-
size DMRG algorithms are introduced, step-by-step, in Sec. 2.8. We describe the state-of-the-
art translation-invariant infinite-size MPS and DMRG algorithms in Sec. 2.9. The method of
the transfer operator is discussed in Sec. 2.10, which simplifies the calculations of the operator
matrix elements and the correlation lengths. The specifics of the latter approach appear in
Sec. 2.11. We demonstrate the details of the MPS mapping onto 2D lattices in Sec. 2.13
and revisit an efficient way to classify such wrapping methods in Sec. 2.14. The sources
of the systematic errors in the DMRG are discussed in Sec. 2.16. We provide the details
of the EE scaling behaviors in Sec. 2.15. The PSG structures of the operators of interest
for the THM are presented in Sec. 2.17. In Sec. 2.18, in a rather new approach, we state
that how we calculate non-local moments and the cumulants of the order parameters in the
context of infinite-size MPS/DMRG methods. We present a non-historical introduction to the
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concept of the ES in Sec. 2.19. At last, in Sec. 2.20, we present another new numerical tool,
the momentum-resolved ES, to efficiently detect and characterize topological and symmetry
broken phases.
2.2 MPS basics
A generic quantum state for a chain of size L can be written as
|ψ〉 =
∑
{si}
Cs1,s2,...,sL|s1, s2, ..., sL〉 , (2.1)
where si represents all local physical degrees at site i with dimension d and the sum runs over
all si’s. The coefficient Cs1,s2,...,sL can be considered as a tensor that spans the full Hilbert
space. The computational challenge facing numerical methods should be now clear from the
immense degrees of the freedom that can be encoded into C. In the MPS ansatz, such a
wavefunction (irrespective of the form of local bases) is represented in a matrix-product form,
|ψ〉 = Tr
∑
{si}
As11 As22 As33 ...AsLL |s1〉 ⊗ |s2〉 ⊗ |s3〉...⊗ |sL〉, (2.2)
where Asii is a matrix that encodes local information available for the ith ket. Asii has signif-
icantly reduced dimensions in comparison to the full space. In the MPS form, an operation
on the state can be constructed as an operation between some matrix elements. Asii can be
arbitrarily chosen to be purely real, purely imaginary, or complex matrices. In addition, there
is no particular constraint on the form of A-matrices. However, in the calculations used in
this thesis, for simplicity we always set Asii to be square matrices of dimension m×m away
from the boundaries. Below, we shall see that m controls the precision of the ansatz wave-
function in capturing the details of the physical state. In the MPS/DMRG literature, m is
often referred to as the bond dimension or the number of states. We visualize Eq. (2.2) using
an schematic diagram as in Fig. 2.1. As we continue with more complicated tensorial forms,
such sketches (referred to as ‘MPS diagrams’ for both state and operator visualizations) sig-
nificantly help to simplify equations. In an MPS diagram, contracted indices of tensors are
represented using connected lines and remaining indices using free legs. In this chapter, we
employ many shorthand notations and compact forms to further simplify state and operator
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A1 ALA3A2
Figure 2.1 – A diagrammatic representation of the generic MPS structure of Eq. (2.2). A-
matrices are replacing the physical sites. Red bonds illustrate the physical degrees of the
freedom, {si} (of dimension d). Connected black lines depict the contraction between A-
matrices and are known as the virtual bonds (of dimension m, away from the edges).
representations, wherever it is unambiguous. In particular, we drop the subscript i and the
local basis index of si from Asii , ignore direct product notation of ⊗, and show the MPS
wavefunction as ΨL ≡ As1As2As3 ...AsL , with their meanings understood.
The simplest form that can be represented by an MPS coincides with an OBC wavefunction.
The OBC is the only case that we discuss in this chapter for finite-size algorithms (for an
introduction to the PBC case, see Verstraete et al. [2004b], and to non-periodic infinite-
size MPS forms, see Vidal [2007]; the latter should not be confused with the translation-
invariant infinite MPS/DMRG method described below). In Fig. 2.1, the OBC can be easily
implemented as we left virtual bonds at the boundaries open (uncontracted). To enforce OBC
in Eq. (2.1), we require As1 to be 1 ×m, AsL to be m × 1, and other all A’s to be m ×m
matrices. Due to the existence of one-dimensional bases at the boundaries, A-matrices can
be regarded as operators acting on the left and right vacuum states. In such a case, one
can drop the trace operation in Eq. (2.1) (for the PBC case, one needs to connect, i.e. sum
over the virtual bonds at the ends of the MPS stripe and leave the trace operation in place –
see Pippan et al. [2010], Verstraete et al. [2004b] for details).
A generic MPS wavefunction, without any constraint on A-matrices, is a difficult object to
manipulate numerically due to numeral stability problems. However, we can freely insert
XX−1, where X is an m × m non-singular matrix, in-between A-matrices. This represents
a transformation freedom of A-matrices, as long as a corresponding transformation can be
applied to its neighbor. One can use this freedom and construct an ‘orthonormalized’ MPS
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for which all A-matrices satisfies one of the following conditions:∑
s
As†As = 1 (left-orthogonality constraint). (2.3)
∑
s
BsBs† = 1 (right-orthogonality constraint), (2.4)
We always denote A-matrices that are satisfying the left-orthogonality constraint (also known
as the LHS orthonormality) using A, and the ones satisfying the right-orthogonality constraint
(also known as the RHS orthonormality) using B. Although both constraints are desired to
make numerical results easy to interpret, it is not in general possible to make all A-matrices
right- and left-orthogonal, simultaneously. Rather, only one of the constraints is applied to
all A-matrices, or the half left of them is updated to satisfy Eq. (2.3) and the right half to
satisfy Eq. (2.4). To make an arbitrary MPS orthonormal, we mainly employ the singular
value decomposition (SVD) method (e.g. see Golub and Van Loan [2012], Higham [2002]),
which is a well-established linear algebra tool (there exist some other, closely connected,
approaches for the orthonormalization of A-matrices including the reduced density matrix
method of DMRG – see Schollwo¨ck [2011] and also below). Suppose we want to apply the
left-orthogonality constraint to all A-matrices. We reshape the matrix Asi,j to contain a
multi-space index of (s, i) (of dimension dm) and a single-space index j (of dimension m),
Asi,j → A(s,i),j . This is equivalent to writing A[s] in the form of A = [A[1]A[2] · · · A[d]]T . The
SVD of such a dm×m-dimensional matrix leads to
A(s,i),j =
∑
k
U(s,i)kCkkV
†
kj . (2.5)
where U is a column-orthogonal (U †U = 1, also known as the column-unitary) dm × m-
dimensional matrix, V † is a row-orthogonal ((V †)(V †)† = 1, also known as the row-unitary)
m×m-dimensional matrix, and C is a non-negative, diagonal, m×m-dimensional matrix of the
singular values, Cii (we always arrange C in decreasing order, C11 ≥ C22 ≥ C33 ≥ ... ≥ Cmm).
U obviously satisfies the left-orthogonality constraint, Eq. (2.3). Therefore, we can use U as
the updated orthonormal matrix, U(s,i),j → A(s,i),j , and reshaping it again as Asi,j = U si,j . Then
we insert the leftover CV † to the right. As a result the neighboring A-matrix on the right is
no longer orthonormalized (even if it used to be). However, we iteratively proceed with this
normalization process until that the non-orthogonal A matrix be on site L. If we apply the or-
thonormalization process once more to the right, the leftover object, A¯, is now a 1×1 matrix (a
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number) on the far right, which makes the MPS fully left-orthogonalized, As1As2 ...AsLA¯ (also
known as the ‘left-canonical’ form). A¯ coincides to the norm of the wavefunction [McCulloch,
2007]: due to the definition of the inner product for ket matrices, 〈M|N〉 = Tr(M†N ), the
2-norm can be written as |||ψ〉||22 = Tr(
∑
{si}A
s1†As1As2†As2 ...AsL†AsLA¯2) = A¯2. Similarly,
by reshaping Asi,j → Ai,(s,j), performing an SVD analogous to Eq. (2.5), and considering UC
as the leftover object, we can produce a right-orthogonalized matrix by setting Bsi,j = V
s
i,j .
We iteratively insert the leftover into the left until reaching the far left, which makes the
MPS fully right-orthogonalized, B¯Bs1Bs2 ...BsL (also known as the ‘right-canonical’ form). In
the equivalent process of the reduced density matrix orthonormalization, SVD will be used
to derive the Schmidt decomposition (e.g. see Schollwo¨ck [2011]) of a general quantum state.
This is when we divide the chain into two partitions of L and R with orthonormal bases of
{a}L and {b}R, respectively,
|ψ〉 =
∑
ab
Ψab|a〉L|b〉R . (2.6)
The reduced density matrices for partition L and R are defined, respectively, as
ρ˜L = Tr
R
|ψ〉〈ψ| = ΨΨ†
ρ˜R = Tr
L
|ψ〉〈ψ| = Ψ†Ψ, (2.7)
where TrR (TrL) denotes the partial trace over all degrees of freedom of the partition R (L),
and what appear on the RHSs correspond to the matrix form of the operators (note that for
an operator, O˜, acting on the same partition as the reduced density matrix, ρ˜, the general
properties of 〈O˜〉 = Tr(ρ˜O˜) and Tr ρ˜ = 1 are still valid). To orthonormalize the wavefunction
in Eq. (2.6), we only need to perform an SVD on Ψ,
|ψ〉 =
∑
ab
∑
k
U˜akC˜kkV˜
†
kb|a〉L|b〉R
=
∑
k
C˜kk
(∑
a
U˜ak|a〉L
)(∑
b
V˜ †kb|b〉R
)
=
∑
k
C˜kk|k〉L|k〉R , (2.8)
where the singular values, C˜kk, are now the coefficient of the wavefunction in the Schmidt
basis. In fact, we have effectively applied separate unitary transformations to |a〉L and |b〉R
in such a way as to diagonalize the coefficient matrix C˜. Eq. (2.8) coincides with the iterative
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applications of the SVD to an MPS from both sides, making the matrices in the L-partition
(R-partition) left-orthonormalized (right-orthonormalized), and moving the remaining part
toward the center until only a single C˜-matrix is left at the boundary of the bipartition
(below, we will revisit this form). The norm of the wavefunction can be now expressed as the
Frobenious norm of Ψ,
|||ψ〉||22 = ||Ψ||2Frob =
∑
ab
|Ψab|2 =
∑
k
C˜2kk . (2.9)
A key feature of the orthogonalized bases appearing in Eq. (2.8) is that we can choose to
keep a reduced number of singular values in C˜, which is equivalent to reducing the bond
dimension of the A-matrices in the corresponding orthonormalized MPS wavefunction (note
that it is not generally safe to trim the dimensions of a non-orthogonal MPS – see Schollwo¨ck
[2011] and also below). If the SVD of Ψ produces r singular values in total (arranged in
decreasing order in the C˜-matrix), we can decrease the matrix dimension by discarding a
number of the smaller singular values, keeping only m, and replacing the rest with zeros,
C˜ = diag(C˜11, C˜22, ..., C˜rr) → C˜ = diag(C˜11, C˜22, ..., C˜mm, 0, ..., 0). This allows us to retain
the first m columns (rows) of the U˜ -matrix (V˜ †-matrix) and produce the truncated matrix of
Ψm = U˜mC˜mV˜
†
m (such a process is generally known as matrix truncation or compression).
In practice, we want to perform an ‘MPS compression’, i.e. to truncate the dimension of all
MPS matrices (away from boundaries) to a new bond dimension of m. There exist two main
approaches to fully compress an MPS. In a later section, we shall present an SVD-based
approach that truncates only a central MPS matrix (see Schollwo¨ck [2011] for the alternative
approach of “iterative compression”). The truncation of a wavefunction leads to the reduction
of the Frobenious norm, ||Ψm||2Frob < ||Ψ||2Frob. In other words, we are replacing an exact
state with an approximate (MPS) wavefunction, which upon keeping enough number of states
can provide a good description of the original one. To obtain a measure of the accuracy, one
can consider the sum of the squares of the discarded singular values, namely the truncation
error,
ε(m) = ||Ψ− Ψm||2Frob = 1−
∑
i≤m
C˜2ii =
∑
i>m
C˜2ii, (2.10)
which is exactly the sum of the discarded eigenvalues of the reduced density matrix, since,
demonstrably, ρ˜L =
∑
k C˜
2
kk|k〉L〈k|L and ρ˜R =
∑
k C˜
2
kk|k〉R〈k|R. In MPS/DMRG calcula-
tions, the accumulated ε and the energy variance are widely used as the main criterion for
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verifying the convergence of variational wavefunctions (see Schollwo¨ck [2011], Verstraete and
Cirac [2006] and also below).
The MPS greatly simplifies arithmetical operations on wavefunctions. Consider two distinct,
arbitrary MPS,
|A〉 = As1As2 ...AsL|s1〉|s2〉|s3〉...|sL〉
|B〉 = Bs1Bs2 ...BsL|s1〉|s2〉|s3〉...|sL〉 . (2.11)
Now, the superposition |C〉 = |A〉+ |B〉 is simply another MPS, Cs1Cs2 ...CsL , that is the direct
sum of the form
Csi = Asi ⊕ Bsi , (2.12)
beging careful at the boundaries; since these are always one-dimensional, a direct sum is not
appropriate. Instead, McCulloch [2007] concatenates the columns and rows at the bound-
aries, which results in an increased bond dimension of mC = mA + mB while the boundary
tensors remain 1-dimensional. Note that the new |C〉 is no longer orthonormalized and may
also require truncation. There are several methods to orthonormalize and truncate the su-
perposition state [McCulloch, 2007]. The most efficient approach for large m is to perform a
DMRG-like optimization on the overlap 〈C|(|A〉 + |B〉) (see below) to produce a new varia-
tional superposition state.
2.3 Calculation of the overlap
The overlap of two distinct MPS, |A〉 and |B〉 is a frequently appearing operation in DMRG
optimizations, e.g. in the measurement of the fidelity of two states, 〈A|B〉, or in a Frobenius
norm calculation (cf. Sec. 2.2). Such operations are rather difficult to extract from traditional
DMRG [Schollwo¨ck, 2011]. Here, we first expand the MPS form of the overlap, explicitly:
〈A|B〉 =
∑
{si}
Tr(As1†As2†As3†...) Tr(Bs1Bs2Bs3 ...)
= Tr
∑
{si}
(As1† ⊗ Bs1)(As2† ⊗ Bs2)(As3† ⊗ Bs3) · · · . (2.13)
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= F(n)
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BL†
ALAL-1
BL-1†
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Bn†
Figure 2.2 – MPS diagrams for an (a) E-, Eq. (2.14), and an (b) F -matrix, Eq. (2.15), for
distinct MPS of |A〉 and |B〉.
The OBC implies that As1 and Bs1 are 1×m matrices, so the direct product (also known as
the Kronecker product), E(1) =
∑
s1
As1† ⊗ Bs1 , corresponds to an ordinary m×m matrix
(in presenting state and operator tensors, we may place the position index in the brackets,
Mn ↔ M(n), to avoid confusion with matrix elements). Similarly, for the other edge, we
can define an m×m matrix as F (L) = ∑sL AsL ⊗ BsL† (one may leave the physical indices
uncontracted, then define Es1(1) = As1† ⊗ Bs1 and F sL(L) = AsL ⊗ BsL†; such objects are
generally referred to as E- and F -matrices – see McCulloch [2007] and also below for the most
general forms). The rest of the E-matrices are defined successively via E1,
E(n) =
∑
sn
Asn†E(n− 1)Bsn , (2.14)
which iterates from the left to the right until reaching site L. Analogously, we construct the
rest of F -matrices by starting at the RHS of the system and iterating toward the site 1,
F (n) =
∑
sn
AsnF (n + 1)Bsn† . (2.15)
We present the MPS diagram for the E and F matrices in Fig. 2.2. It is advised [McCul-
loch, 2007] to always associate E-matrices (F -matrices) with all left-orthonormalized (right-
orthonormalized) MPS matrices, Eq. (2.3) (Eq. (2.4)), to achieve better numerical stability.
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In such a case, the last overlap matrix, i.e. EL (or similarly, F1), becomes a 1× 1 matrix that
represents, exactly, the fidelity value (complex conjugate of the fidelity).
2.4 Local updates of the MPS: the center matrix for-
malism
A flexibility of the MPS algorithm emerges from the fact that we can modify one or few
A(’s) iteratively to optimize the accuracy of an approximate wavefunction. Such a process
is referred to local updates or optimizations of the MPS. However, there is an even more
flexible alternative, originally introduced to bridge MPS with older DMRG formulations: the
center matrix [McCulloch, 2008, 2007]. In this formulation, we start with an arbitrary MPS,
Eq. (2.2), and orthonormalize matrices (cf. Sec. 2.2) from both ends toward a center. In
performing the SVD of a RHS (LHS) matrix, we move the leftover, non-orthogonal matrix
one place to left (right) by incorporating it into the NN matrix. After reaching a central site
at position n, the updated MPS acquires the form
Ψn = A
s1As2 ...AsnΛnB
sn+1Bsn+2 ...BsL , (2.16)
where Λn is an ordinary m×m MPS matrix, which is called the center matrix (whenever it
is unambiguous, we use Λ with indices suppressed to denote the center matrix). One should
keep in mind that all MPS matrices, corresponding to a physical site, are already orthonor-
malized in Eq. (2.16), while Λ represents leftover terms (it does not represent any physical
site). The MPS in Eq. (2.16) is in a form known as the mixed-canonical state [Schollwo¨ck,
2011]. The center matrix can be moved to any other position in the lattice by performing
an SVD on its NN matrices. For example, suppose that we want to move the center ma-
trix one position to the right (a process which is known as a ‘right-moving’ iteration or the
‘rotation’ of the center matrix to the right – cf. [McCulloch, 2008, 2007]). As in Eq. (2.5),
we reshape Bsn+1 , perform the SVD of B(n + 1) = U(n + 1)C(n + 1)V †(n + 1), and set
U sn+1 → A′sn+1 and ΛC(n + 1)V †(n + 1) → Λ′. The updated wavefunction corresponds to
Ψn+1 = A
s1As2 ...AsnA′sn+1Λ′Bsn+2Bsn+3 ...BsL (the center matrix has moved one position to
the right). However, to see the full potential of the center matrix formulation, let us perform
a right-moving iteration in a new, but equivalent, way, which focuses on updating Λ and
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can be used to fully truncate the MPS. In the new method, we introduce the local physical
degrees of the freedom of Bsn+1 in the center matrix (a process known as ‘expanding’ the local
basis [McCulloch, 2007]). We first replace the m ×m-dimensional Bsn+1 using the following
(no reshaping happens at this stage),
B
′sn+1
ij = δid+sn+1,j , (2.17)
where (id + sn+1) runs over dm states. Then, we construct a new center matrix in the
dm×m-dimensional form of
Λ˜id+sn+1,k = B
sn+1
ik . (2.18)
In doing so, we did not change the physical wavefunction, as B′sn+1Λ˜ = Bsn+1 . The new
basis of Λ˜ is ‘complete’ since it contains all m states reachable from the right bond, plus
d local physical states. As an interesting feature, at each single iteration, one can choose
to expand the basis of the LHS A-matrix too, or even further away matrices, to set up a
single-site, two-site, or multi-site optimization processes (see below). Now, we apply the SVD
to the center matrix, Λ˜ = U˜ C˜V˜ †. If it is desired, we can now truncate C˜, retaining only m′
(m′ < m) eigenvalues, as instructed in Sec. 2.2. Next, we form the updated wavefunction
using U sn+1B′sn+1 → A′sn+1 and ΛC˜V˜ † → Λ′ to finish the iteration. Similarly, one can perform
a ‘left-moving’ iteration (rotation of the center matrix to the left) by applying the SVD to
Asn . One should perform the local basis expansion, i.e. rotating the center matrices, for all
MPS matrices (from 1→ L, L→ 1, or both ends toward a center) to complete the equivalent
of a DMRG sweep. In the center matrix formulation, the reduced density matrix forms of
Eq. (2.7) can be simplified [McCulloch, 2008, 2007] to
ρ˜L = ΛΛ
† (left-half of the system), (2.19)
ρ˜R = Λ
†Λ (right-half of the system), (2.20)
which corresponds exactly to the superblock wavefunction of the conventional DMRG (a
reduced density matrix, like Eq. (2.20), can be written in an explicit operator form ρ˜s
′s
ij =∑
k Λ
s′∗
ki Λ
s
kj , which reveals its dimension of dm× dm – see below). The orthonormality of A-
matrices (B-matrices) guarantees that ρ˜L (ρ˜R) is always diagonal in the LHS (RHS) basis, due
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Figure 2.3 – Schematic diagram for an MPO in the form of M ss
′
aa′ , as in Eq. (2.25).
to Λ being the result of SVD operations. Another useful compact notation can be constructed
by dividing the mixed-canonical state to a left- and a right-partition product,
Ln = As1As2 ...Asn , (2.21)
Rn = BsnBsn+1 ...BsL . (2.22)
Now, Eq. (2.2) can be written as
|ψ〉 = Tr
∑
sn
Λ
(Ln|s1, s2, ..., sn〉)⊗ (Rn+1|sn+1, sn+2, ..., sL〉) , (2.23)
which proves that the mixed-canonical form exactly corresponds to the Schmidt decomposition
of the wavefunction, Eq. (2.8) (see Schollwo¨ck [2011] for more details). Moreover, using the
overlap relation of Eq. (2.13), it can be shown that, in the most general form, the norm of a
MPS (in the language of the center matrix formalism) corresponds to
〈ψn|ψn〉 =
∑
sn
Tr(Λsn†Λsn) . (2.24)
2.5 MPO basics
McCulloch [2007] introduced the following generalization of Eq. (2.2) to represent a local
Hamiltonian and associated operators,∑
{si,s′i}
M s1,s
′
1M s2,s
′
2M s3,s
′
3 ...M sL,s
′
L |s1〉〈s′1| ⊗ |s2〉〈s′2| ⊗ |s3〉〈s′3| ...⊗ |sL〉〈s′L| . (2.25)
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Each M ss
′
aa′ is now a rank-4 tensor: s, s
′ ∈ {1, 2, ..., d} and a, a′ ∈ {1, 2, ..., m˜}, as shown in
Fig. 2.3. Similar notation was employed earlier, in the context of MPS-like algorithms for
finite temperature density matrices, by Verstraete et al. [2004a]. An MPO in the form of
M ss
′
can be also thought as a d × d ‘super-matrix’ where each element corresponds to an
ordinary m˜ × m˜ MPS matrix. However a more convenient representation is to regard an
MPO as a m˜ × m˜ matrix where the elements are local operators. We refer to m˜ as the
MPO bond dimension. For most physical operators, for example Hamiltonians with finite-
range interactions, m˜ is typically rather small. Finite-range operators have an exact MPO
representation (see below). For OBC, as before, we require the first and last (boundary)
M -matrices to be 1× m˜-dimensional and m˜× 1-dimensional, respectively. The MPO form is
convenient because it easily allows arithmetic operations on operators, however care needs to
be taken. Some algebraic manipulation of the MPOs, such as mixing with a arbitrary unitary
transformation, as in a rotation, are recipes for the disaster, because the Frobenius norm of
two operators can differ several orders of the magnitude (see Hubig et al. [2017], McCulloch
[2007] for details). These may lead to some significant loss of precision. Therefore, we avoid
mixing different rows/columns of M -matrices, rather, only collapse two rows/columns that
are parallel and fully similar (which reduces the local dimensions; in this case, the actual
norms of the components are irrelevant – see below for an example). Such a collapse process
is called the “MPO optimization” and can lead to significant reductions in the computational
cost. There exist several well-established methods of MPO optimization, fully described
in [Hubig et al., 2017], where depending to the form of the Hamiltonian operators, some
procedures work better than others. What remains after an MPO optimization is essentially
an M -matrix with the minimum possible dimension. There are (non-physical) operators, such
as ones containing an exponentially large number of N -body terms (with N→∞), where no
MPO optimization scheme can be employed [McCulloch, 2007]. For DMRG calculations in
this thesis, we only use “deparallelization” optimization algorithm.
For infinite systems, there are two major classes of the MPOs. The first class, which includes
the majority of the physical operators, is referred to as the triangular MPOs. These repre-
sent operators that are a polynomial combinations of the local operators and, consequently,
scale polynomially with the system size (such operators can be put either in a lower or an
upper triangular form – see below). Since the expectation values of the triangular MPOs are
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polynomial function of the length, on an infinite lattice, the matrix elements would diverge.
However, one can calculate the expectation value per site, which provides a well-defined
quantity. The second class are called exponential MPOs, or product MPOs, that consist a
products of local operators and are so-named because the exponential of a triangular MPO
is of this form (although in general the exact exponential of a triangular MPO is not finite-
dimensional). The expectation value of such operators scale exponentially with the system
size.
For a Hamiltonian that is a sum of finite-range interacting terms, we can represent [McCulloch,
2007] M -matrices using their Schur form [Golub and Van Loan, 2012, Higham, 2002] (here,
we arbitrarily choose to present all such MPOs in their lower triangular form – see also Michel
and McCulloch [2010]). Moreover, without a loss in the generality, we chose to set the top-left
and bottom-right components of an open-boundary MPO to the identity matrices. In such a
way, the position-independent M operator belonging to a local Hamiltonian of all one-body
terms, Hˆ =
∑
iXi, can be written as
M sis
′
i =
 δsis′i 0
Xsis
′
i δsis
′
i
 , (2.26)
which is regarded as a 2 × 2 matrix. As per usual, we use a compact notation in which all
local indices and trivial zero elements are suppressed,
M =
 I
X I
 . (2.27)
A more general case is a sum of all one-body terms in the form of Aˆ⊗ Aˆ⊗ ...⊗ Aˆ⊗ Bˆ⊗ Cˆ ⊗
...⊗ Cˆ ⊗ Cˆ on a lattice of the arbitrary size. In this case, the MPO corresponds to
M =
Cˆ
Bˆ Aˆ
 . (2.28)
For the NN bond terms, Hˆ =
∑
iXiYi+1, we construct a 3× 3 MPO,
M =

I
Y 0
0 X I
 . (2.29)
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Figure 2.4 – MPS diagram for the product of an MPO and a wavefunction, Eq. (2.32).
Again, a more general case is a sum of string-like operators (bond terms were a special case)
in the form of Aˆ⊗ Aˆ⊗ ...⊗ Aˆ⊗ Bˆ ⊗ Cˆ ⊗ Cˆ ⊗ ...⊗ Cˆ ⊗ Dˆ⊗ Eˆ ⊗ ...⊗ Eˆ ⊗ Eˆ on a lattice of
the arbitrary size. In such a case, the MPO corresponds to
M =

Eˆ
Dˆ Cˆ
0 Bˆ Aˆ
 . (2.30)
Even long-range, but exponentially-decaying interactions, can be represented, efficiently, using
Eq. (2.30) (see [Crosswhite and Bacon, 2008, McCulloch, 2008] for details). As a practical
example for mixed N -body couplings, consider the transverse-field Ising model, HIsing =∑
i σ
z
i σ
z
i+1 + λ
∑
i σ
x
i . The MPO form corresponds to
HIsing =

I
σz 0
λσx σz I
 . (2.31)
The generalization of the MPO representation to N -body terms, N > 2, is trivial by fol-
lowing the same pattern. Furthermore, direct sum and product of triangular MPOs follows
straightforwardly, since the sum and product of two lower-triangular matrices is another
lower-triangular matrix.
In contrast to the approach of conventional DMRG, where the Hamiltonian is typically coded
into the structure of the block transformations inside the algorithm, the MPO representation
offers flexibility and scope for arithmetic operations and easiness in the manipulation through
the symbolic computations [McCulloch, 2007]. Consider the product of two distinct MPOs,
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Ea'(n) =
(a)
Ma'1 + +E1(n-1)
A†
B
Ma'2E2(n-1)
A†
B
... + Ma'mEm(n-1)
A†
B
Fa'(n) =
(b)
+ + ... +F2(n+1)
A
B†
Ma'1 Ma'2
B† B†
A A
Ma'm
B1
A1†
B2
A2†
...
...
Bn
An†
M M M
...
...
MM
BL-1 BL
AL-1† AL†
= Ea'(n) Fa'†(n)
(c)
Bn
An†
M(n)
F1(n+1) Fm(n+1)
Figure 2.5 – MPS diagrams for (a) an Ea
′
- and (b) an F a
′
-matrix, Eq. (2.33). (c) The
general overlap of 〈A|M |B〉, Eq. (2.35).
Aˆ and Bˆ, as in Cˆ = Aˆ ⊗ Bˆ. This can be simply obtained by performing the Kronecker
matrix product, which means that Cˆ has at most a dimension of m˜2 × m˜2. Therefore, it
is practical to calculate higher-order moments of triangular operators, such as the variance
of the energy (see below). In a similar way, the action of an operator M on |A〉 produces
another wavefunction |B〉 with matrix elements given by Kronecker products,
Bs′ =
∑
s
M s
′s ⊗As , (2.32)
or in a compact notation B = M ⊗ A, where the LHS is visualized in the MPS diagram of
Fig. 2.4 (note that a direct matrix multiplication is not possible anymore; one needs to keep
in mind that A and B are matrices of kets, while M is a matrix of operators). To find the
most general forms of the operator action, M |A〉, and the full overlap, 〈A|M |B〉, we need to
assign E-type (F -type) matrices with an extra index, Ea (F a), to each row (or column) of the
MPO. To do this, we start from one edge of the system (or work from both edges toward a
center site of position n) and set the boundary matrix to Eα(1) = I (Fα(L) = I) as enforced
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by the OBC. For the reminder of the system, in a similar manner to Eq. (2.14) and Eq. (2.15),
McCulloch [2008, 2007] defined the following recursive relations for Ea and F a,
Ea
′
(n) ≡
∑
s′,s,a
As′n†M s′sa′aBsnEa(n− 1),
F a
′
(n) ≡
∑
s′,s,a
As′nM s′sa′aBsn†F a(n + 1), (2.33)
where the MPS diagrams are presented in Fig. 2.5(a) and Fig. 2.5(b), respectively. Ea and
F a are equivalent of the block operators in the conventional DMRG [Schollwo¨ck, 2011]. In a
bipartite system of L and R, fixing the location of the identity operators (in the M -matrices)
determines the a′-index for which an identity operator and a reduced Hamiltonian are located,
E1 ⊗ F 1 = HL ⊗ IR ,
Em˜ ⊗ F m˜ = IL ⊗HR . (2.34)
So, it is always certain how to access the block Hamiltonian for the left, HL, or the right
partition, HR. Different approaches can be taken to determine the full overlap. In one
scenario, we iterate Ea’s from the left boundary and F a’s from the right boundary to meet
each other at the nth center site; other scenarios include only working with Ea through
1 → L or F a through L → 1, where the final matrix, Ea(L) or F a(1), will represent the
overlap values as long as all MPS matrices are orthonormalized (cf. [McCulloch, 2007]). If
one now expands the overlap explicitly using Eq. (2.2) and Eq. (2.25), the result will be the
RHS of Fig. 2.5(c). Based on the diagrammatic proof, provided in the figure, we argue that
the overlap equals to the LHS of Fig. 2.5(c), i.e.:
〈A|M |B〉 = Tr
∑
a′a
A†nEa
′
(n)Ma′a(n)BnF a†(n) , (2.35)
where M(n) corresponds to the center matrix in the operator representation, i.e. the leftover
MPO after the construction of all Ea and F a matrices, recursively (we shall refer to it as the
‘center operator’). An immediate application of the full overlap formula is the action of the
operator on the projected Hilbert space of Λn in the mixed-canonical MPS of Eq. (2.16) (the
projected Hilbert space is an m-dimensional basis in which the center matrix is diagonal).
The key observable to measure is the operator expectation value, which can be formed as
〈Λn|M |Λn〉 = Tr
∑
a
Λ†nE
a(n)ΛnF
a†(n) (2.36)
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j
A
S
j'
Figure 2.6 – MPS diagram for a symmetric A[S] matrix. The direction of arrows ensures that
the indices are contracted orderly; e.g. in the case of U(1) symmetry, S + j = j′.
Note that such an expectation value is exact : the hidden action of the inner product makes
the overlap independent from the projected space of the operation (see McCulloch [2008] for
more details and some examples). The action of the MPO on a single site, M ⊗ Bn, can be
now formulated by removing the An matrix in Fig. 2.5(c), which corresponds to
(MB)s′nn =
∑
a′asn
Ea
′
(n)M
s′nsn
a′a (n)Bsnn F a†(n) . (2.37)
For the OBC systems, the computational complexity of the MPO overlap calculations scales
as dm3m˜2 [Verstraete and Cirac, 2004].
2.6 Quantum numbers for a symmetric MPS
A key utility of the MPS arises from the support of the good quantum numbers, S, belonging
to a Hamiltonian symmetry, g, which limit the representation of the matrices to a series of
symmetry sectors (this only applies when the spatial geometry of the MPS does not break
g) [McCulloch, 2002, 2004- , 2007]. Canonical examples for a Hamiltonian invariance, which
can be preserved exactly in the calculations, include spin rotational symmetry in a plane,
i.e. the Abelian U(1)-symmetry ([H, Sztotal] = 0), and full spin rotational symmetry, i.e. the
non-Abelian SU(2)-symmetry ([H,Stotal] = 0). For both the Abelian and the non-Abelian
case, to incorporate the symmetry in A-matrices, we set them to be irreducible tensor opera-
tors, A[S] (equivalent to the shorthand notation of AS). The Sth local degree of the freedom
correspond to an irreducible representation, ΓS(g), of the symmetry group.
In Abelian symmetry groups, ΓS(g) is always one-dimensional (see for example Rotman
[2000]). Therefore, one can directly form a basis using the set of quantum numbers as the
2.7 Non-Abelian symmetries in MPS 47
labels, |Si〉, which diagnolizes all group generators (for example, consider the U(1)-symmetry
of spins and the computational basis of |Szi 〉, where the quantum numbers form a group
themselves). As a result, by incorporating the symmetry into the MPS, we are adding a con-
straint to the A-matrices [McCulloch, 2007]. Thereafter, the only non-zero matrix elements
will be
ASj′j 6= 0 iff j′ = j + S , (2.38)
which is depicted in the MPS diagram of Fig. 2.6 ({S} stands for as many symmetries as it
is required). As another convention, in finite-size systems, we set the quantum number to be
always zero for the RHS vacuum state. Thus Eq. (2.38) enforces that the quantum number at
the LHS vacuum state (the only leftover free index) governs the transformation of the whole
state under the symmetry (the LHS vacuum state now becomes the so-called “target state”
in the DMRG literature).
2.7 Non-Abelian symmetries in MPS
For a non-Abelian symmetry group (e.g. see Rotman [2000]), there are non-commuting ele-
ments, which forbids the existence of a basis diagnolizing all the group generators; in such
a case, the general Abelian symmetry scheme introduced in Sec. 2.6 is not valid. How-
ever, one can still incorporate a non-Abelian symmetry to the MPS by attaching {S} to A-
matrices, where, importantly, an S now corresponds to an irreducible representation, ΓS(g),
with Dim(Γ) ≥ 1. For spin systems, the main application of non-Abelian group represen-
tations is the implementation of the SU(2) symmetry. Thus, for the rest of this section, we
focus on SU(2)-symmetric MPS. In this case, the symmetry labels correspond to the total
spins, derived from 〈S2〉 = S(S + 1) (for more details on the quantum theory of the angular
momentum, see Biedenharn et al. [2009], Varshalovich et al. [1988] and Appendix A). When
we refer to a calculation as SU(2)-symmetric (having built-in SU(2)-symmetry states), it
means that the MPS formulation is manifestly SU(2)-invariant in all steps and there is no
need to choose a magnetization axis at any stage, as developed in [McCulloch, 2002, 2004- ,
2007]. Such an SU(2)-symmetric formulation offer a significant speedup of order ≈ 33 − 35
in comparison to the computational cost of an Abelian-symmetry MPS approach (in other
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words, it is enough to keep around 1
3
of the number states of an Abelian symmetry calculation
to reach the same precision in energy). In addition, SU(2)-symmetric formulation provides a
more detailed spectrum of the reduced density matrices (see below).
To build SU(2)-symmetric A-matrices, in general, we only need to modify Eq. (2.38), slightly,
A[S]j′j 6= 0 ∀ j′,S,j = 1 , (2.39)
where the sum now follows the quantum mechanical angular momentum addition rules, en-
forced by the triangle condition, j′,S,j = 1 if j ∈ {|j−S|, |j−S|+1, · · · , j+S} and otherwise
zero. Note that Fig. 2.6 still applies to Eq. (2.39), where, the MPS matrices act as irreducible
tensor operators. The building block of a rotationally-invariant MPS is the Wigner-Eckart
theorm [Biedenharn et al., 2009, Varshalovich et al., 1988, Wigner, 1959]: for a general basis
state, |j, jz〉, there exist a reduced basis, ||j〉, that provide an SU(2)-symmetric irreducible
representation for the generic tensor operator of T
[k]
kz
. The reduced basis can be written in a
spinor-like notation,
||j〉 = 1√
2j + 1

|j, j〉
|j, j − 1〉
.
.
.
|j,−j + 1〉
|j,−j〉

. (2.40)
Note that the prefactor, 1√
2j+1
, is just a normalization convention. Other normalizations can
be chosen, which need to propogate through the equations. The matrix elements of the tensor
operators in {||j〉} basis are called reduced matrix elements. The Wigher-Eckart theorem
then states the following relation between the reduced and the full matrix elements,
〈j′j′z|T [k]kz |jjz〉 = 〈j′||T[k]||j〉Cj k j
′
jzkzj′z
, (2.41)
where T[k] stands for the irreducible tensor operator and Cj k j
′
jzkzj′z
is the Clebsch-Gordon
(CG) coefficient (also written as 〈j′j′z|kkz, jjz〉 – see for example Biedenharn et al. [2009],
Varshalovich et al. [1988]), for which {j′, k, j} label the representations of the SU(2) and
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{j′z, kz, jz} label the corresponding projections of the total spin vector onto a (magnetization)
Z-axis. In other words, the theorem offers the possibility to write the elements of a tensor
operator as the product of a part that only depends on the projection quantum numbers (CG
coefficients) and a part that is fully independent of the symmetry group (the reduced ele-
ments). The Wigner-Eckart theorem can be directly employed to represent reduced elements
of SU(2)-symmetric MPS matrices The CG coefficients for SU(2) are readily constructed.
However, McCulloch [2007] has formulated the SU(2)-symmetric MPS algorithm in such a
way that one only needs to store reduced matrix elements. Factorizing out all CG coefficients
is the main development that leads to a significant boost in the efficiency over some other
non-Abelian approaches (which requires the storage of all such coefficients). In an SU(2)-
symmetric MPS, m (m˜) only denotes the number of irreducible representations kept in the
state (operator) basis, which is usually significantly smaller than the total degrees of the free-
dom. In the rest of the description of the SU(2)-symmetric algorithm, there will be no more
references to the projection quantum numbers, except when we want to connect the reduced
matrix elements to the full matrix elements for demonstration purposes.
In an SU(2)-invariant formulation, operator arithmetic follows the rules of ordinary spins.
For example, the coupling of two irreducible tensor operators, S[k1] and T[k2], is a sum of
irreducible compoents S[k] with k = |k1− k2|, |k1− k2|+ 1, · · · , k1 + k2. The µth component
of the rank k irreducible part,
[
S[k1] ×T[k2]][k], can be obtained as[
S[k1] ×T[k2]][k]
µ
=
∑
µ1,µ2
Ck1k2kµ1µ2µS
[k1]
µ1 T
[k2]
µ2 . (2.42)
Application of the Wigner-Eckart theorem, Eq. (2.41), will result in (see also McCulloch
[2007]),
〈j′||[S[k1] ×T[k2]][k]
µ
||j〉 = (−1)j+j′+k
∑
j′′
√
(2j′′ + 1)(2k + 1)j′ k1 j′′k2 j k
 〈j′||S[k1]||j′′〉〈j′′||T[k2]||j〉 , (2.43)
where
{
...
}
denotes a Wigner 6j coefficient [Biedenharn et al., 2009, Varshalovich et al.,
1988, Wigner, 1959]. An important case for the above coupling law happens when the tensor
operators belong to two different spaces (e.g. two different sites of a lattice), S[k1] = S[k1](1)⊗
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I(2) and T[k2] = I(1)⊗T[k2](2). Using repeated applications of Eq. (2.41), Biedenharn et al.
[2009] proves that Eq. (2.43) transforms to
〈j′(j′1j′2)||
[
S[k1](1)×T[k2](2)][k]||j(j1j2)〉 =
j1 j2 j
k1 k2 k
j′1 j
′
2 j
′
 〈j′1||S[k1](1)||j1〉〈j′2||T[k2](2)||j2〉 , (2.44)
where
[
...
]
denotes a modified Wigner 9j coefficient,
j1 j2 j
k1 k2 k
j′1 j
′
2 j
′
 = √(2j′1 + 1)(2j′2 + 1)(2j + 1)(2k + 1)

j1 j2 j
k1 k2 k
j′1 j
′
2 j
′
 , (2.45)
in which {· · · } corresponds to a conventional Wigner 9j coefficient (see also [McCulloch, 2002,
2007, Varshalovich et al., 1988, Wigner, 1959]). Note that in Eq. (2.45), ||l(l1l2)〉 denotes a
reduced state satisfying l = |l1 − l2|, |l1 − l2|+ 1, · · · , l1 + l2. Furthermore, Eq. (2.43) allows
us to define the Frobenius norm of an operator [McCulloch, 2007]:
||Xˆ[k]||2Frob = Tr
(
Xˆ · Xˆ†) = ∑
j′j
(2j′ + 1)|〈j′||Xˆ[k]||j〉|2 . (2.46)
Similarly, for two position-independent MPS of A and B, the overlap formulation requires an
SU(2)-scaling update [McCulloch, 2004- ],
〈A|B〉 =
∑
i′i
(2i′ + 1)A∗i′iBi′i . (2.47)
We now describe the modifications on the MPOs that are required in an SU(2)-symmetric
formulation. One can generalize [McCulloch, 2004- , 2007] the MPO, visualized in Fig. 2.3,
using M
[k]s′s
j′j with the matrix elements defined as
〈s′η′; j′µ′|M [k]r |sη; jµ〉 = 〈s′; j′||M[k]||s; j〉Csks
′
ηrη′C
jkj′
µrµ′ , (2.48)
where s′, s (j′, j) indicates the SU(2) quantum numbers of the local Hilbert spaces on physical
(virtual) bonds with Z-axis projections of η′, η (µ′, µ). The operator as a whole transforms as
a rank-k object (but not irreducibly – k needs to be summed over) with the Z-axis projection
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Figure 2.7 – MPS diagrams for an (a) E′[a′], Eq. (2.49), an (b) F′[a′] matrix, Eq. (2.51), and
(c) the full overlap of Eq. (2.53).
elements, {r}. The manipulation of M[k]s′sj′j , and also A[s]ij , can be obtained from the normal
tensor coupling rules.
In Sec. 2.5, we learned that the matrix elements of an operator and the full overlap can
be calculated using Ea and F a matrices visualized in Fig. 2.5. For the SU(2)-symmetric
algorithm, we need to generalize recursion relations, Eq. (2.33), to their tensorial forms [Mc-
Culloch, 2004- , 2007]. The generalization of the Ea-matrices for the LHS of the MPS chain
is, schematically,
E′[a
′] =
∑
s′sa
As′†E[a]Bs〈s′; a′||M[k]||s; a〉 (2.49)
Note that E′[a
′] still has two incoming indices and one outgoing index, and therefore, behaves
as an ordinary MPS matrix, which is represented in the MPS diagram of Fig. 2.7(a) (the gen-
eralization of Fig. 2.5(a)). Now by expanding out the reduced matrix elements in Eq. (2.49),
one can derive the tensorial form [McCulloch, 2004- , 2007]:
〈i′||E′[a′]||j′〉 =
∑
ijass′
2i + 1
2i′ + 1

j′ s j
a k a′
i′ s′ i
 〈i||As′∗||i′〉〈i||E[a]||j〉〈j||Bs||j′〉〈s′; a′||M[k]||s; a〉.
(2.50)
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Similarly for the RHS of the system, the generalization of F a-matrices leads to the schematic
form
F′[a
′] =
∑
s′sa
As′F[a]Bs†〈s′; a′||M[k]||s; a〉 , (2.51)
where the RHS is shown in Fig. 2.7(b) (generalization of Fig. 2.5(b)). The final tensorial form
can be expressed [McCulloch, 2004- , 2007] as
〈i′||F′[a′]||j′〉 =
∑
ijass′

j s j′
a k a′
i′ s′ i
 〈i′||As′ ||i〉〈i||F[a]||j〉〈j′||Bs∗||j〉〈s′; a′||M[k]||s; a〉 . (2.52)
The mixed canonical form of the center matrix formalism (cf. Sec. 2.4) can be used to calculate
the tensor products between E[a] and F[a] matrices, and the full overlap. As an example, in
close similarity to Fig. 2.5(c), the full overlap of the operator M corresponds to the MPS
diagram of Fig. 2.7(c). The SU(2)-symmetric version of Eq. (2.35), the full overlap equation,
can be written [McCulloch, 2004- , 2007] as
〈A|M |B〉 =
∑
i′ik′k
(2i′ + 1)A∗i′i(n)Ek
′
i′j′(n)F
k∗
ij (n)Bj′j(n)Mk′k(n) , (2.53)
where n denotes the position of the central site and M(n) is the center operator.
2.8 Robust fDMRG algorithms
Given all the MPS and MPO tools introduced in the previous sections, we are now able to
describe finite-size DMRG (fDMRG) and infinite-size DMRG algorithms (our main interest).
In practice, DMRG appears as an straightforward optimization process in the context of MPS.
In general, DMRG works by sweeping over lattice or unit-cell sites, multiple times, through
the iterations. Depending on the type of the algorithm, during each iteration, some MPS
matrices and the MPO structure of the Hamiltonian are updated using an sparse eigensolver
for a single, two, or multiple sites at a time (the choice of the eigensolver is rather important in
some cases – see McCulloch [2008, 2004- , 2007] for some examples). Furthermore, the center
matrix formulation, Sec. 2.4, as we shall see below, makes the required steps of a DMRG
algorithm easier to follow. I.e., for the local optimization of the trial MPS wavefunction, we
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need only the center matrix, Λ, as the input of the eigensolver. In this section, we focus on
the fDMRG algorithm on the finite lattices with OBCs. Up-to-date review works, such as
[Schollwo¨ck, 2011], already cover the details of conventional fDMRG algorithms including the
White’s traditional two-site approach (hereinafter referred to as DMRG-2S). Therefore, we
limit the discussion to two recent variants, namely the single-site DMRG with density-matrix,
ρ˜, mixing terms (originally introduced by White [2005]; hereinafter referred to as fDMRG-ρ)
and strictly single-site DMRG with projection space mixing terms (originally introduced by
Hubig et al. [2015]; hereinafter referred to as fDMRG-S3E).
An important component of any MPS algorithm is control over the truncation error, ε,
Eq. (2.10). This arises whenever the truncation to m states results in non-zero eigenvalues
of the reduced density matrix being discarded, and hence reduces the norm of the wavefunc-
tion. One can then use the maximum truncation error across a sweep or the average of the
truncation error over a sweep, i.e. the truncation error per site, εave, as a reference to judge
the convergence of the wavefunction. Note that for error analysis, specially in the case of the
energy, we prefer to measure the variance as it is independent of the algorithmic details of how
the truncation is performed (or if there is any truncation at all) – see below. However, for the
truncation process, an inherent problem arises when only a single site is modified per iteration
(e.g. through the update of Λ by a local basis expansion). In such a case, the number of the
non-zero singular values, C˜ii, is bounded by m [McCulloch, 2007, Schollwo¨ck, 2011, White,
2005]. Therefore, one cannot incrementally increase m by discarding some eigenvalues of Λ
without disrupting the orthonormality. But, a ‘robust’ DMRG algorithm should somehow
deal with this problem. White [2005] introduced a mixed density matrix scheme (also called
density matrix perturbation) to avoid bounding the singular values for a single-site optimiza-
tion and speed up the convergence. Density matrix perturbation is an additional step in what
we denote as the fDMRG-ρ algorithm (note that in an standard single-site variational MPS,
the reduce density matrix is never constructed and there exists no truncation [Schollwo¨ck,
2011]).
We construct the fDMRG-ρ algorithm by following these steps:
1. Initialization of the nth iteration: we create a random or extract a previously-saved
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L-site MPS (which could have been prepared by another DMRG scheme). We shall
perform the right-moving iterations, first, and then the left-moving ones. Thus, if
n = 1, we orthonormalize (cf. Sec. 2.2) the wavefunction to acquire the left-canonical
form of Λ1B
s1Bs2 · · ·BsL . For n > 1, the wavefunction, initially, corresponds to the
mixed-canonical form of
Ψn = A
s1As2 ...AsnΛnB
sn+1 ...BsL−1BsL = L(n)ΛnR(n + 1) , (2.54)
which coincides with finishing the ‘block growth’ step of the fDMRG-2S [Schollwo¨ck,
2011]. For the rest, we only describe a right-moving iteration; a left-moving iteration
follows closely (by rotating the center matrix to the left instead of the right – cf. Sec. 2.4).
Upon the completion of 1 → L (L → 1) right-moving (left-moving) iterations, a ‘left-
to-right’ (‘right-to-left’) sweep is completed. A ‘double-sweep’ includes a left-to-right
and a right-to-left sweep in succession.
2. Eigensolver step (optimnotationization of the center matrix): We first prepare the
center matrix for the diagonalization by ‘expanding’ the local basis of the RHS Bsn+1
as instructed in Sec. 2.4 (or in Sec. 2.7 for the non-Abelian case). For simplicity in the
notation, we (re)shape both the central and the RHS tensors as ordinary MPS matrices
after the basis expansion: Bsn+1
expansion−−−−−→ B˜sn+1 and Λn expansion−−−−−→ Λ˜n. We now take
full advantage of the center matrix formalism to represent the matrix elements of the
Hamiltonian MPO, Hˆ. We want to find the center matrix for the n-th iteration that
minimizes the energy 〈ψn|Hˆ|ψn〉〈ψn|ψn〉 . Introducing a Lagrange multiplier λ, the minimization
takes the form
〈ψn|Hˆ|ψn〉 − λ〈ψn|ψn〉 = 0 . (2.55)
This is a simple eigenvalue problem, and one can use any of the commonly available
methods such as the Lanczos algorithm. Upon diagonalization of Hˆ, we find the current
energy estimate, λ?, and optimized center matrix, Λ?n, corresponding to the lowest
eigenvalue and eigenvector, respectively. The overall diagonalization step is likely to
dominate the computational cost of the algorithm with a scaling as O(d(d + 1)m˜m3)
(see also Hubig et al. [2015]).
3. Addition of the perturbation: we replace the current reduced density matrix, ρ˜ =
Λ?†n Λ
?
n, with a mixed density matrix, ρ˜
′
R(n), constructed by a weighted sum of E
α(n)
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perturbations,
ρ˜′R(n) = ρ˜R(n) + c
∑
a
Ea(n)ρ˜R(n)E
a†(n) , (2.56)
where c is a small factor that fixes the strength of the density matrix fluctuations (in
the left-moving sweeps, ρ˜L should be updated using F
α(n)-matrices – cf. [McCulloch,
2007]). Before the perturbation, Λ had no more than m non-zero singular values, but
Eq. (2.56) avoids this so that ρ˜R typically has full rank; allows for the introduction of
new states in the basis (i.e. m can be increased throughout the calculation). During
iterations, if reliable truncation errors are desired (e.g. to perform a truncation scaling
analysis), we fix c, or if the best convergence for a fixed number of states is wanted we
adiabatically set c→ 0 (see also below).
4. Truncation step: the truncation can be performed on the perturbed density matrix,
ρ˜′R(n), by diagonalizing it and keeping only the eigenvectors corresponding to the largest
m eigenvalues.
5. Rotation of the center matrix: we update the MPS using the center-matrix basis expan-
sion of the (n+ 1)th site, Eq. (2.17) amd Eq. (2.18). This forms the new wavefunction,
Ψn+1 = A
s1 ...AsnA′sn+1Λ′n+1B
sn+2Bsn+3 ...BsL . (2.57)
By adding A′ and dropping off a single B matrix, we have just moved the free central
site one position to right, completing a right-moving iteration.
6. Convergence criteria: There are many choices for a criteria for the wavefunction to
be considered ‘converged’ and the sweeping process terminated. For example, when
we achieve a suitably small value for the truncation error, orthogonality fidelity (as in
Fortho(n) = 1 − 〈ψn−1|ψn〉), the variance of the energy 〈ψn|Hˆ2 − λ?2n |ψn〉 (see below),
diminishing changes in the energy, or a designated number of the sweeps. Otherwise,
we proceed to the next iteration by setting n→ n + 1 (or changing the direction if we
are at the end of a sweep) and going back to Step 2.
The fDMRG-ρ algorithm often converges better, is more stable, and is less prone to get
trapped in non-optimal minima in comparison to the fDMRG-2S, due to the introduction of
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a controllable density matrix fluctuation (see McCulloch [2007], Schollwo¨ck [2011] and also
below). The only downside emerges from the fact that an optimal scaling factor for Eα
and Fα matrices is, in general, not known (note that we did not ‘orthogonalize’ Eα and Fα
matrices and there is a degree of freedom to multiply E-matrices from left by an arbitrary
m˜× m˜ non-singular matrix of Xˆa′a, while multiplying F -matrices with Xˆ−1a′a from the right).
An effective scaling factor to be used for one-body and two-body terms can be achieved by
equating the Frobenius norm of the operators, ||Eα||Frob = ||Fα||Frob [McCulloch, 2007].
A small improvement to the fDMRG-ρ algorithm is to avoid directly constructing the mixed
density matrix, and instead use a modified SVD. This results in an algorithm we denote
fDMRG-S3E. This algorithm is ideal for the case where there are long-range interactions,
and, therefore especially useful for two dimensions (having NN couplings that can be much
further separated than a pure 1D system). In the S3E scheme, we may replace the density
matrix perturbation, Step 3, with the more efficient subspace expansion approach (also used
in the numerical linear algebra and tensor train literature – e.g. see Dolgov and Savostyanov
[2014, 2015]). Consider a mixed-canonical MPS, As1As2 ...AsnΛ(n)Bsn+1 ...BsL−1BsL , which
can be decomposed to the left-canonical and right-canonical states of L, Eq. (2.21), and R,
Eq. (2.22). For a left-to-right sweep, one can expand Λsn and Bsn+1 tensor spaces as in
mn → mn + mPn :
Λsn → Λ˜sn = (Λsn P sn),
Bsn+1 → B˜sn+1 =
Bsn+1
0
 . (2.58)
Therefore, when forming Λ˜snB˜sn+1 , the expansion term of P sn only multiplies to the appropriately-
sized zero block of B˜sn+1 and keep the wavefunction unchanged. In the context of the left and
right decomposition, Eq. (2.23), the change corresponds to
|ψ〉 =
∑
{si}
(LiΛ(i) P si)
Ri+1
0
 |s1s2...si〉 ⊗ |si+1si+2...sL〉 . (2.59)
Conveniently, the local optimizer for site i + 1 can be now chosen to work on the zero com-
ponent of B˜si+1 , if necessary, to avoid falling into a local minimum. However, Hubig et al.
[2015] suggest to restore the lost orthonormality of the Λ˜sn-matrix, immediately after the
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expansion, using an SVD, and also truncate the RHS basis as in mi + mPi → mi to avoid
the exponential explosion of the bond dimension. Similarly, for the right-to-left sweep, we
perform the following expansion:
Λsn → Λ˜sn =
Λsn
P sn
 ,
As
′
n → A˜s′n = (Asn 0) . (2.60)
Based on the partial projection of Hˆ|ψ〉 onto |ψ〉, Hubig et al. [2015] offer the following
“cheaply available” (even in 2D) expansion terms:
Pn = cLnΛnMn (left-to-right sweeps),
Pn = cRn+1ΛnMn (right-to-left sweeps), (2.61)
where Mn represents the central Hamiltonian MPO at site n and c stands for a small constant
to control the expansion as the case of density matrix perturbation (for a beautiful example
on the subspace expansion of the two-site, spin-1
2
HNN , refer to Hubig et al. [2015]). The
overall cost of such a subspace expansion step is dominated by the SVD of Λsn to form Λ˜s
′
i ,
which scales as O(dm3m˜2) [Hubig et al., 2015]. If the chosen number of states is not large
enough to capture the groundstate of Hˆ, one needs to take the limit of c → 0 to avoid Pn
adding fresh states, continuously, and disturb the convergence while increasing m. However,
for a fixed m keeping a finite c is optimal. Thus, in similar way to the fDMRG-ρ approach,
the best strategy is to start from a relatively large c (note that too large values will disturb
the convergence by making the local optimizer ineffective) and take c → 0 during the final
iterations. The fDMRG-S3E algorithm will be constructed by combining the standard single-
site fDMRG-ρ and the subspace expansion method, however, it does not refer to a reduced
density matrix at any stage.
Let us now describe our implementation of the fDMRG-S3E algorithm, step by step, as
instructed by Hubig et al. [2015]:
1. We perform the exact same procedures as Step 1 and 2 of the fDMRG-ρ algorithm to
prepare and optimize for the nth right-moving iteration.
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2. Construction of the expansion term: construct cP (n) (using Λ?n) and the correspond-
ingly sized zero block, 0(n + 1), according to Eq. (2.61).
3. Subspace expansion (enrichment step): we expand the subspace as Λ?(n) → Λ˜?(n),
using cP (n) and B(n + 1) according to Eq. (2.58) (for a left-moving iteration, we
shall use Eq. (2.60)). Noticeably, during the itreations, we do not strictly follow an
‘adaptive’ choice of c as described in the Step 7 of [Hubig et al., 2015]’s method; rather,
in a similar way to fDMRG-ρ algorithm, we keep a fixed mixing coefficent in the range
of c ∼ 10−3 − 10−1 for the truncation error analyses, and make c → 0 if the best
convergence is desired.
4. Truncation step: similar to Step 4 of the fDMRG-ρ algorithm. However, we now perform
an SVD for Λ˜?(n) instead of ρ˜R and truncate the expanded basis to mn states, which
produces a new A˜?(n + 1) (as in C˜? → A˜?(n + 1)) and a truncation error of ε(mn).
5. Rotation of the center matrix (the local update): similar to Step 5 of the fDMRG-ρ
algorithm. However, we now multiply the reminder matrices to the RHS as C˜?V˜ ?†B˜(n+
1)→ Λ˜?(n + 1). We set the updated MPS to
Ψn+1 = A
s1 ...AsnA˜?sn+1Λ˜?(n + 1)Bsn+2Bsn+3 ...BsL . (2.62)
6. Convergence criteria: we terminate the algorithm using one of the conditions that are
described in Step 6 of the DMRG-ρ algorithm. Otherwise, we proceed to the next
iteration by setting n → n + 1 (or changing the direction if the algorithm reached the
end of a sweep) and going back to the eigensolver step.
The construction of the low-lying excited states is another straightforward action in both
described fDMRG algorithms. The key is to incorporate an orthogonality condition in the
eignsolver step, which governs that the target wavefunction should be orthogonal to a set
of arbitrary MPS. If we include the already-obtained variational groundstate in this set, the
obtained MPS will be the first excited state. Suppose the center matrix, ΛX , is obtained
for a certain wavefunction, |ψX〉. The E and F matrices that project |ψX〉 onto the current
local Hilbert space are exactly those describing the fidelity equation, Eq. (2.13) (as noted
by McCulloch [2007]). As a result, we construct a new Λ′X = EΛXF
† and set the eigensolver
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to orthogonalize the target eigenmatrix against it to converge to a variational excited state
(we notice that this operation performs extremely fast, i.e. much faster than an operator-
wavefunction multiplication – see McCulloch [2007] for some limitations and extensions of
this scheme).
2.9 Infinite-size MPS and DMRG algorithms
In this section, we describe the translation-invariant infinite-size variants of the MPS and
DMRG algorithms (hereinafter referred to as iMPS and iDMRG, respectively) that essen-
tially incorporate a fixed-point relation connecting the infinite lattice to the asymptotic limit
of a finite-size system [McCulloch, 2008] (in other words, the wavefunction will be converged
to some fixed MPS elements repeating over an infinite lattice). We employ the center matrix
formalism, Sec. 2.4, to represent such fixed-point relations. Notably, there exists other vari-
ants of the infinite-size algorithm that have some similarities to our iMPS/iDMRG approach.
These include the conventional infinite-system DMRG (i.e. the variant that is commonly
used as a preparation step for the fDMRG to grow an initial wavefunction of desired size;
thus, there exists no Hamiltonian fixed-point relation – see Schollwo¨ck [2011] for more de-
tails) and infinite-size time evolving block decimation (iTEBD) algorithm [Oru´s and Vidal,
2008, Vidal, 2007], which should not be confused with the iDMRG employed in this thesis.
Below, we shall see that the iDMRG is a full-fledged variational algorithm allowing one to
optimize iMPS wavefunctions and operations. Therefore, iDMRG offers more versatility and
effectiveness than the aforementioned approaches. Yet, the implementation of the iTEBD,
which is based on an imaginary time-evolution via the Trotter-Suzuki decomposition [Suzuki,
1985, Trotter, 1959], is almost equivalent to the iDMRG. However, iTEBD suffers from few
disadvantages such as being restricted to two-site (or larger) unit cells, incorporation of the
ineffective power method as the eigensolver (see for example Golub and Van Loan [2012],
Higham [2002]), and the additional requirement to scale the time step to zero for the true
convergence. In comparison, the scaling behavior of the iDMRG, against the only scaling
parameter in strictly 1D systems, i.e. the number of states, m, is well understood [Andersson
et al., 1999, McCulloch, 2008, Nishino et al., 1996] (see below for scaling behaviors in 2D).
Moreover, after achieving a fixed-point relation, the system is already in the thermodynamic
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limit of L → ∞, which offers a significant advantage over fDMRG approaches (for a more
comprehensive list of the properties of iDMRG, see McCulloch [2008]). On the other hand,
the main obstacle for an effective wavefunction transformation in the iDMRG arises from the
uncertainty in the choice of the sign for the new basis elements when L→ L+ 1. McCulloch
[2008] finds a solution based on the long-established product wave function renormalization
group (PWFRG) [Nishino and Okunishi, 1995] algorithm. Unexpectedly, McCulloch [2008]’s
approach leads to a fast convergence of the wavefunction even for small L and away from the
fixed-point, which are problematic in the conventional PWFRG.
Let us first describe the MPS construction on infinite-size lattices. The basic idea is to
represent the infinite lattice by a translationally invariant unit cell, which in principle can
be any size, but in practice we want to keep as small as possible. In any infinite-size DMRG
algorithm, one increases the size of the lattice, iteratively, by adding sites to the chain. The
iDMRG algorithm can be viewed as a mixture of sweeping (essentially identical to the finite
size algorithm described above) and adding a new unit cell to the chain, until convergence to
the thermodynamic limit is reached. As per usual, we orthonormalize A-matrices from both
end of Eq. (2.2) to form the mixed-canonical state of Eq. (2.16). The reduced density matrix
for the left (right) half of the system, ρ˜L (ρ˜R) can be calculated using Eq. (2.19) (Eq. (2.20)),
which is diagonalized in the LHS (RHS) basis. Knowing this, one can summarize the key
steps in producing a translation-invariant infinite-size algorithm in a rather straightforward
way: one starts from the exact diagonalization of a single unit cell (or perhaps a few unit
cells), orthonormalize MPS matrices to form a mixed-canonical state, then add a unit cell for
the next iteration. Unit cells are added iteratively until the wavefunction converges to a fixed
point. Thus, the MPS becomes asymptotically position independent. The corresponding
fixed-point relation can be written [McCulloch, 2008, Perez-Garcia et al., 2007] as
∑
s
Asρ˜LA
s† = ρ˜L∑
s
Bs†ρ˜RBs = ρ˜R . (2.63)
To represent the unit cell of an iMPS on an N -site unit cell, we employ the notation as
...As11 A
s2
2 ...A
sN
N , which means the actual iMPS consists of repetitions of the unit cell on an
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infinite lattice,
. . . As11 A
s2
2 . . . A
sN
N A
sN+1
1 A
sN+2
2 . . . A
s2N
N . . . , (2.64)
with an infinite number of local degrees of freedom si, but a finite set of A-matrices An for
n = 1 · · ·N . Incorporation of the global symmetry quantum numbers in such an iMPS follows
the same straightforward scheme that is described in Sec. 2.6 and Sec. 2.7. However, a key
requirement is to choose a proper unit-cell size that is consistent with the symmetry. The rest
is as before: we now manipulate matrices of the form A[S], where S stands for a representation
of the symmetry group. If necessary, one can insert a shift in the quantum numbers per each
unit cell (equivalent to placing an ‘auxiliary’ particle on unit-cell boundaries) to enforce the
zero quantum number for the whole iMPS [McCulloch, 2008].
We described an efficient MPO representation of the Hamiltonian and associated operators in
Sec. 2.5 and 2.7. All such notations and conventions are applicable to the iMPS ansatz. As
before, the local operators acting on a finite length can be expressed as a multiplication of M -
matrices incorporating the OBC. For operators that have infinite support, we define them on
a repeated unit cell (that could be larger or smaller than the wavefunction unit cell), so that
we just specify the MPOs for each unit cell and, thereafter, they will be repeated through the
entire lattice. The remaining, less-trivial question is how to find the actual matrix elements
of an operator in the context of the iMPS? For this purpose, in a similar way to Eq. (2.33), or
equivalently Eq. (2.50) and Eq. (2.52) (used to predict the expectation values of the operators
for finite lattices), we need Eα and/or Fα matrices for the left and right semi-infinite stripes,
respectively. Consider the L-site finite-range operator of the form ...M1M2...ML... on an
infinite lattice. Due to the OBC, M1 is a 1 × m˜ row vector, while ML is an m˜ × 1 column
vector. Different approaches can now be taken to determine the expectation value. In one
scenario, we can start from the far right side, where the initial operator corresponds to the
identity matrix, F 1L = I, and continue toward the left. The schematic diagram for the nth
step F a-matrix coincides with Fig. 2.5(b) or Fig. 2.7(b), which can be written as
F a
′
n =
∑
as′s
M s
′s
a′a(n + 1)B
s′F an+1B
s† . (2.65)
When we reach to the far left of the system, the non-trivial F 11 represents the operator matrix
elements. As per usual, the expectation value is given by 〈M〉 = TrF 11 ρ˜R (equivalently,
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one can start from the left edge and calculate Ea-matrices, iteratively, to find the matrix
elements in E11 ; see the next section, for a powerful method to find the expectation values of
the lower-triangular MPOs containing no long-range interacting term).
We are now able to describe our implementation of the iDMRG algorithm for a two-site unit
cell (generalization to other unit-cell sizes is straightforward), step by step, as instructed in
[McCulloch, 2008]:
1. Initialization of the nth iteration: we obtain a mixed-canonical wavefunction for the two-
site lattice, Ψ0 = A
s′0
0 Λ0B
s′0
0 . We add two more sites to construct a four-site wavefunction
of the form Ψ1 = A
s′0
0 A
s′1
1 Λ1B
s1
1 B
s0
0 . We can now set n = 1 for the start of the iterations.
If all proceeds orderly, the wavefunction at the beginning of the nth iteration has the
form of · · ·As′n−1n−1As
′
n
n ΛnB
sn
n B
sn−1
n−1 · · · .
2. Rotation to the left: we rotate the center matrix of |ψn〉 one step to the left (cf. Sec. 2.4)
to form · · ·As′n−1n−1 ΛLnBs
′
n+1
n+1 B
sn
n B
sn−1
n−1 · · · .
3. Rotation to the right: we rotate the center matrix of |ψn〉 one step to the right to form
· · ·As′n−1n−1As
′
n
n A
sn+1
n+1 Λ
R
nB
sn−1
n−1 · · · . If the system is P -symmetric, we ignore this step and
set Asnn = (B
sn
n )
T [McCulloch, 2008]. Steps 2 and 3 are, in fact, independent update
processes on the MPS and can be performed in parallel. If the unit cell is chosen to be
of Lu > 2, we keep rotating the center matrix to left and right, Lu − 1 times for each,
to optimize all matrices in the unit cell.
4. Formation of the new wavefunction: we increase the system size (by two sites) by
constructing a trial wavefunction in the form of Ψtrialn+1 = ...A
sn+1
n+1 Λ
R
nΛ
−1
n−1Λ
L
nB
s′n+1
n+1 ... .
This is the key component for the whole algorithm and can be summarized as
Λtrialn+1 = Λ
R
nΛ
−1
n−1Λ
L
n . (2.66)
Importantly, computation of Λtrialn+1 does not require any sign matching of the singular
values for different bases (the bases of ΛRn and Λ
L
n are already matched with the LHS
and RHS of the system, respectively). Furthermore, there is no requirement on the form
of the center matrices (such as being an square matrix). In general, a good approach is
to avoid matrix inversion in Eq. (2.66) by choosing a basis in which the Λn−1 is already
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diagonal (this can be automatically imposed as a part of the upcoming ‘truncation’
step). At the end of this step, one can also perform an “explicit orthogonalization” on
the new wavefunction (see below).
5. Eigensolver step: equivalent to Step 2 of the fDMRG-ρ algorithm, Sec. 2.8, except we use
Λtrialn+1 as the initial guess vector in an efficient eigensolver to find the lowest eigenvalue
and its corresponding eigenmatrix, (λ0,Λ0), as in Eq. (2.55). We then update the
current energy and the central matrix to their optimized forms as λ?n = λ0 and Λ
?
n+1 =
Λ0, respectively. This leads to an MPS of the form Ψn+1 = ...A
s′n
n A
sn+1
n+1 Λ
?
n+1B
s′n+1
n+1 B
sn
n ...
(if one replaces this step with an “bond evolution operation”, the whole algorithm
becomes equivalent to iTEBD – see McCulloch [2008] for more details).
6. Truncation step: we perform an SVD (or an eigenvalue decomposition) of Λ?n+1 to
truncate (cf. Sec. 2.2) the bond dimension to mn (a desired number of states), which
produces a truncation error of ε(mn), Eq. (2.10), and normalize the wavefunction with
the truncated center matrix, again (notably, one can easily perform a strictly single-site
iDMRG calculation with subspace expansion, Sec. 2.8, by starting from a single-site
unit cell, applying some obvious changes, and replacing Steps 2-4 of fDMRG-S3E with
this step).
7. Convergence criteria: all stopping criteria listed in Step 6 of the fDMRG-ρ algorithm
are applicable. However, for some more efficient criteria, we can check directly how
close the MPS is to the translationally-invariant fixed point via the orthogonality fi-
delity [McCulloch, 2008], Fortho = ||Λn+1 − ΛL,Rn ||. If this is sufficiently small then the
fixed point has been reached. Note that the truncation step causes the basis states
of the center matrix to be no longer orthogonal when viewed as a translationally-
invariant iMPS; exact orthogonality is only recovered where there is no discarded weight,
ε(mn)→ 0 [McCulloch, 2008]. However the wavefunction can also be explicitly orthog-
onalized (see below). If the wavefunction is not converged, we set n→ n+1 and return
to step 2.
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= Ea(L) XTx(Ea)X
Tx
⇒
Figure 2.8 – MPS diagram for the generalized transfer operator of an operator X, Eq. (2.67).
2.10 The transfer operator
As we shall see later, in the MPS diagrams for the measurement of the correlation functions
and the expectation values on infinite lattices, there exists a commonly appearing object:
a block operator (e.g. an m × m-dimensional E-matrix – cf. Sec. 2.5) that is sandwiched
by two MPS matrices. Therefore, it is practical to assign an operator for the mathematical
description of such a structure. O¨stlund and Rommer [1995] and Rommer and O¨stlund [1997]
did this by introducing the transfer operator. A useful generalization of the transfer operator,
TX , incorporates a local operator, Xˆ, and is defined as
TX(Ea) =
∑
s′s
〈s′|Xˆ|s〉As′†EaAs , (2.67)
which is demonstrated in the MPS diagram of Fig. 2.8. In the simplest form, the ordinary
transfer operator is recovered when the local operator is the identity operator,
TI(Ea) ≡ T(Ea) =
∑
s
As†EaAs . (2.68)
From a technical point of view, T corresponds to a super-operator, since it acts on an op-
erator itself. Furthermore, in orthonormalized wavefunctions, the eigenspectrum of T has a
spectral radius of 1 (there is always an eigenvalue 1 corresponding to the identity matrix) and
determines the scaling behavior of the correlation functions of different ranks (see Michel and
McCulloch [2010] and also below).
The transfer operator is particularly useful for the calculation of the expectation values of the
Schur forms of the MPOs on the infinite lattices [Michel and McCulloch, 2010]. The key is to
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E(L+1)
A
= E(L) M
(a)
A†
Ei(L+1) = E1(L)
(b)
Mmi + E2(L) + Ei(L)+Mm-1,i Mii
Figure 2.9 – MPS diagrams for (a) the addition of a single site to the transfer-operator-type
structure incorporated in calculating 〈A|M |A〉 and (b) Ei(L+1) recursive relation, Eq. (2.69),
for the ith column of the MPO.
find the asymptotic functional form of the expectation value per site for such operators, in
the limit of L→∞. We assume that the wavefunction is othonormalized and the fixed point,
Eq. (2.63), is already reached; thus, there exists an eigenvalue of TX equal to 1, for which
the left/right eigenvectors are the identity operator and reduced density matrix respectively.
Note that the existence of more than one eigenvalue with unit magnitude in the spectrum of
TX is a signature of long range correlations in the state (a GHZ state), which is generally
unphysical. An undesirable side effect of preforming iDMRG calculations using non-Abelian
symmetries (cf. Sec. 2.6 and Sec. 2.7) is that sometimes the calculation converges to a state
where the spectrum of the transfer operator acquires an additional eigenvalue 1 in some
total spin sector S 6= 0, signalling that the MPS contains multiple degenerate copies of the
wavefunction. The origin (and remedy) for this phenomena is not entirely understood, but it
results in a wavefunction that is non-injective and should generally be discarded (however,
a non-injective iMPS can still produce correct spin-spin correlations – see below). We now
consider the expectation values of a lower-triangular operator, 〈A|M |A〉, in the asymptotic
limit of L→∞. In such a limit, the effect of adding a single site to a transfer-operator-type
structure is pictured in Fig. 2.9(a). One can break up the structure to a series of the recursive
relations for each column of M in term of the matrices, Ei, 1 ≤ i ≤ m˜. Due to the lower-
triangular form of M , the generic MPS diagram expressing the recursive relation of Ei has
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the form of Fig. 2.9(b), which corresponds to
Ei(L + 1) = TMii(Ei(L)) +
∑
j>i
TMji(Ej(L)) , (2.69)
which can be solved by following the direction of {Em˜ → Em˜−1 → ... → E1}. Thus,
all off-diagonal components, corresponding to Ej with j > i, can be measured in term of
some previously-known matrices. The physical observable corresponds to E1 andthe ex-
pectation value is given by 〈A|M |A〉 = Tr (ρ˜E1). We employ a shorthand notation as
Ci(L) =
∑
j>i TMji(Ej(L)) . This reduces Eq. (2.69) to
Ei(L + 1) = TMii(Ei(L)) + Ci(L) . (2.70)
The question we need to answer is how to solve Eq. (2.70). There are several cases that
one needs to consider, depending on the nature of the eigenspectrum TMii . We consider
here three cases that are relevant to this thesis, Mii = 0, I, and xI, where x is real and
x < 1 (in other words, the diagonal component of the MPO is either zero or the identity
operator, or proportional to the identity operator with a prefactor smaller than 1). This
covers all operators used in this thesis; the generalization to other forms of MPO (such as
string operators and operators with non-zero momentum) is treated in Michel and McCulloch
[2010]). Given these constraints on the form of Mii, the L-dependence of the matrices E
i(L)
and Ci(L) is relatively straightforward as they are as polynomial functions of L[Michel and
McCulloch, 2010]. Thus we can expand them in terms of matrix-valued coefficients of Ln, as
Ci(L) =
p∑
n=0
Ci[n]L
n
Ei(L) =
p∑
n=0
Ei[n]L
n, (2.71)
where p is the degree of the polynomial. .
In the case of Mii = 0, Eq. (2.70) transforms to E
i(L+ 1) = Ci(L), which upon equating the
coefficients from Eq. (2.71), can be written as
Ei[n] = C
i
[n] −
p+1∑
j=n+1
p
j
n
Ei[j] , (2.72)
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where
j
n
 stands for the binomial coefficient. Eq. (2.72) this can be solved recursively by
following the direction of {Ei[p] → Ei[p−1] → ...→ Ei[0]}. In the case of Mii = xI with x < 1,
the fixed point equation Eq. (2.70) reduces to
Ei(L + 1) = xT(Ei(L)) + Ci(L)⇒
(1− xT)Ei[n] = Ci[n] −
p+1∑
j=n+1
j
n
Ei[j] , (2.73)
which is a set of linear equations between Ei[j] with j = p, p−1, ..., 1, 0 and can be solved by a
simple linear solver such as conjugate gradient method [Golub and Van Loan, 2012, Higham,
2002] (note that since x 6= 1, the operator 1 − xT is non-singular and there exists a unique
solution). The case where Mii = I results in Eq. (2.73) if we replace x = 1. In this case,
the series diverges, so we cannot follow the same approach. Instead, Michel and McCulloch
[2010] suggested decomposing Ci and Ei matrices into parallel and perpendicular directions
with respect to the identity operator (the left eigenmatrix of T with eigenvalue 1):
Ei[n] = e
i
nI + E˜
i
[n]
Ci[n] = c
i
nI + C˜
i
[n] . (2.74)
The solution for the perpendicular components, E˜i[n] and C˜
i
[n], is the same as Eq. (2.73). The
parallel components satisfy
ein+1 =
1
n + 1
(
cn −
p+1∑
k=n+2
j
n
 eik) . (2.75)
This can be again solved recursively in the direction of {eip → eip−1 → ... → ei1} (ei0 is
unspecified – physically the value would be specified by the boundary conditions, but there
are no boundaries in an iMPS so we set it to zero, cf. [Michel and McCulloch, 2010]).
The fidelity between two distinct iMPS of |ψ1〉 and |ψ2〉 can be calculated using another
super-operator, i.e. the overlap operator [McCulloch, 2008], T12, in an analogous way to TI ,
Eq. (2.68). As an example for a two-site unit cell, one can write
T12(E) =
∑
s1,s2
As2†2 (1)A
s1†
1 (1)EA
s1
1 (2)A
s2
2 (2) , (2.76)
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where this form of the E-matrices is formulated in Eq. (2.14) and Asnn (1) (A
sn
n (2)) represents
the nth site of the first (second) infinite-size wavefunction. We then need to solve the eigen-
matrix equation of the overlap operator, T12(E) = λE. The fidelity, 〈ψ1|ψ2〉, per unit cell,
corresponds to the leading eigenvalue, which is, in general, a complex number of the form
|λ0| ≤ 1 .
2.11 The spectrum of T: correlation lengths
In Sec. 1.2, we learned that the gapped or gapless nature of the groundstate can be under-
stood through the study of the (principal) correlation length, ξ, since the behavior of the
magnetic ordering and the scaling behavior of the static correlation functions are closely re-
lated. Indeed, the 2004 Hastings theorem (cf. Sec. 1.4) relates the size of the energy gap
to ξ, for local, translation-invariant Hamiltonians on even-width cylinders as ξ ≤ Const.
∆s
(i.e. ξ−1 serves as an upper boundary for the gap size). For the (inherently one-dimensional)
MPS ansatz, the connection between entanglement scaling and the correlation length is well-
understood [McCulloch, 2008, Stojevic et al., 2015, Tagliacozzo et al., 2008]. In a critical
phase, the correlation length diverges with a signature power-law scaling with the number
of states as ξ(m) = κ˜cm
κ˜p . Furthermore, in such states, the entanglement entropy diverges
with a scaling of SEE ∼ log ξ. On the other hand, for short-range gapped states ξ saturates
to a finite value as m is increased, which in the topological spin-liquid state of the THM is
short; of the order of a few lattice spacings. Interestingly, as we see below, the correlation
length scaling for magnetic ordering in SU(2)-symmetric MPS on infinite cylinders appears
rather differently than the full 2D limit. Such cylindrical magnets exhibit some signatures
of true LRO (e.g. in the ES – see below), however, due to the explicit preservation of SU(2)
and the essentially 1D physics of the MPS ansatz, the groundstates emerge as quasi-LRO
critical states. Nevertheless, in the iMPS representation of the wavefunction, the correlation
lengths (per unit-cell) can be conveniently read from the eigenspectrum of the transfer oper-
ator, TI (cf. Sec. 2.10 and below). Note that for a 2D system on a cylinder, the state might
appear gapped for a finite cylinder width, but nevertheless the the correlation length could
still diverge with respect to the cylinder circumference.
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Figure 2.10 – MPS diagram for the two-point correlation function using the iMPS.
Let us now consider a two-point correlation function, G2(n − 1) = 〈On, O0〉, for an iMPS
wavefunction corresponding to the MPS diagram of Fig. 2.10. The operator that appears in
the middle is the transfer matrix Tn−1:
G2(n− 1) = (O0|Tn−1|On) , (2.77)
where the matrix |O) (written in a (bra)ket-like notation) is the result of the action of TO
on the identity eigenmatrix of T (see Zauner et al. [2015] for details). Next, we diagonalize
T operator and write Tn−1 in terms of the eigenvalues, ηi (arranged as {η1 > η2 > η3 > ...}),
and the eigenmatrices of |ηi):
T =
m2∑
i=1
ηi|ηi)(ηi| ⇒
Tn−1 =
m2∑
i=1
ηn−1i |ηi)(ηi| . (2.78)
If we set ai = |(ηi|On)|2, replace Eq. (2.78) into Eq. (2.77), and n− 1→ n:
G2(n) =
∑
i
aiη
n
i . (2.79)
Note that ai and ηi always depend on the number of states, m. Furthermore, T is block
diagonal in an SU(2)-symmetric representation (cf. Sec. 2.7). Thus, we can also label the
eigenspectrum of T using S quantum numbers of an SU(2)-symmetric iMPS ansatz. The
correlation length (measured in units of the iMPS unit cell) is therefore
ξi,S(m) = − 1
ln(|Re[ηi,S(m)]|) , i = 2, 3, 4, ... , (2.80)
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where we have discarded i = 1, as the largest eigenvalue of T in an orthonormalized basis
always corresponds to η1 = 1 (having an identity eigenmatrix). In practice, one can scale the
correlation lengths using the wavefunction unit-cell size and define
ξi,S
Lu
= − 1|Re[ηi,S ]| , which
makes no difference in the mathematical formulation. Replacing Eq. (2.80) into Eq. (2.79)
leads to
G2(n) =
∑
i
ai(S)e
− n
ξi,S . (2.81)
Following the discussion in Sec. 1.2, the i = 2-eigenvalue, corresponding to the largest (prin-
cipal) correlation length (henceforth, ξ2,S ≡ ξS), dominates the scaling behavior of G2(n).
For large n, the correlation function can be well approximated using only ξS ,
G2(n) ≈ a1(S)e−
n
ξS . (2.82)
Physically, ξS=0 represents an scaler correlation, ξS=1 represents a vector correlation (such
as 〈Si.Sj〉 or more complicated variants) and so on. MPS ansa¨tze always contain a finite m,
which enforces ξS to be finite. However, as previously discussed, the scaling of the correlation
lengths (against m) can be used to determine the gapped or gapless nature of the phase.
As an example, let us elaborate the expected behavior for quantum critical states. For
the translation-invariant MPS description of such phases, O¨stlund and Rommer [1995] and
Rommer and O¨stlund [1997] proved that the correlation function follows a power-law decay,
G2(n) ∝ 1
n2m
. (2.83)
For an infinite-range correlation function (where a fixed-point is reached), the scaling should
be modified to G2 ∝ 1L2meff and Leff = sξ, where s is just an arbitrary scaling factor (i.e. the
correlator is expressed in term of the only length scale in an infinite system, i.e. the correlation
length – see also McCulloch [2004- ], Stojevic et al. [2015]). Comparing the iMPS scaling
relation against Eq. (2.82) leads to
ξS ∝ mκ˜p(S) . (2.84)
Therefore, the correlation length of a critical state diverges with a power law for all symmetry
sectors.
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2.12 Explicit orthogonalization of an iMPS
In the step-by-step introduction to the iDMRG algorithm, Sec. 2.9, we learned that the
existence of a finite truncation error (even very small) leads to undesirable non-orthogonality
effects in successive wavefunctions (Fortho 6= 0). This negatively affects the computation of all
expectation values. So, an extra explicit orthogonalization step was suggested by McCulloch
[2008], which can be ideally added after Step 4 at the end of a DMRG sweep and/or before
the calculation of the observables (such an explicit orthogonalization scheme was originally
developed by Oru´s and Vidal [2008] in the context of iTEBD). Let us first demonstrate why
the infinite wavefunction is not orthonormalized after performing a truncation. Consider the
iMPS unit cell at the nth iteration and after the rotation of the center matrix to the right,
· · ·As′nn Asn+1n+1 ΛRnΛ−1n−1 · · · . We set P = ΛRnΛ−1n−1 and write the wavefunction explicitly,
Ψn = A
s′1
n A
s2
n+1PAs
′
3
n A
s4
n+1PAs
′
5
n A
s6
n+1P... . (2.85)
All A-matrices are left-orthonormalized by construction, however, ΛRn and Λ
−1
n−1 belong to
different iterations having truncated basis states that are, in general, non-orthogonal (in other
words, P is not necessarily the identity matrix). In fact, P = UI only when the conditions
of the orthogonal fixed point are met (here, U is an arbitrary unitary matrix and one can
always incorporates it into a NN A-matrix). The key to make such an MPS orthogonal is
to find a basis such that the leading eigenmatrix of the transfer operator, T (cf. Sec. 2.10),
coincides with I. The transfer operator in the left-orthonormalized basis of Eq. (2.85) can
be constructed as
TL(E) =
∑
s1,s2
P†As2†n+1As
′
1†
n EA
s′1
n A
s2
n+1P . (2.86)
The left-orthogonality constraint, Eq. (2.3), implies that TL = I only at the orthogonal fixed
point. For a non-orthogonal wavefunction, Eq. (2.86) implies that TL = P†P. Therefore,
we employ an eigensolver such as the Arnoldi method [Golub and Van Loan, 2012, Higham,
2002] and find the leading eigenmatrix of TL, namely VL (which is always Hermitian and
non-negative). Next, we perform an eigenvalue decomposition (or an SVD) for this matrix, as
VL = X
†X. Thus, the required transformation for the unit cell can be formed as As
′
1
n A
s2
n+1P→
XA
s′1
n A
s2
n+1PX−1. In the new basis, demonstrably, T′L = 1. Now, we need to apply the
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Figure 2.11 – Two examples for the mapping of the MPS chain (red stripes) onto a generic
square lattice, where spins sit on vertices.
same procedure to the right-orthonormalized unit cell, Λ−1n−1Λ
L
nB
s′n+1
n+1 B
sn
n . In this case, we set
Q = Λ−1n−1ΛLn . The right-orthonormalized transfer matrix corresponds to
TR(E) =
∑
s1,s2
QBs
′
2
n+1B
s1
n EB
s1†
n B
s′2†
n+1Q† , (2.87)
As before, we first find the leading eigenmatrix of TR and then perform a eigenvalue de-
composition to form VR = Y Y
†. The required transformation corresponds to QBs
′
2
n+1B
s1
n →
Y −1QBs
′
2
n+1B
s1
n Y . We can therefore summarize the set of all required transformations [Mc-
Culloch, 2008] for an explicit orthogonalization as
As1n → XAs1n
Bs2n → Y Bs2n
Λn−1 → XΛn−1Y
ΛRn → ΛRnY
ΛLn → XΛLn . (2.88)
2.13 The MPS mapping onto 2D lattices
Since an MPS is an inherently 1D ansatz, any DMRG calculation on a two-dimensional
Lx×Ly-site lattice requires a mapping onto a 1D model with effectively longer-range couplings.
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Figure 2.12 – Cartoon visualization of a triangular lattice on a YC cylinder. Spins sit on
spheres. An ‘efficient’ mapping of the MPS chain is shown using the red spiral. The green
arrows represent the unit vectors on three principal lattice directions. The transparent gray
plane corresponds to the bipartite cut that creates partitions L and R, without crossing any
Y -direction bond.
We always set the X-axis (Y -axis) as the longer (shorter) direction, in a way that the Y -
axis coincides with a principal direction of the lattice. The computational cost of the two-
dimensional DMRG scale as ∝ LxeLy (e.g. see Stoudenmire and White [2012]). There exist
many (in fact, an infinite number of) ways to map the MPS stripe onto a 2D surface. However,
the major concern is to minimize the range of interactions in the resulted 1D Hamiltonian
(providing minimal computational cost), while respecting a full set of symmetries. For the
calculations in this thesis, we always choose an ‘efficient’ mapping that is minimizes the range
of one-dimensional NN (and preferably higher-order) couplings. Two examples of such an
efficient mapping on a generic square lattice are presented in Fig. 2.11.
In this thesis, we are mostly interested in the triangular lattices that are placed on a cylinder.
This is essentially equivalent as wrapping the lattice around the Y -axis to create a cylindrical
boundary condition (the number of the sites in X and Y directions are still denoted using
Lx and Ly, respectively, with L = Lx × Ly, after the wrapping). We refer to the direction
that wraps around the cross-section of the cylinder, as the short-direction, and the direction
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in which the spins are lined up toward the far away cross sections, as the long-direction.
There also exist multiple (in fact, infinite) numbers of the wrapping methods. For the main
calculations, we focus on a computationally beneficial and convenient type of cylinder that
is called the YC structure. We present a typical YC structure with Ly = 9 in Fig. 2.12
(shorthand notation such as YCLy and YCLx × Ly will be employed). The YC structure is
the only wrapping method with a circumference that equals to Ly (Y -axis now coincides with
the short-direction and the X-axis coincides with the long-direction) and is the best choice
for the momentum-resolved ES (see below). Three principal directions of the lattice aligned
in the Y -axis, and in ±60◦ directions, i.e. a1 ≡ a+60◦ and a2 ≡ a−60◦ , as demonstrated in
Fig. 1.4 or Fig. 2.12. For the triangular lattice, we employ the efficient MPS mapping method,
shown in the figure, that provides the shortest NN and NNN one-dimensional coupling ranges
over the PBC connections. To measure bipartite quantities such as the reduced density matrix
and the EE, we always cut the YC structure using a plane as the bipartite boundary, without
crossing any Y -direction bond.
2.14 Classification of the wrapping methods
In Sec. 2.13, we learned that there exist many different ways to wrap a 2D lattice and form
a cylinder. Such wrapping methods can be efficiently classified using an standard notation
developed for single-wall carbon nano-tubes [Wilder et al., 1998]. When a triangular lattice on
the cylinder is mapped to an infinite flat surface, the wrapping vectors, C (which connects a
site back to itself due to the PBC in the short-direction), can be represented using a notation
of (aˆ1, aˆ2). This is especially useful for the classification of the infinite cylinders, ∞ × Ly,
where there exists an iDMRG unit cell which is used in the construction of the Hamiltonian
operators. We represent a generic wrapping vector on the triangular lattice as C = (C1, C2)
and the angle between C and the Y -axis as φC (the so-called ‘wrapping angle’). Using simple
geometrical arguments, we can prove that
φC = cos
−1
(√3
2
C1 + C2√
C21 + C
2
2 + C1C2
)
. (2.89)
Upon enforcing a constraint on the mapping (such as preserving a sublattice symmetry or
constructing an ‘efficient’ MPS mapping), there exist a C0: the shortest possible wrapping
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vector, arbitrarily on the LHS of (or on) of the Y -axis, that respects the constraints. As an
example, we have proved that to form tripartite-symmetric triangular lattices, one needs
C0 = (ny, Ly) , (2.90)
Cn = C0 + 3na1, n = 0,±1,±2, ... , (2.91)
where ny = 3dLy3 e − 2Ly and Cn represents possible wrapping vectors that preserve the
tripartite symmetry. In fact, C+1 is always the mirror image of the C0 in respect to Y -axis,
so it can be equally set as the shortest wrapping vector (note that for P and Z3 symmetric
groundstates, C0 and C+1 lattices produce the same expectation values). As another example,
the YCLy structure corresponds to C0[YCLy] = (−Ly, Ly), which demonstrably aligns with
the Y -axis and supports tripartite symmetry (in this case, the iDMRG unit cell is simply an
Ly-site cell in the direction of C0).
2.15 Entanglement entropy
The EE [Eisert et al., 2010] is a central object in the physics of the many-body systems, which
provides a measure of how strongly different subsystems are entangled. The entropy has
proven to be a powerful numerical tool for characterizing the low-energy spectrum, detection
of SSB, and topological degeneracy of the groundstate (for some examples, see Eisert et al.
[2010], Kitaev and Preskill [2006], Levin and Wen [2006], Metlitski and Grover [2015], Santos
[2013], Wang et al. [2013], Zhang et al. [2011]). Between many different approaches to measure
entropy, we employ the method of Jiang et al. [2012] that calculates the von Neumann entropy
(e.g. see Nielsen and Chuang [2010]) along a bipartition cut of the cylinder, as shown in
Fig. 2.12, since it is computationally convenient to manipulate in the context of MPS and
DMRG algorithms. The bipartite von Neumann entropy is defined as
SEE = −Tr(ρ˜ log ρ˜), (2.92)
where ρ˜ is the reduced density matrix of either the L or R partition (cf. Eq. (2.7)). In
such a sense, the von Neumann entropy can be compared to the Shanon entropy: while the
latter measures the uncertainty associated with a classical probability distribution, the von
Neumann entropy characterizes the uncertainty associated with the reduced density operator
76
Methods:
two-dimensional DMRG in a universe built by MPS
(see also Nielsen and Chuang [2010]). In terms of the eigenvalues of ρ˜, i.e. the square of the
singular values of the center matrix, λi = C˜
2
ii, the entropy can be written as
SEE = −
∑
i
λi log λi . (2.93)
Roughly speaking, SEE counts the number of entangled pairs on the bipartite boundary.
In other words, SEE is a function of the (D − 1)-dimensional area of the D-dimensional
quantum system, i.e. the boundary size, Lcut (note that Lcut = Ly for the YC structure). In
fact, robust theoretical studies [Hamma et al., 2005a,b, Kitaev and Preskill, 2006, Levin and
Wen, 2006] proved that for interacting 2D spin systems with only local couplings and a cut
size significantly larger than the correlation length, the leading term in the entropy scales with
the boundary area, SEE ∝ Lcut, not the system volume, which is known as the area-law (the
area-law was originally introduced in the context of the black holes [Bekenstein, 1973] and
quantum field theory [Plenio et al., 2005, Srednicki, 1993]). More precisely, for such gapped
systems, it can be shown (original proof by Kitaev and Preskill [2006], Levin and Wen [2006])
that
SEE = αLcut −Ndγ˘ + ... (2.94)
where α is a non-universal constant depending on the short wavelength modes near the bound-
ary, γ˘ = ln
√
DQ represents a universal constant, i.e. the topological entanglement entropy
(TEE) that only depends on the total quantum dimension of the groundstate, DQ, Nd stands
for the number of disconnected, non-contractible boundaries enclosing each partition, and
ellipses are some corrections that vanish in the thermodynamic limit. As an example for the
toric-code-type Z2-gauge topological phase, DQ = 4 and γ˘ = ln 2 (see for example Jiang et al.
[2012], Zhang et al. [2011] and also Chapter 3). However, for strictly 1D quantum critical
states (in the thermodynamic limit) the condition of the boundary size being considerably
larger than the correlation length cannot be met, and the SEE behavior is modified. In
this case, the leading term in the EE relates to the only length scale of the system, i.e. the
correlation length, as SEE ∼ log(Leff ) ∼ log(ξ) [Stojevic et al., 2015, Tagliacozzo et al.,
2008]. For the symmetry-broken true LROs, again, the size of the cut is significantly smaller
than the diverging correlation length and a logarithmic term should be added to the area-law
behavior [Metlitski and Grover, 2015]:
SEE = β0 + β1Lcut +
NG
2
log(L), (2.95)
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where β0 is a non-universal constant, which depends on the system geometry, the TEE, NG,
spin stiffness, and the velocity of the Nambu-Goldstone (NG) excitations. In addition, β1
is another non-universal constant, which depends on the short-range entanglements in the
vicinity of the cut and a short-distance characteristic cutoff.
For (quasi-)LRO, SU(2)-symmetric, iMPS groundstates on the infinite cylinders, we find that
the entropy scaling behavior needs to be treated carefully. As discussed in Sec. 2.11, MPS-
ansatz symmetry broken magnets appear as quantum critical states on the cylinder. Thus, it
is expected that the entropy exhibits a combination of the area-law and the critical behaviors.
Our numerical measurements (cf. Chapter 6) on an SU(2)-symmetric, quasi-LRO groundstate
of the J1-J2 THM on the infinite YC structures confirms such a mixed scaling as of
SEE ' a0(Ly) + a1(Ly) log(ξ) , (2.96)
where
a1(Ly) = α0 + α1Ly . (2.97)
The behavior of the non-universal constant of a0 proved to be more challenging to predict, but
it can only contain sub-leading corrections to the area-law term appearing in a1 (see below).
2.16 Systematic sources of error in DMRG energies
As we saw in Sec. 2.8 and 2.9, in all described DMRG algorithms, there exists a step involving
the truncation of the spectrum of the center matrix, or equivalently, the reduce density matrix
that produces a truncation error, ε(m), as in Eq. (2.10) (we emphasise that for a purely single-
site MPS approach with no density matrix mixing, the truncation error is strictly zero). In
some cases, it is rather safe to estimate a reliable thermodynamic limit value based on the
truncation error scaling as m→∞ (or equivalently ε(m)→ 0). To remove the small noise in
the truncation errors through DMRG sweeps, in the calculations performed in this thesis we
construct the truncation-error using εave(m), i.e. the truncation error per iteration averaged
over a double-sweep. In variational calculations of the groundstate, the scaling behavior
of the energy is of special interest. For well-converged DMRG wavefunctions, the scaling
behavior of the energy against the truncation error is expected to be linear, while any other
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Figure 2.13 – fDMRG results for the groundstate energy (per site) of the J1-J2 THM versus
the variance (per site) on a YC30×3 cylinder at J2 = J cos(25◦). The energy unit is set to
J and J1 = J sin(25
◦). E0[∞] corresponds to the measured energy at the thermodynamic
limit of m → ∞ (V ar → 0). The linear extrapolation provides a precise approximation on
the thermodynamic-limit groundstate energy (see Chapter 4 for more details).
observables, 〈ψm|O|ψm〉, generally scale as
√
ε(m) [White and Chernyshev, 2007]. However,
we emphasise that the scaling of the truncation error is algorithm-dependent and its vanishing
does not essentially imply the convergence of the wavefunction.
As the main application of the MPO method for the finite and infinite lattices, introduced in
Sec. 2.5, 2.7, and 2.10, we perform a simplified calculation to determine the variance of the
energy,
V ar(m,L) = σ2E = 〈ψm|(Hˆ − 〈Hˆ〉)2|ψm〉L, (2.98)
where 〈Hˆ〉m,L = E0(m,L) corresponds to the current energy and σE represents the standard
deviation. V ar(m,L) is a real number that only vanishes if |ψm〉 = |ψGS〉, where the |ψGS〉
stands for the true lowest eigenstate of the Hamiltonian. Thus, as previously discussed, the
size of the variance is an intrinsic property of the wavefunction and provides an extremely
reliable method for testing the convergence, and also scaling observables to the large m limit
(equivalent to V ar(m,L)→ 0). In two-dimensional DMRG calculations, we usually measure
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a stable V ar(m) at the end of several sweeps of a fixed m. Our investigation for the THM
on a variety of finite and infinite cylinders consistently found that the energy (per site) scales
linearly against the variance (per site) toward the thermodynamic limit of m→∞ (however,
the small m behavior is often very different). Moreover, for a more reliable estimation of
the energy in the thermodynamic limit, one should assign an individual error-bar to each
E0(m). After we have performed a certain number of sweeps, Nsweeps, for a fixed m, we
measure the systematic error as ∆E(m) = |E0(m,Nsweeps)− E0(m, Nsweeps2 )|, where E(m,N)
is the variational energy at the end of the Nth sweep. To demonstrate the robustness of the
variance method in producing a fine linear behavior (and also to show the smallness of the
individual errors), we present the energy scaling results for a phase point in the J1-J2 THM,
Eq. (1.9), on a YC cluster in Fig. 2.13 (see Chapter 4 for some comparisons of the DMRG
energies against the results from other methods). It should be noted that all such variational
results from DMRG only provide an upper bound for the true groundstate energy.
2.17 Operators of interest on a cylinder and their
PSG structures
For a 2D lattice wrapped onto a cylinder, the construction of operators that are symmetries
of the Hamiltonian are of special interest. This includes geometrical symmetry operators such
a Ty and Ry (generators of the D2×Ly group of the cylinder), and on-site symmetry opera-
tors such as time-reversal, τ , and the parity reflection, P (cf. Sec. 1.7). A non-chiral spin
liquid phase should be invariant under all such symmetries. Moreover, the closeness of their
expectation values to the identity can provide robust convergence criteria for the MPS wave-
functions. In this section, we present more details on the structure of such operators, argue
the existence of fractionalization phenomena, and discuss some PSG group measurements in
the context of the iMPS, which can be used to identify the anyonic groundstates (see also
Sec. 1.8 and Chapter 5).
Ty, the cyclic translation of the cylinder sites by one position along the Y -axis, provides the
lattice momenta {k}, in the Y -direction, Ty|k〉 = eik|k〉. On an infinite-size YC structure
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Figure 2.14 – The proper action of Ry on an infinite YC6 structure incorporating an efficient
MPS mapping (red-colored numbers). (n) represents the nth Hamiltonian unit cell. A similar
structure follows for any other YCLy structure.
incorporating an Ly-site Hamiltonian unit cell (along the Y -axis), the action of Ty reads as
Ty|...A1A2A3...ALy ...〉 = |...ALyA1A2...ALy−1...〉 . (2.99)
Therefore, Ty requires an Ly-site MPO unit cell (same as the wavefunction) and, conveniently,
can be constsructed as a product of 2-body swap operations, Eq. (A.30), acting purely within
a unit cell (in practice, Ty is cheap to measure and easy to manipulate). We do not preserve
the Ty-symmetry in the MPS calculations explicitly, however, upon taking a bipartite cut of
the lattice (for example to compute the ES) it is straightforward to switch to a basis that
diagonalizes Ty and use {k} as global quantum numbers to label the states alongside the
S-numbers (e.g. to present a momentum-resolved spectrum – see below). Ry, the reflection
of the sites in respect to a site or bond along the Y -axis, can similarly be constructed from
a product of 2-body swap operations. However, the mathematical representation of Ry on
an infinite cylinder involves some technicalities as it depends on the employed MPS mapping
(cf. Sec. 2.13). As an example, in Fig. 2.14, we pictorially define the proper action of Ry on
a YC structure having an efficient mapping. Using simple geometrical arguments, we have
proved that Ry requires an (Ly × Ly)-site MPO unit cell (the reflections are in respect to
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a site or a bond depending on the position of the iDMRG unit-cell, presented by (n) in the
figure) and can be expressed as
Ry = P
(1)
y (T
(1)
y )
0P (2)y (T
(2)
y )
1...P (Ly)y (T
(Ly)
y )
Ly−1 , (2.100)
where P
(n)
y corresponds to a pure parity reflection and (T
(n)
y ) is a single-site translation along
the Y -axis for the nth iDMRG unit cell. Eq. (2.100) implies that Ry can be still expressed as
a series of simple swap gates, however due to the large size of the unit cell, its measurement is
excessively expensive. But satisfying 〈Ry〉m = 1 turns out to be a very stringent convergence
critera for the groundstate wavefunctions.
To determine the chiral nature of the groundstate, we need to understand the detailed struc-
ture of τ and P operators. Moreover, when a wavefunction is both τ and P symmetric, we
can choose an orthonormalization basis in which all A-matrices are symmetric, which further
simplifies the MPS manipulations (see Michel and McCulloch [2010] and Sec. 2.9 for details).
The explicit form of τ is of course basis dependent; however, the anti-linearity of the time-
reversal operation matters the most (an anti-linear operator acts as Oα|ψ〉 = α∗O|ψ〉). For
spin-1
2
states, we can choose τ = UτKc, where Uτ is some unitary and Kc corresponds to the
complex conjugation operation [McCulloch, 2004- ] (it is due to the action of Kc, that the
time-reversal becomes anti-linear). To satisfy Eq. (A.3), we require
τ σˆτ−1 = −σˆ , (2.101)
where σˆ stands for the Pauli matrices’ spin vector (cf. Appendix A). Therefore,
Uτ σˆ
∗U †τ = −σˆ . (2.102)
Since σx and σz are purely real, and σy is purely imaginary, we have
Uτσ
xU †τ = −σx ,
Uτσ
zU †τ = −σz ,
Uτσ
yU †τ = σ
y . (2.103)
Through direct examination, one can show that Uτ = e
iθτσy, where θτ is an arbitrary phase.
Uτ can be alternatively written in the exponential form of
Uτ = e
ipiSy . (2.104)
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From the quantum mechanics, we know flipping the arrow of time twice should lead to τ 2 = −1
(τ 2 = 1) for all half-integer (integer) spins. As a sanity check, let us prove τ 2 = −1, for our
choice of operations:
τ 2 = UτKcUτKc = UτU
∗
τ = e
ipiSye−ipiS
y∗
= eipiσ
y/2 = −1 . (2.105)
The parity operator can be similarly considered as P = UPKref, where UP is a unitary and
Kref performs a full spatial reflection. However, in contrast to the time-reversal, P only
performs reflections on the MPS matrices, and therefore is a linear operator. Alternatively,
one can write
P |ψ〉 = PxPy|ψ〉 = |ψref〉 . (2.106)
After constructing the gauge-invariant form of the τ and P as they act on an iMPS, below, we
shall see that, surprisingly, parity operates in an almost equivalent way to time-reversal. For
detecting spontaneous breaking of P or τ symmetry, it is sufficient to measure the overlaps
〈τ〉 = 〈ψ|ψ∗〉 ,
〈P 〉 = 〈ψ|ψref〉 . (2.107)
If the magnitude of the overlap is smaller than 1, then the corresponding symmetry is broken.
This is a reliable way to detect P - or τ -symmetry breaking [Heidrich-Meisner et al., 2009,
McCulloch, 2008, Pollmann et al., 2012].
The groundstates of the topological phases on tori and infinite cylinders (which are topolog-
ically equivalent), cntain non-trivial anyonic fluxes (see also Chapter 3 and 5). In the iMPS
representation of such degenerate groundstates, choosing a groundstate basis that preserves
the anyonic structure is highly advantageous. For this purpose, we work in a minimally
entangled states (MES) [Jiang et al., 2012, Zhang et al., 2012] basis introduced by Zaletel
et al. [2015], Zaletel and Vishwanath [2015] for the four-dimensional groundstate manifold of
a Z2-guage spin liquid that preserves the SPT ordering. For even-Ly cylinders, each unique
MES, |Ua/a˜Ly 〉, corresponds to the action of a gate operator U
a/a˜
Ly
(on the trivial sector) that
threads an anyonic flux in the long-direction, creating a particle/anti-particle pair of aˆ anyons
at infinity (we also refer to such a MES as the YCLy-aˆ sector). This is equivalent to creating
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a pair of anyons, moving one on a non-contractible loop threading a hole, and annihilating it
with the other one on a torus (for some examples, see the action of Wilson loop operators on
the toric code’s groundstate manifold in Chapter 3). Given a particular MES on the cylinder,
the action of a global symmetry group (g) member, Tg, on the state can be considered as two
independent actions on each anyon:
Tg|Ua/a˜Ly 〉 = ΥTg|UaLy〉 ⊗ ΥTg˜|U a˜Ly〉 , (2.108)
where ΥTg is an unitary operator acting on a single-anyon state, |UaLy〉. Anyons can fraction-
alize [Essin and Hermele, 2013, Qi and Fu, 2015, Zaletel et al., 2015, Zaletel and Vishwanath,
2015] the symmetry, g, by factorizing an identity member of the group (i.e. square rooting of
g). g is always a linear representation (it is describing a physical symmetry), but ΥTg can now
form a non-trivial PSG, which is the central extension of the original group (see Wen [2002]
and also Sec. 1.7 for more details). In the language of the PSGs, Tg acts as a pure symmetry
operator, while ΥTg is a PSG member incorporating a gauge and a pure symmetry operation.
In other words, there exist a gauge invariant form for the latter operators, in the form of
ΥTg = e
iφTGTgG
†, as in Eq. (1.11). Manipulating such PSG representations are especially
convenient in the iMPS due to its bipartite nature. It can be assumed each partition of the
system, which is described by a reduced density matrix, ρ˜, only contains an isolated anyon.
ΥTg can now be expressed as an operator acting on the iMPS ‘auxiliary’ basis, i.e. the basis
that diagonalizes the entanglement Hamiltonian,
HE = − ln(ρ˜) , (2.109)
which incorporates, only, the degrees of the freedom on the bipartite cut (in short, the MES
basis corresponds to an state with a pair of anyons at infinity and is manipulated by the
action of Tg, while the auxiliary basis corresponds to the states with a single anyon and is
manipulated by the action of ΥTg). We detect an isolated anyon on infinite cylinders by
measurement of non-trivial ΥTg in the auxiliary basis for Tg ∈ {τ, P, generators of D2×Ly}
(cf. Chapter 5 for supporting numerical results and some more details). For some examples,
let us describe the gauge-invariant form of the τ and P symmetry in the auxiliary basis by
following up the proofs provided in [McCulloch, 2004- ]. The eigenvalue equation for the
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anti-linear time-reversal operator can be written in the iMPS form of
ΥτKc = λ
∑
s′s
〈s′|τ |s〉AsΥτKcAs† ⇒
Υτ = λ
∑
s′s
〈s′|τ |s〉AsΥτAsT . (2.110)
Performing a gauge transformation, As → GAsG† (where G is an MPS gauge matrix), leads
to
Υ′τ = λ
∑
s′s
〈s′|τ |s〉GAsG†Υ′τG∗AsTGT , (2.111)
which corresponds to Υ′τ ↔ GΥτGT . Consequently, the gauge-invariant form of the time-
reversal operator can be chosen as,
Υτ = e
iφτGσyG
T . (2.112)
The measurement of ΥτΥ
∗
τ (in the auxiliary basis) reveals the time-reversal nature of isolated
quasi-particles at infinity. That is, as implied in the discussion leading to Eq. (2.105), if
there is a half-integer (an integer) spin, then ΥτΥ
∗
τ = −1 (ΥτΥ∗τ = 1). Moreover, since
[HE ,Υτ ] = 0, in the presence of a spin-
1
2
particle, Kramers theorem [Kramers, 1930] ensures
that the eigenspectrum of HE is even-degenerate as in the physical energy spectrum (see
also below). In close similarity to the time-reversal operation, the eigenvalue equation of P
corresponds to
ΥPKref = λ
∑
s′s
〈s′|P |s〉AsΥPKrefAs† ⇒
ΥP = λ
∑
s′s
〈s′|τ |s〉AsΥPAs∗ . (2.113)
Again, performing a gauge transformation leads to
Υ′P = λ
∑
s′s
〈s′|P |s〉GAsG†Υ′PG∗AsTGT , (2.114)
which corresponds to Υ′P ↔ GΥPGT . As a result, the gauge-invariant form of P can be
written as
ΥP = e
iφPGP¯0G
T , (2.115)
2.18 Higher moments and cumulants of the magnetic order parameters 85
where P¯0 = ±1 is the parity operator in a parity-symmetric basis [McCulloch, 2004- ]. Finally,
it should be noted that the existence of a PSG through the measurements of ΥTg implies
one-dimensional SPT ordering [Zaletel et al., 2015] by considering cylinder’s rings as single
“super-sites” (global symmetries along Y -direction are now internal symmetries when viewed
as a chain; this means an SPT order protected by a corresponding internal symmetry always
coexists with a non-trivial anyonic sector). Therefore, our method for the detection of anyons
is essentially equivalent to the iMPS techniques previously developed by Pollmann et al. [2012]
for identifying non-trivial one-dimensional SPT order.
2.18 Higher moments and cumulants of the magnetic
order parameters
We now present an overview of how to calculate higher moments of a (possibly non-local)
observable in a translationally-invariant infinite-size system. This is required for the measure-
ments of the cumulants and Binder ratios of the magnetization order parameters (see below
and Chapter 6). For symmetry broken (or symmetry protected) states the Binder cumulant
of the (string) order parameter can be evaluated directly in the thermodynamic limit [Kolley
et al., 2015b]. However in this case, because we preserve SU(2)-symmetry the magnetic order
parameter is strictly zero and cumulant ratios are not well defined (see below). However, as
we show below, the moments can still be used to detect the signature of magnetic ordering.
Suppose we are interested in calculating the matrix elements of the moments of an order
parameter MPO, M[k], of dimension m˜, that transforms under SU(2) as a rank k tensor. The
explicit preservation of SU(2)-symmetry leads to the vanishing of the order parameter, but
the even moments can be non-zero. In this case, the measurement of the expectation values
of the higher-order magnetic moments, 〈Mn〉 (of order n), is of interest. These can be done
using the method of the transfer operator, Sec. 2.10. In the following example, for the sake of
the simplicity we assume a one-site unit cell, although in practice for a magnetically ordered
system the unit cell will be at least as large as the number of sublattices; The generalization
for larger unit-cell sizes is straightforward. We give an example here for the second moment,
the higher moments can be obtained recursively as described in Sec. 2.10 (see also Michel
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S=0,1,0
E(L+1)
A
= E(L) M2
(a)
A†
E2(L+1) = E2(L)
(b)
E1(L+1) = E2(L)
(c)
X + E1(L)
E0(L+1) = E2(L)
(d)
X2 + E1(L) 2X + E0(L)
＜ M2 ＞/L = E2(L)
(e)
X2 +ρ E1(L) 2X ρ
Figure 2.15 – (a) MPS diagram for the fixed-point equation of Ea-matrices of the second
moment of M. MPS diagrams for the (b) third, S = 0, (c) second, S = 1, and (d) first,
S = 0, columns of M2, Eq. (2.117). (e) The MPS recipe to calculate the final expectation
value of the second moment.
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and McCulloch [2010]). To calculate the asymptotic limit of 〈M2〉, one only needs to solve
the diagrammatic fixed-point equation shown in Fig. 2.15(a), where the Ea-matrices (in this
section, we set a = 0, 1, · · · , m˜ − 1) are essentially eigenmatrices of the transfer operator,
Eq. (2.67), and connected according to Eq. (2.69). In practice, Fig. 2.15(a) shows the fixed
point at which the addition of an extra site (or unit cell) to Ea-matrices will leave the system
unchanged. The MPO form of the order parameter on a unit cell can be written (cf. Sec. 2.5)
as a super-matrix,
M =
 I
X I
 , (2.116)
and we can attach SU(2) quantum numbers S = 0, 1 to the rows/columns. The operator for
the second moment has the form
M2 =
 I
X I
⊗
 I
X I
 =

I
X I
X 0 I
X2 X X I

⇒

I
2X I
X2 X I
 , (2.117)
where in the last step, we have collapsed the middle columns to create a 3 × 3 matrix with
new quantum numbers of S = 0, 1, 0 labeling the rows (assuming here that we want to
calculate only the scalar part of X2 – for the calculation of higher moments we need the
other spin projections too). We can now write the fixed point of the last MPO in the form
of recursive equations for the Ea-matrices, as shown in Fig. 2.15(b),(c), and (d). We note
that the objects that appear on the right hand sides of the figures are nothing other than the
generalized transfer operators. Translating the graphical notation into equations, for example,
Fig. 2.15(b) can be written as
E2(L + 1) = TI(E2(L)), (2.118)
which means E2(L) is an eigenmatrix of the transfer operator, which, for a properly orthogo-
nalized MPS is just the identity matrix, so E2(L) = I. As a result, equations for Fig. 2.15(c)
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and (d) can be written as
E1(L + 1) = TX(I) + TI(E2(L))
= CX + TI(E2(L)), (2.119)
where CX = TX(I) is a constant matrix, and
E0(L + 1) = TX2(I) + 2TX(E1(L)) + TI(E0(L)) . (2.120)
The desired expectation value is encoded in the final matrix, i.e. 〈M2〉 = Tr(E0ρ˜). However,
importantly, most of the matrix elements of E0 do not contribute to the expectation value of
the second moment per site, we need only the component of E0 that has non-zero overlap with
ρ˜. Note that ρ˜ is the right eigenmatrix of TI with the unity eigenvalue, hence the component
of E0 that gives the expectation value is the component in the direction of the corresponding
left eigenmatrix of TI . The calculation of the matrix elements of E1 can be done efficiently
using a linear solver. To see how this works, consider the eigenmatrix expansion for the
transfer operator, Eq. (2.78), to obtain the eigenvalues ηn and eigenvectors |ηn). If we write
CX and E
1 matrices in this {|ηn)} basis with expansion coefficients cn and e(1)n (L),
CX =
m2∑
n=1
cn|ηn) ,
E1(L) =
m2∑
n=1
e(1)n (L)|ηn) , (2.121)
then Eq. (2.119) is, for each component,
e(1)n (L + 1) = cn + ηne
(1)
n (L) . (2.122)
Following the procedure of Sec. 2.10, we further decompose the coefficients into a component
parallel and components perpendicular to the identity matrix, I (i.e. the left eigenmatrix of
TI , which has the largest eigenvalue of η1 = 1 due to the MPS orthogonalization condition),
and define
C˜X =
m2∑
n=2
cn|ηn) ,
E˜1(L) =
m2∑
n=2
e(1)n (L)|ηn) , (2.123)
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so that CX = C˜X + c1I and E
1 = E˜1 + e
(1)
1 I. The reason for this is that the component in
the direction of the identity, e
(1)
1 , diverges in the summation, whereas the other components
that are perpendicular to the identity do not. Hence, we need to find the fixed points of these
parts separately. Solving Eq. (2.122) for the parallel components reveal the local expectation
value of X per site, which is an straightforward calculation,
e
(1)
1 (L + 1) = e
(1)
1 (L) + c1 , (2.124)
where c1 is just the expectation value of the order parameter on one site. Hence e
(1)
1 (L+ 1) =∑L
i=1〈Xi〉, which is zero because of the SU(2)-symmetry (indeed, c1 = 0 by construction,
since it is in the wrong quantum number sector for the identity eigenvector of the transfer
operator). The perpendicular components lead to
E˜1(n)(L + 1) = C˜(n) + ηnE˜
1
(n)(L) , (2.125)
where now n ≥ 2, and the eigenvalues |ηn| < 1. Thus, Eq. (2.125) is of the form of the sum of
a convergent geometric series. Upon taking the limit L→∞ and writing back the projection
operators as the original matrices, Eq. (2.125) converges to a fixed-point:
(1− TI)E˜1(∞) = C˜X , (2.126)
which is a rather simple system of linear equations, and is numerically stable because the
condition number of 1−TI is simply related to the leading correlation length, 1/(1−|η2|) ' ξ.
In practice, generalized minimal residual method (GMRES) is a good choice of linear solver
for Eq. (2.126). Upon obtaining the matrix elements of E˜1, we can proceed to calculate
the final expectation value as shown in Fig. 2.15(e). Note that this does not require all of
the matrix elements of E0, since we only require the overlap between E0 and the reduced
density matrix (the right eigenvector of TI with eigenvalue 1). This means that 〈M2〉 =
L×Tr(ρ˜TX2(I) + 2ρ˜TX(E1(L))), which is demonstrated in the MPS diagrammatic equation
of Fig. 2.15(e). I.e. the only unknown is the E1-matrix. This is a useful optimization and
rather general – in calculating the expectation value of a triangular MPO of dimension m˜,
only the matrix elements of {Em˜−1, ..., E1} are required. For calculating the 4th moment of
a magnetization order parameter using SU(2) symmetry, X4 decomposes as
X4 = (X ·X)2 + (X⊗X) · (X⊗X) , (2.127)
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where the dot product X ·X = −√3[X×X][0] and outer product X⊗X = √6/5[X×X][2]
(cf.Appendix A) are proportional to the S=0 and S=2 projections of the operator product,
respectively, with an additional factor arising from the SU(2) coupling coefficients. In general,
we would need to also include the cross-product term (X × X) · (X × X) (proportional to
the spin-1 projection), however, this vanishes due to anti-symmetry (anti-unitary) under time
reversal.
When all projection components of the magnetic order parameter, M[k], vanish by construc-
tion (as in the SU(2)-symmetric translation-invariant MPS), the higher moments can play
the role of the order parameter. It is convenient to connect the moments of the operators to
the ith cumulant per site, κi, by employing
〈Mn〉 =
n∑
i=1
Bn,i(κ1L, κ2L, ..., κn−i+1L), (2.128)
where Bn,i’s are partial Bell polynomials (cf. [Stuart et al., 2009] for the definitions and
relevant discussions on the non-central moments and the cumulants in the context of the
probability theory). For the iMPS ansatz, when the asymptotic limit is taken to derive a
translation-invariant infinite-size system, one should replace the operator length, L, with the
effective system size as L → Leff ∝ ξ (cf. Sec. 2.15 and [McCulloch, 2004- ]). As for some
examples, we expand Eq. (2.128) to write the relations for the first few cumulants, explicitly,
〈M〉 = κ1L ,
〈M2〉 = κ2L + κ21L2 ,
〈M3〉 = κ3L + 3κ2κ1L2 + κ31L3 ,
〈M4〉 = κ4L + (4κ3κ1 + 3κ22)L2 + 6κ2κ21L3 + κ41L4 . (2.129)
The cumulants per site are obtained directly as the asymptotic large L limit obtained from the
summation of the MPS diagrams presented in Fig. 2.15. From Eq. (2.129), it is clear that the
cumulants reflect the scaling behavior of the magnetic moments against the system size. In
fact, there exists a deep connection: if we set the operator to the Hamiltonian, then κ1 =
〈Hˆ〉
L
,
which simply coincides with the energy per site. κ2 =
〈Hˆ2〉−〈Hˆ〉2
L
corresponds to the variance
per site, Eq. (2.98). In a more general sense, the non-negative κ2 corresponds to the variance
of a block distribution function, Pk[M ], associated with the operator M
[k] (more precisely,
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Pk[M ] represents the distribution of a set of values that the components of the order parameter
can acquire; e.g. when the order parameter is the ordinary magnetization, κ2 coincides with
the spin susceptibility per site – cf. [Binder, 1981a,b, Binder and Landau, 1984, Malakis et al.,
2007, Tsai and Salinas, 1998]). For iMPS wavefunctions, due to the inherent 1D nature of
the ansatz and/or explicit use of the SU(2)-symmetry (diallowing true symmetry-breaking),
all odd-order cumulants vanish, κ2p+1 = 0, p = 0, 1, 2, · · · . This means 〈M2MPS〉 ∝ L and
not the square of the system size (however, for true LROs in 2D, 〈M22D〉 ∝ L2), which is a
key property of symmetric iDMRG groundstates. Thus, we are mainly interested in the even
orders of the magnetic moments. We suggest the most useful choice of cumulants is κ4, which
is connected to the excess kurtosis of the block distribution function, γ4, as
γ4 =
κ4
κ22L
. (2.130)
We emphasize that the above equation is only valid for the κ1, κ3 = 0 case. γ4 is a measure
of how broad the tails of Pk[M ] are. Excess kurtosis can be either negative or positive, and is
zero for the Gaussian distribution. Some examples with large and positive γ4 (leptokurtic dis-
tributions) are the Student’s t-distribution and the Pearson type VII family, and with large
and negative γ4 (platykurtic distributions) are discrete and continuous uniform and coin
toss distributions (see Stuart et al. [2009] for all). The importance of the fourth cumulant
was revealed by some studies on fourth magnetic moment behavior of 2D Ising antiferro-
magnets [Malakis et al., 2007, Tsai and Salinas, 1998], which established κ4 as an efficient
numerical tool for pinpointing quantum critical points. In these studies, the scaling behavior
of the fourth magnetic moment is observed to vary significantly at an Ising transition (more
precisely, κ4 changes sign at the critical point, and changes by many orders of magnitude
nearby the critical point). In practice, one can directly use the magnetic moments 〈Mn〉
themselves, to locate a phase transition. However, looking to Eq. (2.129), it is clear that
the (n > 1)-moments have complicated finite-size scaling properties. A standard procedure
is to use lower moments of the order parameter to cancel out higher-order finite-size effects
by constructing a combination of 〈Mn〉’s. The most common combined form is the Binder
cumulant [Binder, 1981a,b, Binder and Landau, 1984, Sandvik, 2010]:
UL(M) =
nH + 2
2
(1− nH
nH + 2
〈M4〉
〈M2〉2 ), (2.131)
where nH is the number of projection spin operators used to construct the order parameter
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(e.g. nH = 3 for a vector magnetization). In the vicinity of a critical point tc (where t
represents the temperature or a coupling constant), the Binder cumulent takes to a scaling
form as UL = F
(|t − tc| ν√L). Therefore, UL is effectively size-independent at the critical
points (at least for κ1 6= 0 cases) and widely used to determine phase boundaries. However,
the Binder cumulant method cannot be directly applied to non-Abelian iMPS algorithms,
since the lower-order correction terms vanish, themselves. In addition, the correlation lengths
play an important role in the scaling of the cumulants (see below and also McCulloch [2004-
]). In Chapter 6, we slightly modify the definition of UL and propose a new numerical tool
based on the correlation lengths, κ2, and κ4 of magnetic order parameters (which we call the
‘Binder ratio’) to efficiently pinpoint symmetry-breaking phase transitions in the context of
the SU(2)-symmetric iMPS.
2.19 The spectrum of the entanglement Hamiltonian
The eigenspectrum, {− log(λi)}, of the entanglement Hamiltonian, HE , Eq. (2.109), is known
as the ES [Li and Haldane, 2008], which is commonly presented using energy-level arrange-
ments analogous to an energy spectrum. The utility of the ES is partially because it provides
a convenient way to plot the eigenvalues of the reduced density matrix, ρ˜, i.e. {λi} (see
also the discussion on the Schmidt decomposition, Sec. 2.2). For the majority of the MPS
wavefunctions, the eigenvalues of ρ˜ drop exponentially fast; in this case, {− log(λi)} is ob-
viously linearly spaced (in addition, ρ˜ = e−HE means that the eigenspectrum of ρ˜ can be
interpreted as the spectrum of the HE at the finite temperature T = 1). In the literature of
the strongly-correlated electronic systems, the ES plays a central role for the detection and
characterization of both the topological (e.g. see Cincio and Vidal [2013], Hsieh and Fu [2014],
Hu et al. [2015], Poilblanc and Schuch [2013], Qi et al. [2012], Turner et al. [2010], Zaletel
et al. [2015]) and the symmetry-broken (e.g. see Alba et al. [2013], James and Konik [2013],
Kolley et al. [2013], Lou et al. [2011], Metlitski and Grover [2015], Rademaker [2015]) orders.
Naively speaking, the ES reflects the properties of the excitations living on the boundary of a
cut in the system. Nevertheless, there exist a robust correspondence between the groundstate
ES and the physical edge states (the ES-edge correspondence). In a chiral topological phase
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(including FQH states) [Qi et al., 2012], the edge spectrum and the low-lying part of the
ES are matched up to some shifts and re-scaling of the energy levels. Turner et al. [2010]
proved that the stabilization of a topological band insulator coincides with the detection of
a “protected mode” in the ES. Cirac et al. [2011] argued for the ES-edge correspondence
in a deformed AKLT, an Ising-type, and the toric-code model. Swingle and Senthil [2012]
presents a geometrical proof for the correspondence between the ES and the thermal states of
a physical edge. However, the most interesting for our purpose is the work of Ho et al. [2015].
They have realized that for Z2-gauge topological orders, if there exists a global-symmetry-
enriched groundstate, then a finite domain in the Hamiltonian space can exhibit ES-edge
correspondence. As we will demonstrate in Chapter 5, this is indeed the case for the Z2
SL groundstate of the THM. In addition to the robust ES-edge correspondence, there exist
some evidence [La¨uchli and Schliemann, 2012, Poilblanc, 2010, Schliemann and La¨uchli, 2012]
suggesting the close connection between the ES and the energy spectrum on spin ladders.
The spectrum {− log(λi)} can be labeled using any global-symmetry quantum number to
extract more information on the symmetry nature of the state (as long as the corresponding
symmetry is preserved on the bipartite cut). Clearly HE retains all symmetries that are
explicitly kept in the iMPS wavefunction, however, they may exist some symmetries that are
not explicitly preserved by the ansatz due to the mapping of the 2D model onto an MPS
chain (cf. Sec. 2.13). Nevertheless, one can still diagonalize the symmetry operator in the
auxiliary basis of the iMPS to create a new set of good quantum numbers (two examples
are Ty and Ry – see below). When the SU(2)-symmetry is preserved in the calculation, the
spectrum of HE can be labeled by the S quantum numbers (which we can interpret as the
spin of a basis state of a semi-infinite strip). We refer to an HE spectrum that is obtained
as a function of S (where no other label exists) as the spin-resolved ES. Kolley et al. [2013]
proved that the spin-resolved ES of the magnetic orders on finite-length cylinders contains
“smoking gun” evidence for the existence of symmetry-breaking in the thermodynamic limit.
This arises from a key finding: the realization [Kolley et al., 2013, Metlitski and Grover,
2015, Rademaker, 2015] that the low-energy part of the ES of magnetic orders exhibits a
specific type of grouped levels, known as the entanglement-spectrum tower of states (TOS,
also referred to as the “quasi-degenerate joint states”), closely resembling the low-lying levels
in the energy spectrum known as Anderson TOS levels [Anderson, 1952, Bernu et al., 1992,
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1994, Lhuillier, 2005] (also referred to as the “Pisa tower” structure or the “thin spectrum”),
which is considered as a clear-cut evidence for the existence of the true LROs on finite
lattices. The appearance of both the Anderson and the entanglement-spectrum TOS levels
emerges from the existence of the SSB of a continuous symmetry at the thermodynamic
limit. However, the symmetry will be partially restored when one places the system on a
finite volume. Therefore, the TOS levels will collapse back to the groundstate level in the
thermodynamic limit. In the following list, we describe the most striking features of the
(spin-resolved) entanglement-spectrum TOS levels as established by Kolley et al. [2013]:
1. Similar to the energy spectrum, for a fixed S-sector, TOS levels are well-separated from
the denser rest of the spectrum and the lowest energy levels of the ES, immediately
above the TOS levels, are spin-wave states (Nambu-Goldstone modes). For Ne´el order
on the square lattices, it is expected [Metlitski and Grover, 2015] that the TOS level
spacing (e.g. the first singlet-triplet gap) vanishes to zero in the thermodynamic limit as
1
L
, but the TOS-NG spacing (e.g. the first singlet-singlet gap) converges to a non-zero
constant while dropping with 1√
L
(which is also true for the Anderson TOS levels).
However, for the MPS-ansatz magnetic orders on long cylinders, Kolley et al. [2013]
proved that both the TOS level spacing and the TOS-NG gap drop linearly against 1
Ly
,
although with different slopes, while the intercept behavior is the same as the square
lattice case (one should note that the TOS levels scaling is governed by the Luttinger
liquid theory for 1D systems, different from the aforementioned 2D systems [Metlitski
and Grover, 2015]).
2. The line that connects the lowest levels of the ES should scale as S(S + 1). This can
be understood through the construction of an effective entanglement Hamiltonian for
ideal N -sublattice magnetic order, Heff ∝ 1√LS2 (cf. Equations (4) and (6) of [Kolley
et al., 2013]). Heff purely describes the TOS levels and supports an eigenspectrum as
ES ∝ S(S + 1) (again, also true for the Anderson TOS levels).
3. The TOS levels exhibit a certain level-counting, for each S-sector, according to the
degree of symmetry breaking in the thermodynamic limit. For a state that fully breaks
SU(2)-symmetry (e.g. the 120◦ order, Sec. 1.6), there are NTOSS = (2S + 1) levels
grouped together, and for a state that partially breaks the SU(2)-symmetry down to
2.20 The momentum-resolved entanglement spectrum 95
U(1) (e.g. the columnar order, Sec. 1.6), there is only NTOSS = 1 level per each fixed
S-sector (not counting the degeneracy that comes from the SU(2) quantum numbers
themselves; the overall degeneracy of the ES levels is always (2S+1)NTOSS ). The nature
of the Nambu-Goldstone modes in the two-sublattice AFM groundstate of the Heisen-
berg model is well-understood due to seminal works by Beekman [2015], Watanabe and
Murayama [2012] on the square lattice. In such a phase, spins anti-align in respect to a
spontaneously-chosen direction, which we set to be the Z-axis (cf. Fig. 1.1(b)). There
now exist an order parameter, i.e. the staggered magnetization, Szstag, which does not
commute with the Hamiltonian. In this sense, the rotational symmetry around the
Z-axis is unbroken, while Sxtotal and Sytotal spontaneously beak the rotational symmetry
and form two generators that will excite two Nambu-Goldstone modes. More precisely,
these are two independent type-A Nambu-Goldstones with a linear dispersion relation
(for details on the different types of the Nambu-Goldstone bosons, see for example
Hayata and Hidaka [2015]). This is in contrast to the Heisenberg’s FM on the square
lattice that has type-B Nambu-Goldstones with quadratic dispersion and no quantum
fluctuations. Similarly, we predict in the columnar order of the THM, the partial break-
ing of the symmetry corresponds to two type-A Nambu-Goldstone modes, only for the
rotations of the spins in the XY-plane. In the 120◦ order, we suggest that the full
breaking of the symmetry corresponds to three type-A Nambu-Goldstone modes from
the rotations of the spins in the XY-plane, and the tilt of the plane to create a new
Z-axis (refer to Chapter 6 for supporting numerical results).
2.20 The momentum-resolved entanglement spectrum
In Sec. 2.19, we learned that the ES, {− log(λi)}, can be labeled using global symmetry quan-
tum numbers. In this thesis, we are interested in exploiting both the S quantum numbers
(SU(2) is explicitly preserved in the iDMRG calculations), and the momenta in the cylin-
der’s Y -direction, {k}, i.e. the complex phase of the eigenvalues of the reduced Ty operator
(see Sec. 2.17 and also below). Ty is not preserved exactly in the calculations due to the MPS
mapping on the cylinder (cf. Sec. 2.13), but it can be diagonalized straightforwardly. More
generally, any quantum number set from the generators of the group D2×Ly (cf. Sec. 1.7)
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is of interest for resolving the ES. We refer to an HE spectrum that is plotted against {k}
and additionally labeled by S, as the momentum-resolved ES, {− log (λn[kn, Sn])}. For a
system with PBC in the Y -direction, dihedral symmetry implies that T
Ly
y = I. As a result,
the allowed momentum spacing is as ∆kn =
2pin
Ly
for n = 0, 1, ..., Ly − 1. We notice that
k0, the momentum of the lowest ES level, is unspecified due to the possibility of inserting a
shift in the expectation value of Ty (one needs to first fix k0, then measure the rest of the
momenta in respect to it; physically only ∆kn matters here – see also Sec. 2.10). The study of
momentum-resolved forms of the ES is now finding a place in the literature of low-dimensional
quantum magnets. A key breakthrough was the realization of that such ES can be used to
fully classify anyonic sectors of chiral [Cincio and Vidal, 2013] and Z2-gauge (for an analytical
proof, see Zaletel et al. [2015], and for numerical proofs, see Chapter 5) topological orders
on infinite cylinders. In addition, in this thesis, we propose a new numerical tool based on
the TOS levels in the momentum-resolved ES to efficiently detect and characterize sublattice
structure of the symmetry-broken phases (cf. Chapter 6).
Let us now present the details on the diagonalization of Ty. If we require the MPS to be an
eigenstate of the translation operator, Ty|ψMPS〉 = |ψMPS〉, we have to construct the 2D model
in such a way that Ty is separable at the boundary of the wavefunction unit cell [McCulloch,
2004- ]. This can be simply achieved by choosing the bipartition to be at the unit-cell edge
and require the MPO dimension to 1 at the bipartite point (this is guaranteed for Ty, since it
only mixes the intra-cell sites – cf. [McCulloch, 2004- ]). In this case, we can decompose the
operator in the same way as the Schmidt decomposition of the wavefunction (cf. Sec. 2.13),
Ty = T
L
y ⊗TRy , where TLy and TRy are the reduced operators and maintain the unitary property
of Ty. Now, the LHS reduced density matrix of Ty|ψ〉 has to be equal to the LHS reduced
density matrix of |ψ〉, i.e. TLy ρ˜LTL†y = ρ˜L. Therefore,
[TLy , ρ˜L] = 0 , (2.132)
which means we can label the eigenspectrum of ρ˜L (or equivalently HE) using the eigenvalues
of TLy ,
TLy |ψL(k)〉 = eik|ψL(k)〉 . (2.133)
Chapter 3
Understanding the topological phase
through a toy model: toric code
3.1 Introduction
Kitaev’s toric code [Kitaev, 2003, 2006, Kitaev and Laumann, 2009, Lahtinen, 2007] is a pro-
totypical quantum stabilizer model of spin-1
2
particles on the square lattice. The model is
exactly solvable and the topological features of the groundstate are well-understood. Perhaps,
the most striking properties are that the groundstate degeneracy equals to 4g, where g stands
for the genus of the surface embedding the system, and exhibits a quasi-particle spectrum
of Z2 anyons (cf. Sec. 1.8 and Sec. 2.17). The groundstate topological degenracy is robust
against thermal and quantum tunneling noise, which offers applications in quantum informa-
tion encoding [Kitaev and Laumann, 2009]. Rather distinct from the main phases of interest
in this thesis, the toric code is neither geometrically nor dynamically frustrated; however, we
suggest it is a good candidate, as a toy model, for understanding the intrinsic topological
order and testing MPS and DMRG techniques for simulating 2D many-body systems incor-
porating Z2-gauge symmetry. The toric code exhibits two conversation laws: the number of bˆ
(electric charges) and vˆ anyons (magnetic vortices) are both conserved (modulo 2); i.e. there
is a conserved Z2 charge for each pair of quasi-particles. In this chapter, we employ MPS and
fDMRG techniques (cf. Chapter 2) on small clusters to construct all degenerate groundstates,
switch between them by applying some global operations, and calculate the well-known TEE
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PBC
PBC
As
Bf
x
y
Zcy
Xc'x
Figure 3.1 – A portion of the toric code on a square lattice that is placed on a torus. Spins
sit on edges, which are presented by circles. As (Bf ) is a star (face) stabilizer; see Eq. (3.1)
(Eq. (3.2)). The dashed grid shows the so-called ‘shadow’ or ‘dual’ lattice (a lattice of
central positions of Bf ’s). Two examples for Wilson loop operators are given by the blue
non-contractible paths: Zcy (Xc′x) is a product of σz’s (σx’s) on the loop of cy (c
′
x) encircling
the X-axis (Y -axis) hole.
(cf. Sec. 2.15) of the model.
This chapter is organized as follows. In Sec. 3.2, we introduce the Hamiltonian, the the
lattice structure, and a variety of string operators used for the detection of localized quasi-
particles of the toric code. The details of the MPS and DMRG algorithms employed in this
chapter are presented in the same section. In Sec. 3.3, we present the fDMRG results for
some topological-invariant operations on the groundstates. The bipartite EE for the model
is studied in Sec. 3.4, where we measure the TEE for the groundstate on small-size cylinders
and tori.
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We consider an Lx × Ly rectangular lattice, placed on a torus (PBC in both directions), as
shown in Fig. 3.1. Since spins sit on edges, the total number of particles is L = 2LxLy. The
star and the face stabilizer operators are defined as
As =
∏
j∈s
σxj , (3.1)
Bf =
∏
j∈f
σzj , (3.2)
respectively, where σx,z’s are Pauli matrices (cf. Appendix A) and the products, only, run
over the spins belonging to a corresponding plaquette, as specified in the figure. For any star
and face operators, one can write
[As, Bf ] = 0, (3.3)
since disconnected As’s and Bf ’s trivially commute and those with shared sites can only have
0 or 2 common edges. In addition, from the properties of Pauli matrices, we know that As
and Bf are Hermitian, have ±1 eigenvalues, and satisfy∏
s
As = 1 , (3.4)
∏
f
Bf = 1 . (3.5)
Consequently, there are only Ns = 2LxLy− 2 independent stabilizers. The toric code Hamil-
tonian corresponds to
Htoric = −Je
∑
s
As − Jm
∑
f
Bf , (3.6)
where the sums run over all unique plaquettes. Henceforth, for the notation simplicity and
having a unit of the energy, we assign Je = Jm = 1. Since all Hamiltonian terms commute,
Htoric can be easily diagonalized term by term [Kitaev, 2003, Kitaev and Laumann, 2009,
Zarei, 2016]. This can be done by defining a classical value of s¯j = ±1 to label the σxj
basis states, and then writing the groundstate, |ψ〉, in {|s¯j〉} basis. One can then show
|ψ0〉 =
∏
f (1 +Bf )|+ 1,+1, ...,+1〉 is a groundstate [Zarei, 2016]. More generally, if N is the
full Hilbert space accessible to the spins, the groundstate subspace would be recognized as
LGS = {|ψ〉 ∈ N : As|ψ〉 = |ψ〉, Bf |ψ〉 = |ψ〉,∀s, f} . (3.7)
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This means that the exact groundstate energy can be simply calculated in terms of the number
of the face, Nf , and the star operators, Ns:
Etoric = −(Nf + Ns) = −(L
2
+
L
2
) = −L . (3.8)
The general theory of additive quantum codes [Calderbank et al., 1997, Gottesman, 1996,
Kitaev, 2003] shows that the number of degenerate groundstates of the toric code on a torus
is
Dim[LGS ] = 2N−Ns = 4. (3.9)
The latter equality has been deduced from the conditions of Eq. (3.4) and Eq. (3.5), which
exists only due to the toroidal shape of the lattice (e.g. this would be invalid on an open plane);
so, the groundstate degeneracy is governed by the lattice topology. Another equivalent way
to comprehend the groundstate degeneracy emerges from investigating the linear group of the
groundstate space, L(LGS), i.e. the set of all linear operators within LGS vector space (see
Rotman [2000] for details on the general linear groups of a vector space). Dim[LGS ] simply
equals [Bravyi and Kitaev, 1998, Kitaev, 2003] to the number of generators of L(LGS). The
generators of such a group are in the form of the Wilson loop operators (also known as
winding or path operators). We construct a ‘loop’, cη (c
′
η), as a closed, non-contractible
path on the lattice (shadow lattice), as shown in Fig. 3.1, where η ∈ {x, y} indicates if the
loop wraps in X or Y direction. Note that the concept of the shadow lattice is just another
mathematical tool for easiness in specifying paths of the face stabilizers and related objects.
cη and c
′
η are non-contractible, in the sense that they cannot be smoothly transformed to a
point on the surface of the torus (they encircle a hole). The Wilson loop operators can be
written in the form of
Zcη =
∏
j∈cη
σzj , (3.10)
Xc′η =
∏
j∈c′η
σxj . (3.11)
If a Z-operator (X-operator) is placed on a contractible loop, then from Stokes’ theorem it
follows that the operation is equivalent to the products of some connected Bf (As) stabi-
lizers with a trivial action on the groundstates. Furthermore, the exact position of a loop
operator on the lattice is irrelevant for our purpose (see below). On a torus, there are four
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independent generators of L(LGS) as {Zcx , Zcy , Xc′x , Xc′y} [Kitaev, 2003], where Zcx and Xc′x
(Zcy and Xc′y) follow the X-axis (Y -axis) and encircle the Y -axis (X-axis) hole; two examples
are provided in Fig. 3.1. Any other non-contractible loop operator can be constructed as a
combination of four independent generators. The loop operators, {Zcx , Zcy , Xc′x , Xc′y}, com-
mute with Htoric, have eigenvalues ±1, and support the exact same commutation relations as
the set of {σz1 , σz2 , σx1 , σx2}, which guarantees LGS is four-dimensional (see below and Kitaev
[2003] for details).
Excited states [Kitaev, 2003, Kitaev and Laumann, 2009, Lahtinen, 2007] of Htoric can be
understood in the form of stabilizer violations. In other words, a ‘noise’ (or an ‘error’) excited
state |φ〉 is manifested as
As|φ〉 = −|φ〉, (3.12)
or
Bf |φ〉 = −|φ〉. (3.13)
Eq. (3.12) and Eq. (3.13) can be interpreted as the existence of a localized bˆ-anyon on the
s-vertex of the lattice and a vˆ-anyon on the f -center of the shadow lattice, respectively.
Since there always exist a non-trivial star-shape flux around the bˆ-anyons, they sometimes
referred to as electric charges. Similarly, due to face-shape curls around the vˆ-anyons, they
are also known as magnetic vortices. The full set of quasi-particles are {ˆi, bˆ, vˆ, fˆ}, having Z2-
type statistics, as described in Sec. 1.8 (see also Sec. 2.17 and Kitaev [2003, 2006], Kitaev and
Laumann [2009], Lahtinen [2007]). It is straightforward to establish the toric code as a gapped
system: the difference between the eigenvalues of individual As’s or Bf ’s always equal to 2, so,
the consecutive excited states of Htoric can be only separated by an energy gap of ∆E = 2. If
the system is coupled to a low-temperature bath, one can expect noise-induced excitations to
be removed automatically by some relaxation processes; i.e. the groundstate subspace remains
protected [Kitaev, 2003]. Excited states with only two same-type anyons (‘two-particle’ states)
can be created by applying open-path string operators on the groundstate,
|φbˆ,bˆt 〉 = Zt|ψ〉, (3.14)
|φvˆ,vˆt′ 〉 = Xt′ |ψ〉, (3.15)
where Zt =
∏
j∈t σ
z
j creates two bˆ-anyons at both ends of the open-path t on the lattice and
Xt′ =
∏
j∈t′ σ
x
j creates two vˆ-anyons at both ends of the open-path t
′ on the shadow lattice.
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I0,0〉
Zcy
I0,1〉
I1,0〉
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I1,1〉
Zcx Zcy
Figure 3.2 – Cartoon visualizations of the degenerate groundstates of the toric code, char-
acterized by realization of the eigenvalues of Xc′x and Xc′y (cf. Eq. (3.16) and Table 3.1).
Loops indicate Z-type Wilson winding operators, Eq. (3.10), acting on the reference state,
|ψ0〉 = |0, 0〉.
Zt and Xt′ commute with all Hamiltonian stabilizers, except two: Zt (Xt′) anti-commutes
with the the star (face) stabilizers at the ends of the corresponding string.
A direct consequence of the anyonic spectrum of the toric code is that the subspace LGS can
be fully characterized using anyonic fluxes. That is, each non-trivial groundstate is originated
from the creation of two same-type anyons, wrapping them around a non-contractible path,
and fusing them at the end; a process known as the winding of the anyons (see also Sec. 1.8 and
Sec. 2.17). It is then straightforward to realize that the winding of anyons is mathematically
equivalent to the action of a Wilson loop operator on the wavefunction [Kitaev, 2003, Kitaev
and Laumann, 2009]; e.g. Zcx will wind a bˆ-anyon pair in the X-direction. In general, the
four degenerate groundstates coincide with the eigenstates of two commuting loop operators,
where such operators can be also used to switch between the states. To demonstrate this, we
set the reference state to |ψ0〉. The four groundstates can be now constructed [Zarei, 2016]
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by the action of Zcx and Zcy :
|i, j〉 = (Zcx)i(Zcy)j|ψ0〉 ∀i, j = 0, 1, (3.16)
as shown in Fig. 3.2. The |i, j〉 is the eigenstate of Xc′x and Xc′y (see also below). The
robustness of the groundstate topological degeneracy can be now understood by noticing
that the only way to switch (via quantum tunneling) between the states is the action of a
non-local loop operator. Using an effective Hamiltonian for the model, Heff = −(tZxZcx +
tZy Zcy + t
X
x Xc′x + t
X
y Xc′y), it can be shown [Kitaev, 2003, Kitaev and Laumann, 2009] that
the energy splitting between the groundstates incorporating virtual quasi-particle tunnelings
is exponentially suppressed with the system size and the degeneracy remains robust even
against the quantum noises.
We now present a proof for the braiding relation between bˆ and vˆ anyons, as shown in Fig. 1.8,
in the context of the toric code model. Consider a wavefunction with a pair of bˆ anyons on
the lattice and a pair of vˆ anyons on the dual lattice. We want to demonstrate the effect of
moving a vˆ-anyon around a bˆ-anyon on a closed loop, c′, that is not threading any hole (i.e. it
is a trivial loop), but encircling one of the bˆ anyons. We construct the initial state by the
action of ZtXq′ on the |ˆi〉 sector (on two arbitrary open paths of t and q′). This state can be
written as
|ψinitial〉 = ZtXq′ |ˆi〉 = Zt|φvˆ,vˆq′ 〉 . (3.17)
Braiding of anyons can be performed by winding a vˆ-particle around the loop c′,
|ψfinal〉 = Xc′Zt|φvˆ,vˆq′ 〉 . (3.18)
Clearly, Xc′ and Zt anti-commute (they cross each other only at one point),
|ψfinal〉 = −ZtXc′|φvˆ,vˆq′ 〉 = −Zt|φvˆ,vˆq′ 〉 = −|ψinitial〉. Q.E.D. (3.19)
The non-trivial −1 phase factor reflects the anyonic nature of the excitations. Using a similar
argument, one can show that encircling a vˆ-anyon with a bˆ-anyon also produces a −1 phase
factor.
For the numerical calculations of the Htoric groundstates, we considered some small size Lx×4
square lattices (Lx up to six sites). Since the model is exactly solvable, there is no particular
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reason for constructing larger size clusters. We place an MPS chain on the lattice using a
mapping shown in the left panel of Fig. 2.11, Then, we wrap the lattice to form both cylinders
and tori. Next, we employ the non-symmetric fDMRG-ρ algorithm (we also performed few
fDMRG-2S calculations – cf. Sec. 2.8 and [Schollwo¨ck, 2011]) to variationally optimize the
wavefunction, keeping up to 1000 number of states. We find the employed MPS and fDMRG
algorithms quite efficient in recovering the four degenerate groundstates of the toric code (see
below). In practice, upon convergence to any groundstate, one can then use the orthogonal-
ity condition to the other states (see Sec. 2.8) to perform another DMRG optimization of
a randomized MPS and find a second groundstate. Furthermore, we were able to engineer
the DMRG to converge to an specific groundstate. I.e. if a bˆ-sector (vˆ-sector) is wanted, one
should run the DMRG for the perturbed Hamiltonian of Htoric−|α|As (Htoric−|α|Bf ), where
s (f) stands for an arbitrarily-positioned star (face) operator on the lattice, and adiabatically
decrease |α| to zero while increasing m. However, it is not necessary to find all the ground-
states using DMRG optimizations, since, upon converging to a variational equivalent of |ψ0〉,
one can simply construct the MPOs of the Wilson loop operators (cf. Sec. 2.5), to switch to
another topological sector, as in Eq. (3.16). We confirmed the validity of Eq. (3.16) for the
variational groundstates with fidelities in the order of 1− |var〈i, j|O|i′, j′〉var| ∼ 10−15, where
|i′, j′〉var and |i, j〉var are two distinct topological sectors from the DMRG, and O stands for
the operator that connects them. In addition, one can locally detect, create, or neutralize
an error in the variational wavefunctions using Eq. (3.12) and Eq. (3.13). E.g. to detect the
existence of a quasi-particle of type bˆ (vˆ) on a star (face) plaquette of position s (f), it suffices
to calculate 〈φvar|As|φvar〉 = ±1 (〈φvar|Bf |φvar〉 = ±1): the value of −1 identifies an error
and guarantees the existence of another same-type error elsewhere on the lattice.
3.3 Characterization of the degenerate groundstates
using loop operators
Previously, we learned that the groundstates of the toric code can be fully characterized
using the Wilson loop operators, Eq. (3.10) and Eq. (3.11), since they commute with the
Hamiltonian and form the generators of the linear group of LGS . The action of the loop
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Table 3.1 – Summary of the topological invariants for the groundstates of the toric code.
Theoretical values are calculated from Eq. (3.20), while fDMRG results are calculated on
10× 4 tori.
groundstate
〈Xc′x〉,
theory
〈Xc′x〉,
fDMRG
〈Xc′y〉,
theory
〈Xc′y〉,
fDMRG
|0, 0〉 +1 1.0± 10−15 +1 1.0± 10−15
|0, 1〉 −1 −1.0± 10−15 +1 1.0± 10−14
|1, 0〉 +1 1.0± 10−16 −1 −1.0± 10−16
|1, 1〉 −1 −1.0± 10−16 −1 −1.0± 10−15
operators on the groundstates (equivalent to winding a pair of anyons) lead to some conserved
scalars in the form of trivial or non-trivial phase factors (see also Kitaev [2003, 2006], Kitaev
and Laumann [2009], Zarei [2016]). Hence, the expectation values of such operators can be
interpreted as the topological invariants and used to label the groundstates. For the set of the
states, presented in Fig. 3.2, Xc′x and Xc′y can identify all four groundstates. By employing
Eq. (3.16) and the commutation relations between the loop operators, one can prove
〈0, 0|Xc′x |0, 0〉 = 〈0, 0|Xc′y |0, 0〉 = +1,
−〈0, 1|Xc′x |0, 1〉 = 〈0, 1|Xc′y |0, 1〉 = +1,
〈1, 0|Xc′x |1, 0〉 = −〈1, 0|Xc′y |1, 0〉 = +1,
−〈1, 1|Xc′x|1, 1〉 = −〈1, 1|Xc′y |1, 1〉 = +1, (3.20)
where c′x (c
′
y) is a non-contractible loop in X-direction (Y -direction) of the shadow lattice.
Our fDMRG results for such expectation values are presented in Table 3.1, which are identical
to the theoretical predictions up to machine precision.
3.4 Topological entanglement entropy
In Sec. 2.15, we learned that the EE is being widely used to identify the degeneracy of the
groundstate in the topological orders. We measure the bipartite EE of the toric code through
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Figure 3.3 – fDMRG results for the EE of the toric code on 10×Ly cylinders and tori. Dashed
lines are linear fits to the numerical data.
the calculation of the von Neumann entropy along a bipartition cut on small size cylinders
and tori (see Sec. 2.15 and Jiang et al. [2012]). For intrinsic topological order, the area-law,
Eq. (2.94), connects the EE to the size of the cut, Ly, and the universal TEE, γ˘. The bipartite
cut plane intersects with the torus on two boundaries, Nd[torus] = 2, while only on a single
boundary for the cylinder, Nd[cylinder] = 1 (see also Fig. 2.12). Theoretical work of Kitaev
[2006], Kitaev and Preskill [2006], Levin and Wen [2006] predict that the toric code (being
a Z2-gauge order with four Abelian anyons) should exhibit DQ[toric] = 2, which leads to
γ˘toric = ln(2). Our fDMRG results for the EE of the toric code on cylinders and tori are
presented in Fig. 3.3. From the intercepts of the linear fits, we measured 2γ˘
DMRG
[torus] =
−1.386294(1) and γ˘
DMRG
[cylinder] = −0.6931472(1), which closely agree with the theoretical
predictions.
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3.5 Conclusion
In this chapter, we have studied the topological invariants and the TEE of the toric code on
small size tori and cylinders, using MPS and fDMRG algorithms. The main purpose was to
compare the numerical results with the theoretical predictions and showcase the capabilities
of the described DMRG approaches of Chapter 2 in capturing the characteristics of an in-
trinsic topological order. We have found four degenerate groundstates for the model (having
high precision in variational energies) by employing either perturbed versions of Htoric for
engineering the system to converge onto an specific anyonic sector or by switching between
the groundstates using the Wilson loop operator transformation of Eq. (3.16). Topological
invariants have been measured from the expectation values of the loop operators, Eq. (3.20),
and TEEs from the von Neumann entropies. Both results show very good agreement with
theory.
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Chapter 4
Crossover of 1D to 2D physics in frustrated
magnets:
triangular Heisenberg model on three-leg
cylinders
4.1 Introduction
Previously, we learned that the physics of one-dimensional and two-leg ladder magnets is
rather well-known, where many novel phases of the quantum matter emerge (cf. Chapter 1
and [Aﬄeck et al., 1987, 1988, Auerbach, 1994, de Oliveira, 1993, Majumdar and Ghosh, 1969,
Schollwo¨ck et al., 2004, Tsvelik, 2007]). However, for the frustrated magnets, the crossover of
1D to 2D physics is somewhat less-studied. In this chapter, we investigate the deformations
of some familiar inherently 1D and 2D magnetic phases when placed on a restricted geometry
through studying the full phase diagram of the J1-J2 THM on width-3 cylinders. Such a
system can be also thought as a simplified version of the full 2D model, while it is readily
accessible to our numerical methods (cf. Chapter 2). The 3-leg ladder model has clear connec-
tions to the THM on larger-width cylinders (cf. Chapter 6) and also extrapolates smoothly to
the Majumdar-Ghosh point of the zig-zag chain (see Auerbach [1994], Majumdar and Ghosh
[1969], Schollwo¨ck et al. [2004] and also below).
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In one dimension, the prototypical frustrated system is the spin-1
2
zig-zag chain, which has an
exact solution at the Majumdar-Ghosh point, where the NN coupling is twice the strength of
the NNN coupling. The groundstate is characterized by long-range dimer order and is two-
fold degenerate. Below, we demonstrate that a NNN Majumdar-Ghosh phase stabilizes in a
large region of the phase diagram for the 3-leg triangular Heisenberg ladder. This suggests
that the THM on 3-leg tubes is dominated by 1D physics for a significant phase region and is
a good candidate to observe destabilization of the inherently 1D phases toward the true 2D
limit.
The THM on a 3-leg ladder has been previously studied for anisotropic NN interactions with
the existence of a magnetic field, and a phase diagram has been obtained [Chen et al., 2013].
At the isotropic point (corresponding to the J2 = 0 point in our notation), it was shown that
the introduction of a magnetic field, −h∑i Szi , causes the 120◦-ordered groundstate to evolve
into a commensurate planar phases with Y - and V -shape spin ordering on both sides of a
1
3
-magnetization plateau.
The rest of the chapter is organized as follows. In Sec. 4.2, we introduce a generic triangular
lattice structure on a three-leg cylinder and present the details of MPS and DMRG methods
that have been employed in this chapter. In Sec. 4.3, we present an overview of the phase
diagram, and some visualizations of the different groundstates. In Sec. 4.4, we predict the
nature of the groundstates in the extreme limits of J1 and J2 coupling strengths. In Sec. 4.5,
fDMRG energies of the model are compared against Lanczos ED results, and for the NN
model against some other high-precision numerical approaches; in addition, we argue that
some phase transitions can be predicted from the energy results. In Sec. 4.6, we display
fDMRG results for the squared magnetization per plaquette, which can distinguish partially-
and fully-polarized FM groundstates. The behavior of the spin-spin correlations is investigated
in Sec. 4.7. In Sec. 4.8, we establish the quasi-LRO (1D) nature of the magnetic phases by
examining their iDMRG correlation lengths. In Sec. 4.9, the bipartite EE is studied for the
full phase diagram. In Sec. 4.10, We define a reliable order parameter for the detection of
the quantum 120◦ states on finite lattices. In Sec. 4.11 and Sec. 4.12, we propose a series of
magnetic order parameters, defined on sublattice structures, to further identify distinctions
between the groundstates. The chiral and planar nature of the detected phases are thoroughly
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Figure 4.1 – Planar visualization of the YC3 lattice and the mapping of cylinders to the
one-dimensional chain employed in the MPS/DMRG calculations. Spins sit on vertices. The
lattice is tripartite and the sublattices are labeled with A, B, C, and the corresponding colors.
studied in Sec. 4.13. At last, in Sec. 4.14, we accurately pinpoint the phase transitions by
studying finite size scaling of spin gaps and Binder cumulants of a dimer order parameter.
4.2 Hamiltonian, lattice, and DMRG details
We consider the J1-J2 Heisenberg Hamiltonian, Eq. (1.9), on the triangular lattice (cf. Sec. 1.6).
To cover the full range of the couplings, we introduce the following parameterisation:
J1 = J cos θ, J2 = J sin θ , (4.1)
where the J is the unit of energy and henceforth, we fix J = 1.
In this chapter, we employ the SU(2)-symmetric MPS ansatz (cf. Sec. 2.7), keeping up to
m = 1000 basis states, using the fDMRG-ρ and iDMRG variational algorithms (we also
performed few fDMRG-2S calculations – cf. Sec. 2.8, 2.9, and [Schollwo¨ck, 2011]) for obtaining
the groundstates of HJ2 . Using m = 1000 SU(2)-symmetric basis states is equivalent to
m ≈ 3000 states with no (or just Abelian U(1)) symmetry. In Sec. 2.13, we learned that the
application of the MPS ansatz to 2D models requires a mapping onto a 1D chain. We map
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the MPS chain of spins into a YCLx × 3 configuration as demonstrated in Fig. 4.1, which is
equivalent to the structure shown in Fig. 2.12. For fDMRG calculations, due to the use of OBC
in the long (horizontal) direction and PBC in the short (vertical) direction, the total number
of NN or NNN bonds in the lattice equals to 3L−12. From the finite size scaling calculations
of the bulk energy and other order parameters, we found that sizes up to 30 × 3 are large
enough to scale finite results properly to the thermodynamic limit. In the case of iDMRG,
we use the standard notation, introduced in Sec. 2.14, to classify wrappings of the triangular
lattice on an infinite 3-leg cylinder. The wrapping vector of C0[Y C3] = (−3, 3) is adopted
for all calculations, which preserves the tripartite symmetry on the infinite lattice. The pitch
angle of this wrapping method is φ0 =90
◦. The MPO representation of the Hamiltonian has
a 3-site unit cell in the direction of C0. The minimum unit cell of the wavefunction, however,
is 18 sites, as this is the smallest size that preserves tripartite symmetry and guarantees the
existence of a SU(2) S = 0-sector.
4.3 Overview of the phase diagram
The calculated phase diagram of the J1-J2 THM on 3-leg cylinders is shown in Fig. 4.2. The
dominant short-range ordering is sketched in the form of triangular or rhombic plaquettes.
The model contains four well-defined phases. The nature of the phases and transitions were
determined by studying the groundstate energy, Sec. 4.5, short-range spin-spin correlation
functions, Sec. 4.7, the chirality, Sec. 4.13, a 120◦ order parameter, Sec. 4.10, spin gap finite
size scalings, and Binder cumulants of a dimer order parameter, Sec. 4.14.
In order to visualize the nature of the short-range correlations in each phase, Fig. 4.3 shows
the NN and NNN bonds, colored according to the value and sign of the spin-spin correlations
on the bulk of finite-length YC structures. In other words, we directly employ the color and
the intensity of the lines to show the physical spin configurations. The four detected phases
are:
1. A non-collinear 120◦ state (cf. Fig. 4.3(a)) that exists in the fourth quadrant of
Fig. 4.2. The 120◦ state, on 3-leg cylinders, is quasi-LRO (i.e. a quantum critical state
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Figure 4.2 – The calculated phase diagram of the J1-J2 THM on a three-leg cylinder. The
phase transitions are indicated to a resolution of ∆θ = 0.5◦. All transitions are second-order,
except for θ = −pi/2, which is a first-order (marked by a dark thick line).
– cf. Sec. 4.8) with power-law correlations and gapless excitations. This is in contrast to
the full 2D phase, which has true LRO tripartite magnetic ordering [Farnell et al., 2014,
Lhuillier, 2005, Lhuillier and Misguich, 2001, Sachdev, 2011, Schollwo¨ck et al., 2004].
However, as previously discussed, long-range magnetic ordering is forbidden for inher-
ently one-dimensional MPS wavefunctions on cylinders. The 120◦ state is P -symmetric,
τ -symmetric, and planar (cf. Sec. 4.13). We find that the NN spin-spin correlation
functions are Z6-symmetric in this phase (cf. Sec. 4.7, 4.11, and 4.12); however chi-
ral correlators are Z3-symmetric, reflecting an antiferrochiral ordering (cf. Sec. 4.13).
This state persists in the first quadrant up to a quantum critical point at the non-trivial
θc ≈ 6.5◦. The existence of 120◦ state is consistent with SWT semi-classical results of
Jolicoeur et al. [1990], although the transition point of the semi-classical calculations is
located at θclassical = tan
−1 1
8
≈ 7.1◦.
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Figure 4.3 – Visualizations representative of the different phases of the THM on a three-leg
cylinder. Thicker lines represent stronger bonds, with red indicating AFM bonds and blue
indicating FMs. The states shown in panels belong to an approximate middle point of each
phase region (cf. Fig. 4.2).
2. Upon increasing θ > 6.5◦, the system changes phase to a two-sublattice commensurate,
collinear columnar state (cf. Fig. 4.3(b)), which is also gapless. The full 2D model has
a long-range columnar order [Lecheminant et al., 1995] with similar ordering, however,
this is forbidden for ladders for the same reason as previously discussed. The columnar
state is quasi-LRO (cf. Sec. 4.8), Z6 rotational symmetry broken (cf. Sec. 4.12), P -
symmetric, τ -symmetric, and planar (cf. Sec. 4.13). This phase can be thought of as a
planar version of the standard G-type antiferromagnetism [Getzlaff, 2007].
3. At θ ≈ 70.0◦, there is a phase transition to a VBS-type NNN Majumdar-Ghosh
state. In this phase the system forms strong AFM bonds (dimers) along NNN direc-
tions. Because of the finite width of the ladder and the PBC in the short direction,
each site is NNN to some other site twice (e.g. the number of exchange interactions
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between sites 38 and 42 is twice that between sites 38 and 44 – cf. Fig. 4.1). In fact, at
θ = pi/2, the model is composed of three uncoupled sublattices in the form of two-leg
spin ladders. The double counting of the NNN bonds means that the Majumdar-Ghosh
Hamiltonian is realized in each sublattice, leading to three copies of the two-fold de-
generate Majumdar-Ghosh state with long-range dimer ordering, shown in Fig. 4.3(c).
The Majumdar-Ghosh state is robust to small perturbations when one turns on the
J1 interactions, and evolves into the general form shown in Fig. 4.3(d), with weak NN
bonds, either AFM or FM corresponding to the sign of J1. We find, numerically, that
this state persists throughout a large region in the first and second quadrants of Fig. 4.2.
The Majumdar-Ghosh state has short-range correlations (cf. Fig. 4.9), and is Z6 rota-
tional symmetry broken (cf. Sec. 4.12), translational symmetry broken (cf. Fig. 4.11),
P -symmetric, τ -symmetric, and planar (cf. Fig. 4.13).
4. Upon further increasing of θ, the system undergoes a second-order phase transition at
θc = 152.0(5)
◦ (see Sec. 4.14 below). In a narrow region of Fig. 4.2, 152◦ < θ < 165◦,
the ground-state is a partially polarized ferromagnet that saturates to a complete
ferromagnetism for θ > 165◦.
4.4 Extreme limits of θ
In Eq. (4.1) parameterization of the Hamiltonian, θ = 0 is equivalent to J2 = 0, coinciding
with the NN model. The detected groundstate is a quantum 120◦ state (see below for more
details), in agreement with the semi-classical SWT results [Jolicoeur et al., 1990] with the
wave vector of QSWT[120
◦] = (2pi/
√
3, 2pi/3) in our notation.
For θ = 90◦ (J1 = 0), the model has only NNN interactions. This state is composed of three
uncoupled spin ladders, one in each (tripartite) sublattice, forming a perfect Majumdar-Ghosh
state of alternating singlet dimers (see also Auerbach [1994], Majumdar and Ghosh [1969]).
As previously discussed, the formation of this phase is a direct consequence of the restricted
geometry (the three-leg form) of the lattice, Fig. 4.1, which is wrapped around a cylinder
resulting in three independent zig-zag spin chains with NN coupling of J2, and the double-
counted bonds around the periodic boundary give NNN couplings of 2J2. On the other hand,
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Figure 4.4 – (a) Groundstate energies of the THM on a 30×3 cylinder. Brown stripes indicate
phase transitions (see also below). (b) Comparison of the energies of Lanczos and fDMRG for
the THM on a 4×3 lattice (the latter has an extremely high resolving power in discerning θ, so
it looks continuous). Lanczos results are from [Jolicoeur et al., 1990]. fDMRG and Lanczos
show excellent agreement, but the boundary conditions clearly have a significant effect on the
energy of this small cluster. The systematic errors for fDMRG energies (cf. Sec. 2.16) are
smaller than the symbol sizes.
in the true 2D limit, the Hamiltonian is instead three copies of the θ = 0 model, hence the
groundstate will contain three copies of the 120◦ state, one on each sublattice, and a small
J1 will couple the otherwise independent sublattices (also see Chapter 6). Thus the small-J1
behavior for few-leg ladders is rather different to the bulk 2D behavior.
4.5 Groundstate energy
In this section, we benchmark our results for the groundstate energy per nearest-neighbor
(J1) bond, E¯0. This is shown in Fig. 4.4. Eq. (A.28) implies that the energy per NN bond in
the fully polarized FM is simply,
E¯FM =
1
4
(sin θ + cos θ) , (4.2)
which is shown in turquoise in Fig. 4.4(a).
There is a sharp transition appearing at θ = −pi/2, Fig. 4.4(a), coinciding with the change
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Figure 4.5 – Energy extrapolation for the nearest-neighbor THM at θ = 0 on YCLx×3
structures.
from FM to 120◦ state. The cusp suggests a first-order (discontinuous) phase transition, which
is confirmed by the local magnetization and other order parameters (see below). This is the
only first-order transition that we find in the model, and is indicated by the thick dark line
in Fig. 4.2. On the RHS of Fig. 4.4(a), nearby θc = 152.0(5)
◦, the derivative is continuous,
indicating that the transition from the Majumdar-Ghosh state to the FM is second-order,
which we further verified by calculating the local magnetization.
Fig. 4.4(b) is a comparison of fDMRG energies with Lanczos ED results of Jolicoeur et al.
[1990]. They simulated the same model on a 12-site lattice with PBC in both directions, which
is equivalent to a 4 × 3 torus in our representation. The choice of wrapping vector around
the torus has little effect as long as the lattice translational and tripartite symmetries are
preserved. Our fDMRG results are in very good agreement with the Jolicoeur et al. [1990]’s
results.
Table 4.1 is a comparison between our DMRG energies and results from other high-precision
numerical calculations for θ = 0, i.e. the NN model with a 120◦-ordered groundstate. For
this point, we performed a larger size calculation on a 60 × 3 cylinder, as there is no NNN
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Table 4.1 – Comparison of the groundstate energies from different methods for the nearest-
neighbor THM at θ = 0.
Method Cluster size
Boundary
conditions
Energy per bond, E¯0(θ = 0)
fDMRG (this work) 4×3 torus ≤ −0.20164623520324(1)
fDMRG (this work) 60×3 cylinder ≤ −0.19053054(3)
fDMRG (this work)
extrapolated to 2D
limit (L× 3 lattices
with L ≤ 60)
cylinders −0.189(2)
iDMRG (this work) infinite 3-leg cylinder ≤ −0.189715084187(2)
iDMRG (Chapter 6 results) infinite 12-leg cylinder ≤ −0.18481(4)
SWT
[Nishimori and Miyake, 1985]
theoretically
thermodynamic limit
- ≈ −0.182
Numerical diagonalization
[Nishimori and Nakanishi, 1988]
extrapolated to 2D
limit (clusters up to
size N = 27)
torus −0.183(3)
Schwinger boson
[Gazza and Ceccatto, 1993]
N = 12 torus ≈ −0.1899
Ising expansion
[Weihong et al., 1999]
theoretically
thermodynamic limit
- ≈ −0.187
QMC [Capriotti et al., 1999]
extrapolated to
thermodynamic limit
- −0.182(3)
Entangled plaquette states
[Mezzacapo and Cirac, 2010]
extrapolated to 2D
limit (clusters up to
size N = 324)
torus −0.18473(4)
MERA [Harada, 2012]
extrapolated to 2D
limit (clusters up to
size N = 114)
torus ≈ −0.18029
Coupled cluster method
(CCM) [Li et al., 2015]
extrapolated to
thermodynamic limit
- −0.1840(1)
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Figure 4.6 – fDMRG results for the squared magnetization per plaquette, Eq. (4.3), on a
30×3 cylinder. The vertical turquoise-colored stripe denotes, roughly, the partially-polarized
region at the second-order transition into the FM state (see also Sec. 4.3).
frustration and the fDMRG is significantly easier to converge. In addition, we performed a
linear extrapolation with L−1x on fDMRG results to estimate the energy at the thermodynamic
limit, as shown in Fig. 4.5. The results in Table 4.1 suggest that the THM on a cylinder is a
good approximation for the full 2D model.
4.6 Local plaquette magnetization
Our results for the squared magnetization per plaquette, M2ave, are presented in Fig. 4.6. This
is calculated from the square of the local magnetization on a single triangular plaquette,
M2ave =
1
Np
∑
{A,B,C}
(SA + SB + SC)
2 , (4.3)
where the sum is over all NP plaquettes with vertices A, B, and C. The turquoise stripe in
Fig. 4.6 indicates the region where we find a partially-polarized FM groundstate. The rapid,
but smooth, change in local magnetization in this region is consistent with a second-order
phase transition toward a fully-saturated FM groundstate, where the M2ave is in its maximum
value (see also Appendix A).
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Figure 4.7 – fDMRG results for the short-range spin-spin correlation functions for the THM
groundstates on a 30×3 cylinder. Sn represents the spin operator for the site n according to
the lattice numbering in Fig. 4.1. Dashed red lines are the limits of the correlation functions
for spin-1/2 particles, Eq. (A.28). Brown stripes indicate phase transitions determined from
rapid changes in the reference correlations and are in consistent with the local magnetization
results, Sec. 4.6, 120◦ order parameter, Sec. 4.10, the vanishing of spin gaps, and Binder
cumulants of the dimer order parameter, Sec. 4.14.
4.7 Spin-spin correlations
In this section, we examine the spin-spin (two-point) correlation functions, G2(i, j), Eq. (1.4),
for the model. Both the short-range and long-range behaviors give detailed information on
the bulk phases and phase boundaries. It is worth mentioning that 〈Si〉 = 0 ∀ i, since
there exist no true LRO magnetism (except in the FM phase, where the order parameter
commutes with the Hamiltonian – cf. Sec. 1.3) and, also, due to the explicit preservation of
the SU(2)-symmetry. Furthermore, for spin-1/2 systems, G2(i, j) is bounded according to
Eq. (A.28).
To identify the bulk properties of the groundstates, we plot six reference correlation functions
in Fig. 4.7. These are the short-range (NN and NNN) correlators calculated for the central
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Figure 4.8 – fDMRG results for the long-range spin-spin correlators of the THM on a 30×3
cylinder, for trial path ACA. R(i, i0) is the spatial distance between vertices i and i0 in the
unit of the lattice spacing. Two possible paths are shown in the inset.
few sites of the 30×3 cylinder. The edges of the lattice show non-negligible boundary effects,
however away from the boundary, the bulk correlations appear to be representative of the
thermodynamic limit and agree closely with correlation functions calculated using iDMRG.
In Fig. 4.7, brown stripes indicate the phase transitions that we have identified and are in
consistent with the magnetization order parameters and vanishing of the spin gap results (see
Sec. 4.6 and also below).
We now consider the long-range behavior of the spin-spin correlators. One can choose different
paths to study distant correlators according to the lattice geometry, but at long distances the
correlators are independent of the choice of the path. The Fig. 4.8 shows correlators calculated
for the path ‘ACA’, as shown in the inset. In addition, we calculated the correlation functions
for a number of different paths. Up to trivial differences caused by the order in which different
sublattices are listed, the results are insensitive to the path followed. The results suggest that
the 120◦ and columnar states are quasi-LROs and the Majumdar-Ghosh state contains only
short-range correlations, in consistent with iDMRG correlation lengths (see below).
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Figure 4.9 – iDMRG results for the correlation length per unit-cell size, ξS=0 (cf. Eq. (2.81)),
against number of states, in the THM on infinite-size YC3 systems.
4.8 Correlation lengths
Using iDMRG, one can directly extract the principal correlation length from the next-leading
eigenvalue of the transfer matrix, TI , as described in Sec. 2.11. It is worth remembering
that, in the context of the iMPS/iDMRG, a power-law growth, Eq. (2.84), indicates gapless
quantum-critical excitations with power-law decaying correlations, while the saturation of
the correlation length is clear-cut evidence for a short-range correlated, gapped phase. The
results for the correlation length of the 120◦, columnar, and Majumdar-Ghosh phases are
presented in Fig. 4.9 for a corresponding groundstate deep inside each phase region. Results
are consistent with fDMRG, Fig. 4.8, where the 120◦ and columnar states have quasi-LRO
natures and the Majumdar-Ghosh phase has a finite, small correlation length.
4.9 Entanglement entropy
In Sec. 2.15, we learned that the EE is a robust numerical tool for detection and charac-
terization of both magnetic LROs and nonmagnetic topological phases. In this section, we
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Figure 4.10 – fDMRG results for the intrinsic entanglement entropy, Eq. (4.4), of the THM
on 30×3 cylinders. Brown stripes are detected phase transitions, as in Fig. 4.7.
investigate the EE of the three-leg THM using the method of calculating the von Neumann
entropy, SEE , along a bipartite cut of the cylinder (cf. Sec. 2.15). We notice that for fully-
polarized FM groundstates with built-in SU(2)-symmetry, there exist a trivial part in SEE ,
which comes from having 2SA + 1 degrees of freedom in the spectrum of ρ˜A belonging to a
partition A. Since SA =
S
2
for the FM order, we subtract log(S + 1) for all SEE results and
measure the intrinsic entropy,
∆S = SEE − log(S + 1). (4.4)
Our EE results for the THM on 30×3 cylinders are presented in Fig. 4.10. For the quantum
systems, it is well-known that the phase transitions can be (at least qualitatively) located using
non-analyticities in the von Neumann entropy (see for example Kopp et al. [2007]). Brown
stripes in Fig. 4.10 corresponds to our predicted quantum critical points measured accurately
from the two-point correlation functions, Sec. 4.7, a 120 ◦ order parameter, spin gaps, and
Binder cumulants of a dimer order parameter (see below). As expected, discontinuities of
fDMRG entropies are in a relatively good match with the estimated transitions.
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4.10 Ideal 120 ◦ order
In the classical 120 ◦ order on the triangular lattice (cf. Sec. 1.6), every NNN bond is aligned
ferromagnetically, while NN sites form AFM bonds with uniform expectation values of 〈Si.Sj〉classical =
−1/8. This state appears in a semi-classical analysis of the model [Jolicoeur et al., 1990].
The quantum analog of such a classical state can be constructed by positioning three spins
at in-plane 120◦ angles on the Bloch sphere (cf. Appendix A) for each triangular plaqeutte,
forming a product state with the long-range order, where the wave vector can be written as
Q120 ◦ = (4pi/
√
3, 4pi/3) (e.g. see Sachdev [2011]). Most strikingly, Eq. (A.29) implies that
the spin correlation for each pair is 〈Si · Sj〉quantum = −1/8, which coincides with the clas-
sical value, as does the triple product 〈SA · (SB × SC)〉quantum = 0. However, the plaquette
magnetization 〈(SA + SB + SC)2〉quantum = 3/2 is inherently non-classical.
We now prove that the ideal 120 ◦ and the FM order have the same energy on the THM,
when J1 → 0±, J2 < 0. Thereafter, this will explain why the quantum 120 ◦ and the FM state
coexist at θ = −pi
2
, as featured in Fig. 4.2. The energy of FM state is stated in Eq. (4.2); for
θ = −pi
2
,
EFM(θ = −pi
2
) = −L
4
. (4.5)
For the ideal 120 ◦ state, using Eq. (A.29), one can show
E120 ◦(θ = −pi
2
) = L cos(−pi
2
)×−1
8
+ L sin(−pi
2
)× 1
4
= −L
4
. Q.E.D. (4.6)
In fact, since only the ferromagnet NNN coupling contributes to the energy at this point,
those three sublattices in the groundstate can be aligned and added together in any way such
that the overall state can acquire any spin polarization, as long as it is permissible by the
quantum angular momentum sum rules. I.e. the θ = −pi
2
groundstate is highly degenerate
with polarizations of S = 0, 1, 2, ..., L
2
, where S = 0 (S = L
2
) belongs to the ideal 120 ◦
(FM) order (see also below). The limit of θ → −pi
2
can be understood as fully-saturated
ferromagnetism on each sublattice due to the large negative J2. With J1 = 0 each sublattice
is free to point in any direction; a small positive J1 then induces 120
◦ ordering between the
sublattices.
A suitable order parameter to detect the quantum 120◦ state can be constructed according
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to the squared sublattice magnetization of form
O120
◦
=
8
N(N + 4)
∑
i
∑
j
〈Si · Sj〉 cos
[
4pi√
3
(xi − xj)
]
cos
[
4pi
3
(yi − yj)
]
, (4.7)
where 8
N(N+4)
is a normalization factor, and xi,j and yi,j are the positions of the spins on the
projected infinite plane (emerged from the cylinder) in units of the lattice spacing. O120
◦
will
detect any state having a conventional 120◦ ordering, as the form of the cosine functions is
set according to the wave vector Q120◦ . To further ensure that O
120◦ is a uniquely identifying
(good) order parameter for the 120◦ order, let us calculate it for an ideal 120◦ and a fully-
saturated FM state. For the former case, between all N2 terms appearing in the sums of
Eq. (4.7), there are N self-energy bonds of 〈Si.Si〉 = 34 , plus 2×3×
N/3
2
 of triplet bonds
with 〈Si.Sj〉i 6=j = 14 , |xi − xj| =
√
3
2
, and |yi − yj| = 32 , and the rest are AFM bonds with
〈Si.Sj〉i 6=j = −18 , |xi − xj| =
√
3
2
, and |yi − yj| = 12 . Therefore, one can write
O120
◦
[120◦] =
8
L(L + 4)
(3
4
L + 2× 3×
L/3
2
× 1
4
+ 2(
L
2
− 3
L/3
2
)(−1
2
)(−1
8
)
)
= 1 . (4.8)
For the FM order, although there are the same numbers and positioning of the self-energy
and other types of bonds, now everything is ferromagnetic,
O120
◦
[FM] =
8
L(L + 4)
(3
4
L + 2× 3×
L/3
2
× 1
4
+ 2(
L
2
− 3
L/3
2
)(−1
2
)(
1
4
)
)
=
4
L + 4
, (4.9)
which means in the thermodynamic limit, we have limL→∞O120
◦
[FM] = 0, as expected.
Our fDMRG results for O120
◦
are shown in Fig. 4.11. The region with non-zero values of
O120
◦
in the figure is consistent with the 120◦ phase region of Fig. 4.7, confirming that this
is a good order parameter for the phase. The value of 120◦ sublattice magnetization for the
NN model is as
√
O120
◦
(θ = 0) ≈ 49% of the classical value, comparable to some of previous
calculations using a similar order parameter. As a comparison, the ratio of variants of the
sublattice magnetization to their classical values is measured to be, approximately, 50% by
126
Crossover of 1D to 2D physics in frustrated magnets:
triangular Heisenberg model on three-leg cylinders
-pi
-pi/2 0
θ
0.00
0.25
0.50
0.75
1.00
O
12
0°
J1<0, J2<0 J1>0, J2<0
120°-ordered phaseFM phase
Figure 4.11 – fDMRG results for the 120◦ order parameter, Eq. (4.7), of the THM on a 30×3
cylinder.
SWT [Jolicoeur and Le Guillou, 1989], 48% by ED [Bernu et al., 1994], 50% by variational
QMC [Kaneko et al., 2014], and 40% by CCM [Li et al., 2015]. However,
√
O120
◦
(θ = 0) is
large compare to our fDMRG results of 25(8)% using direct measurement of a FM sublattice
magnetization order parameter on larger-width cylinders (cf. Sec. 6.4). The 120◦ order pa-
rameter is close to maximal in the limit of θ → −pi/2, where the groundstate tends toward
the ideal 120◦ state.
4.11 Sublattice symmetry order parameters
In this section, to further investigate the fine structural properties of the detected phases, we
introduce new order parameters constructed from intra-sublattice interactions. We define an
FM sublattice order parameter (arbitrarily, on sublattice A) as
OFMA =
2√
NA(NA + 2)
√
〈(
∑
<i>A
Si)2〉, (4.10)
where < i >A means summing over all sublattice-A sites and
2√
NA(NA+2)
is a normalization
factor (NA is the total number of sublattice-A spins on the finite lattice). Let us now prove
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that OFMA acquires its maximum value in the presence of all-triplet spin bonds in the sublattice
A, as it exists in the fully-saturated FM order or the ideal 120 ◦. In the squared sum appearing
in Eq. (4.10), there are NA self-energy terms with 〈Si.Si〉 = 34 and 2×
NA
2
 triplet bonds
with 〈Si.Sj〉i 6=j = 14 . Consequently,
OFMA [FM] =
√√√√√ 2
NA(NA + 2)
(
NA(
3
4
) + 2
NA
2
 (1
4
)
)
=
√
2
NA(NA + 2)
(3NA
4
+
NA(NA − 1)
4
)
= 1. (4.11)
In addition, we introduce a sublattice translational-symmetry order parameter (arbitrarily,
on sublattice A),
OtransA =
8
3NA
∑
<i>A,odd
〈Si · Si+1 − Si · Si−1〉, (4.12)
where 8
3NA
is a normalization factor and < i >A,odd means summing over all odd-numbered
sublattice-A sites. This order parameter looks for a Majumdar-Ghosh state with the singlets
connecting NNN sites. OtransA is sensitive to the breaking of the translational symmetry, on
the sublattice level, and has a range of −1 ≤ OtransA ≤ 1. In such a way, one can distinguish
between two degenerate groundstates (on each sublattice) in the Majumdar-Ghosh point of
θ = pi
2
(cf. Sec. 4.3), since they will pick up the absolute maximum value of OtransA , but having
opposite signs.
Our fDMRG results for the FM sublattice and the sublattice translational-symmetry order
parameters are presented in Fig. 4.12. OFMA is at its maximum for a region consistent with
the fully-saturated FM phase region of Fig. 4.7. The order parameter gradually decreases in
a region corresponding to the fourth quadrant of Fig. 4.2, where a 120 ◦ state is stabilizing.
Although, NNN bonds are still ferromagnetic in the (non-ideal) 120 ◦ order, they are not
perfect triplets. In addition, for both columnar and Majumdar-Ghosh regions with strong
antiferromagnet NNN bonds, the order parameters tends to have to small values. Conversely,
OtransA is vanishing for a region corresponding to the bulk of the 120
◦ and the fully-saturated
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Figure 4.12 – fDMRG results for the FM sublattice, Eq. (4.10), and sublattice translational-
symmetry, Eq. (4.12), order parameters for the groundstates of the THM on 30×3 cylinders.
Brown stripes are estimated phase transitions, as in Fig. 4.7.
FM regions, where the strength of two consecutive J2 bonds are (almost) equal. When
we reach the points corresponding to the columnar and Majumdar-Ghosh phases, the ab-
solute value of the order parameter increases significantly and meets the maximum value
of OtransA [Majumdar-Ghosh] = −1 at θ = pi2 . In the second quadrant, it appears that the
partially-polarized FM states are developing some dimerized groundstates (with the opposite
placement of the dimers comparing to the state at θ = pi
2
), since there is a rapid change in the
sign and magnitude of OtransA , right before it vanishes again for the fully-saturated FM phase.
4.12 Z6-symmetry order parameters
Magnetic ordering of spins on Archimedean lattices breaks on-site spin rotational symmetry,
but can lead to spin arrangements on regular n-gon lattice plaquettes (n = 3, 4, 5, ...) that
exhibit symmetries of Zn cyclic groups (of the rotations of the polygon – see Cooper [2016],
Kennerly [2010], Rotman [2000]). Hexagonal plaquettes of the triangular lattice, Fig. 4.13,
can support Z2,3,6 symmetries. In this section, we introduce two order parameters to study
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Figure 4.13 – A hexagonal plaqeutte in the triangular lattice. Spins sit on black circles. The
rotations of Zn cyclic groups can be performed around the origin of Si. Symbols specifies
the sites that have been used in writing Eq. (4.13). Note that xyz-axes are distinct from the
lattice coordinates of X−Y in Fig. 4.1.
Z6 cyclic symmetry (through a Z3-symmetry operation) for the groundstates of the THM on
three-leg cylinders.
We define the NN Z6-symmetry order parameter as
ONNZ3 = 1−
4
3N
∣∣∣∑
i
(− 〈Si · Si+x + Si · Si−x〉
+ eipi/3〈Si · Si+y + Si · Si−y〉
+ e−ipi/3〈Si · Si+z + Si · Si−z〉
)∣∣∣, (4.13)
where the sum goes over all lattice sites, 4
3N
is a normalization factor (the maximum value of
the sum occurs when there exists a VBS ordering), and site symbols are introduced in Fig. 4.13.
We also calculate a NNN Z6-symmetry order parameter, O
NNN
Z3
, which is equivalent to the
definition of Eq. (4.13), except replacing NN bonds of the hexagon in Fig. 4.13 with NNN
bonds. The NN (NNN) Z6-symmetry order parameter probes sixfold rotational symmetry
in each NN (NNN) hexagonal plaquettes. In fact, the order parameters only search for Z3-
symmetric phases, however, in the SU(2) representation of ideal tripartite-symmetric states,
there is no way to discern between bonds like 〈SA · SB〉 and 〈SA · SC〉; so, upon having Z3-
symmetry in plaqeuttes, they also support Z6-symmetry. For perfectly Z6-symmetric states
on the plaquettes, such as the ideal 120 ◦ and the FM order, one finds ONNZ3 = 1. In contrast,
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Figure 4.14 – fDMRG results for the NN and NNN Z6-symmetry order parameters, ONNZ3 and
ONNNZ3 (cf. Eq. (4.13)), for the groundstates of the THM on 30×3 cylinders. Brown stripes
are estimated phase transitions, as in Fig. 4.7.
for Z6-symmetry broken phases, such as the columnar order, the order parameter should tend
to the negligible values.
Our fDMRG results for ONNZ3 and O
NNN
Z3
are presented in Fig. 4.14. In a region corresponding
to the FM phase region of Fig. 4.7, there exists perfect sixfold symmetry in the groundstates
and both order parameters are retaining their maximum values. In addition, for 120 ◦ phase
region, OZ3 is yet (more or less) preserving the maximum value. Close to the critical point
of θ = 6.5(5)◦, both order parameters start to decrease rapidly, but in a smooth way, which
is consistent with our prediction for the existence of a second-order phase transition. We
also observe that the NNN Majumdar-Ghosh phase preserves the Z6-symmetry on the NN
plaquettes, while breaking it on the NNN plaquettes. Specifically, at the Majumdar-Ghosh
point of θ = pi
2
, the groundstate fully destroys the NNN Z6-symmetry due to the breaking of
the translational symmetry for NNN bonds.
4.13 Chirality 131
4.13 Chirality
For several decades, there has been much discussion [Baskaran, 1989, Chubukov and Jolicoeur,
1992, Dagotto and Moreo, 1989, Deutscher and Everts, 1993, Hu et al., 2015, Jolicoeur et al.,
1990, Korshunov, 1993, Nishimori and Nakanishi, 1988] on the possibility of the stabilization
of chiral order in the THM. A proper chiral order parameter will detect breaking of P - and
τ -symmetry in the wavefunction while the system preserves Pτ -symmetry (cf. Sec. 1.7 and
Sec. 2.17). This can be done by looking at magnetic order parameters or correlation functions
that are not symmetric under P or τ .
We studied the chirality using two chiral order parameters (introduced below), which we eval-
uated on fDMRG wavefunctions. The results are presented in Fig. 4.15. Overall, these results
show that there is no long-range chiral order in the phase diagram of the THM on three-leg
cylinders. We also directly measured the P - and τ -symmetry of groundstates on infinite-length
three-leg cylinders using iDMRG (for more details, see Sec. 2.17). The calculated overlap,
fP (τ), between the P -transformed (τ -transformed) wavefunctions is always of the order of
1− f ∼ 10−8 per unit cell, showing that neither P - nor τ -symmetry is broken for any phase
(for a discussion on the chirality of the THM on larger width cylinders, see Chapter 5 and
Chapter 6). Similarly, the classical 120 ◦ groundstate is recognized to be non-chiral [Dombre
and Read, 1989]. However, adding higher order exchange interactions (longer range than NN
and NNN) to the Hamiltonian is known to cause the stabilization of a non-planar configura-
tion which can be characterized by a chiral order parameter [Korshunov, 1993]. Furthermore,
for the quantum model, some studies [Baskaran, 1989, Hu et al., 2015, Korshunov, 1993,
Nishimori and Nakanishi, 1988] predict that some of the THM groundstates could be chiral in
special circumstances (e.g. considering couplings higher than two-body exchange interactions,
thermal fluctuations, or weak bond anisotropies), while the others [Chubukov and Jolicoeur,
1992, Dagotto and Moreo, 1989, Deutscher and Everts, 1993, Jolicoeur et al., 1990] strongly
suggest that the quantum fluctuations always select a planar spin arrangement and there is
no chiral symmetry breaking.
To determine the helicity of the triangular plaqeuttes (a measure of the local chirality), we
use the cross product between vertex pairs in a plaquette, while keeping a fixed cyclic order
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of operators,
Cc[A,B, C] = SA × SB + SB × SC + SC × SA , (4.14)
where [A,B, C] stands for a triangular plaquette composed of vertices from sublattice A, B,
and C. Note however that the magnitude of the local chirality is not a good order parameter,
since for any spin-1/2 system, one can prove that (Si×Sj+Sj×Sk+Sk×Si)2 = −34M2i,j,k+ 4516 ,
where M2i,j,k = (Si + Sj + Sk)
2 (cf. Appendix A). Hence the magnitude of the cross product is
directly related to the local magnetization (and so is always non-zero) and has no connection
to the chirality. However, the correlation function of the vector chirality, Oc, detects long-
range chiral order:
Oc(i, j, k; i
′, j′, k′) = 〈Cc[i, j, k] ·Cc[i′, j′, k′]〉 . (4.15)
Our fDMRG results for this correlation function are shown in Fig. 4.15(a). To calculate these
correlators between desired plaqeuttes, we chose a path that has the maximum number of
crossings of plaquette vertices. This path is shown in the inset of the figure (the orange
triangle shows the origin plaquette). The next two plaquettes respectively have two and
one common vertices with the origin while longer range plaquettes have none. The results of
Fig. 4.15(a) suggest that the 120◦ and NNN Majumdar-Ghosh states are only short-range chi-
ral. There is a long-range “antiferrochiral” pattern in the 120◦ state specified with a P+/P−
notation in the inset, which is consistent with the tripartite structure of the lattice. We cal-
culated the vector chirality for all possible plaquettes, and all confirm the antiferrochirality of
the 120◦ order. Antiferrochirality is clearly broken in the Majumdar-Ghosh and the columnar
state.
Another commonly considered chiral order parameter for the THM is the triple product on a
triangular plaquette, also known as the scalar chirality,
Ct[A,B, C] = SA · (SB × SC) . (4.16)
The triple product operator breaks both P - and τ -symmetries, and would acquire different
signs for different plaqeuttes according to their helicity. In addition, a non-zero value of
Ct[A,B, C] implies that the spins are non-planar on the corresponding plaquette. As a result
a non-chiral and planar structure should acquire values close to zero for this product. It
is important to note that, similar to the cross product, the square of the triple product,
Eq. (4.16), on a single triangular plaquette is not a good order parameter to measure chirality,
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Figure 4.15 – (a) fDMRG results for the vector chirality correlator, Oc, Eq. (4.15), for the
THM on a 30×3 cylinder. RP is the distance between the centers of the plaquettes in units of
the lattice spacing. (inset) The path for which the vector chirality correlators were calculated.
The origin plaquette is indicated in orange. The P+/P− labels indicate the antiferrochiral
ordering. (b) fDMRG results for the scalar chirality correlator, Ot, Eq. (4.17), for the THM
on a 30×3 cylinder. Selected θ points and the path chosen to calculate the correlators are the
same as the inset of part (a).
since it can be proven [Wen et al., 1989] that for any spin-1/2 system, (Si · (Sj × Sk))2 =
− 1
16
M2i,j,k +
15
64
. As a result 〈C2t [A,B, C]〉 on a plaquette is directly related to the local
magnetization, and gives no indication of the chirality. A diagnostic for the existence of the
chirality is the correlator of the scalar chirality,
Ot(i, j, k; i
′, j′, k′) = 〈Ct[i, j, k]Ct[i′, j′, k′]〉 . (4.17)
The results for the scalar chirality correlator are presented in Fig. 4.15(b). All phases other
than FM show some short-range chiral correlations. However, the rapid drop of Ot to zero at
long distances is a clear sign that all states are non-chiral and planar.
4.14 Phase transition points
In this section, we pinpoint the location of the phase transitions and study their nature
(previously determined from the correlators and the magnetization order parameters) using
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Figure 4.16 – fDMRG results for the difference between energy per bond of partially polarized
and non-polarized states on a 30×3 cylinder at θ = 153 ◦, near the predicted critical point
of θc = 152.0(5)
◦. S stands for the total spin polarization (i.e. the SU(2) good quantum
number).
spin gaps and Binder cumulants.
To study the nature of the phase transition at θc = 152.0(5)
◦ (NNN Majumdar-Ghosh to
FM), we calculated the lowest-energy state in every possible total spin sector. At points near
the transition, we found a partially polarized groundstate (Sgroundstate 6= 0 is observed for at
least three nearby points). For example, at θ = 153◦, shown in Fig. 4.16, the groundstate for
a 30×3 cylinder has a total spin of S = 3. This indicates a second-order transition. We also
calculated the polarization, S, of the groundstate around the critical point, which is shown in
Fig. 4.17(a). The obtained transition point indicated by the brown stripe is consistent with
the correlation function results of Fig. 4.7.
The point θ = −pi/2 of Fig. 4.17(b) marks an instant change in the total spin of the
groundstate, similar to the rapid changes previously observed in the groundstate energy,
Fig. 4.4(a), magnetization per plaqeutte, Fig. 4.6, correlation functions, Fig. 4.7, intrinsic
entropy, Fig. 4.10, 120◦ order parameter, Fig. 4.11, and NNN Z6-symmetry order parameter,
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Figure 4.18 – fDMRG results for (a) spin gaps extrapolated to the thermodynamic limit,
and (b) Binder cumulants of the dimer order parameter, Eq. (4.18), for the columnar to the
Majumdar-Ghosh phase transition.
Fig. 4.14. This is consistent with a first-order transition. Indeed, this is because J1 = 0 at
this point, and the groundstate consists of three uncoupled sublattices, forming FM bonds
within each, as discussed in Sec. 4.3. We have confirmed that the groundstate is (L
2
+ 1)-fold
degenerate at θ = −pi/2, and hence the 120◦ state and the fully-polarized FM coexist.
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Accurately locating of the phase transition from the Majumdar-Ghosh into the gapless colum-
nar state is more challenging. Deep in the columnar phase, finite-size scaling of the spin gap
is consistent with a zero gap, as expected. But the finite size scaling is difficult to perform
near the phase boundary due to fact that the finite-size corrections in the two phases scale
differently. Hence, the spin gap has fairly large error bars in this region, and the exact tran-
sition is not easy to identify. One can use instead the dimer order parameter, defined for this
model as,
DA =
3
NA
∑
〈i,j〉A
(−1)iSi · Sj , (4.18)
where 3
NA
is a normalization factor and the sum goes over all NNN spins (arbitrarily) for
sublattice A. DA is equivalent to O
trans
A , Eq. (4.12), (up to a factor) only at the Majumdar-
Ghosh point. However, the dimer order parameter also contains large finite-size corrections.
A standard procedure is to use higher moments of the order parameter to cancel out low-order
finite-size effects, as described in Sec. 2.18. One example is using the conventional Binder
cumulant (setting nH = 1 in Eq. (2.132) and ignoring the overall factor) of the scalar order
parameter of DA,
UL[DA] = 1− 〈D
4
A〉
3〈D2A〉2
. (4.19)
The spin gap and the Binder cumulant results are shown in Fig. 4.18. To obtain the spin
gap, Fig. 4.18(a), we initially calculated the gap between S = 0 and S = 1 total spin sectors
for finite-length cylinders. The gap was extrapolated to the thermodynamic limit using the
L−3/2 scaling identified by Neuberger and Ziman [1989], which produces a good fit except
very close to the transition to the gapped Majumdar-Ghosh phase. The Binder cumulant,
Fig. 4.18(b), shows the expected behavior, whereby the value of the Binder cumulant at the
phase transition is independent of the lattice size (up to some higher order corrections). The
curves for 12 × 3, 24 × 3 and 30 × 3 intersect quite closely, indicating that the transition is
in the vicinity of θ ≈ 70.0◦.
The columnar and 120◦ phases are both gapless (there exist a gapped phase in between for
larger width cylinders – see below), however we were able to identify the location of the phase
transition from the vanishing of the short-range O120
◦
order parameter shown in Fig. 4.11,
giving the transition point as θ ≈ 6.5◦.
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4.15 Conclusion
In this chapter, we have scrutinized the phase diagram of the J1-J2 THM on three-leg cylin-
ders, using both fDMRG and iDMRG methods. There are four distinct phases in this model.
All phases are non-chiral and planar. The 120◦ and columnar orders are gapless with quasi-
LRO correlations. For large J2 > 0, the geometry of the ladder results in a Majumdar-
Ghosh-like phase with long-range dimer order and a two-fold degenerate groundstate on each
sublattice. This phase is an effect of the restricted geometry and also exists for the Lx × 4
cylinders (see also Chapter 6).
Because we use finite, small width chains, the absence of SU(2) symmetry-breaking magnetic
ordering means that the long-range physics is rather different to the full 2D model. In
the true 2D model, both the 120◦ and columnar phases are expected to be (spontaneously)
SU(2)-broken LROs. Thus on increasing the width of the cylinder, one can expect that the
correlations will increase in magnitude and the gapless modes arising from the 1D criticality
will evolve into Nambu-Goldstone modes associated with the broken symmetry of an order
parameter (more details in Chapter 5 and 6). Surprisingly, the short-range physics and the
structure of the phase diagram of the three-leg ladder, agrees fairly closely with known results
for the 2D model, especially in the small-J2 regions. We find a transition from the 120
◦ to the
columnar phase at θc ≈ 6.5◦, close to the classical value. As we shall see in Chapter 5 and
6, larger width cylinders exhibit topological SL region between the 120◦ and the columnar
state.
The boundary between 1D and 2D physics in this model is rather rich, and this suggests
that the physics arising from restricting geometry of finite-width ladders presents a fruitful
direction for future investigation, and may explain some novel properties of molecular solids
(e.g. see Fraxedas [2008]).
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Topological spin liquids of the triangular
Heisenberg model on infinite cylinders
5.1 Introduction
The search for a nonmagnetic phase in the THM (cf. Sec. 1.6) is now around three decades
old. There is a good reason behind the lengthy search: the existence of a SL groundstate
may shed light on the physics of High-Tc superconductors and provides a platform for fault-
tolerant quantum computations, but geometrical frustration makes it excessively difficult for
numerical methods. Previous high-precision numerical studies using a range of techniques
[Hu et al., 2015, Iqbal et al., 2016, Kaneko et al., 2014, Li et al., 2015, Manuel and Ceccatto,
1999, Mishmash et al., 2013, Wietek and La¨uchli, 2016, Zhu and White, 2015] have suggested
SL region, with phase boundaries in the range of J low2 ≈ 0.05 [Mishmash et al., 2013] up to
Jhigh2 ≈ 0.19 [Manuel and Ceccatto, 1999]. Employing fDMRG and using fixed aspect-ratio
scaling of magnetic order parameters, we find phase boundaries of 0.101(4) 6 J2 6 0.136(4),
the calculation of which will be described in depth in Chapter 6. In this chapter, we elucidate
the properties of the SL phase itself, using SU(2)-symmetric iMPS (cf. Sec. 2.7) and iDMRG
(cf. Sec. 2.9) methods. For classical spins, the model has a phase transition at J2 = 0.125
between two magnetically ordered phases, as described in Sec. 1.6 and Sec. 4.4. This point
roughly coincides with the center of the SL region for the quantum model, and in this chapter
we focus on studying the point J2 = 0.125.
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While there is nothing forbidding coexistence of SSB and topological order, the Hastings’
2014 theorem (cf. Sec. 1.4) in two-dimensions states that the absence of symmetry breaking
in a spin-1
2
system on even-width cylinders implies that the groundstate is a spin liquid with
either gapless (algebraic) excitations, or gapped having multiple degenerate groundstate and
anyonic excitations. Thus absence of symmetry breaking is a sufficient (but not necessary)
condition for a spin liquid. Previous DMRG studies [Hu et al., 2015, Zhu and White, 2015]
have argued for a gapped Z2-gauge toric-code-type spin liquid, and obtained two possible
groundstates by the presence (absence) of free spins near the boundaries of finite cylinders.
However, the properties of these states are unclear, since depending on the sector chosen, the
state may develop chiral order [Hu et al., 2015], or break Z6 rotational symmetry (see Hu et al.
[2015], Zhu and White [2015], and below) leading to a nematic spin liquid. Recent studies [Qi
and Fu, 2015, Zaletel et al., 2015, Zaletel and Vishwanath, 2015], focused on the kagome
lattice, show that the time-reversal-symmetric Z2-gauge spin liquid can be fully characterized
by the symmetry properties of lattices on tori or infinite cylinders via their PSG classification
(see Essin and Hermele [2013], Huh et al. [2011], Qi and Fu [2015], Wen [2002], Zaletel et al.
[2015] and also Sec. 2.17).
Among the experimental realizations of no spin ordering/freezing in organic materials [Ba-
lents, 2010, Powell and McKenzie, 2011], there are few candidates for the SL phase on the
triangular lattice, which provoke even more interests toward performing numerical calculations
on such a lattice. Some of these materials are of our interest: a SL phase with no indica-
tion of any gapless spin excitations has been realized in κ-(BEDT-TTF)2Cu2(CN)3 [Kurosaki
et al., 2005, Shimizu et al., 2003, Yamashita et al., 2009], and a gapless liquidized phase in
EtMe3Sb[Pd(dmit)2]2 [Itou et al., 2007, 2008]. In both materials no magnetic ordering is
found at temperatures considerably below the interaction energies. Furthermore, in a robust
theoretical and numerical study, Qi et al. [2009] showed that the thermal transport properties
of a candidate Z2-gauge SL phase in κ-(BEDT-TTF)2Cu2(CN)3 can be described, precisely,
using visonic excitations. Although the J1-J2 THM is capable [McKenzie, 1998] of describing
spin degrees of freedom of Mott insulating phases in organic molecular crystals; it is a good
model for gapped systems such as κ-(BEDT-TTF)2Cu2(CN)3 [Powell and McKenzie, 2011].
This chapter is organized as follows. In Sec. 4.2, we describe the lattice geometry and provide
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details of the iMPS and iDMRG methods that have been employed in this chapter. Moreover,
in the same section, we add some details on the elementary excitations of the Z2 topological
order on tori and infinite cylinders and their connections to symmetry. Groundstate energies
of the THM are presented in Sec. 5.3. In Sec. 5.4, we present some real-space visualizations
of the spin-spin correlations in different topological sectors and study the bond anisotropy
patterns. Symmetry group measurements are listed in Sec. 5.5, where we characterize the
degenerate groundstates using some topological invariants. The ES and the EE for different
anyonic sectors are studied in Sec. 5.6 and Sec. 5.7, respectively. In Sec. 5.8, we measure the
correlation lengths for SU(2)-symmetry sectors to shed some lights on the gap nature of the
groundstate. Finally, the chirality of the anyonic sectors is investigated in Sec. 5.9, using a
triple-product chiral order parameter.
5.2 Hamiltonian, lattice, and DMRG details
In this chapter, we set J1 = 1 in Eq. (1.9) as the unit of the energy. We employ the
iDMRG algorithm with strictly single-site optimization incorporating subspace expansion
(introduced in the context of fDMRG-S3E, Sec. 2.8, however, easily implementable in the
iDMRG, Sec. 2.9) via non-Abelian iMPS utilizing SU(2) symmetry to obtain translationally-
invariant variational groundstates on infinite cylinders. We keep up to m = 5, 000 states,
approximately equivalent to 15,000 states of aU(1)-symmetric basis. We use the YC structure,
Sec. 2.13, for all calculations and set the mapping of the MPS chain on the cylinder somehow
to minimize the one-dimensional range of NN and NNN interactions, as in Fig. 2.12. As
we learned in Sec. 2.17, the framework of iDMRG is a natural candidate for calculating
symmetry properties of topological phases, since excitations can be introduced at cylinder
edges by manipulating the symmetries of the wavefunction. Unlike the case for finite systems,
the ‘edges’ are effectively at infinity, so they do not affect the translation symmetry of the
wavefunction. We control the even/odd parity of spinon flux in the groundstate by setting
SU(2) quantum-numbers (global spins, S) to be either integers (even-sector – no spinon) or
odd-half-integers (odd-sector – with spinons) at the unit-cell boundary. We cannot directly
control the vison flux through the cylinder, so we can only obtain two groundstates for each
cylinder geometry. However, for finite-Ly cylinders the degeneracy is expected to be lifted,
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and fortunately we find that the groundstates for different width cylinders also give the vison
and non-vison sectors, allowing us to obtain all four combinations of even/odd spinons and
presence/absence of a vison flux. These coincide with four anyon sectors, {ˆi, bˆ, vˆ, fˆ}, of the
Z2 toric-code-type topological order (cf. Sec. 1.7 and Sec. 1.8). We work in a MES basis,
introduced in Sec. 2.17 for the four-dimensional groundstate manifold, which corresponds
to local minima of the EE (one may expect iDMRG to naturally converge toward MESs,
however, stabilizing all anyonic sectors is a numerically challenging task – see also Jiang
et al. [2012], Zaletel and Vishwanath [2015]). Moreover, in Sec. 2.19 we learned that the
observation of a TOS structure in the low-lying part of the ES is a smoking-gun evidence
for the existence of magnetically ordered states (carrying Nambu-Goldstone excitations). We
confirm the nonmagnetic nature of the phase by the absence of TOS in the ES, regardless of
the anyon sector (see also below). Using these tools, we discovered there is no nonmagnetic
(topological or otherwise) phases for Ly ≤ 4 infinite-length cylinders, but an extensive Z2-
gauge SL region for YC6, 8, 10, 12 systems (see below and also Chapter 6). We do not study
odd-width cylinders, since a four-fold degenerate Z2 order cannot arise on such systems (note
that the Hastings theorem only applies to even-width cylinders; see also Zhu and White
[2015]). In fact, on odd-width cylinders, topological even- and odd-sectors can be connected
through the translation of the 1D unit cell (which means they are essentially equivalent), and
the groundstate exhibit strongly dimerized patterns [Zhu and White, 2015].
5.3 Groundstate energies
In this section, our ultimate goal is to find the thermodynamic limit (m → ∞) energies for
different topological sectors and system sizes in the SL phase of the THM. To accomplish
this, we first obtained the variational energies for well-converged, individual wavefunctions
with a fixed number of states. The extrapolation of the variational energy to m→∞ needs
particular care to achieve high accuracy. During convergence of iDMRG sweeps, we notice that
it is vital for the wavefunctions to be well-optimized with several sweeps of a constant number
of states, otherwise the resulting wavefunction may have an artificially higher variational
energy leading to incorrect scaling. The extrapolation to m→∞ can be done then in several
ways; here, we compare two well-known candidates, i.e. scaling versus the energy variance
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Figure 5.1 – iDMRG results for the variational energy versus variance per site for the YC
structures of the THM at J2 = 0.125 (deep in the Z2-gauge SL phase region). The individual
error bars are an estimate for iDMRG systematic errors. Thin and dashed lines are linear fits
to the final few points at largest basis sizes, m, which gives the estimate of the energy in the
thermodynamic limit (see below).
and DMRG’s truncation error (cf. Sec. 2.16).
The energy variance, Eq. (2.98), is computationally somewhat costly to calculate for 2D
cylinders due to the large dimension of the corresponding MPO forms (cf. Sec. 2.5). However,
as previously discussed, variance is one of the strongest criteria for checking convergence of
the wavefunctions, |ψm〉. The variance per site is well-defined in the thermodynamic limit
for iDMRG, and can be evaluated efficiently using the recursive transfer-operator approach
of Sec. 2.10. The results for variational energy versus variance per site (averaged over the
Ly-site unit-cell), V arave, is presented in Fig. 5.1. The individual error bars are estimated
iDMRG systematic errors when calculating the energy for a fixed m, which we obtain from
the minimum and maximum energies across a sweep of the unit cell (cf. Sec. 2.16). In the
figure, the energy difference between even-boundary and odd-boundary topological sectors
is rapidly decreasing with increasing Ly, which is consistent with the existence of a truly
degenerate groundstate in the 2D limit of Ly →∞. We note that for narrower YC structures
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Figure 5.2 – iDMRG results for the variational energy versus averaged truncation error for
the YC structures of the THM at J2 = 0.125. The individual error bars are estimated iDMRG
systematic errors. Thin and dashed lines are linear fits to the final few points at largest basis
sizes, m, which gives the estimate of the energy in the thermodynamic limit (see below).
(Ly = 6, 8), odd sector always has lowest energy, while for Ly = 10, the even sector has the
lowest energy (later, it becomes clear that such behavior of the energy with the variance is
generic and stays the same even for the extrapolations at the thermodynamic limit of m→∞
– see below).
We present the variational energy versus truncation error, εave (averaged over two final unit-
cell sweeps of iDMRG with a fixed-m), in Fig. 5.2. There are only minor differences with
Fig. 5.1. It is worth mentioning that the small m-value wavefunctions usually cannot produce
the correct scaling behavior, instead they may lead to some strong quadratic behavior. The
thermodynamic limit predictions of energies using truncation error extrapolation matches
closely to fitted results using variances, showing the high stability and the convergence of
the wavefunctions. However, the difference is relatively large for YC10-ˆi (see also below).
Hu et al. [2015] also presents bulk groundstate energies versus truncation errors for fixed-m
wavefunctions in both even- and odd-boundary topological sectors for YC10, using DMRG
on finite-width cylinders. For extrapolating individual energies, they employ a quadratic fit,
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presumably due to larger quadratic corrections from calculating energies in the bulk of the
system (excluding the sites near the boundary). Nevertheless, fDMRG and iDMRG individual
energies are in a relatively good match, especially for the even-boundary topological sectors.
We repeatedly observed an interesting exception to the smooth energy behavior shown in
Fig. 5.1 and 5.2, for the even-sectors of the YC structure. There is a sudden drop in energy
at a specific number of states, namely mkink, which depends strongly on the system size (also
observed by Zhu and White [2015]). This occurs for a number of states mkink ∼ 103 for Ly ≥
10. Initially when m < mkink, the energy is in a higher meta-stable plateau (not shown in
the figures), even for apparently well-converged wavefunctions. But the energy will suddenly
drop to a lower plateau for m > mkink, and thereafter show a systematic linear extrapolation
with variance as expected. This is a common phenomenon in DMRG calculations on systems
with inhomogeneous groundstates. Our tests show that the wavefunctions before the mkink
lack important geometrical symmetry properties (e.g. reflection in Y -direction – see below)
and give an incorrect scaling for the energy. As a result, we disregard any wavefunction with
m < mkink in the results. However, such states may preserve some subset of Hamiltonian
symmetries. In particular, we found that translation symmetry in the Y -direction is well-
preserved, which leads to a surprisingly well-converged appearance of the momentum-resolved
ES (see below), which is a pitfall for DMRG calculations; one must perform careful tests to
ensure that all expected symmetries are preserved.
We present the thermodynamic limit of the groundstate energies of the anyonic sectors in
Fig. 5.3, which are extrapolated to m → ∞, using a linear fit against the energy variance
per site (cf. Fig. 5.1). Based on these results, we suggest that fitting against variances is the
most accurate method for extrapolating energies in DMRG (more reliable than extrapolation
with respect to the DMRG truncation error). The different topological sectors are expected
to acquire slightly different energies on finite-width cylinders. Depending on Ly, we find that
the actual groundstate in the even/odd sectors varies as to whether it contains a pi vison flux
or not. In some cases, especially for smaller widths, we have been able to construct variational
wavefunctions in the other sectors by manipulating the wavefunction (i.e. to force a particular
symmetry state), but the resulting states are rather unstable and have considerably higher
energies. However, the overall behavior of the energies indicates that the difference between
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Figure 5.3 – Groundstate energies of the THM at J2 = 0.125 against inverse cylinder width.
Our results for infinitely long cylinders with extrapolation to the zero variance point are in blue.
Dashed lines are guides to the eyes. Red shaded symbols are fDMRG results from [Hu et al.,
2015]. Brown symbols are VQMC results on L× L tori with the horizontal line indicating an
L→∞ extrapolation, from [Iqbal et al., 2016].
the energy of even- and odd-sectors is rapidly decreasing for increasing Ly. This is consistent
with having a degenerate groundstate in the thermodynamic limit of Ly →∞. Interestingly,
there is an energy crossover between even/odd-sectors already for YC10, which makes it
unreliable to estimate an energy for Ly → ∞ limit (the crossover is not an artifact of the
extrapolation, since the variational individual energies show the same behavior). We note that
our energies per site for larger system widths are somewhat lower than previously published
results.
5.4 Bond anisotropies
If an SL groundstate preserves all the continuous symmetries of the Hamiltonian and the
point group symmetries of the lattice, one expects to observe no bond anisotropy pattern
in the 2D limit of Ly → ∞ (as in an all-symmetric spin liquid with a homogeneous bond
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Figure 5.4 – Lattice visualization for well-converged (a) YC10-ˆi and (b) YC10-bˆ wavefunc-
tions. NN and long-range correlators are calculated using the iDMRG. The size and the color
of the spheres indicate the long-range correlation with the principal (gray) site. The color of
the bonds indicates the strength of the NN correlations. The average of NN correlation is
subtracted from each bond to highlight the anisotropy pattern.
value throughout the whole lattice – see also Sec. 1.7). However, on finite-size systems, even
that the groundstate is symmetric in the thermodynamic limit, such symmetries are lifted
and an anistropy pattern would appear. In Fig. 5.4, we present lattice visualizations of the
real-space correlations of both even- and odd-sector groundstates, where the averaged bond
value is subtracted from the spin-spin correlators to emphasize the anisotropy patterns. The
overall pattern of NN bonds is observed to be identical for all system sizes in even-boundary
(and for Ly = 8, 10 in odd-boundary) wavefunctions. We present the lattice visualization for
the YC10-ˆi (YC10-bˆ) system in Fig. 5.4(a) (Fig. 5.4(b)), as a representative picture for all
even-boundary (odd-boundary) topological sectors showcasing their general pattern of bond
anisotropies.
There are relatively strong patterns of bond anisotropy in YC structures of the SL phase,
as it is clear from Fig. 5.4. If there is persistent existence of bond anisotropies in the lat-
tice principal directions, the phase can be interpreted as a nematic SL (cf. Sec. 1.7), which
spontaneously breaks 2pi
3
rotational symmetry (i.e. the Z6 cyclic group) of the triangular lat-
tice, while preserving mirror symmetries of the D2×6 group. To provide more clarification
on the nature of the bond anisotropies in the large system size limit, we calculate the NN
correlations, averaged over a unit-cell, in all three principal directions. Results for the bond
anisotropies as a function of the truncation error are presented in Fig. 5.5(a) for the even
sectors and in Fig. 5.5(b) for the odd sectors.
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Figure 5.5 – iDMRG results for the NN bond anisotropies of the THM in three lattice directions
versus the truncation error, εave, at J2 = 0.125. Each colored series of results presents bond
energies of a YCLy structure in (a) even and (b) odd sectors. Thin lines and dashed-lines
are linear fits to serve as the extrapolated NN bond energies in the thermodynamic limit of
m→∞ (see also below).
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Figure 5.6 – iDMRG results for the extrapolated NN bond anisotropies of the THM in the lat-
tice principal directions against the inverse of the system width. Results belong to topological
sectors of YC structures at J2 = 0.125. The individual error-bars are the standard deviations
of linear fits against the truncation errors, presented in Fig. 5.5.
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We present extrapolated NN bond energy results (at the thermodynamic limit of m → ∞)
in Fig. 5.6. Evidently, even-boundary sectors of vˆ and iˆ are becoming more symmetric (less
anisotropic) while increasing Ly, and it is reasonable to suppose that these sectors become
isotropic in the 2D limit. However, for the odd-boundary bˆ and fˆ sectors, the anisotropy is
increasing with the growth of Ly. This is more consistent with the existence of a nematic
SL phase in the 2D limit. However, odd-sector results may be affected more strongly by the
finite size effects of Ly due to the placement of a half-integer quantum-number on the unit
cell boundary. Similar patterns of the bond anisotropies were observed for both even and/or
odd sectors by Zhu and White [2015] and Hu et al. [2015] (however, they did not observe
regular patterns of the change in bond anisotropies for both even- and odd-sector; this could
be due to the explicit breaking of the lattice point group symmetries in the long direction of
finite-length cylinders).
5.5 Symmetry group measurements
We present our symmetry group measurements on different anyonic sectors and system sizes in
Table 5.1. Two main symmetry characteristics of the model are the presence of time-reversal
symmetry fractionalization, τ , which can identify the existence of spinon excitations and PSGs
of the cylinder’s dihedral group, D2×Ly , which can identify the existence of vison excitations
(cf. Sec. 1.7 and Sec. 2.17). Below, we argue that these symmetries are already classifying
all the anyonic sectors. For comparison purposes, in the table we also report extrapolated
energies using truncation error and variance fits from Fig. 5.2 and 5.1, respectively.
Considering the time-reversal symmetry, we find that |〈τ〉| is very close to 1.0 in all sectors,
indicating that the time-reversal symmetry is not broken and therefore the groundstates are
non-chiral. A state carrying a spin-1
2
spinon flux can be realized by the action of an anti-
linear τ operation on the MPS auxiliary basis, in the form of C[τ 2] = ΥτΥ
∗
τ (see Sec. 2.17 for
details). For bˆ and fˆ sectors, one expects 〈ΥτΥ∗τ 〉 = −1, anti-symmetric under time-reversal,
which is precisely what we observe. Parity reflection, P , is another symmetry of interest
here, which is a reversal of the ordering of the MPS wavefunction, corresponding to both a
reflection in the X-direction (exchanging boundaries of the cylinder), as well as a reversal of
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Table 5.1 – Details of the energy and symmetry group measurements for the THM at J2 =
0.125. The topological sectors are highlighted with red. In the energy column, the first
(second) number appearing in each box is the extrapolation results from the truncation error
(variance) data. The results of two symmetry group measurements of 〈C[D2×Ly ]〉 and 〈C[τ2]〉,
which suffice to fully characterize the groundstate manifold, are highlighted with blue. 〈Ry〉 is
calculated per enlarged unit cell of Ly×Ly sites, which partly accounts for the reduced accuracy
of this quantity compared with other columns (see also Sec. 2.17). The Y -momentum, θy, is
obtained per unit cell of Ly sites, which is numerically indistinguishable from e
iθy = ±1.
Structure,
sector,
boundary
ES
degeneracy
extrapolated
energy per site
〈C[D2×Ly ]〉 〈C[τ2]〉 〈C[P 2]〉 〈Ry〉 θy 〈C[D2×Ly ]〉 〈C[τ2]〉
YC6-vˆ,
even
2-fold
−0.510617(6)
−0.510582(2) −0.999996 1 ± 10
−11 1 ± 10−7 0.9998 pi −0.999996 1 ± 10−11
YC6-bˆ,
odd
2-fold
−0.5145491(2)
−0.5145485(2) 0.9999998−1 ± 10
−14−1 ± 10−8 0.999993 0 0.9999998−1 ± 10−14
YC8-ˆi,
even
non-
degenerate
−0.51192(2)
−0.511814(6) 0.99998 1 ± 10
−10 1 ± 10−6 0.998 0 0.99998 1 ± 10−10
YC8-ˆf,
odd
4-fold
−0.513492(7)
−0.513441(1) −0.999990 −1 ± 10
−11−1 ± 10−7−0.9994 pi −0.999990 −1 ± 10−11
YC10-ˆi,
even
non-
degenerate
−0.5136(2)
−0.5127(1) 0.9996 1 ± 10
−9 1 ± 10−7−0.98 pi 0.9996 1 ± 10−9
YC10-bˆ,
even
2-fold
−0.51288(4)
−0.51236(1) 0.9998 −1 ± 10
−9 −1 ± 10−6 0.993 0 0.9998 −1 ± 10−9
ordering of sites within the unit cell, corresponding to a reflection in the Y -direction, as in
Eq. (2.107). Similarly to the case of the time reversal, the parity reflection operator functions
as an anti-linear operator acting on the entanglement Hamiltonian basis, so we obtain the
square of parity reflection measured on the auxiliary basis as C[P 2] = 〈ΥPΥ∗P 〉. Measurement
of parity gives the same result as C[τ 2], as it is clear from Table 5.1. In other words, the SPT
structure of bˆ and fˆ-sectors are simultaneously protected by parity reflection and time-reversal
symmetries.
A state that carries a pi vison flux can be detected by the action of the generators of D2×Ly
group in the Y -direction. The elements of the group are generated by reflection around a site
or bond, Ry, and a translation by one lattice site, Ty (see Sec. 1.7 for more details). We present
the expectation values of Ry in Table 5.1. There are subtleties involved in this measurement,
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since the corresponding MPO is acting on a unit cell of size Ly×Ly with alternating central site
(or bond) on each cylinder’s ring, which produces a rather complicated and large-dimension
object (cf. Sec. 2.17). As a result, 〈Ry〉 is obtained as an eigenvalue measured per Ly × Ly
sites, thus is particularly sensitive to the convergence of the wavefunction. We find that the
closeness of |〈Ry〉| to 1 is the hardest convergence criterion for the variational wavefunctions
to meet. The wavefunctions presented in Table 5.1 achieve the best |〈Ry〉| within our available
computational resources. The linear and projective representations can be distinguished by
the commutation between Ry and a pi-rotation, T
pi
y . Visons fractionalize D2×Ly , acquiring
an effective anti-periodic boundary condition in the Y -direction, whereby reflection and pi
rotations anticommute, RyT
pi
y = −T piy Ry (in other words, D2×Ly fractionalizes into a PSG with
an IGG of type Z2). Thus one expects the commutator of C[DLy ] = 〈ΥRyΥTpiy Υ†RyΥ†Tpiy 〉 = −1
for the vˆ and fˆ sectors. We also calculate the Y -momentum, θy, i.e. the complex phase of the
expectation value of 〈Ty〉 (see also Sec. 2.17). Since, Ty is just a product of swap operations,
the eigenvalue per site can be easily calculated for the variational wavefunctions (even keeping
a relatively small m). However, θy results of Table 5.1 are not comprehensive enough to detect
any general pattern.
Combined, the measurements of C[τ 2] and C[D2×Ly ] give distinct topological invariants for
the four sectors, and imply fusion rules of a Z2-gauge SL (cf. Sec. 1.8). We note that the sign
of the proposed commutators, 〈C[D2×Ly ]〉 and 〈C[τ 2]〉, are not fixed for the vˆ-sector due to
the criteria of the “generalized flux-fusion anomaly test”, as proposed by Qi and Fu [2015]
for topological invariants with explicit preservation of the SU(2)-symmetry. Furthermore, the
commutators give information about the self-statistics; in particular, the obtained topological
invariants are incompatible with the double-semion topological order (with anyonic content
of {ˆi, sˆ, sˆ′, bˆ}, where sˆ, sˆ′, and bˆ are the semion, the anti-semion, and a composite bosonic
quasi-particle; fusion rules can be constructed using ∀aˆ ∈ {ˆi, sˆ, sˆ′, bˆ}, aˆ × aˆ = 1, iˆ × aˆ =
aˆ, sˆ × sˆ′ = bˆ) [Freedman et al., 2004]. This is due to an extension for Hastings theorem,
Sec. 1.4, by Zaletel et al. [2015], which states that if the emergent topological order in a
Mott insulator is ‘enriched’ by time-reversal symmetry, then the phase cannot be a double-
semionic order. The semion and anti-semion are time-reversal partners, but here, the two
spinon sectors have different PSGs and cannot be interchanged under τ . We also measured
another observable C[T piy , τ ] = (T
pi
y τ)
2.(τ)2 = T piy τT
pi
y τ
−1. In the auxiliary basis notation, one
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Figure 5.7 – The momentum-resolved ES of the even-boundary topological sectors for dif-
ferent cylinder circumferences, Ly, in the SL region of the THM at J2 = 0.125. − log(λ0)
is the lowest ES level. The full set of levels are only shown for the first few S-sectors. The
topological sectors are (a) YC6-vˆ, (b) YC8-ˆi and (c) YC10-ˆi.
can write 〈C[T piy , τ ]〉 = 〈ΥTpiy ΥτΥ∗Tpiy Υ†τ 〉, which denotes the anti-symmetry of the combination
of the time-reversal and a pi rotation around the Y -axis. However, such an expectation value
is not an independent topological invariant, but the product of C[D2×Ly ] and C[τ 2].
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Figure 5.8 – The momentum-resolved ES of the odd-boundary topological sectors for different
cylinder circumferences, Ly, in the SL region of the THM at J2 = 0.125. − log(λ0) is the
lowest ES level. The full set of levels are only shown for the first few S-sectors. The topological
sectors are (a) YC6-bˆ, (b) YC8-ˆf and (c) YC10-bˆ.
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5.6 Entanglement spectrum
In Sec. 2.20, we learned that the momentum-resolved ES levels, − log(λ[k, S]) (where {λ}
is the spectrum of the reduced density matrix), is a versatile numerical tool to identify the
presence of nonmagnetic phases, through the absence of the TOS structures and Nambu-
Goldstone modes, and furthermore, to characterize the topological sectors. Since each anyonic
sector corresponds to a unique set of symmetry group measurements that cannot smoothly
deform, sectors have a uniquely identifying ES (note that such unique forms of the ES on
infinite cylinders were originally observed in the honeycomb Haldane model [Cincio and Vidal,
2013]). In the absence of a pi vison flux, the allowed Y -momenta (kn) are arranged with a
spacing as in kn =
2pin
Ly
, n = 0, 1, 2, ... . The key difference in the vison sector is a shift of a
half spacing, kn =
2pi
Ly
(n+ 1/2), due to the pi-flux causing an effective anti-periodic boundary
condition. In general, it is a non-trivial task to interpret highly-populated ES levels, but the
overall degeneracy patterns are signatures of SPT ordering, when viewing the cylinder as an
infinite chain (see Pollmann et al. [2010, 2012], Turner et al. [2011], Zaletel et al. [2015] for full
details). That is, in the presence of SPT, every ES state has a multiple of n-fold degeneracy,
where n is determined by the symmetry properties of the state. In particular, the iˆ-sector ES
has no degeneracy, bˆ-sector has 2-fold degeneracy associated with half-integer spins (Kramers
degeneracy from C[τ 2] = −1), vˆ-sector has 2-fold degeneracy associated with the PSGs of
D2×Ly , and the fˆ-sector has 4-fold degeneracy combining Kramers degeneracy and PSG of
D2×Ly .
In Fig. 5.7, we present the ES of even-boundary topological sectors for various width of the
cylinder. The vˆ-sector on YC6 has an exact (up to numerical accuracy) 2-fold degeneracy
arising from ±k momenta, which is not shared by the iˆ-sector (the k = 0 and k = pi states are
non-degenerate), which is a proof for the pi-flux. The low-lying structure is a deformed two-
spinon continuum (see below), most easily seen for the larger-width lattices. We suggest this
general pattern (manifested in Fig. 5.7(c)) is characteristic of even sectors and presumably
persists in large-Ly limit.
ES results for the odd-boundary topological sectors are presented in Fig. 5.8. The fˆ-sector for
YC8 has (nearly) 4-fold degeneracy and the momenta are shifted by pi
8
, which indicates both
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Figure 5.9 – The evolution of the ES in the even sectors while increasing the number of
states, m. (a) A wavefunction with m . mkink. Dashed lines only connect the boundaries
of low-lying states to emphasize a candidate for the two-spinon excitation spectrum. (b) A
better-converged groundstate with m & mkink, consistent with stabilization of an iˆ-sector.
The full set of levels are only shown for the first few S-sectors. Spectra belong to iDMRG
results for YC12 structures of the THM at J2 = 0.125.
a spinon and vison pi-flux. The ES of the bˆ-sector for YC6 or YC10 is two-fold degenerate
due to the odd-half-integer spin boundaries, indicating spinons but no pi-flux. Again the
overall pattern of the low-energy structure is consistent between vison and non-vison sectors,
and appears to be converging to a well-defined large-Ly limit. Intriguingly, the low-energy
structure for the odd sector is reminiscent of a Fermi arc [Wan et al., 2011], appearing as an
excitation mode that only covers a subset of the Brillouin zone.
Hu et al. [2015] also presents ES (not momentum-resolved) for two nearly-degenerate, YC8
groundstates (in their Fig. 5, corresponding to the iˆ- and fˆ-sector). Hu et al. [2015]’s fˆ-sector
ES is consistent with our Fig. 5.8(b), however, there is no match between the iˆ-sector spectra.
Our investigations suggest Hu et al. [2015]’s iˆ-sector spectrum is the remnant of a chiral state.
We also performed iDMRG calculations for the even- and odd-sectors of the YC12 structure.
Our individual wavefunctions for YC12 are not as well-converged as the narrower cylinders,
even up to m = 5000 of SU(2) states; so, we did not include their energy extrapolations
in the main results. In particular, it appears that most of YC12 even sector results are
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Figure 5.10 – The energy spectrum of (a) the Heisenberg model, HNN , Eq. (1.1), on a
10-site ring (with PBC), labeled with S quantum numbers (having 2S + 1-degeneracy) and
(b) the XY model, HXY , on a 12-site ring with anti-periodic boundary condition, labeled with
Sz quantum numbers. E0 is the exact groundstate energy. Dashed lines only connect the
boundaries of low-lying states to emphasize a candidate for the exact two-spinon excitation
spectrum. Spectra belong to U(1)-symmetric ED calculations (cf. Sec. 2.1 and [Sandvik,
2010]). In both figures, the full set of levels are only shown for the first few spin sectors.
still below mkink[Ly = 12]. However, we were able to produce a few points slightly above
m ≈ 5000, where a valid ES was obtained, and consistent with the results for smaller sys-
tems. We show this spectrum, as well as another spectrum below the kink, in Fig. 5.9. The
ES below the kink, Fig. 5.9(a), which we emphasize does not represent any groundstate, nev-
ertheless, has a low-lying structure that is, interestingly, in one-to-one correspondence with
a finite-size two-spinon spectrum (e.g. see Caux et al. [2008], Lake et al. [2005], Lavare´lo and
Roux [2014] and also below). This feature appears to be generic to weakly-coupled rings
of the cylinder (also seen in well-converged wavefunctions by reducing the magnitude of the
couplings in the X-direction). For the comparison purposes, in Fig. 5.10, we present the
momentum-resolved energy spectra of the spin-1
2
Heisenberg, Eq. (1.1), and the XY models,
HXY =
∑
i S
x
i S
x
i+1 + S
y
i S
y
i+1, on a ring, which are known [Schollwo¨ck et al., 2004] to feature
nonmagnetic groundstates with robust two-spinon excitation spectra. For the calculations of
the energy spectra, we employ the U(1)-symmetric ED technique, described in Sec. 2.1 and
[Sandvik, 2010]. The exact correspondence between Fig. 5.9(a) and the ED results suggests
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Figure 5.11 – iDMRG results for the EE in the YC structures of the THM at J2 = 0.125.
(a) Individual entropies for different topological sectors and system sizes against the square
root of the truncation errors,
√
εave. Thin and dashed lines are linear fits for the points with
smallest truncation errors. (b) Extrapolated entropies at the thermodynamic limit of m→∞,
for different topological sectors and system sizes.
the physics of the infinite cylinders’ ES for m . mkink is dominated by intra-unit-cell inter-
actions. The ES for the groundstate, Fig. 5.9(b), appears to be a heavily-distorted version
of the two-spinon continuum, possibly with a quadratic rather than linear dispersion around
k = ±pi.
5.7 Entanglement entropy
We present the results for the EEs (cf. Sec. 2.15) of the individual wavefunctions in Fig. 5.11(a)
and extrapolated values in Fig. 5.11(b). As it is clear from Fig. 5.11(a), for fixed-Ly the even
sector always has higher EE and supports more entanglement than the odd sector for the
same number of states (mainly due to the fact that converging the spin-1
2
boundary sectors
to the same energy precision and entropy capacity of the even sectors requires close to twice
the number of states). Reliable extrapolations to the thermodynamic limit of m → ∞ are
possible for both sectors by employing a linear fit against
√
εave as shown in the figure.
However, in Fig. 5.11(b), no obvious fit for the EE in the 2D limit, Ly → ∞, can be done
that produces a non-spurious TEE close to the expected γ˘ = ln(2) of the Z2 topological
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order, most likely due to finite size effects. The direct measurement of the TEE, using linear
extrapolations of entropies (derived for a fixed-Ly cylinders), faces several obstacles. The
main problem is that two of our three major system sizes, Ly = 6, 8, are quite likely still
too narrow to produce correct scaling for extrapolation in large-Ly. In addition, Ly = 10
is exactly where DMRG studies (cf. Fig. 5.3) observe a crossing between energy of different
topological sectors. A similar effect was seen by Iqbal et al. [2016], using VQMC, who found
that the energy scaling starts to change considerably for Ly ≥ 10. This suggests that only
system sizes of Ly ≥ 10 can effectively be employed to extrapolate observables for the 2D
limit of Ly →∞. Additionally, we obtained at most two different system sizes per topological
sector. In principle, for finite width systems the EE values can lie on different lines for each
sector, which makes it hard to trust in any entropy extrapolation containing different anyonic
sectors. Moreover, the existence of some gapless modes in the SL phase at the thermodynamic
limit would give a log correction [Wang et al., 2013] to the entropy, which would make a fit
to a few data points prohibitively difficult. As a result of these obstacles, we conclude that
the set of Ly = 6, 8, 10 are not expected to produce any reliable TEE value, even having
individually highly-converged wavefunctions.
5.8 Correlation lengths
We present measurements on the correlation lengths, ξS(m) (cf. Sec. 2.11), of the THM for
two SU(2) sectors of S = 0, 1, in Fig. 5.12. We note that in the even-boundary topological
sectors, the correlation lengths for S = 0 and S = 1 cross at m≈mkink (not shown in the
figure). For fixed-width cylinders, looking to either individual values of ξ0(m) or extrapolated
values of the S = 0 series at m → ∞, namely ξ0(∞), one can observe that all topological
sectors and system sizes have relatively small correlation length as ξ ∼ 1− 10 in units of the
lattice spacing. This suggests that the correlation length remains finite in the 2D limit, for
which the Hastings theorem argues a gapped phase. However, these extrapolations are very
sensitive and although the correlation lengths are rather small, for the larger system sizes the
correlation length is increasing with basis size in a way that is essentially indistinguishable
from a power-law (which is what is expected for a gapless system). The existence of a gapped
SL phase for the model is supported by previous DMRG studies [Hu et al., 2015, Zhu and
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Figure 5.12 – iDMRG results for the correlation length per unit-cell size against inverse of
the number of states, m−1, in different anyonic sectors and system sizes of the THM at
J2 = 0.125. Results are labeled with SU(2) quantum numbers of S = 0, 1. Thin and dashed
lines are attempted power-law fits to data using y−1 = a0 + a1xa2 . Triangular symbols show
extrapolated values of a0 in the m→∞ limit.
White, 2015], although this was later questioned by other numerical approaches [Bishop, R.
F. and Li, P. H. Y., 2015, Iqbal et al., 2016].
5.9 Scalar chiral order parameter
In this section, we study the chirality of the topological SL phase of HJ2 . For spin-
1
2
systems,
the chirality also determines whether the state is planar or not (see also Sec. 4.13). A common
observable to measure the chirality is the scalar chiral order parameter, defined in close
similarity to the order parameter introduced in Eq. (4.16),
Oχ =
1
Lu
∑
〈i,j,k〉
(Si × Sj) · Sk, (5.1)
where 〈i, j, k〉 represent a NN triangular plaquette and the result is averaged over the wave-
function unit-cell, Lu. A recent fDMRG study [Hu et al., 2015] found long-range chiral
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Figure 5.13 – iDMRG results for the scalar chiral order parameter, Oχ, Eq. (5.1), against
square root of truncation errors,
√
εave, for different anyonic sectors and system sizes of the
THM at J2 = 0.125. Results are presented in a semi-logarithmic scale to compensate for the
rapid reduction of the order parameter along the Y-axis.
ordering in the even-sector for some even-width cylinders. We have already noted that there
exists no sign of breaking of time-reversal symmetry for either even- or odd-sectors, nor for the
three-leg model (cf. Sec. 4.13). However to further clarify the stability of chiral groundstates
in the model, we measure Oχ for all obtained wavefunctions.
Fig. 5.13 shows the detailed behavior of Oχ versus truncation loss (
√
εave). Measured values of
Oχ are very small, decrease rapidly with the truncation error, and extrapolate to a magnitude
numerically indistinguishable from zero for m → ∞. Thus in each case, we find that the
state is non-chiral and co-planar. We note that for all available sizes in the even-sector,
the wavefunctions have a small non-zero chirality for when keeping a relatively small number
of states, but this vanishes rather quickly with increasing m. In contrast, adding explicitly
a time-reversal-symmetry breaking term (Jχ) to the Hamiltonian (which readily breaks the
chiral symmetry while preserving SU(2) – cf. [Hu et al., 2016, Wietek and La¨uchli, 2016] and
Chapter 6), supports the notion that there is no spontaneous breaking of chiral symmetry in
the groundstate, but a relatively small (although, finite) Jχ term is sufficient to induce a CSL
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phase.
5.10 Conclusion
Using SU(2)-symmetric iDMRG method, we have provided a robust demonstration of the
properties of the SL phase of the THM on infinite cylinders, obtaining four groundstates
and their ES degeneracy patterns, which we have classified according to their symmetry
fractionalization properties, consistent with the theoretical predictions (e.g. see Zaletel et al.
[2015]). To the best of our knowledge, this is the first study to observe dihedral symmetry
fractionalization in such a model, which shows the low-lying structure of the THM carries
non-chiral Z2 toric-code-type topological order with anyonic quasi-particles.
While our calculations are always in the limit of infinite aspect ratio (we do not address,
directly, the nature of the full 2D limit), we suggest that the degeneracy of the groundstates
is robust. We are not yet able to directly measure the energy gap to excited states, however,
the translation-invariant MPS ansatz does readily provide the correlation length, which in all
cases is rather small, implying a finite gap for finite-Ly. Nevertheless, low-lying structures
in the ES contain some interesting features, such as a Dirac cone (Fig. 5.7), which will
become gapless in the thermodynamic limit. According to the ES-edge correspondence for Z2
topological states enriched by global symmetries (cf. Sec. 2.19), the system is likely to have
gapless edge states. It is unclear if this would also lead to gapless bulk states, hence, we are
unable to rule out the possibility that the system is an ASL in the 2D limit.
In agreement with Hu et al. [2015], we observe anisotropic (Z6-symmetry breaking) correla-
tions for the odd-sectors only, while the even-sectors appear to get isotropic as the width is
increased. However, we were unable to detect the expected TEE of −ln(2) due to the limited
accuracy of the obtained entropy, and relatively small Ly, which is an inherent difficulty with
DMRG procedure. If the system is gapless in the 2D limit, then there will be logarithmic
corrections that make the fit almost impossible to perform for numerically accessible system
sizes.
Irrespective of the nature of the state in the true 2D limit, we have shown that finite-width
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YC structures have short-range correlations and are gapped. A long, narrow cylinder is a
plausible geometry for a quantum-engineered device, and there are recent proposals for the
construction of fermionic Hofstadter-Hubbard model on a cylindrical optical lattice [ Lacki
et al., 2016]. A candidate material that could become a realization of the Z2 RVB-type spin
liquid is κ-(BEDT-TTF)2Cu2(CN)3 [Kurosaki et al., 2005, Shimizu et al., 2003, Yamashita
et al., 2009] (with no indication of any gapless spin excitations).
Chapter 6
Detection and characterization of
symmetry-broken long-range
orders in the triangular Heisenberg model
6.1 Introduction
We learned in Chapter 1 that the Landau symmetry-breaking theory establishes that con-
ventional ordered phases of matter are charactized by spontaneous breaking of Hamiltonian
symmetries. Furthermore, in Sec. 1.2, we argued that magnetic ordering on spin lattices
can be characterized through the long-distance scaling of a two-point (or higher-order) cor-
relation function. This led to the classification of three distinct classes: true LROs with
infinitely-large correlation length, nonmagnetic phases with exponentially-decaying correla-
tors, and quasi-LROs (quantum critical states) with diverging correlation length but power-
law decaying correlations. In this chapter, we employ and expand the functionality of the
fDMRG, Sec. 2.8, and the state-of-the-art iDMRG, Sec. 2.9, methods to characterize LROs
of a geometrically-frustrated system, when the many-body states are constructed through
the SU(2)-symmetric (non-Abelian) MPS and iMPS ansa¨tze (cf. Chapter 2), respectively.
Currently, there exist few well-established numerical tools, in the context of non-symmetric
DMRG, to identify LROs. In finite-system MPS studies, SSB needs to be treated carefully
because in exact calculations SSB does not occur at all [Koma and Tasaki, 1994, Lhuillier,
163
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2005], as finite size effects induce a gap between states that would be degenerate in the ther-
modynamic limit. In practice, with finite-precision arithmetic symmetry breaking can occur
when the finite-size gap is smaller than the characteristic energy scale set by the accuracy of
the numerics (in MPS calculations, this is set by the energy scale associated with the basis
truncation). This can be difficult to control, as symmetry breaking might occur as a side-
effect of the numerical algorithm or it might require an additional perturbation. Infinite-size
MPS (or very large finite MPS) are better behaved in this respect, where there are a vari-
ety of techniques; one can look at the scaling of the correlation length of the groundstate
against m (cf. Sec. 2.11), direct measurement of local magnetization order parameters, the
EE (cf. Sec. 2.15), and the static spin structure factor (SSF – see below). However, when the
Hamiltonian symmetries are preserved explicitly, the order parameter is zero by construction
and a robust set of numerical tools for characterizing magnetic ordering is not readily avail-
able. Here, we introduce and verify the accuracy of two new numerical tools, in the context of
SU(2)-symmetric iMPS/iDMRG, to characterize and locate phase transitions incorporating
LROs in the THM on infinite cylinders. New tools include study of the cumulants and a
Binder ratio of magnetization order parameters (cf. Sec. 2.18), and further developments on
TOS level patterns in the momentum-resolved ES (cf. Sec. 2.20).
Previously, we learned that the THM is a good candidate to contrive some real-world frus-
trated magnets, and we elucidated the complete phase diagram of the J1-J2 THM on three-leg
finite- and infinite-length cylinders to understand the crossover of 1D and 2D physics in the
model (cf. Chapter 4). Moreover, Chapter 5 and other precise numerical approaches’ re-
sults [Hu et al., 2015, Iqbal et al., 2016, Kaneko et al., 2014, Li et al., 2015, Manuel and
Ceccatto, 1999, Mishmash et al., 2013, Wietek and La¨uchli, 2016, Zhu and White, 2015]
demonstrate the existence of a SL state that stabilizes in a region ranging from J low2 ≈ 0.05
up to Jhigh2 ≈ 0.19. Some numerical studies discovered magnetic orders outside this approxi-
mate SL region (see for example Bernu et al. [1994], Chubukov and Jolicoeur [1992], Farnell
et al. [2014], Jolicoeur et al. [1990], Li et al. [2015], Wietek and La¨uchli [2016] and Chapter 4).
However, we suggest the detailed properties of the magnetic groundstates are still unclear in
comparison to the well-understood counterparts in the classical THM (see Sec. 1.6) and the
quantum model on the three-leg cylinders. In particular, for the finite-size lattices, the largest
system sizes for which the magnetic ordering of the J1-J2 THM was thoroughly studied is an
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18× 18 torus [Kaneko et al., 2014] and a 30× 3 cylinder (cf. Chapter 4).
In this chapter, we establish the phase diagram for the J1-J2 THM on infinite-length cylin-
ders with width up to 12 sites, and show that the model contains an LRO coplanar three-
sublattice 120◦ order (J2 ≤ 0.105(5)), a four-fold degenerate toric-code-type Z2-gauge spin
liquid (0.105(5) ≤ J2 ≤ 0.140(5) – see also Chapter 5), a LRO collinear two-sublattice
columnar order (0.140(5) ≤ J2 ≤ 0.170(5) and 0.200(5) ≤ J2 ≤ 0.5 for width 6 cylinders, and
0.140(5) ≤ J2 ≤ 0.5 for larger cylinders), and an ASL groundstate (0.170(5) ≤ J2 ≤ 0.200(5),
only for width 6 cylinders). The new tools for the cumulants and Binder ratios of the or-
der parameter allowed us to locate the aforementioned phase transitions accurately, while,
the patterns of the TOS levels in the momentum-resolved ES revealed the fine structures of
the magnetic orders (or the absence of them). We also consider the explicit breaking of the
time-reversal symmetry in the J1-J2 THM and the possibility of the stabilization of a chiral
LRO. We note that there were recent, indecisive discussions (see Hu et al. [2016], Wietek
and La¨uchli [2016] and Sec. 5.9) on the robustness of the topological spin liquids against
perturbing HJ2 with a chiral term. Here, we verify the non-chiral nature of such groundstates
and the existence of a continuous phase transition toward the CSL phase (cf. Chapter 1.7)
through the study of a scalar chiral order parameter on width 8 cylinders.
The rest of the chapter is organized as follows. In Sec. 6.2, we provide the details of the MPS
and DMRG methods that have been employed in the chapter. In Sec. 6.3, we present an
overview of each of the phases, a schematic phase diagram for the model, and a more quan-
titative diagram in the form of short-range correlations and energies per site. In Sec. 6.4, we
directly measure the magnetization order parameters on some small-width (Ly = 3, 4, 5, 6)
finite-length cylinders using MPS/fDMRG algorithms, to benchmark our calculations with
another algorithm. Afterward, we focus on presenting our more precise iMPS/iDMRG results
on infinite cylinders (having widths up to Lmaxy = 12). In Sec. 6.5, we investigate the scaling
behaviors of the correlation lengths against m, deep in each phase region. In Sec. 6.6, in order
to better understand the entanglement entropy of the symmetry-broken LROs on cylinders,
we study the entropy in the columnar magnetically-ordered phase. Details of our numerical
tools are presented in Sec. 6.7 and Sec. 6.8, for cumulants and Binder ratios of the magne-
tization order parameters, and for TOS levels in the momentum-resolved ES (including the
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entanglement gap details), respectively. In Sec. 6.9, we test the robustness of a topological
SL groundstate against chiral perturbations of the Hamiltonian to investigate the formation
of long-range chiral ordering, before some concluding remarks in Sec. 6.10.
6.2 Hamiltonian, lattice, and DMRG details
To obtain the variational groundstate of the J1-J2 THM for a wide range of FM and AFM
J2-values in Eq. (1.9), we set J1 = 1 as the unit of the energy, and employ the fDMRG-ρ
algorithm via SU(2)-symmetric MPS (we also performed few fDMRG-2S calculations) and
iDMRG algorithm with strictly single-site optimization incorporating subspace expansion
(introduced in the context of fDMRG-S3E, Sec. 2.8, however, easily implementable in the
iDMRG, Sec. 2.9) via SU(2)-symmetric, translation-invariant MPS. We keep up to m = 2, 000
number of states (approximately equivalent to 6,000 states of an Abelian U(1)-symmetric
basis) in MPS/fDMRG, and up to m = 3, 000 number of states (approximately 9,000 U(1)-
states) in iMPS/iDMRG calculations. Due to inherent 1D nature of the MPS, a mapping
between the ansatz wavefunction and the triangular lattice is necessary. For the mapping
purposes, we wrap the lattice in a way to create a long (or infinite-length) cylinder as in
Fig. 2.12. For the majority of the calculations, we choose the YC wrapping, Sec. 2.14.
However, in general, the choice of Ly and C0 should respect sublattice symmetries (if any) of
the target state to avoid frustrating the groundstate. Consequently, depending on the desired
width, the YC structure cannot be always used. Therefore, in finite-Lx fDMRG calculations,
we use a YC6 structure in all regions (allowing the stabilization of up to tripartite-symmetric
groundstates), and YC3, C0[Ly = 4] = (4,−2), and C0[Ly = 5] = (5,−4) cylinders only in
the 120◦ and the SL phase regions. We also consider a YC4 structure in the columnar and the
SL phase regions (occasionally, the YC3 and C0[Ly = 4] = (5,−4) systems are employed in
the columnar phase region, however, they are frustrating some forms of the collinear ordering
– see below). For finite-length cylinders, we fix Lx to a value that after which, an increase
of the cylinder’s length would not change the average bond energy in the bulk of the system
up to numerical uncertainties coming from the DMRG systematic errors (cf. Sec. 2.16). In
Lx=∞ iDMRG calculations, we use YC6 and YC12 structures in all regions, reserving YC9
only for the 120◦ region, plus YC8 and YC10 in the columnar phase. We always set an
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Figure 6.1 – Schematic phase diagram of the J1-J2 THM, Eq. (1.9), on infinite cylinders.
Phase transition boundaries are obtained from the Binder ratios of the magnetization order
parameter (see below).
efficient mapping for the infinite cylinders that minimizes the one-dimensional range of NN
and NNN interactions, as shown in Fig. 2.12.
6.3 Overview of the phase diagram:
THM on large-width cylinders
In this section, we present our findings for the phase boundaries and properties of Eq. (1.9), for
different J2/J1 with J1 > 0, using iDMRG and some benchmark comparisons using fDMRG.
In Fig. 6.1, we show the summary of the phase diagram, with four distinct phases; two phases
with symmetry-broken magnetic order, a Z2 spin liquid, and (only for the YC6 geometry) an
algebraic spin liquid. For each of these phases, we present below visualizations of the corre-
lation functions, obtained from well-converged iDMRG groundstates. In these visualizations,
we depict spin-spin correlations, 〈Si · S0〉, with respect to a reference site S0, using the size
and the color of some spheres, and the NN correlators are depicted using the thickness and the
color of some bonds. The reference site is denoted with the gray sphere. We also present the
SSF up to the second Brillouin zone. Using the discrete Fourier transform of the real-space
correlations to switch to the momentum space, one can write
SSF(k, N=∞) = lim
N→∞
1
N
N∑
i,i′
〈Si · Si′〉eik·(ri−ri′ ), (6.1)
where ri denotes the position vector of a spin Si in the planar map of the lattice. The
momentum vector, k, will sweep the extended Brillouin zones. When the momentum vector
coincides with the lattice’s wave vector, Q, the occurrence of the condition limN→∞
SSF(N)
N
=
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Const. guarantees the existence of a true LRO. Plotting the SSF in the (kx, ky) plane will reveal
occurrence of strong FM correlations as Bragg peaks. However, for a fixed-Ly infinite cylinder,
one can only estimate the sums appearing in Eq. (6.1) using a finite length correlation.
Therefore, we consider a large enough cutoff as an upper limit for i, namely Nc. We note
that it is possible to obtain SSF (k, N =∞) directly using the same method as described
in Sec. 2.18, however, this is an expensive process and for calculating the entire k space
it is much faster to calculate the real-space correlations and perform a Fourier transform.
Here, we truncate the real-space correlation at the first point where |〈S0 · SNc〉| ≤ 10−5 is
met for the nonmagnetic short-range correlated states (i.e. spin liquids) and the condition
|〈S0 · SNc〉| ≤ 10−3 is met for the symmetry-broken quasi-LROs (i.e. 120◦ and columnar
states). The obtained phases are:
1. J2 → −∞: In this limit, one can readily show that the lattice decouples into three
sublattices, each of which is a NN triangular lattice with bond strength J2. In the
case of vanishing interactions between sublattices (J2/J1 → −∞), the groundstate for
each sublattice is trivially a fully-saturated ferromagnet (see also Sec. 4.3 and 4.10)
with total spin magnetization of StotalA,B,C =
Lu
2
per unit cell of each sublattice (A, B, or
C). For a width-Ly infinite-length YC structure, Lu = Ly/3 and S
total
A,B,C = Ly/6. The
overall state can be any arbitrary mixture of three StotalA , S
total
B , and S
total
C spin vectors,
where they only have to follow the angular momentum summation rules. This will
cause a large degeneracy for the overall groundstate, supporting total magnetization in
a range of 0 ≤ Stotal ≤ 3Lu
2
. Perturbing the Hamiltonian with a positive J1 would then
break this degeneracy and impose a 120◦-ordered groundstate. Similarly to the case of
three-leg cylinders (cf. Chapter 4), we find no signs of a phase transition for any J2 < 0.
2. J2 ≤ 0.105(5): The groundstate is a coplanar quasi-classical 120◦ order. Our inves-
tigations on infinite YC6, YC9, and YC12 structures find a three-sublattice magnetic
ordered state exhibiting SSB in the thermodynamic limit (cf. Sec. 6.7 and Sec. 6.8).
By imposing SU(2) symmetry, the low-lying Nambu-Goldstone modes are evident and
viewing the infinite cylinder as a 1D system it appears as a 1D quantum critical gap-
less state (cf. Sec. 6.5). In Fig. 6.2(a), we present the correlation function for a YC12
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Figure 6.2 – Lattice visualizations for the iDMRG groundstates of the THM on infinite cylin-
ders at J2 = −1.0 (120◦ order). (a) Correlation function for a YC12 system. The size and the
color of the spheres indicate the (long-range) spin-spin correlations in respect to the principal
(gray) site, and the thickness and the color of the bonds indicate the strength of the NN
correlations. (b) SSF for a YC6 system. Bragg peaks are presented up to the second Brillouin
zone of the inverse lattice.
groundstate at J2 = −1.0. The appearance of Ly3 = 4 blue (ferromagnet) spheres per
ring exhibiting a roughly constant size (for short distances) and all-AFM (red) bonds
(throughout the cylinder) are characteristics of the phase. In Fig. 6.2(b), we present
the SSF for a YC6 groundstate, deep in the 120◦ phase. The formation of six strong
Bragg peaks on a slightly-distorted regular hexagon is another characteristic for the
phase. Using this data, we predict a wave vector of Q120◦ ≈ (±3.64,±2.09), which is
very close to our expected theoretical value of Qtheory120◦ = (± 2pi√3 ,±2pi3 ) ≈ (±3.63,±2.09)
for a 120◦ product state (see Chubukov and Jolicoeur [1992], Jolicoeur et al. [1990],
Sachdev [2011] and also Sec. 1.6). We note that the correlation functions of YC6 and
YC9, and SSFs of YC9 and YC12 structures in the 120◦ phase are essentially identical
to the results of Fig. 6.2.
3. 0.105(5) ≤ J2 ≤ 0.140(5): The groundstate is a four-fold degenerate toric-code-type
Z2 topological spin liquid (denoted by YCLy-aˆ for the anyonic sector aˆ ∈ {ˆi, bˆ, fˆ, vˆ};
see Chapter 5 for full details). In Fig. 6.3(a), we present the correlation function for a
YC12-ˆi groundstate at J2 = 0.125. The appearance of spheres with rapidly decaying
radii and relatively weak all-AFM (red) bonds throughout the cylinder, is characteristic
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Figure 6.3 – Lattice visualizations for the iDMRG groundstates of the THM on infinite cylin-
ders at J2 = −0.125 (topological spin liquids). (a) Correlation function for a YC12-ˆi system.
The size and the color of the spheres indicate the (long-range) spin-spin correlations in respect
to the principal (gray) site, and the thickness and the color of the bonds indicate the strength
of the NN correlations. (b) SSF for a YC10-bˆ system. Bragg peaks are presented up to the
second Brillouin zone of the inverse lattice.
of the SL states (such a behavior of the correlations is also observed for other topological
sectors and system sizes, except there exist some weak bond anisotropies – cf. Sec. 5.4).
In Fig. 6.3(b), we present the SSF for a YC10-bˆ groundstate at J2 = 0.125. The spec-
tral function is almost homogeneous, although being noisy and containing some weak
diffusive peaks (compared to the strong Bragg peaks of magnetically-ordered states)
reminiscent of gradual disappearance of the 120◦ order. We notice that this overall
pattern is virtually the same for all anyonic sectors and system sizes. Furthermore,
our qualitative studies demonstrate that the homogeneity of the SSF is growing with
increasing Ly (not shown in the figures). For the topological SL phase, we find the
lower and upper phase boundaries of J low2 = 0.105(5) and J
high
2 = 0.140(5), respec-
tively. Using fDMRG for rather small YC6 widths (see below) we obtain similar results,
0.101(4) ≤ J2 ≤ 0.136(4). These phase boundaries are fairly close, but not identical,
to those found by other authors [Hu et al., 2015, Iqbal et al., 2016, Kaneko et al., 2014,
Li et al., 2015, Manuel and Ceccatto, 1999, Mishmash et al., 2013, Wietek and La¨uchli,
2016, Zhu and White, 2015].
4. 0.140(5) ≤ J2 ≤ 0.5, but excluding a region only for YC6 of 0.170(5) ≤ J2 ≤ 0.200(5):
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Figure 6.4 – Lattice visualizations for the iDMRG groundstates of the THM on infinite cylin-
ders at J2 = 0.5 (columnar order). (a) Correlation function for a YC12 system. The size
and the color of the spheres indicate the (long-range) spin-spin correlations in respect to the
principal (gray) site, and the thickness and the color of the bonds indicate the strength of
the NN correlations. (b) SSF for a YC8 system. Bragg peaks are presented up to the second
Brillouin zone of the inverse lattice.
The groundstate is a quasi-classical collinear columnar (striped) order. Our investiga-
tions on infinite YC6, YC8, and YC10 structures (plus few more J2 points on YC12
structures) show that that the columnar order is two-sublattice AFM state exhibiting
SSB in the thermodynamic limit (cf. Sec. 6.7 and Sec. 6.8). Again, with SU(2) symmetry
the state appears on an infinite cylinder as 1D quantum critical. The correlation func-
tion for a YC12 groundstate at J2 = 0.5 is presented in Fig. 6.4(a), where the appearance
of robust FM stripes in the a+60◦-direction is clearly recognizable. In fact, the columnar
order on the triangular lattice has three possible arrangements [Lecheminant et al., 1995]
of FM stripes, each aligning with one of the three principal lattice directions, which are
only degenerate in the thermodynamic limit. For the THM on three-leg (trivially) and
four-leg cylinders (both finite and infinite-length cases), we found that the columnar
order always has FM stripes in the lattice short (Y) direction, while for wider-width
finite-length YC structures, FM stripes will be in either of a+60◦ or a−60◦-directions, pro-
ducing only two degenerate groundstates. We numerically confirmed that, upon choos-
ing a suitable wavefunction unit cell, iDMRG states randomly converge to one of these
two states. We present the SSF for a YC8 groundstate at J2 = 0.5 (with a+60◦-direction
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Figure 6.5 – Lattice visualizations for the iDMRG groundstate of the THM on an infinite YC6
system at J2 = 0.185 (ASL phase). (a) Correlation function results, where the size and the
color of the spheres indicate the (long-range) spin-spin correlations in respect to the principal
(gray) site, and the thickness and the color of the bonds indicate the strength of the NN
correlations. (b) SSF results, where the Bragg peaks are presented up to the second Brillouin
zone of the inverse lattice.
FM stripes), in Fig. 6.4(b). The formation of four, comparatively very strong Bragg
peaks on a slightly-distorted regular parallelogram (with 60◦ angles) is a characteristic
of the phase. A wave vector of Qstriped ≈ ±(1.82, 3.18) can be estimated for the SSF,
which is close to our expected theoretical value of Qtheorystriped = ±( pi√3 , pi) ≈ ±(1.81, 3.14)
for a columnar product state (see [Chubukov and Jolicoeur, 1992, Jolicoeur et al., 1990]
and also Sec. 1.6). We note that the SSFs of the columnar orders on YC6, YC10,
and Y12 systems are rather similar to this result, however, the wave vector changes to
Qtheorystriped = ±(pi,− pi√3), when the direction of FM stripes are switched. Our numerical
calculations extend only to J2 = 0.5. However we expect that there will be some ad-
ditional geometry-dependent magnetically ordered phases for larger J2 before reaching
the large J2 limit (see below).
5. 0.170(5) ≤ J2 ≤ 0.200(5), only for YC6: The YC6 geometry appears special in that we
find signatures of an algebraic spin liquid, rather distinct from any other phase that we
have observed in the model. Our results suggest that this phase is a quantum critical,
gapless state with power-law scaling of the correlation function (cf. Sec. 6.5) and no
magnetic order. In Fig. 6.5, the presented correlation function and SSF appear to be
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reminiscent of a columnar-like ordering, but there are subtle differences. The size of
spheres, representing the two-point correlation function, Fig. 6.5(a), decays faster than
the columnar phase. In addition, the size of SSF peaks, Fig. 6.5(b), are considerably
smaller than the typical size of the Bragg peaks in the columnar order having the same
system width. In Sec. 6.7 and 6.8, below, we show that this phase has no signatures
of magnetic ordering, which indicates that there are no broken symmetries and hence
some kind of algebraic spin liquid.
6. J2 → +∞: Following the arguments presented for the J2 → −∞ case, in the limit of
|J2|  1, the physical lattice will transform to three decoupled sublattices with anti-
ferromagnetic NN bonds of the strength J2. For J2 → +∞, the groundstate on each
new sublattice is the same as the overall groundstate for J2 = 0, i.e., the 120
◦ order.
However for few-leg ladder systems, other symmetry broken phases could appear due
to the restricted geometry. As an example, for three-leg finite cylinders (cf. Chapter 4)
in J2 → ∞, we found that the groundstate is three weakly-coupled copies of a NNN
Majumdar-Ghosh state. Interestingly, we found a similar dual Majumdar-Ghosh phase
for four-leg finite cylinders). Consistent with the expected 2D limit, we did not observe
any signature of such Majumdar-Ghosh-type phases for Ly > 4 ladders. In addition,
semi-classical SWT studies [Jolicoeur et al., 1990] confirms that the “order from disor-
der” mechanism would choose three-fold degenerate and decoupled states for J2  1,
which are energetically favorable to arrange according to 120◦ ordering. Hence, we
expect that such exotic ordered phases are particular features of narrow cylinders.
To get a better quantitative insight on the phase diagram of the THM, we study the short-
range (NN and NNN) spin-spin correlations, 〈Si · Sj〉, Fig. 6.6, and the groundstate energies
per site, Fig. 6.7, against J2. Short-range correlators in a crystalline phase have a repetitive
pattern reflecting the bulk properties of the groundstate. In Fig. 6.6, we choose six reference
bonds, including three NN and three NNN correlators, to build up a picture of the real-space
correlations for different system widths. In the 120◦ phase region, correlators are very nearly
isotropic, where NN (NNN) bonds are all AFM (FM). On the other hand, topological spin
liquids on finite-width systems contain strong anisotropies (see also Hu et al. [2015], Zhu and
White [2015]), which is clearly seen in Fig. 6.6. As we showed previously, Sec. 5.4, in the
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Figure 6.6 – Short-range correlation functions for the iDMRG groundstates of the THM on
YC6, YC8, and YC10 structures versus NNN coupling strength, J2. Each correlator value
is averaged over a wavefunction unit cell, then extrapolated linearly with iDMRG truncation
errors toward the thermodynamic limit of m → ∞. For each J2, red symbols represent NN
bonds in principal Y , a+60◦ , and a−60◦ directions. Similarly, blue symbols represent NNN
bonds in non-principal directions of 1√
2
(1, 1), 1√
5
(2,−1), and 1√
5
(2, 1). Narrow brown stripes
indicate predicted phase transitions from the Binder ratio results. Thick brown stripe shows a
speculated region for the existence of the ASL phase on YC6 structures (see below).
thermodynamic limit anyonic sectors bˆ and fˆ are anisotropic on finite cylinders (as in nematic
spin liquids – see [Lu, 2016, Slagle and Xu, 2014]), while iˆ and vˆ are isotropic. The behavior
of the correlation functions is distinct in the columnar phase, where there are always two
FM bonds (one is a NN and another one a NNN correlator) and four AFM bonds (two are
NN and other two NNN correlators) out of the six reference bonds. The FM stripes of the
columnar order can, of course, choose either of a+60◦ or a−60◦ directions, so such data-points
in this region are exchangeable. Furthermore, curiously for YC6, in the ASL phase region
(0.170(5) ≤ J2 ≤ 0.200(5)), the system temporarily restore all symmetries, again, by crossing
the a±60◦-direction bonds. On the other hand, results of Fig. 6.7 demonstrate the closeness
of the energies for different sized topological sectors and more importantly, smooth changes
in the energies for all considered phase regions, which indicates the absence of any first-order
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Figure 6.7 – iDMRG energies per site for the groundstates of the THM on a variety of phases
and systems sizes. Brown stripes indicate predicted phase boundaries for the SL region,
predicted using the Binder ratio results (see below).
phase transition.
6.4 Direct measurement of the order parameters on
finite-length cylinders
To provide a verification of the phase boundaries for comparison against our iDMRG results,
we calculated two magnetization order parameters on Ly ≤ 6 finite-length cylinders (small
compare to the largest width of our infinite-length YC systems) using an approach originally
suggested by White and Chernyshev [2007]. Consider the arbitrary magnetization vector order
parameter of M(m) for a wavefunction with m number of states (remember that the preser-
vation of the SU(2)-symmetry causes the structural vanishing of all projection components).
Upon a suitable choice of the system size and careful extrapolation toward the thermody-
namic limit, non-zero values for the second moment of M (which is directly proportional to
the spin susceptibility) can be derived. In White and Chernyshev [2007]’s method, one first
extrapolates the order parameter linearly with the DMRG truncation errors, εm, toward the
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thermodynamic limit of m → ∞ (εm → 0) to calculate 〈M2(∞)〉. Then, using only fixed
aspect-ratio (
Ly
Lx
= Const.) system sizes, Lx and Ly should be simultaneously extrapolated
toward the thermodynamic limit of L = LxLy →∞. By employing a similar approach, plus
some simple dimensional analyses and numerical examination of the magnetic moments, we
suggest in the MPS constructions of the SU(2) S=0-sector groundstates on fixed aspect-ratio
cylinders (Lx > Ly), the normalized order parameter, M
2(∞) per site, scales as
〈M¯2(∞)〉 = a¯0 + a¯1L−2x + ..., (6.2)
where eclipses represents higher order terms in 1
Lx
(note that Eq. (6.2) is only a heuristic
fit; see Neuberger and Ziman [1989] for theoretical predictions). One should note that any
independent growth of Lx and Ly toward the L→∞ limit, can be interpreted as the existence
of an infinitely long cylinder at some stage. This will collapse the system, essentially, to an
inherently 1D state, for which the behavior of the magnetic moments is essentially different
(see below).
The magnetic order parameters that we selected to study the phase diagram on finite-size
cylinders include: the FM sublattice magnetization, OFMA , Eq. (4.10). O
FM
A is a well-defined
order parameter for the 120◦ phase. The classical 120◦ order will result in the maximum
possible value for the order parameter in the limit of L→∞, i.e. OFMA [classical, L→∞] = 1
(cf. Sec. 1.6 and 4.11). The next order parameter is the staggered magnetization, Mstag, for
which the second moment is a well-defined order parameter for the columnar phase,
Ostag =
1
L
√
〈S2stag〉 (6.3)
where Sstag = SA−SB is the staggered magnetization for sublattices A and B. The classical
columnar order will result in the maximum possible value for the order parameter in the limit
of L→∞, i.e. Ostag[classical, L→∞] = 1 (cf. Sec. 1.6).
Our results for OFM and Ostag, in the thermodynamic limit of L → ∞, are presented in
Fig. 6.8. Individual error-bars are relatively large, but the overall behavior of the magne-
tization curves follow the expected pattern: there exists a small region for J2, where both
OFM(L → ∞) and Ostag(L → ∞) are touching the zero axis (considering uncertainties),
which provides SL region boundaries, J low2 = 0.101(4) and J
high
2 = 0.136(4). Next to the SL
phase region, on the left, only Ostag(L→∞) is touching the zero axis, while OFM(L→∞)
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Figure 6.8 – fDMRG results for the magnetization order parameters of the THM, OFMA ,
Eq. (4.10), and Ostag, Eq. (6.3), in the thermodynamic limit of L → ∞. Each data-point
represents a separate extrapolation (and the resulting error) with the method of the fixed-
aspect-ratio, Eq. (6.2). A variety of cylindrical structures have been used for extrapolation
purposes, as listed in Sec. 6.2. Brown (outer) stripes are predicted phase boundaries, while
the middle stripe is the classical phase transition at J2 = 0.125 [Jolicoeur and Le Guillou,
1989].
is increasing for J2 → −∞ (confirming the stabilization of 120◦ order in this region). On the
other hand, next to the SL phase region on the right, Ostag(L→∞) increases rapidly, indicat-
ing columnar order. Interestingly, the value of OFM(L → ∞) (Ostag(L → ∞)) is increasing
(decreasing) again for large J2. This is consistent with the existence of a multi-component
120◦ order (three copies of a conventional 120◦ order placed on sublattices; see Sec. 6.3) in
the J2 →∞ limit.
It is worth noting the magnitude of the sublattice magnetization at J2 = 0 (NN model).
Measurement of variants of a 120◦ order parameter for the NN model has been in the center
of attention (cf. [Bernu et al., 1994, Jolicoeur and Le Guillou, 1989, Kaneko et al., 2014, Li
et al., 2015] and Sec. 4.10) to understand the degree of magnetization reduction (in comparison
to their classical counterparts) in such a frustrated model. As shown in Fig. 6.8, we predict
178
Detection and characterization of symmetry-broken long-range
orders in the triangular Heisenberg model
100 1000
m
1
10
100
ξ
YC6, J2=0.185, algebraic SL, S=0
YC6, J2=-1.0, 120° order, S=1
YC9, J2=-1.0, 120° order, S=1
YC12, J2=-1.0, 120° order, S=1
YC6, J2=0.5, striped order, S=1
YC8, J2=0.5, striped order, S=1
YC10, J2=0.5, striped order, S=1
YC12, J2=0.5, striped order, S=1
YC6, J2=0.125, SL b-sector, S=0
YC8, J2=0.125, SL f-sector, S=0
YC10, J2=0.125, SL i-sector, S=0
YC10, J2=0.125, SL b-sector, S=0
Figure 6.9 – iDMRG results for the principal correlation lengths (per unit-cell size) versus the
number of states, m, in a variety of the detected phases and system sizes of the THM on
infinite cylinders. Results are labeled with SU(2) quantum numbers, S. Lines are attempted
power-law fits, ξ = κ˜cm
κ˜p , to quasi-LROs ensuring the existence of a critical phase (cf. Sec. 1.2
and 2.11). Green-symbol data are selected from Fig. 5.8 to provide comparison between the
magnitudes and asymptotic behaviors of ξS(m) in gapped and gapless phases.
OFM[J2 = 0]/O
FM[classical] = 25(8)%, which is considerably smaller than approximate results
of 50% by SWT [Jolicoeur and Le Guillou, 1989], 48% by ED [Bernu et al., 1994], 40% by
CCM [Li et al., 2015], and 50% by variational QMC [Kaneko et al., 2014].
6.5 Correlation lengths
For infinite cylinders, the gapped or gapless nature of the groundstate can be understood
through the study of the correlation lengths, ξS(m), for a SU(2) S-sector groundstate and
basis states of m (see Sec. 1.4). ξS(m) is readily available from the spectrum of TI , as
described in Sec. 2.11. For a phase with magnetic ordering, such as 120◦ and columnar order,
the principal correlation length is expected to belong to the S=1 sector, indicating that the
slowest decaying correlations are in the spin-spin form. For the topological and algebraic spin
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Figure 6.10 – iDMRG results for the long-range spin-spin correlators of well-converged colum-
nar and topological SL groundstates of the THM on infinite cylinders. R(i, i0) is the spatial
distance between vertices i and i0 in units of the lattice spacing.
liquid phases, we find that the principal correlation length is in the S = 0 sector, indicating
that the slowest decaying correlation is some kind of singlet-singlet correlator (we have not
determined the exact form). An undesirable effect of the variational convergence of the
groundstate using the iDMRG approach emerges from the constraint of SU(2) symmetry,
whereby spurious symmetry effects make the wavefunction non-injective (the spectrum of TI
contains multiple identity eigenvalues in each S-sector). We have removed such wavefunctions
everywhere except in the immediate vicinity of the J2 = 0.105(5) transition (expectation
values are still reliable), where the non-injectivity was difficult to avoid (this is likely due to
the closeness of this point to the topological SL region).
We present the correlation length results for the ordered phases in Fig. 6.9, where we compared
them against the ξS from the topological spin liquid (cf. Fig. 5.12). We immediately notice
that the principal correlation length belongs to the S = 1 sector for the magnetic groundstates
with 120◦ and columnar ordering, however, it switches to the S = 0 sector for all SL states,
whether they are quasi-LROs (as in ASLs) or short-range correlated (as in topological spin
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liquids). We can see that both the ASL and the magnetically ordered states have power-law
behavior, reflecting their gapless and quantum critical natures. We emphasize that in the case
of the ASL, this behavior appears to be intrinsic; however for the magnetically ordered phases
the power-law correlations are a consequence of preserving SU(2) symmetry. In contrast, for
the topological spin liquid, the correlation length is considerably smaller in the size (order of
few lattice spacings) and qualitatively begins to saturate in the large-m limit, although it is
surprisingly difficult to do a rigorous fit.
To reflect the actual scaling behaviors of spin-spin correlations, we present the long-range
two-point correlators, 〈Si.Si0〉, for some selected columnar and topological SL phases versus
the spatial distance, Ri,i0 , in Fig. 6.10. In consistent with the correlation lengths, Fig. 6.9, and
correlation function results of Sec. 6.3, the Fig. 6.10 correlators of the topological states, gen-
erally, drop exponentially fast (ignoring the local noises caused by the reminiscent sublattice
patterns), while the columnar states behave closer to a power-law drop, which is expected for
the quasi-LROs. The rapid drop of 〈Si.Si0〉 in the topological SL groundstates was previously
observed by Hu et al. [2015].
6.6 Entanglement entropy of quasi-LRO magnets
In Sec. 2.15, we learned that the EE of 2D gapped quantum systems with only local interac-
tions scales with the boundary area, as governed by the area-law. For SSB long-range orders,
where the size of the cut is significantly smaller than the correlation length, a dominant log-
arithmic term was added to the area-law behavior, Eq. (2.95). However, symmetry-broken
quantum phases will appear as quasi-long-range critical states when modeled by iMPS ansatz
on infinite cylinders. Therefore, we predicted a mixed entanglement entropy relation for such
phases, in the form of Eq. (2.96), having a critical-state leading order and a coefficient that
depends to Ly as in the area-law. In this section, we provide numerical proofs for Eq. (2.96).
In Fig. 6.11, we present our entropy measurements for the groundstates of the THM deep in
the columnar phase region. Due to exponential cost of the calculations with the system width
we only obtained a few wavefunctions for different Ly in the columnar phase. However the
results shown in Fig. 6.11 confirm the prediction of Eq. (2.96) and Eq. (2.97). In the figure,
6.7 Numerical tool I: cumulants and Binder
ratios of the magnetization order parameters 181
2.0 2.5 3.0 3.5
log(ξ1)
2
2.5
3
3.5
4
S E
E
"a0(Ly) + a1(Ly)log(ξ)" fits
YC6, J2=0.5, columnar order
YC8, J2=0.5, columnar order
YC10, J2=0.5, columnar order
YC12, J2=0.5, columnar order
5 7.5 10 12.5 15
Ly
0
0.1
0.2
0.3
0.4
0.5
0.6
a 1
(L
y)
4 6 8 10 12 14
Ly
1.65
1.7
1.75
1.8
1.85
1.9
a 0
(L
y)
critical-state
behaviorarea-law
behavior
sub-leading
corrections
Figure 6.11 – iDMRG results for the EE of the columnar order of the THM at J2 = 0.5 on
infinite-size YC systems with different system widths. In the main figure, entropies are plotted
versus S=1 correlation lengths, ξ1, and red lines are attempted fits according to Eq. (2.96),
which is the predicted behavior for the quasi-long-range critical states on infinite cylinders.
The scaling behaviors of a0 and a1 of Eq. (2.96) versus the system width are presented in the
insets.
we first fit a line to the original entropy data and calculate a0 and a1 for each system size.
Clearly, a1-values are consistent with the area-law behavior. We measured the coefficients of
a1 as α0 = −0.28(1) and α1 = 0.068(1). In contrast, there was no obvious fit possible for
a0-values, but their saturating nature for the large-Ly limit is consistent with this term being
a sub-leading correction to the mixed term containing the area-law behavior.
6.7 Numerical tool I: cumulants and Binder
ratios of the magnetization order parameters
In Sec. 2.18, we constructed the theoretical framework for a method to measure the non-local
moments and cumulants of the magnetic order parameters, in the context of SU(2)-symmetric
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translation-invariant MPS, where all projection components of the magnetic order parameter,
M[k], vanish by construction. In this section, we present the numerical results on cumulants
of the magnetic order parameters and characterize the LROs of the THM. We first construct
the MPO forms of the higher moments of a staggered magnetization (the order parameter
for columnar order on cylinders with FM stripes in a+60◦-direction),
Mstag =
Ly∑
i=1
(−1)iSi, (6.4)
and a tripartite magnetization (the order parameter for the 120◦ phase),
Mtri =
Ly∑
i<A,B,C>
(SAi + e
i 4pi
3 SBi + e
−i 4pi
3 SCi), (6.5)
on a Ly-size unit cell.Numerical computation of the moments of such order parameters is
a challenging task due to relatively large dimensions of the resulting MPOs. Nevertheless,
we succeeded to calculate the second cumulant, κ2, and the fourth cumulants, κ4, of Mstag
and Mtri (the odd moments vanish due to the SU(2) symmetry) for a range of the ground-
states. Another relevant and interesting (dimensionless) quantity is the Binder cumulant, UL,
Eq. (2.132). Previously, in Sec. 4.14, we adopted UL of a (scalar) dimerized order parameter
to locate a critical point in the phase diagram of the THM on three-leg cylinders. However,
until now, the scaling behavior of UL was less-known for the cases that the order parameter,
itself, and its odd moments, are strictly zero (as it is for the SU(2)-symmetric iMPS wave-
functions). In the limit of L→∞, as it is clear from Eq. (2.129), the higher-order corrections
in 〈Mn〉 vanish and the conventional method of the Binder cumulant for locating the phase
transitions becomes ineffective. However, the correlation length, ξ (cf. Sec. 2.11), gives us a
natural length scale and a rather precise process to scale a Binder-cumulant-type quantity in
the vicinity of a critical point. As in the case of the entropy, Sec. 2.15, the key to correct the
scaling of the magnetic moments of iMPS wavefunctions is to choose Leff = s˜ξ, where s˜ is
any fixed scaling constant (see also McCulloch [2004- ]). For the Binder cumulant, s˜ has no
qualitative effect but changes the value at the critical point, similar to the role of boundary
conditions for the finite-size Binder cumulant. Therefore, one can choose s˜ so as to produce
the most numerically stable fit. In the case of the excess kurtosis, the appearance of such a
constant is irrelevant and only the ratio of the second and fourth cumulants plays a role. By
replacing the explicit relations for 〈M2〉 and 〈M4〉 from Eq. (2.128) into UL, and noticing the
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Figure 6.12 – iDMRG results for the extrapolated (a) second cumulants and (b) absolute
values of the fourth cumulants of the magnetization order parameters, Eq. (6.4) and Eq. (6.5),
at the thermodynamic limit of m → ∞, on a variety of phase regions and system widths of
the THM. Each colored data-point represents a κ2(m → ∞)-value (−κ4(m → ∞)-value),
which is the result of an attempted individual extrapolation on cumulants according to κ =
a˘0 + a˘1e
−a˘2m toward the m → ∞ limit (see below for some examples on the individual
extrapolations). In part (a), brown stripes are fDMRG predictions for the phase transitions
according to the direct measurements of the local magnetizations, Sec. 6.4. Bold points, in
part (a), and dashed-lines, in part (b), mark the borders after which an extrapolation is not
possible due to the magnetic disorder.
essential scaling relation of Leff ∝ ξ for infinite systems, we propose the ratio (which we call
the “Binder ratio” – see also Eq. (2.130)):
Ur =
κ4
κ22ξ
. (6.6)
We find that numerically this combination of the moments and the correlation length removes
much of the numerical noise that appears in the individual moments.
We present the extrapolated results of κ2 and −κ4 for Mstag and Mtri, in the limit of m→∞,
in Fig. 6.12. In the figures, each data-point is the result of a separate extrapolation of the
cumulants versus m. Some examples for the individual fits on κ2(m,Mtri) and −κ4(m,Mstag)
data are provided in Fig. 6.13(a) and Fig. 6.13(b), respectively. Upon careful numerical
examination of the scaling behaviors of numerous groundstates in the various phases, we were
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Figure 6.13 – iDMRG example results for the implementation of the fit κ = a˘0 + a˘1e−a˘2m
(red lines) on the individual cumulants of the magnetization order parameters of the THM.
(a) Second cumulants of the tripartite magnetization, Eq. (6.5), for a YC6 groundstate at
J2 = −0.01, (b) Absolute values of the fourth cumulants of the staggered magnetization,
Eq. (6.4), for a YC8 groundstate at J2 = 0.27.
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Figure 6.14 – iDMRG results for the Binder ratios, Ur(m), Eq. (6.6), of Mstag, Eq. (6.4), in
the vicinity of the topological SL and the columnar phase regions of the THM on (a) YC10 and
(b) YC8 structures. Black diamonds denote Ur(m → ∞), i.e. the results of our attempted
extrapolations of Binder ratios according to Eq. (6.7) toward the m→∞ limit. Brown stripes
are our main predictions for the phase transition points based on the discontinuity of the
dashed line, Ur(m→∞), for the larger system size, part (a).
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able to establish the scaling relation of |κn| = a˘0 + a˘1e−a˘2m, n = 2, 4 for ordered phase regions
and make sense of the cumulant results in the m → ∞ limit. These results show that κ4 is
comparatively large and negative when there is quasi-long-range magnetic ordering. Moreover,
κ2 is large and positive for quasi-LROs (see 120
◦ and columnar phase regions in Fig. 6.12).
Whereas, for the topological and algebraic spin liquids, and for near phase transitions, we
were not able to find an appropriate analytical fit for the cumulants in the m→∞ limit, as
they irregularly or too quickly decay to numerically vanishing values. A likely reason for this
is that for a magnetically-ordered, SU(2) S=0 groundstate, the moments M[k] acquire a set
of equally-weighted non-zero values from the limited number of recovered (purely) TOS levels
by iDMRG (see below). In such a case, the distribution function would resemble a discrete
uniform distribution with very large and negative κ4, and large and positive κ2. However,
for disordered states with no symmetry breaking at the thermodynamic limit, distribution
function is expected to resemble the normal distribution around a zero magnetization axes,
which has vanishing κ4. For κ2(m→∞), in Fig. 6.12(a), we display some bolder points where
beyond them (on the SL region side), it is not possible to extrapolate toward m→∞ using
any fit. Interestingly, these are not far from fDMRG’s phase transitions of Fig. 6.8 (except
for YC6 structures, where an additional ASL lives on infinite cylinders), which suggests the
validity of the iDMRG cumulant method. The same behavior observed for the black dashed-
lines next to the −κ4(m → ∞) in Fig. 6.12(b). In addition, the extremely large values of
−κ4(m→∞) (note that all displayed κ4 in the figures are, in fact, negative) are consistent
with our interpretation.
Our attempts to pinpoint the phase transitions of the THM on infinite cylinders, using Ur,
are presented in Fig. 6.14 and Fig. 6.15. Based on these results, we argue that Ur(m), as the
ratio between κ4(m) and κ2(m) that is correctly scaled with ξ(m), regularly extrapolate to a
finite value in the m → ∞ limit, everywhere, except close to (or on) a phase transition, or
when the wavefunctions are non-injective. Careful numerical examinations suggest that the
Binder ratios scale with a saturating behavior similar to the cumulants,
Ur = b˘0 + b˘1e
−b˘2m, (6.7)
In Fig. 6.14, we observe that in the topological SL phase region, Ur(m) has a comparatively
small value, as expected for nonmagnetic phases with γ4 → 0. In addition, in magnetic phase
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Figure 6.15 – iDMRG results for the Binder ratios, Ur(m), Eq. (6.6), of (a) Mstag, Eq. (6.4),
and (b) Mtri, Eq. (6.5), of the THM on YC6 systems. In part (a), black diamonds denote
Ur(m → ∞), i.e. the results of our attempted extrapolations of Binder ratios according to
Eq. (6.7) toward the m→∞ limit. Furthermore, the inset belongs to the individual Ur(Mstag)
at J2 = 0.2. Brown stripes are our main predictions for the phase transition points based on
the discontinuities or rapid changes in Ur.
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Figure 6.16 – iDMRG results for the fidelity susceptibility, χapproxF , Eq. (6.8), of the THM on
YC6 systems. Brown stripes are the predicted phase transitions based on Fig. 6.15(a) results.
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regions, Ur(m) will converge to a finite, negative value, while it appears different m-curves
tend to group together. The latter should be due to the fact that the iMPS magnetic orders
are quantum critical states with an Ur independent from Leff . Furthermore, for the ASL
phase of YC6 structures (see Fig. 6.15(a)), very close to the expected phase transition points
from the short-range correlation data, Fig. 6.6, and within the entire ASL phase region, Ur
diverges with m and no prediction for a thermodynamic limit value is possible (e.g. see the
inset of Fig. 6.15(a)). In the immediate vicinity of the transition from the 120◦ to topologi-
cal spin liquid (cf. Fig. 6.15(b)), it was not possible to employ Eq. (6.7) due to unavoidable
non-injectivity of the wavefunctions. However, we suggest that the fixed-m results are rather
reliable and can be used to estimate a phase transition. Overall, we locate critical points
of the THM from the discontinuities of Ur(m → ∞)-lines (i.e. where there is no extrapola-
tion possible) or when there is a significant kink in fixed-m data. Based on this approach,
we estimate the phase transition points of J2 = 0.105(5) between the 120
◦ and topological
spin liquid states using YC6 results of Fig. 6.15(b), J2 = 0.140(5) between topological SL
and columnar states using YC10 results of Fig. 6.14(a) (YC8 results of Fig. 6.14(b) would
estimate a transition very close to this point, so we have based the final prediction on the
larger-width data), and transition points of J2 = 0.140(5), 0.170(5), 0.200(5) encapsulating
the ASL and columnar states using YC6 results of Fig. 6.15(a). To further validate Ur ac-
curacy in estimating the transitions in case of YC6 structures, we also provide a numerical
approximation for the fidelity susceptibility [You et al., 2007],
χapproxF =
1− |〈ψ0(J2)|ψ0(J2 + δJ2)〉|2
δJ22
, (6.8)
in Fig. 6.16, where we set δJ2 = 0.05. The fidelity susceptibility is known to be well-behaved
and small when away from a phase boundary, but can diverge at a transition. It is clear from
the figure that the diverging peaks of χapproxF (considering their tendency to lean toward the
right) are happening relatively close to the predicted phase transitions from the Binder ratio
results of Fig. 6.15(a).
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6.8 Numerical tool II: ‘TOS columns’ in the
momentum-resolved entanglement spectrum
In Sec. 2.19, we learned that the the entanglement between the partitions of a quantum
system is encoded in the spectrum of the entanglement Hamiltonian, Eq. (2.109), i.e. the ES,
{− log(λi)}. In addition, we summarized the details of Kolley et al. [2013]’s results, which
establishes that the low-lying TOS levels of the spin-resolved ES of the magnetic orders on
finite cylinders can reveal smoking gun evidences for the existence of symmetry-breaking
at the thermodynamic limit. In this section, we argue that the symmetry-breaking can be
recognized and characterized using the momentum-resolved ES (cf. Sec. 2.20), even more
robust than studying evidences in the spin-resolved ES. The former spectrum was previously
studied for quantum liquids, in some details (cf. [Cincio and Vidal, 2013, Cirac et al., 2011]
and Sec. 5.6). Surprisingly, until now, much less was known about the momentum-resolved
ES of the symmetry-broken LROs.
Upon careful examination of the momentum-resolved ES of the magnetic orders in the THM
on infinite cylinders and noticing the underlying symmetries of the sublattices, we find that the
spectrum contains exactly Ns (number of the groundstate sublattices) column-like structures,
which are the low-lying components TOS levels, independent of the system width. We shall
refer to these particular patterns as ‘TOS columns’. The appearance of TOS columns is due
to that, as previously discussed, the TOS levels are clear features in the low-lying ES (i.e. they
fill the ES with significantly lower energies than the rest of the states, so their momentum
lines will look denser and fully-occupied from the beginning, which resembles a column). But
the question is that what kn the TOS columns can acquire? Consider an ideal magnetic order
that consists of Ns fully FM sublattices, represented as {S˜1, S˜2, ..., S˜Ns} (Ly = 0 modNs) in
a big-S notation of the spins. The SU(2)-symmetric groundstate is, of course, the Stotal = 0-
singlet, constructed by adding all spins, ||S˜1, S˜2, ..., S˜Ns ; 0〉 in a reduced dimension basis.
Importantly, this is the true groundstate of the Heff (cf. Sec. 2.19), describing purely the
TOS levels. The only non-trivial sets of unitary symmetry operations that are allowed to
act on the Stotal =0-singlet and leave a Heisenberg-type Hamiltonian between the sublattices
unchanged (sublattices should be still arranged on the physical lattice), can be written as the
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cyclic translations of sublattices, Tν , where ν is the number of sublattices that will be shifted
(for example to the right). One can then write
Tν=Ns||S1,S2,S3, ...,SNs ; 0〉 = TNsν=1||S1,S2,S3, ...,SNs ; 0〉 = ||S1,S2,S3, ...,SNs ; 0〉 (6.9)
There are obviously, only, Ns distinct values that ν can take (considering the identity op-
erator). Eq. (6.9) already implies that the TOS levels can only acquire lattice momenta of
kTOSν =
2piν
Ns
for ν = 0, 1, ..., Ns−1, between the equal or greater group of general ES momenta,
kn. The only complication emerges from the distribution pattern of n
′ TOS-levels between
Ns momenta for a fixed S-sector. To clarify this, let us focus on the more general case of
n′ > Ns and choose the momentum of the lowest ES level to be kTOS0 [S=0] = 0, presumably,
corresponding to the action of I on the sublattices (chosen differently in Fig. 6.18). Trivially,
all other (n′ − 1)-levels should arrange symmetrically in respect to kTOS0 [S = 0] (there is no
relative net momentum). So, they can either, altogether, fill the zero-momentum state on top
of kTOS0 [S = 0] or occupy ±kν (ν 6= 0) states around it. The former is not possible, due to the
fact that Tν (ν 6= 0) and I posses a distinct set of eigenvalues and therefore produce different
momenta (this can be easily observed by writing the bipartite Schmidt decomposition of the
Stotal =0-singlet state and switch to the basis of fixed-S states for L or R partition to reveal
distinct eigenspectra of Tν and I). In addition, we notice that all states appearing in a TOS
column are not essentially TOS levels. This is partly due to the fact that the non-TOS levels
are also allowed to fill kTOSν states, and partly because in an MPS representation, there is
always a fixed number of states kept and consequently, only the first few TOS levels of Heff
will be recovered. Nevertheless, such initial states (having a clear gap to the higher levels)
certainly follow the TOS level counting as governed by the degree of symmetry-breaking in the
thermodynamic limit (cf. Sec. 2.19). We discover another striking feature in the momentum-
resolved ES of symmetry-broken phases, however, this time for the states between the TOS
columns: the first few Nambu-Goldstone modes exhibit sine-like dispersion patterns (as in
the energy spectrum), if Ly chosen to be large enough.
In Fig. 6.17, we present the momentum-resolved ES of the 120◦ order on different width of the
YC structure (for more visibility, we have limited the display of the ES levels to Smax = 4 in
all ES figures of this section). The presence of three characterizing TOS columns is clear for
all system widths, consistent with the theory for a Ns = 3-state. The low-lying levels inside
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Figure 6.17 – iDMRG momentum-resolved ES of the 120◦ order, J2 = −1.0, for (a) YC6,
(b) YC9, and (c) YC12 structures of the THM versus Y -direction momenta (the reference
momentum is fixed to kTOS[λ0] = 0). Boxes emphasize TOS columns at the unique momenta
of kTOSν = −2pi3 , 0, 2pi3 . In part (c), dashed-lines are guides to the eyes and connect the
Nambu-Goldstone modes of the ES for the first few levels on the top of the TOS levels.
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Figure 6.18 – iDMRG momentum-resolved ES of the columnar order, J2 = 0.5, for (a) YC8,
(b) YC10 and (c) YC12 structures of the THM versus Y -direction momenta (the reference
momentum is fixed as kTOS[λ0] = ±pi). Boxes emphasize TOS columns at the unique mo-
menta of kTOSν = 0, pi. Dashed-lines are guides to the eyes and connect the Nambu-Goldstone
modes of the ES for the first few levels on the top of the TOS levels.
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the TOS columns (purely TOS levels) have a clear gap to the higher levels, which qualitatively
observed to converge to a finite value, linearly with 1
Ly
, at the thermodynamic limit. The
number of low-lying levels in the TOS columns agree with the full SU(2)-symmetry breaking
in the thermodynamic limit. That is NTOSS = (2S + 1) for all S = 0, 1, 2, 3, 4, as previously
observed by Kolley et al. [2013] (see also Sec. 2.19). For low-lying Nambu-Goldstone modes
between the TOS columns, we suggest the triangular-shape dispersion patterns of Fig. 6.17(c)
are signs for the formation of sine-like structures, however, due to relatively small size of Ly,
the kn-resolution does not suffice to discern more details.
In Fig. 6.18, we present the momentum-resolved ES of the columnar order for different widths
of the YC structure. The presence of two characterizing TOS columns (note that kTOS[λ0] =
±pi-columns are the same) is clear for all system widths, as predicted by the theory for
a Ns = 2-state. As before, the low-lying levels inside the TOS columns have a clear gap
to the higher levels and observed to converge to a finite value, linearly with 1
Ly
, at the
thermodynamic limit (see below). The partial breaking of SU(2) to U(1) symmetry can be
confirmed by the level counting of NTOSS = 1 for low-lying S = 0, 1, 2, 3, 4-levels in the TOS
columns (cf. Sec. 2.19). A sine-like dispersion pattern for the low-lying levels between the
TOS columns is apparent, at least, for the larger Ly = 12 system, Fig. 6.18(c).
In Fig. 6.19, we present the momentum-resolved ES of an ASL state on a Ly = 6 cylinder.
Clearly, there is no signature for the presence of TOS columns, which suggests the nonmag-
netic nature of the phase. In addition, we observe no non-trivial degeneracy of low-lying
ES levels. So, there exist no fractionalization of symmetries to identify SPT and/or some
intrinsic topological ordering with anyonic excitations.
To investigate scaling behavior of the level spacing in the TOS structure and gaps to the
Nambu-Goldstone modes of the ES on infinite cylinders (which are already well-known for
the finite-length cylinders and the full 2D limit – cf. [Kolley et al., 2013] and Sec. 2.19),
we study the first two entanglement gaps (EGs – i.e. the gap between two ES levels) of the
columnar order, J2 = 0.5, on different widths of the system. Due to exponential cost of
the calculations with cylinder’s width, the columnar phase was the only case for which we
had succeeded to converge a satisfactory number of groundstates having different Ly. In
Fig. 6.20, we present the first triplet EG (level spacing between first S = 0 and S = 1
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Figure 6.19 – iDMRG momentum-resolved ES of an ASL state, J2 = 0.185, for the YC6
structure of the THM versus Y -direction momenta (the reference momentum is fixed as
k[λ0] = ±pi).
TOS levels), ∆TOS, and the second triplet EG (level spacing between first S = 0 TOS and
S = 1 Nambu-Goldstone levels), ∆NG. Importantly, Kolley et al. [2013] realized that to
avoid the parity effects in the system volume of Heff, one should normalize all TOS level
spacing with δS2 = S(S + 1)|second − S(S + 1)|first; therefore, we plot ∆TOSδS2 , directly, in
the figure. As discussed in Sec. 2.19, we expect both gaps to scale as 1
Ly
, however having
different slopes; in the 2D limit of Ly → ∞, ∆TOSδS2 should vanish (appearance of the SU(2)-
symmetry TOS levels is a finite size effect), while ∆NG(Ly → ∞) 6= 0 is expected to form
the first gapped excitation. As shown in the figure, we extrapolate ∆TOS
δS2
(∆NG) linearly
toward a relatively small (large) value in the thermodynamic limit,
∆TOS(Ly→∞)
δS2
= 0.06(4)
(∆NG(Ly → ∞) = 2.09(2)), consistent with Kolley et al. [2013]’s EG results (however, the
non-vanishing gap of
∆TOS(Ly→∞)
δS2
, even being small, can be due to the fact that the system
sizes of Ly = 6, 8, 10, 12 are not yet large enough to correctly predict the behavior of the full
2D model).
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Figure 6.20 – iDMRG entanglement gaps of the columnar-ordered groundstates of the THM
at J2 = 0.5 on YCLy structures. Each data-point is the result of a separate extrapolation of
individual EGs, linearly, versus the truncation errors, εm, toward the limit of m→∞. Dashed
lines are attempted linear fits and black points denote the resulted EGs at the thermodynamic
limit of Ly →∞.
6.9 Time-reversal symmetry-breaking and the robust-
ness of the topological phase against chirality
The existence of the time-reversal symmetry is a key feature of HJ2 , Eq. (1.9). In Sec. 2.17,
we learned that a chiral groundstate spontaneously breaks τ - and P -symmetry, but respects
the greater Pτ -symmetry. After consistent numerical observations of a nonmagnetic phase in
the J1-J2 THM phase diagram, the natural question is whether the new state stabilizes due
to the SSB of τ , and so is, in fact, a CSL (cf. Sec. 1.6). For a scenario, in which the true
groundstate in the SL phase region is truly a Z2 topological order (advocated by Hu et al.
[2015], Zhu and White [2015] and Chapter 5 results), we already investigated the chirality of
anyonic sectors, in details, using direct measurement of the τ -operator expectation values and
calculating a scalar chiral order parameter, Oχ, Eq. (5.1). We discovered that the topological
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Figure 6.21 – iDMRG results for the scalar chiral order parameter, Oχ, Eq. (5.1), versus Jχ
for the groundstates of Hχ, Eq. (6.10), constructed from a YC8-ˆi sector. Each data-point
represents a Oχ[m → ∞, Jχ], which is the result of a separate extrapolation on individual
Oχ versus εm toward the thermodynamic limit of εm → 0 (m → ∞). The red line is
our attempted fit of b˜0 + b˜1J
b˜2
χ to the black circles, excluding the first two Jχ’s (where the
chirality is zero within the error-bars), which is used to estimate the phase transition when
Oχ[m→∞, Jcriticalχ ] = 0. A zoom-in plot is presented in the inset, as a guide to the eyes.
sectors are all τ -symmetric as the Oχ-values observed to be small and decreasing rapidly to
numerically vanishing magnitudes at the thermodynamic limit of m→∞ (furthermore, bˆ and
fˆ-sector are, in fact, fractionalizing the time-reversal symmetry). However, Hu et al. [2015]
measured the iˆ-sector groundstate as strongly prone to the chirality by adding directional
(a±60◦-axis) anisotropy noises to the Hamiltonian. This is, in part, rising another question of
our interest: is the SL phase robust against perturbing HJ2 with a term that explicitly breaks
the τ -symmetry and forms a chiral long-range order? To answer this question, one can study
the J1-J2-Jχ model,
Hχ = HJ2 + Jχ
∑
〈i,j,k〉
(Si × Sj) · Sk , (6.10)
where 〈i, j, k〉 indicates the sum over all NN triangular plaquettes in a Hamiltonian unit cell.
The phase diagram of Hχ is previously studied using VQMC [Hu et al., 2016] and ED [Wietek
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and La¨uchli, 2016] techniques, however, some inharmonious conclusions can be made on the
nature of the phase transition from the J1-J2 model’s SL phase toward a CSL. To shed some
lights on this matter, in this section, we study the response of the YC8-ˆi groundstates (one of
the most questionable cases in Hu et al. [2015]’s results) to chirality by adiabatically adding
a Jχ-term to HJ2 , as in Eq. (6.10), and finding new groundstates using the SU(2)-symmetric
iMPS and iDMRG methods, Sec. 2.9.
We present our results for the extrapolated Oχ at the thermodynamic limit of m → ∞
in Fig. 6.21. We notice that, within our resolution, upon varying Jχ, there is at least one
(significant) point exposed to nonzero chiral perturbations, but has negligible Oχ(m → ∞)
within the error-bars. This means that the topological SL phase is robust against chirality and
one needs to provide τ -symmetry-breaking terms larger than a finite-value, namely Jcriticalχ ,
to impose a chiral groundstate. To further predict this small Jcriticalχ , we applied the fit of
b˜0 + b˜1J
b˜2
χ on data (excluding chirality-vanishing Jχ) and concluded, with a high precision,
that Jcriticalχ = (− b0b1 )
1
b2 = 0.0014(1). These results also suggest the existence of a second order
phase transition toward the CSL phase. This is consistent with the predictions of Wietek and
La¨uchli [2016], and suggestively clarifies Fig. 5 results of Hu et al. [2016], where we believe
that was unclear if Oχ was extrapolating to a vanishing or a finite value at Jχ → 0 limit.
6.10 Conclusion
We have presented comprehensive results for the phase diagram of the J1-J2 Heisenberg model
on triangular lattices, using infinite-length YC structures. Using the Binder ratio of the mag-
netization order parameter, Ur, Eq. (6.7), and TOS columns of the momentum-resolved ES,
we have obtained phase boundaries and characterized the nature of the symmetry breaking
magnetic order. We found that the Binder ratio reliably detects phase boundaries between
magnetically ordered states, even when using SU(2) symmetry, where the order parameter
itself is zero by construction. We identified the 120◦-ordered groundstate as a three-sublattice
LRO with full SU(2)-symmetry-breaking in the thermodynamic limit; the columnar-ordered
groundstate as a two-sublattice LRO with partial SU(2)-symmetry-breaking at the thermo-
dynamic limit, and confirm the nonmagnetic nature of the SL states on infinite cylinders of
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widths up to 12 sites. In addition, we have discovered the stabilization of a new ASL phase,
with power-law correlation lengths, for width-6 infinite cylinders. We have pinpointed the
phase transitions between the infinite cylinder’s groundstates of the THM, precisely, using
the Binder ratios. The transitions are relatively close to the phase boundaries found from the
direct measurements of the local order parameters using fDMRG on Ly = 3, 4, 5, 6-cylinders,
and short-range correlations and fidelity susceptibility phase diagrams from iDMRG calcula-
tions. In addition, for the columnar order, we have numerically proved that the entropies con-
sistently obey SEE = a0(Ly) + (α0 +α1Ly) log(ξ), a mixture of the area-law and the quantum
critical behavior, as expected for the magnetic phases built by the inherently one-dimensional
SU(2)-symmetric iMPS ansatz. To the best of our knowledge, a set of numerical tools to effi-
ciently distinguish and classify LROs were previously absent in the SU(2)-symmetric iDMRG
literature. Considering the advantages of SU(2)-symmetric calculations, we suggest that the
proposed methods can be applied widely to detect symmetry broken states using the iMPS.
Finally, to unravel the true nature of time-reversal symmetry-breaking in the topological SL,
we have investigated the robustness of YC8-ˆi sector under perturbing HJ2 with a chiral term,
Eq. (6.10) (it was previously suggested [Hu et al., 2015] that YC8-ˆi states are prone to become
chiral under applying bond anisotropies to the Hamiltonian). The results of the scalar chiral
order parameter, Oχ(m → ∞), versus Jχ can be fitted using b˜0 + b˜1J b˜2χ with high accuracy
and shows the existence of a continuous phase transition to the CSL phase at small, but
non-zero, Jcriticalχ = 0.0014(1). Therefore, for finite-width cylinders the topological state of
the THM are time-reversal symmetric, and not a chiral topological liquid.
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Thesis Conclusion
In this thesis, the groundstate properties of the spin-1
2
J1-J2 THM were scrutinized by em-
ploying and expanding the functionality of two-dimensional non-Abelian MPS and DMRG
algorithms. The model has been considered to be particularly difficult for numerical meth-
ods due to maximal geometrical frustration (in comparison to other Archimedean crystals)
and the immense dimension of the Hilbert space. The thesis shows that the employed MPS
and DMRG techniques can efficiently characterize the long-range magnetic and topological
ordering in such a frustrated lattice model, when placed on long or infinite-length cylinders
of widths up to 12 sites. In the future, studies using these techniques are likely to lead to
the discovery of exotic phases of matter in quantum-engineered materials. As for the J1-J2
THM on infinite cylinders, we detected various groundstate phases such as three-sublattice
long-range 120◦ order, a Z2-gauge toric-code-type topological spin liquid, a two-sublattice
long-range columnar order, and an algebraic spin liquid (which appears to be special for the
Ly=6 geometry).
For the Z2-gauge topological groundstate of the exactly solvable toric code model on finite-
length cylinders and tori, we showed that the Wilson-loop topological invariants and the
TEE can be measured precisely using MPS and fDMRG algorithms with a comparatively
low number of states. This confirms the ability of the two-dimensional DMRG for efficiently
characterizing intrinsic topological order. In addition, we established that the Hamiltonian
can be engineered using anyon-inducing perturbations to force the DMRG wavefunction to
converge to a target groundstate.
We observed that placing the J1-J2 model on restricted geometries, i.e. three-leg and four-leg
ladders, leads to the stabilization of a NNN Majumdar-Ghosh phase with long-range dimer
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order in the large J2 > 0 region. However, somewhat surprisingly, for small-J2 we find that the
magnetic order on the three-leg ladder agrees closely with the larger-width cylinders (except a
topological SL region is absent in the former). Our SU-symmetric iDMRG results established
that there exists a topological spin liquid for 0.105(5) ≤ J2 ≤ 0.140(5) sandwiched by 120◦
and columnar phases for Ly = 6, 8, 10, 12 infinite cylinders. This is in agreement with previous
numerical studies [Hu et al., 2015, Iqbal et al., 2016, Kaneko et al., 2014, Li et al., 2015, Manuel
and Ceccatto, 1999, Mishmash et al., 2013, Wietek and La¨uchli, 2016, Zhu and White, 2015].
However, the main achievements of this thesis should be regarded in characterizing symmetry
breaking or symmetry protection (and the resulting anyonic sectors) in the groundstates of
the J1-J2 THM using a set of MPS tools that were previously absent in the literature of
SU(2)-symmetric iDMRG method. These can be summarized as follows:
1. The preservation of the SU(2) symmetry is vital to deal with the exponential size
problem of the Hilbert space. However, this makes the magnetization order param-
eters vanish by construction. In this thesis, we presented the theoretical framework
and supporting numerical results for calculating the even-order cumulants of the order
parameter by employing the method of the transfer operator. Using the second cumu-
lant, κ2(m), the fourth cumulant, κ4(m), and the principal correlation length of the
infinite system, ξ(m), one can construct a Binder ratio, Ur, that is always finite in the
thermodynamic limit (m→∞), except at phase transitions or critical points where it
becomes non-analytic. By studying the scaling behavior of Ur, we found precise phase
boundaries in the phase diagram of the J1-J2 THM on Ly ≥ 6 infinite cylinders. These
were in good agreement with the fDMRG boundaries found using direct measurement
of the magnetization order parameters on Ly = 3, 4, 5, 6 finite-length cylinders.
2. The momentum-resolved ES of the magnetic LROs exhibit exactly Ns column-like struc-
tures that start to fill up with the TOS levels (dubbed as the TOS columns). For the
J1-J2 THM, we determined the presence and nature of magnetic order by studying the
TOS columns, and conversely the SL phase is characterized by the absence of such
columns, showing that the symmetry remains unbroken in the thermodynamic limit.
For the gapped SL phse (sandwiched between 120◦ and columnar orders), we found that
the overall degeneracy and the momentum structure of the ES levels is consistent with
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the anyonic statistics of a Z2-gauge topological liquid, as predicted by theory [Zaletel
et al., 2015].
3. We noted that the key to the detection of a global symmetry fractionalization is to
write the MPO of the pure symmetry operator in the auxiliary basis and measure the
observables for a MES with a single anyon trapped at infinity. Such measurements
reveal the projective nature of the symmetry group, which corresponds to a non-trivial
gauge invariant form for the auxiliary basis operator and a distinct SL class (e.g. see Wen
[2002]).
4. We succeeded in finding all four groundstates of the Z2 topological liquid of the J1-J2
THM (however, on different system widths), where the spinons were identified using the
anti-symmetry of the time-reversal operator, τ (can be manually controlled by placing
an spin-1
2
on the MPS virtual bonds), and the visons were identified using the PSGs of
the dihedral symmetry of the cylinder, D2×Ly (cannot be yet controlled).
5. We established that it is possible to form and characterize long-range chiral ground-
states using SU(2)-symmetric MPS ansatz (most convincing piece of evidence comes
from the fact that we succeeded to numerically stabilize or engineer many CSL wave-
functions). For an iMPS wavefunction, the expectation values of τ can directly measure
chiral symmetry breaking; otherwise, on can measure the scaling behavior of a chiral
order parameter, such as Oχ(m), toward the thermodynamic limit of m→∞. In such
a way, we demonstrated the non-chiral nature of the Z2 SL phase of the J1-J2 THM,
and found a non-trivial critical point in the phase diagram of the J1-J2-Jχ THM, which
was previously unclear [Hu et al., 2015, Wietek and La¨uchli, 2016].
6. We found that in the columnar order of the J1-J2 THM, the EEs exhibit a mixture of
the area-law and the quantum critical behavior, SEE = a0(Ly) + (α0 + α1Ly)log(ξ),
as expected from cylindrical magnets constructed by the inherently one-dimensional
SU(2)-symmetric MPS ansatz.
Considering that the J1-J2 THM was the first testing ground for these new MPS tools (which
led to the efficient detection and characterization of the discussed phases), the primary focus
of future works in this area should be the applications to other non-bipartite lattice models,
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e.g. kagome´, honeycomb, and maple leaf structures. Such calculations are needed to shed
light on the nature of quasi-2D nonmagnetic phases detected in experiments (e.g. see Balents
[2010], Helton et al. [2007], Powell and McKenzie [2011], Quilliam et al. [2011]).
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Appendix A
Spin-12 algebraic relations:
from the computational basis to the group
symmetries
In this appendix we present some basic algebraic relations for the spin-1
2
operators, and
discuss their symmetry group representations and tensorial forms. It should be noted that
this appendix just summarizes known results on the algebra of spin-1
2
systems. In fact, the
proof and extensions of most of the following equations can be found in standard texts on the
quantum theory of the angular momentum, such as [Biedenharn et al., 2009, Varshalovich
Sz
Sx
SyS
S
|↑＞ 
|↑＞+|↓＞ 
|↑＞+i|↓＞ 
Figure A.1 – A generic spin vector operator, S, in the Bloch sphere.
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et al., 1988]. An S = 1
2
state, |ψS〉, can be represented in its local physical space as a point
on the Bloch sphere, shown in Fig. A.1. In the Bloch sphere, one can associate a fixed-size
pseudo-vector (axial-vector), S = Sxxˆ + Syyˆ + Sz zˆ, to this point to represent the quantum
state. |ψS〉 coincides with the eigenvector of S having a positive eigenvalue. Spin projections
on the polarization axes, Sˆi = Siiˆ, i = x, y, z, are simply operators acting on the state. We
can determine the quantum state, unambiguously, using the complete basis of |J,m〉, where
J and m (equivalent to Sz) are the quantum numbers associated with the operators S2 and
Sˆz, respectively. For any magnitude of spin, the quantum theory of the angular momentum
rules that
S2|J,m〉 = J(J + 1)|J,m〉 ,
Sˆz|J,m〉 = m|J,m〉 , (A.1)
where the projection quantum number takes (2J + 1)-values as m = −J,−J + 1, ..., J − 1, J .
Evidently, |J,m〉 is the simultaneous eigenstate of S2 and Sˆz (later, we see that [S2, Sˆz] = 0).
Spin operators, such as S, posses some unique features; e.g. they are Hermitian,
S† = S . (A.2)
In addition, spins are angular momenta and the action of the time-reversal corresponds to
S
τ−→ −S. I.e.:
τS = −Sτ . (A.3)
On the other hand, the action of the time-reversal in the basis of S2 and Sˆz corresponds to
τ |J,m〉 = (−1)m|J,m〉 . (A.4)
Spin states and operators can be represented in in the computational basis, {|m〉}. For a single
S = 1
2
spin, we set |m=+1
2
〉 ≡ | ↑〉 and |m=−1
2
〉 ≡ | ↓〉 (this basis can be easily generalized
to many spins as {|Sz1 , Sz2 , Sz3 , ...〉}). In the computational basis, the generic quantum state
of Fig. A.1 corresponds to
|ψS〉 = cos θ
2
| ↑〉 + sin θ
2
eiφ| ↓〉 . (A.5)
In this sense, we label the axes of the Bloch sphere using the computational basis states, as
demonstrated in Fig. A.1. Indeed, the spin projection operators, Sˆi, are nothing more than
Sˆi =
1
2
σˆi, i = x, y, z, (A.6)
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where σˆi’s stand for the Pauli matrices (in the computational basis):
σˆx =
0 1
1 0
 , σˆy =
0 −i
i 0
 , σˆz =
1 0
0 −1
 , (A.7)
where we can label the first (second) columns in the matrices using | ↑〉 (| ↓〉); e.g. σˆy2,1 = 〈↓
|σˆy| ↑〉 = i. The eigenvectors, i.e. | ↑i〉 and | ↓i〉, corresponding to the eigenvalues of +1 and
−1 of σi, can be written as
| ↑z〉 = | ↑〉 =
1
0
 , | ↓z〉 = | ↓〉 =
0
1
 ,
| ↑y〉 = 1√
2
1
i
 , | ↓y〉 = 1√
2
 1
−i
 ,
| ↑x〉 = 1√
2
1
1
 , | ↓x〉 = 1√
2
 1
−1
 . (A.8)
In other words, the axes of the Bloch sphere coincide with the eigenvectors of σˆi with positive
eigenvalues. Using this notation, we can also build the matrix form of S that appears in
Fig. A.1:
Sˆ =
1
2
 cos θ sin θe−iφ
sin θeiφ − cos θ
 . (A.9)
Pauli matrices, demonstrably, support the following relations for i, j = x, y, z:
σˆ2i = 1 ⇒ σˆ2 = 4S2 = 3I, (A.10)
det(σˆi) = −1, (A.11)
Tr(σˆi) = 0, (A.12)
[σˆi, σˆj ]− = [σˆi, σˆj ] = 4[Sˆi, Sˆj ] = 2iijkσˆk, (A.13)
[σˆi, σˆj ]+ = {σˆi, σˆj} = 4{Sˆi, Sˆj} = 2δijI , (A.14)
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where ijk stands for the Levi-Civita symbol. Eq. (A.10) implies that [S
2,S] = 0, which is
the reason behind the existence of a {|J,m〉} basis. The notion of the Bloch sphere is a
reflection of the rotation group properties of spin-1
2
operators. Indeed, Sˆx, Sˆy, and Sˆz are
the generators of the SU(2)-symmetry group: the group of all two-dimensional, complex,
unitary matrices with an unit determinant. SU(2) corresponds to all possible rotations of S
in the Bloch sphere. The rotation group is, of course, non-Abelian as the generators do not
commute, Eq. (A.13). A general rotation in the Bloch sphere around an axis θˆ, i.e. θθˆ, can
be constructed as
e−iθS·θˆ = cos(
θ
2
)− 2i(S · θˆ) sin(θ
2
), (A.15)
which, by definition, corresponds to the elements of SU(2) (note that |ψS〉 = e−iθS·θˆ| ↑〉).
The unity condition on the determinant can be checked as
det(e−iθS·θˆ) = eTr(−iθS·θˆ) = 1, (A.16)
where in the final step, we have used Eq. (A.12).
For spins of arbitrary magnitude, one can define the ladder-type operators as
Sˆ+ = Sˆx + iSˆy,
Sˆ− = Sˆx − iSˆy, ⇒ (A.17)
[Sˆz, Sˆ±] = ±Sˆ± (A.18)
Indeed, Sˆ+ and Sˆ− provide creation and annihilation actions on the quantum state:
Sˆ±|J,m〉 =
√
(J ∓m)(J ±m + 1)|J,m± 1〉. (A.19)
We can use Eq. (A.17) to find an alternative form for the dot product of two distinct spins
of S1 and S2:
S1 · S2 = (Sˆx1 Sˆx2 + Sˆy1 Sˆy2 ) + Sˆz1 Sˆz2
=
1
2
(Sˆ+1 Sˆ
−
2 + Sˆ
−
1 Sˆ
+
2 ) + Sˆ
z
1 Sˆ
z
2 . (A.20)
Until now, we have been only using the Cartesian forms of the spin vectors. However, a
generic spin operator, Jˆ , can be conveniently represented as a tensor operator in the term
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of the spherical harmonics, Y
[J ]
m (J) ≡ Y (J,m)(J) = 〈ψJ|J,m〉 (see Biedenharn et al. [2009],
Varshalovich et al. [1988] for full details). In this thesis’ calculations, we are mostly inter-
ested in the connections between the tensorial forms and the products of two spin operators,
i.e. Tˆ
(J,m)
12 =
(
S1⊗S2
)[j]
(m)
, where J = S1 +S2. The spherical tensor operators, themselves, are
connected through the CG coefficients as in Eq. (2.42), Tˆ
(J,m)
12 =
∑
m1,m2
CJ1J2Jm1m2mSˆ
[J1]
m1 Sˆ
[J2]
m2 .
Thus, one can simply use the relationships between spherical and Cartesian tensors to find
the connection for a tensor product of rank J :
Tˆ
(0,0)
12 = −
1√
3
(S1 · S2), (A.21)
Tˆ
(1,±1)
12 = Sˆ
z
1 Sˆ
±
2 − Sˆz1 Sˆ±2 ,
Tˆ
(1,0)
12 =
√
2(Sˆ−1 Sˆ
+
2 − Sˆ+1 Sˆ−2 ), (A.22)
Tˆ
(2,±2)
12 = ∓
1
2
Sˆ±1 Sˆ
±
2
Tˆ
(2,±1)
12 = ∓
1
2
(Sˆ±1 Sˆ
z
2 + Sˆ
z
1 Sˆ
±
2 )
Tˆ
(2,0)
12 = ∓
1√
6
(2Sˆz1 Sˆ
z
2 −
1
2
(Sˆ+1 Sˆ
−
2 + Sˆ
−
1 Sˆ
+
2 )), (A.23)
and similar sets of equations for the higher ranks. Using such connections, we have proved
for S = 1
2
spins,
(S1 × S2)2 = (S1 · S2)2 + 3
16
,
(S1 × S2 + S2 × S3 + S3 × S1)2 = −3
4
(S1 + S2 + S3)
2 +
45
16
, (A.24)
which are only valid for the non-classical vectors.
We now present few comments on the additions of the spins. The addition of S1 =
1
2
and
S2 =
1
2
corresponds to the tensor product of the local bases, 1
2
⊗ 1
2
= 0⊕ 1 . Stotal ≡ J = 0, 1
states coincide with the SU(2)-multiplets (i.e. |singlet〉 ≡ |Stotal = 0〉 and |triplet〉 ≡ |Stotal =
1〉). By definition, |singlet〉 and |triplet〉 support the following relations:
Sˆ±|singlet〉 = 0,
Sˆ±|1,±1〉 = 0 . (A.25)
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Using Eq. (A.19) and normalization conditions, one can show
|singlet〉 = 1√
2
(| ↑↓〉 − | ↓↑〉)
|triplet〉 =

| ↑↑〉
1√
2
(| ↑↓〉 + | ↓↑〉)
| ↓↓〉 .
(A.26)
In such a sense, one can interpret a singlet state as a perfect AFM and Sztotal ≡ m 6=0 triplet
states as perfect FM alignments of the spins. The dot products of the spins in the SU(2)-
multiplets are of special interest, since they occasionally appear in the physical Hamiltonians:
〈Sˆ2〉 = J(J + 1)
〈Sˆ2〉 = 〈Sˆ21 + Sˆ22 + 2S1 · S2〉 =
3
4
+ 2〈S1 · S2〉, ⇒ (A.27)
〈S1 · S2〉 =
−
3
4
, singlet,
1
4
, triplet,
(A.28)
which marks the limiting values for the dot product, −3
4
≤ 〈S1.S2〉 ≤ 14 . Moreover, the value
of 〈S1 · S2〉singlet = −34 is inherently non-classical; two spins in a singlet superposition state
are considered to be maximally entangled. For a generic alignment of the spin pair, i.e. S1
and S2 with an θ12 angle in between, we can employ a geometrical representation in the Bloch
sphere, Fig. A.1, and use Eq. (A.9) to prove
〈S1 · S2〉quantum = 1
4
cos θ12 , (A.29)
which is in one-to-one correspondence with the classical vectors (however, we iterate that for
quantum systems, the squared spin operators, such as Sˆ2, (S1 × S2)2, and (S1 · (S2 × S3))2,
are inherently non-classical). For the spin pair, a swap (gate) operator, Pˆ12|S1S2〉 = |S2S1〉,
can be simply written in the term of the dot product:
Pˆij =
1
2
(4Si.Sj + 1) . (A.30)
As a sanity check, one can work with Eq. (A.20) to show Pˆ12|singlet〉 = −|singlet〉 and
Pˆ12|triplet〉 = |triplet〉 as expected. Using Eq. (A.25), it is straightforward to extend the
representation of |singlet〉 to an N -site spin-1
2
chain (N = 2 mod 0). If we divide the chain
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to two equal-size (left and right) partitions, |ψL〉 and |ψR〉, the overall singlet state, S = 0,
corresponds to
Sˆ±|singlet〉N = Sˆ±
(∑
m
am|N
4
, m〉L ⊗ |N
4
,−m〉R) = 0 ⇒ (A.31)
a±m = (−1)N4 −maN
4
⇒ (A.32)
|singlet〉N = 1√
N
2
+ 1
N
4∑
m=−N
4
(−1)N4 −m|N
4
, m〉L ⊗ |N
4
,−m〉R , (A.33)
where in the last step, we have used the normalization condition, 〈singlet|singlet〉 = 1.
