Abstract: This paper considers the identification of multiple-mode systems, and introduces a new method to estimate the subsystem parameters of piece-wise affine systems. First, the notion of multiplemode linear regression model and the way to reduce its identification problem to an optimization one are introduced. Second, since the introduced optimization problem is inherently ill-conditioned and nonconvex, a new technique named distributed PSO (particle swarm optimization) is developed to avoid being trapped in suboptimal solutions. The proposed identification scheme can handle the identification of piece-wise affine systems without any prior knowledge about their mode transitions and has no difficulty to handle a large number of data samples, which is an distinguished feature of the proposed method. Finally, an experiment with a set of I/O data from a DC motor system is given to demonstrate the effectiveness of the proposed identification method and to evaluate the performance of the proposed optimization technique.
INTRODUCTION
Modeling of the target system is an important stage in designing control systems, and many works have been made for this research topic (Ljung, 1999; Garnier and Wang, 2008) . Especially, LTI (linear time-invariant) models are commonly used, since they are easy for analysis and useful in designing controllers. However, many realistic systems have non-linearity such as friction (Armstrong-Héouvry et al., 1994) and backlash (Nordin and Gutman, 2002) for mechanical systems. Also, there may exist another kind of non-linearity that is caused by changing operating points in plant systems. Thus, more powerful modeling schemes have been studied to cope with those difficulties.
One attractive approach for the above-mentioned problems is to use PWA (piece-wise affine) models, and there are many works related to this approach (see Paoletti et al., 2007 , and references therein). It mainly results from the fact that PWA maps have universal approximation properties (Breiman, 1993; Lin and Unbehauen, 1992) . The essential factor of PWA model is that it has multiple modes and thus enables us to represent wide-range practical systems in simple scheme. On the other hand, the difficulties of the identification process also arise from its multiple-mode nature.
In identifying multiple-mode systems from their I/O (input/output) data, the common problem is that it is hard to estimate mode transitions and subsystems simultaneously. Thus, in most existing studies of PWA system identification, the developed approaches are based on the prior knowledge about the mode transition. Note that the methods which do not require such a prior knowledge tend to be computationally very expensive (e.g., in Roll et al., 2004 , the estimation problem is reduced to a mixed-integer programming, and numerical examples with only a few data points are presented).
On the other hand, meta-heuristic optimization techniques and computing technologies have been evolving rapidly and changing the situation. Among these techniques, we focus on a relatively new meta-heuristic optimization algorithm, so-called particle swarm optimization (PSO), in this paper. The PSO algorithm was proposed by Kennedy and Eberhart (1995) and is one of the evolutionary computation algorithms. The PSO technique has attracted a lot of attention in recent years, and then, within little more than a decade, hundreds of papers have reported its successful applications (Poli, 2008) . Also, the empirical evidence of its superiority in solving a variety of nonconvex optimization problems has been accumulated (Banks et al., 2007 (Banks et al., , 2008 . Although the performance of the standard PSO method is good as claimed in the existing researches, it still is not enough for multiple-mode system identification problem, since this problem includes a large number of decision variables due to multiple modes and is inherently an illconditioned combinatorial problem.
The aforementioned performance limitation of the standard PSO algorithm results mainly from the network topology among particles. That is, the standard PSO usually uses the star network topology where all particles share the whole information (see Fig. 3(a) ), and thus achieves the rapid convergence of particle swarm. However, it often shows a poor ability to find global optimum due to the the low diversity of the swarm. This performance limitation is more evident when a large number of particle is used in PSO. One natural approach as a remedy for such problems is to restrict the information sharing among particles. From this background, the ring topology (see Fig. 3(b) ) has been studied so far (see Kennedy and Mendes, 2006 , and references therein). However, this ring network topology also results in poor performance in the considered identification problem, since this network structure is too sparse to perform an efficient search in PSO. It means that there is room for further study and further investigation of the network topology in PSO.
In this paper, we focus on the identification based on multiplemode models which consist of a simple linear regression representation for each mode. Note that the multiple-mode linear regression model is simple to describe and has essential properties of multiple-mode models. In addition, its identification problem is identical to the parameter estimation of the subsystems included in PWA systems without any prior knowledge about their mode transition. Therefore, the investigation of the multiple-mode linear regression model plays an essential role in many control engineering problems. For this identification problem, we introduce a way to reduce the problem to an optimization problem and apply a new type of PSO method, i.e., the distributed PSO method. The developed distributed PSO algorithm has a unique network topology among particles, which enables us to achieve an improved performance for searching the global optimum especially when the optimization problem is ill-conditioned and the number of particles is large. Then, an experimental validation using a DC motor system is presented to confirm the effectiveness of the proposed identification method. Note that DC motor systems that are common components in many practical control systems usually have non-linear friction whose modeling has always been a difficult and challenging problem (see Armstrong-Héouvry et al., 1994; Taghirad and Bélanger, 1998; Bai, 1997; de Wit and Lischinsky, 1997) . In this experiment, a set of subsystems of PWA models is identified via the proposed distributed PSO method, which verifies its powerful and practical applicability. In addition, the performance comparison between the proposed distributed PSO method and the standard PSO method using star network topology is examined via this identification problem. This paper is organized as follows. At first, the proposed multiple-mode linear regression model, the related identification problem and its reduction to an optimization problem are mentioned in Section 2. The distributed PSO algorithm, which is introduced to solve the optimization problem for identification, is described in Section 3. And, in Section 4, an experiment with a data set obtained from a DC motor system is examined in detail, where the effectiveness of the proposed identification scheme and the distributed PSO method are also demonstrated. Finally, Section 5 concludes the paper.
MULTIPLE-MODE LINEAR REGRESSION MODEL
In this section, the notion of multiple-mode linear regression model and the way to reduce its identification problem to an optimization one are presented.
Problem Setting
Given a data set
, a multiplemode linear regression model assumes that the relationship between the dependent variable y(k) and the n ϕ -vector of re-
] T is linear with a set of coefficients vectors; i.e., where θ 1 , θ 2 , · · · , θ n m ∈ R n ϕ are the parameter vectors which correspond to n m modes.
Then, the problem considered here is to obtain the estimate of the set of coefficient vectors,
and n m . Here,θ i denotes the estimate of θ i for i = 1, 2, · · · , n m .
As an illustrative example, see Fig. 1 . It illustrates the multiplemode linear regression model for n ϕ = 1. When n m = 1, the model is equivalent to the standard linear regression model and its identification is equivalent to estimate one approximating line for a data set (See Fig. 1(a) ). The case where n m = 2 is equivalent to find two lines for the data set (See Fig. 1(b) ).
Reduction to Optimization Problem
In this paper, we propose to reduce the aforementioned identification problem to the optimization problem as follows:
where the objective function is defined as the sum of errors between data points and the closest linear model in the estimated linear model set. Fig. 2 illustrates the calculation of the objective function for the case of n m = 2 and n ϕ = 1, where data points are denoted as circles and estimated linear models are denoted as lines. Therefore, in this situation, the value of the objective function means the sum of squares of the length of the dashed lines. For this optimization problem, the following theorem can be stated. Theorem 1. Assume that the data set
and the number of modes, n m in (1), are given. Here, we define N m as the number of data samples when θ(k) = θ m , and let
(4) be the indices which satisfy θ(k
the optimum solution of (2) satisfies
and the obtained estimate of the coefficient vector set coincides with the true one.
Proof. The solution (6) let the objective function in (2) be zero. The objective function is clearly non-negative and (5) ensures the uniqueness of the solution.
Note that Theorem 1 ensures the validity of the reduction. However, the introduced optimization problem is inherently ill-conditioned and non-convex, and thus the global optimum could not be obtained by applying the conventional PSO technique as mentioned in Section 1. Therefore, a new technique named distributed PSO algorithm is developed to avoid being trapped in suboptimal solutions in the following section.
DISTRIBUTED PSO
In this section, the distributed PSO algorithm, which is introduced to solve the optimization problem (2) for identification, is described in detail.
Problem Setting
Here, we consider a general optimization problem minimize
where f : R n x → R is the objective function of the optimization problem and n x is the dimension of the search space. 
The proposed distributed PSO algorithm
The PSO technique uses a number of particles for searching the space, and the positions of the particles are iteratively updated by evaluating the fitness function. Let n p be the number of particle and
∈ R n x be the positions of particles at the k-th iteration. Here, we use the following notation for concise representation:
Then, the proposed distributed PSO algorithm is stated as follows:
end for 10: end for 11:
In the 1-st line of the algorithm, the initialization is performed by placing particles in the search space which is expected to include the optimal solution. x k pb,i , which is calculated in line 5, corresponds to the best position in the trajectory of the i-th particle until the k-th iteration, and x k sb,i , which is calculate in line 6, is the best position among the current positions of n s + 1 particles. Here,n s denotes the number of neighborhood of each particle, and the problem how to set n s to achieve a good searching ability of particles will be discussed in Section 4.3. The positions of the particles are updated in lines 7 and 8, where c 0 , c 1 and c 2 are the parameters which control the behavior of the particles and are related to the convergence speed. Throughout this paper, we adopt c 0 = 0.75 
and the presented Algorithm 1 coincides with the standard PSO algorithm using the star network topology in Fig. 3 (a) In this case, x k sb,i for all i become identical, and thus every particle is attracted to the same position. In other words, every particle perceive the information of the whole particles, which makes the swarm be excessively centralized to one best particle. On the other hand, the information flow among particles is restricted in the proposed scheme as shown in Fig. 4 . Therefore, each particle can use information from only n s particles for determining x k sb,i . By choosing small n s , we can increase diversity of the particles, and as a result can decrease the probability of premature convergence of particles to local optima at the cost of convergence speed. If n s = 2, this network topology is identical to the ring topology (see Fig. 3(b) ), which is the most sparse case. Thus, the proposed topology is a natural extension of these topologies.
By utilizing this distributed PSO method, the optimization problem in (2) can be easily solved, and thus the identification of multiple-mode linear regression model is achieved. Note that this scheme can handle the identification of piece-wise affine systems without any prior knowledge about their mode transitions and have no difficulty to handle a large number of data samples, which is an distinguished feature of the proposed method. The above fact will be thoroughly confirmed via an experimental validation in the following section. In this section, an experiment with a set of I/O data from a DC motor system is given to demonstrate the effectiveness of the proposed identification method. By using the proposed scheme, the subsystems of a PWA model of the target system are obtained. The effectiveness of the distributed PSO method and the related identification scheme are explained via this experimental result.
Problem setting
The DC motor system shown in Fig. 5 is used as the data generating system. For obtaining a data set, the sinusoidal electric current i(t) shown in Fig. 6 is applied to the system, and the angular velocity of the system ω(t) and its derivativė ω(t) are obtained (see Fig. 6 ). Hence, the data set used for the identification process is defined as follows: 
(10) where t k = 0.01(k − 1), N = 512.
(11) For this data set, we construct the multi-mode linear regression model asω
where t = t 1 , t 2 , · · · , t N . Here, K(t), D(t) and F(t) are modedependent coefficients which correspond to torque, viscous friction, and static friction, respectively. Then, we let
and
By using these variables, the model equation (12) is equivalently modified as
which means its identification problem can be handled with the proposed scheme. Let the number of modes as n m = 3, and then solved the optimization problem (2) with the distributed PSO method proposed in Section 3.
Discussion about the Identification Method
The obtained set of coefficient vectors
in Table 1 . Also, the plot ofθ(t)
is shown in Fig. 6 . We can easily see from those plots that three modes turn out to be associated with the rotation to each direction and stolen mode, respectively. This classification of the data set is quite natural, and the following characteristics are observed from the value of the coefficient vectors:
(1) There exists the static friction force F(t) which works for the direction opposite to ω(t). (2) The mode associated with ω(t) ≃ 0 has large D(t) and small K(t). This fact means that huge current is required for starting rotation.
The above-mentioned characteristics agree with the wellknown knowledge about DC motor systems, and this fact supports the validity of the proposed identification method. In addition, Fig. 7 shows the prediction ofω(t) obtained by using the estimated model. In this figure, the thick solid line shows the prediction by the three-mode linear regression model, and the thin solid line shows the experimentally measuredω(t). The prediction obtained by the ordinary linear regression model is also shown with the dashed line for comparison. As shown in the figure, the prediction of the three-mode model is much better than that of the ordinary linear regression model for this problem, which verifies the great effectiveness of the proposed scheme. 
Discussion about the Distributed PSO Algorithm
We next consider the performance of the proposed distributed PSO method. Here, the relationship between the algorithm parameter
and the success rate of the optimization procedure is investigated to illustrate the characteristics of the distributed PSO algorithm and its advantage over the standard PSO method. In comparing the success rate, the aforementioned example concerning the DC motor system identification is adopted, and then a number of optimization processes are performed with different random sequences. In performing the algorithm, the maximum iteration number is set to k max = 1000, and the initial particle position is determined by the random numbers identically-distributed in the space
(18) In the example of the DC motor system, the obtained best value of the objective function in (2) is (66.70) 2 . Thus, we judge the trial which produce the objective function value greater than (66.80) 2 to be failure. Fig. 8 shows the obtained success rate. The horizontal axis of the plot shows the number of particles n p , and the vertical axis shows the success rate. The marked points in the plot show the estimated success rate in each condition, and the bars show the 95% confidential interval. Also, each line in the figure corresponds to the different n s , and the thick line shows the results for the case n s = n p ; i.e., the result obtained via the standard PSO algorithm.
This plot shows that the improvement of the success rate by using a larger number of particles in the standard PSO method does not deserve the computational burden which is proportional to the number of particles. On the other hand, better success rate is obtained in the case when n s < n p , and the best performance is obtained with n s = 16. The success rates for n s = 2 (ring topology) and n s = 4, which are not shown in the figure, are lower than that of the standard PSO method. Therefore, together with other empirical results, we can conclude that n s = 2n ϕ is a good choice for the most problems. From the above observation, we can confirm that the proposed algorithm has superior performance for the problems that require vast investigation with a number of particles, and its procedure is also as simple as that of the standard PSO algorithm.
CONCLUSION
In this paper, system identification based on multiple-mode models is considered, and two new ideas are introduced. The first idea is to introduce the multiple-mode linear regression models and the way to reduce its identification problem to an optimization one. This class of target systems include the subsystems of PWA systems, and the method is applicable regardless of the mode transition law of the target system. The second idea is to introduce the distributed PSO algorithm. The proposed algorithm has superior performance for the problems that require vast investigation with a number of particles, and its procedure is also as simple as that of the standard PSO algorithm. In addition, the algorithm is suited for parallel computing, which has been making rapid progress, and can enjoy the benefit of the developments in computing technology directly. Indeed, the calculation in the example problem can be done 30-times faster by using low-cost GPU (NVIDIA GTX480), which has 480 cores in one unit, than standard CPU (Intel Core i7-920). Furthermore, an experiment of a DC motor system is shown to demonstrate the effectiveness of the algorithm. The proposed method is shown to be able to construct subsystems of the PWA model without any information about the mode transition in the target system, and the method can accommodate a large number of data samples. Our future work will be devoted to more extensive validation of the proposed distributed PSO algorithm and the proposed identification method with further examples.
