Waves reflected from and transmitted across fault zones can be used to extract information on those zones. Fault zones, characterized as either a low-velocity zone or fracture systems, modify the phase of the waveform and make the seismic response frequency dependent. In this paper we develop an extrapolation scheme for simulating fractures described as linear slip boundaries. Two 9 × 9 linear systems need to be solved if the fracture stiffnesses and the background medium parameters are constant along the fractures. Numerical examples support the validity and efficiency of this approach. Based on the numerical simulation and theoretical arguments, we show that various internal properties of fault zones have differing influence on reflected waves. Fracture stiffness and fracture spacing change significantly the magnitude of the reflected waves, while smallscale random variation in velocity or fracture stiffness has little influence on the wavefields; hence fault zones with small-scale random variation can be modeled with equivalent media.
INTRODUCTION
Fault zones play a major role in accommodating the deformation in the Earth (structural geology and basin development), in determining the strength of Earth materials (mining applications), and in transporting or acting as barriers to fluid and gas (hydrocarbon exploitation). For a variety of applications, it is useful to determine the properties of fault zones remotely using wavefields.
The seismic description of a fault zone can be classified in terms of velocity change and fractures. A fault zone is usually thought to contain highly damaged material that has a lower velocity than do the surrounding rocks. Based on this, a number of studies have shown that waves can be guided along fault zones (Li et al., 1990; Li and Vidale, 1996; Igel et al., 1997) . Li and Vidale (1996) observed fault-zone guided waves and discussed the effects of overlaying sediments, fault zone step-overs, and hypocentral offset from the fault on the guided waves. Igel et al. (1997) and (2001) considered fault zones as low-velocity layers, and discussed various factors that influence trapped waves based on numerical simulation. They found that velocity variations along the fault zone alter significantly the trapping efficiency, while moderate geometric variations (e.g., changes in fault zone width) or small-scale scatterers do not.
Fractures have also been recognized as an important potential property of fault zones. In tight reservoir rocks, fractures serve as major conduits for oil and gas (Yi et al., 1998; Schoenberg, 1998) . Extensive laboratory work has been carried out for the seismic response of synthetic fractures (Pyrak-Nolte et al., 1990a) and natural fractures in rocks (Pyrak-Nolte et al., 1990b) . A challenge is to extract the information on the geometrical and physical properties of fractures such as fracture strength, orientation, and spacing.
In addition to trapping waves, fault zones also generate reflected and transmitted waves. In this paper, we focus the discussion on reflected and transmitted waves from fault zones.
We analyze four basic models with different degree of complexity for characterizing fault zones. A fault zone can be modeled as 1) a low-velocity zone, 2) an idealized fracture, 3) a system of cracks, or 4) a complex shear zone that includes cracks, voids, and velocity perturbation. As stated in Schoenberg (1980) , an idealized fracture is equivalent to a thin low-velocity layer with appropriate choice of layer thickness and impedance. In this paper, most emphasis is placed on fault zones characterized as fractures or cracks.
We develop an extrapolation scheme for the staggered-grid finite-difference simulation of fractures described as linear slip boundaries. In the update of the stresses at each time step in the region of fractures, particle velocities are extrapolated from neighboring points to the point where the stress needs to be evaluated. The difference between the extrapolated particle velocities across the fracture gives time derivative of the stresses and for updating the stresses.
In the extrapolation scheme, two 9 × 9 linear systems are designed for evaluating the particle velocities and stresses at the fracture interface. If the fracture stiffnesses and the background medium parameters are constant along the fractures, only two 9 × 9 linear systems are required for all the fractures; otherwise different linear systems need to be solved for each grid point on the fractures where either the fracture stiffness or the background medium parameter changes. Since coefficient matrices in all those linear systems are timeinvariant and need to be solved only once, extra computation cost for simulating the fractures is negligible. Numerical examples support the validity and efficiency of this approach.
Based on numerical simulation and theoretical arguments, we find that the internal properties of fault zones have various degrees of influence on reflected waves. For example, fracture stiffness and fracture spacing change significantly the magnitude of the reflected waves. As the fracture stiffness increases to infinity, the fracture behaves as a welded interface, but as the fracture stiffness decreases to zero, the fracture degenerates to a pair of free surfaces. For fault zones modeled as a system of cracks oriented perpendicular to the wavefront, waves propagate as if there is no crack and hence no reflected wave is excited. Other properties such as small-scale random variation in the fault zone have little influence on the wavefields; hence fault zones can be modeled with equivalent media.
The paper is organized as follows. In the next section, we introduce various types of models for characterizing fault zones and discuss the analytic solution for reflection and transmission coefficients from an idealized fracture. We then propose an extrapolation scheme for the simulation of fractures and test the approach by comparing the numerical results with the analytic solution for an idealized fracture. In the final section, we investigate various properties of the wavefields, including fracture stiffness, fracture spacing, crack distribution pattern, and random variation.
THEORETICAL BACKGROUND

Models for characterizing fault zones
Fault zones can be characterized by models in order of increasing complexity (Figure 1 ): 1) a low-velocity zone, 2) an idealized fracture, 3) a system of cracks, and 4) a complex shear zone.
A fracture is a non-welded interface across which the tractions are continuous while the displacements are discontinuous. A simple way to describe the displacement discontinuity is the elastic boundary condition, 
yz , where the fracture interface is in the horizontal x − y plane, the z axis is perpendicular to the fracture interface, u and τ are the particle displacement and stress, respectively, and K is the fracture stiffness (in units of Pa/m), which is an indicator of the strength of the fracture. The elastic boundary condition is also denoted as a linear-slip interface condition (Schoenberg, 1980; Fan et al., 1996 , Schoenberg, 1998 Myer, 1998) , which is valid when the thickness of the fracture is much smaller than the dominant wavelength of the seismic wave. Hence we consider an idealized fracture as having zero thickness in the context of linear slip theory.
A more complicated model of the fault zone is a system of cracks possibly with varying length scales and strengths. The cracks typically have a certain dominant orientation. Here we limit the discussion to parallel cracks. More complicated fault zones result from complex shearing. Such zones consist of many fractures, with velocity and strength variation, and the presence of fault gouge and fluids.
Reflection and transmission coefficients of an idealized fracture
The reflection and transmission coefficients of SH-waves that interact with a planar infinite fracture are given bỳ
where
subscripts 1 and 2 denote the media on both sides of the fracture, j is the angle that the raypath of the SH-waves make with the normal to the fracture, ρ and β are the density and SH-wave velocity, ω is the radial frequency, and i represents the imaginary unit. The presence of the fracture is manifested in the factor ∆, which depends on properties of the medium, the frequency of the wave, and more significantly, the fracture stiffness K. Since ∆ appears in the combination i∆, both the reflection and transmission coefficients are complex numbers for all angles of incidence. Hence, the presence of a fracture changes both the amplitude and the phase of the waveform.
If there is no fracture, ∆ = 0 and the expressions (2) and (3) degenerate to the familiar coefficients resulting from an impedance contrast. In that case, both the reflection and transmission coefficient are real valued and independent of frequency for incidence angle less than critical.
For the special case where the media on both sides of the fracture have the same density and velocity, expressions (2) and (3) simplify tò Figure 2 shows the reflection coefficient for SHwaves at a velocity contrast across an interface and at an idealized fracture. In both cases, the density is constant: ρ1 = ρ2=1500 kg/m 3 . For the velocity contrast (Figure 2a ), SH-wave velocities are β1=1732 m/s for the upper medium and β2=1270 m/s for the lower medium. For the fracture interface (Figure 2b ), SH-wave velocity is constant across the interface, with β1 = β2=1732 m/s, and the fracture stiffness Ky = 2.096 × 10 9 Pa/m. In this test, the fracture stiffness has the same order of the magnitude as in Fan et al. (1996) . Reasonable magnitudes for the fracture stiffness have also been discussed in Myer (1998) and Pyrak-Nolte and Morris (2000) . For the influence of fracture stiffness on reflected waves, refer to section "Internal properties of fault zones" below.
For a pure velocity contrast, the reflection coefficient is independent of frequency. In contrast, for the idealized fracture the reflection coefficient varies substantially with frequency. For our choice of the fracture stiffness, the magnitude of the reflection coefficients is large (0.1 to 0.2), which means that with favorable source-receiver geometry these reflected waves can be observed in reflection data, perhaps better than reflection from impedance contrasts. Note that for the idealized fracture, the waveform changes because of the phase change which is also dependent on frequency.
The analytic formulas of the reflection and transmission coefficients for P-and SV-waves are provided in Chaisri and Krebes (2000) . Figure 3 shows the reflection coefficients of P-and SV-waves excited at an idealized fracture. The medium parameters are: constant background velocity, P-wave velocity α=3000 m/s, SV-wave velocity β=1732 m/s, and density ρ=1500 kg/m For the velocity contrast model, the medium parameters are SH-wave velocity β 1 =1732 m/s for the upper medium, β 2 =1270 m/s for the lower medium, and constant density ρ 1 = ρ 2 =1500 kg/m 3 . For the fracture interface, the medium parameters are constant SH-wave velocity
alytic forms of the reflection and transmission coefficients are more complicated for P-and SV-waves than for SH-waves, they also exhibit frequency dependence and phase change.
NUMERICAL SCHEME AND VERIFICATION
Extrapolation scheme for simulating fractures
Although the analytic solution for scattered waves is known for a planar fracture, a stack of parallel fractures (Appendix B), and a finite crack (Sánchez-Sesma and Iturrarán-Viveros, 2001), the analytic solution for systems of fractures is hard to get, especially when the background medium is heterogeneous. Hence a numerical approach is required to assess wave propagation through fractures. We developed an extrapolation scheme for simulating fractures described as linear slip boundaries (Appendix A). It is based on velocity-stress finitedifferencing on a staggered-grid (Virieux, 1984; Virieux, 1986 ), which updates the particle velocities and stresses alternatively at each time step.
In our approach, two 9 × 9 linear systems, expressions (A9) and (A10), are designed for evaluating the particle velocities and stresses at the fracture interface, one for vx and τxz and another for vz and τzz. In the regions where the fracture is absent a standard staggeredgrid scheme is applied. However, in the presence of horizontal fractures (in the x-direction), for each time step we update first the particle velocities vx and vz and the stress component τxx in the same way as in a standard staggered-grid scheme, then we update the stress components τxz and τzz according to expressions (A9) and (A10). Note that for fractures, wherever the fracture stiffnesses and the background medium parameters are constant along the fractures, only two 9 × 9 linear systems are required; otherwise different linear systems need to be solved for each grid point on the fracture where either the fracture stiffness or the background medium parameters change. Fortunately, the coefficient matrices in both the linear systems are time-invariant, which means that we need to solve those matrices only once and use them for all the following time steps in the simulation. Thus the extra computation cost for simulating the fractures is negligible.
Numerical example and verification
To test the validity of the finite-difference code, we consider P-SV waves in a two-layer model with an idealized planar fracture embedded in constant background media (Figure 4 ). An idealized planar fracture is placed at a depth of 2000 m. The fracture stiffnesses are set as Kz = 1.2985 × 10 9 Pa/m and Kx = 5.2564 × 10 9 Pa/m. The grid spacing is 5 m, the time step is 0.25 ms, and the number of grid points in the test example is 1201×1401. A P-wave was excited from a point source at the position marked by an asterisk. The source wave is a Ricker wavelet with the dominant frequency of 12 Hz. An array of receivers is located at a depth of 1800m, with horizontal offsets extending from -500 m to 500 m. Another array of receivers is located below the source, with the depth extending from 1800 m to 2200m to record snapshots of the waves propagating through the fracture. In Igel et al. (2001) , the number of points per dominant wavelength is set as 20 in the numerical simulation of fault zones characterized as low-velocity zones. In our numerical test, we recommend that within the fracture region the number of points in the dominant wavelength be set at ≥ 40.
In Figure 5 , we show snapshots of the modeled vertical particle velocity vz and normal stress τzz across the fracture. The P-wave propagates through the fracture at the depth of 2000 m at normal incidence. Discontinuity is visible for vz across the fracture, while τzz is continuous across the fracture. The figure clearly shows how a fracture is modeled as a linear-slip boundary condition. Krebes, 2000), the error of the peak amplitude in the numerical simulation is less than 5%. For larger offset, as shown in Figure 6 b), the particle polarization for PP and P-SV reflections needs to be considered in order to evaluate the amplitude of PP and P-SV reflections from x-and z-component data. Comparison between the numerical and analytic solution also indicates the validity of the finite difference scheme in simulating waves excited by fractures.
Further discussion
Currently, a popular way to model wave propagation in fractures is to use an equivalent medium to represent a fracture (Igel et al.,1997; Coates and Schoenberg, 1995) , e.g., a low-velocity layer. Schoenberg (1980) discussed the equivalence between a thin low-velocity layer and an idealized fracture. The underlying assumptions for the equivalence between the low-velocity layer and the fracture are: 1) the thickness of the low-velocity layer should be much smaller than the wavelength; 2) the impedance in the layer should be much smaller than that in the background media.
The advantage of the low-velocity-layer model in finite-difference simulation is that it requires no special treatment of the boundary conditions. However, since it requires the thickness to be much smaller than the wavelength and the impedance in the layer to be much smaller than that in the background media, both grid size and the time step must be very small. In our approach, in the regions of fractures 40 grid points per dominant wavelength are good enough to model waveforms of the reflection and transmission accurately.
To make the extrapolation stable for a fracture, other fractures should not be present at neighboring points of this fracture, which requires that the number of grid points between two adjacent fractures be at least 4 for second-order extrapolation. That explains why in the region of fractures the number of points per dominant wavelength is relatively large, e.g., no less than 40 in our numerical tests.
INTERNAL PROPERTIES OF FAULT ZONES
Fault-zone reflected and transmitted waves can be influenced by the internal structures as well as by the faultzone geometry. For a fault zone consisting of a system of fractures (cracks) or a complex shear zone, important parameters include fracture strength and fracture spacing.
In the following discussion, these parameters are listed in order of decreasing importance to reflected waves. For example, we discuss the fracture stiffness first since its magnitude varies substantially with different rock samples and it largely governs the magnitude of the waves reflected from fractures.
Here we discuss fault zones consisting of fractures. For discussions on fault zones characterized as lowvelocity zones, refer to Igel et al. (1997) .
Fracture stiffness
The fracture strength, or the magnitude of fracture stiffness, can vary over many orders of magnitudes, strongly influencing the magnitude of the reflected waves. Laboratory experiments suggest a range of fracture stiffness from 10 7 to 10 13 Pa/m (Myer, 1998; Schoenberg, 1998; Pyrak-Nolte and Morris, 2000) .
Consider an SH-wave in a constant background. According to expression (5), as Ky → 0, a fracture degenerates to a free surface and the reflection coefficient for displacement approaches unity. As Ky → ∞, a fracture becomes a welded interface, and the reflection coefficient for displacement approaches 0, as shown in Figure 7 . Note that reflection and transmission coefficients shown in Figures 7∼ 10 are for the particle displacement (or velocity), not for the potential of the waves. Now consider P-and SV-waves in constant background. Here we change the normal component of the fracture stiffness Kz from 10 7 to 10 12 Pa/m and set the shear component as Kx = Kz/2. When both Kx and Kz decrease to a small value, e.g., 10
7 Pa/m, the fracture degenerates to a free surface. The reflection coefficient for a P-wave approaches unity for normal incidence. However, for oblique angles, it approaches a value less than 1 because of energy conversion between P-and SV-waves, as shown in Figure 8 . For a reflected SV-wave, the reflection coefficient vanishes for normal incidence no matter how large the fracture stiffness, but for oblique angles, it increases because of the energy conversion, as shown in Figure 9 .
When both Kx and Kz increase to a large value, e.g., 10
12 Pa/m, the fracture behaves as a welded interface and the reflection coefficients for both P and SV reflections vanish.
For Kx = 0, the fracture becomes a hydraulic fracture, which cannot carry any shear stress. Consider the SS transmission coefficients. As shown in Figure 10 , for a dry fracture (Kx = 0), the SS-transmission coefficients vanish as both Kx and Kz decrease to a small value, e.g., 10
7 Pa/m and approach unity as both Kx and Kz increase to a large value, e.g., 10
12 Pa/m. For a hydraulic fracture (Kx = 0), however, the SS-transmission coefficients vanish for normal incidence no matter how large the normal component of the fracture stiffness Kz, and vary in a small range (e.g., 0 ∼ 0.2) for oblique angles, which is indicated as shear-wave shadowing (Groenenboom and Fokkema, 1998; Wills et al., 1992) .
Fracture spacing
Fracture spacing has a significant influence on the reflected waves. Here we consider a stack of fractures. All fractures are identical and evenly spaced with the frac- To analyze the influence of fracture spacing on reflected waves, we fix the fault-zone width while changing the number of fractures in the zone. Figure 11 shows the configuration of fracture spacing. Waves propagate downward to the fault zone, which consists of horizontal fractures in a constant background medium. As fracture spacing decreases, the number of fractures increases; hence the reflection amplitude increases, as shown in Figure 12 . Figure 13 shows the reflected waveforms for various fracture spacings based on reflection coefficients given by the analytic formulas (B15) in Appendix B. In this analysis, the fault zone width is set as 1 m and the fracture stiffness Ky = 2.096 × 10 9 Pa/m. As the fracture spacing decreases from 1 m to 2 cm, more fractures are included in the fault zone, reducing the effective strength of the fault zone and increasing the reflection coefficient. Note that the reflection coefficients also depend on the fault-zone width. Figure 13 . SH reflection coefficients at normal incidence for different fracture spacing, based on the analytic solution (B15). Velocity, density, and fracture stiffness are the same as in Figure 11 . The fault-zone width is set as 1 m.
Crack distribution pattern
Compared to other properties, the lateral crack distribution pattern has less influence on the reflected waves. Consider a system of parallel cracks with the different distribution patterns shown in Figure 14 . All the cracks are identical for all distribution patterns. The horizontal spacing between cracks is set as four times the crack length. In pattern 1, all layers of cracks are identical. In pattern 2, the cracks in each layer shift by one half of the horizontal spacing relative to the layer above. In pattern 3, the cracks in each layer shift by a distance of one crack length relative to the layer above. test; in practice, such a small amplitude variation will often be obscured by noise.
Random variation
The least important properties for waves reflected from fault zones is the small-scale random variation in density and velocity, or in fracture stiffness. Figure 16 shows SH reflected waveforms for different internal structures of a fault zone. In plots a) and b), waveforms are compared for a constant low-velocity layer and a low-velocity layer with 25% of Gaussian distribution added to the constant background velocity in the layer. No significant change is observed for the two zones. Similar results hold for the fault zone consisting of cracks, as shown in plots c) and d). Only a negligible change on the wavefield is detected. The waveshape of the reflection keeps almost unaltered. The results suggest that small-scale structure (compared to the dominant wavelength) in the complex shear zone can be largely smoothed out and modeled with equivalent media in the observed range of wavelengths.
DISCUSSION AND CONCLUSIONS
Reflected and transmitted waves provide a potential tool for diagnosing fault zones when trapped waves cannot be measured. Studies based on fault-zone trapped waves, carried out for large-scale tectonic fault zones, give estimates of the shear velocities in fault zones . In the interpretation of fault zones close to a reservoir, fracture strength and density, among other factors, hold the key for the ability of a fault zone to excite reflected and transmitted waves. A fault zone, whether characterized as a lowvelocity layer or comprised of fractures, can excite significant reflected and transmitted waves. Apart from changing the amplitudes of reflected and transmitted waves, fault zones characterized as either a low-velocity zone or fracture (crack) systems modify the phase of the waveform and make the seismic response frequencydependent.
Using the staggered-grid finite-difference, we developed an extrapolation scheme for simulating wave propagation influenced by fractures described as linear slip boundaries. In the update of the stresses at each time step in the region of fractures, particle velocities are extrapolated from neighboring points to the point where stresses need to be evaluated and the difference between the extrapolated particle velocities across the fracture is calculated to get the time derivative of the stress. To make the extrapolation stable, relationship between the stress and particle velocity are taken as constraints on the extrapolation. Two 9 × 9 linear systems are designed for evaluating the particle velocities and stresses at the fracture interface, one for vx and τxz and another for vz and τzz. Wherever the fracture stiffnesses and the background medium parameters stay the same along the fractures, only two 9×9 linear systems are required; otherwise different 9×9 linear systems need to be solved for each grid point on the fracture where either the fracture stiffness or the background medium parameter changes. Since all the linear systems are time-invariant and need to be solved only once, extra computation cost for simulating the fractures are negligible. Numerical examples support the validity of this approach. A standard staggered-grid scheme is applied to regions where there is no fracture.
We discussed relative importance of internal properties of fault zones on reflected waves. Fracture stiffness and fracture spacing change significantly the magnitude of the waves, while crack distribution pattern and smallscale random variation on velocity or fracture stiffness have little influence on the wavefields; hence, fault zones can be modeled with equivalent media in a typical range of seismic wavelengths. Another important factor, crack orientation, is not covered in this paper.
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