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Abstract. We find and study a five-parameter family of four-dimensional coupled Painlevé V systems with affine Weyl group symmetry of type D (1) 5 . We then give an explicit description of a confluence from those systems to a four-parameter family of four-dimensional coupled Painlevé III systems with affine Weyl group symmetry of type B 
Introduction
It is well-known that the Painlevé systems P II , P III , P IV , P V , P V I admit the affine Weyl groups of type A 4 , respectively, as groups of Bäcklund transformations. This suggests the following general problem (see [6] ):
Problem 0.1. For each affine root system A with affine Weyl group W (A), find a system of differential equations for which W (A) acts as its Bäcklund transformations.
One could expect that such nonlinear differential systems with affine Weyl group symmetry should admit rich mathematical structures, comparable with those of the Painlevé equations. In the case of type A (1) l , such equations are proposed in [4] . They are considered to be higher order versions of P V (resp. P IV ) when l is odd (resp. even). These two examples by Noumi and Yamada motivated the author to find examples of higher order versions other than the systems of type A (1) l . We will complete the study of the above problem in a series of four papers, for which this paper is the second, resulting in a series of equations for the remaining affine root systems of types B (see [11, 12, 13] ). This paper is the stage in this project where we find and study four-dimensional coupled Painlevé V systems with W (D (1) 5 )-symmetry. This is the first example which gave higherorder Painlevé equations of type D (1) 2l+3 . We then give an explicit description of a confluence from those systems to four-dimensional coupled Painlevé III systems with W (B (1) 4 )-symmetry. This is the first example which gave higher-order Painlevé equations of type B (1) 2l+2 . We note that in [12] we presented four-dimensional coupled Painlevé VI systems with W (D (1) 6 )-symmetry. Before giving proofs (from Section 4 onward), we first state our results in the next three introductory sections. In Sections 1 and 2, we will present four-dimensional coupled Painlevé V and III systems with W (D (1) 5 )-symmetry and W (B (1) 4 )-symmetry, respectively. In Section 3, we will present four-dimensional polynomial Hamiltonian systems with W (D (2) 4 )-symmetry. This is the first example which gave higher-order Painlevé equations of type X (2) l .
In Section 4, we will consider the degeneration process from the system of type D (1) 5 to the system of types A (1) 4 and B (1) 4 , respectively. We also show that the Bäcklund transformation groups for each root system are obtained from that for type D (1) 5 by each degeneration process. After we review the notion of accessible singularity in Section 5, in Sections 6 and 7, we will make canonical coordinate systems for the system (1) and (8) , respectively.
Main results for the case of D (1) 5
In this paper, we present a 5-parameter family of polynomial Hamiltonian systems that can be considered as four-dimensional coupled Painlevé V systems explicitly given by 
with the Hamiltonian
where the symbol H V (q, p, t; γ 1 , γ 2 , γ 3 ) denotes the Hamiltonian of the second-order Painlevé V systems given by
Here x, y, z and w denote unknown complex variables, and α 0 , α 1 , . . . , α 5 are complex parameters satisfying the relation:
Proposition 1.1. The system (1) has the following invariant divisors: codimension invariant divisors parameter's relation 1
The list must be read as follows. Setting α 1 = 0, then the system (1) admits a particular solution y = 0. Moreover (z, w) satisfy the fifth Painlevé system. And x satisfies Riccati equations whose coefficients are polynomials in (z, w), and so on. 
5 , that is, they satisfy the following relations:
The symbol in each circle denotes the invariant divisor f i of the system (1) (see Proposition 1.1). Theorem 1.1. The system (1) admits extended affine Weyl group symmetry of type D (1) 5 as the group of its Bäcklund transformations, whose generators s 0 , s 1 , . . . , s 5 , π 1 , π 2 , . . . , π 4 defined as follows: with the notation ( * ) := (x, y, z, w, t; α 0 , α 1 , . . . , α 5 ),
We note that it is easy to see that the generators π 2 , π 3 , π 4 satisfy the relation:
We remark that the Bäcklund transformations of the system (1) have the universal description to root system of type D (see [5] ). Since this universal Bäcklund transformations have Lie theoritic origin, similarity reduction of Drinfeld-Sokolov hierarchy admits such Bäcklund symmetry. 
These translation operators act on parameters α i as follows: in addition to the term with invariant divisor x − z. Theorem 1.2. Let us consider a polynomial Hamiltonian system with Hamiltonian H ∈ C(t)[x, y, z, w]. We assume that (A1) deg(H) = 6 with respect to x, y, z, w.
(A2) This system becomes again a polynomial Hamiltonian system in each coordinate system (x i , y i , z i , w i ) (i = 0, 1, . . . , 5):
Then such a system coincides with the system (1).
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In addition to Theorems 1.1 and 1.2, we will prove that the system (1) degenerates to the system of type A (1) 4 by taking a coupling confluence process of P V → P IV . Theorem 1.3. For the system (1) of type D (1) 5 , we make the change of parameters and variables:
from α 0 , α 1 , . . . , α 5 , t, x, y, z, w to A 0 , A 1 , . . . , A 4 , ε, T, X, Y, Z, W . Then the system (1) can also be written in the new variables T, X, Y, Z, W and parameters A 0 , A 1 , . . . , A 4 , ε as a Hamiltonian system. This new system tends to the system of type A
4 as ε → 0.
By proving the following theorem, we see how the degeneration process in Theorem 1.3 works on the Bäcklund transformation group W (D It is well-known that the fifth Painlevé equation P V has a confluence to the third Painlevé equation P III , where two accessible singularities come together into a single singularity. This suggests the possibility that there exists a procedure for searching for fourth-order versions of Painlevé III, by using Takano's description of the confluence process from P V to P III for the coordinate systems (x, y) and (z, w), respectively (see [15, 17] ). In this vein, the goal of this work is to find a fourth-order version of the Painlevé III equation with symmetry under the group which degenerates from the affine Weyl group of type D 5 by a coupling confluence process. In this paper, we also present a 4-parameter family of polynomial Hamiltonian systems that can be considered as four-dimensional coupled Painlevé III systems explicitly given by
where the symbol H III (q, p, t; γ 0 , γ 1 , γ 2 ) denotes the Hamiltonian of the second-order Painlevé III systems given by
Here x, y, z and w denote unknown complex variables and α 0 , α 1 , . . . , α 4 are complex parameters satisfying the relation:
Proposition 2.1. The system (8) has the following invariant divisors:
Theorem 2.1. The system (8) admits extended affine Weyl group symmetry of type B
4 as the group of its Bäcklund transformations, whose generators s 0 , s 1 , . . . , s 4 , π 1 , π 2 defined as follows: with the notation ( * ) := (x, y, z, w, t; α 0 , α 1 , . . . , α 4 ), 
4 , that is, they satisfy the following relations:
The symbol in each circle denotes the invariant divisor f i of the system (8) (see Proposition 2.1).
Proposition 2.2. Let us define the following translation operators
These translation operators act on parameters α i as follows: Theorem 2.2. Let us consider a polynomial Hamiltonian system with Hamiltonian H ∈ C(t)[x, y, z, w]. We assume that (A1) deg(H) = 6 with respect to x, y, z, w.
(A2) This system becomes again a polynomial Hamiltonian system in each coordinate system (x i , y i , z i , w i ) (i = 0, 1, . . . , 4):
Then such a system coincides with the system (8 
from α 0 , α 1 , . . . , α 5 , t, x, y, z, w to A 0 , A 1 , . . . , A 4 , ε, T, X, Y, Z, W . Then the system (1) can also be written in the new variables T, X, Y, Z, W and parameters A 0 , A 1 , . . . , A 4 , ε as a Hamiltonian system. This new system tends to the system (8) of type B In this section, we present a 3-parameter family of polynomial Hamiltonian systems in dimension four explicitly given by
Here x, y, z and w denote unknown complex variables and β 1 , β 2 , . . . , β 4 are complex parameters satisfying the relation:
Proposition 3.1. The system (15) has the following invariant divisors:
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Theorem 3.1. The system (15) admits extended affine Weyl group symmetry of type D
4 as the group of its Bäcklund transformations, whose generators w 1 , . . . , w 4 defined as follows: with the notation ( * ) := (x, y, z, w, t; β 1 , . . . , β 4 ),
Figure 5. The transformations described in Theorem 3.1 define a representation of the affine Weyl group of type D
The symbol in each circle denotes the invariant divisor f i of the system (15) (see Proposition 3.1).
We remark that the Bäcklund transformations w 1 , w 2 have Noumi-Yamada's universal description for D 
(18)
These translation operators act on parameters α i as follows:
Theorem 3.2. Let us consider a polynomial Hamiltonian system with Hamiltonian H ∈ C(t)[x, y, z, w]. We assume that (A1) deg(H) = 6 with respect to x, y, z, w.
(A2) This system becomes again a polynomial Hamiltonian system in each coordinate system (x i , y i , z i , w i ) (i = 1, 2, 3, 4):
Then such a system coincides with the system (15).
4. Proof of Theorems 1.3,1.4 and 2.4
As is well-known, the degeneration from P V to P IV (see [15, 17] ) is given by
As the fourth-order analogue of the above confluence process, we consider the following coupling confluence process from the system (1) by taking the above process for each coordinate system (x, y) and (z, w) in (1), respectively. If we take the following coupling confluence process P V → P IV for each coordinate system (x, y) and (z, w) in (1)
and take the limit ε → 0, then we can obtain the system of type A
4 explicitly given by
with the Hamiltonian H 
Next, let us prove Theorem 1.4. Notice that =< S 0 , S 1 , . . . , S 4 >. Then we immediately have
However, we see that S i (ε) have ambiguities of signature. For example, since
we can choose any one of the two branches as S 3 (ε). Among such possibilities, we take a choice as
Here considering in the category of formal power series, we make a convention that (1 − 2A 3 ε 2 ) −1/2 is formal power series of A 3 ε 2 with constant term 1 according to
By (6), (7),(24) and the actions of S 1 , S 2 , S 3 , S 4 on X, Y, Z, W, T , we can easily verify
The forms of the actions S 0 = s 0 s 2 s 3 s 4 s 3 s 2 s 0 on X, Y, Z, W and T are complicated, but we can see that
The proof has thus been completed. Finally, let us prove Theorem 2.4. The degeneration process from the system (1) to the system (8) in Theorem 2.3 is given by 
By using the notation ( * ) := (A 0 , A 1 , . . . , A 4 , ε), we can easily check
By the above relation, we will see that the group < S 0 , S 1 , . . . , S 4 > can be considered to be an affine Weyl group of the affine Lie algebra of type B
4 with respect to simple roots A 0 , A 1 , . . . , A 4 .
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Now we investigate how the generators of < S 0 , S 1 , . . . , S 4 > act on T, X, Y, Z and W . By using the notation ( * * ) := (X, Y, Z, W, T ), we can verify
The proof of Theorem 2.4 has thus been completed.
Accessible singularity
Let us review the notion of accessible singularity in accordance with [4] . Let B be a connected open domain in C and π : Z −→ B a smooth proper holomorphic map. We assume that K ⊂ Z is a normal crossing divisor which is flat over B. Let us consider a rational vector fieldṽ on Z satisfying the conditioñ
Fixing t 0 ∈ B and P ∈ Z t 0 , we can take a local coordinate system (x 1 , x 2 , . . . , x n ) of Z t 0 centered at P such that K smooth can be defined by the local equation
, we can write down the vector fieldṽ near P = (0, 0, . . . , t 0 ) as follows:
This vector field defines the following system of differential equations
Here a i (x 1 , . . . , x n , t) (i = 1, . . . , n) are holomorphic functions near P = (0, . . . , 0, t 0 ).
Definition 5.1. Under the above notation, assume that the rational vector fieldṽ on Z satisfies the conditionṽ
We say thatṽ has an accessible singularity at P = (0, 0, . . . , 0, t 0 ) if 0 and a i (0, 0, . . . , 0, t 0 ) = 0 for every i, 2 ≤ i ≤ n.
On some Hamiltonian structures of the system (1)
Comparing the resolution of singularities for the differential equations of Painlevé type, there are important differences between the second-order Painlevé equations and those of higher order. Unlike the second-order case, in the higher order cases there may exist some meromorphic solution spaces with codimension 2. In 1979, K. Okamoto constructed the spaces of initial conditions of Painlevé equations, which can be considered as the parametrized spaces of all solutions, including the meromorphic solutions. They are constructed by means of successive blowing-up procedures at singular points. For second-order Painlevé equations, we can obtain the entire space of initial conditions by adding subvarieties of codimension 1 (equivalently, of dimension 1) to the space of initial conditions of holomorphic solutions. But in the case of fourth-order differential equations, we need to add codimension 2 subvarieties to the space in addition to codimension 1 subvarieties. In order to resolve singularities, we need to both blow up and blow down. Moreover, to obtain a smooth variety by blowing-down, we need to resolve for a pair of singularities. In this section, we will give some meromorphic solution spaces for the system (1).
In order to consider the singularity analysis for the system (1), let us take the compactification ([z 0 : z 1 : z 2 : z 3 : z 4 ], t) ∈ P 4 × B of (x, y, z, w, t) ∈ C 4 × B with the natural embedding
Moreover, we denote the boundary divisor in P 4 by H. Fixing the parameter α 0 , α 1 , β 0 , consider the product P 4 × B and extend the regular vector field on C 4 × B to a rational vector fieldṽ on P 4 × B. It is easy to see that P 4 × B is covered by five copies of C 4 × B:
via the following rational transformations
The following lemma shows that this rational vector fieldṽ has five accessible singular loci on the boundary divisor H × {t} ⊂ P 4 × {t} for each t ∈ B.
Lemma 6.1. The rational vector fieldṽ has the following accessible singular loci:
This lemma can be proven by a direct calculation.
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Proposition 6.1. If we resolve the accessible singular points given in Lemma 6.1 by blowing-ups, then we can obtain the canonical coordinates r j (j = 0, 1, . . . , 5): 
Each coordinate system contains a three-parameter family of meromorphic solutions of (1).
For example, let us consider the resolution of accessible singular point P 5 . Locally, by the following 3 steps, we can resolve the accessible singular point P 5 .
Step 0: We take the coordinate system centered at P 5 .
Step 1: We blow up at the point P 5
.
Step 2: We blow up along the surface
Step 3: We blow up along the surface
Thus we have resolved the accessible singular point P 5 . By using the coordinate systems (x j , y j , z j , w j ) (j = 0, 1, . . . , 5), we will now make the coordinate systems associated with other small meromorphic solution spaces. Let us explain our approach (see [16] ). For example, we can take the coordinate system (x 2 , y 2 , z 2 , w 2 ) = (−((x − z)y − α 2 )y, 1/y, z, y + w). As a boundary coordinate system of this system (x 2 , y 2 , z 2 , w 2 ), we can take the coordinate system (X 2 , Y 2 , Z 2 , W 2 ) = (x 2 , y 2 , z 2 , 1/w 2 ). It is easy to see that there is an accessible singularity along the surface S 2 = {(X 2 , Y 2 , Z 2 , W 2 )|Z 2 = W 2 = 0}. Now we blow up along the accessible singularity S 3 .
Step 1: We blow up along the surface
Thus we have resolved the accessible singularity S 2 . By the same way, we can obtain the following canonical coordinate systems.
Proposition 6.2. The system (1) has the following canonical coordinate systems with regard to the transformations r i r j : 
Each coordinate system contains a two-parameter family of meromorphic solutions of (1) . By using the coordinate systems (x j , y j , z j , w j ) (j = 6, 7, . . . , 13), we will now make the coordinate systems associated with other small meromorphic solution spaces by the same way. For example, we can take the coordinate system (x 13 , y 13 , z 13 , w 13 ) = (−((x − z)y − α 2 )y, 1/y, −(z(y + w) − α 5 )(y + w), 1/(y + w)). As a boundary coordinate system of this system (x 13 , y 13 , z 13 , w 13 ), we can take the coordinate system (X 13 , Y 13 , Z 13 , W 13 ) = (x 13 + z 13 , y 13 , 1/z 13 , w 13 − y 13 ). It is easy to see that there is an accessible singularity along the surface S 13 = {(X 13 , Y 13 , Z 13 , W 13 )|Z 13 = W 13 = 0}. Now we blow up along the accessible singularity S 13 .
Step 1: We blow up along the surface {(X 13 , Y 13 , Z 13 , W 13 )|Z 13 = W 13 = 0}
Step 2: We blow up along the surface {(X 13 (1) , Y 13 (1) , Z 13 (1) , W 13 (1) )|Z 13 (1) = W 13
(1) + α 3 = 0}
Thus we have resolved the accessible singularity S 13 . By the same way, we can obtain the following canonical coordinate systems.
Proposition 6.3. The system (1) has the following canonical coordinate systems with regard to the transformations r i r j r k :
z ,
,
r 3 (r 4 r 2 ) :x 16 = w 2 + 2yw + y 2 − xy 2 − zw 2 − 2yzw + α 2 y + α 4 (y + w), y 16 = 1/y,
y , r 3 (r 5 r 2 ) :x 17 = −xy 2 − zw 2 − 2yzw + α 2 y + α 5 (y + w), y 17 = 1/y,
Each coordinate system contains a two-parameter family of meromorphic solutions of (1).
Proposition 6.4.
On each affine open set (x i , y i , z i , w i , t) ∈ U i × B (i = 0, . . . , 17), each corresponding Hamiltonian H i on U i × B is expressed as a polynomial in x i , y i , z i , w i and a rational function in t.
It is still an open question whether the phase space of the system (1) can be covered by the original coordinate system (x, y, z, w) in addition to the canonical coordinate systems (x i , y i , z i , w i ) (i = 0, 1, . . . , 17).
7.
On some Hamiltonian structures of the system (8) In this section we will give some meromorphic solution spaces for the system (8).
Lemma 7.1. The rational vector fieldṽ associated with the system (8) has the following accessible singular points in P 4 :
This lemma can be proven by a direct calculation. 
Each coordinate system contains a three-parameter family of meromorphic solutions of (8) .
For example, we will blow up at the points P 1 and P 4 . At first, let us consider the resolution of accessible singular point P 1 . Locally, by the following 3 steps, we can resolve the accessible singular point P 1 .
Step 1: We blow up at the point P 1
In this coordinate system (q 2 (1) , p 2 (1) , r 2 (1) , m 2 (1) ), it is easy to see that there are two accessible singular loci, which are given as follows:
Step 2: We blow up along the surface S 1
, r 2 (2) = r 2 (1) , m 2 (2) = m 2 (1) .
Step 4: We blow up along the surface S
Step 5: We blow up along the surface
Thus we have resolved the accessible singular point P 1 . Next, let us consider the resolution of accessible singular point P 4 . Locally, by the following 7 steps, we can resolve the accessible singular point P 4 .
Step 1: We blow up at the point P 4
Step 2: We blow up along the surface {(q 3
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Step 4: We make a change of variables (see [3] )
Step 5: We take the coordinate system centered at {(q 3 (4) , p 3 (4) , r 3 (4) , m 3 (4) ) = (0, 0, 0, −t)}
Step 6: We blow up along the surface
Step 7: We blow up along the surface {(q 3 (6) , p 3 (6) , r 3 (6) , m 3 (6) )|r
Thus we have resolved the accessible singular point P 4 . By using the coordinate systems (x j , y j , z j , w j ) (j = 0, 1, . . . , 4), we will now make coordinate systems associated with other small meromorphic solution spaces. For example, we can take the coordinate system (x 2 , y 2 , z 2 , w 2 ) = (−((x − z)y − α 2 )y, 1/y, z, y + w). As a boundary coordinate system of this system (x 2 , y 2 , z 2 , w 2 ), we can take the coordinate system (X 2 , Y 2 , Z 2 , W 2 ) = (x 2 , y 2 , z 2 , 1/w 2 ). It is easy to see that there is an accessible singularity along the surface S 2 = {(X 2 , Y 2 , Z 2 , W 2 )| Z 2 = W 2 = 0}. Now we blow up along the accessible singularity S 2 .
Step 1: We blow up along the surface S 2
Step 2: We blow up along the surface {(X 2 (1) , Y 2 (1) , Z 2 (1) , W 2 (1) )|Z 2 (1) = W 2 (1) = 0}
Step 3: We make a change of variables (see [3] )
Step 4: We take the coordinate system centered at {(X 2 (3) , Y 2 (3) , Z 2 (3) , W 2 (3) ) = (0, 0, 0, −t)}. Step 5: We blow up along the surface {(X 2 (4) , Y 2 (4) , Z 2 (4) , W 2 (4) )|Z 2 (4) = W 2 (4) = 0}
Step 6: We blow up along the surface {(X 
Thus we have resolved the accessible singularity S 2 .
As another example, we can take the coordinate system (x 1 , y 1 , z 1 , w 1 ) = (1/x, − (xy + α 1 )x, z, w). As a boundary coordinate system of this system (x 1 , y 1 , z 1 , w 1 ) , we can take the coordinate system (X 1 , Y 1 , Z 1 , W 1 ) = (x 1 , y 1 , 1/z 1 , w 1 ). It is easy to see that there is an accessible singularity along the surface S 1 = {(X 1 , Y 1 , Z 1 , W 1 )| Z 1 = W 1 = 0}. Now we blow up along the accessible singularity S 1 .
Step 1: We blow up along the surface S 1
Step 2: We blow up along the surface {(X 1 (1) , Y 1 (1) , Z 1 (1) , W 1 (1) )|Z 1 (1) = W 1 (1) + α 3 = 0}
Thus we have resolved the accessible singularity S 1 . By the same way, we can obtain the following canonical coordinate systems. 
Each coordinate system contains a two-parameter family of meromorphic solutions of (8) . By using the above coordinate systems (x j , y j , z j , w j ) (j = 5, . . . , 9), we make the coordinate systems associated with other small meromorphic solution spaces by the same way. For example, we can take the coordinate system (x 5 , y 5 , z 5 , w 5 ) = (−((x − z)y − α 2 )y, 1/y, z, y + w − 2α 4 /z + t/z 2 ). As a boundary coordinate system of this system (x 5 , y 5 , z 5 , w 5 ), we can take the coordinate system (X 5 , Y 5 , Z 5 , W 5 ) = (1/x 5 , y 5 , z 5 , w 5 ). It is easy to see that there is an accessible singularity along the surface S 5 = {(X 5 , Y 5 , Z 5 , W 5 )|X 5 = Y 5 − 1 = 0}. Now we blow up along the accessible singularity S 5 .
Step 1: We blow up along the surface S 5
Step 2: We blow up along the surface {(X 
