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a b s t r a c t
A graph G = (V , E) is called (k, k′)-choosable if the following is
true: for any total list assignment L which assigns to each vertex x
a set L(x) of k real numbers, and assigns to each edge e a set L(e)
of k′ real numbers, there is a mapping f : V ∪ E → R such that
f (y) ∈ L(y) for any y ∈ V ∪ E and for any two adjacent vertices
x, x′,

e∈E(x) f (e) + f (x) ≠

e∈E(x′) f (e) + f (x′). In this paper,
we prove that if G is the Cartesian product of an even number of
even cycles, or the Cartesian product of an odd number of even
cycles and at least one of the cycles has length 4n for some positive
integer n, then G is (1, 3)-choosable. In particular, hypercubes of
even dimension are (1, 3)-choosable. Moreover, we prove that if G
is the Cartesian product of two paths or the Cartesian product of a
path and an even cycle, then G is (1, 3)-choosable. In particular, Q3
is (1, 3)-choosable.
© 2012 Elsevier Ltd. All rights reserved.
1. Introduction
A k-edge weighting of a graph G is a mapping w : E(G) → {1, 2, . . . , k}. An edge weighting w
induces a vertex colouring fw : V (G) → N defined by fw(v) = e∈E(v)w(e), where E(v) is the set
of edges of G incident to v. We say the edge weighting is proper if fw(u) ≠ fw(v) for any edge uv.
Edge weighting of graphs was introduced by Karoński et al. in 2004 [10]. They posed the following
conjecture which is referred as the 1, 2, 3-conjecture.
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Conjecture 1. Every graph without isolated edges has a proper edge weighting w such that w(e) ∈
{1, 2, 3} for every edge e.
The conjecture received a lot of attention and edge weighting of graphs has been studied
in [1,2,7,10,9,11,14]. The best result concerning 1, 2, 3-conjecture is obtained by Kalkowski et al.
in [9]. They proved that every graph without isolated edges has a proper edge weightingw such that
w(e) ∈ {1, 2, 3, 4, 5} for every edge e.
In 2008, Bartnicki et al. [6] considered the list version of this problem. Suppose each edge e
of G is assigned a set L(e) of real weights. A proper L-edge weighting is a proper edge weighting
w : E → ∪e∈E(G) L(e) such that for each edge e, w(e) ∈ L(e). A graph is k-edge weight choosable
if for any list assignment L for which |L(e)| = k,G has a proper L-edge weighting. They posed the
following conjecture:
Conjecture 2. Every graph without isolated edges is 3-edge weight choosable.
Conjecture 2 is verified for several classes of graphs, including complete graphs, complete bipartite
graphs and some other graphs. However it is unknown if there is a constant C such that every
connected graph G ≠ K2 is C-edge-weight-choosable.
Suppose G = (V , E) is a graph. A mappingw : V ∪ E → R is called a proper total weighting of G if
the vertex-colouring fw of G induced byw defined as
fw(x) =

e∈E(x)
w(e)+ w(x)
is a proper colouring of G, i.e., for any two adjacent vertices x and x′, fw(x) ≠ fw(x′). Przybyło
and Woźniak [12,13] considered total weighting of graphs. They posed the following conjecture and
named it the 1, 2-conjecture in [12]:
Conjecture 3. Every graph G has a proper total weighting w such that w(y) ∈ {1, 2} for all y ∈ V ∪ E.
They verified this conjecture for some special graphs, including complete graphs, 4-regular graphs
and graphs Gwithχ(G) ≤ 3. They also proved that every graph G has a proper total-weightingw such
that w(y) ∈ {1, 2, . . . , 11} for all y ∈ V ∪ E. This result was improved in [9] where it was shown w
can be chosen so thatw(v) ∈ {1, 2} for every vertex v andw(e) ∈ {1, 2, 3} for every edge e.
Wong and Zhu [16] considered the list version of this problem. A total list assignment of G is a
mapping L : V ∪ E → P (R) which assigns to each element y ∈ V ∪ E a set L(y) of real numbers
as permissible weights. Given a total list assignment L, a proper total weighting w is called a proper
L-total weighting if for each y ∈ V ∪ E, w(y) ∈ L(y). Given a pair (k, k′) of positive integers, a total list
assignment L is called a (k, k′)-total list assignment if |L(x)| = k for each vertex x ∈ V and |L(e)| = k′
for each edge e ∈ E. We say G is (k, k′)-total weight choosable ((k, k′)-choosable, for short) if for any
(k, k′)-total list assignment L,G has a proper L-total-weighting. It is known [16] that a graph is (k, 1)-
choosable if and only if it is k-choosable. On the other hand, if G is (1, k′)-choosable, then it is certainly
k′-edge-weight-choosable. So the concept of (k, k′)-choosable builds a bridge between the concept of
conventional choosability of graphs and edge-weight-choosability of graphs, and can be viewed as
a generalization of both choosability and edge-weight-choosability. The following conjectures were
proposed in [16]:
Conjecture 4. Every graph is (2, 2)-choosable.
Conjecture 5. Every graph with no isolated edges is (1, 3)-choosable.
However, it is still unknown if there are constants k, k′ such that every graph is (k, k′)-choosable. It
was shown in [16] that complete graphs, trees, cycles, generalized theta graphs are (2, 2)-choosable,
and complete bipartite graphs K2,n are (1, 2)-choosable and K3,n are (2, 2)-choosable. In [15], it is
proved that complete multipartite graphs of the form Kn,m,1,1,...,1 are (2, 2)-choosable and complete
bipartite graphs other than K2 are (1, 2)-choosable.
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Conjectures 4 and 5 are sharp in the sense that there are graphs Gwhich are non-(1, 2)-choosable.
For example, complete graphs are non-(1, 2)-choosable, a path on an odd number of edges is non-
(1, 2)-choosable. On the other hand, as speculated in [10], experiment suggests that, for almost all
graphs G, perhaps one can produce a proper edge-weighting of G using only weights 1 and 2. In the
same spirit, one may suspect that most graphs are actually (1, 2)-choosable. However, determining
whether a given graph is (k, k′)-choosable for any k, k′ seems to be difficult and not many graphs
are known to be (1, 2)-choosable. In [8], the authors proved a sequence of results concerning the
structure of (1, 2)-choosable trees and gave a linear time algorithm that determines whether a given
tree is (1, 2)-choosable.
Let G and H be graphs. The Cartesian product GH is the graph with vertex set V (G)× V (H)where
two vertices (u1, v1) and (u2, v2) are adjacent if and only if either u1 = u2 and v1v2 ∈ E(H) or v1 = v2
and u1u2 ∈ E(G).
In this paper, we prove some sufficient conditions for a bipartite graph to be (1, 3)-choosable. An
orientation of a bipartite graphwith partite sets A and B is balanced if each vertex in A is either a source
or a sink and each vertex in B has in-degree equals out-degree. It is proved that a bipartite graphwhich
has a balanced orientation is (1, 3)-choosable. We prove that if both G and H are k-regular bipartite
graphs, then the Cartesian product GH is balanced orientable, and if both G and H are balanced
orientable then GH is balanced orientable. As a consequence, hypercubes of even dimension are
balanced orientable and hence (1, 3)-choosable. It is also proved that the Cartesian product of two
paths is (1, 3)-choosable and the product of a path and an even cycle is (1, 3)-choosable.
2. Polynomials and permanents
Assume G = (V , E) is a simple graph, where V = {v1, v2, . . . , vn} and E = {e1, e2, . . . , em}. In the
study of edge weight choosability of graphs, Bartnicki et al. [6] considered a polynomial associated to
G. Fix an arbitrary orientation D of G and denote by E(D) the set of directed edges of D. Each edge e is
associated with a variable xe. Let
P(G) =

e=uv∈E(D)
 
e′∈E(v)
xe′ −

e′∈E(u)
xe′

.
It follows from the definition that an edge weighting w : E → R is a proper edge weighting if and
only if P(G) ≠ 0 when evaluated at xe = w(e) for e ∈ E(G).
In this paper, we consider total weighting, i.e., a mapping w that assigns weights to edges as well
as vertices of G. So we need a modification of the polynomial. Each vertex v of G is associated with
a variable xv , and each edge e of G is associated with a variable xe. Denote by X the set of variables
xv1 , xv2 , . . . , xvn , xe1 , xe2 , . . . , xem . For each vertex v of G, let Qv =

e∈E(v) xe + xv . Fix an arbitrary
orientation D of G. Let
P˜(G) = P˜(xv1 , xv2 , . . . , xvn , xe1 , xe2 , . . . , xem) =

(u,v)∈E(D)
(Qv − Qu).
Note that for each edge (u, v),Qv − Qu is a polynomial of degree 1 with variable set X . Thus P˜(G) is a
polynomial of degreem = |E(G)|with variable set X . For different orientationsD ofG, the polynomials
defined may differ by a sign, which is irrelevant for our purpose. For convenience, we use P˜(G) to
denote any polynomial defined through an arbitrary orientation of G.
Suppose w is a proper total weighting of G. Recall that fw is the colouring of G induced by w. By
definition, for each vertex u,
fw(u) = Qu(w(v1), w(v2), . . . , w(vn), w(e1), w(e2), . . . , w(em))
is equal to the evaluation of the polynomial Qu with xv = w(v) for each v ∈ V and xe = w(e) for each
edge e ∈ E. Thereforew is a proper total weighting if and only if
P˜(w(v1), w(v2), . . . , w(vn), w(e1), w(e2), . . . , w(em)) ≠ 0.
We shall use Combinatorial Nullstellensatz [3,5] in our proofs.
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Theorem 1. Let F be a field and let p(x1, x2, . . . , xn) be a polynomial in F [x1, x2, . . . , xn]. Suppose the
degree of p is equal to
n
j=1 tj and the coefficient of
n
j=1 x
tj
j in the expansion of p is nonzero. Then for
any subsets S1, S2, . . . , Sn of F with |Sj| = tj + 1, there exist s1 ∈ S1, s2 ∈ S2, . . . , sn ∈ Sn so that
p(s1, s2, . . . , sn) ≠ 0.
It follows from Combinatorial Nullstellensatz that if k : V ∪E → {0, 1, . . .} is a mapping such that
• v∈V k(v)+e∈E k(e) = m,
• the coefficient of the monomialv∈V xk(v)v e∈E xk(e)e in the expansion of P˜(G) is nonzero,
then for any total list assignment L with |L(v)| ≥ k(v) + 1 for all v ∈ V and |L(e)| ≥ k(e) + 1 for all
e ∈ E,G has a proper L-total weighting.
To calculate the coefficient of the term

v∈V xk(v)v

e∈E x
k(e)
e , we need to calculate the permanent
of some matrices.
For anm×m square matrix A = (aij), the permanent of A is defined by
per(A) =

σ
a1σ(1)a2σ(2) . . . amσ(m)
where σ is taken over all the permutations of {1, 2, . . . ,m}.
Let A be a matrix withm rows and s columns A1, A2, . . . , As. Let K = (k1, k2, . . . , ks) be a sequence
of non-negative integers with k1 + k2 + · · · + ks = m. Let A(K) be the square matrix in which the
jth column Aj is repeated kj times (in case kj = 0 then the column Aj does not appear). The following
lemma can be verified easily and was observed in [4].
Lemma 1. Let A be an m × s matrix. For the polynomial P(x1, x2, . . . , xs) = mi=1sj=1 aijxj, the
coefficient of xk11 x
k2
2 · · · xkss is equal to per(A(K))k1!···ks! .
Assume G is a graph with vertex set V = {v1, v2, . . . , vn} and edge set E = {e1, e2, . . . , em} and
with a fixed orientation. Let AG = [aeh]e∈E,h∈V∪E be the m× (n+ m)matrix defined as follows: For a
directed edge e = uv, let
aev = 1, aeu = −1,
and
aee′ =
1 if e′ is incident to v and not incident to u,
−1 if e′ is incident to u and not incident to v,
0 otherwise.
It is easy to verify that
P˜(G) =

e∈E

v∈V
aevxv +

e′∈E
aee′xe′

.
For each vertex v ∈ V (respectively, for each edge e ∈ E), we denote by Av (respectively, by Ae) the
column of AG indexed by v (respectively, indexed by e). So
AG = [Av1 , Av2 , . . . , Avn , Ae1 , Ae2 , . . . , Aem ].
For an edge h of G, denote by Av[h] (respectively, Ae[h]) the entry of Av (respectively, the entry of Ae)
at row h.
Let
K = (kv1 , kv2 , . . . , kvn , ke1 , ke2 , . . . , kem)
be a vertex of non-negative integers such that
n
j=1 kvj +
m
j=1 kej = m. If AG(K) has non-zero
permanent, then it follows from Lemma 1, the coefficient of the monomial
n
j=1 x
kvj
vj x
kej
ej in P˜(G) is
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non-zero. Hence by Theorem 1, if each vertex vj is given kvj + 1 permissible weights, and each edge ej
is given kej + 1 permissible weights, then there exists a proper total weighting of Gwith the weights
of the vertices and edges chosen from their permissible weights.
In particular, we have the following observation:
Observation 1. Let AG be the m× (n+m)matrix defined as above.
(1) If AG has a square submatrix whose permanent is nonzero, then G is (2, 2)-choosable (in this case, we
have kvj , kej ≤ 1).
(2) If there is a square matrix consisting of edge columns of AG such that each edge column occurs at most
twice and whose permanent is nonzero, then G is (1, 3)-choosable.
Here and below, columns Av for v ∈ V are called the vertex columns, and columns Ae for e ∈ E are
called the edge columns.
In the next two sections, we shall use (2) of Observation 1 to show certain graphs are (1, 3)-
choosable.
3. Orientations of bipartite graphs
This section presents some sufficient conditions for a graph to be (1, 3)-choosable.We say amatrix
or a vector is non-negative (resp. non-positive) if all its entries are non-negative (respectively, non-
positive).
Lemma 2. Let G be a graph with a fixed orientation. Assume there is a family F = {E1, E2, . . . , Eq} of
subsets of E(G), a mapping ∂ which assigns to each Ei a subset ∂(Ei) of E(G) such that the following are
true:
• All the Ei’s are disjoint and {∂(Ei) : i = 1, 2, . . . , q} is a partition of E(G).• For each 1 ≤ i ≤ q, 1 ≤ |Ei| ≤ |∂(Ei)| ≤ 2.• There is a sign assignment sign : E(G) → {+,−} such that for i = 1, 2, . . . , q,e∈Ei sign(e)Ae is
non-negative.
• For i = 1, 2, . . . , q, for any h ∈ ∂(Ei),e∈Ei sign(e)Ae[h] is nonzero.
Then G is (1, 3)-choosable.
Proof. Weshall first construct an |E(G)|×|E(G)| squarematrixM .We are interested in the permanent
ofM only. So the order of the columns is irrelevant. We just list the column vectors ofM .
If Ei = {e} consists of a single edge and |∂(Ei)| = 1, then choose sign(e)Ae as a column of M . If
Ei = {e} consists of a single edge and |∂(Ei)| = 2, then take two copies of the column sign(e)Ae as
two columns of M . If |Ei| = 2, then we take two copies of the column vectore∈Ei sign(e)Ae as two
columns ofM . So altogether we have |E| column vectors. As each Ae is a |E|-dimension vector,M is a
square matrix.
Now we show that per(M) ≠ 0. By the condition of the lemma, M is non-negative. So to prove
per(M) ≠ 0, it suffices to show that we can choose one nonzero entry for each column of M so that
all the chosen entries are from distinct rows. For the columns of M corresponding to Ei, we choose
the rows corresponding to the edges in ∂(Ei). By our assumption,

e∈Ei sign(e)Ae[h] is nonzero for
h ∈ ∂(Ei). Since {∂(Ei) : i = 1, 2, . . . , q} is a partition of E(G), rows chosen for distinct columns ofM
are distinct. Therefore per(M) ≠ 0.
We denote the columns of M by M1,M2, . . . ,M|E|. Let Γ be the set of all mappings ψ :
{1, 2, . . . , |E|} → {sign(e)Ae : e ∈ E(G)} such that if Mj = e∈Ei sign(e)Ae, then ψ(j) ∈ {sign(e)Ae :
e ∈ Ei}. Let Mψ be the matrix whose jth column is ψ(j). It follows from the definition of permanent
that
per(M) =

ψ∈Γ
per(Mψ ).
Since per(M) ≠ 0, it follows that for some ψ ∈ Γ , per(Mψ ) ≠ 0. Now each column ofMψ is an edge
column of AG (togetherwith a sign), and each edge column of AG occurs inMψ atmost twice. Therefore
by (2) of Observation 1, G is (1, 3)-choosable. 
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Observe that if Ei = {e} contains a single edge, then either Ae is non-negative or Ae is non-positive.
In the former case, all edges e′ adjacent to e are oriented towards e (i.e, towards the common end
vertex of e and e′), and in the later case, all edges e′ adjacent to e are oriented away from e. We call e
a sink edge in the former case and a source edge in the later case.
Lemma 3. If G is an oriented graph, e = uv, f = vw ∈ E(G), u is a sink and w is a source, then the
column vector Ae − Af is non-negative. Moreover, Ae[h] − Af [h] is not zero for edge h which is incident to
either u or w. In particular, Ae[e] − Af [e] and Ae[f ] − Af [f ] are both non-zero.
Proof. Since u is a sink andw is a source, the column vector Au is non-negative and Aw is non-positive.
It is easy to verify from the definition ofAG thatAe = Au+Av, Af = Av+Aw . ThereforeAe−Af = Au−Aw
is non-negative. The remaining part of this lemma follows easily by definition of the vectors. 
Assume G is a bipartite graph and φ is a proper 2-colouring of its vertices. An orientation of G is
called a balanced orientation for (φ, 1) (resp., for (φ, 2)) if each vertex v with φ(v) = 1 (resp. with
φ(v) = 2) is either a sink or a source and each vertex v with φ(v) = 2 (resp. with φ(v) = 1)
has out-degree equals in-degree. A balanced orientation of G for (φ, 1) can be given as a mapping
θ : φ−1(1) → {s, t}, where θ(v) = s if v is a source and θ(v) = t if v is a sink. We say G is balanced
orientable G has a balanced orientation for (φ, 1) and also a balanced orientation for (φ, 2).
Theorem 2. Assume G is a bipartite graph and φ is a proper 2-colouring of its vertices. If G has a balanced
orientation for (φ, 1), then G is (1, 3)-choosable.
Proof. For each vertex v of colour 2 (i.e., φ(v) = 2), if dG(v) = 2k, then we partition the edges of G
incident to v into k 2-subsets, and each subset consists of two edges that form a path connecting a
source to a sink. By considering all the vertices of colour 2, we obtain a partition E1, E2, . . . , Eq of E(G)
into 2-subsets, where each Ei consists of two edges that form a path connecting a source to a sink. By
Lemma 3, there is a sign assignment so that for each i ∈ {1, 2, . . . , q},e∈Ei sign(e)Ae is non-negative.
By the moreover part of Lemma 3, for any h ∈ Ei,e∈Ei sign(e)Ae[h] is non-zero. By Lemma 2 (with
∂(Ei) = Ei for i = 1, 2, . . . , q), G is (1, 3)-choosable. 
Suppose G is an oriented graph. A 4-cycle C = (u1, u2, u3, u4) is called a source cycle (resp., a sink
cycle) if all edges between C or V − C are oriented away from C (resp., towards C).
Lemma 4. Let G be an oriented graph, and C = (u1, u2, u3, u4) be a 4-cycle in G. Let ei = uiui+1 for
i = 1, 2, 3 and e4 = u4u1. If C is a sink cycle (resp. a source cycle), then Ae1 + Ae3 = Ae2 + Ae4 are
non-negative (resp. non-positive). Moreover, for any edge h of G not in C but incident to a vertex of C,
Ae1 [h] + Ae3 [h] = Ae2 [h] + Ae4 [h] is not zero.
Proof. Assume C is a sink cycle. We have Ae1 + Ae3 = Au1 + Au2 + Au3 + Au4 = Ae2 + Ae4 . For each
edge h ∈ C , the entry of Ae1 [h] + Ae3 [h] is 0. For any edge h of G not in C but incident to a vertex of
C, Ae1 [h] + Ae3 [h] is positive. For all other edges h, Ae1 [h] + Ae3 [h] = 0. So Ae1 + Ae3 = Ae2 + Ae4 are
non-negative. The other half of this lemma is proved similarly. 
4. Cartesian product of cycles
Theorem 3. If both G and H are k-regular bipartite graphs, then the Cartesian product GH is balanced
orientable, and hence GH is (1, 3)-choosable.
Proof. Let φ be a proper 2-colouring of G andψ be a proper 2-colouring of H , where the colours used
by φ andψ are 1, 2. The vertex set of GH is {(u, v) : u ∈ V (G), v ∈ V (H)}, and ζ : V (GH)→ {1, 2}
defined as ζ ((u, v)) = 1 if φ(u) = ψ(v) and ζ ((u, v)) = 2 otherwise is a proper 2-colouring
of GH . We orient the edges of GH as follows: if φ(u) = ψ(v) = 1, then (u, v) is a source; if
φ(u) = ψ(v) = 2 then (u, v) is a sink. We shall show that this orientation is a balanced orientation
of GH for (ζ , 1).
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Assume (u, v) is a vertex with ζ ((u, v)) = 2. Without loss of generality, we may assume that
φ(u) = 1 and ψ(v) = 2. The neighbours of (u, v) are X ∪ Y , where X = {(u′, v) : (u′, u) ∈ E(G)} and
Y = {(u, v′) : (v, v′) ∈ E(H)}. By the orientation defined above, X is a set of sinks, and Y is a set of
sources. As both G and H are k-regular, we have |X | = |Y | = k. So the orientation is indeed a balanced
orientation of GH for (ζ , 1). Similarly, there is a balanced orientation of GH for (ζ , 2). Therefore
GH is balanced orientable and hence is (1, 3)-choosable. 
Theorem 4. If G and H are both balanced orientable bipartite graphs, then GH is balanced orientable.
Proof. Let φ be a proper 2-colouring of G andψ be a proper 2-colouring of H , where the colours used
by φ and ψ are 1, 2. Let θ1 : φ−1(1)→ {s, t} (resp., θ2 : φ−1(2)→ {s, t}, ρ1 : ψ−1(1)→ {s, t}, ρ2 :
ψ−1(2)→ {s, t}) be a balanced orientation of G for (φ, 1) (resp., a balanced orientation of G for (φ, 2),
a balanced orientation of H for (ψ, 1), a balanced orientation of H for (ψ, 2)).
The vertex set of GH is {(u, v) : u ∈ V (G), v ∈ V (H)}. Let ζ be the proper 2-colouring of GH
defined as ζ ((u, v)) = 1 if φ(u) = ψ(v) and ζ ((u, v)) = 2 if φ(u) ≠ ψ(v).
We orient the edges of GH as follows: If φ(u) = ψ(v) = 1 and θ1(u) = ρ1(v) or φ(u) =
ψ(v) = 2 and θ2(u) = ρ2(v) then (u, v) is a source; if φ(u) = ψ(v) = 1 and θ1(u) ≠ ρ1(v) or
φ(u) = ψ(v) = 2 and θ2(u) ≠ ρ2(v) then (u, v) is a sink.
Now we show that the above orientation is a balanced orientation of GH for (ζ , 1). Assume
(u, v) is a vertex with ζ ((u, v)) = 2. Without loss of generality, we may assume that φ(u) = 1
and ψ(v) = 2. The neighbours of (u, v) are X ∪ Y , where X = {(u′, v) : (u′, u) ∈ E(G)} and
Y = {(u, v′) : (v, v′) ∈ E(H)}. For (u′, v) ∈ X , we have φ(u′) = ψ(v) = 2. Since θ2 is a balanced
orientation of G for (φ, 2), by the definition above, exactly half of the vertices of X are sources in GH ,
and the other half are sinks. Similarly, exactly half of the vertices of Y are sources in GH , and the
other half are sinks. Therefore half of the neighbours of (u, v) are sources and the other half are sinks,
i.e., the orientation is balanced orientation of GH for (ζ , 1). Similarly, there is a balanced orientation
of GH for (ζ , 2). Therefore GH is balanced orientable. 
It is easy to verify that an even cycle C is balanced orientable if and only if its length is a multiple
of 4.
Corollary 1. If G is the Cartesian product of an even number of even cycles, or is the Cartesian product of
an odd number of even cycles and at least one of the cycles has length 4n for some positive integer n, then
G is balanced orientable, and hence is (1, 3)-choosable.
Proof. If G is the product of 2k even cycles, then we can write G = HH ′, where each of H,H ′ is a
Cartesian product of k even cycles. Then both H and H ′ are 2k-regular bipartite graphs. By Theorem 3,
G is balanced orientable. Assume G is the product of (2k + 1) even cycles and one of the cycle has
length 4n for some positive integer n. Then G can be written as G = HC , where H is the Cartesian
product of 2k even cycles and hence is balanced orientable, and C is a cycle of length 4n for some
positive integer n and hence is also balanced orientable. By Theorem 4, G is balanced orientable. 
The hypercube Q2n is the Cartesian product of n copies of C4. So we have the following corollary.
Corollary 2. For each positive integer n, the hypercube Q2n is (1, 3)-choosable.
Fig. 1 shows the hypercube Q6 as the Cartesian product of three copies of C4, where C4C4 lies in
the xy-plane and for each vertex on xy-plane, there is another C4 on z-axis. A balanced orientation
of Q6 is illustrated in Fig. 1 (where the black vertices denote sink vertices and white vertices denote
source vertices).
5. The grids
This section proves that the grids are (1, 3)-choosable.
Theorem 5. The Cartesian product G = PmPn is (1, 3)-choosable for m+ n ≥ 4.
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Fig. 1. A balanced orientation of Q6 = C4C4C4 (not all the vertices are shown in the figure).
Proof. Ifm = 1 or n = 1, then G is a path of length at least 2, and hence is (1, 3)-choosable [6,16].
Assume m ≥ 2 and n ≥ 2. The vertex set of G = PmPn is {(i, j) : i ∈ {0, 1, . . . ,m − 1}, j ∈
{0, 1, . . . , n− 1}}. Let A = {(i, j) : i+ j ≡ 0(mod 2)} and B = {(i, j) : i+ j ≡ 1(mod 2)}.
We shall later divide the discussion into a few cases. In each case, we need an orientation of G. First
we shall define an orientation which is used in all cases, except for Case 3(b) described below.
The edges of G are oriented so that if i + j ≡ 2(mod 4) then (i, j) is a source; if i + j ≡ 0(mod 4)
then (i, j) is a sink.
We draw the graph G so that edges ei,j = (i, j)(i+1, j) are horizontal and edges εi,j = (i, j)(i, j+1)
are vertical.
Let I = {(i, j) : 0 ≤ i ≤ m− 2, 0 ≤ j ≤ n− 2, i+ j is odd}. For each (i, j) ∈ I , the 4-cycle Ci,j with
vertex (i, j) as its left-bottom vertex is either a source cycle or a sink cycle.
We shall use Lemma 2 to prove G is (1, 3)-choosable. For this purpose, we need to define a family
F of subsets of E(G) and define a mapping ∂ as stated in Lemma 2. Let E ′ = E(G) \ ∪(i,j)∈I E(Ci,j) be
the set of edges not contained in the source or sink cycles Ci,j. It can be verified easily that each edge
e ∈ E ′ is either a source edge or a sink edge.
For each (i, j) ∈ I , let X(i, j) be the 2-subset consisting of the two horizontal edges of Ci,j and let
Y (i, j) be the 2-subset consisting of the two vertical edges of Ci,j. As Ci,j is either a source cycle or a
sink cycle, and each edge e ∈ E ′ is either a source edge or a sink edge, there is a sign assignment sign :
E(G) → {+,−} such that for any (i, j) ∈ I,e∈X(i,j) sign(e)Ae is non-negative,e∈Y (i,j) sign(e)Ae is
non-negative (by Lemma 4), and for any e ∈ E ′, sign(e)Ae is non-negative (by definition).
In our construction of F , for each (i, j) ∈ I,F either contains X(i, j) or contains both X(i, j) and
Y (i, j). Also F contains some singleton sets {e} such that e ∈ E ′. Depending on the parities of n and
m, the construction of F are different. For simplicity, we shall specify, in each case, a subset F of E ′
which consists of those edges e for which {e} ∈ F . For simplicity, instead of writing {e} ∈ F , wewrite
e ∈ F
After F is constructed, we shall define the mapping ∂ . For (i, j) ∈ I , if both X(i, j), Y (i, j) are in F ,
instead of defining ∂(X(i, j)) and ∂(Y (i, j)), we define ∂(X(i, j)) ∪ ∂(Y (i, j)) together, and denote this
union by ∂(Ci,j). We can do this because the requirements for edges in ∂(X(i, j)) and edges in ∂(Y (i, j))
are the same: each h ∈ ∂(X(i, j)) ∪ ∂(Y (i, j)) is an edge incident to Ci,j but not contained in Ci,j. So
∂(Ci,j)will be a set of four edges incident to Ci,j but not contained in Ci,j. For e ∈ F , instead of writing
∂({e}), we write ∂(e). In case ∂(e) = {e′} is a single edge, we write ∂(e) = e′. And the requirement
for edges in ∂(e) is: each h ∈ ∂(e) is an edge incident to e (so that h ∈ ∂(e), sign(e)Ae[h] ≠ 0 by
definition).
Case 1.m, n are odd.
Refer to Fig. 2 (where the black vertices denote sink vertices and white vertices denote source
vertices, and thicker edges denote sink(or source) edges), it is straightforward to verify that
E ′ = {ei,0 : i = 0, 2, . . . ,m− 3} ∪ {ei,n−1 : i = 1, 3, . . . ,m− 2}
∪ {ε0,j : j = 0, 2, . . . , n− 3} ∪ {εm−1,j : j = 1, 3, . . . , n− 2}.
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Fig. 2. P5P3 .
In this case, we let F = E ′ and F = {X(i, j), Y (i, j) : (i, j) ∈ I} ∪ F .
If i is even, then ∂(Ci,j) = {ei+1,j, ei+1,j+1, εi,j−1, εi+1,j−1} (the two horizontal edges to the right of
Ci,j and the two vertical edges below Ci,j). If i is odd, then let ∂(Ci,j) = {ei−1,j, ei−1,j+1, εi,j+1, εi+1,j+1}
(the two horizontal edges to the left of Ci,j and the two vertical edges above Ci,j). Since ∂(Ci,j) are four
edges not in Ci,j but incident to Ci,j, we know that for any h ∈ ∂(Ci,j),e∈X(i,j) sign(e)Ae[h] ≠ 0 and
e∈Y (i,j) sign(e)Ae[h] ≠ 0. Moreover, it is straightforward to check (refer to Fig. 2) that ∂(Ci,j) are
pairwise disjoint.
Next we define the mapping ∂ on F . In this case, and for each e ∈ F , ∂(e) is a single edge (adjacent
to e) defined as follows:
∂(ei,0) = ei+1,0, ∂(ei,n−1) = ei−1,n−1, ∂(ε0,j) = ε0,j+1, ∂(εm−1,j) = εm−1,j−1.
It is easy to verify (refer to Fig. 2) that the defined mapping satisfies the requirements.
Case 2.m, n are even.
In this case, E ′ = {ei,j : i = 0, 2, . . . ,m−2; j = 0, n−1}∪{εi,j : i = 0,m−1; j = 0, 2, . . . , n−2}.
Let F = E ′ and let
F = {X(i, j), Y (i, j) : i < m− 2 and j < n− 2} ∪ {X(i, j) : i = m− 2 or j = n− 2} ∪ F .
First we define ∂(Ci,j) (when both X(i, j) and Y (i, j) are in F ) and ∂(X(i, j)) (when X(i, j) ∈ F
and Y (i, j) ∉ F ). For even i, let ∂(Ci,j) = {ei+1,j, ei+1,j+1, εi,j−1, εi+1,j+1} for i < m − 2 and let
∂(X(m− 2, j)) = {εm−2,j−1, εm−1,j+1}.
For odd i, let ∂(Ci,j) = {ei−1,j+1, ei+1,j, εi,j+1, εi+1,j+1} for j < n − 2 and let ∂(X(i, n − 2)) =
{ei−1,n−1, ei+1,n−2}.
For each e ∈ E ′, ∂(e) is defined as follows:
∂(ei,0) = {ei+1,0, εi+1,0}, for i < m− 2,
∂(em−2,0) = εm−1,0,
∂(ei,n−1) = {ei−1,n−1, εi,n−2}, for i > 0,
∂(e0,n−1) = ε0,n−2,
∂(ε0,j) = {e0,j, ε0,j−1}, for j > 0,
∂(ε0,0) = e0,0,
∂(εm−1,j) = {em−2,j+1, εm−1,j+1}, for j < n− 2,
∂(εm−1,n−2) = em−2,n−1.
It is easy (a little tedious) to verify that the defined mapping satisfies the requirements.
Case 3.m is odd, n is even.
Case 3(a). n ≥ 4.
In this case, we have
E ′ = {ei,j : i = 0, 2, . . . ,m− 3; j = 0, n− 1}
∪ {ε0,j : j = 0, 2, . . . , n− 2} ∪ {εm−1,j : j = 1, 3, . . . , n− 3}.
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Fig. 3. P5P2 .
Let F = E ′ \ {ε0,0} and let F = {X(i, j), Y (i, j) : j < n− 2} ∪ {X(i, n− 2)} ∪ F .
Now we define ∂(Ci,j) (when both X(i, j), Y (i, j) are in F ) and ∂(X(i, j)) (when X(i, j) is in F
and Y (i, j) is not). For even i, let ∂(Ci,j) = {ei+1,j, ei+1,j+1, εi,j−1, εi+1,j+1}. For odd i, let ∂(Ci,j) =
{ei−1,j, ei−1,j+1, εi,j+1, εi+1,j+1} for j < n− 2 and ∂(X(i, n− 2)) = {ei−1,n−2, ei−1,n−1}.
For each e ∈ F , ∂(e) is defined as follows:
Let
∂(ei,0) = {ei+1,0, εi+1,0},
∂(ei,n−1) = {ei+1,n−1, εi,n−2},
∂(ε0,j) = ε0,j−1,
∂(εm−1,j) = εm−1,j−1, for j < n− 3,
∂(εm−1,n−3) = {εm−1,n−4, εm−1,n−2}.
It is straightforward to verify that the defined mapping satisfies the requirements.
Case 3(b). n = 2.
In this case, we need to slightlymodify the orientation, for otherwise, εm−1,0 cannot be in the image
of ∂ . We change the vertex (m− 1, 0) into a sink if it is source, change it into source if it is a sink. Let
J = {(i, 0) : i = 1, 3, . . . ,m − 4} = I \ {(m − 2, 0)}. For each (i, j) ∈ J , the 4-cycle Ci,j with vertex
(i, j) as its left-bottom vertex is either a source cycle or a sink cycle.
Let E ′′ = E(G) \ ∪(i,j)∈J E(Ci,j). Hence
E ′′ = {ei,j : i = 0, 2, 4, . . . ,m− 5,m− 3,m− 2; j = 0, 1}
∪ {εi,0 : i = 0,m− 2,m− 1}.
Let F = E ′′ \ {em−3,0, em−2,0} and F = {X(i, 0) : (i, 0) ∈ J} ∪ F . Note that each edge e ∈ F is either
a source edge or a sink edge.
Define ∂(X(i, 0)) = {ei−1,1, ei+1,0} for (i, j) ∈ J . For e ∈ F , ∂(e) is defined as follows:
∂(ei,0) = {ei+1,0, εi+1,0}, ∂(ei,1) = {ei−1,1, εi,0} for i ≠ 0,m− 2, ∂(e0,1) = ε0,0,
∂(em−2,1) = {εm−2,0, εm−1,0},
∂(ε0,0) = e0,0, ∂(εm−2,0) = {em−3,1, em−2,1}, ∂(εm−1,0) = em−2,0.
It is easy to check (refer to Fig. 3) that the defined mapping satisfies the requirements. 
6. Cartesian product of a path and a cycle
This section proves that the Cartesian product of a path and an even cycle is (1, 3)-choosable.
Theorem 6. The Cartesian product C2nPk is (1, 3)-choosable.
Proof. The vertex set of G = C2nPk is
{(i, j) : i ∈ {0, 1, . . . , 2n− 1}, j ∈ {0, 1, . . . , k− 1}}.
Similarly, we orient the edges of G so that if i+ j ≡ 2(mod 4) then (i, j) is a source; if i+ j ≡ 0(mod 4)
then (i, j) is a sink. We draw the graph so that edges ei,j = (i, j)(i + 1, j) are horizontal edges and
edges εi,j = (i, j)(i, j+ 1) are vertical edges.
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Let
I = {(i, j) : 0 ≤ i ≤ 2n− 1, 0 ≤ j ≤ k− 2, i+ j is odd},
I ′ = {(i, j) : 0 ≤ i ≤ 2n− 2, 0 ≤ j ≤ k− 2, i+ j is odd},
I∗ = {(2n− 1, j) : 0 ≤ j ≤ k− 2, j is even}.
Similarly as before, let Ci,j be the 4-cycle whose left-bottom vertex is (i, j), and let X(i, j) be the
2-subset consisting of the two horizontal edges of Ci,j, and let Y (i, j) be the 2-subset consisting of
the two vertical edges of Ci,j.
If n is even, then for (i, j) ∈ I , each of the 4-cycles Ci,j is either a source cycle or a sink cycle. If n is
odd, then for (i, j) ∈ I ′, each of the 4-cycles Ci,j is either a source cycle or a sink cycle.
Again, we shall use Lemma 2 to prove G is (1, 3)-choosable, and we need to define a family F of
subsets of E(G) and define a mapping ∂ as stated in Lemma 2. Let E ′ = E(G) \ ∪(i,j)∈I E(Ci,j) be the
set of edges not contained in the cycles Ci,j, and let F be the set of sink (source) edges contained in E ′.
The family F contains all singleton subsets {e} for e ∈ F . The remaining part of F and the mapping ∂
on F are defined below. We use the convention 2n = 0 in the first coordinate.
Case 1. n is even.
In this case, Ci,j is either a source cycle or a sink cycle for (i, j) ∈ I , and each edge of E ′ is either a
sink edge or source edge (i.e. F = E ′). We denote ∂(X(i, j) ∪ Y (i, j)) by ∂(Ci,j) for (i, j) ∈ I .
Case 1(a). k is odd.
In this case,
F = E ′ = {ei,0 : i = 0, 2, . . . , 2n− 2} ∪ {ei,k−1 : i = 1, 3, . . . , 2n− 1}.
Let F = {X(i, j), Y (i, j) : (i, j) ∈ I} ∪ F .
If i is even, then let ∂(Ci,j) = {ei+1,j, ei+1,j+1, εi,j−1, εi+1,j−1}. If i is odd, then let ∂(Ci,j) =
{ei+1,j, ei+1,j+1, εi,j+1, εi+1,j+1}. For e ∈ F , ∂(e) is a single edge defined as follows:
∂(ei,0) = ei+1,0, ∂(ei,k−1) = ei−1,k−1.
It is straightforward to verify that the defined mapping satisfies the requirements.
Case 1(b). k is even.
In this case, F = E ′ = {ei,j : i = 0, 2, . . . , 2n− 2; j = 0, k− 1}. Let
F = {X(i, j), Y (i, j) : (i, j) ∈ I and j < k− 2} ∪ {X(i, k− 2) : (i, k− 2) ∈ I} ∪ F .
We define ∂ on F as follows: If i is even, then let ∂(Ci,j) = {ei+1,j, ei+1,j+1, εi,j−1, εi+1,j+1}. If i is
odd, then let ∂(Ci,j) = {ei+1,j, ei+1,j+1, εi,j+1, εi+1,j+1} and let ∂(X(i, k− 2)) = {ei+1,k−2, ei+1,k−1}. For
each e ∈ F , ∂(e) contains two edges: ∂(ei,0) = {ei+1,0, εi+1,0} and ∂(ei,k−1) = {ei−1,k−1, εi,k−2}. It is
straightforward to verify that the defined mapping satisfies the requirements.
Case 2. n is odd.
In this case, for (i, j) ∈ I ′, Ci,j is either a source cycle or a sink cycle. For (i, j) ∈ I∗, the 4-cycle Ci,j
with (i, j) as its left-bottom vertex is neither a source cycle nor a sink cycle. Indeed, for (i, j) ∈ I∗, one
of the following holds:
• (i+ 1, j) is a sink, (i, j+ 1) is a source, εi+1,j is a sink edge and εi,j is a source edge.
• (i+ 1, j) is a source and (i, j+ 1) is a sink; εi+1,j is a source edge and εi,j is a sink edge.
For (i, j) ∈ I∗, let A(i, j) = {εi+1,j} and B(i, j) = {ei,j, εi,j}. For (i, j) ∈ I∗, let
T1(i, j) = {ei,j, εi,j, εi,j+1, εi+1,j+1},
T2(i, j) = {ei+1,j, ei+1,j+1, ei,j+1, εi+1,j},
T3(i, j) = {ei+1,j, ei+1,j+1, εi,j+1, εi+1,j+1}.
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Claim 1. For (i, j) ∈ I∗ and q ∈ {1, 2, 3}, there is a mapping ∂q which assigns to subsets A(i, j) and B(i, j)
a subset ∂q(A(i, j)) and ∂q(B(i, j)) satisfies the following:
1. |∂q(A(i, j))| = |∂q(B(i, j))| = 2.
2. There is a sign assignment sign : E(G) → {+,−} such that e∈A(i,j) sign(e)Ae is non-negative and
e∈B(i,j) sign(e)Ae is non-negative.
3. For any h ∈ ∂q(A(i, j)),e∈A(i,j) sign(e)Ae[h] is nonzero, and for any h ∈ ∂q(B(i, j)),e∈B(i,j) sign(e)
Ae[h] is nonzero.
4. ∂q(A(i, j)) ∪ ∂q(B(i, j)) = Tq.
Proof. By the observation above, the single edge in A(i, j) is either a sink edge or a source edge, and the
two edges in B(i, j) form a path connecting a source and a sink. Therefore the required sign assignment
exists. For the mapping ∂q, let
∂1(A(i, j)) = {ei,j, εi+1,j+1}, ∂1(B(i, j)) = {εi,j, εi,j+1},
∂2(A(i, j)) = {ei+1,j, ei+1,j+1}, ∂2(B(i, j)) = {ei,j+1, εi+1,j},
∂3(A(i, j)) = {ei+1,j+1, εi+1,j+1}, ∂3(B(i, j)) = {ei+1,j, εi,j+1}.
It is straightforward to verify that for q ∈ {1, 2, 3}, the mapping ∂q satisfies the requirements of the
lemma. 
The remainder of the proof is divided further into two subcases. For convenience, if for (i, j) ∈
I∗, A(i, j) and B(i, j) are contained in F , then instead of defining ∂(A(i, j)) and ∂(B(i, j)) separately,
we simply define their union and denote the union by ∂(C∗(i, j)). For (i, j) ∈ I ′, we denote ∂(X(i, j) ∪
Y (i, j)) by ∂(Ci,j).
Case 2(a). k is odd.
In this case, E ′ = {ei,0 : i = 0, 2, . . . , 2n − 2} ∪ {ei,k−1 : i = 1, 3, . . . , 2n − 1} and F =
E ′ \ {e2n−2,0, e2n−1,k−1}. Let
F = {X(i, j), Y (i, j) : (i, j) ∈ I ′} ∪ {A(i, j), B(i, j) : (i, j) ∈ I∗} ∪ F .
For (i, j) ∈ I ′, we define ∂(Ci,j) as follows: for even i, let ∂(Ci,j) = {ei+1,j, ei+1,j+1, εi,j−1, εi+1,j−1}
and for odd i, let ∂(Ci,j) = {ei+1,j, ei+1,j+1, εi,j+1, εi+1,j+1}.
For (i, j) ∈ I∗, we define ∂(C∗i,j) = T3(i, j) = {ei+1,j, ei+1,j+1, εi,j+1, εi+1,j+1}.
For each e ∈ F , ∂(e) is defined as follows:
Let ∂(ei,0) = {ei+1,0} for i > 0, ∂(e0,0) = {e1,0, e2n−1,0} and ∂(ei,k−1) = {ei−1,k−1} for i <
2n−3, ∂(e2n−3,k−1) = {e2n−4,k−1, e2n−2,k−1}. Using Claim1, it is easy to check that the definedmapping
satisfies the requirements.
Case 2(b). k is even.
In this case, E ′ = {ei,j : i = 0, 2, . . . , 2n− 2; j = 0, k− 1} and F = E ′ \ {e2n−2,0, e0,k−1}. Let
F = {X(i, j), Y (i, j) : (i, j) ∈ I ′ and i = 1 or j < k− 2}
∪ {X(i, k− 2) : (i, j) ∈ I ′ and 1 < i} ∪ {A(i, j), B(i, j) : (i, j) ∈ I∗} ∪ F .
For e ∈ F , we define ∂(e) by ∂(ei,0) = {ei+1,0, εi+1,0} and ∂(ei,k−1) = {ei−1,k−1, εi,k−2}. Assume
(i, j) ∈ I ′.
If i = 1, then let
∂(C1,j) = {e2,j, e2,j+1, ε1,j−1, ε2,j−1} for j > 0,
∂(C1,0) = {e0,0, e0,1, e2,0, e2,1}.
If i > 1, in case j < k− 2, then let
∂(Ci,j) = {ei+1,j, ei+1,j+1, εi,j−1, εi+1,j+1} for even i,
∂(Ci,j) = {ei+1,j, ei+1,j+1, εi,j+1, εi+1,j+1} for odd i,
and (for j = k− 2) let ∂(X(i, k− 2)) = {ei+1,k−2, ei+1,k−1}.
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Fig. 4. C6P4 .
Assume (i, j) ∈ I∗. If k ≥ 4, then let (by Claim 1)
∂(C∗2n−1,j) = T3(2n− 1, j) = {e0,j, e0,j+1, ε2n−1,j+1, ε0,j+1} for 0 < j < k− 2,
∂(C∗2n−1,0) = T1(2n− 1, 0) = {e2n−1,0, ε2n−1,0, ε2n−1,1, ε0,1},
∂(C∗2n−1,k−2) = T2(2n− 1, k− 2) = {e0,k−2, e0,k−1, e2n−1,k−1, ε0,k−2}.
If k = 2, then replace A(2n − 1, k − 2) = {ε0,0} in F by {e2n−1,1, ε0,0} and let
(by Lemma 3) ∂({e2n−1,0, ε2n−1,0}) ∪ ∂({e2n−1,1, ε0,0}) = {e2n−1,0, ε2n−1,0} ∪ {e2n−1,1, ε0,0} =
{e2n−1,0, ε2n−1,0, e2n−1,1, ε0,0}.
It is easy to check (refer to Fig. 4) that the defined mapping satisfies the requirements. 
Corollary 3. The hypercube Q3 is (1, 3)-choosable.
We are unable to prove that the other hypercubes of odd dimension are also (1, 3)-choosable.
Nevertheless, these hypercubes are at least (2, 3)-choosable and (1, 4)-choosable.
Proposition 1. Hypercube Q2n+1 is (2, 3)-choosable and (1, 4)-choosable for n ≥ 1.
Proof. Let the vertex set of hypercube G = Q2n+1 = C4C4 · · ·C4K2 be
{(i1, i2, . . . , in+1) : ij ∈ {0, 1, 2, 3} for j ∈ {1, 2, . . . , n}, in+1 ∈ {0, 1}}.
The graph G is bipartite with partite sets A, B, where A = {(i1, i2, . . . , in+1) : i1 + · · · + in+1 ≡
0(mod 2)} and B = {(i1, i2, . . . , in+1) : i1 + · · · + in+1 ≡ 1(mod 2)}. Note that G have 22n+1 vertices
and (2n+ 1)22n edges.
We orient the edges of Q2n+1 so that if i1+· · ·+ in+1 ≡ 2(mod 4) then (i1, i2, . . . , in+1) is a source;
if i1+ · · · + in+1 ≡ 0(mod 4) then (i1, i2, . . . , in+1) is a sink. Let F be the perfect matching of Gwhich
connecting the vertices (i1, i2, . . . , in, 0) and (i1, i2, . . . , in, 1) for all ij ∈ {0, 1, 2, 3}.
Similarly as in Theorem 2, the edges of G − F can be partitioned into 2-subsets E1, E2, . . . , En22n
such that for each i ∈ {1, 2, . . . , n22n}, the two edges in Ei form a path connecting two A-vertices,
one is a source and the other is a sink. We take two copies of the vector

e∈Ei sign(e)Ae for each
i ∈ {1, 2, . . . , n22n}, so altogether we have 2n22n vectors. Use these 2n22n vectors and 22n vectors Av
for v ∈ A as column vectors to form an |E(G)| × |E(G)| square matrix M . Then M is a square matrix
with each column vector is either non-negative or non-positive. Observe that Av[h] is non-zero if and
only if edge h is incident to vertex v. For each v ∈ A, there are 2n+ 1 column vectors ofM is a form of
Av or Av −Av′ for v′ ∈ A. Since each edge of G is incident to a vertex of A and the degree of each vertex
is 2n+ 1, it is easy to see per(M) ≠ 0. Since each edge column occurs at most twice and each vertex
column occurs at most once, G is (2, 3)-choosable.
Let F ′ be another perfect matching of G such that each component of G[F ∪ F ′] is a 4-cycle which
contains one sink and one source in G[F ∪ F ′]. According to the orientation of G, F ′ exists. Similarly,
the edges of G[F ∪ F ′] can also be partitioned into 2-subsets En22n+1, En22n+2, . . . , En22n+22n such that
for each i ∈ {1, 2, . . . , n22n}, the two edges in Ei form a path connecting two A-vertices, one is a
source and the other is a sink. Let ∂(Ei) = Ei for i ∈ {1, 2, . . . , n22n} and ∂(Ei) = Ei ∩ F for
i ∈ {n22n + 1, . . . , n22n + 22n}. There is a sign assignment sign : E(G) → {+,−} such that for all
i,

e∈Ei sign(e)Ae is non-negative. For all i, for any h ∈ ∂(Ei),

e∈Ei sign(e)Ae[h] is nonzero. Similarly
1738 T.-L. Wong et al. / European Journal of Combinatorics 33 (2012) 1725–1738
as in Lemma 2, the permanent ofM is non-zero. Since each edge column occurs at most three times,
G is (1, 4)-choosable. 
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