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ABSTRACT
Machining process modeling & simulation as well as in-process monitoring and control
have been identified as key technological factors to power efficient manufacturing
facilities of tomorrow. The effective utilization of process models and in-process control
are aimed towards improving profitability of the manufacturing process. To that end, the
objective of this research work is to improve machining performance by implementing
in-process control using model based control strategies, while considering stochastic
models of machining process. Towards satisfying that objective, three research questions
are asked.
1) What are metrics of measuring machining performance and which machining
process models are important to consider according to these metrics?
2) How does uncertainty in machining process affect the validity and accuracy of
these models and how models can be altered to account for these
uncertainties?
3) What is the appropriate control strategy to be implemented to use machining
models with uncertainty to improve machining performance?
Machining performance is derived from its relation to profitability. Single operation level
and part machining level profitability relates to peak machining forces, dimensional
accuracy and tool life. A holistic system perspective of machining process modeling is
presented through which identification of machining performance metric becomes
efficient. Since machining models are the relationships between machining performance
metrics and the machining inputs and have dependence on the machining application
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chosen, an application dependence metric map is created. This answers the questions of
“What to control and what models to pick?”
Uncertainty in machining process stems from variability from process and part inputs and
complex mechanics of metal cutting process. Thus the uncertainty can be classified as
parametric uncertainty (variation in parameter values of model) and systematic
uncertainties (simplified description of actual cutting phenomenon). In this work,
Bayesian statistical methods are deployed for parameter and state estimation for static
and dynamic machining process models. Bayesian methods use probabilistic descriptions
of models and leverage the prior knowledge of machining process. This way they
combine the best of analytical (first principle based) and numerical (data generated)
techniques.

Current work explores the Bayesian inference techniques for linear,

nonlinear and dynamic models for parameter and state estimation. Computational
Bayesian inference is implemented by various methods (Gaussian Approximation,
Laplace Approximation, variational approach, Monte Carlo methods, Grid based methods
etc). In this work a novel Grid based Markov Chain Monte Carlo (MCMC) method has
been proposed. This method alleviates the shortcomings of parent methods (Grid based
estimation and MCMC method), and exhibits faster convergence to true parameter
values. The proposed method is validated using both synthetic and experimental data.
Bayesian Model selection methodology is discussed in short with synthetic and
experimental data validation.
Machining force is a key performance parameter that relates to the tool wear, energy
consumption and machining process stability. Active control of machining force has been
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explored by various strategies deploying model-free or model based control. The
machining force system has time-varying input perturbation, which causes loss of control
performance or even instability. This work proposes a novel feed-forward model driven
adaptive control architecture using Bayesian methods for parameter adaptation. The
machining force control is deployed on CNC lathe for experimental implementation.
Using the prior knowledge of the machining process model, the force setpoint is
converted in a feed-rate setpoint. The feed-rate is the control input that governs the
machining force system. The feed-rate is controlled using feed-rate override knob on
CNC machine. The machining force is measured using strain gage instrumented cutting
tool. The Bayesian statistical methods developed are used in real-time to update the
parameter estimates, converging to true parameter values, thereby satisfying the control
objective. It is important to note that this control architecture was found insensitive to
sudden changes in cutting load because of its feed forward nature. Also, the control needs
to be tuned only for the feed-rate override control system, there is no separate controller
required for machining force.
As an extension of the single part/operation control framework, a multi-stage
manufacturing process application is considered along with a demonstrative case that
highlights the usefulness of identifying the process parameters. A multi-stage machining
problem for the bar turning is considered, where bar is partially hardened. In case of no
active control, the machining forces rise in the hardened part of the bar. When adaptive
control architecture is used (as described earlier), the parameters are identified as well as
machining force is kept constant by adjusting the feed-rate. The parameters identified can
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then be supplied to subsequent machine performing next machining operation. The
parameters identified can also serve as product quality indicators. This sets the
foundation of multiple machine-multiple process manufacturing control using models,
which then can further be analyzed for profitability of the manufacturing process and the
enterprise.
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CHAPTER ONE
RESEARCH OBJECTIVE AND ROADMAP
1.1 Objective
The objective of this research work is to improve machining performance by in-process model
based control using machining process models while incorporating parametric and systematic
uncertainties in machining process.
1.2 Motivation
Modeling and Simulation and Process Control are identified as the technological driving factors
towards future of manufacturing technology [1]. This requires concurrent efforts in machining
process modeling, process control, and machine tool programming protocol, and supporting
information and communication technologies. Figure 1-1 shows the thematic view of the
machining process problem. On the left hand side, the inputs to the process include workpiece
material, tool material and machine itself. The goal is to machine in a way to maximize profits.
But to do this, some questions need to be answered, highlighted by clouds in the center of the
figure. These are questions about selection of models, control objectives and uncertainty
quantification.
Machining process modeling research has a long history starting from establishing the machining
parameter selection based on empirical studies to pioneering orthogonal machining theory by
Merchant [2] and to elaborate continuum mechanics based Oxley’s machining theory [3]. All
these efforts aim to describe machining process as accurately as possible so that machining
parameter selection may be optimized for better profitability.
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Figure 1-1: Thematic overview of research gap identification

Machining is a complex process.

It involves more than one physical phenomenon (heat

generation, material shearing, tool wear, tool and workpiece vibrat
vibration),
ion), has many inputs (tool,
workpiece geometries and material properties, coolant, machine stiffness, feed, speed and depth
of cut), and has limited number of measurable outputs (cutting forces, temperatures, chip forms,
machined surface dimensions and ch
characteristics).
aracteristics). As metallurgical sciences are progressing,
new alloys are being formed to satisfy new product performance requirements. These new alloys
pose new challenges in accurately modeling the machining processes. Uncertainties in tool and
material
al properties, measurement noises and unknown structure of the process model only
further complicate the output predication accurately.
Even if it was possible to accurately describe the machining process, advances in the area of
design and manufacturing are shifting from mass production to mass customization[1].
customization
CNC
machines are being equipped with more “intelligence” in terms of in
in-process
process monitoring and
control. Open Architecture Control (OAC) in CNC machine allow for custom monitoring and
control application development to suit machine tool user’s needs.
To summarize,
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•

Huge efforts in machining process modeling have resulted into a good set of models

•

To use these models, the uncertainties (process and measurement) must be taken into
account.

•

These models, when used in in-process control of machining, can potentially lead to
better profitability.

1.3 Research Questions
In order to improve machining performance by incorporating machining process models in
control architecture, following research questions (RQ) are asked.
1) What are metrics of measuring machining performance and which machining process
models are important to consider according to these metrics?
2) How does uncertainty in machining process affect the validity and accuracy of these
models and how models can be altered to account for these uncertainties?
3) What is the appropriate control strategy to be implemented to use machining models with
uncertainty to improve machining performance?
1.4 Scope and Research roadmap
1.4.1 Research Scope
After discussing the broader picture of machining process modeling, uncertainties and control
opportunity at operation and the plant level, I define the research scope as follows.
•

This work aims at establishing the selection basis of machining process models for a
particular application and related machining performance metric. The machining models
will be picked from the pool of published machining process models. The scope of
research is limited to single operation and part level modeling for turning process.

•

Through this work, the methods will be developed and deployed to incorporate the
uncertainty in machining process using stochastic (probabilistic) descriptions. The source
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of the uncertainty and the establishmen
establishmentt of probability distribution is deemed as extension
of this research work, but not included as a part of the dissertation.
•

Model based control strategy will be developed using stochastic models and applied to
machining force control.

The research roadmap is shown in Figure 1-2 for reader’s reference.

Figure 1-2: Research Roadmap

1.4.2 Research Question 1 (RQ1): Machining performance metrics and Modeling
What are metrics of measuring ma
machining
chining performance and which machining process
models are important to consider according to these metrics?
Research Question 1 deals with identifying the metrics of machining performance. Machining
Performance Metrics (MPM) are set of parameters, variabl
variables
es or functions of parameters and
4

variables, optimization of which will yield profit. MPMs will be formally defined along with
some examples, and general idea will be presented. From detailed literature survey, the most
commonly used machining metrics will be identified and relationships between machining
variables, inputs and outputs will be created (i.e. machining models). It is possible that level of
detail required for choice of machining model depend upon the machining scenario (for example,
rough turning of a steel bar vs. finish turning of titanium shaft). Application-performance
dependent matrix is introduced to answer this question.
To demonstrate the use of the model selection technique discussed in this chapter, a deflection
control of the slender turning bar is considered. Model was selected using applicationperformance dependent matrix. This model was later used to perform open-loop model based
control of MPM (discussed in later chapter).
1.4.3 Research Question 2 (RQ2): Uncertainty treatment of Machining Process Models
How does uncertainty in machining process affect the validity and accuracy of these
models and how models can be altered to account for these uncertainties?
RQ2 contributes to uncertainty quantification and mathematical treatment of machining process
models in light of uncertain parameters and system states by answering Research Question 2.
The objective of this research question is to develop means of incorporating parametric and
systematic uncertainties into process models towards better prediction and description of
machining process.
Using the literature reported sources of uncertainty; it is demonstrated that the variation in the
resulting machining outputs (cutting force for example) is because of uncertainty in machining
variables (such as shear stress and friction angle). Therefore, while generating the models
(estimating the parameters of the model) or deploying model based control, the inherent
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uncertainty should be considered. In this research, Bayesian statistical methods are exploited to
estimate static and dynamic models. Bayesian statistics is based on interpretation of the
probability as a belief in a certain hypothesis or event, and updating the belief after obtaining a
new information using Bayes theorem. Bayesian statistical methods are used for inference
problems involving small number of data points, missing data. Application of Bayesian methods
are found in areas of computer science, navigation and detection problems, image and speech
processing, medical diagnosis and robotics. Bayesian methods are gaining popularity for their
versatility, robustness and intuitiveness. In present research work, Bayesian parameter inference
and state estimation methods are discussed and applied to machining model generation and
model selection problems.
After discussing the mathematical foundations of the Bayesian inference, various applications
related to Machining process modeling have been developed. These applications include
•

Current transducer based machining force estimation model

•

Orthogonal machining theory based estimation of the Shear stress and Friction
angle

•

Machining force in turning- estimation of various models:
o Static Nonlinear Model
o Dynamic Linear Model
o Dynamic Nonlinear Model

These models are identified using Bayesian inference methods developed in the chapter using
synthetic (fictitious) and actual (experimental) data, which show a very convergence and
accuracy.
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1.4.4 Research Question 3(RQ3): Model Based control of Machining Process
What is the appropriate control strategy to be implemented to use machining models with
uncertainty to improve machining performance?
Investigation in model based control of machining process has been pursued in Chapter 4. After
a comprehensive overview of the control approaches, characterization of the machining process
control problem, two applications of machining process control are investigated. Open loop
model based control is demonstrated by Deflection control of slender bar during turning process.
Closed loop Model based control of machining force during turning is pursued using different
models and different architectures. A well known difficulty in deploying active machining force
control in CNC machine is the fact that machining force system represents a dynamic system
with time-varying perturbation. In the literature, this problem is overcome by using Variable
Structure Control approaches. In the present work, a feed-forward model based adaptive control
scheme is presented, which can be easily deployed in a CNC machine without major
modifications. The parameter adaptation is performed using Bayesian inference methods
developed in RQ2. Control performance is verified using simulation and experimentation, using
off-line parameter estimation, as well as on-line parameter estimation.
As an extension of a single part/operation based control scheme, a multi-pass machining problem
is presented, where the online parameter estimation of the model can serve as a quality indicator
for the process. A demonstrative problem shows the machining force control for bar turning
when workpiece material properties alter because of heat treatment in partial length of the bar.
An online parameter estimation scheme is able to detect this change in material properties and
accordingly alter control input, so as to satisfy the control objective.
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1.4.5 Document organization and Summary:
The research questions are organized in a way that output of one of the questions provides
necessary input to the next question. Refer to Figure 1-3, outputs off RQ1 are machining
performance metrics and models, which answer the question to “What to control?”
control? The identified
models are fed to RQ2 to extend them as stochastic process models considering the uncertainty
in model parameters. RQ2 develops identificatio
identification
n strategies for stochastic process models and
feeds them to RQ3 for model based control development. Outputs from all the research questions
are validated by numerical simulation and experimental data.

Figure 1-3: Information flow in Research Questions
Questions-outputs
outputs of one question provides input to the
next question and is validated using simulation and experimental data

The dissertation is organized in the flow almost same as the information flow of the research
resear
questions. Chapter 2 discusses the machining performance metrics and process models. Chapter
3 is devoted to uncertainty treatment. Bayesian inference methods along with machining
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applications have been presented in Chapter 3. Chapter 4 discusses the control development
aspect. Each chapter contains related background (literature review), and related bibliography.
1.5 Publications:
Following are the list of publications which have resulted along the course of research.
1.5.1 Journal Publications
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CHAPTER TWO
MACHINING PERFORMANCE METRICS AND PROCESS MODELS
2.1 Introduction:
In a manufacturing enterprise, the ultimate objective of machining activity is to generate
revenue maximizing the resources and minimizing losses. In other words, aim of
machining is to maximize profitability in the manufacturing enterprise. But profitability
in money value needs to be transmitted down to machine controls for better
interpretation. This chapter deals with connecting the profitability with the machining
parameters to via process models so that optimization and control yields profits. First the
profitability decomposition from process hierarchy point of view is presented, and then
machining performance metrics are introduced and discussed. Finally, machining process
models are introduced and relationship between profitability, machining application and
machining performance metrics are described along with a demonstrative example.
2.2 Profitability and process hierarchical decomposition
Essentially, machining performance should be measured by profitability.

Since

profitability is a result of various operations, it is divided in following levels for better
understanding and treatment.
•

Single machining operation ( single cut) level

•

Part Machining level

•

Manufacturing process level

•

Enterprise level

At these different levels, process optimization and control is desired. For example,
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•

Single Operation level  peak cutting forces or power limit, chatter prediction
and control

•

Part machining level  dimensional accuracy, surface roughness of the part,
residual stresses control, tool wear compensation

•

Manufacturing process level  line balancing, process capability, bottleneck
prevention, CBM of machine tools

•

Enterprise level  pure profit, market sh
share, enterprise performance

This, if profitability is defined as the machining performance, the optimization or control
requires control of all the variables that constitute the dynamic system.

Figure 2-1: Time Scales in optimization and control of probability components

Figure 2-1 shows time scales involved in profitability maximization. Note the control
action required at the smallest time scales for chatter control ( 10−2 − 10−1 sec) to the
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compensation for machine tool condition based maintenance actions at 107 seconds. In
theory, with knowledge of all the variables and their relationships, it is possible to build a
dynamic model which can be used for control. It is also possible to build an objective
function which will comprise of variables at all these scales, which when maximized will
yield highest profitability.
The question to ask then is that is it practical to do so? Let us examine some of the
practical roadblocks in the process.
•

The order of dynamic model would be very high. For dynamic modeling of
machining process there are two states per drive axes, two states for workpiece
and two states for tool motion. Tool wear, though slow, but does constitute one
dynamic state variable. Thus per machine tool, the simplest model would have at
least 7 dynamic states. For modeling of entire machining line, every machine tool
needs to be considered. Thus even for a conservative number of machine tools
(for example 5 machines), the combined system will have very high number of
states (35 state variables). The process capability dynamic models will constitute
additional dynamic states.

•

The difference between highest time-scale and lowest time-scale is about 109 sec.
This causes the Eigen-values of system matrix to be highly stiff. It is well known
phenomenon that system matrix with high disparity in Eigen-values are difficult
to handle computationally. This causes problems in both objective function
minimization and control algorithms.

•

It is seen from chemical plant control that hierarchical control structure is much
more efficient than a centralized control system. [4].
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Figure 2-2: Profitability function hierarchical control architecture
Figure 2-2 shows the time scale, part of profitability function (objective) and possible
control architecture to be utilized. In case of the control problem, objective is the desired
variable to be controlled. It is proposed that dissection of profitability function in
different levels (single machining operation, part, process and system) and corresponding
time scales
les (seconds, minutes, hours and so on) will make the profitability function
optimization problem feasible to implement. Interaction between different objectives is
expected, but not addressed at this point in research. It is postulated that if the
profitability
bility function is maximized at each time
time-scale
scale (or at same level), it will yield
overall maximization of the combined profitability function
2.3 Machining Performance Metrics
Thus, machining performance metrics are fundamentally components of profitability
function,, extracted from different time scales. The scope of this research work is
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restricted to single machining operation level and part level. Process level optimization
and control is reserved for future investigation, but the potential future integration of
these with the operation and part level concepts will be considered. This approach yields
following advantages
•

Identification of variables to be controlled to achieve overall profitability.

•

Selection of appropriate model and control architecture at different levels.

•

Increased computational efficiency because of smaller and less sparse system
dynamics.

Though the identification of machining performance metrics have not been explored in
the way explained in this section, following indicators of machining performance have
been reported in literature [5],[6],[7],[8],.
•

Surface roughness

•

Surface integrity

•

Part dimensional accuracy

•

Chip-form/breakability

•

Tool wear/Tool life

•

Cutting force/torque/power

Machining performance metrics thus may be defined as machining process outputs
themselves, or the combination of the output. In the slender bar turning control
demonstration shown before, the machining performance metric was dimensional
accuracy only. Consider an example for cost minimization of part machining. One of the
popular models of cost per part is given as follows,
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C p = C m + Cl + C c + C e + C t

(2.1)

In equation, total part cost ( C p ) comprises of material cost ( Cm ), labor cost ( Cl ), capital
investment cost ( Cc ), energy consumption cost ( Ce ) and tooling cost ( Ct ). Consider two
factors that directly depend upon the machining process, which are energy consumption
and tooling cost.
Denoting this part to be machining cost ( C mach ), they can be approximated as follows,
1
n

Cmach 

V tcyc 
Ci
 ttc Loper (1 + B ) +
1
ne
Cn 


 + Pmachtcyc Ceu


Thus machining cost is dependent on cycle time ( tcyc ), cutting speed ( V ), and cutting
power ( Pmach ). Since cutting speed is limited by tool wear characteristics, this is example
where machining performance metric (cost of machining a part) is dependent upon more
than one process outputs (cutting power, usable tool life).
2.4 Machining Models:
2.4.1 Conventional Machining Model Architecture:
The need of developing representative descriptions of machining process- machining
models stems from user’s ( manufacturer’s ) viewpoint of producing machined parts with
least cost, highest production rate and with desired quality, as well as machine tool
manufacturer’s standpoint of being able to develop better machines to suit the usage
requirements [9]. There has been a lot of research thrust in this area investigating
analytical, empirical and numerical methods. This research efforts hope to accurately
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(2.2)

describe the process dynamics, and optimize the controllable variables in a way that leads
to desired machined product in specified cost, time and quality. Conventional approach of
machining process modeling adopts the framework depicted in Figure 2-3(from [10]).

Figure 2-3: Machining Process inputs, variables and outputs (adopted from [10])

This framework classifies various machining related parameters and variables into
machining process inputs, process variables and process outputs. These inputs include
workpiece and tool material property, machining parameters (feed, speed, and depth of
cut), and environmental factors such as coolant and machine stiffness. Machining process
variables are dependent on the inputs. These variables include stresses and strains in
workpiece and tool material, as well as tool-chip interface temperatures, friction, chip
flow and chip curl. Machining variables are typically non-measurable quantities in the
machining process. Machining process outputs are measurable quantities (either inprocess or offline) and are indicators of machining performance as identified by [10].
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2.4.2 Machining process modeling from syste
system perspective
Though process level modeling provides vital information about cutting process
behavior, it must be realized that in a manufacturing plant, finished product is a result of
series of machining operations. Thus the output of one machining opera
operation
tion serves as an
input for the next operation. This occurs on a single machine (tool wear in pervious
operation affects dimensional accuracy of next machining operation), or machine-tomachine
machine (grinding operation of bearing race serves as an input to the super-finishing
super
process on another machine). Thus, we propose an updated system level perspective of
machining, shown in Figure 22-4.

Figure 2-4: Machining process modeling from sys
system
tem point of view

Machining process modeling from system point of view consists of inputs contributed by
process, part and system. Process inputs include machining parameters (feed, speed,
depth of cut), cutting tool geometry, machine tool stiffness, type and amount of coolant.
Workpiece material, geometry, initial surface roughness and integrity, residual surface
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stresses, initial temperature get classified as part inputs. Finally, the information such as
process capability, total machining time, machine tool maintenance schedule and line
balancing are all system level inputs.
The indicators of process are process outputs. For example, machining forces are
indicators of shear flow stress and tool-chip interface friction. Cut chip geometry and
metallurgical analysis can give information about the primary shear flow angles and
temperatures involved in the process. In a way, process outputs are machining
performance indicators. This idea will be further developed in next section.
As discussed before, the system inputs and outputs are the information that affects the
entire manufacturing process. This idea is further explained in Figure 2-5. A
manufacturing scenario is presented where three machines (Machine A, B and C) are
dedicated to perform some operation on a workpiece pass on to next machine. Note that
process outputs in Machine A not only affect the machining of Workpiece 2 on Machine
A, but also subsequent machining operation of Workpiece 1 on Machine B. System
outputs (or system information) need to be transmitted to Machine B and Machine C
both. The system outputs travel between machines in form of updated requirements of
machining time, changes in tool offsets, additional material removal.
In today’s state of manufacturing industry, where the machining parameters are preset
and produce parts at deterministic rate, this might seem redundant. But with more and
more intelligence and process control built in machine tool, this would be an important
factor to consider. Also consider the development of Condition Based Maintenance
strategies which hope to eliminate need for scheduled maintenances by continuously
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monitoring vital machine signatures and raise alarm for maintenance only when it is
required. This information is vital to pass between machines to take any compensatory
actions.

Figure 2-5: System information routes in manufacturing setting

2.4.3 Machining process models review
2.4.3.1 Tool Wear Models:

Modeling of machining process has been approached many ways because of its
multiphysics nature. Machining modeling encompasses workpiece material shearing at
high strain rates, high temperatures altering phases of workpiece and tool, tool edge
becoming blunt because of wear, vibrations caused because of harmonic motion of
workpiece and tool and interactions with environmental factors such as coolant and
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machine tool. Thus work in machining modeling has been focused in these areas:
material flow models, cutting force (static and dynamic) models and tool wear models.
The most basic tool wear equation given by Taylor, which sometimes still used in
machining shop cutting speed calculation, is given in equation (2.3)

VT n = C

(2.3)

where V is the cutting speed, T is time, n is exponent and C is a constant. Based on this
equation, in the literature there are various extensions.

V  TR 
=

 T 
V


R

T=

n

C

2
p q r
V f d

where f is the feed rate, d is depth of cut, and p, q, r are the experimentally determined
exponents. These include Taylor’s reference speed based equation, shown in equation
(2.4) ([11]), Taylor’s extended equation ( shown in equation (2.5)) [12],[13] and several
other versions of Taylor’s equation to include cutting conditions and tool geometry [14],
cutting conditions and workpiece hardness [15], [16], along with comprehensive models
to consider all above mentioned factors for Near Dry Machining ( NDM) by Marksherry
and Jawahir [17]. In fact in 2008 alone there were 20 such models introduced. At NIST,
the assessment and validity of these models were undertaken by Ivester et al. by
performing the accelerated wear tests [18].
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(2.4)

(2.5)

2.4.3.2 Analytical Cutting Force Prediction Models:
The cutting forces models are based on extensions of Merchant are orthogonal cutting
force 2D model. This describes relationship between measurable forces in thrust and
tangential directions to derived forces along the idealized shear plane and tool rake face,
under assumption that shear angle is same as the angle of grain elongation. Though,
recently a correction is proposed by Payton et al. [19], to include this angle in the force
calculation, and presented the revised force expressions. Rao et al. modeled the toolworkpiece dynamic system and predicted chatter condition in the turning operation [20].
Guo et al. presented the work on cutting force model for contour generation for gear
indexing cam with flat end milling [21]. The dynamic cutting force model for milling was
applied to wave removing process by Wu[22]. Toshimichi et al.[23] used cutting force
model for estimation of tool wear.
The flow stress based models based on strain; strain rate and temperature allow
quantification of required cutting energy. The Johnson-Cook (J-C) [24]model of material
flow stress accounts for these effects, given as below
m
ε    T − Tr  

σ = ( A + Bε )  1 + C ln   1 − 
 
ε0    Tm − Tr  

n

Where: σ is the equivalent flow stress, ε is the equivalent plastic strain, ε is the
equivalent plastic strain rate, ε0 is the reference equivalent plastic strain rate, T is the
workpiece temperature, Tm is the material melting temperature and Tr is the room
temperature. Steinberg-Cochran-Guinan-Lund (SCGL) [25] model is another classic
model suitable for high strain-rate applications. Calamaz [26]et al. extended this model
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(2.6)

by more accurately describing strain rate dependence on temperature. Other models
include Zerilli-Armstrong (ZA)[27] model based on simplified dislocation mechanics and
Mechanical Threshold Stress (MTS)[28] model, and Preston-Tonks-Wallace (PTW)[29]
model.

2.4.3.3 Empirical Cutting Force Prediction Models:
If machining force prediction models are to be used in practical application, the equation
form should be the one that depend upon measurable quantities. For example, Orthogonal
machining theory based force estimation requires knowledge of many tool (rake angles,
tool material properties) and workpiece related parameters (shear strength) and variables
(tool-material interface temperature, friction angle). Much of this information cannot be
directly measured or estimated. In such scenarios, engineers often revert to empirical
models. Empirical force models are mostly used for control purposes, a brief summary of
which is presented in Table 1.
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Table 1: Different Empirical Cutting Force Models found in literature

Cutting Force Model

Model Structure

References

Name

Fc = Kbf

[30],[31]

Static Nonlinear Model

Fc = K1bf K2

[32], [33],[34],

Dynamic Linear Model

dFc
+ τ Fc = Kbf (t )
dt

[35],[36],[37],[38]

Dynamic Nonlinear Model

dFc
+ τ Fc = K1bf K 2
dt

[39],[40]

Static Linear Model (Chipload)

The justification of the selection of a particular cutting force model depends upon the
application requirement itself. The dynamic models are chosen mostly when high
frequency control action is available(vibration assisted machining control), or when
cutting process is happening at low RPMs, in such cases, the time constant τ is
significant as compared to other variables.
2.4.4 Models Connection with Machining Performance Metrics:
Machining process models are typically the bridges between process inputs, process
variables and process outputs. This is schematically depicted in Figure 2-6 along with
example of a popular mechanistic force model.

15

Figure 2-6: Models as bridge between inputs-variables and outputs

The steady state cutting force in orthogonal machining process Fc is given by
combination of process input terms (feed, depth of cut, tool geometry) and process
variables ( shear stress and shear flow angle). It is important to note here that goal of this
task is not to generate the models, but to identify them in context of the desired
machining performance metric. This relationship was already shown for metricapplication. Same figure shows the dependency upon the process variables and process
inputs.
Once the set of models is identified, models need to be evaluated as per following.
•

Ease of parameter identification

•

Observability (Can model variables be measured?)

•

Controllability (Can model variables be controlled?)

•

In-process (continuous) vs. In-cycle (intermittent) feedback

•

Availability and cost of hardware ( sensors and actuators) to be deployed in
control

Of course, all the performance measures are desired in machining, but a particular
application, one metric may be of higher priority than other metrics. Example of this
dependence is shown in Figure 2-7. The first column of the matrix is the application,
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Deflection control turning slender
bar
Cost minimization of part
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Dimensional Acc

Machine Stiffness
Stress
Strain
Strain Rate
Temperature
Friction
Chip Flow
Cutting Force

Application

Process Variables

Feed
Speed
DOC
W/p material
Tool material
Coolant

Process Inputs

0
0
0
0
0
0

Figure 2-7: Application- performance metric dependent matrix

To summarize, we highlight following gaps in the existing literature concerning
machining process modeling.
•

No clear definition of machining process performance or its relationship with
overall profitability

For a given application, no definitive basis to select a particular model
2.4.5 Demonstration: Machining performance metric based model development:
In this subsection, the work done so far in the project is reported by demonstrating
examples. Machining performance metric based model selection and (deterministic open
loop) control is demonstrated by controlling the deflection induced dimensional error in
turning a slender bar. Refer to Figure 2-8 for the schematic view of model selection
procedure. The machining performance metric that needs to be maximized is the
dimensional accuracy of the workpiece; in this case this is the minimization of deflection
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of bar while turning. The model desired is that one that relates deflectio
deflection
n to machining
process variables and machining inputs. Workpiece deflection model equation is shown
with related variables showing connections to variables and inputs.

Figure 2-8 Machine performance metri
metric based model selection

The control was achieved by calculating the required feedrate input in a way that
minimizes the deflection, and scheduling the feedrate for the length of cut. Of course, in
case the bar diameter measurements are available, they coul
could
d provide direct feedback of
the deflection, and a deflection model would not be required. The purpose of generating
such a matrix is to visualize such relationship between process inputs, variables and
outputs.
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2.5 Chapter Summary:
Many a times, in an industrial scenario, the need for model based design or control is
questioned, simply because no direct connection is observed between research efforts to
generate such models and product revenue. Through this chapter, attempt has been made
to make that connection between profitability and process models. As a process engineer,
one wants to maximize performance of the manufacturing processes, system perspective
modeling can be used not only to optimize/control a single part/operation performance,
but also to visualize how it impacts the quality downstream. The chapter is concluded
with following remarks,
•

Profitability is ultimate goal of manufacturing enterprise. Machining process
performance metrics are quantifiable/ controllable process outputs. Models are the
process descriptions that bridge performance metrics with process inputs so as to
influence profitability.

•

Machining process is characterized by a multiphysics phenomenon with many
influencing agents (tool, material, and environment).

•

Fundamental mechanism of machining is still under investigation because of its
multiphysics nature, unobservable and immeasurable variables and time-varying
nature. Only simplified descriptions exist, which introduce uncertainty.

•

Empirical relationships are used for practical optimization and control purposes,
which are chosen based on accuracy needs.

Uncertainty in machining process is an important aspect to investigate because of our
lack of knowledge about true nature of machining.
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CHAPTER THREE
UNCERTAINTY TREATMENT USING BAYESIAN STATISTICS

3.1 Introduction:
Machining process modeling has been research for quite some time. Starting from the
most fundamental orthogonal machining theory[2], to the latest advances in original
orthogonal machining theory[19], machining process modeling has come a long way.
High number of process parameters, time-variability of parameters, poor observability
and process variations are few of the challenges involved in developing acceptable
machining process models[9]. Traditional model building practices involve extensive
Design of Experiments (DOE) and using linear or nonlinear regression, fuzzy or neural
network based approaches. This research work aims to use Bayesian statistical methods
for model building and parameter and state estimation.
In this chapter, uncertainty quantification and propagation is discussed in Bayesian
statistics paradigm. First, the scope and representation of uncertainty is discussed. This
research work aims at quantifying parametric and state uncertainty and develops
estimation schemes for specific machining process modeling problems. However, the
schemes are very general in nature, and have been developed from bottom-up. Since
methods developed use Bayesian inference, a comprehensive introduction is given with
relevant examples. Parameter estimation and state estimation schemes have been
discussed in detail, even though the literature contains these derivations, and they have
been presented here so that this document is self-sufficient. After discussing the
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theoretical development, the implementation issues have been discussed and a novel Grid
based MCMC sampling for parameter and state estimation has been proposed. Last
sections discuss application of developed schemes on simulated and experimental data.
3.2 Uncertainty quantification and propagation using Bayesian statistics
3.2.1 Uncertainty representation and scope:
The uncertainty in system models and system are divided in two classes, namely aleatory
variability and epistemic uncertainty. Aleatory variability refers to natural variations of a
quantity, while epistemic uncertainty refers to the uncertainty resulting from lack of
knowledge about underlying physics of a certain system[41]. In engineering problems,
one encounters both types of uncertainty. For example, the problem of estimation of
outputs of the process given the input involves uncertainty about the fundamental
mechanism that produces outputs( epistemic uncertainty) as well as uncertainty in
measurement of the output, and variation of process parameters (aleatory uncertainty).
An engineer must account for influence of both of these uncertainties while constructing
an input-output relationship ( i.e. a mathematical model), as well as interpreting the
model predictions. To account for uncertainties, an engineer often relies on uncertainty
quantification and propagation methods rooted in probability theory and decision science.
There are two schools of thoughts in probability theory- Frequentist approach and
Bayesian approach. Frequentist (or classical) approach views probability of an event as a
expected frequency ( hence the name) when event occurs for a large number of times.
The Bayesian (or non-Frequentist) approach interprets probability of an event as a degree
of belief, and so is subjective. The appropriateness of Frequentist and Bayesian
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interpretations of probability has been long debated [42] . For scientists and engineers,
the Bayesian interpretation is more attractive.
In this work, the focus is to handle uncertainty of aleatory type- natural variation in
parameters because of inherent process changes at the microscopic level, the
measurement inaccuracies. The physical phenomenon, are somewhat known and little
changes in the inputs will not drastically alter the outputs. As mentioned in the objective
of the research, we shall limit our scope to parametric and state uncertainties in
machining process. Following few sections will discuss at length the theoretical
foundations of Bayesian Estimation (of Inference)
3.2.2 Why Bayesian Approach?
In this section, the performance of Bayesian inference and traditional statistical inference
is compared by applying it to regression problem. Solution to (parametric) regression
problem from traditional statistical theory follows minimization of sum squared residual.
The Bayesian solution of the same problem is given by including a prior term to classical
maximum likelihood solution. Table 2 shows the relative comparison of classical least
square regression with Bayesian regression.
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Table 2 : Comparison of Classical Least Square Regression with Bayesian Regression

Principle

Advantages

Classical Least Square Regression

Bayesian Regression

Maximum Likelihood / Minimization
of sum of squared residues

Maximization of Posterior
distribution

Applicable in Batch and sequential
data processing

Applicable in Batch and
sequential data processing

Less computational resources
required

Small number of different input
conditions

Applicable for identification of
constant but unknown coefficients

Applicable for unknown and
dynamic parameter values
Robust against unchanging input
conditions

Limitations

Requires large number of different
input conditions to produce a reliable
parameter estimate

More computational resources
required

It is important to mention why Bayesian inference is used for machining process
modeling and control problems. The Bayesian methods provide a unifying framework for
identification, control, decision making and optimization. As far as machining process
modeling is concerned the models are generally nonlinear. There are very limited
measurable variables and the measurable with high uncertainty. The empirical models
involve large number of parameters to be identified and the large dimensional Design of
Experiments (DOE) may be impractical. There are two examples with which this claim
will be fortified.
3.2.2.1 Parameter value tracking:
For machining of workpiece with time-varying material properties, traditional methods
may be used to calculate the material properties and resulting parameters for cutting force
model (through extensive DOE). But when material properties change, the inference for

23

the changed parameter can be handled better with Bayesian Recursive Least Squares
(BRLS) approach rather than standard Exponential Recursive Least Squares (ERLS)
approach.
3.2.2.2 Identification of constant but unknown parameters using standard Least Square
Estimator and Bayesian Regression:
For the identification of the parameters of the model that are constant but unknown, the
Least Square approach proves to be computationally efficient and accurate to use. In
machining context, an example would be turning a bar with constant material properties
without any rapidly changing conditions (rapid tool wear or depth of cut changes). In this
case, with sufficient number of different input conditions, Least Square prediction is
more accurate than a Bayesian Regression prediction as shown in Figure 3-1. The model
used is Static Nonlinear Force model.
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Figure 3-1 Turning of bar with constant material properties: Standard Least Square
performs better than Bayesian scheme

From Figure 3-1, it can be observed that Least Square (LS) predictions are very close to
the measured force data. The static nonlinear model is log-linearized, making it in
suitable form that LS can handle. There are number of different input feedrate conditions,
which make the LS estimation stable in nature. The Bayesian prediction trails the LS
predictions, because of having a constant prior term added to covariance matrix[43].
Thus use of classical Least Square inference is preferred over Bayesian inference
techniques is when,
•

Model structure is linearly parametrizable

•

Measurement noise is Gaussian

•

Sufficient number of different input conditions are available

25

3.2.2.3 Identification of unknown and dynamic parameter values: Comparison of
Recursive Least Square Estimator and Bayesian Recursive Least Square Estimator
In case the model parameters are unknown and not constant, the standard Recursive Least
Square (RLS) method cannot efficiently track the parameter values. In estimation theory,
one of the remedies presented to the problem is to have exponential forgetting of the
data[44]. However, the selection of forgetting factor is a tuning parameter left to the user,
and selection of the same is empirical in nature. The reason why RLS cannot track the
parameter values is this- the parameter estimate covariance matrix represents the
reliability of the parameter estimates. It also indicates the amount by which parameter
values are allowed to change when new data point is made available. Because RLS
converges to parameter values quickly, the covariance matrix values shrink (indicating
high confidence in estimates); this does not allow much variation of parameters when the
new data point (suggesting changed parameter values) is obtained. The Bayesian
Recursive Least Square (BRLS), because of the constant prior term, expands parameter
covariance matrix, parameters can be adapted.
In machining context, this would represent a situation in which the machining conditions
are changing relatively quickly. Machining of aerospace grade alloys is an example,
where the cutting tool wears quickly. Another example is machining of a partially
hardened bar, which is demonstrated here.
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Figure 3-2:: Machining of Hardened bar: rapidly changing material properties
Figure 3-2 shows the cutting force trajectory for the hardened bar cutting at constant
cutting conditions (100 RPM, 0.05 mm/rev, 1mm depth of cut). When tool encounters the
hardened part of the bar, the cutting force values rise aalmost
lmost up to three times the nominal
cutting force values. Since the cutting conditions are not changing, this represents the
change in material property. (Constantly drifting force value is an indication of tool wear,
and suddenly rising force and keeping the high value represents tool chipping). In case of
closed-loop
loop control of cutting force, it is necessary to track the parameter changes and
accordingly change control input values. Comparison of exponentially weighted RLS and
BRLS is shown in Figure 3-33.
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Figure 3-3: Turning a bar with changing material properties: Bayesian RLS outperforms
exponentially weighted RLS

It is important to mention here that exponentially weighed RLS should be able to track
the changing parameter values, given the exponential forgetting factor is tuned. In reality,
this value cannot be accurately known before hand, and so the applicability in in-process
estimation is limited. Bayesian Recursive Least Square method is able to track the cutting
force trajectory better than RLS in this case.
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Thus, it Bayesian inference should be preferred over classical inference techniques when,
•

The models involved are nonlinear or not linearly parametrizable

•

The measurement noise is Gaussian in nature

3.2.3 Bayesian Parameter Estimation:
3.2.3.1 Example: Parameter estimation of noisy data
In its simplest sense, a Bayesian view of probability indicates the state of knowledge or
belief in a certain hypothesis [45]. In context of parameter identification, let ω , be the
parameter of interest, K be initial state of knowledge, D be the data point, Bayes’
theorem can be written as follows:

p (ω | D, K ) =

p ( D | ω ) p (ω | K )

∫ p ( D | ω ) p (ω | K )dω

In Equation (3.1), p (ω | K ) is read as “the probability distribution of value of parameter
ω

, given initial state of knowledge K ” often referred to as a “prior”. p ( D | ω , K ) is

read as “the probability that the data point observed would relate to the parameter value”,
called the “likelihood”. Likelihood often relates the data point to the parameter of interest
via a model. Hence, it is a very important part of the solution which will be observed in
later sections of this work. Finally, p (ω | D, K ) is the probability distribution of value of
parameter ω , given initial state of knowledge K and having observed the data point D ,
called a “posterior.” The denominator is a normalization factor, since the probability
distribution must sum to unity.
To demonstrate the Bayesian inference to extract the true value from set of noisy
observations is discussed. Consider Figure 3-4, where 50 observations for some
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(3.1)

parameters have been made from a set of experiments. Desired is the estimated value of
parameter that matches the true value. One starts with prior distribution – the initial belief
in the value of the parameter, which is modeled by a Gaussian distribution with zero
mean and large variance. The likelihood function indicates the degree of belief in
measurement (measurement error) and from that, the posterior distribution of parameter
value is obtained. Since the sum of probabilities should be unity, the probability functions
related to prior, likelihood and posterior are normalized.

Figure 3-4: Bayesian Parameter Inference: Noisy Data

Figure 3-5 shows this process graphically. Few points are worth noting, the posterior
distribution has much less spread as compared to the prior. The definitiveness of both
prior and likelihood also dictate the variance of the posterior. After single update, the
spread (variance) of posterior distribution of parameter has reduced greatly. As more and
more observations are obtained, the posterior distributions can be updated. In a sequential
data processing setting, the prior for next update will be replaced by current posterior
distribution. Furthermore, the prior can be uninformative (uniform distribution), thus
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showing complete ignorance about the value of the parameter, where the likelihood
dominates the posterior behavior if this is the case.

Figure 3-5: Probability distributions for Prior, Likelihood and Posterior beliefs for
parameter value after single update

a

b

Figure 3-6: Prior, Likelihood and Posterior Distributions for Parameter values for a) 5
updates and b) 50 updates

In Figure 3-6, the probability distributions are shown for after 5 and 50 updates. As more
data is obtained, the variance of posterior distribution reduces, indicating that the belief in
value of parameter is stronger. The parameter estimate value is obtained by finding the
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most probable value of posterior- which is called Maximum-a posteriori (MAP)
estimate[43] . Figure 3-7shows the MAP estimate from the data. The true value of
parameter (1.00 ) is shown with red line. As it can be observed, with more updates, the
confidence in value of parameter is higher and converges to true value of parameters.

Figure 3-7: MAP Estimate of Parameter value from noisy data

3.2.4 Bayesian Parameter Estimation: Theoretical foundation
Suppose one has the inputs and outputs to a certain physical phenomenon over a certain
time interval, and one wants to estimate the set of parameters θ of (known) input output

model and conditional distribution.

p( y (τ ) | u (τ ), D (t −1) ,θ )
are given, where τ = t0 + 1,...t0 + 2,....t. D(i ) = [ y(i); u (i)] are considered to be known. The
Bayesian inference problem is then to obtain probability distribution of parameters θ,
given the conditional distribution. This distribution is
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(3.2)

p (θ / D (t ) )

(3.3)

This is what we call Bayesian Estimation/Inference. In certain cases, one nay also is
interested in predicting future outputs given current estimates of parameter θˆ and input

u (τ + 1) . This is known as predictive distribution estimation:
p ( y (τ + 1) | u (τ +1), D ( t ) ) = ∫ p ( y (τ + 1) | u (τ +1), D ( t ) , θ ) p (θ | u (τ +1), D ( t ) ) dθ

(3.4)

The first probability density function (pdf) of RHS of equation (3.4) is actually
the model of the process where latest estimates of parameters need to be utilized. The
second pdf p(θ | u (t + 1), D (t ) ) needs to be established. For either sequential (recursive)
or one shot estimation, the posterior density of parameter having observed data up to D(t )
,
(t )

p (θ | D ) =

p ( D((tt1)+1) | D (t1 ) , θ ) p (θ | D ( t1 ) )
(t )
(t )
(t )
∫ p( D(t1 +1) | D 1 ,θ ) p(θ | D 1 )dθ

Equation(3.5) follows from direct application of Bayes theorem. Notation D((tt1)+1) is to be
read as ‘Data from time t1 +1 to time t’. Setting it this way enables one to use equation
(3.5) in case of one shot (Batch) estimation by setting t1 = 0 and sequential (recursive)
estimation by setting t1=t-1. The problem now is to express p( D((tt1)+1) | D(t1 ) ,θ ) in terms of
known distributions as given by
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(3.5)

t

p( D((tt1)+1) | D( t1 ) ,θ ) =

p( y (τ ) | u (τ ), D τ
∏
τ

( −1)

,θ ) p(u (τ ) | Dτ −1) ,θ )

(3.6)

=t1 +1

Note that the first factor in equation (3.6) is the evolution or model conditional pdf which
is known a-priori. The second factor is control equation which can be further decomposed
as

p(u (τ ) | Dτ −1) ,θ ) = p(u(τ ) | u (τ −1) , y (τ −1) ,θ )

(3.7)

Generally, the control strategy equation (3.7) is more conditional on history of input
output [ u (τ −1) , y (τ +1) ] rather than on current value of θ. It might be safe to do it as well
since any aberration in θ estimate can potentially drive process to instability, for that
reason, equation (3.7) can be re-written as

p(u (τ ) | D (τ −1) , θ ) = p(u (τ ) | u (τ − 1), y(τ − 1))

(3.8)

This condition is known as “natural conditions of control” given by (Peterka[46]).
Now, joint distribution p(u (τ ) | D(τ −1) ,θ ) can be written as.

p(u (τ ) | D(τ −1) ,θ ) p (θ | D(τ −1) ) = p (θ | u (τ ), D(τ −1) ) p(u (τ ) | D (τ −1) ,θ )

(3.9)

If equation (3.9) is correct, then from equation(3.8), following must hold true.

p(θ | u (τ ), D(τ −1) ) = p(θ | D(τ −1) )
This makes sense, since a single new u (τ ) cannot bring any more information about θ,
more than entire history of input and outputs D (τ −1) . This way the predictive distribution
is now complete, re-written as
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(3.10)

p ( y (t + 1) | u (t + 1), θ ) = ∫ p ( y (t + 1) | u (t + 1), D ( t ) , θ ) p (θ | D ( t ) ) dθ

(3.11)

The shot estimation of the parameters is yielded by setting t1=0 in equation (3.5)as
mentioned before.
L(t ) (θ , D ( t ) ) p (θ )

p (θ | D (t ) ) =

(t )
∫ L(t ) (θ , D ) p(θ )dθ

(3.12)

Where
t

L( t ) (θ , D ( t ) ) = ∏ p ( y (τ ) | u (τ ), D (τ −1) , θ )
τ =1

Equation (3.13) is known as likelihood function. The values of parameters θ that
maximize the likelihood function are the expected values for parameters. This principle is
called Maximum Likelihood Estimation Principle (ML). ML is often used in nonBayesian approaches as well. Alternately the posterior distribution can be maximized and
parameter estimates are obtained, the ones that maximize posterior distribution. This
approach is called Maximum A-Posteriori (MAP) estimation. In case of un-informative
prior MAP and ML approaches yield same estimate.
Discussion about
3.2.5 Recursive Bayesian Estimation:
Recursive Bayesian Estimation generally refers to estimation of state-space dynamic
systems. The recursive estimation problem involves estimation of states that evolve with
time. The state evolution model is assumed to be available, along with measurement
model. The graphical model is shown to explain the process:
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(3.13)

The full probability distribution can be written as

p( xt +1 , xt , yt +1 ) = p( xt +1 | xt ) p( yt +1 | xt +1 )

(3.14)

Thus complete probabilistic description of involved variables require densities (

p( xt +1 | xt ) and p( yt | xt ) . Non-linear state space model with additive noise is given by
xt +1 = ft ( xt )+ vt
yt = ht ( xt ) + et

(3.15)

in equation (3.15) first equation is called state evolution equation and second equation is
called measurement equation (model). The states are assumed to evolve following:
xt +1 ∼ p ( xt +1, | xt )

(3.16)

yt ∼ p( yt | xt )

(3.17)

and process measurements,

The goal of recursive estimation is to give probabilistic description of unobserved states x
at time t having observed outputs y1:t from start time to present. This density is also
referred to as filtering density.

p( xt | y1:t ) = p( xt | yt , y1:t −1 )

(3.18)

Which using Bayes theorem and Markov property be written as:
p ( xt | y1:t ) =

p ( yt | xt , y1:t −1 ) p ( xt | y1:t −1 )
p ( yt | y1:t −1 )

Since measured outputs do not depend upon past outputs,
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(3.19)

p ( xt | y1:t ) =

p ( yt | xt ) p ( xt | y1:t −1 )
p ( yt | y1:t −1 )

(3.20)

The denominator in equation (3.20) can be written as,
p ( yt | y1:t −1 ) = ∫ p ( yt | xt ) p ( xt | y1:t −1 )dxt

(3.21)

The one-step ahead prediction distribution can be given by

p( xt +1 , xt | y1:t ) = p( xt +1 | xt , y1:t ) p( xt | y1:t )

(3.22)

p( xt +1 , xt | y1:t ) = p ( xt +1 | xt ) p( xt | y1:t )

(3.23)

p ( xt +1 | y1:t ) = ∫ p ( xt +1 | xt ) p ( xt | y1:t )dxt

(3.24)

which gives

This equation is sometimes referred as Chapman-Kolmogorov equation.
In reality, the application of this completely probabilistic solution is limited. The integral
equation (3.24) is multidimensional, depends upon the size of vector x. Analytical
solution are often intractable. For implementation one resorts to following
simplifications:
3.2.5.1 Linear Gaussian Assumption: Kalman Filter
Kalman filter is one of the most used algorithms in various applications of signal
processing, estimation and control [47]. It is an unbiased optimal linear filter and has
minimum variance estimate. The linear Gaussian case allows one to use sufficient
statistics to write probability distributions and operations using linear algebra theory.
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Here, the Bayesian interpretation of Kalman filter is presented following work of (Chen
2000).
Recall from equation (3.20) that state estimation from observations require sufficient
statistics of densities p( yt | xt ) and p( xt | xt −1 )
Linear Gaussian simplifications drive state space equations from (3.15) to,

xt +1 = Ft xt + vt

vt ∼ N (0, Σv )

(3.25)

yt = H t xt + et

et ∼ N (0, Σe )

(3.26)

Let us consider sufficient statistics of density p( yt | xt )

E[ yt | xt ] = E[ H t xt + et ] = H t xt

(3.27)

Cov[ yt | xt ] = Cov[et | xt ] = Σe

(3.28)

The conditional density p( yt | xt ) can be written as

p( yt | xt ) = (2π ) − Ny /2 det(Σ e ) −1/ 2 exp(

−1
yt − H t xt )T Σe−1 ( yt − H t xt ))
2

Where N y is the dimension of the output vector. Consider the prior density p( xt | y1:t −1 ) ,
the expectation and covariance can be written using Gaussian Identities,
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(3.29)

E [ p ( xt | y1:t −1 ) ] = E  Ft ,t +1 xˆt + vt −1 | y1:t −1  = Ft ,t +1 xˆt −1 = xˆt |t +1

(3.30)

cov [ p ( xt | y1:t −1 ) ] = cov  xˆt − xˆt|t −1  = cov  et ,t −1 

(3.31)

In equation (3.30), xˆt|t −1 is the state estimate at time t having observed up to t − 1 time. In
equation (3.31), et ,t −1 represents the state estimate error. Let’s denote the covariance of
this error by Pt ,t −1 . We don’t yet know what this is, later we will derive the recursive
relationship with some initial guess of this covariance. This is akin to Recursive Least
Square estimator[44]. Because of Gaussian assumption, we can write posterior as
follows,
p ( xt | y1:t −1 ) = ( 2π )

− Nx /2

 det ( Pt ,t −1 ) 



1/ 2

T
 1

exp  − ( xt − xˆt|t −1 ) Pt ,−t1−1 ( xt − xˆt |t −1 ) 
 2


(3.32)

Substituting equation (3.29) and equation (3.32) in equation (3.20), we obtain
T
1
T
 1

p ( xt | yt ) = A exp  − ( yt − H t xt ) Σ e−1 ( yt − H t xt ) − ( xt − xˆt|t −1 ) Pt ,−t1−1 ( xt − xˆt |t −1 ) 
2
 2


(3.33)

In equation (3.33), A is constant of proportionality that takes care of normalization
denominator and Gaussian density coefficients for prior and likelihood. Maximum a
posteriori (MAP) estimate is obtained by taking derivative of posterior with respect to xt
evaluated at current estimate and setting it to zero.
∂ log p ( xt | yt )
∂xt
Solution to equation (3.34) can be given by,
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=0
xt = xˆ MAP

(3.34)

xˆ MAP = ( H T Σ e−1 H + Pt ,−t1−1 )

−1

(P

−1
t ,t −1 t |t −1

xˆ

+ H T Σ e−1 yt )

(3.35)

Using matrix inversion lemma[48], MAP solution can be written as,
xˆtMAP = xˆt |t −1 + K t ( yt − H t xˆt |t −1 )

(3.36)

Where Kt is the Kalman Gain given by,
K t = Ft +1,t Pt ,t −1 H T ( H T Pt ,t −1 H + Σ e )

−1

(3.37)

Recall that the estimation covariance needs to be calculated . The error vector can be
written in recursive form as,

et ,t −1 = Ft ,t −1etMAP
−1 + vt −1

(3.38)

Pt ,t −1 = Ft ,t −1 Pt −1Ft T,t −1 + Σv

(3.39)

et = xt − xˆtMAP = ( I − K t H t ) et ,t −1 − Kt vt

(3.40)


Since Pt −1 = cov  etMAP
−1  , we have

Then error covariance can be recursively calculated using,
Pt = Pt ,t −1 − Ft ,t −1 K t H t Pt ,t −1

Kalman filter derivation can be obtained using the linear estimation and control theory as
well, refer to [44],[48]. There is alternate derivation using Gaussian properties discussed
by [49].
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(3.41)

3.2.5.2 Linear Approximation to Gaussian Assumption: Extended Kalman Filter
The Extended Kalman filter uses Taylor series approximation of nonlinear state space
functions to accommodate recursive estimation for nonlinear systems, in the seminal
paper by Schmidt et al[50], it was suggested to linearize the nonlinear state space
equations around current estimates. Consider first order Taylor series expansion of a
nonlinear function of states,

f ( xt ) ≈ f ( xˆt|t −1 ) +

∂f
∂xt

∂h
h ( xt ) ≈ h ( xˆt|t −1 ) +
∂xt

( x − xˆ )
t

t |t −1

xt = xˆt ,t −1

(3.42)

( x − xˆ )
t

t |t −1

xt = xˆt ,t −1

Using this approximation ,the linearized state space equations can be written as,

xt +1 = f ( xˆt|t −1 ) − Ft xˆt|t −1 + Ft xt + vt
yt = h ( xˆt|t −1 ) − H t xˆt|t −1 + H t xt + et

Where Ft =

∂f
∂xt

; Ht =
xt = xˆt|t −1

∂h
∂xt

(3.43)

, the modified state space system can now be written
xt = xˆt|t −1

as,

xt +1 = Ft xt + ut + vt
yt = H t xt + w t + et
In equation

(3.44),

ut = f ( xˆt |t −1 ) − Ft xˆt |t −1 and w t = h ( xˆt |t −1 ) − H t xˆt |t −1 , the known

disturbances to the system. Assuming that this linearization can be performed, Extended
Kalman Filter (EKF) equations can be written as follows,
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(3.44)

(

xˆt |t = xˆt |t −1 + K t yt − h ( xˆt|t −1 )

)

Pt ,t = Pt ,t −1 − K t H t Pt ,t −1

(3.45)

K t = Ft +1,t Pt ,t −1 H T ( H T Pt ,t −1 H + Σ e )

−1

3.2.5.3 Deterministic Sampling Approximation: Unscented Kalman Filter
One of the biggest drawbacks of EKF is that the function approximation may be close
enough to actual nonlinear function, thereby preserving the mean estimate, but the
covariance of nonlinear transformed function may not be preserved well after
linearization. Based on this argument, Unscented Transformed based Kalman Filter was
proposed by [51]. Unscented transform (UT) uses so-called sigma points with additional
skewed parameters to cover and propagate information of the data. The computational
burden is reduced since there is no need to calculating Jacobians of Hessians ( as in case
of EKF), and the accuracy of UKF is of the third order to Gaussian data and at least
second order for non-Gaussian data.
An alternate representation of recursive state estimation [48][51] is given by,

(

xˆk |k = xˆk |k −1 + K k yk − h ( xˆk |k −1 )

)

Pk ,k = Pk ,k −1 − K k Pyy K kT

(3.46)

K k = Pxy Pyy−1
There are two new terms in this representation, Pyy represents the variance of the
observations,

and

Pxy

is

state-observation

covariance..Suppose

process

noise

vk ∼ N (0, Q) and measurement noise ek ~ N (0, R) are Gaussian white noise sequences
with no correlation, the generic UKF algorithm can be written as follows[51]
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•

Given initial state estimate x̂0+ with covariance P0+ calculate 2n + 1 sigma
vectors (where n is length of state vector)
xˆk( i−)1 = xˆk+−1 + x ( i )
x ( i ) =

(

•

)

nPk+−1

x ( n +i ) = −

(

i = 1,...2n

T

i = 1,...n

nPk+−1

T

)

i = 1,...n
i

Calculate xˆ k( i ) using the state space dynamics
xˆk( i ) = f ( xˆk( i−)1 )

•

1 2 n (i )
∑ xˆk
2n i =1

(3.49)

Estimate a-priori state estimation covariance
Pk− =

•

(3.48)

Combine xˆ k( i ) vectors to generate a-priori state estimate at time k
xˆk− =

•

(3.47)

i

T
1 2 n (i )
xˆk − xˆk− )( xˆk( i ) − xˆk− ) + Q
(
∑
2 n i =1

(3.50)

Perform time update, using a-priori state estimate and associated state
covariance (this step is optional, most of the implementations of UKF
generally omit this step and use previously generated sigma vectors)
xˆk( i ) = xˆk− + x ( i )
x ( i ) =

(

nPk−

x ( n +i ) = −

•

(

i = 1,...2n
T

)

i = 1,...n
i

nPk−

T

)

i = 1,...n
i

Use the known nonlinear measurement equation h(i) to transform and
generate
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(3.51)

yˆ k( i ) = h ( xˆ k( i ) )

•

Combine yˆ k(i ) vectors to get predicted measurement at time k
1 2 n (i )
∑ yˆ k
2n i =1

(3.53)

T
1 2 n (i )
yˆ k − yˆ k )( yˆ k( i ) − yˆ k ) + R
(
∑
2n i =1

(3.54)

yˆ k =

•

And measurement covariance
Pyy =

•

Last piece is state-measurement covariance
Pxy =

•

(3.52)

T
1 2 n (i )
xˆk − xˆk− )( yˆ k( i ) − yˆ k )
(
∑
2 n i =1

(3.55)

With calculated quantities, perform Kalman Filter update using equation
(3.46) modified as,

K k = Pxy Pyy−1
xˆk+ = xˆk− + K k ( yk − yˆ k− )
Pk+ = Pk− − K k Pyy K kT

For matrix square root operation in generation of sigma vectors, it has been suggested to
use Cholesky components[48]. The performance of UKF algorithm is much better than
EKF algorithm as demonstrated [52]. Although, it is prone to errors due to numerical
inaccuracies in algorithm deployment, an alternate representation (known as square root
filter) claims to alleviate such problems[53]. As compared to EKF and KF, Unscented
Kalman Filter algorithm is quite recent and holds a lot of promise for real-time
implementation.
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(3.56)

3.3 Implementation of Bayesian inference
As

mentioned

earlier,

marginalization

and

probability

operations

involve

multidimensional integrals calculations which are often analytically intractable. As
shown before, some simplification can be made using linear and Gaussian assumptions.
For the systems with nonlinear transition probabilities or non-Gaussian uncertainties,
Gaussian sum approximations can be made. This section is dedicated to discussion of
some numerical approaches for calculation of expectations and variances of posterior
probability densities and predictive distributions.
3.3.1 Grid Based Methods:
The central idea of grid based methods for approximation of probability distribution is
very simple. Suppose a univariate distribution p( x) needs to be approximated. The
random variable (although continuous in nature), is divided in finite number of points on
horizontal axis. These points represent the possible values that a random variable can
take, the probability of which can be represented by a weight associated with that value.
Mathematically, this can be represented by,
N

pˆ ( x ) = ∑ wi ( x )δ ( x − x ( i ) )
i =1

In equation (3.57), δ is Dirac delta function. Weights wi ( x) represent the probability
values at sampled location. This approach facilitates easy visualization and inference
about parameter inference. This approach can readily be extended to higher dimension
problems. Suppose one is interested in two parameter inference problems, the probability
space simply needs to be extended to two dimensions. The probability distribution then
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can be visualized as contours. As expected, the higher dimensional problems require
large memory and faster computations for real-time application. For example, if a single
parameter space is divided in only 10 discrete grid points, a N parameter problem would
require 10N evaluations[43]. This is also referred to as “curse of dimensionality”- a term
originally coined by Bellman.[54]. Grid based methods provide following advantages.

•

Easy computer implementation: Grid based methods are easy to visualize
(up to dimensions 2) and troubleshoot in early stages of Bayesian
inference tuning. Correlation in posterior can be easily visualized from
contour plots.

•

Marginalization: While analytical methods require multi-dimensional
integration and Monte Carlo methods ( discussed shortly) require finite
Riemann sums to calculate expectations and variances, the marginalization
procedure in grid based methods is as easy as summing up appropriate
rows or columns.

•

Approximation of asymmetric/multimodal densities: Other approximation
methods of probability density approximation leverage symmetry and
unimodal nature of probability distribution to generate reliable numerical
approximations. This means, if these conditions are not satisfied, the
approximations can be misleading. These restrictions are relaxed while
using grid based method.

•

Gradient free approach: Grid based approach does not involve calculations
of probability functional gradient, thereby reducing computational load
and keeping the probability estimates devoid of errors generated due to
gradient approximations.

Apart from these advantages, it will later be seen that grid based approximation of
posterior density also aids in implementation of Markov Chain Monte Carlo method.
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However, when implementing the grid based method, one should consider following
limitations.

•

Dimensionality- as the parameter vector dimensionality increases, the
search space requires smaller resolution. At the same time, the memory
requirement increases because of requirement of nested for loops.

•

Resolution of the results: To control the memory requirement, the search
space needs to be wide enough to converge to the correct values. Caution
must be practiced in choosing the resolution of the search space vectors,
since it directly affects the accuracy of the estimate.

•

Posterior Density Correlation: In certain cases, the posterior distribution
gets more and more correlated because of poor excitation. In this scenario,
the matrix invertability becomes difficult and the estimate reliability is
questionable. It is important to make sure that the parameter estimates are
not correlated. One approach to remove this correlation is reparameterization if possible[55]. In current work, this problem is
alleviated by adding a marginal diagonal matrix to covariance matrix in
case covariance gets too much correlated ( in spirit of regularization
[56],[43], [57]), and posterior is re-initialized with current parameter
estimate means and re-calculated covariance.

•

Grid Adaption: As the estimates get closer to actual values, the support of
the posterior shrinks, in case the resolution of the search vectors ( support
vectors) is not increased, the estimates get saturated and will not converge
further. To avoid this, the search vectors need to be updated. A potential
danger to this is the estimates get too focused and there is no room for
adaption in values.

•

Parameter estimate and Initial covariance scales: In case the initial
parameter estimate vector entries differ in scales, eigenvalues of initial
covariance in parameters will differ by a large scale. This causes poor
condition number of covariance matrix.
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3.3.2 Monte Carlo Simulation based methods:
Simulation based methods for probability approximation includes various sampling
methods based on Monte Carlo Simulations. Traditionally Monte Carlo techniques are
used in optimization, statistics, econometrics, computer graphics etc. In Bayesian context,
one is interested in conditional expectation of function f ( x0:t ) given data y1:t .
E [ f ( x0:t ) | y1:t ] = ∫ f ( x0:t ) p ( x0:t | y1:t ) dx0:t

(3.58)

Applying Bayes theorem to(3.58),

E [ f ( x0:t ) | y1:t ] =

∫ f ( x ) p( y | x ) p( x )dx
∫ p( y | x ) p( x )dx
0:t

1:t

1:t

0:t

0:t

0:t

0:t

0:t

0:t

Assuming that the integrals exist, the Monte Carlo estimate can be obtained as follows,

•

Generate N p pseudo-random realizations, { x0:( it) } from
p ( x0:t | y1:t ), i = 1... N p

•

Evaluate f ( i ) for each realization & compute arithmetic average of

1
results Eˆ [ f ( x0:t ) | y1:t ] =
Np

Np

∑ f (x

(i )
0:t

)

i =1

As number of pseudo realizations increases, N p → ∞ , the approximation converges to
true expectation. (references). By Kolmogorov Strong Law of Large Numbers,
convergence is assured by,
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(3.59)

(

)

N p Eˆ [ f ( x0:t ) | y1:t ] − E [ f ( x0:t ) | y1:t ] ∼ N ( 0, σ 2 )

(3.60)

Estimation of accuracy of Monte Carlo approach is independent of dimensionality of
state space and variance is inversely proportional to total number of samples. But before
using Monte Carlo methods, following factors must be considered.

•

Since Monte Carlo method involves sampling from posterior distribution

p ( x0:t | y1:t ) , it is important to know if it is possible to sample from this
function.

•

How many realizations N p are required for acceptable approximation?

•

Can Monte Carlo sampling method estimate the required expectations
consistently?

•

Are the estimates unbiased?

•

Does Monte Carlo estimator produce minimum parameter variance? (Does
parameter variance given by Cramer-Rao bound?)

There are many Monte Carlo methods used in practice, here a few methods are discussed
for sake of completeness.
3.3.2.1 Importance Sampling
The central idea of importance sampling is to locate the high probability density regions
of distribution and sample from these regions. This is particularly important condition for
multidimensional and sparse distributions. Rewriting integration problems as,

p( x)

∫ f ( x) p( x)dx = ∫ f ( x) q( x) q( x)dx
In equation (3.61), a new probability density has been introduced, q( x) is known as
proposal distribution (or proposal density). Monte Carlo importance sampling technique
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suggests sampling a number of samples N p from proposal density q( x) to obtain
approximate

1
fˆ =
Np

Np

∑ w( x ) f (x
(i )

(i )

)

(3.62)

i =1

Where w( x (i ) ) = p( x( i ) ) / q( x( i ) ) are called importance weights. Often, the distribution

p( x) is not known, in such cases, the important weights can be obtained up to a
normalizing constant such that w( x ( i ) ) ∝ p ( x (i ) ) / q ( x (i ) ) . To ensure that the estimate
represents a density, the sum of all the importance weights should be normalized. The
integration estimate can be written as,

fˆ =

1
Np

Np

∑ w( x ) f (x
(i )

i =1

1
Np

Np

∑ w( x )
(i)

(i)

)

Np

= ∑ w ( x ( i ) ) f ( x (i ) )
i =1

i =1

The accuracy and efficiency of the importance sampling scheme can be improved by
choosing the proposal density as close as the density p( x) . It has also been suggested
that the proposal density should cover the probability space as much as possible to cover
low probability regions of p( x) ( the proposal density should have heavy tail. One of the
limitations of importance sampling is that it takes a large N p since the samples drawn are
independently.
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3.3.2.2 Rejection Sampling
Rejection sampling is an attractive technique to use in case the density p( x) can be
bounded. The basic assumption in rejection sampling is that there exists a constant
C < ∞ such that p( x) < Cq( x) for every x , the sampling procedure can be deployed as
follows,

•

Generate a uniform random variable u ∼ U (0,1)

•

Draw a sample from proposal density x ∼ q( x)

•

If u <

p( x)
, return x , otherwise go to step 1.
Cq( x)

The samples from rejection sampling method are exact in a sense, and the acceptance
probability is inversely proportional to constant C . The knowledge of this constant is
very critical. In Bayesian perspective, the rejection sampling naturally incorporates the
normalizing denominator into constant C . If the prior p( x0 ) is used as proposal
distribution q( x) , and likelihood p( y | x) ≤ C , where C is assumed to be known, the
upper bound on the posterior is given by

p( x | y) =

p( y | x) p( x0 ) Cq( x)
≤
≡ C ' q( x)
p( y )
p( y)

And the acceptance rate for drawing the sample x is,
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p ( x | y ) p ( y | x)
=
C ' q ( x)
C

(3.65)

This can be computed even if the normalizing constant p( y ) is not known. The
limitations of rejection sampling techniques are the knowledge of constant C , and that
in case ratio p( x) / Cq( x) is close to zero, the convergence is slow.

3.3.2.3 Sequential Importance Sampling(SIS)
In both importance and rejection sampling, the accuracy and efficiency of the sampling
methods depends on choice of proposal density that is sufficiently close to the target
density for convergence. It is sometimes difficult to come up with such a density,
especially is the target density is multidimensional. The central idea of sequential
importance sampling is to create this density sequentially. If proposal density is chosen is
a factorized form[58],
n

q ( x0:n | y0:n ) = q ( x0 )∏ q ( xt | x0:t −1 , y0:t )

(3.66)

t =1

For ease of understanding, let us consider the unconditional pdf case for ease of
understanding,

p( x0:n ) = p( x0 ) p ( x1 | x0 )... p( xn | x0 ,..., xn −1 )
q( x0:n ) = q0 ( x0 )q1 ( x1 | x0 )...qn ( xn | x0 ,..., xn −1 )
Then the importance weights (from the importance sampling) can be written as,

52

(3.67)

W ( x0:n ) =

p ( x0 ) p ( x1 | x0 )... p ( xn | x0 ,..., xn −1 )
q0 ( x0 ) q1 ( x1 | x0 )...qn ( xn | x0 ,..., xn −1 )

(3.68)

The weights then can be recursively calculated as,
Wn ( x0:n ) = Wn −1 ( x0:n −1 )

p ( xn | x0:n −1 )
qn ( xn | x0:n −1 )

(3.69)

The advantage of SIS is that it does not rely on the underlying Markov Chain, instead,
many Independent and Identically Distributed (i.i.d) samples are run to create an
importance sampler which sequentially improves its efficiency. One of the major
shortfalls of SIS is that after a while, only few of the importance weights will be nonzero. This is called as weight degeneracy. This limitation of SIS can be overcome by
using resampling step after weight normalization, discussed next.
3.3.2.4 Sequential Importance Resampling (SIR)
As mentioned earlier, SIS suffers from weight degeneracy problem. Even though this
problem does not affect efficiency of the algorithm, but certainly increases computational
overhead since a lot of low importance weights need to be carried forward for
calculation. A generic SIR sampler proceeds as follows,
Np

•

Draw N p samples { x ( i ) } from proposal distribution q( x)
i =1

•

Calculate importance weights W (i ) ∝ p( x) / q ( x) for each sample

•

Normalize the importance weights to obtain W (i )

•

Resample with replacement N times from the discrete set { x ( i ) } , where
i =1

Np

the probability of resampling from each x ( i ) is proportional to W (i )
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There are various re-sampling strategies available for application of this procedure. The
discussion of each of them is deemed out of the scope of this dissertation, but to name a
few, these are multinomial resampling, residual resampling, systematic resampling and
local Monte Carlo resampling.
3.3.2.5 Markov chain Conte Carlo (MCMC)
MCMC methodology is a very important numerical tool that helps performing numerical
integrations that are otherwise intractable in analytical form. This technique is widely
used in biostatistics; image and video processing, voice recognition and machine learning
fields. Major applied work in MCMC area is reported by [55]. It is essentially Monte
Carlo Integration using Markov Chains. One of the principle applications of MCMC is to
generate samples from a distribution which is otherwise difficult to generate samples
from. It is achieved by strategically constructing Markov Chains whose stationary
distribution converges to the desired distribution. To deploy this in practice, there are
various algorithms which include Gibbs Sampling, Metropolis algorithm and Metropolis
Hastings Algorithm[55].
In this paper, authors used Metropolis Hastings algorithm to generate samples from the
posterior distribution of regression coefficients. The specifics of that will be described in
the next section, but in this section, the key points of algorithm are explained [59].As
described earlier, Markov Chain needs to be generated whose stationary distribution is
the target distribution we want to sample from p ( i ) . At each iteration step k , the next
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state X k +1 is generated by sampling a candidate point Y from a proposal distribution
q ( i| X k

) . We define an additional variable as follows



p ( Y ) q (Y | X k ) 

 p ( X k ) q ( X k | Y ) 

α = min 1,

Which is known as an acceptance probability, if the candidate point is accepted, then next
state becomes X k +1 = Y , otherwise the chain does not move and X k +1 = X k . The pseudocode for Metropolis-Hastings (M-H) sampler is given in Figure 3-8

Initialize X0; set k=0;
set n=large number;
for k=1:n
{
Sample a point Y from q(.|Xk)
Sample a Uniform(0,1) random variable u
If u<= α ( X k , Y ) set Xk+1= Y
Else set Xk+1= Xk
}

Figure 3-8 Pseudo-code for Metropolis- Hastings algorithm

It is important to make a few observations here. First of all, the candidate generating
frequency specifies the M-H algorithm. Secondly, the calculation of α does not involve
calculation of normalizing constant since the probability distributions appear both in the
numerator and denominator. Depending upon the nature of the problem the calculation of
α

can be simplified. For example, in cases where the candidate generating distributions

(

are symmetric, q Y | X

k

) = q ( X k | Y ) , yielding ,
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p(Y ) 

 p( X k ) 

α = min 1,

(3.71)

This is the algorithm that was proposed by [60]. In our work, we use the Random Walk
Metropolis sampler, initially introduced by [61]. In the following pseudo-code, the
algorithm is described, please refer to Figure 3-9
Initialize X0; set k=0;
set n=large number;
for k=1:n
{
Y=Xk+ normal random(0, Ʃ);
Sample a Uniform(0,1) random variable u


p(Y ) 

p
 (Xk ) 

Calculate α ( X k , Y ) = 1,

If u<= α ( X k , Y ) set Xk+1= Y
Else set Xk+1= Xk
}

Figure 3-9 : Pseudo-code for Random Walk Metropolis algorithm

MCMC implementation for symmetric unimodal posterior distributions:
As mentioned earlier, the MCMC inference can be performed if an appropriate proposal
density can be created. In filtering (or parameter estimation), the goal is to calculate
expectation and variance of the posterior parameter distribution, given by,

p(θ | y ) ∝ p( y | θ ) p( y )
This means that proposal density can be chosen as the data likelihood, as mentioned in
Random Walk Metropolis algorithm. The obvious next question is then to sample from
the likelihood distribution ( if available). In this section, a simplified approach is
presented following [62]. The central assumption is that the data likelihood function
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should have symmetric distribution and that it should be a unimodal function. This
assumption follows from the validity of the linear approximation of the log likelihood as
discussed earlier in Bayesian Parameter Estimation section. Consider for example, the
parameter estimation problem from the series of observations yi , i = 1...N with a general

f ( x, θ )

nonlinear model of model inputs

and associated measurement error

ε ∼ N ( 0, σ 2 ) ,
y = f ( x, θ ) + ε

(3.73)

The likelihood distribution for i th observation,
2
 1
exp  − 2 yi − f ( xi , θˆ 

( 2π ) σ 2  2σ

1

p( yi | θ ) =

(

)

(3.74)

In case of batch processing where some finite samples are collected together, assuming
the independence of likelihoods with respect to each other, the joint likelihood can be
written as
N

p ( y1:N | θ ) = ∏ p ( yi | θ ) =
i =1

1

( 2πσ

2 N /2

)

 1

exp  − 2 RSθ 
 2σ


N

In equation (3.75), quantity RSθ is residual squared sum

∑( y

i

(3.75)

2

− f ( xi , θ ) ) . Note that

i =1

this quantity is often used in nonlinear least square analysis and in optimization
algorithms. It is interesting to see that in Bayesian context, it represents the likelihood
information in terms of residual squared sum, the minimization of which will yield a
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parameter estimate. Thus, the calculation of probability of move given for Metropolis
algorithm (in equation (3.71)) can be modified as follows,



p(Y ) 
2
 = min 1, exp(−0.5σ RSY − RS X k 
 p( X k ) 

(

α = min 1,

)

(3.76)

The new sample can be accepted and rejected on the criteria discussed earlier. The
question that still remains to be answered is the from which density the new samples need
to be generated. One of the methods suggested include generation of proposal density
variance from covariance of the likelihood[63],
−1

 ∂ 2 log p ( y | θ i ) 
Σ p = −c 

∂θi ∂θiT

θi =θi

(3.77)

Where constant c is placed to ensure that log linearized likelihood covariance matrix (
target) density has less spread than the proposal density. From the earlier sections, the log
likelihood covariance can be approximated as,

 ∂f ( x, θ ) T  ∂f ( x, θ )  
Σ = cMSE 
 

 ∂θ   ∂θ  

Where MSE =

−1

RSθ
mean square error estimate, N is number of data points used and
N−p

p is number of parameters. As in case of Least Square estimation theory, the rank of the

covariance matrix suggests the Identifiability of the parameters ( all the parameters can
be successfully identified if covariance matrix is full rank). It obviously follows that
proposal covariance Σ p = cΣ . The selection of constant c depends upon the acceptance
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rate of the MCMC sampler. Acceptance rate is ratio of accepted samples to total number
of samples generated ([64]). It has been suggested that for Random Walk Metropolis
Hastings theorem the optimal acceptance rate is in range of 30-50%[63]. The algorithm
can be presented as follows[62],
•

Initialization:
o Set N sim number of samples to be generated for scheme

o Set initial estimate of parameter(s) from least square estimate using any
N

optimization algorithm θ 0 = min θ

∑( y

i

− f ( xi , θ ) )

2

i =1

o Calculate MSE =

RSθ
N−p

o Set RSY = RSθ1
o Calculate gradient of regression function f ( x, θ ) with respect to θ1 (
analytically or numerically)
 ∂f ( x, θ ) T  ∂f ( x, θ )  
o Calculate Σ = cMSE 
 

 ∂θ   ∂θ  
•

−1

o Calculate the Cholesky Root of Σ , R = ΣT Σ
Simulation (
o For i = 2...N sim


Sample w from w ∼ N (0, I ) where I is p × p identity matrix



Set θ new = θ old + Rw



Sample a uniform random number u ∼ U (0,1)



Calculate RS new



Calculate α = min 1, exp(−0.5σ 2 ( RS new − RS old ) 



If u < α
• Set θi = θ new




•

Set θold = θ new

•

RSold = RS new

Else
•

θi = θ old

Endif
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o Endfor

Before we conclude, following remarks are deemed important to mention.
•

The performance of MCMC scheme hinges on the initial estimate of
parameter value obtained using optimization algorithm. Depending upon
the type of optimization algorithm used, it might add computational
overhead.

•

Aforementioned algorithm uses N data-points to estimate the parameters,
in context of on-line identification, recursive estimators need to be used.
The algorithm can be modified in a way that the parameter estimates and
covariance input are using the recursive least square algorithm.

•

As mentioned earlier, the identifiability of the parameter(s) depends upon
the rank and invertability of the covariance matrix. Suppose the input
signal is not “rich” enough to excite changes in all the parameter values,
the resulting covariance matrix will be rank deficient and MCMC scheme
will generate completely erroneous results. The “richness” of input signal
is akin to “persistence of excitation”(PE) concept discussed in estimation
and control theory[44].

3.3.2.6 Grid Based MCMC sampling for posterior:
In current work, we propose a hybrid approach that combines best of Grid based and
Monte Carlo Simulation based method for estimating the posterior distribution and
extract sufficient statistics information. As discussed in earlier sections, Grid based
method aids good visualization, troubleshooting and marginalization benefits. Simulation
based methods on the other hands are good for generating samples from unknown
probability distributions. MCMC sampler discussed earlier uses optimization technique
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for calculating the initial parameter values, the computational overhead must be
considered. Therefore, a novel technique is proposed here to take advantages of both Grid
based method and MCMC sampling.
Basic Algorithm for Grid based MCMC sampler
The basic algorithm for Grid based MCMC sampler is given as follows,
•

Grid based aspect:

o Generate a finite grid of parameter vector, the vectors representing
each axis are named “parameter search space” for each parameter.

o With each observation, update the posterior distribution of
parameters

o Take a “slice” in the neighborhood of maximum of posterior
distribution.

o The maximum of posterior distribution represents the initial
estimate to MCMC sampler.

o The estimated variance of sliced posterior distribution multiplied
by a expanding constant represents the input variance of MCMC
chain.
•

MCMC sampler

o Using input parameter and covariance matrices, generate candidate
samples from multivariate Gaussian density having mean the
parameter values and covariance as input parameter covariance.

o Find the index of the candidate sample that lies closest to the index
in parameter search space.
o The indices generated give the probability of current candidate.
This is equivalent to probability of generated sample.

o The acceptance probability is calculated using regular formula.
(equation (3.71))
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Of course, there are several tuning factors for the implementation of this technique. The
range and resolution of the grid are important factors that determine the accuracy of the
initial parameter value. The slice location and covariance approximation control the
amount by which the candidate samples will jump from one iteration to another. The
number of MCMC samples generated, the variance expansion factors are other tuning
factors. The diagnostics of convergence can be monitored by acceptance ratio and autocorrelation between equi-spaced target density generated samples. These factors will be
discussed in following sections.
Correlation negation by re-initialization
Before we discuss the tuning and diagnostic factors for MCMC sampler, it is important to
discuss the cross-correlation between the parameter estimates. The importance of
covariance matrix and conditions in which the cross-correlation can become problematic
has been discussed earlier. This is where it becomes important to negate crosscorrelation. In analytical Bayesian regression , the effect of cross-correlation is reduced
by adding a diagonal matrix to the covariance matrix. It is similar to effect of Penalized
Least Square method ([56]). The central idea to negate correlation is to re-initialize the
posterior distribution grid approximation. This is performed in following fashion:

o Select a threshold of condition where posterior should be re-initialized
o Re-initialize the posterior distribution after “fattening” the covariance matrix
diagonals
The condition of posterior re-initialization is characterized by extremely correlated
matrix. This can be measured by calculating the determinant of the covariance matrix. In
case there is no correlation, the determinant would be simply multiplication of individual
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parameter variances

( σ 12σ 22 ). In case there is correlation, the determinant of the

covariance is reduced by square of cross-correlation ( σ 122 ). Thus, one of the threshold
conditions can be the determinant of the covariance matrix. A fatal condition is that
determinant of covariance is very close to zero. This condition has been discussed by
[43].
Presented method uses the grid approximation of the posterior distribution, care needs to
be taken that support of posterior does not become too much small. This results in
coarseness of the probability distribution. Unless the grid is made finer using grid
adaptation techniques[65], highly concentrated posterior densities cause problems in
terms of parameter adaptiveness.
As mention in section 0, covariance matrix estimation is made on basis of “slice” taken at
a certain location of posterior. Using that information, the subset of parameter space
vector that contains “sliced” posterior can be determined. The ratio of this subset
parameter space vector to complete parameter space vector indicates how much of space
is occupied by posterior. Note that this technique is also helpful for grid adaption. This
ratio selection depends upon uncertainty in measurement. In case the likelihood has very
small support, it will drastically reduce the parameter distribution covariance. It has been
observed that this ratio can be kept in between 0.2 to 0.5 for successful reinitialization.
It must be mentioned that such re-initialization reduces the efficiency of estimation
scheme. Cramer Rao bounds [66]determine the efficiency of estimation scheme. Optimal
estimation scheme satisfies the condition that estimated parameter covariance reduces in
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quadratic fashion as observations are observed. But re-initialization however ensures that
parameters are identified correctly.
Analysis on slice location and initial step size selection
Now it will be discussed how MCMC methods can be used to sample from posterior
distribution, which is almost intractable analytically. It is important to discuss the
practical issues that need consideration while implementing a Bayesian inference scheme
Since MCMC is a numerical scheme. The stability of the mean and variance produced by
the method depends upon number of particles and sample move step size. To study this,
following analyses are performed.
•

Impact of number of particles on estimation

•

Impact of sample move step size

The goal of above analyses is to compare the output of the MCMC inference scheme with
the maximum likelihood solution. Although in most of the situations only maximum
likelihood estimate of the parameter may be required, the method discussed in this work
aims to solve the general problem by re-creating the posterior distribution to be able to
sample from the same. The input to the MCMC scheme is the posterior distribution of
parameter in terms of probabilities associated with each possible value of parameter
within random variable space. Under consideration is a Bivariate normal distribution of
the parameters, in terms of probabilities. At this point, the analytical expression is not
available. The goal of the scheme is to sample from the posterior distribution, and return
the mean and variance of the posterior distribution. The input to MCMC scheme is
number of samples, input variance of the sample and posterior distribution. Scheme
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generates the samples and takes the mean of last 70% samples (to bypass burn in period).
It is obvious that the accuracy of the method is dependent upon the length of samples.

Figure 3-10 Estimation error in scheme as a function of number of samples

Figure 3-10 shows a particular numerical simulation where the MCMC scheme is run
multiple times with increasing sample sizes. As the sample size increases, the estimation
error reduces and oscillates in a ±2% error. Another factor contributing to estimation
accuracy is the variance expansion factor. As explained earlier, every iteration, a
candidate sample is generated from candidate density, in this demonstration, the
candidate density was assumed to be Bivariate Gaussian. Sample generation requires
mean and variance to generate appropriate sample, the variance was estimated by taking
the “slice” of the posterior distribution and calculating the difference between maximum
and minimum random variable value associated with the probability. It is worth noting
that by doing so, we are representing the target density variance by the variance at that
slice.
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Figure 3-11 Variance Estimation slicing illustration

If the variance input for the MCMC scheme is used directly from the slicing method
illustrated in Figure 3-11, the samples generated will refer to the distribution whose base
corresponds to that slice. To counter this problem, the variance expansion factor is
introduced, which simply expands the estimated variance to account for the error
introduced because of slicing. In a numerical simulation, this variance expansion factor
was varied from 0.001 to 2 (0.1% expansion to 100% expansion). The results indicate
that for variance expansion ratios greater than 0.5, the estimation error is contained
within ±3%. It should also be noted that the variance also represents how much the
candidate sample moves from iteration to iteration. For the low variance expansion
factors, the sample move will be smaller, while higher variance expansion factors will
yield large jumps in sample generation. This is illustrated in Figure 3-12. The effect of
the variance expansion factor on the estimation error is shown in Figure 3-13.
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Figure 3-12 Effect of variance expansion factor on sample generation

Figure 3-13 Effect of Variance Expansion factor on estimation error
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3.4 Application 1: Cutting Force estimation using current transducer for machine spindle
motor
3.4.1 Model Development
One of the simplest representative models that relates spindle speed with the torque is
given by[67] , given by equation (3.79)

J ω + Bω = Tin − Tbr

(3.79)

The input to the ordinary differential equation is the electrical torque Tin (ignoring the fast
electrical dynamics). This quantity is directly measured from the current sensor. The
resisting torque Tbr consists of the actual cutting torque Tcut , that we wish to infer and Tidle ,
air cutting torque. In a different representation, considering just the steady state case, this
can be modeled as a balance of input and output power. The air cutting power is modeled
as a polynomial function of the spindle speed. The relationships between all these
quantities is given by,
Pin = Pout
Pin = Pcut + Pidle

(3.80)

2

Pidle = c1ω + c2ω
Considering the static case, we let the dynamics of the system vanish. After some
manipulation, we get following equation.
Pcut = Vin i (t ) − c1ω 2 − c2ω

This equation relates the measured torque (or power) to the actual cutting torque. The
damping in the system and the coefficients relating the idle torque are integrated in the
system. As observed by [67], and [68], the damping coefficient is very sensitive to
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temperature and cutting conditions. After performing the initial experiments it was
observed that the effect of damping coefficient was insignificant, thus it was ignored. To
be able to use the model prescribed by equation (3.81), the coefficients need to be
identified. First the idle power (air cutting power) is measured via offline tests, measuring
power at various speeds (carrying same inertia while cutting).Such a sample plot is
shown in Figure 3-14. The calculation of the initial damping coefficients is done using
following equation.

B=

Pele − c1ω

ω2

This derives from considering the static case with no cutting load. And Pele indicates
electrical power supplied to spindle as an input. Alternatively, it can be measured from
the step response of the spindle.
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Figure 3-14 Spindle power consumption during air-cutting

It is important to note here that the model is a simplified case of the actual phenomenon.
Also the coefficients are dependent on temperature and cutting load. So, the coefficients
are subject to change, also the error in identification of these coefficients result in a false
cutting torque value. This is even more important when the current sensor is used as a
feedback sensor for adaptive control purposes. A simple Monte Carlo simulation reveals
that 5% error in identification of the coefficients leads to about 20% variation in the value
of torque. Averaging the toque over time may or may not produce reliable values.
It is therefore important to recognize that the coefficients just cannot be treated as
constants; they need to be treated via a probabilistic approach. The following sections
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discuss development of a Bayesian learning system that updates the coefficients based on
the calibrating device and reduces the uncertainty associated.
3.4.2 Algorithm description and numerical analysis

p (α , β ) ∼ N ( µ , Σ )

Process model and Priors

Tcut = Tmeas + αω + βω 2

Prior Distribution of the
cutting torque (Monte
Carlo Simulations)

Data Likelihood (Measured
value of Torque from
calibration instruments)

Posterior on coefficients
=prior * data likelihood
Cutting torque value distribution
0.035
Prior Distribution
Posterior Distribution

Sampling from posterior
on coefficients- Metropolis
Hastings (MCMC)

0.03

Probability

0.025

0.02

0.015

0.01

0.005

0
-1300
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-1100
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-900
Torque value

-800
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-600

Posterior on Cutting
torque ( less variability)

Figure 3-15 Algorithmic view of approach taken in this work

Our goal is to treat the coefficients as parameters subject to change and update their
values as soon as a new data point is observed. Idle power can be estimated as a function
of angular velocity of spindle along with coefficients. We desire to estimate the cutting
power based on estimated idle power based on angular velocity. This can be represented
mathematically as follows,

71

p( Pcut | Pidle ) ∝ p( Pcut | C1 , C2 )

(3.83)

The right hand side of the equation relates to uncertainty in cutting power estimate based
on the value of coefficients, this term can be expanded using Bayes theorem as follows.

p( Pcut | C1 , C2 ) =

p(C1 , C2 | Pcut ) p(C1 , C2 )

∫∫ p(C1 , C2 | Pcut ) p(C1 , C2 )dC1dC2

(3.84)

In equation (3.84), we can identify terms as
•

p(C1 , C2 ) : Prior joint distribution of coefficients

•

p(C1 , C2 | Pcut ) : Data likelihood

•

p( Pcut | C1 , C2 ) : Posterior distribution of cutting power

The term in the denominator is the normalizing term. The process of Bayesian
Update follows following steps
1) Prior Establishment
2) Data Likelihood Calculation
3) Posterior Calculation
This process is explained schematically in Figure 3-15.
The priors can be given by,

  2  0.05 0  
p(C1 , C2 ) ~ N    , 

 1   0 .005 
This is a Bivariate Gaussian distribution with no covariance. Figure 3-16 shows the joint
probability distribution of coefficients.
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(3.85)

Figure 3-16: Prior establishment for coefficients

Since it is very important that the prior distribution be somewhere in the vicinity of the
actual values for faster convergence, we have opted for normal prior from the values
obtained by the linear regression. The numerical scheme is still valid for the case when
we use non-informative prior.
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3.4.3 Data Likelihood for the Torque

Figure 3-17 Data likelihood for torque

The data likelihood is calculated from the model discussed before. The method deployed
here is called discrete grid method [69]. First, the coefficient values are divided in a finite
grid, and then with the measured torque value, all possible values of coefficients are
calculated that will produce that torque. To introduce uncertainty, the measured value of
torque is assumed to have some measurement noise (2-5%). This way, we get the
likelihood function which solves the inverse problem of “given the data point and my
model, what is the probability that estimated coefficients (parameters) produce the
observed data”. And that selected value of coefficients will give the measured value of
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torque using a deterministic model in the presence of uncertainty. The data likelihood is
shown in Figure 3-17

Figure 3-18 Posterior distribution of coefficients

3.4.4 Sampling from posterior: MCMC scheme
Once the data likelihood is established, the posterior distribution of the coefficients is
generated by point by point multiplication of the prior distribution and the likelihood
function (Figure 3-18). The resulting matrix represents the posterior distribution.
Normalization yields actual posterior distribution. To update the distribution of the
coefficients, the Monte Carlo simulations are run with data points sampled from posterior
distribution of the coefficients. As discussed earlier, it is not generally possible to directly
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sample from the posterior, so we use MCMC methods discussed in eearlier
arlier sections to
generate samples that represent the posterior distribution.

Figure 3-19:: Markov Chain Monte Carlo simulations to generate samples from posterior
distribution of coefficients

While using the Random Walk Metropolis algorithm, it is important to have the
increment size generating a new sample (the Σ in Figure 3-9)) smaller than the
distribution one is sampling from. If this is not the case, tthen
hen the convergence will not be
observed [57]. Also, [64] discuss about the selection of the random walk increment
matrix and acceptance ratio.
atio. In the presented work, first the values for the coefficients
that produce some minimal probability were calculated. Then the Σ matrix was
multiplied with a gain factor that produced the acceptance ratio between 40-50%.
40
Additionally,
nally, there is some “burn
“burn-in”
in” time required for the candidate samples to get
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converge. This evolution is shown in Figure 3-19. In the Figure 3-20 the samples
produced from the MCMC scheme are compared with the posterior distribution,
indicating that MCMC scheme does produce the samples that represent posterior
distribution. The ongoing work aims to develop an adaptive algorithm that will calculate
this parameter based on the posterior distributions.

2.8
MCMC samples
Posterior Distribution
2.6

2.4

Coefficient C3

2.2

2

1.8

1.6

1.4

0.7

0.72

0.74

0.76

0.78
Coefficient C2

0.8

0.82

0.84

0.86

Figure 3-20 MCMC samples compared with posterior

Once the samples from posterior distributions are available, the distribution of
torque can be updated by sampling from the posterior distributions and using Monte
Carlo sampling method.
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Figure 3-21: Distribution of cutting torque before and after the update

Figure 3-21 shows the prior and posterior distribution of the Torque. The variance of the
torque is much reduced and the distribution has a strong peak. This way, the credibility in
the measured torque value is high. Secondly, as more and more measurements are made,
the probability distribution gets sharper and sharper, meaning the variance decreases,
when there is an outlier observed, and the coefficients gradually change updating the
model.
3.4.5 Experimental Data analysis
This section describes the experimental set up to validate the numerical scheme. The tests
were taken on Okuma Lb4000 EX CNC lathe. The lathe was instrumented with a
commercially available current transducer based power monitoring unit. This commercial
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product is typically used to give alarms about the tool breakage, excessive wear etc. The
schematic of the experimental set up is shown in Figure 3-22.
Host PC
TMAC ( Power
Sensor)

Raw Sensor data

CompactRIO
Ethernet link

CNC

Cutting Force
Feed Force
Tool Temperature

Figure 3-22: Experimental Set up of Current sensor calibration

The output from the current transducer ([70]) is an analog signal (0-10V) which
represents the power measured in HP. This signal is acquired with NI –CompactRIO
(cRIO-9023) control prototyping module for signal processing and data storage. In the
same set up, there are additional sensors measuring cutting and feed force and
temperatures near cutting edge. For this study, temperature measurements were not
included in model. But in the experimental set up, there are 2 K type Omega®
thermocouples cemented near the cutting insert seat.
Experimental data was generated for 3 cutting speeds (30,75 and 120 m/min), and
three different feed rates(0.05,0.15,0.25 mm/min), while keeping the depth of cut
constant at 1.5 mm. These values were chosen for machining of Ti6-Al4V alloy using
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uncoated carbide tool. It is worth noting that while generating the data, all the cuts were
made using new tool ( new cutting edge).

Figure 3-23 : Data acquisition set up

The data obtained from the current transducer while cutting the metal was postprocessed using MATLAB®. After only 5 torque coefficient updates, the coefficients
produced were able to predict the forces better than the polynomial fit as shown in Table
3.
Table 3: Relative comparison of Least Square and Bayes estimation (%error in prediction)

Test ID
89
92
94
95

Least Square
20.6915
6.4466
9.6002
17.6725
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Bayes
1.7616
6.4466
5.8671
9.5774
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Figure 3-24: Cutting force estimation by Bayes update scheme (solid blue line) vs. actual
cutting force (broken red line)
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Figure 3-25: Cutting force estimation by Least Square polynomial fit (solid blue line) vs.
actual cutting force ( broken red line)

Figure 3-24 shows the comparison of the actual cutting force (measured by a machining
force sensor) with the power data obtained from the sensor for different cutting speeds
and cutting load using Bayesian update of coefficients. Figure 3-25 shows the
comparison between estimated and measured force values using least square estimation
over 9 data points. Bayesian update scheme predicts consistently better than least square
in all the test points. It is worth mentioning here that for the lower RPMs, current
transducer output had higher noise content, it sometimes get reflected in the prediction
error. Similarly, at higher RPMs, the influence of nonlinear cutting torque gets influential
in prediction as noted by [67]. To verify the model produced by running the tests
mentioned, two more tests were taken by choosing completely different machining
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parameters (Ti6-Al4V, 100 m/min speed, 0.1 mm/min and 0.2 mm/min feed rates, 1 mm
depth of cut). Figure 3-26 shows the force prediction using Bayesian update scheme
presented in the work. Apart from predicting the force values with good accuracy, it also
rejects the spikes experienced by force sensors (because of breakage of entangled chips).
Authors are now working on making the algorithm more efficient to be deployed in a
real-time environment.
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Figure 3-26: Validation runs: Force prediction by Bayesian scheme ( solid blue line) vs.
Measured force ( broken red line)

3.5 Application 2: mechanistic force model estimation
3.5.1 Establishment of priors:
The mechanistic force model given as follows
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Fc = K cbh + ε
Ft = Kt bh +ψ

(3.86)

Where b is depth of cut and h is feed per revolution. ε and ψ represent uncertainty in
measurement of the cutting force because of variation in force coefficients.
The force coefficients are given as [69] following the orthogonal machining theory,

Kc =

τ cos ( β − α )
sin (φ ) cos (φ + β − α )

τ sin ( β − α )
Kt =
sin (φ ) cos (φ + β − α )

(3.87)

Where τ is the shear stress during the cutting (assuming orthogonal machining model),

β is the friction angle, φ is the shear plane angle. Now the variability in force is directly
proportional to variability in force coefficient since depth of cut and feed are machine
parameters usually known and controlled.
p ( K ) ∝ p (τ , β , φ )

Where p ( K ) indicates the probability distribution of force coefficient and p (τ , β , φ ) is
joint probability distribution of shear stress, friction angle and shear plane angle. Shear
plane angle is independent of shear stress and friction angle and usually known. Thus
equation (3.88) can be reduced to,
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(3.88)

p ( K ) ∝ p (τ , β ) p (φ )
p ( K ) ∝ p (τ , β )

(3.89)

Thus variability in force coefficient is directly proportional to variability in shear stress
and friction angle. Therefore, for the estimation of the forces, it is necessary to observe
the joint variability ( or joint probability distribution) of τ and β . It is important to note
here that for the accurate update of the force coefficient, it is necessary to have values of

τ ,β

and φ . However, the (online) measureable quantities here are only Fc and Ff

(cutting and feed force). For the update of the shear plane angle, with the knowledge of
the chip thickness, following relation can be used.

φ=

rc cos α
t
; rc = c
tun
1 − rc sin α

(3.90)

This equation produces initial belief in the shear plane angle can be updated after every
cut. In the scenario where the dynamic update of force coefficients has to be made, one
needs to resort to the empirical relationships, one of the popular ones given as
follows[71],

φ = 45 −

β
2

+

α
2

Based on some primary literature search [72] [73] [74], for alloy Ti6-Al4V, shear stress
and friction angle joint distribution can be represented by,
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(3.91)

 500   200 0  
,

  30   0 5  

p (τ , β ) ∼ N  

This is a Bivariate Gaussian distribution with no covariance. Figure 3-27 shows the 2dimensional probability distribution of coefficients.

Figure 3-27: Prior establishment for coefficients

It is important to mention that the convergence to true force coefficient values depend
upon the selection of prior distribution. That is, if the prior is chosen close to actual value
of force coefficient, the convergence will be faster. Though this demonstration assumes a
Gaussian prior centered around the literature reported values, the scheme is also valid for
a uniform distribution (non-informative prior).
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3.5.2 Data Likelihood for the Force

Figure 3-28: Data likelihood for forces

Update in force coefficient is made whenever a new data point is made available. Since
shear stress and friction angle contribute to cutting and feed forces, both cutting and feed
forces help update the force coefficient value. This is done by using equation(3.86). The
method deployed here is called discrete grid method [69]. First, the shear stress and
friction angle values are divided in a finite grid, and then with the measured force value,
probability of all possible values of shear stress and friction angles are calculated that will
produce that force. To introduce uncertainty, the measured value of torque is assumed to
have some measurement noise (2-5%). This way, we get the likelihood function which
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solves the inverse problem of “given the data point and my model, what is the probability
that estimated coefficients (parameters) produce the observed data”. And that selected
value of shear stress and angle will give the measured value of force using a deterministic
model in the presence of uncertainty. The data likelihood is shown in Figure 3-28. The
calculation of the posterior follows from point to point multiplication of the prior density
with the data likelihood.

Figure 3-29: Posterior distribution of coefficients

3.5.3 Sampling from posterior: MCMC scheme
Once the data likelihood is established, the posterior distribution of the shear stress and
friction angle is generated by point by point multiplication of the prior distribution and
the likelihood function (Figure 3-29). Since at this point, we do not have the analytical
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expression that represents posterior distribution; we use MCMC methods discussed in
earlier sections to generate samples that represent the posterior distribution.
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Figure 3-30: Markov Chain Monte Carlo simulations to generate samples from posterior
distribution of coefficients

The mean of the posterior distribution indicates the updated shear stress and friction
angle values. These values are then used in equation
coefficient values.
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to generate updated force
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Figure 3-31: Force coefficient update - reduced variability

As shown in Figure 3-31, reconstruction for the force coefficient distribution reveals
much reduced variability before and after the update. The prior distribution is indicated
with blue solid line and posterior distribution is indicated with red dotted line. This
validates the numerical scheme accuracy and stability.
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3.5.4 Experimental Data Analysis

Figure 3-32: Force Coefficient inference and comparison with experimental data

For the experimental verification of the force coefficient inference scheme, on-line
estimation of force coefficients machining Ti6-Al4-V (Grade 5 Titanium alloy) was
performed. For a particular machining conditions (2mm depth of cut, 0.3 mm/rev
feedrate, 30 m/min cutting speed), Figure 3-32 shows the data of cutting force and feed
force (solid blue line). Using the Bayesian inference scheme discussed in the previous
section, the force estimates are shown (red circles) . After about 10 posterior updates, the
force estimates show a good agreement with the experimental data. This can also be used
in an on-line control scenario- force coefficients of the workpiece material can be
identified online to perform constant force control. Also, should force coefficient change
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because of hardness change in the material, inference scheme will be able to track the
values of coefficient to ensure that cutting force control model is updated.
It is worth mentioning how this method is novel from the other non-model based
(purely feedback based) methods. Though the force coefficient values are known to be
constants, they often vary for different speed and feed regimes. If a deterministic
mechanistic model is chosen, it is quite possible that the prediction of forces might be
accurate in a particular regime, but not across the entire range. This method provides a
means not only for a prediction of forces from mechanistic point of view, but also
provides understanding in distribution of friction values, shear stress and shear plane
angles, and how it varies across different cutting load and speed regimes. From the
control theory point of view, it provides an automatic tuning feature. In the continuing
work, authors are investigating treatment of outliers and in process identification of shear
plane angles.
3.6 Model selection for machining processes
Traditional uncertainty theory classifies uncertainty in aleatory and epistemic
uncertainties. Parameter and state related uncertainties are examples of aleatory
uncertainty. The uncertainty about knowledge about the phenomenon- or the assumed
model structure is related to epistemic uncertainty. Bayesian methods provide an intuitive
and mathematically robust way of dealing with this problem. Set in a traditional Bayesian
Hypothesis testing, various model selection techniques are used in practice. The
application of Bayesian model selection has been applied to various applications in signal
processing ([75]), Computational Biology ([76],[77]), structural health monitoring ([78]),
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nonlinear dynamic system identification ([79]). For theoretical development and details,
please refer to Appendix D.
In the context of adaptive control of the machining operation, it is important to identify
the machining force model. Alternate application to model selection can also be the toolwear regime selection. For the purpose of demonstration, let us present following
candidate models for writing input-output relationship for machining force in case of
turning operation.

M 1 : F = Kbf
M 2 : F = K1bf K 2

(3.93)

M 3 : F = K1b K 2 f K3
The basis of these models come from the primary work in orthogonal machining theory
([2]), empirical modeling of the cutting force ([10],[9]). Let us assume that the data is
generated using following generative model,

F = 1200bf 0.5 + w
Where w ∼ N ( 0,500) , a measurement noise, which also lumps the parametric
uncertainty with it. The noisy data is shown in Figure 3-33.
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(3.94)

Figure 3-33: Machining force model selection- measured data

Note that the model selection scheme also encompasses parameter identification scheme
as well, here the goal is to identify the model structure and the parameters. Running the
RLS algorithm on the data given along with the models, one obtains the parameter
estimates for various models. Figure 3-34 shows the parameter trace for Model 1 and
Figure 3-35 shows parameter traces for Model 3.
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Figure 3-34: Identified Parameter for Model 1
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Figure 3-35: Identified Parameters for Model 3

Before the parameters for Model 2 are presented let us make a remark about the Model 1
and Model 3 parameters. Since the model does not match the data that produced it, the
parameter values never converge to any value, in case of Model 1, it oscillates around
one value and for Model 3 parameter values keep on drifting in some direction, never
really hitting steady state. Since Model 2 actually represents the data, we see that the
parameter trace quickly converges to true values of parameter ( as shown in Figure 3-36
), the true values are shown by red lines.
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Figure 3-36: Identified Parameters for Model 2

The machining model selection using BIC method chooses model 2 over Model 3 by a
small margin, but this selection is robust over the measurement noise, and depth of cut
variation. The BIC values for different models are shown in the Figure 3-37.
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Figure 3-37: Model selection using BIC

It’s also important to check if the parameters estimated by various models actually
produce the data. Figure 3-38 shows the comparison of model outputs for different
identified models along with measured data. Outputs of Model 2 and Model 3 are
indistinguishably close as evaluated by the BIC criterion.
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Figure 3-38: Model Prediction using difference models and measured data

Once more, let us note that higher number of parameter does maximize likelihood ( i.e.
reduce the residual sum squared), but in doing so it causes overfitting of data (it also tries
to model noise). If the model is made more and more complex, one would start observing
that effect.
3.7 Chapter Summary
At the start of the chapter, it was mentioned the need of including the uncertainty in
machining process models. It is important to note here that the source of uncertainty in
machining process models is due to the fact that process models are simplified
descriptions of the complex machining phenomenon. The Bayesian inference framework
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was used to generate process models with parametric and state uncertainty.

Two

applications presented here demonstrate the usefulness of Bayesian inference technique
to identify nonlinear, dynamic process model parameters and states. The applications
were also the examples of process modeling for first principle based ( Application 1) and
empirical model (Application 2). Grid based MCMC method was developed that can be
applied to parameter estimation problem, and verified with synthetic and experimental
data.
Model uncertainty ( aleatory in nature) was also tackled using Bayesian Model selection
technique rooted in Bayesian Information Criterion (BIC).
experimental data, this was verified for use in practice.
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Using the synthetic and

CHAPTER FOUR
MACHINING PROCESS CONTROL

4.1 Comprehensive Review of Machining Process control
Machining process control can be classified in several ways. The quality control of the
finished goods refers to the dimensional accuracy and tracking behavior of its mean and
variance. Process variables control mostly includes control of forces and power
experienced by machining tool during machining. Machining output control refers to
control of indicators of machining metrics: surface roughness, machining time (cycle
time), tool wear, dimensional accuracy, temperature control and dynamic chatter control.
In some critical machining processes (e.g., silicon wafer machining or micro lens
machining) process variables like shear stress or sub-surface hardening could also be of
importance. Other than this, other classifications include in-process or in-cycle control
([80]). In-process control refers to control of desired objectives while varying the control
input while process is taking place (e.g., force control). In-cycle control refers to control
of parameters that can be measured after each cycle and adjusted (e.g., tool wear
adjustment). Open loop and closed loop control strategies are also another approach to
classify control schemes. The scope of present research is limited to in-process modelbased closed loop control of machining process metrics. The goal is to outline a
methodology of model selection, identification, and control development for a
representative turning operation. To that end, the literature review includes machining
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metric control applications (specifically force/power control, surface roughness control
and tool wear control) performed in-process.
Machining process force monitoring is valuable for tool wear state, chatter detection and
overall process health. Though accurate means of measuring force with piezoelectric
based dynamometers exist, they are not generally deployed in industrial environments
because of the prohibitive cost. Strain gauge based force sensors are relatively
inexpensive, but suffer from low bandwidth because of slower response. There have been
attempts to estimate the feed force by measuring feed axis motor current
[81][67][82][68]. However, this method requires experimental data collections over
operating region that machine will be operating in and generating a reliable model that
will produce satisfactory estimation.
The machining force control problem has been investigated by variety of researchers for
over 4 decades. The pioneering work in this area is done by Ulsoy, Koren and Mesory
[83][32][84] who discuss Adaptive control, variable gain control, and online estimation
of model parameters. Some of the control structures are discussed in presented work,
mainly to give idea about the approaches already taken, and what can be done to improve
them.
4.2 Remarks on nature of machining control problem and existing solutions:
From the literature review, it is noted that first reported turning force control was
performed as early as 1983[84]. However, until present not many industrial CNC systems
feature application of force control in action. We present the following reasons after
careful study of literature.
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•

Hardware Requirements:

o Active force control for industrial CNC systems requires active
control of feed and/or depth of cut during the process. This calls
for measurement of forces while machining. The sensor
technology for dynamic force measurement is present, but not
affordable.

o CNC machine axis control is proprietary and not open to alteration
from user (for a good reason), this blocks actuation mechanism for
active control.
•

Software Requirements:

o Active force control requires deployment of control algorithm on a
microcontroller/computer. The CNC controller architecture do not
allow input/output operations to and from an external
controller/sensors.
•

Process nonlinearity

o Machining process in nonlinear in nature. The cutting force
dynamic system contains a multiplicative term that is nonlinear
with respect to input. This classifies force system one with
“nonlinear and time-varying perturbations” [85]. Simple linear
feedback control devoid of any process models is susceptible to
compromise in control performance to instability as proven by
many researchers ([32], [86], ).
•

Machining process force model(s)

o Machining force system depends upon workpiece, tool, coolant
condition, machine tool stiffness and desired workpiece geometric
requirements.

o First principle based force models require careful measurement of
involved quantities. As discussed in Chapter 3, the first principles
model of cutting force according to orthogonal machining theory
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involves calculation of quantities such as shear stress and shear
angle- quantities which are difficult to measure with accuracy and
sensitive to variation in peripheral conditions.

o Empirical models require extensive design of experiments to take
into account influence and sensitivity of variables and parameters
affecting the process. Even if models are empirical in nature, they
represent a normalized workpiece material-tool condition. Many a
times, empirical models are calibrated a-priori and used in modelbased closed loop control, the issue faced there is the variation of
the parameters during the machining alters the efficacy of control
scheme.
To that end, for deployment for a model based force control systems, the following
conditions would represent a favorable situation.
•

Reliable and affordable sensing and actuation technology

•

CNC system architecture able to integrate external controllers/ sensors and
actuators

•

Control algorithm able to reject the nonlinear disturbances because of
nature of process and unknown variations

•

Online adaptation of machining process models

4.3 open loop model based control
4.3.1 Demonstrative Example: Workpiece Deflection in Bar Turning with Feed rate
Scheduling
In turning process, cutting tool imparts bending force on the rotating workpiece. In case
the workpiece is slender, or has low flexural rigidity, the deflection in the workpiece
causes inaccuracies in the finished product. This problem is severe in case workpiece is
held by chuck on one side and with no support on the other end ( cantilever
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configuration). The problem is somewhat alleviated when other end is supported using
live center at tail stock end. This causes the finished product to have incorrect dimensions
because of deflection.
The bar turning problem becomes significant mostly for the long slender bars, or working
with softer metals. This problem has been attempted by various researchers. Benrados et
al. attempted this problem using the feed forward deflection model
modelss and Artificial Neural
Networks (ANN) [87].. Fan et al used an elaborate vibration based deflection model with
laser based deflection measurement system [88].. Yang et al. used deflection model of
tool & tool post with help of piezoelectric actuators and compensated it in real time by
feeding in X and Z axes corrections to CNC system [89].. Li explored different errors that
can generate in bar turning, including geometric, cutting force induced deflection and
thermally induced errors [90]] [91] [92] [93].

Figure 4-1:: Workpiece deflection due to cutting fo
forces

In order to model the deflection of the workpiece, we model it as a cantilever beam and
the cutting tool imparts transverse force on it to deflect it. The deflection due to self
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weight is small as compared to the deflection caused by cutting tool. Using the EulerBernoulli beam theory, we have

δ=

Ft l03
3 EI

(4.1)

which is the deflection of a cantilever beam with Ft transverse point load at l0 length from
the base of the cantilever, L being the length of the bar. Now, from the orthogonal cutting
mechanics, we know that the thrust force produced by the cutting tool is[71]

Ft =

wcomt0τ sin ( β − α )
sin φ cos (φ + β − α )

(4.2)

Where, wcom is commanded depth of cut, t0 is width of cut (feed in mm (or inch)
per revolution, integral of feed rate over sampling time), τ is shear strength of the work
piece material, β ,α ,φ are friction angle, rake angle and idealized shear plane angle
respectively.
Since deflection of the workpiece is in the same direction as the force is being applied,
we need to correct the depth of cut using the following:

Ft (t ) =

(w

com

− δ ( t ) ) t0τ sin ( β − α )

sin φ cos (φ + β − α )

Substituting Ft (t ) in equation(4.1),
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(4.3)

δ (t ) =

(w

com

− δ ( t ) ) t 0τ sin ( β − α ) ( L − l ( t ))

3

3 EI sin φ cos (φ + β − α )

(4.4)

Rearranging terms and defining constants,

3

δ (t ) =

wcom t 0 ( t )( L − l (t )) N
3

1 + t 0 (t )( L − l (t )) N
N =

τ sin ( β − α )

(4.5)

3 EI sin φ cos ( φ + β − α )

Also, note that

t =f
0

RPM
60
t

f
l (t ) = sum of t = ∑ t
0
0
t =0

In the model and control law formulation discussed in the previous chapter, it is assumed
that all the system parameters are available and the variables are being measured online.
In this study, the force measurements were not available. For this matter, the FEA
simulations were run to obtain the cutting tool force values. These were compared with
the experimental data and unknown parameters were obtained. This section discusses the
initial experimental data, the FEA simulation studies and verification of the model based
on both the experiments and FEA simulation studies. Figure 4-2 shows this process in the
form of the algorithm.
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(4.6)

Figure 4-2: Approach in algorithmic view for deflection control model development

4.3.2 Initial Experimental Analysis
This sub-section
section discusses in brief the initial experimental analysis. Keeping the depth of
cut and cutting speed constant, four runs were taken for feed rates of 0.01 in/rev 0.015
in/rev 0.02 in /rev and 0.03 in /rev. All the tests were taken for a constant cutting speed of
31.21 m/min and depth of cut of 0.044 in
in. Figure 4-3 shows the snapshots of some of
o the
constant feed experimental tests. Figure 4-4 shows the actual measurement of the bar
diameter after cutting at 12 points through the length of the bar. These initial test runs
were taken to establish a baseline against which the FEA simulations were verified so
that they could be used in subsequent tests with varying feed.
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Figure 4-3 Initial test cuts with different feed rates

Figure 4-4: Measured diameters of bars at different feed rates ( experimental data for
constant feed rate tests )

Depending on the feed rate the measured diameter of the bar at the end of the bar varied
from 0.982 in to 0.995 in against the expected value of 0.96 in. This shows how much of
dimensional error is introduced without any control on feed-rate.
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4.3.3 FEA Simulations and values of shear stress and friction
Note that the model and the control scheme discussed in previous section assume that the
process parameters and variables are known. But in practice, these process variables
(such as cutting and transverse forces) are found using the force dynamometer attached to
the tool. With the knowledge of cutting and thrust forces, control inputs can be
determined. The unknown parameter in equation (4.5) is β , the friction angle, and
unknown variable is τ , the shear stress. In a paper by Armarego et al.[94], it has been
mentioned that both shear stress and friction are found to be almost constant with
changing cutting velocity. Since primary focus of this study was to validate the
effectiveness of the control algorithm, so for this part of the study, the tool forces were
calculated by running the machining simulations using the commercial Finite Element
Analysis(FEA) package Advantage FEM by Third Wave Systems[95]. In the present
study, various analyses were performed that simulated the experimental conditions. In a
series of simulations the cutting speed, depth of cut, workpiece and cutting tool material
were kept constant and only feed was varied from 0.01 in/rev to 0.035 in/rev. The
software package gives access to field data such as stresses, temperature and internal
energy, but the primary purpose of running these simulations was to obtain the cutting
force data. Figure 4-5 shows the output of the force data (unfiltered) as received from the
package.

110

Figure 4-5: Example cutting force data output from the FEA simulations

In this particular simulation, the length of cut was 15 mm, the longer lengths( > 20 mm)
were avoided due to time constraint. These files were exported in ASCII format text files,
which were then post-processed in MATLAB. To obtain quasi-steady state values of the
force, 20,000 data points in the center of the plot were taken and average of those data
points were utilized for further calculations. The cutting force data from simulations
show ascending and descending trend because of a short length of cut. Running
simulations with larger length of cut would yield steady state values; this was not done
due to time constraints. A typical simulation tool about 18 hours of CPU time, 5 such
simulations were run.
4.3.4 Verification of the FEA simulation data with the experimental data:

Table 4: FEA Generated cutting force data along with shear stress and friction coefficients
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Fe e d rate (mm/re v) Ave rage Force (N)
Fx
Fy
0.25
275.10
247.66
0.51
417.27
332.23
0.64
487.34
374.49
0.76
540.69
400.09
0.89
587.42
390.59
Average

Friction coe fficie nt

She ar stre ss (MPa)

0.72
0.64
0.61
0.59
0.52
0.62

471.87
395.69
375.24
354.78
351.79
389.87

Table 4 shows the friction and shear stress computed from the orthogonal mechanics
formulae stated as below:

µ = tan β =

τ=

Ft + Fc tan α
Fc − Ft tan α

(4.7)

Fc sin φ cos (φ + β − α ) sec ( β − α )
wt0

The shear stress values and friction values generated from the FEA simulations were put
in the MATLAB model, and the experimental data was re-generated using the MATLAB
model. Figure 4-6 shows the comparison of analytically generated diameter of the bar
(because of deflection) with experimental data for feed rate of 0.03 in/rev. This validated
the values of average shear stress and friction constant yielded from FEA analysis usable
for the experiments.
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(4.8)

Figure 4-6: Predicted deflection of the bar with FEA simulation data and comparison with
experimental data

Using the average shear stress and friction, the prediction error was fond to range from
0.08%-0.605%. Thus the data from experiments and FEA simulations were duly verified
with the model generated.
Table 5: Simulation parameters

Parameter

Value

Units

wcom

0.044

in.

L

10.75

in.

α

-6

deg.

β

31.65

deg.

ϕ

26.16

deg.
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τ

5656.5

psi

E

9.9931e06

psi

rbar

0.5020

in.

The idea is to communicate the current deflection of the workpiece to the feedrate
through some gain. If the deflection more than 0.005 in, then feed will be decreased to
reduce the deflection, otherwise feed can be increased. This limit depends upon the
tolerance specifications desired. Through various simulations it was observed that the
algorithm is very sensitive to step size and feed gain. The logic was built in MATLAB ,
the results of the simulations are depicted in the Figure 4-7 to Figure 4-10 . For this
numerical exercise, the parameters used are given in Table 3.
•
•
•
•

Initial feed rate =0.01 in/rev
Feed rate feedback proportional gain = initial feed rate/10
Feedrate Integral gain= 0.00001
Feedrate Derivative gain=0.05
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Figure 4-7: Workpiece deflection with no control and close loop control over the length of
the workpiece (simulation)
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Figure 4-8: Thrust force with no control and closed loop control over the length of
workpiece (simulation)

Figure 4-9: Feedrate with no control and closed loop control over the length of workpiece
(simulation)
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Figure 4-10: Actual depth of cut with no control and closed loop control over the length of
the workpiece (simulation)

The simulations show in concept how feed rate controls the deflection of the bar. After
deploying the feed schedule on the Aluminum bar, the dimensional accuracy greatly
increased. The bar profile and comparison with the constant feed rate tests is shown in
Figure 4-11. Note that constant feed rate tests were single runs (1 specimen-1 test run). It
can be seen that the bar with dynamic feed shows excellent dimensional accuracy, the
maximum deviation is only 0.005 in. from the desired diameter. This error is attributed to
various agents such as uncertainty in material parameters, use of average shear stress and
friction values, etc. It should be noted that the FEA simulations were run for higher feed
rates, while for the most part of dynamic feed part cutting, the feed rates were extremely
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slow so as to keep the deflection less. Effect of this can be seen in Figure 4-11, the data
points for dynamic feed go off the desired diameter line as the distance from base
increases. These are the points where the feed rate was 0.0001-0.001 in/rev.

Figure 4-11: Results of feed scheduling based on the deflection model of the bar turning
process

4.3.5 Conclusion
In this section, the open-loop model based control strategy was presented for deflection
control of slender bar turning problem. The model was built using the Applicationmachining performance metric dependence matrix. The model identification was
performed using series of FEA simulations and was verified by running experiments. The
open loop control strategy was built using Proportional Integral Derivative (PID)
controller, by varying the feed-rate. This scheme was implemented experimentally by
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first running the Matlab simulation with related material and tool properties and
generating feed-rate schedule to feed in CNC machine program.
4.4 Model based closed loop control of machining
4.4.1 Machining force control problem: Approaches
Table 6 : Popular approaches in Machining Force control
Force Control Approaches

Relevant Literature

Feedback based, constant gain

Tlusty & Elbestawi(1977); Tomizuka & Zhang
(1988); Ulsoy & Koren(1983); Wick (1977);
Mesory & Koren (1985); Koren (1988)

Model based in process parameter estimation

Mesory & Koren(1988); Koren & Mesory (1981);
Mesory (1984); Elbestawi & Sagherian (1987);
Elbestawi & Liu (1990);Fussel & Srinivasan
(1986),

Adaptive Control ( Model Reference Adaptive
Control and Self-Tuning Regulators)

Lauderbaugh & Ulsoy (1989);Fussel & Srinivasan
(1988);Rober & Shin (1996), Kooi (1995);Barthel
& Shin (1993), Peng(2007)

Variable gain/ Variable structure

Cheng & Chen (1988); Hwang & Chen (1990);Luo
& Zhang (1990);Fuh, Chen & Cheng(1996);Pitstra
& Pieper (1997);Park, Kim, Woo & Shin (1998);
Liu, Huang,Katayama & Hirose (1991);Liu, Huang
& Chen (1991);Liu, Huang & Chen (1992).

Purely numerical modeling ( Neural Network,
Fuzzy inference)

Liu, Huang & Chen(1992)(1-4); Liu, Huang &
Yang (1993); Tarng, Hwang &
Wang(1993);Hwang & Chiou (1996); Terng &
Hwang (1995); Yeh, Treng & Nian (1995);Haber,
Alique, Ros & Peres (1996); Lin & Chiu
(1997);Fuh & Chen (1997);Zuperl(2005)

Robust Control Approaches

Carrillo (1997);Carrillo(1999);
Charbonnoud(2001);Haber
(2004);Landers(2004);Qin(2005)
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Table 6 summarizes popular approaches in machining force control. Integrator based
controller based
4.4.2 Adaptive Control Constraint (ACC) system
This approach was proposed first by [32], where the feed servo dynamics are represented
by a second order dynamic system. The cutting force dynamic is represented as a first
order dynamic system with the time constant solely dependent upon the spindle speed.
They make an important observation about the stability of the ACC system stating the
stabilizing gain has dependence on the spindle speed and depth of cut (Figure 4-12).
Force setpoint
Integral
Controller

Feedrate
Servo

Machining
Process

Force sensor
Adaptive Constraint Control

Figure 4-12: Adaptive Constraint Control

4.4.3 Variable gain Adaptive Control system:
Building on their earlier work, [84], proposed a way to update the gain of the control
system in a way that it will not lead it to instability. It was accomplished by in-process
estimation of the stabilizing control gain; the controller input is given to both the plant
and the estimated model of the plant. The output of the plant and the model are
compared, and the gains are so adjusted that the error between plant output and model
output is driven to zero. The idea is presented in Figure 4-13.
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Estimated
Model

Adjustment
Mechanism
Force setpoint
Controller

Feedrate
Servo

Machining
Process
Force sensor

Adaptive Control with in-process estimation

Figure 4-13: ACC with in-process estimation

4.4.4 Other control strategies:
Apart from the control strategies mentioned earlier, there are other techniques reported
which have been implemented. These include variable structure control [86][85] ,
intelligent sliding mode control [38] fuzzy logic control[96], robust control[97] and
model predictive control [98]. Important point to note in all the work mentioned here is
that the force is based on mechanistic model, the force coefficient is assumed to be
known a priori and is constant. This coefficient is known to vary with tool wear, material
flow stress and tool-chip friction conditions. Also, a first order force- feed dynamic
model is chosen in all the references indicating that it is sufficient to describe the
dynamics of the force.
To summarize, most of the prior art in this area assumes a specific static or dynamic feedforce model and attempts to drive the variable error to zero. They produce excellent
results, but lack to reveal any insight in the physical nature of machining. The aim of this
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work is to control the machining force during the machining process, at the same time,
get information about the cutting force coefficien
coefficients
ts during various conditions, estimating
the shear stress and tool-chip
chip interface friction which remains unobserved during the
machining process. To that end, the current draft of the paper discusses how variability in
force coefficient can be included in the deterministic model.

4.4.5 Proposed Adaptive Control Structure for Robust Force Control:
4.4.5.1 Basic Structure and performance for linear and nonlinear models:

Figure 4-14
14: Adaptive feed-forward control Structure

As shown in the figure above, the feed
feed-forward
forward adaptive control attempts to adapt to the
process model provided the model has a same structure as the actual process and
adjustment in the gain is required. Implementation of this controller in case of a
simplistic
plistic static force model (F=K*doc*feed) shows that the parameter adaptation
scheme (Gradient Estimator) converges to the actual parameter value of 1200 N/mm2.
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Figure 4-15: Single Online parameter estimation using Gradient Estimation algorithm in
Feed-forward Adaptive Control Framework

Similarly, the nonlinear static force model with two parameters can be controlled using
feed-forward adaptive algorithm using Recursive Least Square (RLS) algorithm.
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Figure 4-16: Nonlinear Static Force model parameter estimation in closed loop using RLS
scheme

However, it is important to note the role of disturbances. Suppose at time=2 second, the
step change in the depth of cut is induced, the cutting force trajectory is changed but
quickly recovers the estimated values of parameters remain unchanged.
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Figure 4-17: Nonlinear Static force model parameter estimation with induced disturbance
at t=2 sec

The effect of measurement bias however is reflected in the parameter estimates. In case
the force measurement values are biased by a fixed constant, the estimates would be off
by certain amount and do not converge. The control objective however, is satisfied.
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Figure 4-18: Non-converging parameter estimates in case of biased measurements

One of the main contributions of this research work is to demonstrate a Bayesian control
scheme within framework of known adaptive control structure. Following are the salient
features of the control scheme.
•

Specify a Cutting force setpoint.

•

Start with a prior feed-forward model of the cutting force dynamics and
convert the force setpoint into a feed-rate set point.

•

Control the feed-rate override knob with feedback controlled servo motor.

•

By measuring the cutting forces from force sensor, update the cutting
force dynamics model and update the setpoint to satisfy force control.

Before moving further, let us note the requirements for the proposed adaptive control
structure. The parameter estimation scheme should converge to true values of model
parameters on-line. Furthermore, the estimation scheme should allow for the timevarying nature of the model parameters. The parameter estimation scheme should allow
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for nonlinear models identification. Finally, in case the true model structure is not known,
provision for identifying the correct model structure form the pool of candidate model
structure should also
lso be satisfied.
4.4.5.2 Comparison of Feed-forward
-forward
forward structure control with conventional control:
The conventional architectures for the cutting force control discuss the need of variable
gain or robust strategy because the changes in depth of cut (cutting load) impacts the
controller gain (and thereby stability) directly. On the other hand, the feed
feed-forward
forward based
controller does not get impacted by the changes in depth of cut. Change in depth of cut is
a test of machining force controller to reject external distu
disturbances.

Figure 4-19:: Traditional Machining Force Feedback control
The machining force control framework that is mostly used is shown in Figure 4-19. To
explain its ability to respond
spond to disturbances, series of numerical simulations are
presented here. For the constant material constant, force setpoint, and step change in
depth of cut at t=2 seconds( Figure 4-20),
), following are the simulation results.
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Figure 4-20: Time varying perturbation in terms of changing depth of cut

Figure 4-21: Response comparison of feedback and feed-forward control architectures in
terms of perturbation response

It can be observed from the simulation results (Figure 4-21) feedback control of the
servo-machining system is highly sensitive to changes in cutting load ( depth of cut), both
the control input (feed) and output (force) exhibit large deviations. The feed-forward
model however, shows the minimal effects of the disturbance.
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In case the parameter values are not constant and are changing (e.g., change of RPM of
spindle), the feedback controller will exhibit changes deviation from the setpoint value,
but because of the inherent feedback behavior is guaranteed to satisfy control objective
after a brief transience. Feed-forward controller will prove to be inadequate in this case
since the parameter values of the feed-forward model will no longer be valid for the
plant. This requires that the plant parameters need to be re-estimated and updated in feedforward model. The adaptation strategy also needs to have short transience in order to
start following the correct control objective.

Figure 4-22: Response comparison to change in parameter values

4.4.5.3 Closed Loop Identification of Machining Process Models
Identification for linear and log-linearized force models
In this section we consider two models that are widely used for machining force control
purposes.
•

Nonlinear Static force model: F = K1bf K 2
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•

Linear Dynamic force model:

dF
+ τ F = Kbf (t )
dt

The treatment of above two models is similar because nonlinear model can be loglinearized as follows,

F
log   = log K1 + K 2 log ( f )
b

(4.9)

In either case, the identification can be performed using standard Recursive Least Square
(RLS) algorithms, given as follows [44]

θ ( k ) = θ ( k − 1) −

P (k − 1)φ ( k − 1)
 y ( k ) − φ T ( k )θ ( k − 1) 
T
1 + φ ( k ) P ( k − 1)φ ( k )

P ( k − 1)φ ( k )φ T ( k ) P ( k − 1)
P ( k ) = P ( k − 1) −
1 + φ T ( k ) P ( k − 1)φ ( k )

Equation (4.10) represents the recursive updates of parameter vector θ ( k )
(parameter estimate at discrete time instant ‘k’), given the observations y ( k ) and
information vector φ ( k ) . As an example, let us consider the identification of the loglinearized model shown in equation (4.9). The parameter vector is θ = [ log K1 K2 ] ,

F
observation is y = log   , and information vector is φ = [1 log f ] . The identifiability
b
conditions are prescribed by ([44],[99]).
Alternately, the identification can be performed using the Bayesian parameter
estimation schemes discussed in earlier chapters. Here, we will use the Linear Gaussian
assumption of Bayes Filter- Kalman Filter, To do this, we augment the static system into
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(4.10)

a dynamic system by considering the parameter vector varying as per a random walk
system. The new equations are written as,

θ ( k + 1) = θ ( k ) + w(k )
y (k ) = φ (k )θ T ( k ) + r (k )

(4.11)

The recursive parameter identification scheme is now modified as follows:

θ (k + 1) = θ (k ) + L(k ) [ y (k + 1) − Φ (k + 1)θ ( k )]
L(k ) =

P(k )Φ( k + 1)
P1 (k ) + ΦT ( k + 1) P(k )Φ( k + 1)

(4.12)

P(k + 1) = P(k ) − L(k )ΦT ( k + 1) P(k ) + P2 (k )
In equation (4.12), P1 (k ) is the covariance of the measurement signal y ( k ) which is a
Gaussian white noise, and P2 ( k ) is the covariance of parameter random walk system.
Identification for Nonlinear force models
Previous section discussed identification strategies for the linearized model, however, the
most general model described as follows, cannot be put in a log-linearized form.

dF
+ τ F = K1bf K2 (t )
dt
The traditional treatment of this model is done by local linearization and that constant K2
for many tool-workpiece combinations is close to unity, this makes the nonlinearity
weak, and system can be considered almost linear(Landers, Sutherland). Also, the
treatment of nonlinear system identification is not generally tackled in machining force
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control literature. This section is dedicated to discussing the identification of this system
using two approaches.
•

Unscented Kalman Filter

•

Grid Based MCMC filter

As discussed in earlier chapter, the Unscented Kalman Filter is based on deterministic
covariance estimation, while Grid based MCMC filter is based on stochastic simulation.
Unscented Kalman Filter for Nonlinear Force system Identification:
The Unscented Kalman Filter (UKF) algorithm has been discussed in uncertainty chapter,
specific parameter-state estimation set-up is discussed now:

x (k )

x1 (k + 1) = α x1 (k ) + x2 (k ) ( u (k ) ) 3

+ r (k )

x2 (k + 1) = x2 (k ) + w1 (k )
x3 (k + 1) = x3 (k ) + w2 (k )
y (k ) = x1 (k ) + v(k )
 x1   F 
   
Where X =  x2  =  K1  , the state vector, the observation is simply the measured force.
x  K 
 3  2
u ( k ) is feed at instant ‘k’, r (k ), w1 (k ), w2 (k ) are the Gaussian distributed process noises

and v ( k ) is Gaussian process noise. α is the parameter related to the time constant of the
dynamic force system, which is related to the spindle RPM, and easily identifiable ( basic
papers). Therefore, the problem is reduced to identification of the parameters (considered
as states). Note that this formation also allows for force signal filtering.
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To demonstrate this, following numerical simulation used following data for simulation

α = 0.8, K1b = 120, K 2 = 0.5, f = 2 . The goal is to track the cutting force signature, as
well as estimate the parameters involved. Refer to Figure 4-23.

Figure 4-23: Unscented Kalman Filter for state and parameter estimation in nonlinear
dynamic force model

As noted by ([53]), the practical implementation of this suffers from numerical
inaccuracies, mostly related to the Cholesky decomposition of the covariance matrices.
For ill-conditioned matrix, the positive definitiveness of the matrix is not maintained. In
presented numerical simulations, a simple sub-routine was written to check the Eigenvalues that were negative and replaced with the small numbers. Figure 4-24 shows the
pseudo-code of this. The Matlab routine “cholcov” outputs the flag “er” if the covariance
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matrix is negative definite, which triggers the code to reset the eigenvalues to small
number.

It must be mentioned that the UKF can still be extended to estimate the

parameter α that was kept constant in this case.

Figure 4-24:Pseudo-code
code for treating covariance matrix for implementing UKF code

Grid Based MCMC Estimation for Nonlinear Dynamic Force Model:
In this section, we discuss the implementation of Grid based MCMC parameter
estimation scheme for nonlinear dy
dynamic
namic force model. The theoretical and algorithmic
aspects of this have already been discussed in earlier chapter. To demonstrate the
capability of this approach, the time constant parameter α , and force model parameters

K1 , K2 have been identified simultaneously. The results of the simulations are shown in
the figures below. The tracking performance of the scheme is shown in Figure 4-25.
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Figure 4-25: Measured and estimated force using grid based MCMC scheme

Figure 4-26: Parameter identification using Grid based MCMC
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Figure 4-27: MCMC generated samples and marginal distributions for parameters

Figure 4-26, shows the tracking of the parameters with respect to time. Figure 4-27 shows
the distribution of the parameters and marginal distributions.
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4.4.6 Experimental Verification of Machining Force Control
4.4.6.1 Experimental Set Up
The experimental analysis of various estimation and control strategies was performed on
an Okuma LB4000EX CNC lathe. This lathe is fitted with an Open Architecture Control
(OAC) system that allows some integration capabilities with external hardware. Please
refer to (Andrew, 2011) for detailed experiments and analysis that was performed for
CBM of CNC spindle health monitoring. The experimental set
set-up
up discussion can be
further
er divided into sensing and actuation sub sections. Figure 4-28 shows the general set
up for machining force control experiments.

Figure 4-28:: General Set
Set-up for Machining force Control
ontrol Experiments

137

4.4.6.2 Machining Process Sensing:
In machining process monitoring, there have been a lot of advances with the advent of
affordable sensing technologies ([80]). For the present work, following sensors were used
for force monitoring and estimation.
•

Current transducer based machining power sensor

•

Strain gage based machining force sensor

Current transducer based machining power sensor:
The current transducer based power sensor uses spindle drive motor current to indicate
the machining power consumed. Deducting the idle power ( power consumed to rotate
the spindle along with the workpiece without cutting) from the measured power signal
gives an estimate of the cutting power up to an proportional constant ( the efficiency of
the AC spindle motor). The efficiency of the AC spindle motor is available from the
manufacturer’s data, providing an estimate of the machining power. Dividing the
machining power from cutting speed gives an estimate of the machining force. For the
particular sensor used in experiments, signal clipping was observed near the low spindle
speeds, this caused the sensor to output signals which produced a non-Gaussian
distributed noise. This inspired probabilistic filtering for the current transducer signal
processing discussed in Appendix C.
Strain gage machining force sensor:
Another direct method of measuring force is embedding the strain gages in the cutting
tool holder. Measurement of machining force using strain gage has been investigated
before ([80]), the major limitation being the time constant of the strain gage and
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reduction of cutting tool stiffness to have better sensitivity. We developed the strain gage
sensor that uses four temperature compensated strain gages placed on four faces of the
tool holder. This way, the shear displacement between the two opposite faces gives
estimate of the force experienced in the other orthogonal direction. This sensor developed
in-house is capable of measuring 2 kN force in two directions (cutting force and feed
force). For constructional details and calibration procedures, please refer to Appendix B .
4.4.6.3 Machining Process control actuation:
In case there was a full control of machining process available to process control
engineers, the machining process control would use feed axis, depth of cut axis and
spindle RPM regulation to achieve desired control objective. Unfortunately, this control
is hard wired in Machine Control legacy controllers, not available to extract or
manipulate. For that reason, an alternate approach was pursued in this work. The feedrate override knob is available on all the CNC machine control. This override knob
contains the states of the feedrate value ranging from 2-200% manipulation of the feedrate around the nominal feed-rate (as specified in the machine program). The knob was
mechanized using a DC motor with servo feedback. This is shown in Figure 4-29.
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Figure 4-29: Feed-rate override mechanism

Please note that such belt-drive driving mechanism was selected so as not to alter the
machining control panel ( drill extra holes), and disturb the configuration of the CNC
machine. The DC motor shaft could be directly connected to the override knob, or via
reduction gear Because of inherent misalignment issues, knob responses differently in
different zones of override. Granted, having the belt drive adds nonlinearity (backlash)
and induces sub-optimal control behavior. However, it is emphasized that the intellectual
merit of the work is not the idea, not necessarily the way it is implemented.
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Figure 4-30: Quantization of control input

As shown in Figure 4-30, the feed-rate override knob does not have linear increments.
From 0%-70%, the increments are in nonlinear fashion. From 70%-130%, the override
knob has increments of 10%. And finally, from 130%-200%, the increments are again in
nonlinear pattern. This definitely causes trouble in achieving the control setpoint. So it
should be attempted to select the nominal feedrate in a way that need for manipulation
requires the alteration of nominal feed-rate between 70% to 130%.
4.4.6.4 Linear Static Model Identification and Control: Experimental Data
As the first controller, the static linear mechanistic force model was selected for the force
control. This model is prescribed as,
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Fc = Kt bf

(4.15)

Since depth of cut ( b ) is not really available to the controller at the time of cutting,
cutting thus,
the actual force model is programmed as,

Fc = Kf

Figure 4-31:: Controller and estimation structure for linear static model

The advantage of this type of control structure is that tuning is required only for the
feedrate servo.
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Setpoint Regulation test response:

Figure 4-32: Experimental data exhibiting the setpoint regulation

Figure 4-32 shows the cutting force trajectory (controlled variable) response and feedrate input (control input) for two different force setpoint. Following observations can be
made from the plot. The material being cut is Grade 5 Titanium alloy ( Ti-6Al-4V), the
radial depth of cut is 1 mm. Nominal feed-rate is 0.1mm/rev and spindle is rotating at 257
RPM ( this corresponds to cutting velocity of 35 m/min).
•

At the start of the cut, there is large overhang of the bar, thus force
trajectory drifts lower than 100 N after reaching setpoint at around 47
seconds. The controller responds by increasing the feed-rate, but
overshoots 100 N and takes the corrective action back to come to 100 N
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value. The response to force variable is immediate and the time constant
of force model is very small.
•

With the setpoint change to 60 N at around 77 seconds, controller reacts
quickly to satisfy the setpoint and decreases feed-rate to 30% of the
nominal feed-rate.

•

Around 100 seconds, the setpoint is changed back to 100 N. The delay in
control action and corresponding force value is attributed to misalignment
in the motor pulley and override knob pulley axes.

It is important to mention here that PID was designed to keep the constant value of force
setpoint. Because of the quantized nature of input ( override values in increment of 10%),
it is possible that for some setpoint values , the controller may show “hunting” behaviorkeep switching between two values. The overshoot in control setpoint is also attributed to
fact that in case the desired control input lies close to the achievable control input, the
accumulating error and resulting integrator gain may suddenly cause the controller to get
in action and cause deviations from the setpoint. Again, it is emphasize that these are
hardware issues and can be overcome with better selection, the idea however- is the
contribution of the research work.
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Taper Cut Force regulation test response:

Figure 4-33: Experimental Data for Force set point regulation in a taper turning cut-High
depth of cut to low depth of cut

Figure 4-33 shows the setpoint regulation in case of taper turning cut (high depth of cut to
low depth of cut). As it can be observed, the control does a good job keeping the cutting
force value close to the setpoint. Only when the cutting depth gets very small, and control
input is maximum (at 200%), the cutting force value can no longer be kept at 100 N. But
the overall performance of the controller is very good.
Conversely, some turning situations require progressively increasing depth of cut and
resulting cutting force rise. Consider Figure 4-34, the taper turning in this scenario
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requires zero depth of cut at the start and maximum depth of cut (2 mm) towards the end
of the cut. Natural reaction of the controller is to turn the feed to maximum value (200%).
The control is generally good in the central section of cutting, as the depth of cut rises to
a large value, the controller reduces the feedrate and attempts to control the force near the
setpoint. Unfortunately, because of quantized nature of the control input, there is some
transience observed and controller does not really settle to one particular location.

Figure 4-34: Experimental data for set point regulation in taper turning (low depth of cut to
high depth of cut)

It was mentioned earlier about the quantization of the control input, and various ranges of
input showing linear and nonlinear behavior. The selection of the nominal feedrate (0.05
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mm/rev) caused the feeds closer to the nonlinear range of control input. This can be
observed in Figure 4-34. As mentioned earlier, 70%-130% is the linear range of over-ride
knob with equispaced increments, the control behavior is smooth without excessive
control inputs or overshoots. As soon as the setpoint demands the control input in
nonlinear range (0-70%) , the control input becomes more overshooting. Again, this is a
limitation of having to take control action using quantized override control knob.

Figure 4-35: Feed rate converted to override knob location showing the linear range of
control input
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4.4.6.5 Nonlinear Static Model Identification and Control: Experimental Data
In previous section, it was observed that linear model based controller is able to satisfy
the control objective well, two issues need to be dealt with are
•

Sudden un-required control action because of building integrator error

•

Overshoots while changing setpoint

The un-required control action results from the fact that control actuator can only output
values in increments of at most 10% feed. Because of this, when cutting force is close to
the setpoint, the integrator action builds up, and makes a jump in either side. The
unnecessary control action can be avoided by re-setting the PID controller once the
cutting force reaches certain bound (5% or 10% for example). Consider Figure 4-36
where the PID controller is set to reset once cutting force value reaches within 10% of
setpoint.
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Figure 4-36: Linear Controller performance for different set-points: Controller resets the
integrator error if the cutting force is within 10% of set-point

However, when setpoint changes, the overshoots in cutting force values are visible. The
overshoots while changing setpoint indicate the fact that feed-forward model does not
quite represent the machining process. To that end, second type of process model is
investigated, presented in Chapter 3, presented again for completeness,
Fc = K1 f

K2

To implement identification of this model, it is log-linearized and put in Recursive Least
Square (RLS) estimator. During the trial runs, it was observed that controller
performance can further be observed by tightening the cutting force threshold to 5%. In
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hardware implementation, the control loop runs at 1 ms (1000 Hz), the RLS estimator is
run at 100 ms (0.1 Hz). The forgetting factor was chosen to be 0.98, so as to quickly
adapt to new cutting conditions[44]. Figure 4-37 shows the performance of the controller
with Static nonlinear model identification using RLS estimator.

Figure 4-37: Cutting Force tracking with Static Nonlinear Force Model Identification using
RLS with exponential forgetting

Figure 4-37 shows good tracking of the cutting force for various setpoints as well as
minimal overshoots. It must be mentioned that RLS scheme takes a few samples
converging to good values of model parameters, but once these values are determined,
the force tracking is without any overshoots.
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4.5 Control in Multi-stage
stage Machining Process
After discussing the single part/operation machining force control, the multi-stage
multi
machining force control is presented here. Consider a typical multi-stage
stage machining
process scenario shown in Figure 4-38.. Suppose a manufacturing cell has three machines
(A, B and C), which perform rough machining and finishing machining operations in
sequence.
quence. The parts are passed on to one machine to second machine at the end of
operation from preceding machine.

Figure 4-38:: Typical Multi
Multi-stage
stage machining process scenario
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Figure 4-39:: Bar turning with hard spot in input material

Consider a simple bar turning operation done on a CNC lathe ((Figure
Figure 4-39). In the
manufacturing process setting discussed earlier, this represents Machine A. Because of
the prior model development, the force control algorithm attempts to control the cutting
force at 100 N. Suppose the input material quality variation results in a hard spot,
encountered in the 6th second of the cut. The cha
change
nge in material coefficients is not
registered by the control algorithm, which results in incorrect setpoint tracking as shown
in inset plot of Figure 4-39.
Suppose this information on material property change was available at the start of the
cut in a model-based
based control process; the force control algorithm would have successfully
satisfied the control objective despite of the change in material hardness. Referring to
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Figure 4-40, the same control setpoint and material parameters have been simulated, this
time with prior knowledge of the material property change. The cutting force is
controlled at 100N, with the exception of some transience at the point the change in
hardness.

Figure 4-40: Bar turning with hard spot with a priori known coefficients

To accomplish the process control as discussed in the previous chapter for the bar
turning operation, the following tasks are required:
•
•
•

Accurate process model form and parameter values,
In-process parameter value update algorithm while continuing to satisfy the
control objective, and
Parameter learning and transfer of this knowledge to next operation/machine.

To that end, the remainder of this paper discusses the Bayesian inference technique
for mechanistic force model, estimation scheme for the force coefficient parameters and
numerical analysis of the effect of a priori knowledge of the force coefficients.
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4.5.1 Nonlinear force model identification
The effectiveness of a model based control algorithm depends upon the validity of the
model. The linear mechanistic force model is ineffective for large ranges of feeds and
speeds. Therefore, an alternate force model is investigated, which is given as
follows[100][101]:

F = K1bh K2

(4.18)

Where K1 , K2 are empirical constants that relate to material property and tool workpiece
interaction mechanisms, b is depth of cut and h is feed per revolution of the workpiece
(in the case of turning). The force estimated thus is the average force over the revolution
of the workpiece. The identification of the coefficients was performed using Bayesian
inference techniques. Expressing the uncertainty in terms of probability distributions, and
using the Bayes theorem [102][56], the posterior beliefs in the value of force coefficient
can be expressed as the following:

p( K1 , K 2 | F ) ∝ p( F | K1 , K 2 ) p( K1 , K 2 )
Here, p( F | K1 , K 2 ) represents the data likelihood and p ( K1 , K 2 ) is prior distribution
of the force coefficients. Figure 4-41 shows the prior p ( K1 , K 2 ) and p ( K1 , K 2 | F ) the
posterior after 7 updates.
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(4.19)

Figure 4-41: Joint probability distribution contours for coefficient values: Prior and
Posterior

It is evident from Figure 4-41 that though the initial belief in the force coefficient value is
far from the true coefficients, few updates are sufficient to identify the correct values.
Every time the update is made, the variance of the force coefficient distribution reduces.
The detailed Bayesian inference procedure applied to machining model identification has
been reported in [103] by the authors. To identify the coefficients offline, the
experimental data is required, with which the model shown in equation (4.18) can be
fitted. Such an experimental data set is shown in Table 7. This data was obtained cutting
Ti-Al-64V (grade 5 Titanium) alloy with uncoated carbide tools. The cutting and feed
forces were measured using a strain gauge based force sensor. The values shown in the
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table refer to the average cutting force over the length of the cut. For every data obtained
a new cutting edge was deployed; all the cuts are taken in dry (no coolant) conditions.

Table 7: Experimental data used to perform Bayesian inference of force coefficients

Test
ID

Feed
(mm/rev)

DOC
(mm)

Cutting
(m/min)

test88
test89
test91
test92
test94
test95
test96
test97

0.05
0.05
0.15
0.15
0.25
0.25
0.05
0.15

1.5
1.5
1.5
1.5
1.5
1.5
1.5
1.5

75
120
75
120
75
120
165
165

Speed Cutting Force Feed Force
(N)
(N)
206
206
480
470
702
674
224
470

199
191
302
310
360
418
234
360

The Bayesian inference scheme used here updates the belief in the force coefficients
with the prior provided as [1100, 0.5]. The estimation scheme sequentially updates the
belief in the coefficient values as new experimental data is obtained. Figure 4-42 shows
updated beliefs in the coefficient values, after 7 updates, the estimated coefficient values
converge to the true values of coefficients.
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Figure 4-42: Sequential Estimation of Nonlinear Mechanistic Force model Coefficients

With converged coefficient values, the measured values of forces are compared with
the predicted force values as shown in Figure 4-43. The purpose of doing Bayesian
inference on the experimental data is to demonstrate use of inference technique applied to
a nonlinear mechanistic force model. The same technique may be extended to perform
online identification of parameters, which will be explored later in the research work.
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Figure 4-43: Bayesian inference of the nonlinear force model

4.5.2 Online estimation of the cutting force coefficients –traditional RLS scheme and
Bayesian treatment

The block diagram of the control loop is shown in Figure 4-44, where the force
control application on an industrial CNC machine involves controlling the feedrate
override control. For most of the force control applications feedrate control is chosen
over depth of cut controls as seen in [100],[86][101][104]. For successful control of the
cutting force, the force model should be known with reasonable accuracy. With this
model, the force setpoint is converted to feed setpoint, the feedrate is controlled with a PI
controller in a closed loop. The controlled feedrate is then applied to machining process,
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with cutting force measured with help of a strain gauge based force sensor. From
measured force, the coefficients can be estimated. Note that the coefficients estimated
cannot directly be fed back to the feed forward model. This is because, in doing so, the
coefficients will not necessarily converge to the actual values of coefficients. In such
scenarios, the controller changes the control gain to satisfy the force setpoint. Thus, the
force setpoint will be satisfied, with wrong parameter values. In the context presented, it
is imperative to identify the correct coefficients to be able to transfer them to the next
machine on machining line. Closed loop identification of the parameter estimate requires
inclusion of the control law in the identification procedure
procedure[44].

Figure 4-44:: Block diagram of control loop and adaptation scheme

To estimate the force coefficients, a Recursive Least Square (RLS) estimation technique
is traditionally applied. [44]].. RLS estimation is a special case of Bayesian parameter
estimation (fixed but unknown parameters) method with linear model and uncertainty of
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Gaussian nature [105]. This requires log linearization of the nonlinear mechanistic force
model. The log-linearized force model can be expressed as:

F
y (k ) = ln   = Φ(k )θ T ( k )
b

Where Φ (k ) = [1 ln h ] and θ ( k ) = [ ln K1

(4.20)

K 2 ] , this way the nonlinear mechanistic

force model coefficients can be identified with the recursive least square estimator. The
estimation scheme can be expressed using following set of equations.

θ ( k + 1) = θ ( k ) + L ( k ) [ y ( k + 1) − Φ ( k + 1)θ ( k ) ]
L(k ) =

P ( k )Φ( k + 1)
λ + Φ ( k + 1) P ( k )Φ( k + 1)

P ( k + 1) =

T

P ( k ) − L( k )Φ T ( k + 1) P ( k )

λ

The set of equations presented in (4.21) show the recursive least square estimation of
parameter vector θ ( k ) , L ( k ) is called optimal gain matrix and P ( k ) is called the
estimation-error covariance[48]. Optimal gain matrix determines the amount by which
the parameter estimate adjusts as new observation is obtained and estimation error
covariance refers to uncertainty in the value of parameter estimate. The forgetting factor
was chosen to be λ = 0.995 for the simulation presented in this work. This algorithm
works well in case the parameters being estimated do not very with time. Particular case
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(4.21)

at hand requires dynamic estimation of parameters. To accomplish this, the parameter
estimation vector is now presented as a random walk system[44].

θ ( k + 1) = θ ( k ) + w(k )
y (k ) = Φ( k )θ T (k ) + r (k )

(4.22)

In equation (4.22), w( k ) is Gaussian distribution sampled noise parameter with
covariance matrix P1 ( k ) and r ( k ) is Gaussian distribution sampled noise parameter (
indicating measurement error) with covariance matrix P2 (k ) . With these new definitions,
the Bayesian Recursive parameter estimation scheme can be described using following
equations.

θ (k + 1) = θ (k ) + L(k ) [ y (k + 1) − Φ (k + 1)θ ( k )]
L(k ) =

P(k )Φ( k + 1)
P1 (k ) + ΦT ( k + 1) P(k )Φ( k + 1)

P(k + 1) = P(k ) − L(k )ΦT ( k + 1) P(k ) + P2 (k )
In equation (4.23), the covariance matrices defined earlier help the gain matrix L ( k ) not
get impoverished when the estimation error vanishes and helps track the coefficient
values efficiently.
4.5.3 Numerical analysis & model adaptation
As discussed in the introduction, the basic idea is to learn the model parameters and
track them as they change with respect to time. In the context of turning a bar, the case
study is presented in which the force coefficients change because of change in hardness
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of the material. For numerical simulation, the block diagram shown in Figure 4-44 was
implemented in MATLAB Simulink along with online Bayesian RLS identification
scheme. The objective is to control force at 100 N, with depth of cut to be 2 mm. At time
t=4 seconds, the machining force coefficients change as the material hardness changes.
At the start of the cut, the coefficient values are [1200;0.6], at t=4, the values change to
[1250;0.58]. The goal of estimation scheme is to identify these changes in the force
coefficient as quickly as possible to drive the cutting force to the required setpoint. The
result of these simulations is shown in following figures.

Figure 4-45: Identification of force coefficients in response to change in material hardness
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Figure 4-46: Cutting force trajectory (Set point 100N)

In Figure 4-45, the RLS scheme quickly converges to the true coefficient values.
Figure 4-46 shows the force trajectory with respect to time. As the cut starts, because of
false initial guess ([1100;0.7]), the force value does not converge to setpoint value of 100
N. The identification algorithm starts at t=2 sec. The RLS scheme quickly adapts to the
parameters values of [1200;0.6]. At t=4, the parameter values again change to
[1250;0.58]. Note that because of open loop estimation, the new parameter values are still
not fed to the controller in order to achieve the setpoint necessary, that is the reason why
in Figure 4-46, after the hardness change in material, the setpoint is shifted at about 120
N.
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4.5.4 Model adaptation in subsequent machining
The online adaptation of the force coefficients needs to be transferred to the next
machining process in the manufacturing so that advantages of model based control can be
leveraged.
Note that learned parameters are functions of time K i (t ) , if they are to be used in
subsequent machining application, they need to be converted as functions of lengths. To
accomplish this, a simple time to machining length transformation is applied.

t=

L0 − l
f

Where L0 is initial length of the bar, l is the instantaneous length (coordinate of tool
movement), and f is the actual feed rate. Using transformation shown in (4.24), the
coefficients can be produced as functions of bar length K i (l ) which can later be fed in
the CNC program as the new model parameters to calculate the feedrate. Figure 4-47
shows the comparison of the cutting force trajectories while learning the coefficients (red
data) and after the learned parameters are used in subsequent machining (blue data). The
reason blue data shows some transience at t=2 seconds since the estimation scheme was
initiated at that time.
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Figure 4-47: Comparison of force trajectories: cut 1- encounter of hard spot and parameter
learning (dashed) and cut 2- subsequent machining operation with knowledge of hardened
part (solid)

4.5.5 Experimental Verification:
For the experimental verification of the scheme, first it is important to observe how
cutting force gets affected by change in material hardness. In the experimental analysis,
an AISI1045 1.5” diameter steel bar was induction hardened to 45 HRC in partial length
using two hardening patterns shown Figure 4-48. First pattern includes 2” regions of
hardened part symmetrically placed from the centerline of the length of the bar. Second
pattern has a single 4” length hardened. In the simulations, it was shown that the hardness
variation in the hardened region follows a transition region in-between non-hardened and
completely hardened regions.
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Figure 4-48: Experimental verification of the Hardened Bar Cutting Force Control:
AISI1045 steel bars hardened to 45 HRC in two different patterns

Using the experimental set up described in earlier chapters, the constant depth of cut (2
mm), constant feed ( 0.1 mm/rev), and constant speed (200 RPM), the data was taken for
the 5” length of the pattern 1 bar, this is shown in Figure 4-49.
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Figure 4-49: Cutting Force trajectory for the Hardened bar- Cutting force rises
when tool encounters the hardened part of the bar, the trajectory of the force then is
representative of the material hardness encountered.
As it can be observed, the cutting force trajectory diverges once it encounters the
hardened part of the bar. It also seems to enter a chatter region which is characterized by
large amplitude vibrations of the force. The force and feed data was processed to identify
the process parameters using exponentially weighted Recursive Least Squares (E-RLS)
and Bayesian Recursive Least Square (BRLS) shown in Figure 4-50.
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Figure 4-50: Identified Parameters for Hardened bar machining data

The identified parameters, when fed-back to the input data to predict the force output, are
shown in Figure 4-51.
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Figure 4-51: Force Prediction using Identified parameters- Comparison between Recursive
Least Square and Bayesian Recursive Least Square approaches.(200 RPM, 0.1 mm/rev
feed, 2 mm depth of cut)

As it can be seen from Figure 4-51, the cutting force model parameters are predicted
accurately using the Bayesian recursive least square method (Kalman Filter) , which in
turn, produces the cutting force values.
4.5.6 Estimation in Closed Loop
The estimation of the machining force coefficient can be performed in closed loop
following the adaptive control structure presented in this work. The experimental
implementation was done in the structure shown in Figure 4-52. The feed-rate servo
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controller sampling rate is 1 milliseconds (1000 Hz), while parameter estimator scheme
is implemented
ed at minimum to 200 milliseconds to 500 milliseconds.

Figure 4-52:: Implementation of adaptive control scheme on experimental set-up
set
Experiments for the closed loop control with estimation were performed for
fo AISI 1045
material, the results are shown in Figure 4-53 along with cutting conditions.
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Figure 4-53:On-line estimation of Force coefficients along with set-point regulation (200
RPM, 0.05 mm/rev nominal feed-rate, and force control setpoint of 200N)

4.5.7 Conclusions on Multi-stage Machining process control
The multi-stage machining process control was demonstrated using machining of steel
bar having variation in the hardness and resulting varying force coefficients. The adaptive
control structure having Bayesian parameter identification scheme was able to track the
parameter changes and satisfy control objective at the same time.
4.6 Chapter Summary:
In this chapter the two control methodologies were presented for machining process
control. The open-loop model based control was demonstrated using deflection control of

171

slender bar turning. The closed loop model based control was demonstrated for cutting
force control in turning. A novel adaptive control based control strategy was developed
that identifies the process model along with satisfying the control objective of keeping
the cutting force at desired value. For online parameter identification, Kalman Filter
based parameter estimator scheme was developed, which is directly derived from
Recursive Bayesian estimation method. Along with the simplified static models, the
nonlinear dynamic model identification was also investigated. Because of high
computational requirements, the nonlinear dynamic identification cannot be implemented
in real-time using resources available to researcher. However, with synthetic and
experimental data, it was demonstrated that estimation scheme developed is able to
identify the process parameters and states effectively.
To demonstrate the usefulness of the adaptive control scheme in multi-stage machining
process, the cutting force control of bar was demonstrated when the material properties of
bar is changing with time.
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CHAPTER FIVE
CONCLUSION AND FUTURE WORK
5.1 Overall summary
At the start of the dissertation it was pointed out, that higher level purpose of the research
was to eliminate the research gap that was identified in terms of model selection, control
strategy development and control des
design
ign to yield desired machining performance. At the
conclusion of research work, similar schematic is shown again in Figure 5-1..

Figure 5-1 Research Summary: Research gaps in mode
modeling,
ling, control and uncertainty are
filled by deploying the approaches developed through out the research project

Figure 5-1 presents a grand summary of attempt to resolve the gaps previously presented
in the opening chapter. Though it does not promise to solve all the problems, but
conclusions about each of the aspects (Modeling, uncertainty and control) are presented
in sub-sections that follow.
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5.1.1 Machining performance metrics and applicability
Machining performance metrics formalize the process of considering process outputs, or
output functions as optimization or control objectives. The degree of finesse required in
performance metrics also dictate the type of model better suited for a particular
application. Presented work attempted to resolve the question of model selection for a
particular application using a simplistic application-dependence matrix.
•

Transformation of profitability to machining process parameter
selection/optimization is the central idea of arriving on Machining
performance metrics. With huge research emphasis on sustainable
engineering, similar concept can be applied. Sustainability can be
transformed to sustainable machining process parameter selection and
practices.

•

Application-performance metric dependence matrix is a novel approach to
relate machining application with related process parameters and variables
with process outputs (performance metrics) to arrive at a suitable model.

•

First principle based machining models involve various parameters and
variables that are seldom measurable during a machining process. This
makes their applicability in control scarce. Empirical models on the other
hand, are found used for force, temperature, surface roughness,
dimensional accuracy and tool wear control applications.

•

Since the empirical models are simplified descriptions of the original
multiphysics phenomenon, they cannot be used as deterministic models.
They need to be extended to allow uncertainties in parameters and variable
values.
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Despite the limitations mentioned in the presented application-performance metric
dependence matrix, it is the first of its kind. This idea needs to be developed further to be
used as a modeling construct.

5.1.2 Model uncertainty in machining
•

While building machining process models (identifying the parameters and
states), the inherent uncertainty in tools, workpiece materials, process
measurements or environment causes the prediction of models unreliable.
Therefore, parameter and state uncertainty in machining process models
need to be taken into account while generating process models.

•

Bayesian inference methods are presented with application to linear,
nonlinear, static and dynamic models related to machining process
models. Bayesian statistics show a mathematically rigorous approach to
treat uncertainty, and apply to general model fitting, model selection,
control, classification and optimization.

•

The implementation of Bayesian techniques is very intuitive and
represents a natural learning process. The belief is updated with observed
data. Bayesian inference techniques are also robust to the outlier.
Observing an outlier only corresponds to a value of low likelihood and
only slightly changes the posterior.

•

Grid based MCMC estimation is a novel concept introduced through this
work, applicable for linear, nonlinear, static and dynamic models of low to
medium size variable numbers (2-5). This idea needs to be explored for
grid adaptiveness.

•

Apart from state and parameter uncertainty, third type of uncertainty is
related to model structure. For the class of Bayesian inference techniques
used (parametric inference), the model structure is a requirement. In
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practical scenario, there can be more than one descriptions of the model.
Model selection refers to solution of the problem of determining what
model is generating the data obtained. This work presented the solution of
the problem using Bayesian Information Criterion (BIC) for the batch
processing data. The online model selection is a application that remains
yet to be explored.

5.1.3 Control of Single part/operation Process control
•

Machining process control has been investigated from three decades, the
control problem has a time varying perturbation which needs to be
quantified and corralled so that control can be designed avoiding
instability or loss of control performance.

•

The applied techniques for force control include model based (feedback
control, variable structure control, adaptive control) and model free
(neural network, fuzzy logic) control.

•

This work proposed feed-forward model based adaptive control strategy
that can be applied to industrial CNC systems with minimally intrusive
methods. The cutting force measurement is performed using in-house
developed cutting force sensor and control action is taken by automating
the feed-rate override knob.

•

The control architecture includes converting a cutting force setpoint to
feed-rate setpoint using a feed-forward model. The feed-rate controller is a
PID controller that achieves the desired feed-rate set by the feed-forward
model. The measured cutting force is fed to the parameter estimation
scheme and updated parameters are sent to feed-forward model.
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5.1.4 Control in multistage process
•

Multistage process scenario ( more realistic situation) enables the
proposed control system to perform more efficiently with use of Bayesian
inference framework. The parameter coefficients learnt in one of the
operations can be passed on to the next machine to get better control
performance.

•

A demonstrative application is shown with cutting force control of
hardened bar. When a partially hardened bar is cut with standard cutting
conditions (without closed loop control), the cutting force trajectory rises
when cutting tool encounters the hardened part of the bar. The Bayesian
parameter inference scheme is able to identify the correct parameters as
well as control the cutting force to the desired setpoint.

•

The idea can be expanded further to possibly use cutting force coefficients
as quality indicators. For example, a slow drift in the cutting force
coefficient (after they have converged) indicates progressive wear in the
cutting tool. A jump in the coefficients either indicates change in the
material properties or chipping of tool.

5.2 Research contributions
In this section the original contributions (intellectual merit) of the research work is
presented.
5.2.1 Machining Process Modeling

1. Machining performance metric definition and system level process
modeling construct.
2. A novel strategy to build process models using related performance metric
and process inputs.
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3. Introduction of Application-performance metric dependence matrix, to
identify contributing parameters and variables influencing the process
performance.
5.2.2 Uncertainty in Machining Process Models:

1. Parameter and state uncertainty in machining process models analyzed
using Bayesian parameter inference methods.
2. A novel implementation of Bayesian inference using Grid based Markov
Chain Monte Carlo methods, which uses the best of grid based estimation
and Monte Carlo sampling methods.
3. Application of Grid based MCMC inference methods to linear, nonlinear,
static and dynamic models pertaining to machining process and
verification using synthetic and experimental data.
4. Comparison of Grid Based MCMC inference method with other inference
schemes such as Recursive Least Square and Kalman Filter (for linear
models) and Unscented Kalman filter and Particle Filter (for nonlinear
models).
5. Application of Bayesian Information Criterion (BIC) for selection of
appropriate model from obtained data.
5.2.3 Control of Machining Process

1. Mechanistic model based open-loop control of deflection induced error in
turning slender bars.
2. Novel feed-forward model based control architecture for controlling the
cutting force in turning using linear and nonlinear models and various
parameter estimation schemes.
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3. Integration of Bayesian inference techniques for online estimation of the
parameters and control of cutting force.

5.3 Broader Impacts
Machining process modeling and control have been investigated for some time, the
implementation in industrial environment has been a major challenge for years.
Concurrent development in simulation engineering, affordable sensing and control
technologies, and most importantly Open Architecture Control (OAC) controllers
adaptation industrial systems are most promising areas. With such initiatives, adaptation
of model based control of machining processes, process identification, and monitoring
will find place in CNC systems of future. As mentioned in the opening chapter,
modeling, simulation and control are few of the key contributors for future manufacturing
technology, adaptation of the Bayesian inference methods for other decision making
problems will be very advantageous.
5.4 Applicability of performed research in industrial scenario
5.4.1 Usefulness of Bayesian approach in industrial setting:
The machining parameter selection in the industry is done based off either selecting the
parameters form machining handbook (such as [106]) for the combination of the tool,
workpiece and coolant conditions. In the enterprises involving the special materials
(aerospace grade Ti alloys, Ni based superalloys) or special operations (micromachining
for optical lenses, silicon wafers), machining parameter selection is done using DOE for

179

that particular operation/materials. Bayesian approach is suitable for the problems
involving small number of observations. The machining parameter selection for a
particular machining application can be started with values obtained from the handbooks,
and then updated with every new observation. This opportunity is increased in closed
loop control, since the parameter estimate updates can be made fairly quickly because of
continuously varying input values.
5.4.2 Model based control of machining in industrial setting:
One of the biggest challenges in implementation of the model based control of machining
in industrial setting is limited access to machine controller. Presented research overcomes
this challenge by constructing a non-intrusive actuator that uses feed override knob on the
CNC control panel. The feedback from the machine was taken using a strain gage based
force sensor. The experimental set up, sensor and actuator developed for the research was
more for the demonstration purposes and not for the industrial scenario. For the
widespread application of this approach, following are the avenues in which further work
is needed:
5.4.2.1 Sensor and Actuator Integration
Sensor and Actuator integration: The sensor and actuator integration into the CNC
controller can be done using the Open Architecture Controller (OAC) capability of some
of the CNC machine tools. One of the ways is to use the current transducer based
estimation of the cutting force [107], which is minimally intrusive way of integrating the
sensor integration. The actuator integration requires more rigorous approach as done in
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commercially available power control add-ons such as Caron Engineering’s Tool
Monitoring and Adaptive Control (TMAC) system [70]. This commercially available tool
monitoring and adaptive control system works on following basic elements:
1. Current transducer based machine spindle power measurement
2. Real time controller that interfaces with CNC controller via a
DeviceNet® system to change the feed-rate in real-time.
It is important to mention here that TMAC system has been designed to work with
limited CNC machine tool manufacturers because of custom nature of the interfacing
device (allowing real-time controller to alter CNC control system commands). CNC tool
manufacturers may not always welcome an external controller altering its own control
system signals, which adds to the list of integration challenge.
5.4.2.2 Computer Software Integration
Bayesian computation, real-time control and signal processing require computational
power that is seldom available in commercial CNC systems. Either commercial CNC
machines need to dedicate some memory and computational power for the add-on control
unit, or allow for communication with external controller. The approach that can be taken
is to have a dedicated micro-controller for signal processing and real-time control which
outputs control signals that can be fed to CNC machine input-output board, thereby
taking the computational burden off the CNC controller. Example of one such
architecture is discussed in one of the published paper from this research[108].
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5.5 Future work
Research work can be extended further in different directions that will help
manufacturing research community, as well as practicing engineers.
5.5.1 Towards implementable machining process models
Translation of profitability in terms of machining process inputs was introduced through
this research. A novel application-performance metric dependence matrix was introduced
in this work. Note that application dependence matrix showed which of the
tool/workpiece parameters and inputs had major influence on most influential output. The
matrix can be enhanced in following ways,
•

Multiple Performance Metric Maximization: Application-performance
matrix is build around generating model for one performance metric
maximization. It needs to be developed to allow one to handle more than
one performance metric. One then would choose some multi-objective
optimization methods to obtain admissible solution to the problem.

•

Multiple Models for single application: A single machining application
control problem often has more than one acceptable models (differing in
level of complexity). The most complex model is not necessarily better, if
it does not allow on-line deployment. Application-performance matrix
needs to include some sort of mechanism to answer this question.

•

Inclusion of implementation constraints: A model identified using the
matrix may require measurement of quantities, not directly measurable, or
prohibitively expensive. The matrix needs to expand to have
implementation constraints so that this situation can be averted.
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5.5.2 Towards better Model Identification and Selection
Bayesian inference framework discussed in the work is unifying framework for model
identification, control, model selection and decision support. In this work, the model
identification was discussed. The model selection for choosing the most probable model
out of candidate models was demonstrated for experimental batch data. The decision
support problem of identifying the failure condition for the CNC spindle was
demonstrated using Naïve Bayes Classifier. Following are the avenues in which work can
be progressed.
•

Adaptive Grid based MCMC Estimation: One of the limitations of the grid
based MCMC estimation is that once the estimate reaches close to the
actual parameter value, the mesh needs to be refined further to get more
accurate estimate. One of the biggest challenges in doing so is reduced
adaptivity, which need to be addressed.

•

Recursive Model Selection procedure: The model selection procedure
used in the work was based on processing of the batch data. In a adaptive
model selection procedure for on-line implementation, recursive model
selection procedure needs to be implemented. The fundamental principle
of this will be based on Bayesian Classification schemes.

5.5.3 Towards better control development:
In the presented work, the Bayesian inference schemes were used as parameter/state
estimators in the adaptive control framework. The uncertainty was considered in model
parameters and measurement. The input signals were considered to be deterministic in
nature. A complete probabilistic approach needs to include the uncertainties in input
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signal as well. Using Bayesian framework, the formulation of predictive control can also
be pursued.
5.6 New Research Questions
5.6.1 Control framework for multiple stage- multiple machines machining process
Through this research, the control strategy for a single operation machining process was
developed and demonstrated. A control strategy example for multi-stage process was also
demonstrated using hardened bar. The next question to be asked is how the single
operation control can be extended to multiple machines. To that end, following are the
potential research questions, to be further explored.
NRQ 1.

Design controllers for multiple machining metric control

NRQ 2.

Design hierarchical controllers for multi-stage multiple machines control
problem.

NRQ 3.

Approaches to overcome implementation challenges in communication
protocol, synchronization issues and integration with control.

Note that New Research Question 1 (NRQ1) encompasses the control development for
various machining performance metrics such as cutting force, tool wear and surface
roughness. This raises the challenges of handling different process time constants. NRQ2
considers the problem of designing the overall supervisory controller structure to control
the machines by providing suitable control objectives. NRQ3 focuses on implementation
challenges.
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5.6.2 Multi-level multi-objective optimization for sustainable manufacturing enterprise
In this work, the profitability decomposition was performed with respect to various
operations (single operation, part machining, machining line and enterprise level).
Profitability decomposition in various operation levels provides an insight with respect to
potential improvement in overall profitability by improvement in one of the levels. This
research work presented improvement at single operation level machining. There is
opportunity to explore the optimization across different operation levels. Here are the
potential research questions regarding this theme,
NRQ 4.

How the improvement at a particular operation level (single operation/part
machining), impacts overall profitability?

NRQ 5.

Design optimization strategy for maximizing overall profitability by
improvement across different levels accounting for constraints.

5.6.3 Intelligence in machining enterprise leveraging Open Architecture Control (OAC)
and Bayesian Learning
Bayesian methods are very useful in developing the Hierarchical machining models that
aid decision support in a machining enterprise. Hierarchical models relate to inference
about an un-observed phenomenon (or output) using probabilistic descriptions of the
observed information. An example of this is the decision to change tool given combined
information from cutting force, power and accelerometer signals and measurement of
machined part. With advances in Open Architecture Control (OAC), sensor and control
integration with CNC controllers (though, limited) but is possible. One of the possible
future themes from the performed research is using Bayesian hierarchical models for
learning in machining. Following are the potential research questions.
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NRQ 6.

How can the sensory information be utilized to get better decision support
for better machining?

NRQ 7.

How can the decision support algorithm be integrated to CNC controller?
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APPENDIX A

: BAYESIAN PARAMETER ESTIMATION: THEORATICAL
FOUNDATION

A.1

Bayesian Parameter Estimation: Reliability, Linearity and Regression example

The fundamental principle of Bayesian inference is “to fit a probability model to a set of
data and summarizing the result by a probability distribution on the parameters of a
model and on unobserved quantities such as predictions for new observations”
(Gelman[66]). The process includes generating a full probability model including all
observable and unobservable components of interest (data, process and parameters). The
formation of models should be consistent with knowledge of underlying scientific
processes, as well as how data is being measured. To start with, the initial belief of
unobservable quantities is initiated. Next, the conditional distribution of the unobservable
quantities of interest is generated given the observed data. This is performed by
application of Bayes Theorem.

Let us consider the Bayesian parameter estimation in the most fundamental sense. The
posterior distribution for the parameter value { X j } , is given by P = p ({ X j | D , I } where
D is data and I is prior information. The best estimate of the parameter values { X 0 } , is

given by the solution of simultaneous equations,
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∂P
=0
∂X i {x }
oj

(A.1)

Where i = 1, 2,... up to the number of parameter estimated. The underlying assumption is
of course that posterior is continuous function and has a unique maximum value. In case
posterior is discrete in nature one needs to consider the value of

{X }
j

that yields the

highest maximum value of the posterior. It is more convenient to work with the logarithm
of the posterior,
L = log e  p ({ X j | D, I }

(A.2)

Logarithm being a monotonic function, yields the maximum at the same location as that
of posterior P , hence L can be substituted for P in (A.1).
A.2

Bivariate Case

Let us consider the estimation of two parameters X , Y . Then the best estimates X 0 , Y0
are given by solution of
∂L
∂X

= 0,
X 0 ,Y0

∂L
∂Y

=0
X 0 ,Y0

Here L = log e [ p( X , Y | D, I )] , the log of the joint posterior of parameters. To obtain
measure of reliability of the best estimate, we need to look at the spread of twodimensional posterior pdf about the point ( X 0 , Y0 ) . To study the local behavior of the log
posterior, we consider Taylor series expansion:
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(A.3)

1  ∂2 L
L = L ( X 0 , Y0 ) +  2
2  ∂X


( X − X0 )
X 0 ,Y0

2

∂2 L
+ 2
∂Y

(Y − Y0 )
X 0 ,Y0

2

∂2 L
+2
∂X ∂Y



( X − X 0 )(Y − Y0 ) + ...
X 0 ,Y0



(A.4)

The first part of the RHS is a constant, the higher order terms can be neglected, the
second part ( second derivatives of log posterior) can be put in a quadratic matrix
notation as follows

Q = ( X − X 0 )

 A C  ( X − X 0 ) 


C B   (Y − Y0 ) 

(Y − Y0 )  

(A.5)

Where A, B, C represent the respective derivatives of log posterior, as given by
∂2 L
A=
∂X 2

X 0 ,Y0

2

B=
C=

∂ L
∂Y 2

(A.6)
X 0 ,Y0

∂2 L
∂X ∂Y

X 0 ,Y0

These terms relate to variance of the posterior. For two parameters, the individual
variances and correlations can be calculated by marginalizing over the nuisance
parameters,
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2
2
σ Y2 = E (Y − Y0 )  = ∫ ∫ (Y − Y0 ) p ( X , Y | D, I )dXdY

(A.7)

2
2
σ X2 = E ( X − X 0 )  = ∫ ∫ ( X − X 0 ) p ( X , Y | D, I )dXdY

(A.8)

2
σ XY
= ∫ ∫ ( X − X 0 )(Y − Y0 ) p ( X , Y | D , I ) dXdY

(A.9)







•



2
is a measure of correlation between measured parameters. If an
σ XY

overestimate of one parameter usually leads to overestimation of other
parameter, there is said to be positive correlation present. The value of
2
will be positive. Similarly, the anti-correlation presents a situation
σ XY

when overestimation of one parameter leads to underestimation of other
parameter.
•

In case the parameter estimates do not influence each other, the
2
σ XY
 σ X2 σ Y2 and correlation is very small.

The covariance matrix is given by,

 σ X2
 2
 σ XY
•

2

σ XY
A C
=
−

C B 
σ Y2 



−1

When C=0, it means that there is no correlation present between the
parameter estimates. The reliability of the estimates is presented with the
diagonal of the covariance matrix alone.

•

As magnitude of C increases, the posterior shape becomes more and more
skewed, and reflects growing strength of correlation between parameter
estimates.

•

In extreme case, when C = ± AB , the elliptical contours become
infinitely wide in one direction , and the parameter estimates become
completely unreliable.
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(A.10)

•
A.3

Only prior can prevent this by adding uncorrelated distribution.

Multivariate Case

The Taylor series expansion of the log posterior of M dimensions ( M parameters to be
estimated) is given by
L = L( X0 ) +

1 M M ∂2 L
∑∑
2 i =1 j =1 ∂X i ∂X j

( X i − X 0i ) ( X j − X 0 j ) + ...

(A.11)

X0

The position of the maximum is denoted by vector X 0 . The approximation of the
posterior pdf is given by
T
 1

p ( X | D, I ) ∝ exp  − ( X − X 0 ) ∇∇L ( X 0 )( X − X 0 ) 
 2


(A.12)

Where ∇∇L is the symmetric M × M matrix of second-derivatives, whose ij th element
is ∂ 2 L / ∂X i ∂X j . This posterior is multivariate Gaussian in nature. The normalization
factor is ( 2π )

−M
2

det ( ∇∇L ) that should be multiplied with the pdf to ensure the sum of

all probabilities is unity. The covariance matrix associated is given by
−1
2




σ  ij = E ( X i − X 0i ) ( X j − X 0 j )  = − ( ∇∇L )  ij

It is important to mention here that the diagonal elements of a matrix are in general not
equal to the diagonal elements of its inverse. ( they are related by determinant of matrix).
Thus, the reliability of one of the parameters cannot be estimated by keeping all the other
parameters at their optimal values. The correct reliability measure of a parameter of
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(A.13)

interest (say X i ) can only be estimated by i th element in diagonal of

( ∇∇L )

−1

, simply

taking inverse of ∂ 2 L / ∂X i2 would produce misleading results.
•

The linear approximation of posterior holds good only for posterior shapes
having a single peak( unimodal ) and are symmetric in nature.

A.3.1 Linearity:
For a set of M parameters { X j } by components of a vector or column matrix X , the
condition for the best estimate of the values, denoted by X0 is given by,

∇L ( x0 ) = 0

(A.14)

Where j th element of ∇L is given by partial derivative of log of posterior pdf ∂L / ∂X j
evaluated at X = X0 . (A.14) represents M simultaneous equations, in case they are
linear, it can be arranged in form given by
∇ L = HX + C

(A.15)

Where components of vector C and matrix H are all constant, then solution to (A.15) is
,
X 0 = − H −1C

Differentiating (A.15), we find that matrix ( ∇∇L ) is invariant with respect to parameters

{X } ,
j
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(A.16)

∇∇L = H

(A.17)

The higher derivatives of posterior pdf vanish and H provides complete description of
posterior spread.
σ 2  = E ( X i − X 0 i ) ( X j − X 0 j )  = −  H −1 


ij
ij

(A.18)

The inversion of the matrix can be handled by Cholesky decomposition for faster
computation of by pseudo-inverse routine. The invertability (or condition number) of H
is important to study since if determinant of H is zero or extremely small, the answers
will be highly sensitive to small changes in data and error-bars will be large. The
ellipsoid will be infinitely long in any of the principle axes. The cure for this is by
obtaining more relevant data or by supplementing it by a cogent prior.
Let us look at the Taylor series expansion for general multivariate log posterior once
more,
T

L = L ( x1 ) + ( X − X 1 ) ∇L ( X − X 1 ) +

1
T
( X − X 1 ) ∇∇L ( X − X 1 )
2

(A.19)

Differentiating (A.19) with respect to { X j } ,

∇L = ∇L ( x1 ) + ∇∇L ( x1 )( X − X 1 ) + ...
Dropping higher order terms and rearranging,
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(A.20)

−1

X 0 ≈ X 1 − [∇∇L ( x1 ) ] ∇L ( x1 )

(A.21)

This relationship will be exact when ∇L is truly linear. This is in fact a Newton Raphson
method of root finding. For finding roots of multivariate ∇L ( x0 ) = 0 , we can summarize
it as follows,
−1

X N +1 = X N − [∇∇L ( xN ) ] ∇L ( xN )

(A.22)

Where xN is our estimate after N iterations. The stability of the algorithm can be
improved by slowing them down a little by adding a constant term indicating the
information from prior.
−1

X N +1 = X N − [∇∇L ( xN ) + cI ] ∇L( xN )

This is done by adding a small negative number to the ( ∇∇L ) matrix, and I is the
identity matrix having same size as ( ∇∇L ) . The effect of this addition is negating
correlation between the parameters. The addition of this term does not cause any change
in the location of the eigenvalues. The trick is then to first make sure that ( ∇∇L ) matrix
is a reasonable estimate of the second-gradient of the logarithm posterior L and that is
invertible in all circumstances. Alternatives to gradient calculation are conjugate gradient
algorithm, or stochastic optimization as discussed by [109].
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(A.23)

A.3.2 Fitting a Straight line

Let us consider a simple line fitting with Bayesian parameter estimation. Given is set of
N data {Yk } with associated error bars {σ k } and measured positions { xk } . The model is

given by

yk = mxk + c

(A.24)

Here estimated position yk is given by estimating the parameters m, c (slope and
intercept). The normalized sum of squared residuals is given by
N

( mxk + c − Yk )

k =1

σ k2

χ2 = ∑

(A.25)

The components of ∇L are given by 0.5 times the partial derivatives of χ 2

∂χ 2 N 2(mxk + c − Yk ) xk ∂χ 2 N 2(mxk + c − Yk )
=∑
;
=∑
σ k2
σ k2
∂m k =1
∂c k =1

(A.26)

After some algebraic manipulations, we can write ∇χ 2 in matrix formulation,

α
∇χ 2 = 
γ
Where α , β , γ , p, q are related to data through,
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γ m  p
−
β   c   q 

(A.27)

α =∑
p=∑

2

σ

2
k

2

σ k2

xk2 ; β = ∑

2

σ

xk Yk ; q = ∑

2
k

;γ = ∑

2

σ k2

2

σ k2

xk
(A.28)

Yk

The estimates m0 , c0 are obtained by solving ∇χ 2 = 0 , by matrix inversion, it can be
given by

β p −γ q
αβ − γ 2
αq −γ p
c0 =
αβ − γ 2
m0 =

(A.29)

The covariance matrix can be obtained by either taking second derivative of squared sum
of residuals with respect to parameters, or taking inverse of the matrix in (A.27), with the
parameter bars,
2
2
σ mm

σ mc
α
= 2
 2
2 
γ
 σ mc σ cc 

A.4

−1

γ
2
=

β
αβ − γ 2

β
 −γ


−γ 
α 

Parameter Estimation:

A.4.1 General Nonlinear input-output model solution
Often, the output of a certain physical phenomenon is predicted using function of input
quantities and parameters. The output however, can be think of subjected by some
measurement noise. This can mathematically be presented by,
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(A.30)

yk = f ( xk ,θ ) + ε k

(A.31)

Output at instant k is given by yk , function f ( xk ,θ ) is in general a nonlinear function
of process inputs xk and parameter(s) θ . Output measurement uncertainty is given by a
Gaussian white noise data ε k . As discussed before, the conditional distribution of the
parameters given the data can be written by
T
 1

 1

p (θ | y ) ∝ exp  −  y − f ( x, θˆ)  Q  y − f ( x, θˆ)   exp  − θ 0T Rθ 0 
 2

 2


(A.32)

The proportionality can be converted to equivalence relationship by finding
normalization constant. This is complete description of the updated belief of parameter
values. The local approximation solution to above distribution is given by,

E [θ | y ] = θ 0 + K ( y − f ( x,θ 0 ) )
var [θ | y ] = ( I − KF ) R
K = RF T ( Q + FRF T )

Where F =

−1

∂f ( x, θ )
, the local approximation to the nonlinear function f ( x, θ )
∂θ θ =θ0

about θ0 .
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(A.33)

Appendix B: Closed Loo
Loop Identification of dynamic systems
The machining process model describes a linear dynamic system with time-varying
time
perturbations ([110],[34] , [[100],[85]).
). The stability and control of such systems can
either be addressed by a simplistic variable input gain strategy (([111],[84]),
), or designing
variable structure strategy based control (([85],[112],[86]).
). It has been noted that this
control input scheduling needs to be performed because the model parameters change and
input gain may either lead to iinstability
nstability or poor control performance. One viable strategy
is then to perform closed loop identification of the dynamic system parameters. The
closed loop identification is also the only option for system identification in cases where
the system is inherently unstable. The closed loop identification of the system generally
involves the system architecture described as shown in Figure 5-2.

Figure 5-2: System architecture for closed-loop identification

Closed loop identification approaches are classified according to use of reference, output
and input signals ( or sequences). Three approaches can be deployed (([44]).
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•

Direct Approach: Do not use the feedback signals, reference signal, obtain
system model using only input and output sequences by deploying any of the
prediction-error methods for parameter identification.

•

Indirect Approach: Identify the closed loop system from reference sequence
and output , and retrieve from that the open loop system, by making use of the
input sequence.
•

Joint Input-Output Approach: Consider output (y) and input (u) as the

output of the system, driven by input signal as reference (r). recover the
system and the regulator from this joint model.
In this part of the research, the development of closed loop identification strategy based
on Joint Input-Output approach is developed with special case of knowledge of the
structure of the controller. In case the input structure is not known, the direct approach
may be used.
B.1

Closed loop Identification based on Joint Input-Output Approach:

This part of the work contains the strategy off [113] , which reduces the two-stage joint
input-output strategy to a single stage approach by making use of the knowledge of the
controller structure. Let us consider the system and controller equation given as follows:

y (k ) = G0 (q,θ )u (k ) + H 0 (q, φ )ξ (k )
u (k ) = e(k ) − GR (q, α ) y (k ) + d (k )
e( k ) = r ( k ) − y ( k )
In equation (B.1) , q is a backshift operator ( q −1 x(k ) = x(k − 1) ), G0 (q,θ ) is the system
model with unknown θ parameters, H 0 ( q, φ ) is the noise model and ξ ( k ) is sequence
of independent and identically distributed (i.i.d.) random disturbances. The controller
u ( k ) has a known structure with known coefficients GR (q, α ) . This approach assumes
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(B.1)

that the order of the system model is known, and only parameters are unknown. Joint
input-output approach states

 y (k ) 
 e( k ) 
c
c
u (k )  = G0 (q)r (k ) + H 0 (q)  d (k ) 





(B.2)

Here, the G0c ( q ) and H 0c ( q ) are the closed loop transfer functions described as follows.

G ( q ) 
G0c (q) =  0i 
 S0 (q ) 

S0 (q) H 0 (q)
G0 ( q) S0i (q ) 
H 0c (q) = 

S0i (q ) 
 −GR (q) S0 ( q) H 0 (q)

(B.3)

Where,
G0c ( q ) = S0 ( q )G0 ( q )
S0 ( q ) = (1 + G0 ( q)GR ( q ) )

−1

S0i ( q ) = (1 + GR ( q )G0 ( q ) )

−1

S0 (q) is called sensitivity function. As described in [113]

(B.4)

the two-stage method

performs identification of function G0 (q,θ ) as follows.

•

Step 1: Estimate the sensitivity function S0 (q, β ) ( β being the parameters of
sensitivity functions) and generate the auxiliary input function as follows,

200

uˆ(k ) = S0 (q, β )r (k )
•

(B.5)

Step 2: Using the auxiliary input calculated from step 1 (equation (B.5)), estimate
the transfer function for following system

y (k ) = G0 (q,θ )uˆ ( k )

(B.6)

It is suggested ([113]) that this two step method can be compressed to a single step
method given the controller structure is known, and is stable. In such case only one
systems estimation is required, first a new input sequence is generated using the
controller structure.
r * ( k ) = r ( k ) − G R−1 ( q , α )u ( k )

(B.7)

Once this is done, the estimation problem simply reduces to

r * ( k ) = G 0 ( q , θ )u ( k )

(B.8)

With which the system parameters can be estimated directly. Applying this method to
following system-controller,

y (k ) = .75u (k − 1) + .985 y (k − 1) + λ0ξ ( k )
e( k ) = r ( k ) − y ( k )
u (k ) = e(k ) + 0.1005u (k − 1) − 0.1016u (k − 2)
The parameters to be estimated in this case are 0.985 and 0.75, the controller parameters
are known a-priori. The random noise is generated using Matlab (randn) function with

λ0 variance. Following are the simulation results for sequence length of 200 (
k = 1, 2..., 200 ) and λ0 = 0.5 .
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(B.9)

Figure 5-3: Closed loop estimation of system parameters using Pupeikis [113]scheme

B.2

Closed Loop Identification of Cutting Force in turning

B.2.1 Model development:
The continuous time linear dynamic cutting force process model is given as follows:

dFc (t ) 1
+ Fc (t ) = aKs fcom (t )
dt
τ
For the digital implementation, the discrete time representation of equation (B.10) with
sampling time T can be given by
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(B.10)

Fc (k + 1) − Fc (k ) 1
+ Fc (k ) = aK s fcom (k )
T
τ

(B.11)

Where a is depth of cut, Ks is material related constant (N/mm^2) and f com is
commanded feed. Rearranging equation (B.11), we obtain the discrete time force
difference equation as follows:

 T
Fc (k + 1) = 1 −  Fc (k ) + aK s f com (k )
 τ

(B.12)

Equation (B.12) can also be re-arranged as follows:

 T
Fc (k ) = 1 −  Fc (k − 1) + aTK s f com (k − 1)
 τ
B.2.2 Control design:
For the first iteration, the PI controller form is chosen, this is primarily because the steady
state error is required to be vanished, at the same time using derivative gain may amplify
the noises in inherently noisy force signal from cutting force sensor. The control law in
continuous time domain is given as follows:

203

(B.13)

t

u (t ) = K p e(t ) + K i ∫ e(τ )dτ

(B.14)

0

Following few equations describe the process of obtaining the discrete time (digital)
representation of the control law. First taking the Laplace transform on either side, we
obtain
U ( s ) K p s + Ki
=
E (s)
s

(B.15)

Applying Bilinear transformation to obtain [114] the discrete frequency domain z,

TK

 2 z −1 
Kp 
+ Ki  K p + i

U ( z)
2
 T z +1 
=
=
2 z −1
E( z)
T z +1

Let us denote α1 = K p +

  TK i

− Kp 
z +
  2

z −1

(B.16)

TKi
TK
, α 0 = i − K p , and obtaining the time-series form of
2
2

above discrete system,

u (k ) = u (k − 1) + α1e(k ) + α 0e(k − 1)
Representing in the back-shift operator form, the controller law can be written as
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(B.17)

GR ( q , α ) =

α1 + α 0 q −1

(B.18)

1 − q −1

B.2.3 Closed loop system identification using Pupeikis scheme [113]
As per the scheme discussed in introduction section, the dynamic system and controller
can be written as

y (k ) = θ1 y (k − 1) + θ 2u (k − 1) + λ0ξ ( k )
u (k ) = u (k − 1) + α1e(k ) + α 2 e(k − 1)

(B.19)

e( k ) = r ( k ) − y ( k )
The single step closed loop identification strategy requires the modification of the input
trajectory by transformation given by (B.7), which can be given by

r * (k ) = r (k ) −
*

r (k ) =

1 − q −1
u (k )
α1 + α 0 q −1

1

(B.20)

α r ( k ) + α 0 r ( k − 1) − u ( k ) + u ( k − 1) − α 0 r ( k − 1) 
α1  1
*

Finally, the input-output equation that identifies the system parameters is given by (B.8).
Using the standard RLS estimation algorithm, the parameter estimates along with the
variance matrices are given by
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θ ( k ) = θ ( k − 1) −

P ( k − 1) y ( k − 1)
 r * ( k ) − yT ( k )θ ( k − 1) 
T
1 + y ( k ) P ( k − 1) y ( k )

P ( k − 1) y ( k ) yT ( k ) P ( k − 1)
P ( k ) = P ( k − 1) −
1 + y T (k ) P (k − 1) y ( k )

Where, y (k ) = [r * (k − 1); u (k − 1)] and θ = [θ1;θ 2 ]
covariance matrix at time step k .
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and P ( k ) is the parameter error

(B.21)

B.2.4 Numerical Simulations:
For numerical simulations, parameters of a typical medium duty turning operation were
taken. With force setpoint as 100 N, depth of cut 2 mm, material constant of 600
N/mm^2, and sampling time of 0.01 second, the force system parameter vector to be
identified is θ = [ 0 .9 0;12] . The control gains were chosen for the PI controller using
Zeigler Nikolas tuning method which corresponds to α 0 = −.0285, α1 = .0855 . The aim of
the simulation is to estimate the parameters while the controller achieves its objective. In
the initial numerical experiments, it was observed that the RLS scheme is not able to
achieve required performance because the decay of the error covariance matrix causes the
estimates to converge very slowly, one of the remedies to this is covariance resetting as
indicated by [100], if the covariance matrix falls below certain value, it is reset to initial
value so that the estimate values can converge to the actual value, also to get better
estimates, the reference trajectory was changed from constant value to pulse train. The
parameter estimates along with the force trajectory is shown in Figure 5-4 and Figure 5-5
respectively.
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Figure 5-4: Closed loop system identification using RLS scheme for force system

Figure 5-5: Force setpoint and actual force trajectory using RLS scheme in closed loop
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As it can be observed in Figure 5-4, the parameter estimate updates itself with change in
force trajectory.

B.2.5 Closed Loop Bayesian System Identification:
The Bayesian approach to parameter estimation and system identification was introduced
by [46], and later extended with use of MCMC techniques by [115]. The closed loop
identification was however addressed using work of [116]. In this work, the single stage
closed loop estimation technique is deployed along with MCMC techniques to account
for any nonlinearity and non-normal distribution case. The RLS requires the form of the
model to be linear in nature and produces unbiased estimate only if the noise is Gaussian
distributed. The advantage of Bayesian identification is that it does not require the
structure to be linear or Gaussian. Granted, linear and Gaussian assumption greatly
decreases the computational cost and reduces to familiar Kalman Filter form[46]. In
present case, Linear and Gaussian assumption is taken , however the maximum likelihood
estimate is taken based off MCMC technique. The posterior distribution is generated
using random walk Metropolis algorithm [60] and mean and covariance are propagated
once the stationarity of MCMC generated posterior is achieved. The details of this
scheme can be found at author’s previous work [107]. Using the same parameter set and
trajectory the parameter estimates are shown in Figure 5-6, for comparison the RLS
estimates are superimposed. As it can be seen , the Bayes estimate of parameter quickly
to the actual value of parameters. RLS estimate gets updated every time the setpoint
change, Bayes estimate does not require such condition. As noted by [116], the
persistence of excitation condition requirement is weak in Bayesian Identification.
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Figure 5-6: Closed Loop Identification of force system: RLS and Bayes estimate comparison
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Appendix C:: Strain Gage based machining force sensor:
This appendix describes the highlights of machining force sensor developed at CU-ICAR
Manufacturing Lab at Clemson University. This is strain gauge based sensor that
measures shear strain in tool holder and is related to cutting and feed force. The sensor
calibration was performed using a load cell and creating a regression model between the
voltage obtained and force observed. The resulting data showed good linearity and
minimal cross-talk. Sensor excitation and amplification was done using two transducer
amplifiers (RDP make amplifiers type DR7DC). The force sensor is currently being used
for data acquisition and control. The applications demonstrated with this sensor include
chatter and tool wear indication. The document is concluded by noting the improvement
needed in next version of the sensor.
C.1

Force Sensor Construction

The tool holder measures the cutting and feed force with use of four strain gauges placed
on all four faces of tool shank, in shear configuration. This means the top and bottom
gauges measure feed force and left and right gauges measure cutting force. The gauges
used were Vishay 062UV shear strain gauges. Each gauge contains two strain measuring
elements, since two of the gauges were used to measure force in each direction, the full
bridge configuration was used.
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Drilled
across
length

Bottom
Face

Figure 5-7: Force sensor construction showing different faces and location of drilled hole

Top Face

Access
for wires

Figure 5-8: Force sensor construction showing top and left face with access hole for wires

To increase sensitivity, the tool holder was drilled across the length as shown in Figure
5-7. This increases the shear sensitivity without sacrificing the tool stiffness by large
amount. The cross section of the tool is maintained as a box section instead of a solid one
square inch section. In addition to this a hole is drilled on the left side of the tool which
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acts as an access for the wires(refer to Figure 5-8) . The wires pass through the drilled
hole across the length.
C.2

Force Sensor Calibration

STH

Bolt turned to
impart force on
STH

Load cell bolted
on shaft fixed in
chuck

Load Cell (± 5000 N)

Figure 5-9: Force sensor calibration for vertical strain gauges

The load cell capable of measuring 5000 N (tension and compression) was used to
calibrate the force sensor (refer to Figure 5-9). Since the tool mounted on the turret
moves only along the machine axis, bolt attachments were made to impart force on the
instrumented tool holder (ITH). The lower bolt has a spherical head on which the top bolt
with flat head can slide. The end of the flat head bolt was filed to make a seat for the tool.
To impart force, the bolt was slowly turned. Care was taken to make sure that the
direction of the force stays normal to the tool. Three cycles of loading- unloading were
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performed to acquire the data that would be used to perform the regression fit. Figure
5-10 shows the calibration set up for horizontal (feed) force calibration. The load cell was
bolted to a bar that was held in main chuck and chuck was locked. The loading of the
strain gauge was done by rotating the bolt slowly. As mentioned earlier, three loading and
unloading cycles were acquired to generate regression data.

Figure 5-10: Calibration set up for Horizontal (Feed) Force Measurement

214

Figure 5-11: Data acquisition hardware and software for calibration

The acquisition was done using eDAQ data recording hardware and software as shown in
Figure 5-11. The data acquired was stored in ASCII files and later analyzed in MATLAB
for linearity. Figure 5-12 and Figure 5-13 show the linearity between the micro strain and
force measurements for horizontal and vertical gauges respectively.
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Figure 5-12: Horizontal force gage linearity

Figure 5-13: Vertical Load gage linearity
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C.3

Force Sensor Data Acquisition Setup

Figure 5--14: Force sensor in data acquisition mode

Figure 5-14 shows the force sensor in acquisition mode, the raw micro strain data is
amplified using two RDP DR7DC transducer amplifiers (one for each direction of force
measurement). The excitation to the strain gauge is also provided by transducer
amplifiers.
s. To minimize the environmental noise, the power supplied to the amplifier is
through a battery. The gain on the amplifier is set such that 0.001 V= 1 N. The amplified
signal is acquired via Analog Input module of National Instruments CompactRIO
hardware. Signals can be acquired and stored at sampling frequency of 1 KHz.
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Figure 5-15: Cutting and Feed force data acquired using force sensor

Figure 5-15 shows a typical force data acquired using the force sensor, the data refers to
cutting Grade 5 Titanium (Ti-6Al-4V) with uncoated carbide tool at 75m/min, 0.05
mm/rev feed and 1.5mm radial depth of cut. Both cutting force and feed force show
standard deviation of about 8 N, the standard deviation usually increases with the RPM of
the spindle; this is because the machine vibrations are picked up by the strain gauge
(maximum observed about 20 N). This can be seen in Figure 5-15, when spindle is
stopped, the variance of the feed force signal reduces drastically.
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C.4

Impact on tool stiffness

Though strain gage based force sensor is inexpensive way to measure cutting and feed
force in machining, it may compromise the machine tool stiffness. High machine tool
stiffness is necessary to ensure better accuracy of the machined parts as well as low
occurrence of tool chatter. The strain gage based tool may compromise machine stiffness
if the tool holder structure is modified to increase the sensitivity. Figure 5-16 shows the
constructional features of the force sensor. A blind hole was drilled across the length tool
holder, terminating before the overhanging part of the tool holder (thus the majority of
modified part of the tool holder remains inside the tool post at all times). Thus during
machining, the tool holder is no different than the standard (un-modified) tool holder
used for machining.

Drilled
across
length

Bottom
Face

Figure 5-16: Construction of strain gage based force sensor
However, the stiffness of the regular tool and modified tool was experimentally measured
by pressing the tip of the tool against the load cell, as shown in Figure 5-17. The force
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was recorded using a data acquisition syst
system;
em; the tool turret was moved using the CNC
control panel. For the calculation of the stiffness, the range of force taken was 100-1200
100
N (load cell capacity up to 5000 N).

Figure 5-17:: Stiffness measuremen
measurement of the cutting tool
The stiffness of regular tool was measured to be 6100 N/mm (34830 lbf/in) (average of
three tests) for the finishing tool as shown in Figure 5-17.. The stiffness of the rough
machining tool was found to be 979
9790
0 N/mm (55903 lbf/in) and the stiffness of strain gage
based tool was found to be 9500 N/mm (54246 lbf/in). Thus the stiffness of the strain
gage based tool is slightly reduced as compared to the regular tool. However, it should be
noted that strain gage based
ased tool was still much stiffer than finishing tool. Thus,
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indicating that using the strain gage based tool does not compromise the stiffness of the
tool and thereby the machine.
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Appendix D: Filtering current transducer data
D.1

Probabilistic filtering of the measurement data:

Measurement data from the sensor is often assumed as Gaussian distributed data. In case
of most of the sensors, this assumption is not true. For example, current transducer used
to monitor the power consumption of the machine tool spindle exhibits non-normal
behavior at low spindle speeds because of clipping. Following figure shows the
numerically calculated kernel density estimation of the signal.

Clearly, the mean estimate will be erroneous in this case. Consider a simple moving
average filter used for the data provided in Figure 5-18. The solid blue line is the noisy
signal and dotted black markers represent the moving average filter with window of 51
samples.
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Figure 5-18: Moving Average Filtering of Non-Gaussian Data

As seen in the Figure 5-18, the moving average filter overestimates the force value
because of normal assumption (averaging out the samples within the window).
For accurately filtering out the noise, Kernel Density Estimation strategy is proposed to
estimate true distribution of batch of samples and then making the estimate based on the
maximum likelihood of the data. The algorithm is depicted in Figure 5-19.
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Figure 5-19:: Algorithm for using probabilistic filtering of noisy signal

D.2

Kernel Density Estimation Algorithm:

The Matlab function “ksdensity” estimates the probability density of the data provided by
fitting one of the kernel functions to the data. The general kernel function to be estimated
is given by following equation

f s ( x) =

1 n  x − xi 
∑K 

ns i =1  s 

In equation (D.1), f s ( x) is the target density function to be estimated, n is number of
data points, K ( • ) is the type of kernel function (e.g., Gaussian, Epanechnikov,
panechnikov, triangle).
s

is called bandwidth (or smoothing) parameter. For the Gaussian Kernels, the

224

(D.1)

1

 4σˆ 5  5
optimized bandwidth parameter can be taken as 
 , where σ̂ is estimated variance
 3n 
of the data.
As an example, applying Gaussian Kernel to data of Normal random variables having
modes at 0 and 3, the Kernel density Estimation produces the probability distribution as
shown in Figure 5-20.

Figure 5-20: Kernel Density Estimation using Gaussian Kernel Function

It is important to note here that actual value of probability of not as important as the
location of the maximum probability.
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D.3

Application of the Probabilistic Filtering To Cutting Force Estimation Problem

The application of this filtering strategy is applied to cutting force estimation in cutting
metal in CNC machine. The cutting force sensors are expensive to deploy on all the
machines, as an alternative, current transducer based Power sensors are used to estimate
the cutting power, and from signal processing of Power sensor data, reasonable estimate
of force can be obtained. This is done by a simple algebraic operation on the power signal
shown as follows:

Fest =

1
( Pmeas − αω 2 − βω )
v

In equation (D.2), Fest is the estimated force from the measured power signal ( Pmeas ).
The constants α , β are identified via series of offline tests to calculate the correlation of
the idle spindle power based on different spindle rotational speeds ( ω ). The power signal
from the current transducer is generally noisy, noise being dependent on the speed of the
AC motor that drives the workpiece. At low speeds, the cutting force transducer is
observed to produce the sensor signal that has noise that is not Gaussian distributed (
refer to Figure 5-21). Using a Moving Average filter on this data and then converting the
Power signal to Force will not correctly estimate the correct values, since inherent
assumption in using Moving average filter is violated in light of non-Gaussian data.

226

(D.2)
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Figure 5-21: Probability Distribution of Current Transducer data at low speeds

For the same data, when the Kernel Density Estimation based filter is applied, the force
estimate is anticipated to be better than that of the moving average filter. This is
demonstrated in Figure 5-22. The moving average filter overestimates the force values
while the Kernel Density estimation based filter produces the value closer to actual value.
The actual value of force is measured from force sensor to show comparison.
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Figure 5-22: Non Gaussian Data Filtering
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Appendix E: Bayesian Model Selection
E.1

Mathematical Framework:

The problem is to determine the true model of the system from the set of candidate
models M 1 , M 2 ...M N . It is assumed that each of the model M i is characterized by
probability density fi ( x | θi ) , where θ i ∈ R pk is a pk dimensional vector of unknown
parameters. Let π i (θi ) be the prior distribution of for parameter vector θi under model

M i . the posterior probability of the models M i for a particular data set

X n = { x1 , x2 ,..., xn } is then given by

p (Mi | X n ) =

p ( M i ) ∫ f i ( X n | θ i )π i (θ i ) dθ i
N

∑
α
=1

(E.1)

p ( M α ) ∫ fα ( X n | θα )π α (θα ) dθα

Where fi ( X n | θi ) and p( M i ) are the likelihood function and the prior probability for
model M i . The prior probabilities p( M i ) and π i (θi | Mi ) for the model M i specify an
initial view of model uncertainty.

p ( X n | M i ) = ∫ fi ( X n | θi ) π i (θi ) dθi
This quantity represents how well the specified prior distributions fit to the observed data.
Having observed information X n , we then update the view of model uncertainty based
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(E.2)

on posterior model probability p ( Mi | X n ) . The central idea of Bayesian model
selection is to choose the model that yields maximum posterior probability p ( Mi | X n ) ,
the denominator of equation(E.1). Considering the prior probability of model to be
uninformative, the model selection problem reduces to,

p (Mi | Xn ) =

∫ f ( X | θ )π (θ ) dθ
∑
∫ fα ( X | θα )π α (θα ) dθα
α
i

n

i

i

i

i

(E.3)

N

n

=1

The Bayes Factor, a quantity for comparing models and for testing hypothesis in
Bayesian framework, is one of the important aspects of assessments of model selection
criteria. It allows pair-wise comparison of models , say M i and M j based on posterior
probabilities p( M i | X n ) . The Bayes Factor is defined as the odds of the marginal
likelihood of data X n .

BF ( M i , M j ) ≡

P ( Xn | Mi )

(E.4)

P( Xn | M j )

These measures the evidence for model M i versus model M j

based on the data

information. The Bayes factor chooses the model with the largest value of marginal
likelihood among a set of candidate models. Noting that
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P ( Mi | X n )
P (M j | Xn )

=

P ( X n | Mi )

×

P ( Mi )

P( Xn | M j ) P(M j )

(E.5)

Which suggests that posterior odds are Bayes factor times prior odds, then Bayes factor
can also be defined as

BF ( M i , M j ) =

Posterior Odds ( M i , M j )
Prior Odds ( M i , M j )

(E.6)

When the prior model probabilities are equal, the Bayes factor simply reduces to
posterior odds. Jeffery’s (1961) recommended interpreting the Bayes factor as a scale of
evidence. The Bayes factor can reduce to the classical likelihood ratio. Let θˆMLE ,i and

θˆMLE , j be the maximum likelihood estimates for the models M i and M j . Also, suppose
that prior densities for both models π i (θ i ) consist of point mass at maximum likelihood
values. Then, Bayes factor reduces to classical likelihood ratio

BF ( M i , M j ) =

f i ( X n | θ MLE ,i )
f j ( X n | θ MLE , j )

In case the prior probabilities are not available and are approximated by improper
functions that represent the information about model priors, other methods that calculate
pseudo-Bayes factors are also used in practice. It is well established that marginal
likelihood is one of the key assessment parameters for model selection; calculation of this
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(E.7)

likelihood becomes the prime concern at this point. Depending upon that, following
approaches are prevalent,
•

Exact Calculation: For limited probability distributions, with conjugate
priors, closed form integrals can be calculated and exact marginal
likelihoods can be produced.

•

Asymptotic Approximation: In case the number of observations is large,
the asymptotic approximations of probability densities allow one to
calculate Laplace approximations for the marginal likelihoods; Bayesian
Information Criterion (BIC) ([117]) is example of such methods.

•

Monte Carlo Approximation: For multimodal, non-Gaussian priors and
likelihood, recently Monte Carlo sampling methods have been deployed in
many science and engineering applications for model building, signal
processing and diagnosis.

•

Expected log-likelihood and posterior mean:[118] proposed an
information criterion under the assumption that specified parametric
family of probability distributions encompass the true model and that
model can be estimated by likelihood method. The divergence of fitted
model from true model is measured by Kullback-Leibler information
number, or equivalently by expected log-likelihood.

E.2

Bayesian Information Criteria: Derivation

Assume that Fisher information matrix of the specified model f ( X n | θ ) is nonsingular at

θi 0 (true parameter values for i th model), further that the first derivative of log-likelihood
function f ( X n | θ ) evaluated at the maximum likelihood estimator θˆMLE ,i vanishes, we
have Taylor series expansion of log-likelihood function
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n
log f ( X n | θ ) = log f ( X n | θˆMLE ) − θ − θˆMLE
2

(

T

) J (θˆ )(θ −θˆ ) + ...
MLE

n

MLE

(E.8)

Where
1 ∂ 2 log f ( X n | θ )
J n θˆMLE = −
n
∂θ∂θ T
θ =θˆ

(

)

(E.9)

MLE

Similarly, we have Taylor series expansion of the prior density

(

) (

π (θ ) = π θˆMLE + θ − θˆMLE

T

)

∂π (θ )
+ ...
∂θ θ =θˆMLE

(E.10)

Using equations (E.8) and (E.10) in equation (E.2), the marginal likelihood p ( X n | M )
can be expressed as

T



ˆ ) − n θ − θˆ
exp
log
f
(
X
|
θ
J n θˆMLE θ − θˆMLE 

n
MLE
MLE

2



 
 dθ
T ∂π (θ )

× π θˆMLE + θ − θˆMLE


∂θ θ =θˆMLE 
 


(

p( Xn | M ) ≈ ∫

(

) (

) (

)

Using the properties of multivariate normal distribution, we have
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)(

)

(E.11)

(

) (

)

( 2π )

p ( X n | M ) ≈ f X n | θˆMLE π θˆMLE ×
n

(

p /2

J n θˆMLE

p /2

)

1/2

(E.12)

Here, p denotes the number of parameter in a particular model. Inserting this in
equation(E.1), taking logarithm of resulting equation, we obtain

{

−2 log p ( M ) ∫ f ( X n | θ ) π (θ ) dθ

}

= −2 log { p ( M ) p ( X n | M )}

(

)

(

)

(

)

≈ −2 log f X n | θˆMLE − 2 log π θˆMLE + p log n + log J n θˆMLE − 2 log p ( M ) − p log ( 2π )
(E.13)

Ignoring the terms of O (1) and higher order terms in this equation, and assuming that all
prior probabilities are all equal, we have Schwarz’s Bayesian Information Criterion.

(

)

BICi = −2log fi X n | θˆMLE + p log n
Equation (E.14) shows the Bayesian Information Criterion (BIC) for i th model. The
model that yields the smallest BIC responds to the true model with which model was
generated. Note that the criterion is in the same spirit as the maximum likelihood
criterion, except for the penalty term p log n . This is a “penalty” for using p number of
parameters for fitting data. This rationale is also referred as Occam’s Razor ([43], [57],
[119],[45]). It is well known that using more number of parameters will minimize
negative log-likelihood (maximize likelihood), because of this, it is possible to observe
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(E.14)

overfitting of the data([56]). The penalty term will penalize candidate models with large
number of parameters. Following section demonstrates the application of BIC criterion
for selecting the Auto-Regressive (AR) data model.

E.2.1 Model Selection of AR data model using BIC:

For the demonstrative purposes, let us consider the noisy data that was generated using a
following time series model,

y ( k ) = 0.7 y ( k − 1) + 0.3 y ( k − 2) + 0.3u ( k ) + w

(E.15)

The goal is to identify the order of the time-series from the following candidate models,

M 1 : y (k ) = a1 y (k − 1) + bu (k )
M 2 : y (k ) = a1 y (k − 1) + a2 y (k − 2) + bu (k )
M 3 : y (k ) = a1 y (k − 1) + a2 y (k − 2) + a3 y (k − 3) + bu (k )
M 4 : y (k ) = a1 y (k − 1) + a2 y (k − 2) + a3 y (k − 3) + a4 y (k − 4) + bu (k )

For simplicity, it has been assumed that the input u ( k ) affects the output y ( k ) without
any delay. Assuming that the noise in the actual data is Gaussian (which can be verified

(

)

easily), the log likelihood log fi X n | θˆMLE can be reduced as to obtain,
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(E.16)

BIC = n log {RSS / n} + p log n

(E.17)

Where,
n

(

(

RSS = ∑ y j − fi x j , θˆMLE
j =1

))

2

Is residual sum square evaluated at MLE solution.

Figure 5-23: BIC- AR process Model selection : actual data refers to Model 2

For the effectiveness of the BIC based model selection, it is recommended to have large
sample sizes. The BIC converges to the Bayes Factor as sample size grows to infinity.
However, the performance of BIC scheme becomes unreliable as the parameter values
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(E.18)

increase. It is important to mention that similar criterion (Akeike’s Information
Criterion(AIC)) is also used sometimes for model selection, given by,

AICi = n log {RSS / n} + 2 p
One of the stark difference between AIC and BIC methods is the penalty term on higher
parameter numbered models. However, BIC’s consistency and convergence is proven
with asymptotic validation ([117]). At the same time, the use of BIC criterion is
dependent upon the estimated parameter accuracy. In present case, the parameters were
generated using ordinary Recursive Least Square (RLS) method without any forgetting.
One of the limitations of this approach is that for successful identification, sufficient
excitation in input is required ([99],[44]). With this background, let us examine the
method performance to a class of nonlinear parameterized machining force model
selection.
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(E.19)
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