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Abstract
Let [n] denote the set of positive integers {1, 2, . . . , n}. An r-partial permutation of [n] is a pair (A, f ) where A ⊆ [n],
|A| = r and f : A → [n] is an injective map. A set A of r-partial permutations is intersecting if for any (A, f ), (B, g) ∈ A,
there exists x ∈ A ∩ B such that f (x) = g(x). We prove that for any intersecting family A of r-partial permutations, we have
|A|
(
n−1
r−1
)
((n − 1)!/(n − r)!).
It seems rather hard to characterize the case of equality. For 8rn − 3, we show that equality holds if and only if there exist
x0 and 0 such thatA consists of all (A, f ) for which x0 ∈ A and f (x0) = 0.
© 2005 Elsevier B.V. All rights reserved.
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1. Introduction
Let [n] denote the set of positive integers {1, 2, . . . , n}. An r-partial permutation of [n] is a pair (A, f ) where
A ⊆ [n], |A| = r and f : A → [n] is an injective map. Note that a n-partial permutation of [n] is just a permutation.
A set A of r-partial permutations is intersecting if for any (A, f ), (B, g) ∈ A, there exists x ∈ A ∩ B such that
f (x) = g(x).
Deza and Frankl [4] proved the following result for intersecting sets of permutations:
Theorem 1 (Deza and Frankl [4]). Let S ⊆ Sn be an intersecting set of permutations. Then |S|(n − 1)!.
The case of equality (see Theorem 2) was determined by Cameron and Ku [3]. This result was also deduced from a
more general result on certain vertex transitive graphs in a recent paper by Larose and Malvenuto [7].
Theorem 2 (Cameron and Ku [3], Larose and Malvenuto [7]). Equality in Theorem 1 holds if and only if S is a coset
of the stabiliser of a point.
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Another motivation for this paper is the Erdo˝s–Ko–Rado type results for signed sets due to Bollobás and Leader
[2]. Recall that a signed r-set of [n] is a pair (A, f ) where A ⊆ [n] is an r-set and f is a function from A to {1,−1}.
Let Sn,r denote the collection of all signed r-sets on [n]. A familyA of signed r-sets is intersecting if for any (A, f ),
(B, g) ∈A, there exists x ∈ A ∩ B such that f (x) = g(x).
Theorem 3 (Bollobás and Leader [2]). Let 1rn, and letA be an intersecting family of signed r-sets on [n]. Then
|A|2r−1
(
n−1
r−1
)
. If r <n, then equality holds if and only if A = {(A, f ) ∈ Sn,r : x0 ∈ A, f (x0) = 0} for some
x0 ∈ [n] and 0 ∈ {1,−1}.
Our aim in this paper is to show that similar results still hold for intersecting families of partial permutations. The
techniques that we use are based on a mixture of ideas from [2,3]. Our main results are the following:
Theorem 4. Fix r, n with rn − 1. Let A be an intersecting family of r-partial permutations. Then |A|
(
n−1
r−1
)
((n − 1)!/(n − r)!).
Theorem 5. For 8rn − 3, equality in Theorem 4 holds if and only if A consists of all r-partial permutations
(A, f ) such that x0 ∈ A and f (x0) = 0 for some ﬁxed x0, 0 ∈ [n].
Needless to say, we conjecture that the restriction to 8rn− 3 is unnecessary. More precisely, we conjecture the
following:
Conjecture 6. Equality in Theorem 4 holds if and only if A consists of all r-partial permutations (A, f ) such that
x0 ∈ A and f (x0) = 0 for some ﬁxed x0, 0 ∈ [n].
The plan of the paper is as follows. In Section 2, we prove Theorem 4. The rest of the paper is devoted to the proof
of Theorem 5. In outline, we shall deduce Theorem 5 from the following facts (all notation will be explained in the
relevant sections). LetA be a family of r-partial permutations of maximal size.
(1) IfA contains Idr = ([r], Id), then it is closed under the ﬁxing operation for 8rn − 3 (Theorem 13).
(2) IfA is closed under the ﬁxing operation, then Fix(A) is an intersecting family of subsets (Theorem 15).
(3) For n8, if Fix(A) is intersecting and Idr ∈ A, then for all (A, f ) ∈ A, we have x0 ∈ A and f (x0) = x0 for
some ﬁxed x0 ∈ [n] (Theorem 18).
2. Cyclic orders
Our aim in this section is to give a Katona-style proof of Theorem 4. Of course, the key point is to ﬁnd a suitable
class of objects to average over—once that is achieved then the theorem will follow easily.
A cyclic ordering of [n]× [n] is a bijection  : [n]× [n] → [n2]. Let r, n be positive integers where rn−1. Then a
cyclic ordering  is said to be r-good (or just good if r is ﬁxed in the context) if for any r-interval (x1, 1), . . . , (xr , r ) in
the ordering, the pair (A, f )whereA={x1, . . . , xr} and f : A → [n] deﬁned by f (xi)= i is an r-partial permutation.
On the other hand, we say that an r-partial permutation (A, f ) is compatible with a good cyclic ordering if there is an
r-interval (x1, 1), . . . , (xr , r ) in the ordering such that for each i, we have xi ∈ A and f (xi) = i .
For any ﬁxed r, n where rn − 1, does there always exist a good cyclic ordering? The following example answers
the question in the afﬁrmative:
Example 7. Let  be the cyclic ordering deﬁned by (x, ) = x + in, where i =  − x(mod n).
It is easy to see that  constructed in the above example is r-good for all rn − 1. We call this  the standard good
cyclic ordering. For later use, note that for any two permutations  and ′ of [n], the cyclic ordering deﬁned by
,′(x, ) = ((x), ′()),
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is again r-good for all rn − 1. In other words, we can obtain another good cyclic ordering from  by relabelling the
points of [n] independently for each coordinates. We say that such an ordering is of standard type.
Proof of Theorem 4. We count the pairs ((A, f ), ), where (A, f ) ∈A is compatible with .
First, ﬁx a good cyclic ordering . How many members ofA are compatible with ? The corresponding r-intervals
must intersect pairwise. However, since 2r <n2, it is easy to see that at most r of the r-intervals of  may intersect
pairwise. Thus, at most r members ofA are compatible with .
Now, let the total number of good cyclic orderings be p. Note that p = 0, thanks to Example 7. For a given r-partial
permutation (A, f ), how many good cyclic orderings are there such that (A, f ) is compatible with ? This number is
independent of the choice of (A, f ) since we can always relabel points so that every r-partial permutation is compatible
with the same number of good cyclic orderings, say q. We deduce that
q|A|rp.
On the other hand, let B be the family of all r-partial permutations (B, g) such that g(x0) = 0 for some ﬁxed x0,
0 ∈ [n]. Obviously |B| =
(
n−1
r−1
)
((n − 1)!/(n − r)!). But if we run through the previous argument forB, we see that
exactly r members of B are compatible with a given  since there are exactly r r-intervals containing (x0, 0) in any
given . Hence q|B| = rp, giving
|A|rp/q =
(
n − 1
r − 1
)
(n − 1)!
(n − r)! . 
Note that, in the case of equality, each good cyclic ordering  must contain exactly r members of A, and since
the corresponding r-intervals must intersect pairwise and 2r <n2, all these intervals must contain a ﬁxed element of
[n] × [n]. We shall denote this ﬁxed element (depending onA) by (x, ).
3. Separating orders
We now start to work towards Theorem 5. Given an r-partial permutation (A, f ), let (A, f ) ⊆ [n] × [n] denote
the set of all the ordered pairs (x, y), where x ∈ A, f (x) = y. If g is a permutation then we just write (g) instead
of ([n], g). We say that a subset Q of [n] × [n] is good if there exists a |Q|-partial permutation (A, f ) for which
(A, f ) = Q. Clearly, if Q is good then any subset of Q is also good.
A good subset Q of [n]× [n], |Q|= q, is called a q-chain if there is a total order  : Q → [q],  : (xi, yi) → i, such
that for all 2jq, we have yj = xj−1 but y1 and xq may be distinct. We will call this  a chain-deﬁning ordering of
Q. For example, the sets {(1, 2), (2, 1)} and {(1, 2), (3, 1), (4, 3)} are 2-chain and 3-chain, respectively.
Let Q be a good subset of [n] × [n] and M ⊂ Q be a chain. We say that M is a maximal chain in Q if for all
M ⊂ M ′ ⊆ Q, M ′ is not a chain. An important consequence of the goodness of Q is that every element in Q lies in
exactly one maximal chain in Q. In other words, Q can be partitioned into disjoint union of maximal chains. Note in
passing that if Q is good and |Q| = n then maximal chains are just cycles in the corresponding permutation.
Given a good subset Q ⊆ [n] × [n], |Q| = q, a total order  : Q → [q] is said to be separating if for any (x, y),
(z, x) ∈ Q, y and z may not be distinct, we have
(x, y) + 1 = (z, x) and (1)
(x, y) − 1 = (z, x). (2)
If condition (1) (or condition (2), respectively) is satisﬁed then we say that  is downwards separating (or upwards
separating, respectively). So  is separating if it is both upwards and downwards separating.
Lemma 8. If Q ⊆ [n] × [n], |Q| = 5, is good, then there is a separating total order on Q.
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Proof. Suppose that Q is a 5-chain. Let  be a chain-deﬁning ordering of Q. Then the ordering  : Q → [5] deﬁned by
−1(1) = −1(1),
−1(2) = −1(3),
−1(3) = −1(5),
−1(4) = −1(2),
−1(5) = −1(4),
is the desired ordering.
So we can now assume that Q is not a 5-chain. Let q = (q1, q2, q3, q4) where qi is the number of maximal i-chains
in Q. (Note that∑i=4i=1 iqi = 5.) We consider the following cases:
(i) q = (1, 0, 0, 1).
Let C1 = {a0} be the only maximal 1-chain and C4 = {−1(1), −1(2), −1(3), −1(4)} be the only maximal
4-chain in Q where  is a chain-deﬁning ordering of C4. Then the ordering  deﬁned by
−1(1) = −1(1),
−1(2) = −1(3),
−1(3) = a0,
−1(4) = −1(2),
−1(5) = −1(4),
is the desired ordering.
(ii) q = (0, 1, 1, 0).
Let C2 = {−1(1), −1(2)}, C3 = {−1(1), −1(2), −1(3)} be the only maximal 2- and 3-chain in Q, where 
and  are the corresponding chain-deﬁning orderings of C2 and C3, respectively. Then the ordering  deﬁned by
−1(1) = −1(1),
−1(2) = −1(1),
−1(3) = −1(2),
−1(4) = −1(2),
−1(5) = −1(3),
is the desired ordering.
We observe that the idea is to construct an ordering in which the elements in a particular maximal chain which were
“adjacent” to each other in the corresponding chain-deﬁning order are now “far apart” from each other. Since similar
idea applies to all the other cases, we omit the rest of the proof. 
Lemma 9. Let Q be a good subset of [n] × [n], |Q| = q5. Then there is a separating total order on Q.
Proof. By Lemma 8, the result is true for q = 5. Suppose now q > 5. We proceed by induction on q. Take (x0, y0) ∈ Q
and letQ′=Q\{(x0, y0)}. By the inductive hypothesis, there is a separating total order  : Q′ → [q−1]. Let (a, b)=1
and (c, d) = q − 1 be the ﬁrst and the last element in this ordering.
If a = y0 and b = x0, then  : Q → [q] deﬁned by
(x0, y0) = 1,
(x, y) = (x, y) + 1 for all(x, y) ∈ Q′,
is the desired ordering.
78 C.Y. Ku, I. Leader / Discrete Mathematics 306 (2006) 74–86
Similarly if c = y0 and d = x0, then  : Q → [q] deﬁned by
(x0, y0) = q,
(x, y) = (x, y) for all(x, y) ∈ Q′,
is the desired ordering.
Therefore, without loss of generality, we can now assume that (a, b)= (a, x0), a = y0 and (c, d)= (y0, d), d = x0.
Then  : Q → [q] deﬁned by
−1(i) =
⎧⎪⎨
⎪⎩
−1(i) if 1 i2,
(x0, y0) if i = 3,
−1(i − 1) if 4 iq.
is the desired ordering. 
Corollary 10. Let Q be a good subset of [n] × [n], |Q| = q3. Then there is a downwards separating total order
on Q.
Proof. For |Q| = 3, 4, it is routine to check that such an ordering exists. Hence the result follows from Lemma 9. 
Armed with preceding results, we are now ready to prove two important lemmas which play a crucial role in our
proof. For two distinct u, v ∈ [n], let [u, v] denote the set {u, u + 1, . . . , v}.
Lemma 11. Let (A, f ) be an r-partial permutation, where 8rn − 3 such that f (e) = e, f (i) = a = i, f (b) = i
for some e, i, b ∈ A and a ∈ [n]. Then there is a permutation g containing (A, f ) and a total order  : (g) → [n]
satisfying all of the following:
(i)  : (g)\{(i, a), (b, i)} → [n − 2] is downwards separating,
(ii) (e, e) = n − r + 1, (b, i) = n − 1 and (i, a) = n,
(iii) if (x, y) ∈ [n − r] then x = y,
(iv) ((A, f )) = [n − r + 1, n],
(v)  : (A, f )\{(i, a), (b, i)} → [n − r + 1, n − 2] is separating,
(vi) if (x, y) = n − 2 then y = b.
Proof. Take any permutation g such that g|A = f and g(x) = x for all x /∈A. It is easy to see that such a permutation
always exists for rn−3. Let=(A, f ),′ =(g)\ so that ||=r8, |′|=n−r3. By Corollary 10, there is
a downwards separating total order  : ′ → [n− r]. Further let ∗ =\{(i, a), (b, i), (e, e)} so that |∗|= r − 35.
By Lemma 9, there is a separating total order  : ∗ → [r − 3]. Now deﬁne a total order  : (g) → [n] as follows:
−1(j) =
⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
−1(j) if 1jn − r,
(e, e) if j = n − r + 1,
−1(j − n + r − 1) if n − r + 2jn − 2,
(b, i) if j = n − 1,
(i, a) if j = n.
It is readily checked that  satisﬁes the conditions (i)–(v).We see that condition (vi) is violated only if (c, b)=n−2
for some (c, b) ∈ . When this happens, we construct a new total order ∗ from  as follows:
−1∗ (j) =
{−1(j) if j /∈ [n − r + 2, n − 2],
−1(2n − j − r) if j ∈ [n − r + 2, n − 2],
which satisﬁes all the required conditions. 
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Lemma 12. Let (A, f ) be an r-partial permutation where 8rn − 3 such that f (e) = e, f (i) = a = i, i = f (A)
for some e, i ∈ A and a ∈ [n]. Then there is a permutation g containing (A, f ) and a total order  : (g) → [n]
satisfying all of the following:
(i)  : (g)\{(i, a)} → [n − 1] is downwards separating,
(ii) (e, e) = n − r + 1 and (i, a) = n,
(iii) if (x, y) ∈ [n − r] then x = y,
(iv) ((A, f )) = [n − r + 1, n],
(v)  : (A, f )\{(i, a)} → [n − r + 1, n − 1] is separating,
(vi) if (b, i) ∈ (g) then b = a and (b, i) = n − r .
Proof. It is easy to see that for rn− 3 there always exists a permutation g such that g|A = f , g(x) = x for all x /∈A
and (a, i) /∈(g). Indeed if (a, i) ∈ (g) then take any (b, c) ∈ (g)\(A, f ) and replace (a, i) and (b, c) by (b, i)
and (a, c). Since c = a and b = i the condition that g(x) = x for all x /∈A is always satisﬁed.
Let and′ be as deﬁned before.Then byCorollary 10, there is a downwards separating total order ∗ : ′ → [n−r].
We consider the following cases (note that here the condition rn − 3 is necessary):
Case I. ∗(b, i) = n − r .
Let ∗(c, d) = n − r − 2 and ∗(u, v) = n − r − 1. Observe that c = v since ∗ is downwards separating. If b = d,
deﬁne a new order  by
−1(j) =
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
−1∗ (j) if j ∈ [n − r − 3],
(b, i) if j = n − r − 2,
(c, d) if j = n − r − 1,
(u, v) if j = n − r.
If b = d , then deﬁne a new order  by
−1(j) =
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
−1∗ (j) if j ∈ [n − r − 3],
(b, i) if j = n − r − 2,
(u, v) if j = n − r − 1,
(c, b) if j = n − r.
Case II. ∗(b, i) = n − r .
Just take  = ∗.
Hence in all cases there exists a downwards separating total order  : ′ → [n − r] satisfying conditions (iii)
and (vi).
Now let ∗ = \{(e, e), (i, a)} so that |∗| = r − 25. Then by Lemma 9, there is a separating total order
 : ∗ → [r − 2]. Deﬁne a total order  : (g) → [n] as follows:
−1(j) =
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
−1(j) if 1jn − r,
(e, e) if j = n − r + 1,
−1(j − n + r − 1) if n − r + 2jn − 1,
(i, a) if j = n.
It is readily checked that  satisﬁes all the required conditions. 
4. Closure under the ﬁxing operation
We begin with some deﬁnitions. For any partial permutation (A, f ), let Fix(A, f )={x ∈ A : f (x)=x} be the ﬁxed-
point set of (A, f ). Further, for any setA of partial permutations, let Fix(A) = {Fix(A, f ) : (A, f ) ∈ A}. Observe
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that Fix(A) is a family of subsets of [n]. Clearly ifA is intersecting and contains Idr = ([r], Id) then Fix(A, f ) = ∅
for all (A, f ) ∈A.
Let (A, f ) be an r-partial permutation of [n]. We deﬁne the ﬁxing of the point i via (A, f ) to be the r-partial
permutation (A, fi) such that
(i) if f (i) = i, then fi = f ,
(ii) if f (i) = a = i, f (b) = i for some b ∈ A, then
fi(x) =
{
x if x = i,
a if x = b = f−1(i),
f (x) otherwise,
(iii) if f (i) = a = i, i /∈ f (A), then
fi(x) =
{
x if x = i,
f (x) otherwise.
Inductively, we deﬁne (A, fi1,...,iq ) to be the ﬁxing of the point iq via (A, fi1,...,iq−1). We also say that a familyA of
r-partial permutations is closed under the ﬁxing operation if
for any (A, f ) ∈A and i ∈ A we have(A, fi) ∈A.
Theorem 13. Let A be an intersecting family of r-partial permutations of maximal size containing Idr = ([r], Id)
where Id is the identity in Sym([n]) and 8rn − 3. ThenA is closed under the ﬁxing operation.
Proof. Suppose thatA is not closed under the ﬁxing operation. Then there exists an r-partial permutation (A, f ) ∈A
such that (A, fi) /∈A for some i ∈ A. Observe that since Idr ∈ A, we must have f (e) = e for some e ∈ A. We now
consider the following cases:
Case I. f (e) = e, f (i) = a = i, f (b) = i for some e, i, b ∈ A, a ∈ [n].
Take the permutation g and a total order which satisﬁes all the conditions in Lemma 11. By a suitable relabelling of
points in the standard good cyclic ordering  (as deﬁned in Example 7), we obtain a good cyclic ordering (of standard
type) 	 : [n] × [n] → [n2] such that 	−1(i) = −1(i) for all 1 in, that is the ﬁrst n-interval of 	 coincide with that
of . For the rest of the proof of this case, see Fig. 1 to help reading.
SinceA is an intersecting family of maximal size, let (x	, 	) be the ﬁxed element of this ordering with respect to
A so that all r-intervals containing (x	, 	) must lie inA. Obviously (x	, 	) ∈ (A, f ) by our construction.
Assume for a moment that (x	, 	) ∈ {(b, i), (i, a)}. This implies that the r-partial permutation (C, h) given by the
r-interval [n − 1, n + r − 2] of 	 must lie inA. But the construction of 	 (condition (i) in Lemma 11) implies that
Fix(C, h)=∅ which is a contradiction since Idr ∈A andA is intersecting. Hence (x	, 	) ∈ (A, f )\{(b, i), (i, a)}.
This means that the r-partial permutation given by the r-interval [n − r − 1, n − 2] of 	, say (B, g), is inA.
Now let  be the transposition i → a, a → i and let  = 	Id, be a new good cyclic ordering (of standard type).
Since (B, g) is still compatible with , we have (x, ) ∈ (B, g). Let (u1, v1) = n − r − 1, (u2, v2) = n − r .
If (x, ) ∈ (B, g)\{(u1, v1), (u2, v2)}, then (A, fi) ∈ A, a contradiction. So (x, ) ∈ {(u1, v1), (u2, v2)}. This
implies that the r-partial permutation (D,w) given by the r-interval of  ending at (u2, v2) (namely the r-interval
[n2 + n − 2r + 1, n − r] if 2r >n or [n − 2r + 1, n − r] if 2rn) must lie inA. But by conditions (iii), (v) and (vi)
in Lemma 11, we must have Fix(D,w) = ∅ which is a contradiction since both (D,w), Idr ∈A.
Case II. f (e) = e, f (i) = a = i, i /∈ f (A).
Take a permutation g and a total order  satisfying Lemma 12. As before, let 	 denote a good cyclic ordering (of
standard type) such that 	−1(i)= −1(i) for all 1 in, and let (x	, 	) be the ﬁxed element of the ordering (sinceA
is an intersecting family of maximal size). Obviously (x	, 	) ∈ (A, f ).
Assume for a moment that (x	, 	)= (i, a). This implies that the r-partial permutation (C, h) given by the r-interval
[n, n+ r −1] of 	must lie inA. But by the construction of 	, namely the condition of (i) in Lemma 12, we deduce that
Fix(C, h)=∅which is a contradiction. Therefore (x	, 	) ∈ (A, f )\{(i, a)}. This means that the r-partial permutation
given by the r-interval [n − r, n − 1] of 	, say (B, g), is inA. See Fig. 2.
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Now let  be the transposition i → a, a → i and let  = 	Id, be a new good cyclic ordering (of standard type).
But the condition (vi) of Lemma 12 ensures that (B, g) is still compatible with  so that (x, ) ∈ (B, g). Let
(u, v) = n − r . If (x, ) = (u, v), then (A, fi) ∈ A, a contradiction. So (x, ) = (u, v). This implies that the
r-partial permutation (D,w) given by the r-interval of  ending (u, v) (namely the interval [n2 + n− 2r + 1, n− r] if
2r >n or [n − 2r + 1, n − r] if 2rn) must lie inA. But by conditions (iii), (v) and (vi) of Lemma 12, we deduce
that Fix(D,w) = ∅ which is a contradiction.
All the contradictions imply thatA is closed under the ﬁxing operation. 
5. The proof of the case of equality
Lemma 14. Let (A, f ), (B, g) be r-partial permutations such thatf (x)=g(x) andf (y) = g(y) for some x, y ∈ A∩B.
Then fx(y) = g(y).
Proof. If f (y) = x then fx(y) = f (x) = g(x) = g(y). If f (y) = x then fx(y) = f (y) = g(y). 
Theorem 15. Let A be an intersecting family of r-partial permutations which is closed under the ﬁxing operation.
Then Fix(A) is also intersecting.
Proof. Assume that Fix(A) is not intersecting. Then there are (A, f ), (B, g) ∈A such that Fix(A, f )∩Fix(B, g)=∅.
Let C = {x ∈ A ∩ B : f (x) = g(x)}. Since A is intersecting, C = {c1, . . . , ck} for some positive integer k. Let
(A,w)= (A, fc1,...,ck ). By Lemma 14 and the fact thatA is closed under the ﬁxing operation, we deduce (A,w) ∈A
and w(y) = g(y) for all y ∈ (A ∩ B)\C.
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If w(ci) were equal to g(ci) for some i, we would have ci = w(ci) = g(ci) = f (ci), where the last equality follows
from ci ∈ C. So Fix(A, f ) ∩ Fix(B, g) = ∅, contradicting our assumption. Hence w(y) = g(y) for all y ∈ A ∩ B.
However, this is a contradiction since both (A,w) and (B, g) lie inA. 
Given Y ⊆ [n], |Y | = k, deﬁne Gr(Y ) to be the set of all r-partial permutations (A, f ), Y ⊆ A, |A| = r such that
f (y) = y for all y ∈ Y . Then |Gr(Y )| =
(
n−k
r−k
)
((n − k)!/(n − r)!). Hence for any setA of r-partial permutations, we
deduce that
|A|
∑
F∈Fix(A)
|Gr(F)| =
∑
F∈Fix(A)
(
n − |F |
r − |F |
)
(n − |F |)!
(n − r)! .
But we can do better. Observe that if Y ′ ⊆ Y for some Y, Y ′ ∈ Fix(A), then Gr(Y ) ⊆ Gr(Y ′). Hence taking
F= {F ∈ Fix(A) : F is minimal with respect to inclusion in Fix(A)},
we now have
|A|
∑
F∈F
(
n − |F |
r − |F |
)
(n − |F |)!
(n − r)! . (3)
Moreover,F now is an intersecting antichain of subsets of [n].
To complete our proof we need the following well-known results in extremal set theory which can also be found in
[1,6,5]:
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Proposition 16 (Erdo˝s et al. [5]). If {A1, A2, . . . , Am} is an intersecting family of k-subsets of an n-set X such that
kn/2, then
m
(
n − 1
k − 1
)
.
Proposition 17 (Greene et al. [6]). The following holds for any intersecting antichainF of subsets of [n]:∑
F∈F|F |n/2
1(
n
|F |−1
) + ∑
F∈F|F |>n/2
1(
n
|F |
)1.
Theorem 18. LetA be a family of r-partial permutations containing Idr where rn − 2, n8 such that Fix(A) is
intersecting (and hence A is intersecting). If |A| =
(
n−1
r−1
)
((n − 1)!/(n − r)!), then for all (A, f ) ∈ A, we have
x0 ∈ A and f (x0) = x0 for some ﬁxed x0 ∈ [n].
Proof. LetF be the intersecting antichain as deﬁned above. We now consider the following cases:
Case I. |F |3 for all F ∈F. Then by (3), we have
|A|
n/2∑
k=3
(
n − k
r − k
)
(n − k)!
(n − r)!ak +
∑
F∈F|F |n/2+1
(
n − |F |
r − |F |
)
(n − |F |)!
(n − r)! ,
where ak is the number of F inF of size k. By the Erdo˝s–Ko–Rado Theorem, ak
(
n−1
k−1
)
, and hence,
|A|
n/2∑
k=3
(
n − k
r − k
)(
n − 1
k − 1
)
(n − k)!
(n − r)! + C,
where C =∑ F∈F|F |n/2+1
(
n−|F |
r−|F |
)
((n − |F |)!/(n − r)!). But this can be simpliﬁed to the following:
|A|
(
n − 1
r − 1
)
(n − 1)!
(n − r)!
n/2∑
k=3
(r − 1) · · · (r − k + 1)
(k − 1)!(n − 1) · · · (n − k + 1) + C.
Since r − i < n − i for all rn − 2, we further simplify the above as follows:
|A|<
(
n − 1
r − 1
)
(n − 1)!
(n − r)!
n/2∑
k=3
1
(k − 1)! + C,
|A|< 4
5
·
(
n − 1
r − 1
)
(n − 1)!
(n − r)! + C
as
∑n/2
k=3
1
(k−1)! < e − 2< 45 where e is the natural exponent. For a contradiction, it is now enough to show that
C 15 ·
(
n−1
r−1
)
((n − 1)!/(n − r)!).
C =
∑
F∈F|F |n/2+1
(
n − |F |
r − |F |
)
(n − |F |)!
(n − r)! =
∑
F∈F|F |n/2+1
(
n − |F |
r − |F |
)
(n − |F |)!
(n − r)! ·
|F |!
|F |! ·
n!
n!
=
∑
F∈F|F |n/2+1
(
n − |F |
r − |F |
)
n!
|F |!(n − r)!
1(
n
|F |
) = (n − 1)!
(n − r)!
(
n − 1
r − 1
) ∑
F∈F|F |n/2+1
n
(
n−|F |
r−|F |
)
|F |!
(
n−1
r−1
) 1(
n
|F |
) .
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But now we see that, since |F |n/2 + 1, we must have
5n |F |! for all n8 and
(
n − |F |
r − |F |
)

(
n − 1
r − 1
)
.
It follows that
C 1
5
(n − 1)!
(n − r)!
(
n − 1
r − 1
) ∑
F∈F|F |n/2+1
1(
n
|F |
) ,
and by Proposition 17,
C 1
5
(n − 1)!
(n − r)!
(
n − 1
r − 1
)
.
Case II.F contains an element of size 2. LetF2 = {F ∈F : |F | = 2}.
Subcase (i).⋂F∈F2F = ∅.
Without loss of generality, we can assume that {{1, 2}, {1, 3}, {2, 3}} ⊆ F2 by the intersection property. Suppose
that F ∈F\{{1, 2}, {1, 3}, {2, 3}}. Since F ∩{2, 3} = ∅, we have either 2 ∈ F or 3 ∈ F . So this implies that 1 /∈F for
otherwise {1, 2} ⊆ F or {1, 3} ⊆ F contradicts the antichain property ofF. But nowF ∩{1, 2} = ∅ andF ∩{1, 3} = ∅
implies that {2, 3} ⊆ F contradicting thatF is an antichain. HenceF=F2 and we deduce that
|A|
∑
F∈F2
(
n − |F |
r − |F |
)
(n − |F |)!
(n − r)! 3
(
n − 2
r − 2
)
(n − 2)!
(n − r)! <
(
n − 1
r − 1
)
(n − 1)!
(n − r)! ,
which is a contradiction.
Subcase (ii).⋂F∈F2F = ∅.
Without loss of generality, we can assume that F2 = {{1, i} : 2 ic} for some c ∈ {2, . . . , n}. Now partition
F\F2 into two disjoint families as the following:
D= {F ∈F\F2 : 1 /∈F },
E= {F ∈F\F2 : 1 ∈ F }.
If (A, f ) is an r-partial permutation with Fix(A, f ) ⊇ F for some F ∈ D, then Fix(A, f ) ⊆ {2, 3, . . . , c} sinceF is
intersecting. Since |Fix(A, f )|r , we have cr + 1 and (A, f ) ∈ Gr({2,3...,c}).
If F ∈ E, then {1, x, y} ⊆ F for some x, y /∈ {2, 3 . . . , c} sinceF is an antichain. Hence there are at most (n−c2 )
choices for the unordered pair {x, y}. If (A, f ) is an r-partial permutation with Fix(A, f ) ⊇ F for some F ∈ E, then
(A, f ) ∈ Gr({1,x,y}). We deduce that
|A|
∑
F∈F2
(
n − 2
r − 2
)
(n − 2)!
(n − r)! + |G
r
({2,...,c})| +
∑
B∈
( [n]\{1,...,c}
2
) |G
r
({1}∪B)|
(c − 1)
(
n − 2
r − 2
)
(n − 2)!
(n − r)! +
(
n − c + 1
r − c + 1
)
(n − c + 1)!
(n − r)! +
(
n − c
2
)(
n − 3
r − 3
)
(n − 3)!
(n − r)! . (4)
Assuming for a moment that 3cr , we have
(c − 1)
(
n − 2
r − 2
)
(n − 2)!
(n − r)! +
(
n − c + 1
r − c + 1
)
(n − c + 1)!
(n − r)!
(c − 1)
(
n − 2
r − 2
)
(n − 2)!
(n − r)! +
(
n − 2
r − 2
)
(n − 2)!
(n − r)! c
(
n − 2
r − 2
)
(n − 2)!
(n − r)! , (5)
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since for t < t ′,
(
n−t ′
r−t ′
)
<
(
n−t
r−t
)
. Substituting (5) into (4) gives
|A|c
(
n − 2
r − 2
)
(n − 2)!
(n − r)! +
(
n − c
2
)(
n − 3
r − 3
)
(n − 3)!
(n − r)! . (6)
Let us now turn our attention to the second term on the right-hand side of the above inequality. Observe that
(n − c)/2<n − 2 implies that
(
n − c
2
)
= (n − c)(n − c − 1)
2
<(n − 2)(n − c − 1),
since n − c − 1> 0. So
(
n − c
2
)(
n − 2
r − 2
)
(n − 3)!
(n − r)! <
(
n − 2
r − 2
)
(n − 2)!(n − c − 1)
(n − r)! .
But (
n − c
2
)(
n − 3
r − 3
)
(n − 3)!
(n − r)! <
(
n − c
2
)(
n − 2
r − 2
)
(n − 3)!
(n − r)! ,
so we deduce from (6) that
|A|c
(
n − 2
r − 2
)
(n − 2)!
(n − r)! +
(
n − 2
r − 2
)
(n − 2)!(n − c − 1)
(n − r)! 
(
n − 2
r − 2
)
(n − 1)!
(n − r)! <
(
n − 1
r − 1
)
(n − 1)!
(n − r)! ,
which is a contradiction.
Therefore c = 2 or cr + 1. Let us turn to the case cr + 1 ﬁrst. Then the second term on the right-hand side of
inequality (4) is either 0 (when c > r + 1) or 1 (when c = r + 1) (since |Gr({2,...,r+1})| = 1 and |Gr({2,...,r+2})| = 0). So
inequality (5) and hence (6) still hold. Moreover, everything follows as before except when n− c− 10, that is, when
c = n − 1 or n. But in these cases,
( [n]\{1,...,c}
2
)
is empty. So if r + 1<c, then from (4), we will just have
|A|(c − 1)
(
n − 2
r − 2
)
(n − 2)!
(n − r)! <
(
n − 1
r − 1
)
(n − 1)!
(n − r)! ;
otherwise, we have n−1c= r +1n and so rn−2. But we assume that rn−2 and hence r =n−2, c=n−1.
From (4) again,
|A|((n − 1) − 1)
(
n − 2
r − 2
)
(n − 2)!
(n − r)! + 1
(n − 2)
(
n − 2
r − 2
)
(n − 2)!
(n − r)! +
(
n − 2
r − 2
)
(n − 2)!
(n − r)! <
(
n − 1
r − 1
)
(n − 1)!
(n − r)! ,
which is a contradiction.
We are left to consider the case c= 2, that is, we can now assume thatF2 ={{1, 2}}. We partition the familyF into
disjoint partsF=F2 ∪B1 ∪B2, where
B1 = {F ∈F\F2 : 1 ∈ F },
B2 = {F ∈F\F2 : 2 ∈ F }.
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Also observe that for each i = 1, 2, if F ∈ Bi , then F ⊇ {i, a, b} where a, b ∈ [n]\{1, 2}. Hence
|A|
∑
F∈F2
(
n − 2
r − 2
)
(n − 2)!
(n − r)! +
∑
{a,b}∈
( [n]\{1,2}
2
) |G
r
({1,a,b})| +
∑
{a,b}∈
( [n]\{1,2}
2
) |G
r
({2,a,b})|

(
n − 2
r − 2
)
(n − 2)!
(n − r)! + 2 ·
(
n − 2
2
)(
n − 3
r − 3
)
(n − 3)!
(n − r)!

(
n − 2
r − 2
)
(n − 2)!
(n − r)! + (n − 3)
(
n − 3
r − 3
)
(n − 2)!
(n − r)!

((
n − 2
r − 2
)
+ (n − 3)
(
n − 3
r − 3
))
(n − 2)!
(n − r)! <
(
n − 1
r − 1
)
(n − 1)!
(n − r)! ,
which is a contradiction.
The last case we have to consider is whenF contains an element of size 1, say {x0}. But this would imply that for
every partial permutation (A, f ) ∈A, x0 ∈ Fix(A, f ) (since Fix(A) is intersecting). Hence the result follows. 
Proof of Theorem 5. Without loss of generality, we can assume that Idr = ([r], Id) ∈ A where Id is the identity in
Sym([n]). Thus our aim is to show that the largest such family must contain all the r-partial permutations (A, f ) with
f (x0) = x0 for some ﬁxed x0 ∈ [n]. The result follows immediately from Theorems 13, 15 and 18. 
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