Social sampling is a novel randomized message passing protocol inspired by social communication for opinion formation in social networks. In a typical social sampling algorithm, each agent holds a sample from the empirical distribution of social opinions at initial time, and it collaborates with other agents in a distributed manner to estimate the initial empirical distribution by randomly sampling a message from current distribution estimate. In this paper, we focus on analyzing the theoretical properties of the distributed social sampling algorithm over random networks. First, we provide a framework based on stochastic approximation to study the asymptotic properties of the algorithm. Then, under mild conditions, we prove that the estimates of all agents converge to a common random distribution, which is composed of the initial empirical distribution and the accumulation of quantized error. Besides, by tuning algorithm parameters, we prove the strong consistency, namely, the distribution estimates of agents almost surely converge to the initial empirical distribution. Furthermore, the asymptotic normality of estimation error generated by distributed social sample algorithm is addressed. Finally, we provide a numerical simulation to validate the theoretical results of this paper.
Introduction
Social network analysis has attracted considerable interest in numerous different fields such as sociology, behaviorial science, economic, biology and cybernetics, because network perspective allows an effective leverage for modeling the complex dynamics induced by interpersonal interactions (see [1] [2] [3] [4] ). For a certain event or problem, individuals may hold different attitudes or behaviorial tendency initially, which then could be influenced by interaction or social influence. In social networks, the study of opinion formation is to model the fragmentation or merging of opinions among agents in a society. A large class of real world phenomena can be well interpreted with opinion dynamics, such as election forecasting [5] , analysis of public opinions [6] , and language evolution [7] . Over the past decades, with the development of network technology and increasing of social communication, more and more researchers have paid attention to the study of opinion formation in social networks as well as new approaches to distributed learning and estimation [8] [9] [10] [11] [12] [13] [14] [15] . term induced by random sampling. We take advantage of the framework from [28] to ensure consensus addressed by the opinion formation problem. Compared with the analysis in [21] , which describes the consensus conditions on the rearranged middle items, we extend the algorithm to random network and demonstrate how network topology and random sample protocol influence the convergence performance directly. In conclusion, we will complete the analysis and establish asymptotic normality for the social sampling scenario.
The main contributions of this paper are threefold: (i) We provide a novel analysis framework based on stochastic approximation to study the asymptotic properties of the distributed social sampling algorithm over random networks. To ensure the convergence of the algorithm in an almost sure sense, we use the techniques of stochastic approximation [28] , in which state space is decomposed into two parts: consensus part and vanishing part. Besides, some analysis methods provided in this paper can contribute to further related researches.
(ii) For consensus over random networks, the strong consensus is most desirable. Compared with [21] , this is achieved in our work under the milder conditions on network structures and communication noise properties. We prove that the distribution estimates of agents reach consensus almost surely to the value related with true empirical distribution and the accumulation of quantized error. Besides, by tuning algorithm parameters, we prove the strong consistency, i.e., the distribution estimates of agents are almost surely convergent to the initial empirical distribution. On the other hand, unlike the fixed topology used in [21] , the condition on network topology is relaxed to joint connectivity of mean digraphs for random networks.
(iii) We provide convergence rate of estimation of the social sampling protocol. Explicitly, we prove that the overall estimation errors of the algorithm are asymptotically normal with zero mean and known covariance matrix. The covariance matrix shows that how networks and quantized error influence the estimation performance of the distributed social sampling algorithm. Compared with [33] , the conditions on communication noise in this work are more general.
The reminder of the paper is organized as follows. Section 2 provides some preliminary information about graph theory and the main problem we considered. In Section 3, we describe the social sampling protocol and the stochastic algorithm studied in this paper. Convergence analysis for the distributed algorithm is given in Section 4, while asymptotic properties are presented in Section 5. Section 6 shows a numerical simulation. Section 7 gives some concluding remarks.
Notations. Let e i ∈ R M stand for the unit row vector whose i-th element equals to 1. I [·] denotes the indicator function and 1 stands for the proper dimensional column vector with elements all being 1. I N denotes the N -dimension identity matrix. The superscript "T" represents the transpose. The abbreviation i.i.d. stands for independent identically distribution of random variables. N (0, S) denotes the normal distribution with zero mean and covariance S. E [x] denotes the mathematical expectation of the stochastic variable x. Notation diag (·) represents the diagonalization of scalar elements. R n represents the n-dimension Euclidean space. Besides, we define [N ] = {1, 2, . . . , N } .
Preliminaries

Graph theory
Let G = (V, E, W ) be a weighted digraph, where V = [N ] is label set of N agents, E ⊂ V × V is the edge set. An ordered pair (i, j) ∈ E means that agent i can get information from agent j directly. The in-neighbor set is denoted by N in (i) = {j ∈ V| (i, j) ∈ E}, while the out-neighbor set of agent i is denoted by N out (i) = {j ∈ V| (j, i) ∈ E}. The graph is undirected if it is bidirectional; i.e., (j, i) ∈ E if and only if (i, j) ∈ E. W = [w ij ] ∈ R N ×N is the weighted adjacency matrix of G, where w ij > 0 if (i, j) ∈ E, and w ij = 0 otherwise. The nonnegative matrix W is called row-wise stochastic if W 1 = 1, and is called column-wise stochastic if W T 1 = 1. We say W is doubly stochastic if it is both row-wise stochastic and column-wise stochastic.
For any i, j ∈ [N ], the in-degree of agent i is defined as deg in (i) = N j=1 w ij and the out-degree of agent i is defined as deg out (i) = N j=1 w ji . We say G is a balanced digraph, if deg in (i) = deg out (i) for any i ∈ [N ]. The digraph G is strongly connected if for any pair i, j ∈ V, there exists a directed sequence of nodes i 1 , i 2 , . . . , i p ∈ V, such that (i,
The network topology in this paper is allowed to be time-varying; thus the weighted communication network at time k is denoted by G k = (V, E k , W k ). The graph sequence {G k } is called jointly connected, if there exists an integer T > 0, such that (V, T s=0 E s ) is strongly connected. Besides, we introduce a definition to characterize the asymptotic behavior of the agents.
Definition 1 (Strong consensus [27] ). The estimates of agents (i.e., Q i,k ) are said to reach strong consensus if there exists a random variable q * such that, with probability 1 and for all i ∈ [N ], lim k→∞ Q i,k = q * . We also say that the estimates converge almost surely (a.s.).
Distributed learning of distributions
Consider a network of N agents. The communication relationship among agents is described by a sequence of directed graphs {G k }, where time is discrete and indexed by k = {0, 1, 2, . . . }. Assume that opinions of agents on a certain event take values in a finite set, which is denoted by a label set χ = [M ]. At initial time k = 0, every agent has a single discrete sample X i ∈ χ = [M ] which represents its support opinion. The problem we consider here is that agents in a network need to learn the empirical distribution
It can be considered as the histogram of the initial distribution of the agent opinions over the network. For illustration, we consider a motivating example. We wonder whether people in social network could know the exact approval ratings of M candidates over an electoral district through local communication. Assume every people has an opinion or preference on a certain candidate, which can be described as the initial sample X i . Then the empirical distribution Π in (1) demonstrates the approval ratings of all candidates. Distributed social sampling algorithm provides us a referenced answer to this question. Suppose that people in social networks will communicate with friends or neighbors so that they can get enough information about the approval ratings. In the traditional message protocol [10, 11, 13] , the agents exchange their entire opinion histogram each time, which means that people will discuss the evaluations of every single candidate. However, this is not consistent with normal communication pattern, especially under the situation that there exist a number of candidates. In fact, people may only be willing to exchange their opinions about some of the candidates. A sample generated from the current estimate is transferred in social sampling protocol, which means that people simplify the communication process and exchanges information about one randomly selected candidate. The consensus analysis of this paper shows that individual in social network could get enough information about approval ratings of all candidates through the social sample communication.
Problem setup
Algorithm formulation. In this paper, we aim to estimate this histogram through a randomized algorithm called social sampling [21] . The algorithm is based on the sample generated from the current estimate Q i,k of the true distribution Π . At time k, each agent holds an internal estimate Q i,k of Π with Q i,0 = e Xi . We treat Q i,k as a probability distribution of the elementary vectors {e m : m ∈ [M ]}, so that Q i,k should be probability vector on χ = [M ]. Agent i could generate its message social sample Y i,k from the internal estimate Q i,k directly, or from a function of Q i,k denoted by P i,k . Then agent i sends Y i,k to its out-neighbors and receives the in-neighbor messages {Y j,k : j ∈ N i }. At each iteration, agent i uses the samples from its neighbors and current estimate to obtain the updated estimate Q i,k+1 .
More specifically, we assume Y i,k ∈ Y = {e 1 , . . . , e M }, which can be viewed as a label of the opinion state space. So the opinion takes values from a finite, discrete value space. The random message Y i,k ∈ Y of agent i at time k is generated according to the distribution P i,k ∈ P (Y), which is a function of the internal estimate Q i,k . More precisely, P i,k is an M -dimension row probability vector where the m-th element P m i,k = P (Y i,k = e m ). Remark 1. We can choose P i,k properly and make it be a correction term associated to the internal estimate Q i,k . For example, we set P i,k = 0 when Q i,k < α, where α is a presetting bound. Under some complicated situations, such as the opinion space being extremely large or the histogram being far from uniform, the initial distribution is heavily concentrated on a few elements but still contains many elements with relatively low popularity. This kind of censoring can avoid inefficient communication. Of course, we can also choose P i,k = Q i,k in some simple situations.
First we formulate the distributed social sampling algorithm for empirical distribution Π as Algorithm 1. By designing update procedure like this, we can add some reasonable assumptions on the coefficients to guarantee that the internal estimate Q i,k+1 is a probability vector on the opinion state space χ = [M ] at any time for every i ∈ [N ].
Algorithm 1 Distributed social sampling algorithm
Step 1. Initialization: At initial time k = 0, let initial distribution estimate of agent i ∈ [N ] with sample data X i be
where
Step 2. Social sample: For agent i at time k, generate the random message
where P i,k is an M -dimensional row probability vector which itself could be a function of the internal estimate Q i,k .
Step 3. Consensus protocol: For agent i at time k + 1, update the internal estimate Q i,k+1 as follows:
where a k ii , b k ii are communication coefficients subject to a k ii 0, b k ii 0, and N i (k) represents neighbors of agent i at time k. W k = [w k ij ] ∈ R N×N is the weighted adjacency matrix of the network topology and δ k is the step size.
This paper focuses on solving the following two problems: (i) analyzing the conditions ensuring the convergence of distributed social sampling Algorithm 1 over random networks in the almost sure sense, and (ii) deriving the asymptotic normality of Algorithm 1 and characterizing the effect of random sampling protocol and network topology on the limit covariance matrix.
Consensus and consistency
In this section, we provide an analysis framework based on stochastic approximation to study the convergence of Algorithm 1. For analysis convenience, we rewrite the Algorithm 1 in a compact form. Define the social samples at time k as an
. . , b k N N ; then we can rewrite (4) in a compact form:
where "⊗" is the Kronecker product. Suppose that the σ-algebra F k σ {Q i,0 , W t , B t , 1 i N, 0 t k} is a filtration of the basic probability space (Ω, F , P). Hence Q k is measurable with respect to F k . Given the update rule in (5) , the consensus of the opinion dynamics is equivalent to the convergence of linear stochastic approximation
is the error item caused by the quantized data.
As shown in (5), the opinion formation process can be considered as a linear regression case of stochastic approximation. Next, we will analyze the recursive iteration in (5) with stochastic approximation. To begin with, the following assumptions are given.
A1.
ij ] is double stochastic. Besides, there exists a uniform boundw k ij > τ > 0, ∀k > 0 for all nonzerow k ij = 0. (ii) There is an integer T > 0, such that the mean graphḠ k = (V, E k ,W k ) generated by {W k } is jointly connected in the fixed period [k, k + T ]; i.e., there exits an integer T > 0, such that the graph (V, T s=0 E{E k+s }), ∀k 1 is strongly connected.
In addition, we need extra assumptions on the mixed coefficients and the social sampling protocol. A3.
A4. The communication coefficients a k ii and b k ii are chosen properly such that a k ii + b k ii = 1 for any k 0, i.e., A k + B k = I N .
For convenience of analysis, we arrange (5) as follows:
Define
then we have
Remark 2. Condition A1 can be automatically satisfied if δ k = a k δ with a > 0, δ ∈ ( 1 2 , 1]. In fact, we can pick P k = Q k ; i.e., we generate social sample from internal estimate directly without censoring, which means C k = 0. The double stochastic assumption onW k means that the mean graph should be balanced. The lower bound τ in A2 for the nonzero elements is used to guarantee the stability of linear matrix sequence {H k }, which is easily satisfied in the case that the network is switched over a finite number of network topologies.
Before presenting the consensus results for the iteration in (8), we provide the following lemma.
Assume that there is an n×n-matrix U > 0 and an integer K > 0 such that for ∀ t 0,
If step-size {δ k } satisfies A1 and ω t can be expressed as
Then, for an arbitrary initial value x 0 , the sequence {x t } generated by x t+1 = x t +δ t (H t x t + ω t ) converges to zero almost surely. Note that, in expression (8), we have separated the quantized error into two parts: C k is a censoring item associated to the difference between the internal matrix Q k and the sampling matrix P k , and M k is a martingale difference sequence, which will be demonstrated in the following lemma.
Proof. See the proof in Appendix A.
As claimed above, for the opinion dynamic consensus we only need to show the convergence of Q k given by (8) almost surely. This is given by the following theorem. It is shown that all estimates of agents will achieve consensus to a common estimate based on empirical distribution. Theorem 1 (Consensus). Let {Q k } be generated by the recursive iteration in (8) . Under the conditions A1, A2, A3 and A4, we have lim k→∞ Q k = Q * , a.s.,
where Q * = 1 ⊗ q * . Explicitly, lim k→∞ Q i,k = q * , a.s., where
The mixed-product property of Kronecker product, (A ⊗ B) (C ⊗ D) = AC ⊗ BD, will be frequently used in the following.
Firstly, we write Q k as a sum of a vector in the consensus space and a disagreement vector by orthogonal decomposition. Let 
Setting
and
Set
To use Lemma 1, we need to verify the stability of matrix sequence {F k ⊗ I M }. Because the adjacency matrix W k is doubly stochastic, i.e., 1 T W k = 1 T and W k 1 = 1, thenW k has the single largest eigenvalue 1 by Perron's Theorem [34] . Hence,
is a symmetric stochastic matrix which has the largest eigenvalue 1, and the eigenvector associated with 1 is 1 ∈ R N . Now, for any nonzero column vector z ∈ R N ,
Moreover, for any nonzero u ∈ R N −1 ,
Similarly,
By (14) and (15), it is easy to obtain that
Via the jointly connectivity of the network defined in A2, 1
T +1
t+T s=tW s and 1 T +1
t+T s=tW T s are irreducible double stochastic matrices. Then, for any z ∈ R N , it can be obtained that
where the equality holds if and only if z = c1. As u T T 1 1 = 0, u T T 1 cannot be expressed as c1 for any constant c. Consequently, for any nonzero u ∈ R N −1 , the following strict inequality must hold:
Note that T 1 T T 1 = I N −1 , which implies that for any nonzero u ∈ R N −1 ,
As a result, 
By (16) and (17), we have verified the conditions on linear matrix sequence {H t } in Lemma 1. Now, we analyze the noise terms C k and M k in the iteration in (8) .
(a) According to Lemma 2, M k is a martingale difference sequence. We obtain ∞ k=0 δ k M k < ∞, a.s., via the martingale convergence theorem [35] .
(b) By assumption A3, on the chosen scheme of correct function P k , we have that
Consequently, lim k→∞ C k = 0, a.s.. In summary, we have verified all conditions in Lemma 1. Then we can obtain
Note that T is an orthogonal matrix, so
because row sum of the matrixW k − I N is zero. Summing (19) from k = 0 to ∞ yields
In the following, we will verify q * < ∞ if P k − Q k = O (δ k ). Let
then, according to P k − Q k = O (δ k ) and under condition A1, we have
In addition, we have known that {M k , F k } is a martingale difference sequence [35] in Lemma 2. Thus 
Remark 3.
Compared with the undirected graph in [21] , the joint connectivity of directed graph pointed at A2 in Theorem 1 is a weaker condition. Besides, we have derived strong consensus to a finite limit q * , which is almost identical with the true distribution Π .
Asymptotic normality
In this section, we establish asymptotic normality for estimate error Q k − Q * of the distributed social sampling algorithm. The main tool for asymptotic normality analysis is shown in the following lemma.
Lemma 3 (Theorem 3.3.1 in [36] ). Let H k and H be l × l-matrices, {x k } be given by
with an arbitrarily given initial value. Assume that the step-size δ k satisfies A1 and the following conditions hold: Then
where S = ∞ 0 e (H+ δ 2 I)t S 0 e (H T + δ 2 I)t dt. For the case that the root set of the observation function f (x) =H k (x) consists of a singleton zero, we consider {ξ k } which is defined in (13) . It has been verified that lim k→∞ ξ k = 0, a.s.. Rewrite (13) as
whereH k , C k and M k are given by (7) . It can be seen that ξ k is updated by a linear stochastic approximation algorithm to approach the sought root zero. Furthermore, we can investigate the asymptotic properties of (23). Before describing the convergent rate of iteration in (23), we require the following assumptions. We keep A1 unchanged, but strengthen A3 to A3 ′ and change A2 to A2 ′ as follows.
(ii) The mean graphḠ k = (V, E k ,W ) generated byW = E [W k ] is strongly connected and the adjacency matrix W k is doubly stochastic.
Remark 4. We consider an example of A5 for illustration. Recall that the random message Y k
Then
The following lemma considers the martingale difference sequence part.
Lemma 4. Under A2 ′ and A4 ′ , by choosing B ≡ I N , we have that
is a martingale difference sequence satisfying
Proof. See the proof in Appendix B. Now we can establish the asymptotic normality of the distributed social sampling algorithm (23) .
Theorem 2 (Asymptotic normality). Let A1, A2 ′ , A3 ′ , A4 ′ and A5 hold. Then ξ k = (T 1 ⊗ I M ) Q k is asymptotically normal; i.e., the distribution of 1 √ δ k ξ k converges to a normal distribution:
Proof. To use Lemma 3, we have to validate conditions C1 and C2. First, we consider C1. LetF
Under assumption A2 ′ ,W = E [W k ] is a stochastic matrix and its largest eigenvalue is 1 via Perron's Theorem [34] . Let the second largest eigenvalue ofW be λ 2 . We can choose step-size δ k properly such that λ 2 < 1 − δ 2 , where the linear matrix in (23) satisfies the stable assumption in C1. Now we analyze C2 item by item. First v k (T 1 ⊗ I M ) C k , where C k is defined in (7) . We can obtain v k = o (δ k ) according to A3 ′ and (18) . According to (25) , the martingale difference part of noise has
Note that
Because W k andW all are double stochastic matrix and
we have 
According to Lemma 4, we have verified C2.
In summary, we have verified all conditions in Lemma 3; thus the conclusion of this theorem holds.
Corollary 2. Suppose A1, A2 ′ , A3 ′ , A4 ′ and A5 hold; then
Remark 5. Theorem 2 and Corollary 2 establish that the error between estimates generated by recursive iteration in (5) and true empirical distribution is asymptotically normal, and the asymptotic covariance is characterized by network topology and quantized protocol. Our analysis results are more detailed and profound than that in [21] , which only gives bounds on the expected squared error. 
Numerical simulation
In this section, we provide a numerical simulation for the distribution social sampling algorithm considered in Algorithm 1. Let N = 50 with the underlying graph being fully connected. Each agent holds an initial opinion Q i,0 = e Xi , ∀i ∈ [N ], which is drawn i.i.d. from [0.2 0.3 0.4 0.1]. It means that agents' opinions are divided into M = 4 kinds, the probability of e Xi = e 1 equals to 0.2, the probability of e Xi = e 2 equals to 0.3, the probability of e Xi = e 3 equals to 0.4, and the probability of e Xi = e 4 equals to 0.1. The aim of distributed social sampling algorithm is to estimate the empirical distribution Π in (1). At each time k, agent i generates its random message Y i,k ∈ {e 1 , e 2 , e 3 , e 4 } based on the internal estimate Q i,k directly; i.e., we choose P i,k = Q i,k and do not make corrections. Setting the mixed coefficients a k ii = 0, b k ii = 1, step size δ k = 1 k 0.75 , we update the internal estimate sequence {Q i,k } according to Algorithm 1. The trace of estimate sequence of empirical distribution Π for some selected agents is shown in Figure 1 , where each subgraph presents a state in [M ] . As shown in Theorem 1, the estimated sequence generated by social sampling procedure converges to the true empirical distribution q * 1 N 1 T ⊗ I M Q 0 . We have calculated Algorithm 1 for 1000 times independently. The histograms for each component of (Q i,k −q * )/ √ δ k at k = 500 are shown in Figure 2 . It is shown that the data fit the normal distribution well.
Conclusion
In this paper, convergence of distributed social sampling algorithm toward a common distribution has been established over random networks based on stochastic approximation. We have proved that the distribution estimates derived by agents' local interaction reached consensus almost sure to a value, which is related with the true empirical distribution and accumulation of quantized error. Furthermore, the error between estimates and true empirical distribution has been shown to be asymptotically normal with zero mean and known covariance, which is characterized by network topology and the social sampling protocol.
In fact, the randomized sample procedure is fairly general to be used in other problems, such as distributed optimization over large data sets. As the messages are quantized as identical vectors, the computation complexity is significantly reduced. In the future work, we will dig deeper about this random message passing protocol.
