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ДОЦЕНТ АЛЬМА РУУБЕЛЬ  
(к семидесятипятилетию со дня рождения)
Альма Иохановна Руубель родилась 28 сентября 1899 года 
в Эстонии в Вильяндийском районе в семье ремесленника. Она 
училась в Ыйзуской волостной школе, в прогимназии города 
Вильянди и в Вильяндийской женской гимназии, которую окон­
чила в 1919 году. После окончания гимназии А. Руубель посту­
пила на летние курсы, организованные при Тартуском универси­
тете для подготовки заместителей учителей средних школ. С 
1919 по 1926 гг. она учительствовала в Пярнуской торговой 
школе и Вильяндийской женской гимназии. Осенью 1926 года 
она поступила на математическое отделение естественно-матема­
тического факультета Тартуского университета, которое окон­
чила в 1932 году с отличием.
Уже на третьем году студенчества по предложению проф. 
Г. Ряго она поступила на работу при кафедре (институте) мате­
матики и механики Тартуского университета в качестве зам е­
стителя ассистента. Альма Руубель работала в Тартуском уни­
верситете в начале ассистентом, позже старшим преподавателем 
и доцентом до 1955 года. Она была первой женщиной, которая 
преподавала математику в Тартуском университете.
С 1952 года доц. А. Руубель работала также заведующей 
кафедрой начертательной геометрии и графики в Эстонской 
сельскохозяйственной академии. В 1955 году она перешла пол­
ностью на работу в ЭСХА, где преподавала до 1973 года.
В Тартуском университете она преподавала различные дис­
циплины: теоретическую механику, вычислительные и графиче­
ские методы прикладной математики, теорию вероятностей, ана­
литическую, дифференциальную и начертательную геометрии, 
высшую математику и пр. В ЭСХА основным предметом доцента 
А. Руубель была начертательная геометрия. Она уделяла боль­
шое внимание разработке методики преподавания и подбору 
задач для проведения соответствующих практических занятий 
[20, 21, 22, 29, 32, 33, 35, 36]. В течение многих лет принимала 
участие в работе методических советов ТГУ и ЭСХА.
После Великой Отечественной войны старший преподаватель 
А. Руубель приложила много сил для восстановления совет­
ского университета. Она выполняла неоднократно и админист­
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ративные должности: была деканом, продеканом, заведующей 
аспирантурой, заведующей кафедрой. Кроме того, постоянно 
вела общественную работу в женкомиссии, профбюро или 
профкоме.
В области научной работы на первых порах А. Руубель со­
средоточила свое внимание на вопросах прикладной математики. 
В 1936 году она защитила магистерскую диссертацию [1], в ко­
торой был разработан метод графического интегрирования диф ­
ференциальных уравнений на основании метода Адамса и д а ­
валась формула для оценки погрешности получаемых результа­
тов. Автором был также разработан прибор для интегрирова­
ния дифференциальных уравнений. Модель интегрирующего ди­
ска следует применять на подобии логарифмической линейки. 
Материалы, содержащиеся в магистерской диссертации, отпеча­
таны позднее с некоторыми дополнительными разработками в 
[ 2, 13]. При графическом интегрировании используются различ­
ные параметрические линии, простые графики функций, граф и­
ческое сложение и умножение, а также целесообразное совме­
щение нескольких координатных систем. В этих работах 
А. И. Руубель исследуется целесообразность применения фор­
мул Мизеса для оценки погрешности результатов, полученных 
при численном интегрировании обыкновенных дифференциаль­
ных уравнений методом Адамса. Доказывается, что эта фор­
мула дает слишком далекую границу погрешности. Автором 
предлагается формула, которая обеспечивает более точную 
оценку погрешности, не увеличивая при этом количества вычис­
лений.
На основании переаттестации степени магистра математиче­
ских паук Альма Иохановна Руубель в 1949 году получила дип­
лом кандидата физико-математических наук. В том же году 
ей было присвоено звание доцента.
Направление основных научных исследований доц. А. Р уу­
бель определилось после того, как ее пригласили преподавателем 
начертательной геометрии в ЭСХА. В ее научной деятельности 
весьма плодотворными были уже 50-ые годы. Внимание заслу­
живают обобщения проекционных методов и введение новых ви­
дов проекций, при которых она исходит из практических требо­
ваний упрощения решения инженерно-технических задач. В след­
ствии этого доц. А. Руубель высказывает оригинальную мысль: 
она одна из первых предлагает применение криволинейного 
проецирования. Анализируя известные методы решения задач пе­
ресечения на эпюре и сравнивая отдельные приемы, доц. А. Р уу­
бель в первых своих работах [3] исследует применение цент­
рального проецирования и не только из одного центра. Здесь 
же трактуется и возможное преобразование на одном экране 
в виде сжатия или растяжения.
Предлагаемый способ явился примером того, что в начер­
тательной геометрии не целесообразно рассматривать отдельные
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приемы для решения задач на пересечения. Автором доказы ­
вается возможность решать задачу в самом общем виде так, что 
отдельные задачи являются частным случаем пересечения двух 
поверхностей общего вида. Предлагаемый метод обладает доста­
точной гибкостью, так как допускается варьирование выбора 
центра проекции, а такж е экрана.
Д л я  расширения проецирующего аппарата автор предлагает 
перейти к применению скрещивающихся лучей [4, 10]. В резуль­
тате первых обобщений уже в 1958 году автор предлагает ори­
гинальный метод криволинейного проецирования [5] и назы­
вает его ортогональным окружностным проецированием. В виде 
криволинейных проецирующих рассматриваются дуги окружно­
стей, центры которых находятся в плоскости проекции на одной 
прямой, называемой осью центров и плоскости которых перпен­
дикулярны к этой прямой. В этой работе излагается общая тео­
рия такого ортогонального окружностного проецирования при 
одной оси и при двух осях центров.
Автором рассматриваются криволинейные проецирующие в 
общем случае. В [6 , 7, 8, 9, 11] исследуется возможность приме­
нения винтовых, спиральных и таких же окружностных, проеци­
рующих, но экраном выбирается некоторая плоскость, параллель­
ная оси центров. Это приводит в некоторых задачах к случаю, 
где имеется дело с неортогональной- окружностной проекцией. 
Новшеством исследований А. Руубель является также примене­
ние аналитического метода, где проекционное соответствие 
между точками оригинала и его любой проекции рассматрива­
ется при помощи систем уравнений. Преимущество такой трак­
товки в том, что одновременно с заданием вида проецирования 
даются и основные инварианты соответствующего преобразова­
ния. При изучении свойств проекций [9] особо подчеркивается 
роль инвариантов тех преобразований, которые леж ат  в основе 
проецирований. При выборе обобщающего метода выдвигаются 
исходные требования: 1) получить основные инварианты в воз­
можно простом виде; 2) получить в удобном виде критерии для 
решения вопроса, из каких проекций прообраза можно соста­
вить полный комплексный чертеж; 3) получить удобный общий 
способ для выяснения связей между проекциями одной и той 
же точки при различных комплексных чертежах. В этой же р а ­
боте применяются некоторые координатные линии в качестве 
проецирующих. Алгебраический метод особо трактуется в [34, 
37].
Кроме введения обобщенного проецирующего аппарата, 
А. Руубель предлагает применять комплексные чертежи, состоя­
щие из двух обобщенных проекций [12, 14, 15, 16]. При иссле­
дованиях этих комплексных чертежей применяются системы па­
раметрических уравнений для определения проецирующих в 
любой системе координат (декартовой, цилиндрической, сфери­
ческой и пр.), при помощи которой отражается соответствие
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между проекциями и оригиналами точек. Рассмотрение обобщен­
ного комплексного чертежа обусловило автора ввести новое по­
нятие — направленных связывающих (односторонних или двух­
сторонних). В общем случае связывающие могут быть кривые 
любого вида. Вид и направленность зависят от того, какую из 
двух имеющихся проекций одной и той же точки выбирать за 
исходную.
Дальнейшие исследования привели автора к трактовке комп­
лексных чертежей вторичных проекций [16]. Рассматриваются 
две проекции одной и той же точки на некоторые две поверх­
ности. Полученные проекции точек на этих поверхностях прое­
цируются в свою очередь на некоторую плоскость, итак полу­
чается комплексный чертеж вторичных проекций рассматривае­
мой точки. Свойства таких комплексных чертежей изучаются 
также аналитически, причем соотношения между координатами 
одной и той же точки рассматриваются при любых (различ­
ных) системах координат.
Д л я  дальнейшего упрощения решения прикладных задач 
трактуемыми методами А. Руубель предлагает применять рав­
номерное или неравномерное сжатие плоскостей проекции [19]. 
Это приводит в целом к своеобразному колебательному с ж а ­
тию-растяжению каждой из двух совмещенных плоскостей про­
екций, из которых одна может скользить по другой и каж д ая  из 
которых является носителем проекций линий одной данной по­
верхности или этой поверхности в целом.
Наконец следует особо подчеркнуть оригинальные резуль­
таты в научных исследованиях А. Руубель в обобщенной аксо­
нометрии. На первых порах [26] формулируются 4 основные тео­
ремы и основная задача  окружностной аксонометрии. В теоре­
мах исследуется возможное проективное соответствие равномас­
штабного ортогонального единичного репера координат и тройки 
равных векторов в плоскости проекции, если проецирующими яв­
ляются окружности. В результате трактуется фундаментальная 
теорема односторонней окружностной аксонометрии. Д оказатель­
ство проводится аналитическим методом.
Дальнейшие исследования [27] посвящаются определению 
оси центров возможных проецирований и построению оружност- 
ной проекции точки, заданной в одной из систем координат, оп­
ределенных данной проекцией репера.
Полученные результаты натолкнули автора на решение более 
общей проблемы [30, 31], где рассматривается аксонометрия 
точки, заданной в обобщенной системе координат (в общем слу­
чае в криволинейной) и проецирующие могут быть любого вида 
(в общем случае криволинейные). Точка прикрепляется к не­
которой системе координат при помощи координатной ломаной, 
состоящей из дуг координатных линий. В связи с этим форму­
лируется общий критерий, по которому можно определить вид 
координатной сетки в проекции и доказываются отдельные част­
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ные случаи. Выделяются отдельные виды сеток координатных 
линий: 1) постоянные сетки с постоянными регулярными или не­
регулярными шкалами, 2) постоянные сетки с непостоянными 
шкалами и 3) непостоянные сетки. Также трактуются здесь не­
которые вопросы, связанные с формулированием и решением об­
ратной задачи аксонометрии, т. е. реконструкцией прообраза, по 
крайней мере, с точностью до некоторого преобразования, соот­
ветственно видам сеток, и дается одна общая схема решения 
этой задачи.
Доц. А. Руубель неоднократно выступала с докладами по 
криволинейному проецированию на конференциях в Москве, Л е ­
нинграде, Таллине и Тарту. Ею разработанная теория привлекла 
внимание многих исследователей по начертательной геометрии 
и на сегодняшний день широкий круг научных работников зани­
мается этой проблемой.
Следует также отметить доцента А. Руубель как популяри­
затора науки. Она неоднократно выступала с докладами перед 
разными ' аудиториями и опубликовала научно-популярные 
статыи [22, 23, 24, 25, 28].
З а  заслуги на научном и педагогическом поприще и в обще­
ственной жизни доценту А. Руубель неоднократно объявлялась 
благодарность и выдавались почетные грамоты Парткомом и 
Горсоветом города Тарту, а также ректоратами ТГУ и ЭСХА.
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О РЕДУКТИВНЫХ ПРОСТРАНСТВАХ ДВУМЕРНЫХ  
ОРБИТ В ПРОЕКТИВНОМ ПРОСТРАНСТВЕ Р 3
А. Фляйшер
К аф едра  алгебры и геометрии
Пусть G -— связная группа Ли с алгеброй Ли g  и Я  — 
замкнутая подгруппа в ней с подалгеброй Ли /г. Однородное про­
странство М —  G/H  называется (ло ка льно ) редуктивным  [4, 12], 
если в алгебре g  существует такое подпространство т ,  что 
g  —  h 4- m  (прямая сумма подпространств) и [/г, т ]  с  т .  В 
этом случае пара (,g , h ) называется редуктивной парой  [13]. 
Хорошо известно, что в редуктивном однородном пространстве 
всегда существует инвариантная аффинная связность. Редуктив- 
ная пара (g, h ) с фиксированным разложением g  =  h 4- ш  на­
зывается симметрической, если [m, m  ] с : /г; тогда универсаль­
ное накрывающее многообразие пространства G/H  является 
симметрическим однородным пространством [ 11].
В работах [7, 8 ] среди однородных пространств орбит в 
проективном пространстве Р з были выделены редуктивные од­
нородные пространства. В данной работе редуктивные прост­
ранства орбит изучаются подробнее. Основное внимание уделя­
ется связи между алгебраическим строением компонент редук- 
тивного разложения g  =  h 4 - m  и геометрией соответствующего 
однородного пространства орбит. Простота проективной группы 
G P (3) дает возможность среди редуктивных пространств орбит 
выделить те, которые локально определяются парой Киллинга 
[9], т. е. допускают ортогональное оснащение подалгебры h 
относительно формы Киллинга алгебры g.
§ 1. Редуктивные пространства орбит
Здесь приведем краткую сводку о редуктивных пространст­
вах орбит (подробнее см. [7, 8 ]).
О д н о р о д н о е  п р о с т р а н с т в о  о р б и т  о б щ е г о  
в и д а  Р 1. Стационарная подгруппа Н Р{ рассматриваемой ор­
биты задается системой дифференциальных уравнений
9
0 1 =  о ) 3 = О,
0 2 = (о 31 — üjl =  0 ,
0 s  ZEŽCO32 — О)2 —  О,
6>* ==— oi\ —  eb ü ) i+ {a —  1/2)(у2= 0,
<95 г=— — e(a + l/2 )w 2= 0 ,
06 = —o>i1+ l / 2&»i=0,
6>7 = — w22— \ 12(ох =  0 , ( 1.1)
08 = _ W33 +  awl +  öw2==0,
0 9 = — ( а + 1/2 ) ^ 1— Ь(о2= 0 , 
e i03E2— (öh — е&ы1 — (а — 1 /2) « 2= 0 ,  
e 11 =  oj°i =  0,
6>12= , 6ü°2= 0,
0 13= .ы °з=О .
Однородное пространство орбит Р1 изоморфно фактор-простран­
ству G P (3 ) /H p ! левых смежных классов проективной группы 
С Р(3) по подгруппе И Р1. Однородное пространство орбит Р 1 
является редуктивным в следующих двух случаях:
1) а —  — 1/ 2, b — любое;
2) а =  0, b ф  0.
Оснащающее подпространство т  подгруппы Я Р1 задается как 
аннулятор системы форм
1) при а =  — 1/2 , 6 =  0 :
= l(yi+6>7+<98 _  0 9+  ( d + 1) 0 и + а 0 13,
№ = w2+ 1 /2е  (6>3+<95+6>12) — 1 /2<910+ j8 (6>и +6>13) ;
2 ) при а =  — 1/2 , b ф  0 :
'õ'i =  oolJ\-£ba.3@2Jr£  {bai — аз) 6>Н-Ьа2<94— е(Ьа2+аз)6>5 —
— - Ь а * , в в  —  ( b a 5 + ' « 2 )  6>7 + a i ( 9 8 + a 2 0 9 +  а 30 1о+ '  « 4 0 11- ! -
+  «50 12+ а б 6>13,
где
a i = e b a 3 — a 2  —  b a s ,  « 4  =  « 6  —  « 2 , — 2 0 а 6 =  « з + е « 5 ,
3baz —  2«з— ö«i =  0, (1 — 4 eb2) a z — бе&аз— ai-{-2 =  0. 
№ =(i)2+ ebß 3ß 2j r£  (bß2 — ß 3) e * + b ß 26>4 — e {bß2+ ß S) 6>5 —
— b/350 6+  (.ß2 — b ß 5) 0 7+ i 0i0 8+jÖ209+  / З з ^ + А ^ - Ь
+  ^ б ^ + ^ е ©13
и
ß i = ß 2 — bß5-\-ebß 3, ß/t =  ße —  /З2 , — 2 b ß ^ =  ß ^ e ß b ,
2^з — 36#H-fy8i+1 = 0 , (1 — 4eö2) ß 2 — беЬДз — 2^i =  0.
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3) при а =  О, b ф  О:
—  J L  в 2---------7 — ( 0 3+ ( 9 5) —  — 0 4 —
2 40 4eb
- ( ъ ?1+ \ у г ) ( & + № ) - ^ г в * + ~ е ™  +
+  yi0 12+ y 26>13,
где
Г‘ =  — ( 2ь + 2еЬ у^ ) '  ? г =  2еЬЩ еЬ2 —  1) ' 
^ = й 2 _ ± ( е б + е , + е 8 ) + _ ^ е12 9 Ч
Здесь при а — — 1/2 допускаемые оснащающие подпростран­
ства составляют двупараметрическое семейство.
О д н о р о д н о е  п р о с т р а н с т в о  н е в ы р о ж д е н н ы х  
к в а д р и к  kQ2{R4) в пространстве Рз (и вообще невырожден­
ных гиперквадрик в Р п ) является симметрическим псевдорима- 
новым пространством [5]. Новое доказательство этого резуль­
тата с помощью структурных уравнений М аурера— Картана дано 
в [6 ], где дополнительно показано, что существует только одно 
подпространство т  в g, определяющее в hQ2(R4) структуру редук- 
тивного пространства. Стационарная подгруппа H Q квадрики в 
jP3 задается системой дифференциальных уравнений
8 х= ы 3= 0 , 6,4= 6 J 1o4-e6j3i + « 13 = 0 ,
6 2,=  (O3i-\-ü)i =  0 , 0 5 =  Tü)2i+{ü12:=O,
<9 3 =  О)3 2+ Ш2 =  0, 6>6 =  «°2+£  ̂ 32+ ш 2з =  0,
6 1 == й)22 —
0 8= ^ ° o - f (y 33 — 2<у11 =  0,
<99==<у°3-\-£ (со3з — (üh) = 0,
где т = ± 1 ,  £ =  0, + 1 .  Однородное пространство kQ2(R*) изо­
морфно факторпространству G P(3)/H q.  Оснащение т  подгруппы 
H Q единственно и задается как аннулятор системы форм
Ц 2 в 2, ^4=,а>°о-Ь1/2е6>1-Ь1/46>7— 1/4в8,
№ = ojZ—  1/2 т6>3, $ 5=  а>°1+ 1 /2е©2 — 1 / 2 в \  (1.2)
^3 =  ̂ 2l— l/2r<95, tf6=üA -M /2e< 93~  1/2<96.
О д н о р о д н о е  п р о с т р а н с т в о  р а з в е р т ы в а ю ­
щ и х с я  о р б и т  R i .  Стационарная подгруппа Я Д1 рассматри­
ваемой орбиты задается системой дифференциальных уравне­
ний
0 1  =  О Г = О ,  в 5 =  й)11+ 3 ( И22 =  0 ,  6>9 = ^ 2 = 0 ,
0 2 = w31 =  o5 6>6= w 0! — 3 ^ 2 = 0 ,  6>10= ü ) 03 = 0 ,  (1.3)
6>3= w 32 — ы2= 0, 6»7= ^°o+ 'W 22 =  0, 0 i i= uü°2 — 4 ü ) i= 0 ,
0 4= o ä  =  O, 0 « ^ 13= О , 0 i2~ ( o 23 — 3W1 =  0 .
Однородное пространство орбит R 1 изоморфно факторпрост- 
ранству GP (3) /Я Л1. Оно является редуктивным с единственным 
подпространством т, определяющим в G P (3 ) /H m  редуктивную 
структуру. При этом т  задается как аннулятор системы форм
W =  (ol-\- 1 /Ю (0 1Ч - 0 12),
# 2 =  « 2+ 1 / Ю ( 3 0 3-}-06),
0а=,а)22— 1/1О(305+ 2 0 7).
О д н о р о д н о е  п р о с т р а н с т в о  л и н е й ч а т ы х  о р б и т  
L3. Подгруппа стационарности Я ьз этой орбиты задается си­
стемой уравнений
e ^ w s= 0 ,  в 1 =.й)°,о — 3ft>22 = 0 ,
0 2= f t j31 — o /= O ,  0 8 =ш °з — w2= 0,
0 2 = = ^  — .<w2= 0 ,  0 9 С « 2= 0 ,
0 3= , w32 __ wi=  о, 0 1О=  6J23 — ш1 =  0, (1 .4)
0 4 = (У21=0> 0 Ц =  w°i — 6,1=  0,
05 =  ̂ 12_  ^2 =  О, 0 12=ft)°2—- Cft)2 =  0,
0 6 =  lft)l1-fftj)22 =  O, 013~ ft)22_Q_
Однородное пространство линейчатых орбит L3 изоморфно фак- 
торпространству G P (3 ) /H L3 левых смежных классов проектив­
ной группы G P (3) по подгруппе Я ьз. Оснащающее подпростран­
ство т  подгруппы Я ьз задается как аннулятор системы форм
1) при С —  0:
0i =  Wl-j-a(01+04_J_ 09+012) +  1/4(0 з+ в 1о+ в н ) )
$ 2 ;== ft)2“|—/3 ( 01-|— ©4—f— 09—j— 012) 1 /4 ( 02_j_ 05—|- 0®) ,
2) при С ф  0:
fli =  ü>i+- C“ ~  1 •• et (0 i—j~ 0 4) -j— (0 ~̂|~ 0  io —I— 011) —|—
u 4t
-\-а6 ъ — —  а (09-j- 0 i 2) ,
4 ( C * _  1 )^ + 1  ^  ( 1 ^  , 1 — 4/?
^ =„ 2+ _ i— 4С^ '  -(б"+е4) + т е2+ ^ 5 , 4C
Итак, однородное пространство линейчатых орбит L3 всегда 
редуктивно, причем допускаемые оснащающие подпространства
в алгебре Ли проективной группы составляют двупараметриче­
ское семейство.
§ 2. Исследование редуктивных пространств орбит
I. Как видим, стационарные подалгебры рассматриваемых 
памп орбит либо двумерны, либо трехмерны (исключая шести­
мерную стационарную подалгебру квадрики). Все такие ал ­
гебры Ли (алгебры Ли малых размерностей) описаны (см. [1], 
стр. 20). Д ля  целостности изложения приведем здесь их крат­
кое описание. Если g  — алгебра Ли, то под g '  будем понимать 
подпространство, порожденное всеми коммутаторами.
\. dim g =  2 .
а) g '  —  0 , g  — абелева алгебра;
б) g ' ф  0. Существует единственная неабелева алгебра 
Ли размерности 2 с базисом (х ,у )  таким, что
[ х , у ] = х  =  —  [у ,х] .  (2 . 1)
Итак, существуют две неизоморфные неполупростые алгебры 
Ли размерности 2.
II. dim g =  3.
а) g '  =  0, g  — абелева;
б) d i m g ' ^  1; g'  cz Z, где Z  — центр алгебры g.
В этом случае алгебра g  имеет базис (х, у, z) с таблицей ум­
ножения
[x ,y ]= ^z ,  [x ,z]  =  [ y , z ] = 0 -, (2 .2 )
в) dim g '  =  1, g '  ф-Z,  где Z — центр алгебры g.
В этом случае алгебра g  имеет базис (х, у, z) с таблицей умно­
жения
[x ,y]  =  [ y , z ] =  0, [ x ,z ] = z - ,  (2.3)
г) dim g '  =  2. В этом случае алгебра g  имеет базис 
(х , у , г ) с таблицей умножения
[х ,у]  =  0, [x , z ] = x , j\ y , z \ = a y ,  а Ф  0; (2.4)
*  [ х ,У ] =  0, [х, z] = x + ß y ,  [ y , z ) = y ,  ß ф 0 .  (2.5)
Различным элементам а соответствуют различные алгебры, по­
этому получаем бесконечно много неизоморфных алгебр.
д) d im ;g/ =  3. Существует две неизоморфные трехмер­
ные алгебры Ли, для которых d im g  =  d im g '.  Их таблицы ум­
ножения имеют вид
[ x , y ] = z ,  [ y , z ] = x ,  [ x , z ] = —  у, (2.6)
[ х , у ] = 2 у ,  [ x , z \ = — 2z, [ y , z ] = x .  (2.7)
Алгебры Ли, для которых dim g  =  dim g',  просты, т. е. не имеют 
идеалов, отличных от нуля и самих себя.
(mod в а )
2. Согласно критерию Картана (см. [ 1], стр. 82), алгебра 
Ли g  над полем нулевой характеристики полупроста тогда и 
только тогда, когда ее форма Киллинга невырождена. Знание 
структурных постоянных Chij алгебры Ли g  дает возможность 
найти ее тензор Киллинга по формуле
§ij~=  O ik& il.
Невырожденность матрицы Ц^-Ц укажет на полупростоту рас­
сматриваемой алгебры Ли.
Выясняя строение стационарных подалгебр рассматривае­
мых орбит, получаем:
Д л я  однородного редуктивного пространства орбит Р 1 с 
dim hpi =  2 подалгебра hP\ абелева и неполупроста.
Д л я  однородного пространства линейчатых орбит L3 с 
dim h Lз =  2 подалгебра h Lз неабелева и неполупроста.
В случае однородного редуктивного пространства невырож­
денных квадрик hQ2(RA) с dim hQ =  б
d W = W  Д  ^ + $ 4  Д  ^
d w  =  $ l / \ № + №  А  # 6, 
d /dA= i P  Д  Д  $ 6,
d № = №  Д  гЯ +04 д  
d W = №  Д  Д
и искомая матрица Киллинга принимает вид
\\gij\\ =
Она невырождена и, таким образом, стационарная подалгебра 
hQ полупроста.
Д л я  однородного редуктивного пространства развертываю ­
щихся орбит R1 с dim/iHi =  3 имеем
d&l =  — 2&1 Д  # 3,1
d № = 2 №  / \ № ,  I (mod 6»“) (2.8)
д  #2
Отличными от нуля элементами матрицы Киллинга являются 
g  12 =  g 2\ =  16, i s 3 =  32, в силу чего det \\gij\\ ф  0 и потому 
подалгебра h R\ полупроста. Сравнивая теперь выражения (2.8) 
с соотношениями коммутации (2.7), заключаем, что данная под­
алгебра h R\ проста.
3. Следуя [13], оснащающее подпространство т  можно 
превратить в антикоммутативную алгебру, положив для 
X , Y  е= т
0 0 0 0 16 0
0 0 0 0 0 16
0 0 16 0 0 0
0 0 0 16 0 0
16 0 0 0 0 0
0 16 0 0 0 0
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X ' Y = [ X ,  Y]m= [ X ,  Y ] - [ X ,  Y]h,
где [X, Y]m (соответственно [X, Y]h) является проекцией эле­
мента [X, F] e  g  на m  (соответственно h ). Алгебра m  назы ва­
ется простой, если m2 =  m  • m ф  0 и m  не содержит собствен­
ных идеалов. Строение алгебры m  оказывается тесно связан­
ным с геометрией соответствующего однородного пространства 
[13, 14]. В частности, имеет место следующая
Теорема 1.(Сэйгл [13]) .  Пусть GJH — односвязное редуктив- 
ное однородное пространство и g  —  h 4- m  — редуктивное раз­
ложение. Если  ш2 Ф  0 и GjH голономно неприводимо относи­
тельно естественной связности без кручения, то алгебра m про­
ста. Обратно, если G/H является псевдоримановым пространст­
вом и m проста, то GjH голономно неприводимо.
Об алгебре m  в случае рассматриваемых нами пространств 
можно привести следующие результаты.
Однородное редуктивное пространство невырожденных квад ­
рик k~Q2 (R4) с dim m =  9 является симметрическим, в силу чего 
т 2 —  0 и алгебра т  непроста по определению.
Ввиду несимметричности однородного редуктивного прост­
ранства развертывающихся орбит R 1 с dim т  — 12, [8 ], имеем 
т 2 ф  0. Простота алгебры Ли проективной группы дает воз­
можность использовать теорему 8 из [14], в силу которой из 
простоты алгебр g  и h следует простота алгебры т.
4. Редуктивная пара (g, h) с фиксированным разложением 
g  —  h 4- т  называется приводимой , если алгебра Ли ad h дей­
ствует приводимо в т\ она называется неприводимой , если 
ad ^-инвариантны только 0 и т.
Однородное симметрическое пространство kQ2(R 4) невырож­
денных квадрик является неприводимым (см. [3], стр. 358) и 
потому, в силу теоремы 10 из [9], стационарная подалгебра h Q 
является максимальной в алгебре Ли проективной группы, т. е. 
не содержится ни в какой подалгебре этой алгебры.
Найдем структурные уравнения приводимого редуктивного 
пространства. Пусть редуктивная * пара (g, h) приводима с 
ad /z-инвариантным подпространством т { а  т  и векторы 
еа, бр, ev . . . образуют базис подалгебры h, 
еа, еъ, ес .. . образуют базис подпространства т х, 
et, eh, e t . . .  образуют базис дополнительного подпространства 
т 2 к в tn.
Тогда структурные уравнения запишутся в виде 
d 0 a =  Caßb№  Д  6>b+ C aß7i?>P Д  e k+ C abde b" A e d+
\+Cabh0 b Д  0 h + C akl0 h Д  01, 
d 0 % —  Д  0 h-{-Clki0k Д  0 lJr  Сгъи0ь Д  0 k-j-Clbd0b Д  0 d, 
d № = ;C aßy№ Д  Д  0 d+ C abk0 b A 0 h-\-Cahi0k Д  О1,
где уравнения 0 а —  0 , 0 1 —  0 задаю т стационарную подгруп­
15
пу Я, а уравнения =  0 — оснащающее подпространство т. 
Непосредственная проверка показывает, что справедливо сле­
дующее
Предложение 1. Если стационарная подгруппа орбиты про­
ективного пространства Р 3 оставляет инвариантной плоскость 
(EqE\E2), либо плоскость {ЕХЕ 2Е 3), либо точку Е ь либо точку 
Ё 2и либо точку Е 3, то однородное редуктивное пространство 
таких орбит приводимо.
Как следует из результатов работ [7, 8 ], стационарные под­
группы орбит Р 1 и L3 оставляют инвариантной плоскость 
(Е ХЕ 2Е з) и потому редуктивные пространства орбит Р \  и L3 
приводимы.
5. Д ля выяснения вопроса максимальности стационарных 
подалгебр обратимся к работе [ 2 ], где дано описание всех мак­
симальных связных комплексных (вещественных) подгрупп в 
группе S L ( N ) всех унимодулярных линейных преобразований 
/V-мерного комплексного (вещественного) пространства.
Теорема 2 (Дынкин [2 ]) . Пусть R '  — произвольное подпро­
странство пространства R^N\ отличное от н уля  и R^N\  Тогда  
группа всех линейных преобразований из S L ( N ) ,  преобразую ­
щих R ' в самого себя, является максимальной подгруппой в 
группе S L (N )  и все приводимые подгруппы описываются этой 
конструкцией.
Как показал Э. Картам в [3], всякая неприводимая группа 
унимодулярных линейных преобразований полупроста. С ледова­
тельно, неполупростые группы линейных преобразований, ко­
торыми являются Hpi и Н ьз, приводимы в R 4 (т. е. оставляют 
инвариантным подпространство размерности 1, 2 или 3) и по­
тому задаю тся матрицами вида
А 0
В С
Но тогда максимальная приводимая подгруппа G c z S L ( 4 , R )  
должна иметь размерность dim G ^  6 , и потому стационарные 
подалгебры hp\ и h L3 не являются максимальными в алгебре Ли 
проективной группы G P (3), изоморфной, как известно, ф актор­
группе GL(4, R ) /Z  полной линейной группы G L (4 ,R )  по ее 
центру Z  из скалярных матриц. Тем самым выяснен вопрос о 
максимальности стационарных подалгебр редуктивных прост­
ранств 2-мерных орбит в пространстве Р з.
§ 3. Редуктивные пространства орбит с ортогональным 
оснащением подалгебры h
Простота алгебры Ли проективной группы G P (3) дает воз­
можность выделить среди редуктивных пространств орбит те,
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которые локально определяются парой Киллинга, т. е. допускают 
ортогональное оснащение относительно формы Киллинга ал ­
гебры Ли проективной группы (подробнее о парах Киллинга 
см. [9 ]) .
Так как лю бая симметрическая пара (g ,h )  с полупросто­
той g  является парой Киллинга (см. [11], стр. 219), то осна­
щение стационарной подгруппы однородного симметрического 
пространства невырожденных квадрик kQ2{R4) ортогонально к 
h.Q относительно формы Киллинга алгебры Ли проективной 
группы.
По теореме IV работы [4] пара (g, h) с полупростыми ал ­
гебрами g  и h является парой Киллинга и потому полученное 
нами оснащение стационарной подгруппы однородного редук­
тивного пространства развертывающихся орбит R 1 также орто­
гонально к hm  относительно формы Киллинга алгебры Ли про­
ективной группы.
Пусть GJH — однородное пространство, локально определяе­
мое парой Киллинга (g, h) с разложением g  =  h -j- т. Тогда 
ограничение формы Киллинга В на т  определяет G-инвариант­
ную неопределенную риманову метрику на GjH  (см. [9]) и .по ­
тому GjH  является псевдоримановым однородным пространст­
вом. По теореме 1 редуктивное пространство развертывающихся  
орбит R 1 является голономно неприводимым  относительно есте­
ственной связности без кручения.
Дальнейшее выделение редуктивных пространств орбит с ор­
тогональным оснащением основывается на теореме 1 работы 
[9], согласно которой пара (g , h) с полупростой g  является 
парой Киллинга тогда и только тогда, когда ограничение формы 
Киллинга алгебры g  на h X  h невырождено.
Как уже было указано, для нахождения матрицы Киллинга 
некоторой алгебры Ли необходимо знать все ее структурные по­
стоянные. За  кобазис алгебры Ли проективной группы G P (3) 
можно принять формы
Ф1 = o j \  Ф2 =  0)2, Ф3 = с о 3, Ф4 =OJ°l,
Ф5 =  ü)21, ф6 = ( 031, Ф7 =6J°2, Ф8 = 0) \  (3.1)
Ф9 ='(032, 0 iO =  <Q)°3, Ф п = 0 ) 1з, Ф12= ( 0 23,
ф 15̂ ( й °0 — ыЧ, Ф ^ =  <(011---О)22, Ф15:=(Х)22----ft)33-
С помощью структурных уравнений 
й Ф 1 =  Ф13 Д  Ф1:+ Ф 2 Д  Ф8+,Ф3 Д  Ф1\  
с1Ф* =  (Ф ^+Ф 14) Д  ф ^+ ф 1 Д  Ф5+ Ф 3 Д  ф*2,
d O ib= гф7 Д  ф2+ф8 Д  ф5_(_2ф9 Д  ф12 — ф 10 Д  Ф3 — Ф н  Д  Ф8 
находим отличные от нуля структурные константы:
2 Т р у д ы  по м а т е м а т и к е  и м е х а н и к е  X V II 17
С Ч ,  = 1 ,  CV« = ! ,  C*3,ü =  l, C V = 1 .
С 151о,з =  —  1, С 15и , е = - — 1-
Наконец, пользуясь формулой
gij =  ClihChji (i, j, k, 1= 1 ,  15),
находим отличные от нуля элементы симметричной матрицы 
Киллинга:
gl,4 =  g2,7 =  g3,10 =  g'5,8 =  g6,ll =  g'9,12 =  8;
£ 13,13= 6; g'i3.i4=4; g'i3,i5=2;
1̂4,14 =  8; g'i4,i5=4; £ 15.15= 6.
Полученная матрица WgaW, как и следовало ожидать, оказалась 
невырожденной. При переходе от базиса {Фа} к новому базису  
{ 0 а} матрица Киллинга рассматриваемой алгебры заменится 
новой, согласно известному правилу. Именно, если ЦЛ̂ -Ц есть 
матрица перехода от старого базиса к новому, то в новом 
базисе
11^11 =  1 1 ^ | М Ы М 1 Л ^ ,  (3.2)
причем llĝ žjll сохраняет свойства невырожденности и симмет­
ричности матрицы llgijll.
О д н о р о д н о е  р е д у к т и в н о е  п р о с т р а н с т в о  
о р б и т  Р 1. Пусть Ь =  0. В этом случае из формул (1.1) и
(3.1) имеем
0 1 = ф ' \  06 =  — ф 13----- — ф 15 — —  ф !4 4- —  ф!
4 4 2 2
в 2 = ф 6— ф \  Q1 =  _ 1 ф 1 3 _ _ 1  015 I J _  ф14 ___ - L  ф 1
4 4 2 2
1 3 1 103 — фд _  £ф2 08 = - - - ф13 _|_ - - - - ф15 _ J _  - - - - ф14 - - - -  ф!?
2
0 4  = _ ф  > _  ф 2 ;
05 = ~ ф 8,
0 9  = _ ф И
0 1О= --ф!2 -j- Ф2,
0 И= Ф 4,
012—. ф7̂
6 i3 =  Ф10,
0 1 4 = ф 1 _ }_ 0 7 _ )_ 0 8  _  0 9 + а 011_|_ ( ^  _  ! )  0 1 3 ?
1 1
0 1 5 =  ф 2 + _  £ ( 0 3 + 0 5 4 . 0 1 2 )  _  _ _ 0 1 О + ^  (0 1 1  +  0 1 3 )
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Формулы перехода от старого базиса к новому имеют вид
ф! =  ---0 7 ----0 8 + 0 9 -----a ß l l ---(q,---  [ )
0 2 =  015 _  Л  £ (# 3 + 0 5 + 0 1 2 )  _  _L  010+ß (011 +  013) , 
фЗ = 01( ф4= 0Н,
ф 5  = _ 0 4  _  0 1 5 + _ 1 _  е  ( 0 3 + 0 5 +  0 1 2 )  + J _  0 1 0  _  ß ( 0 1 1 + 0 1 3 )  ( 
ф б  =  0 2 + 0 1 4  _  0 7  _  0 8  +  0 9  _  а 0 1 1  _  ( Л  _  1 )  0 «
Ф? = 0 1 2, Ф8= — 05,
ф 9 _  J L  0 3 + е 0 1 5  _  - 1 ( 0 5 + 0 1 2 ) --------L  e 0 i a + l£j6 ( 0 1 1 + 0 1 3 )  f
£ jl* £
фЮ— 013̂  ,ф11= _ 0 9 )
ф 1 2 = 0 1 5 ------- L e ( 0 3 + 0 5 + 0 1 2 ) _  А  0 1 0 + ^ ( 0 1 1  +  0 1 3 )  (
ф13— 2 0 6+ 0 7+ 0 8, ф 1 4 = 0 1 4 _ 0 6 _  0 8 + 0 9  _  а 011__(д _  1)013> 
ф15= 0 8 _ 0 7 .
С помощью формулы (3.2) найдем матрицу Киллинга llg'tjll в 




и потому вырождено. Заметим, что форма Киллинга самой ал­
гебры hPl может иметь матрицу, отличную от полученной.
Аналогичное рассмотрение в случае b ф  0 приводит к невы­




и потому стационарная подгруппа Н РХ (при b ф  0) является 
ортогонально оснащаемой относительно формы Киллинга - ал­
гебры Ли проективной группы. Ортогональное оснащение под­
алгебры hPl выделяется из двупараметрического семейства ос­
нащающих подпространств при а2 =  ßv =  0.
О д н о р о д н о е  р е д у к т и в н о е  п р о с т р а н с т в о  л и ­
н е й ч а т ы х  о р б и т  L3.
1). Пусть С =  0. Из формул (1.4) и (3.1) получаем
0 1  _ _ ф З  0 6  = _ _ - 1 _ ( ф 1 3 _ ф 1 5 )
2 *  19
(3.3)
3 1
0 2  = ф е —  ф 2  0 7  — ----- ф 1 3 _ |_ 2 ф 1 4 ------------ф 15
2 2 
@3 _  ф 9  _  ф 1 ; 0 8  = .ф10 _  ф 2 (
0 4  = ф \  0 9  = ф И )
0 5  =  ф 8  _  ф 2 ? 0Ю  =  ф 12 _  ф 1 ;
011 — ф 4 _ ф 1 >
в ^ = Ф \
в « = ---- I ( i - ® » _ - 1ф15+ ф и ) ,
01‘= ф 1 + а ( в 1+ 0 4+ в !1+ 6 |12) + — (в 3+ 0 №+ в и),
4-
0 1 5  =  ф 2 _|_ß  ( 0 1 —j— 0 4 -J- 0 9 + 0 1 2 )  + —  ( 0 4 +  0 5 +  0 8 )  >
4
С помощью формулы (3.2) найдем матрицу Киллинга Hg^jH в 
новом базисе { в а}. Ее ограничение на /?хз X  ^ьз задается вы­
рожденной матрицей
24 —48
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2). Пусть С ф  0. Тогда
01 = ф З ,  0 5 = ф 8 _ ф 2 ;
0 2  = = ф 6 _ ф 2) 0 6  = _ - 1 _ ( ф 1 3 _ ф 1 5 ) >
0 3  =  ф 9  _  ф 1 ; 0 7  =  J _  ф ! 3 +  2 ф 14 _  - L  ф 15>
0 4  = ф 5 ) 0 8 = ф Ю _ ф 2  
09 =  фН _  СФ2, 0 1 ° =  Ф12 — ф1,
0 И  =  ф 4 _ ф ! ? 0 1 2 = : ф 7 _ С ф 2 )
0 1 3  =  _  J _  (  _1_  ф 13 _  J _  ф 1 5 + ф и  )  (
0 1 4 =  ф 1  +  а ( С —  )  (0! +  0 4) + ~  ( 0 3+  0 1О+ 0 И) +
4 - « 0 5 — - ^ г « ( 0 9+ 0 12) ,
0 1 5  =  ф 2 +  1 ^ ! z z I M ± L ( 0 1  +  0 4 )  + J _  0 2 + ^ 0 5  +  l Z ^ l  0 9 .
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Оказывается, что и в этом случае ограничение формы Киллинга 
алгебры Ли проективной группы GP(3)  на h L2, задается вы рож ­
денной матрицей (3.3). Таким образом, ни одно из редуктивных 
оснащений подгруппы # L3 не является ортогональным.
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KAHEMÕÕTMELISTE PROJEKTI IVSES RUUMIS P 3 SISALDUVATE  
ORBIITIDE REDU KTII VS ETEST HOMOGEENSETEST RUUMIDEST
A. Fljaišer
Re s ü me e
Artiklites [7, 8] on lei tud projektiivses ruum is  P 3 s isa lduva te  k a hem õõt­
m eliste  orbiit ide kõikide hom ogeense te  ruum ide  seas need, mis on reduktiivsed. 
Käesolevas töös pööra takse  p ea tähe lepanu  seostele redukti ivse  lahu tuse  
g  h >• tn kom ponentide  a lgebral ise  s t ruk tuur i  ja  orbiit ide ruum i geom eetr ia  
vahel.  Leitakse kõnesolevate  ruum ide  seas kõik need, mille puhul leidub alam- 
a lg eb rag a  h Killingi vormi suhtes  o r to g o n aa ln e  m.
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ÜBER REDUKTIVE HOMOGENRÄUME DER ZWEIDIMENSIONALEN  
ORBITEN IM PROJEKTIVEN RAUM P 3
A. Fleischer
Z u s a m m e n f a s s u n g
In den Artikeln [7, 8] sind aus allen H o m o g e n räu m en  der z w eid im ens iona ­
len Orbiten  im projektiven R aum  P 3 reduktive  H o m o g e n räu m e  ausgesuch t .  
In  dieser Arbeit w ird das  H a u p tau g e n m e rk  der V erb in d u n g  zwischen der 
a lgeb ra ischen  S t ru k tu r  der K om ponenten  der reduktiven  Z er leg u n g  g  =  h +  m 
und  der Geometrie  des en tsprechenden  R aum es der Orb iten  GJH gerichtet.  
Außerdem  sind aus allen reduktiven H o m o g e n räu m en  solche ausgesuch t ,  die 
e ine o r th o g o n a le  E r g ä n z u n g  der U n te ra lg eb ra  h in B ezug  auf die KilHngform 
d e r  Algebra  g  zu lassen.
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ОДНОРОДНЫЕ ФАКТОР-ПРОСТРАНСТВА ГРУППЫ 
Д ВИ Ж ЕН ИЙ  ЕВКЛИДОВА ПРОСТРАНСТВА R 4
К. Рийвес и А. Фляйшер
К аф ед ра  алгебры и геометрии
1. П о с т а н о в к а  з а д а ч и  и о с н о в н ы е  р е з у л ь ­
т а т ы .  В настоящей работе исследуются однородные фактор- 
пространства G/H  группы Ли движений G =  0 (4 )  * Т4 вещест­
венного евклидова пространства R 4 по ее замкнутым подгруп­
пам Ли Я, в частности однородные пространства орбит Vm 
(1 ^  m  <  4) максимальных размерностей подгрупп Ли Я  дви­
жений в R 4. При этом применяются некоторые понятия, опреде­
ленные в работе [3]. Напомним, что флагом Ф евклидова про­
странства R 4 называется специальная последовательность либо 
плоскостей R m ( 0 ^ m < c 4 ) ,  либо векторных пространств 
V{Rm),  составленных из векторов R m. Именно: точечным ф ла­
гом Ф =  { т 0, . .  . , т/г} в R 4 называется последовательность пло­
скостей Rmo а  . . .  a  R mk при 0 ^  т 0 <  . . .  <  т *  <  4; вектор­
ным флагом Ф =  [ т и . . .  , m h] в R 4 называется последователь­
ность векторных подпространств V (R mi) cz . . .  с= V (RmK) прост­
ранства V (R4) при 0 <  tri] <  . . .  <  m h <  4; векторно-точечным 
флагом Ф =  [ т ь . . .  , т*; т /+  ь . . .  , т^} в R 4 называется после­
довательность векторных пространств l7^™ ,) с :  . . . cz V (Rmi) с
О <  mi <  .. . <  mi и плоскостей Rmi+, а  . . .  cz R mK с mi <  
<  т ж  <  . . .  <  m h <  4 при V'(/?mi) с= V (Rmui) .
Если все векторные пространства или плоскости некоторого 
флага Ф инвариантны при всех движениях подгруппы Ли Я  с= G, 
то Я называется приводимой с инвариантным флаёом Ф. Если 
инвариантного относительно движений подгруппы Ли Я  флага Ф 
в R 4 не существует, то Я  называется неприводимой.  Приводи­
мая группа Я  называется подгруппой стационарности флага Ф, 
если Я  содержит все движения в R 4, относительно которых Ф 
инвариантен, и винтовой подгруппой  в противном случае.
Настоящее исследование опирается на результаты работы 
[3], в которой дан полный перечень связных подгрупп Ли дви­
жений Я  пространства R 4, . указы вая для каждой приводимой
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подгруппы Н  соответствующий ей инвариантный флаг Ф и з а д а ­
вая  все подгруппы Н  вполне интегрируемыми системами
0 а —  О, a = d i m Я - f l ,  d im G  =  10. (1)
Здесь все формы 6 а независимы и являются линейными комби­
нациями базисных инвариантных форм М аурера— Картана 
группы Ли движений G с постоянными коэффициентами. Пусть 
{M ,e i} ,  1 =  1,2, 3,4 , является ортонормированным подвижным 
репером, присоединенным к точке М  <= R 4. Тогда базисные ин­
вариантные формы группы движений G определяют с помощью 
формул
dM=<oKeK, / ,  /С, . . . = 1 , 2 ,  3 ,4 ,
dei =  ü)K 1вк, (oIK =  Q,
инфинитезимальное перемещение репера {М, е т} и при этом они 
удовлетворяют структурным уравнениям (или условиям инте­
грируемости системы (2))
dojK =<g)l  Д  ojk l ,  . .
dü)Ki =  (oLi Д  coKL.
Возможен переход к новой системе базисных инвариантных 
форм группы G, содержащей подсистему форм 0 а, а =  
=  г -f- 1, .  . . ,  10, где г =  dim Н. Пусть {©Ца — г -j- 1 , . . . ,  10} 
дополняется до полной системы базисных форм группы G фор­
мами
f l a = Q a-\-paae at а =  1, . . . ,  г, (4)
где О? е  {шк , ojKi] — базисные инвариантные формы подгруппы 
Ли движений Н a  G и р аа — некоторые неизвестные постоян­
ные. Тогда уравнения М аурера— Картана имеют вид
dOa =  —  ~ ^  СаЬсв ь А  в с —  Саьчвь А  # у, (5А)
dda ---------~  Са1)св ъ Д  6>с — Саьу0 ь А  — ~7Г c<xßv^ß Д  (5Б)
В п. 2 исследуется вопрос о структуре фактор-пространств 
GJH, соответствующих перечисленным в [3] подгруппам Ли 
движений Н a  G. Из всех рассматриваемых фактор-пространств 
выделяются редуктивные пространства, допускающие, как из­
вестно [7], инвариантную аффинную связность. Необходимым и 
достаточным условием редуктивности пространства GJH явля­
ется выполнение равенств
C % v = 0 .  ( 6 )
Если, кроме того, имеют место
С%с =  0, (7)
то рассматриваемое пространство является симметрическим [7].
Пусть формы в а , выражаю тся через сок , o j k i  формулами 
(1), (4). Тогда, с помощью структурных уравнений (3) и р а ­
венств (6 ), из уравнений (5Б) получается конечная система для 
определения постоянных раа. Совместность полученной системы 
указывает на редуктивность соответствующего пространства 
G/H  и тогда система (4) определяет оснащение подгруппы Н  
(см. [5 ]) .  Заключительные исследования связаны с проверкой 
условия (7) симметричности редуктивных пространств G/H.
В п. 3 редуктивные фактор-пространства G/H  группы дви­
жений пространства изучаются подробнее. Основное внимание 
уделяется вопросу о приводимости рассматриваемых пространств 
[7] и строении стационарных подалгебр Г) с= g (здесь через
I) и g обозначены алгебры Ли групп Ли Я  и G, соответственно).
Пусть G/H  — однородное редуктивное пространство с раз­
ложением алгебры g =  ^ 4- nt. Оно называется приводимы м , 
если ш содержит собственное a cl ^-инвариантное подпростран­
ство п; вполне приводимым , если ad ^-инвариантное подпрост­
ранство п cz -т имеет инвариантное дополнение в пт, неприводи­
мым , если ad ^-инвариантны только 0 и т .
В случае приводимого редуктивного пространства GJH необ­
ходимо существование такого разбиения множества форм 
{Оа\а =  г +  1, . . . ,  10}, определенных системой ( 1), на две 
части {0 а} =  {(9г'} U {0 {}, чтобы
0 * и =  0,  ( 8 )
если уравнения 0 а =  0 задаю т оснащающее подпространство ш 
и при этом число форм 6 й равно dim п. Если же, кроме того,
Cuai =  0, (9)
то G/H  является вполне приводимым.
Вопрос о строении подалгебр Ли I) cz g решается с помощью 
известного критерия Картана (см. [ 1], стр. 82), согласно кото­
рому алгебра Ли над полем нулевой характеристики полупроста 
тогда и только тогда, когда ее матрица Киллинга невырождена.
Результаты, полученные для подгрупп Н  стационарности ф л а­
гов Ф в Я 4, представлены в таблице 1. Результаты, относящиеся 
к винтовым и неприводимым подгруппам Н, представлены от­
дельно в таблице 2. В этих таблицах, а также в дальнейшем 
изложении пользуемся следующими обозначениями:
,т — класс связных подгрупп Ли Н  группы 0 ( 4 )  * Г4
орбиты максимальной размерности которых 
m -мерны (1 ^  т  ^  4);
/ (4>т (Ф) — подгруппа стационарности флага Ф;
К г4,т(Ф) — r -параметрическая винтовая подгруппа в под­
группе стационарности ф лага Ф;
Кг4,т — r -параметрическая неприводимая подгруппа;
■Rm m -мерная плоскость в J?4 (при т =  4 все R 4);
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д т[т,,...,тн] — m -мерная плоскость в R 4 (при т =  4 все R 4) с 
фиксированным в ней векторным флагом 
[ т ь . . . ,  m ft];
5 ТО — т -м ер н ая  ( т  =  1 ,2 ,3 )  сфера в R 4\
R rn iX Srm  — (mj -j- m2) -мерный цилиндр вращения с т г  
мерными образующими (mi +  т 2 ^  3);
5 , X  «Si — поверхность Клиффорда в /?4;
Г(т) — винтовая Л И Н И Я  В Rm,
R\ X  Г{з) — цилиндр с одномерными образующими R\,  по­
строенный на винтовой линии плоскости R 3, 
вполне ортогональной к Ri в R 4.
2. Р е д у к т и в н о с т ь  и с и м м е т р и ч н о с т ь  о д н о ­
р о д н ы х  ф а к т о р - п р о с т р а н с т в  г р у п п ы  д в и ж е н и й  
в R 4. Результаты, полученные при исследовании редуктивности 
и симметричности пространств G/H  и представленные в табли ­
цах 1, 2, формулируются в терминах приводимости подгрупп и 
инвариантных флагов (в введенных обозначениях) коротко сле­
дующим образом.
Предложение. Пусть G является группой Л и  движений ве­
щественного евклидова  пространства R 4, т. е. G =  0 ( 4 ) * r 4. 
Однородные фактор-пространства GJH группы G по ее зам кну­
тым приводимым связным подгруппам Л и  Н  <= ®4-т  с инвариант­
ными точечными флагами ф и только они являются редуктив- 
ными. Среди них фактор-пространства G/Н  по подгруппам Л и  
стационарности точечных флагов Ф из класса  $ 4>3 и только они 
являются симметрическими.
Если подгруппа Л и  Н  е  й 4’га группы G приводима с инва­
риантным векторно-точечным или векторным флагом Ф или  не­
приводима, то однородное фактор-пространство GjH будет нере- 
дуктивным.
З а м е ч а н и е .  Все однородные фактор-пространства GIH  
группы движений G по ее замкнутым связным подгруппам Ли Н  
с инвариантными точечными и векторно-точечными флагами Ф 
можно рассматривать как однородные пространства орбит 
Vm (1 ^  m <С 4) максимальных размерностей соответствующих 
подгрупп Ли И.
Д л я  д о к а з а т е л ь с т в а  предложения надо для каждого из 
указанных в [3] типов собственных подгрупп Ли Н  группы дви­
жений G составить систему, являющуюся следствием условий
(6), для определения коэффициентов раа в выражениях (4), как 
было описано в п. 1. В случае совместности получаемой системы 
проверяются условия (7) симметричности пространства GfH. 
Д л я  краткости изложения ограничимся в дальнейшем подроб­
ным рассмотрением только пяти типов подгрупп Л и  движений 
И cz G. Они будут представителями тех серий типов подгрупп, 
на которые можно разбить множество всех 28 типов подгрупп 











































































































































































































































































































































Формы в а (a — dim Я + 1, 
..., 10) в уравнениях  


































































Формы (а — 1, . . . , 












































Однородные фактор-пространства G/Н при
1 2 3 4 5 6 7 8 9 10
6 К 4'2 {2, 3} r 2 0 4 =  co3,
0 7 =  CO4!,
0 5 =  <y4, 0 6 — O)3!, 
0 8 = : W32j 09 =  üJ42,
да $ 1 =  ü)1+ P 16W31 + P 17CÜ41 +
#2 _ l&)2 --- р 1̂ 3! --- у̂ '&О)4! Ч-
+  Р 16Ы32 +  Р17С042,
г?3 =  ш21




7 /С4 2{0, 1} S 2 0 4= f t )3, 
0 6 = W 3! 
0 8 =  ü)32 
0>° =  6)43
0 5 — W4,
— aco1, 0 7 =  &)41,
— aw2, 0 9 =  w42,
да г?1 = - — a p 18W2+ a “ ,'W3i +
+  Р 18«32 +  Р 19^42,
$2 =  а р \ ы х —  р 18w3i — p ’9(y4i +  
+ , а _1со32,
# 3= ö 2/518«3+ ü)2i — а/э V ,)43




8 /С4’3 [ 1, 2; 3} 0 4 =  Ы4, 
0 7 = ы \
0 1О= Ш 4з
©5 =  Ы2Ь 06 =  w3b 
в 8— (032, 0 9 — W42,
нет
9 Л'4 3 [ 1; 2} W X S i 0 4 =  w4, 
0 7 =  « 4, 
0 > °= W 43
0 5 =  (У21, 0 6 — W3i, 
08 =  w32i 0 9 =  W42,
—  Ш
нет
10 K i 3 {2} tf2X S i 0 5 ==<y4, 
0 8 = ( 0 32 
0 1O=<U43
0 6 =  W3b 0 7 =  ü)4l, 
0 9 =  W42)
—  kco3
да г?11 —  at1 — A_Ity4i, 
tf2 — « 2 — k ~ x,(oS,
-г?*3 =  А—1ct>43, i?4 =  to2i
0 д а приводимо неполу-
проста
11 /С4-3{1} ^ iX 5 2 0 5 = < u 4,
0 7 =CÜ41 
0 9 =  <U42
0 6 =  Cü3i,
— Ata1, 0 8 =  <y32,
— ko}2, 0 lo =  iO)43
д а I?11 =  A_1Ct)4l, 'd'2— k ~ ](042, 
г>3 =  си3 — 1 о)4з, I?4 = 'ü j2i
0 да приводимо неполу-
проста
-A
1 2 3 4 5 6 7 8 9 10






£ 0 6= Ы 3Ь 
0 9 =  (У42,
в 7 =<И41,
0 1O =  <U*3 нет
13 /С4'3{3} Яз в 7 = ы \
6»10 =  й>4з
0 8 =  (У41, в 9 =  (0*2, д а Ф1 =ift)1+ p 18ü)4i,
■̂2 =  Ы2 +  р'8«42, 
# 3= ’<У3-|-/?18«4з, Г?4 =  0)21, 
ß 5 =  COZ], tf6 =  0>32
1 да приводимо неполу­
проста
14 Л'4 3{0} *s3 в 1 =  со\




- kco\ да г?1* =.&>4i, №=<(0*2, $3 =  &>4з,
?9,4 =  (У21, г?5 =  ш3), $6=,(у32
0 да приводимо полу­
проста





01О =  «Л
нет








 Ф 0 8 = Ш 32, нет
17 Я 44[2] /?4И 0 7 =  « 3Ь 
01O =  W42
08 =  tu4i, 0 9 = « 32, нет







































































































































































































































































































0 4 =  й>4, 
в 7 =  <04 i,
=  <U21, 
=  <У32 -
=  й>42, 6>I0 =  'Cl)43






СО4, 0 Ö =  CÜ* 1 
ü)3i +  &fc>2,
>41 — kü)\
С032 —  h (0{,
(0*2 — k<02,
(О4 з  —  kco3
•ÜD4, в % —  (х)Ъ\-\~ko)2,
•C041 ■— k,col,
(О3 2 — kd)1,
СО4 2 —  k ü ß ,
ÜJ43 — kco3




t f l= (2Ä)-I(«4l+ ö 32),
<Я =  ( 2 k ) - ' ( — ы \ + < 0 42) ,  
№ =  ( 2 k ) ~ l ( t f i + t o S )
öx= ( 2k ) - x{<ü\+<o\), 
?9>2 =  (2Ä) - 1 (—o>3i+ü>42) ,
№ =  k~lC043, 

































=  й)32 
=  0)42
, в 6 — СО3 ь в 7 =  й>41,
— Act)1, в 9 =  <042,
, @ 7 = й ) 4 1, @8 =  С032, 
& 10 =  <О*з —  А « 2 1
--<Ü41,








I. В первую серию типов подгрупп Ли Н  входят приводимые 
подгруппы с инвариантными точечными! флагами, кроме под­
групп стационарности точечных флагов из класса Я4-3. Таких 
типов десять (1, 2, 4, 5, 6 , 7, 19, 20, 23, 24 из таблиц 1, 2). О ка­
зывается, что однородные пространства орбит максимальных 
размерностей этих подгрупп являются редуктивными, но не 
симметрическими.
Рассмотрим случай подгруппы Н == /С4,1 {0, 2} (№ 20). З ам к­
нутая подгруппа К 4 ] {0 , 2} определяется вполне интегрируемой 
пфаффовой системой
CO2 =  >(O3 = 0 L ) ' i = ( j 0 2 1 -----k i ü ) l  =  (X)3 i  =  0 ) Ili  =  <!L>3 2 —  Ь 2 с о х =
=  Ct>42 =  ft)‘3 — &3« 1 =  0
при рациональном отношении k j k ^  (в случае иррационально­
сти k i /k з подгруппа К 4' 1 {0,2} не замкнута). Ее орбитами макси­
мальной размерности являются винтовые линии / 1(4) (линии с 
тремя отличными от нуля постоянными кривизнами) в R 4. 
Сравнение последней системы с (1) дает
в 2= ( 0 2, в 3= 0 ) 3 <94= « 4, & b=0) 2i— ki(0\ 0 6= < о ) \
(10А)
0 7= О )\,  0 8=(О3 2 — kzOJ1, О9 — 0)̂ 2, 0 1О=СО4 3— ka СО1.
Система независимых форм {0 а\а =  2, . . . ,  10} дополняется до 
полного базиса инвариантных форм группы G единственной фор­
мой
№  =  о ) 1 - \ - р уа О а =
=  ( 1 ----k \ р * 5 ----- k 2p iS -----k s p l lo)  Ct)1 —j— P  12tx)a—(— P  13tx)3—}— p 14Ct>4—}—
'-j- p 15ft>2l-|-p 1eCl)3i-l-p17<y4l-|-/?18&>32-j-p19Ct)42-l-p110(W43. (Ю Б)
С учетом структурных уравнений (3) и выражений (10), для 
внешнего дифференциала dtfA имеет место:
dft  l — ̂ i д  [ (j — k ip 1*, — k2p xs — ^зрЧо) — kzp1̂ } 0 2J\-
Н~ ( k 2p i2 —  k 3p \ )  O 3- \ - k z p Xz 0 Il-\- ( p X2 ---  k 2p^%) 0 b-\-
: +  ( p ls + k 2p l 5 —  h p ^  —  k i p \ )  6>6+  { p K + h p h  —  k x p h )  0 1r\~
+  {kiph — h p h )  0 8+  (k iph+ ksp 's  —  k 2pUо) 0 9-\-к2р х9010] +  0 А 0,
где через 0  Д 0  обозначена форма, являю щ аяся линейной ком­
бинацией произведений типа 0 Ь Д 0 е. Учитывая условия (6) ре- 
дуктивности пространства G/И, приходим к системе
M l  —  k i p h  —  к 2р Ч  —  h p l i o ) —  k 2p l3= 0 ,
k 2p \  —  h p \  =  0 ,
k z p h  =  0 ,
p l2 — k 2p l 6= 0 ,
/ Л + ^ г / Л  —  k $ p '  7 —  k i p ls = 0 ,
32
р \ + к з р 1в —  Äi/?19 = 0 ,  
k i p le —  k 3p l9 = 0 ,  
k i p h + k a p ' ? ,  —  h p '  1 0 = 0 ,
£ 2p 1o =  0,
решением которой, в предположении к\к<2кз ф  0, будет 
p h  = p h  =  p l 4 =  0,
р 45 =  (2М 2) " 4 *2+  (^12 -  /?22 -  &32) р 48],
/7*6 = 0,
р 17—  (2/е 1̂ 3) -1 [/?2--(&1“-Ь^22_Ь^32) /^s] ,
А  = 0 ,
/ 7 ^ 0 =  (2М з ) - 1[ ^ - ( ^ 12+ ^ 22- ^ 2)Р 18].
Решение определяется с произволом одного параметра. Следо­
вательно, и оснащение подгруппы Я, определяющее редуктив- 
ную структуру G/Н, существует с 1-параметрическим произво­
лом.
Рассматриваемое пространство не является симметрическим, 
так как условие (7) не выполняется. Действительно:
d ß 2 =  d(02=C0i Д  СО21 — (О3 Д  (О32 — СО4 Д<у42 =
=  (&1- р 1ав а) Д 6>5- 0 3 Д [0 8+ ^ 2 (^1 — /71а0а) ]— 6>4 Д  6>9 =
=  #  Д  (/г26»3+ 0 5) +  0 3 Д  ( p W - W  —  p'ae*  Л  6>5—0 4 Д6>9,
тем самым С249 =  — 1 ^  0.
Нами доказано, что при замкнутой Н == К 4Л{0.2} фактор- 
пространство G/Н  или, что то же самое, пространство замкнутых 
винтовых линий Г(4) является редуктивным, но несимметриче­
ским.
Аналогичный результат получится для всех типов подгрупп 
рассматриваемой серии. Отметим лишь, что при различных 
типах Н  число параметров ее оснащения различно и в случаях 
№ 5, 23, 24 оснащение определено однозначно.
II. Во вторую серию типов подгрупп Ли Н  входят приво­
димые подгруппы стационарности точечных флагов Ф из класса 
Я4>3. Их существует четыре (№ 10, 11, 13, 14 из таблицы 1). 
Соответствующие однородные пространства трехмерных орбит 
являются редуктивными симметрическими пространствами.
Рассмотрим случай подгруппы Н —  /С4 3{2} е  $ 4>3 (№ 10). 
Она определяется вполне интегрируемой пфаффовой системой
0 ^  =  (03i = ( 0 i i =  0J32 =  о>42 = с о 4з —  k(ü3 = 0 .
Орбитами максимальной размерности подгруппы Н  являются 
гиперцилиндры вращения с плоскими образующими: 1/3 =  
=  R 2 X  Si.  Системой форм в а (а =  5, . . . , 10) будет
3 Т р у д ы  по м а т е м а т и к е  и м е х а н и к е  X V II  QO
6>5= C Ü 4, 0 6 =  (OSl, 6>7= 0 J 4l, 6 8= ( o \ ,  6>9 =  W42,
<910= w 43 — £w3. (11 А)
Она дополняется до полного базиса инвариантных форм группы 
Л и G формами вида (4):
01 =  Щ1-- \ - p \ 0 \  № = с о * + р \ в а ,
№ =  < 0 *+ р \ в а, № =  + Р ^ а в а. (
С учетом структурных уравнений (3) и равенств (11) для диф­
ференциалов d d a (а =  1, . . . .  4) получаются выражения
d # i  =  # i  Д [ _ ^ 1 1Об)б+р150 7] + ^ 2 Д [ р 4„ 0 п —  k p h o e *+ p lb69] +
+  &  А  [ — k Y i o e 5 -  (1  + k p 4 )  6>6- f  
+  k p ^ e 1 —  kp i96 * + k p h e * + Р 'ь в 10] +
+  &  Д  [— Р2а в а — — р 19в 7+ р 'в в * +  рЧ6>9] + #  Д  t f + 6> Д  0 , 
^ = ^ 1  Д  [ — р4а@а _ ^ р 2 10б>6_|_р25б>7] +
+  ^ 2 А ' [ - ^ 2 ю 6 / 8 + Р 256>9 ]  +
+  w  A  [— k 2p2w0 5 — k p h e ^ + k p h e 1 —
—  ( 1 +  k P \ )  ß 8  +  k p h e » + p h e '° ]  +
+  # 4 Д  [ P la@a —  P 28 0 6 —  p 2907H-/726 0 8+ /? 27 0 9] +  ̂  Д # + 0 Д 0 ,
=  Д  [ ( i _ / e p 3 lo)6)6 +  p356,7]_|_02 Д  [ (!  _ f c p 3 lo) 0 8 +  /735Ö9] +
+  ?Я Д  [ k ( 1 —  Äp3io) 6>5 —  /гр37 0 6+
+  /г/г6(97 —  k p 39 0 8 - \ -  /гр38@9+ р 35 0 1О] +
+  Д  [ — P 38 0 6 —  P3907 +  P 3608 +  P 37<99] + #  Д  +  0  Д  6»,
* /# * = 0 1  Д [ - ^ 4 1О0 6 + р4507 ] | . г52 Д [ _ ^ 4 1О08+ р45 0 9] +
+  № А  [— '̂ 2Р4ю6>5 — kp k70 6 +
+  &/?4<>ö7 —  £/?496>8-j-ß p 48 0 9+ /> 45 0 10] +
+  ^ 4 Д  [ — P 48 0 6 —  p W  +  p W  +  Z ^ 9] +
+ О Д # + 0 Д 0 .
Здесь через #  Д  #  и 0  Д  0  обозначены формы, являющиеся ли­
нейными комбинациями, соответственно, произведений вида 
//Is Д  #"■’ и 0 Ь Д  6>с. Прямой подстановкой легко проверить, что 
при
p h — p'v— 0, p4 =  — k \  P 's  =  р 1э =  /?1 ю = 0 ,
p h  =  p h = p 2i =  p 28 = 0, Р 29 = — k ~ l , р 2 ю =  0,
/У35 =  Р 36 =  Р 37 =  Р 38 =  Р 39 = 0 ,  P 3i 0 = k ~ \  p i a =  0
удовлетворяются условия (6) редуктивности пространства G/Я. 
Оснащение подгруппы Я, определяющее редуктивную струк­
туру G/Я, определено однозначно и
$ 1 =  CD1 — k 1 OJ4i, l p = c ü 2 —  &- 1 й)42,
& > = к - Ы 3, t f '  =  Lü\.
Вычисляя дифференциалы d 6 a, с учетом полученных вы раж е­
ний fta, получаем
d ß 5 = # 4 Л  6>7+ # 2 Д  6 »+k№  Д  0 10,
d 0 6 =  tf4 Д  0 8+ № A  <97,
d 0 7 = # Д 0 9- № Д 0 6,
с/6»8 = —  ?>4 Д  0 е+ №  Д  0 9,
^ 0 0  =  _ _ # 4  Д  0 7  _  k W  Д  0 8 _
d ß i0= —k'O'1 Д 0 6 — kü2 / \  в 8 — k 2ü3 Д 0 5.
Пространство G/Я  является симметрическим, так как  условия
(7) в рассматриваемом случае выполнены.
Тем самым доказано, что при Я  =  /С4>3{2} е  ®4-3 фактор- 
пространство G/Н  (или пространство орбит R 2 X  Si) является 
симметрическим пространством.
Аналогичный результат получится, если проделать вычис­
ления, подобные приведенным, для типов 11, 13, 14 подгрупп 
Ли Я  группы G.
III. Третью серию типов подгрупп образуют приводимые 
подгруппы Ли Я  с инвариантными векторно-точечными флагами. 
Их существует шесть (№ 3, 8, 9, 12, 21, 22 по таблицам 1, 2). 
Все однородные пространства орбит максимальной размерности 
упомянутых подгрупп не редуктивны.
Рассмотрим подробно случай подгруппы Я  =  /С4,2[1; 2,3} 
(№ 3). Т акая подгруппа определяется вполне интегрируемой 
пфаффовой системой
(О3 =  (У4 =  6J2l =  С0-31 =  <х)41 =  (О3 2 =  CÜ42 =  СУ 43 =  0 ,
и ее орбитами максимальной размерности являются двумерные 
плоскости R 2 с инвариантными направлениями, т. е. V2 =  R 2[]]. 
Из (1) следует, что
0 3 = й)3, 0 4= бД  в ъ= 0 ) \  0 е =  <у31, (12А)
0 7 =  <У41, 0 8 =  &)32, 0 9= ( л)42, 0 1О=  (х)43,
и  система форм 0 а (а =  3, . . .  , 10) дополняется до полного 
базиса инвариантных форм группы G формами
(12Б)
^ = ( 0 2+ р 2а 6>а .
Вычисление дифференциалов (а =  1,2 )дает
d §i =  Д  [ p W + p W ]  + # 2 Д  [— 0 5+ /? 1з0 8+ р 14в 9] + 0  Д  0 ,
1 Д  [ 0 5  +  р 2 30 6 + р 24б>7 ] + # 2 Д  [ р 2 30 8  +  р 240 9 ] + 0  Д
где 0  Д  0  — формы, содержащие произведения типа 0 ,J Д  0 Г.
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Как видим, здесь С ‘25 =  — 1, С215 =  1. Тем самым условия (6) 
не удовлетворяются и однородное пространство G/Н  является 
при Н =  К А'2[ 1; 2, 3} нередуктивным.
IV. Четвертую серию типов подгрупп образуют приводимые 
подгруппы Ли Н  с инвариантными векторными флагами. Их 
существует шесть (№ 15, 16, 17, 18, 25, 26 по таблицам 1, 2). 
Эти подгруппы действуют в /?4 транзитивно и соответствующие 
им фактор-пространства G/Н  нередуктивны.
Д окаж ем  это для случая подгруппы Н =  7(44-4[1 ,2 ]  (№ 25). 
Подгруппа Н  определяется вполне интегрируемой пфаффовой 
системой
и ее орбитой является R ^ ]'2K В рассматриваемом случае систе­
мой 6 а (а =  5, . . . ,  10)" будет
которая дополняется до полного базиса инвариантных форм 
группы G формами
Внешние дифференциалы последних форм вычисляются с уче­
том выражений (13) и уравнений (3):
dW  =  W  Д  [—p W + p h e *  —  p 1iö6)9+ /? io0lo] +  ( ^ 18— l) t f2 A  6>5-b 
+  (kp ls -  1) 0 3 A  6>6+  (kp's — i ) # 4 A  W A 0 ,
d № = &  1 Д  [ — kp Z a e * +  (1 —  k p \ )  & ' + k p \ Q *  —  k p \ o 0 9 Jr  k p 29 0 10] +
+  k p V  A  A  [ k p ^ + k p h e *  — в 8] +
+  w  A  [ k p h e 7 — в 9] + #  A  f i + e  A  0 . 
dW  =  W A  [ k p \ e a —  kp 3605+  ( 1 — kph) в 6 — kpho© 9 + k p ?>901°] +
+  гГ1 A  [— kp 'a6 a+ k p \e * + e * ]  - \ -k p \W  A  <96+
+  № A. \ k p \ e "  —  6>10] +  & A  v + v  A  o ,
flf#4=0i A  [— / e p W + 6 p 456>6+6>7 — крахов9 + k p ^ e i0] +  
+  [/гр4805+ 0 9] + # 3A  [ W 4 0 lo] +  W A 0 7-f-öA <9.
где, как и раньше, через #  А  #  и в  А ©  обозначены формы, яв­
ляющиеся линейными комбинациями форм A  11 А  ©с» 
соответственно. Здесь С24д =  С34Л0 =  — 1, C4i7 =  С42э =
— С4з.ю =  1, условия (6) не выполняются и соответствующее 
пространство G/Н  является нередуктивным. В оставшихся слу­
чаях доказательства аналогичны изложенному.
V. В пятую серию типов подгрупп Ли Н  группы G входят 
неприводимые подгруппы Н. Их две (№ 27, 28 из таблицы 2).
<y2l .=  ü)31 =  l(y41_ i(y32 ---koj1 =  6)l2 — 0)^ =  0,
(1 ЗА)
t f l = ü ) 4 - p  1а0«, № = й )2+ р \ в а, 
№ =  С03-\-р3аОа, # 4 =  й)4+ /74а@а.
(1ЗБ)
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Эти подгруппы действуют в /?4 траизитивно и соответствующие 
им однородные фактор-пространства G/Н  нередуктивны.
Рассмотрим, к примеру, подгруппу Я  =  K iAA (№ 27). Она 
определяется вполне интегрируемой пфаффовой системой
<У41 —  й)32 =  'й)42-|-<У31—  &>4з —  CÜ21 =  0,
и ее орбитой будет все пространство R A. При этом в простран­
стве R t  не существует инвариантных относительно действия Я  
направлений. Здесь
08 =  А —А  0 9 =  A f A  0 1О =  й)43— А  (14А)
Формами, дополняющими систему 0 а (а =  8,9, 10) до полного 
базиса инвариантных форм группы будут
— й)1 - \ - р {а @ а , /Õ2l= ( t ) 2 - \ - р 2а @ а , '&3 =  (0 3 - \ - р 3 а О а , f l A =  (i)'l - \ - p lla @ a , 
^ 5 = =(у21-+ / 7 5а 0 а > # 6  =  l(ü3i _|_p6a 0 a } ( 1 4 Б )
Вычисление внешних дифференциалов форм # 1 и # 2 покажет, 
что рассматриваемое однородное пространство G/Н  будет не- 
редуктивным. Действительно,
=  № Д  [p5a 0 a] + ^ A  [р6„6>а] + # 4 Л  [р7а6>“ — 0 8] +
- f ^ 5 A  [ - Р 2а 0 а] + ^ 6 Л  [ - Р 3а6>а] +
+  ^ 7 Л  [ - Р 4а0 а] + ^ Л ^ + 0 Д 0 ,
Д  [ _ р 5 а 0 а ]_ |_ ^ 3  Д  [р 7 а 6 ) а ] + ^ 4  Д  [ — р в ^ а  _  0 9 ]  +
+  №  А  [ р 1«© «] +  t f 6 Л  [ р 4а 0 « ]  +  # 7 Л  [ р 3а © а ] +  0  Л  0 Ц - 0  А  0 .  
Чтобы выполнялись условия (6), должны иметь место равенства 
Р\г =  Р2а =  Р3а =  Р1а =  Р \  =  Р6а =  Р7а =  0,
но тогда С !48 =  С249 =  — 1 ф  0, что доказывает требуемое.
3. И с с л е д о в а н и е  р е д у к т и в н ы х  ф а к т о р - п р о ­
с т р а н с т в  г р у п п ы  д в и ж е н и й  в Т?4. Вопрос о приводимо­
сти найденных симметрических фактор-пространств решается с 
помощью следующей теоремы.
Теорема (Номидзу [5 ] ) .  Пусть G/H  —* неприводимое сим­
метрическое пространство с разложением  g =  I) -j- m алгебры  
Л и  а группы G. Тогда либо  g полупроста, либо  [ т ,  т ]  =  0.
Алгебра Ли g группы Ли G движений пространства /?4 (и 
вообще пространства R n) неполупроста. Легко проверить, что 
для всех симметрических пространств G/Я, соответствующих 
подгруппам Ли Я  типов 10, 11, 13, 14 по таблице 1 с алгеб­
рами Ли I) при g =  Г) 4- тп, имеет место [ т ,  ш] ф  0. Следова-
* тельио, все симметрические фактор-пространства G/Н  группы 
движений пространства У?4 приводимы. Подалгебры '(j cz g рас­
сматриваемых подгрупп Я  cz G не являются максимальными в 
алгебре Ли g группы G. Действительно, если GJH — приводи­
мое симметрическое пространство с ad ^-инвариантным подпрост­
ранством п cz ш, то, в силу включений
[!fU)]c=f), [tj, it] c=mu [и, и] cz Г),
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подпространство I) -j- n есть подалгебра в g, строго содерж а­
щ ая Г].
Как уже отмечалось выше, весь вопрос о приводимости ре- 
дуктивных несимметрических пространств G/Н  будет заклю ­
чаться в том, можно ли разбить множество форм { в п\а =
=  г +  1..........  10), определенных системой (1),  па две части
{0°} =  { 0 U} U {0'} так, чтобы имели место условия (8) или
(9).
Г. Пространства однородных орбит и 5] (подгруппа Н , 
соответственно, типа 1 и 2 из таблицы 1). Здесь условия (8) и 
(9) выполняются, если взять { 0 U} =  {0 3, 0 4, 0 6, 0 7, 0 а, 0 9, 0 10}, 
(0 '}  =  {02, 0 5}, и потому данные пространства вполне приво­
димы.
2°. Пространства одномерных орбит Г(3) и r (i) винтовых под­
групп (Н  —• типов 19 и 20 из таблицы 2). Если взять {6 й} =
=  {04, 0 7, 0 9}, { 0 !} =  { 0 2, 0 3, 0 5, 0 6, 0 8, 0 ’°}, то условия (8) 
п (9) выполняются, в силу чего данные пространства вполне 
приводимы.
3°. Пространство двумерных орбит R x X  Si (т. е. И  — 
типа 4 из таблицы 1). Данное пространство является приводи­
мым, так как возможно разбиение { 0 W} =  {03, 0 4, 0"\ 0 6, 0 8, 0 9}, 
|0г} =  {07, 0 10}, при котором выполняется условие (8).
4°. Пространства двумерных орбит R 2 и S 2 (т. е. Н  — соот­
ветственно типов 6 и 7 из таблицы 1). Данные пространства 
вполне приводимы, так как возможно разбиение { 0 й} — 
=  {04, 0 6, 0 8}, { 0 1} =  { 0 5, 0 7, 0 9, 0 10}, при котором условия
(8) и (9) выполняются.
Д л я  выяснения вопроса приводимости пространства двумер­
ных орбит Si X  Si (т. е. И  — типа 5 из таблицы 1) воспользу­
емся результатом Э. Картана [2], согласно которому всякая 
неполупростая группа линейных преобразований, какой явля­
ется стационарная подгруппа Н  орбиты Si X  5 Ь (см. далее 
случай Г ),  оставляет инвариантным подпространство разм ер­
ности 1, 2 или 3. Пусть Hi а  О (А) является максимальной 
группой линейных преобразований, оставляющих инвариантным 
некоторое подпространство I/ (R m)cz  V (R n) ■ По предположению 
максимальности Н\ имеем т  =  3 или, что то же самое, 
т =  1 == 4—3. Следовательно, Hi =  0 (3 )  и тем самым спра­
ведливо dim /y, =  3 (ср. [2 ]) .  Так как для стационарной под­
алгебры I) рассматриваемой орбиты S i X ^ i  имеет место 
dim I) =  2, то она не является максимальной в алгебре Ли а * 
группы G. Это влечет приводимость пространства орбит S { X S t 
(см. [6], теорема 10). Вопрос о приводимости пространств ор­
бит S 3 винтовых подгрупп пока остается открытым.
Изучим строение стационарных подалгебр орбит подгрупп 
Н cz G. Знание структурных постоянных Capv алгебры Ли f) c i  g 
дает возможность найти ее матрицу Киллинга по формуле
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Вар = С 6ауСурь-
Невырожденность | |Б ар|| укажет на полупростоту рассматривае­
мой алгебры Ли.
Г. Если для стационарной подалгебры I) орбиты подгруппы 
Н a  G выполняется неравенство dim (j ^  2, то подалгебра I) 
всегда неполупроста.
2'. Стационарная подалгебра орбиты R 2 (где dim ()д2 =  3) 
неполупроста, так как здесь =  0 (mod 0 я) и единственным 
ненулевым элементом матрицы Киллинга является ß 33 =  —2.
3'. Стационарная подалгебра орбиты S 2 (где dim t)S2 =  3) 
проста, так как она изоморфна алгебре Ли группы 0 ( 3 ) .  Одно­
родное фактор-пространство G/Н  группы движений G по под­
группе стационарности Н  рассматриваемой орбиты S 2 является 
афинно-однородным в смысле П. К. Рашевского (см. [4], тео­
рема 4), т. е. допускает оснащение ш, ортогональное к стацио­
нарной подалгебре I) относительно формы Киллинга В алгебры л 
(см. [6 ] ) .  Ортогональное оснащение выделяется из двупарамет­
рического семейства оснащающих подпространств при нулевых 
значениях параметров.
4 \  Стационарные подалгебры орбит X  Si
(где d im f^  xs = 4 )  и /? iX «S2 (где dim §RlXSi = 4 ) неполупросты.
Действительно, здесь ненулевыми элементами матрицы Кил­
линга являются В п —  В 22 =  В 44 =  —2, но все В Зр =  0 и потому 
del Н а д  = 0 .
Ъ'. Стационарная подалгебра орбиты R 3 (где dim ()д3 =  6) 
неполупроста, так как здесь все В 1Р =  В ?р =  ß 3p =  О 
( ß =  1, 6).
6'. Стационарная подалгебра орбиты S 3 (где dim bSl =  6) 
проста, так как она изоморфна алгебре Ли простой группы 
0 ( 4 ) .  Единственное оснащение nt подгруппы Н, определяющее 
в G/Н  структуру симметрического пространства, ортогонально 
к стационарной подалгебре 1) относительно формы Киллинга 
алгебры д.
7'. Стационарные подалгебры орбит S 3 (где dim fiS:i =  3; 4) 
винтовых подгрупп полупросты. Действительно, все В а$ =  О 
(а ф  ß ) , в то время как В агх ф  О и потому det | | ß a ßll Ф  0. Соот­
ветствующие фактор-пространства G/Н  являются аффинно-од­
нородными: единственные оснащения ортогональны к соответ­
ствующим стационарным подалгебрам относительно формы Кил-
* линга алгебры я.
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EUKL E I DI LI S E  RUUMI  R,  L IIK U M IST E  RÜHMA H O M O G E E N S E D
FA КТО R-R U UM ID
К. Riives ja A. Flja išer
К е s ü m е е
Töös [31 on leitud reaa lse  cukleiclilisc ruumi liikumiste rühm a G kõik 
p aa r ik au p a  m ü tek o n  jugeer i tud  s idusad  Lie a lam rü h m ad  //. K äeso levas töös 
uuri takse  kõigi va s tav a te  hom ogeense te  ruum ide  GjH  om adusi.  On nä ida tud ,  
millised neis t on reduktiivsed ja  millised v i im aste  h u lgas  sümmeetril ised. 
Lõpuks on üksikas ja l ikum al t  uuri tud  redukti ivseid  ruume.
H O M O G E N E O U S FA C TO R -SPA C E S OF THE G R O U P OF M O TIO N S 
IN EUCLIDEAN SPA C E  R,
K. Riives and  A. Fleischer
S u m m a r y
in [31 all connected Lie subgroups  II .unconjugated in pairs are found 
in the group  of m otions  G in real Euclidean space R *. In this paper some 
properties of all co rre sp o n d in g  hom ogeneous  factor-spac.es G/H  are examined. 
It is show n which of them are  reductive  and which of the latter  are symmetric.  
At the end the reductive spaces are described in g rea ter  detail.
40
КОНГРУЭНЦИИ 2-ПЛОСКОСТЕЙ ПРОСТРАНСТВА /?4 
С МИНИМАЛЬНЫМИ ГРАССМАНОВЫМИ ОБРАЗАМИ
И. Маазикас
К аф едра  алгебры и геометрии
Введение
Н астоящ ая работа примыкает к предыдущим статьям [3 ,4 ]  
автора. В [3] были даны общие основы исследования грассма- 
нова образа конгруэнции неизотропных 2-плоскостей прост­
ранства 'Rn, а в [4] исследованы конгруэнции 2-плоскостей 
пространств R 4 и с вполне геодезическими грассмановыми 
образами. В настоящей работе рассматриваются конгруэнции 
2-плоскостей в четырехмерном евклидовом пространстве R 4, 
грассмановы образы которых являются несколько более об­
щими и представляют собой минимальные поверхности. Из них 
более подробно исследуются такие конгруэнции, образы кото­
рых обладают индикатрисами нормальной кривизны, являю ­
щимися окружностями. Доказывается, что таких конгруэнций 
существует среди конгруэнций с нераспадающимися фокальными 
линиями четыре типа и среди конгруэнций с распадающимися 
фокальными линиями тоже четыре типа.
§ 1. Конгруэнции с минимальными грассмановыми образами
1. Допустим, что в пространстве R i  дана конгруэнция 
Si 2-плоскостей и она отнесена к такому ортонормированному 
подвижному реперу {М, еь е2, е3, е4}, что начало репера и век- *
" торы е\ и е2 принадлежат данной 2-плоскости р Й, а векторы 
вз и ел ортогональны к этой 2-плоскости. Тогда формулы иифи- 
нитезимального перемещения этого репера можно писать в виде
d M = (j) iei , d e i= o jh e j , 0, i, /, . . . =  1, 2, 3, 4.
В этом случае систему форм w3f, хоА\, оД, <у42 можно рассмат­
ривать как кобазис для грассманова многообразия G2,4 дву­
мерных подпространств, проходящих через некоторую фиксиро-
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ванную точку пространства R 4. Обозначим элементы дуального 
базиса, которые мы называем векторами, через е 13, е 14, е23 и е24. 
Пусть конгруэнция М определяется системой (см. [2, 3])
=ЛО)Л1~\-ОЫ!1\, О)4 =OQ)3i-\-Tü)lli, (1-1)
W32 =  ZOJ4i , (х)42 =  ^Ы :?1. ( 1 .2 )
В таком случае фокальная линия на каждой 2-плоскости р е  VI 
имеет уравнение
U'1) 2 — z£ (х2) (л+т) х 1 — (Сд+го) x 2+ m  — $ о = 0 .  (1.3)
Д ля  2-форм кручения и кривизны внутренней связности кано­
нического расслоения 'Х(ЬХ) над Si получаем [2] выражения
vi =  Гсо31 Д  ct)4i, T2o):ii Д  ü)4i,
Q ^ =  Q2Z=  о, Q h = — W 2^ R t o h  / \  й)41(
где
Т1 =  О —  (7, Т2 =  TL, —  Я 2 ,  R  =  c  —
В дальнейшем мы величину R называем кривизной  конгруэн­
ции
В случае, когда R ф  0, существует на р <ее .Vt единственная 
точка Т, которую мы называем точкой нулевого кручения,  в ко­
торой кручение названной связности равно нулю. Она имеет ко­
ординаты
t l = J 1 z - r L  1 4 )
z — г  £ — г  К ’
Если на каждой р е  Si фиксирована какая-нибудь точка, то 
к каждой р е й  присоединяется 2-плоскость, ортогональная к 
данной, и возникает конгруэнция этих 2-плоскостей (см. [3 ] ) ,  
которую мы называем конгруэнцией 2-плоскостей, присоединен­
ной к данной конгруэнции и обозначим через 9?. Если начало 
репера па р <ее .U перенесена в эту точку, то имеем
со1 =  р « 31+ гы 41, col = q o )ii-\-So)Iii.
Фокальная линия на каждой 2-плоскости q е  9с имеет уравне­
ние
2 (л'3) 2 — £(х4) 2 — ( q + z p ) x * + { s + £ r ) x i + p q  —  rs  =  0. (1.5)
Д ля  2-форм кривизны векторного расслоения 9с(М) нормальных 
над Si векторов получаем выражения (см. [3])
IP s= =  О, QH= — Q \  =  S o A  Д  оЛ,
где
S =  — 1.




2. В [3] показано, что матрицей основного метрического 
тензора для грассманова образа К  изучаемой конгруэнции .VI 
в грассмановом многообразии G2,4 относительно поля реперов 
{pj z t f *} ,  является
1 + Г  0 .
О 1 +  z2 
где а , ß, . .. =  3, 4, а
/ з = ^ 1з + ^ 24, f i = e li- \ - z e 23,
касательные к К  векторы.
Матрицей основного метрического тензора нормального над 
К  расслоения N (К)  является
п и  I I -  ( 1+ 22) ” 1 0 
II aßll 0 ( 1-Н^2) -1 '
Базис нормального к К  в точке р е  К  подпространства N P(K)  
состоит из векторов
Л з =  (1+ 22) _1 (— z e li-\-eh ) ,
ft4 =  ( 1 + ^ 2) - 1 ( - ^ 3+ ^ 4).
Внешнее дифференцирование уравнений (1.2) и последую­
щее применение леммы Картана дают
(z£-\-1) со21 — w43=öCL>3i4-bo)4i,
d z  =  cw*i,
dE, —  y*G)\-\-
(z£-}-l)<y2i +  (~ + £ )  <y43=/3&)3i-f-ac<;4i.
В статье [3] показано, что относительно вышеуказанного поля 






Г ß  
ß  I а
Компоненты R apyö и K aßV6 тензоров внутренней кривизны для 
К  и N ( К ) , соответственно, выражаю тся по следующим фор­
мулам
Я 4334 =  А ( 1 +  Z2) R 3434 = ~ А  ( 1 ■+ р )  - 1,
Я 3334 =  0, Я 4434 =  0,
где
~ [ ( Ь 2~  ас)  (1 + 2*) -1 +  {ßz _  ау)  ( I + ^2) - l j  fЛ = -
/ С 3334 =  0, /(4 434 =  0,
КЬзЬ— В  ( 1 +  Z2) -15 /^3434 =  —ß  ( 1 +£2) - i ;
43
где
B = ~ [ ( aß ~ br ) (  1 + £ 2)“ *+  (ba - c ß ) {  1 + z * ) - 1].
Средняя кривизна Н 2 для К  равна
H 2= L
1 (( а  с  ) f  , 1 ( у  , «  \\  1 + £ 2 Г 1 + Z 2 > 1 4 ( 1 + £ 2) \  1 + £ 2 1 1 + z 2 /4 (1 + z 2
где Ga^G jiV =  õay\ гауссова кривизна равна
R = - G ^ R * p va =  A (1 +  г2)-1 (1 + ? )
и скалярная нормальная кривизна К х  равна
/СЛГ= Д 2 ( 1 + 2 2 ) - а ( 1 + ^ ) ^ .
Пусть (X) р =  X 3(f3) р -j- X 4(f4) р — произвольный ненулевой 
вектор из касательного к К  пространства ТР(К) .  Тогда вектор
(yV)l,== G PJ M ”( а)р
называется вектором нормальной кривизны  для /С в точке р. 
Если (X) р является единичным вектором, т. е.
( ^ + 1 ) ( X 3 ) 2 + ( Z 2+ 1 ) ( J 4 ) 2 = 1 )
то можем последнее соотношение параметризировать следующим 
образом
Х 3=  (1 +  С2) >h cos cp, Х4=  (1 - f z 2) ^  sin (р,
где <р — угол, образованный векторами (fa) р и ( Х ) р. При из­
менении (р конец вектора ( N ) р описывает в N P(K)  некоторую 
кривую, называемую индикатрисой нормальной кривизны.  Его 
параметрическими уравнениями в репере { p , h 3, h 4} будут
у з  * '  - - 1 ^ s m
У4
1 ( а . I с N
2 1 - К 2 1 + z 2 '
1 / а с
2 \ 1 + z 2
1 ( 7 а
2 1 - К 2 1 + Z 2
1 (' У а
2 '‘ 1 - К 2 1 + Z 2
У ( 1 + ^ ) ( 1 + 2 2
1 / а   \
ß  sin 2cp
У ( 1 + ^ ) ( 1 + г 2)
—I— — (-— --------- —— leos 2®.
^  \  1 + ^  z  > *
3. Поверхность К  является минимальной  (см. [5], стр. 100)
тогда и только тогда, когда ее средняя кривизна равна нулю
(см. [5]. стр. 183). Из выражения для Н2 видно, что К  является 
минимальной поверхностью тогда и только тогда, когда
a ( l + z 2) + c ( l + £ 2) = 0 ,  
r ( l + z 2) + « ( l + f 2) = 0 .  ' >
Исследуя совместность систем (1.1—2) при условиях (1.8), по­
лучаем следующую теорему.
Теорема 1.1. К онгруэнция Ü в R 4, грассманов образ К  ко­
торой в G2,а является минимальной поверхностью, существует с 
произволом двух  функций двух  аргументов.
В силу (1.8) можем уравнение (1.7) индикатрисы нормаль­
ной кривизны для минимальной К  переписать в виде
Y*= b [ (1 + £ 2) (1+ 22) ] sin 2 (р +  а ( \  + £ 2) - 1 cos 2ср,
У4= ß [ (1 + £ 2) (1 - f z 2) ] ~'h sin 2(р— а (1 -f-£2) _1 cos 2<р,
В случае ba{ \  +  £2) +  aß( \  :+  г 1) ф  0 она является эллипсом 
или окружностью и ее уравнение после исключения параметра 
имеет вид
[ а 2 ( 1 + г 2) - 2+ / ) 2 ( 1 + F )  (1 + z 2) - * ]  ( К3) :2+
+ 2  (аа -  bß)  [ (1 + £ 2) (1+ г 2) ]-■ У->У‘+
+  [й2( 1+<?) ~2+г>2 (1 + г 2) - ‘ (1+ г 2) - 1] ( К4) 2=
=  [ (1 + ¥ )  (1 + г 2) ] - 1 [Ьа (1+Z-) ~ '+ a ß  (1 + f 2) “ Ч 2. (1.9)
§ 2. Конгруэнции с минимальными грассмановыми образами,  
индикатрисы которых — окружности
1. В этом параграфе предполагаем, что индикатрисы нор­
мальной кривизны для К  являются окружностями. Из уравнения 
(1.9) видно, что для этого необходимо и достаточно, чтобы 
имели место
a a - b ß 3 =  0, 
a2( l + f 2)+ /J2( l+ z 2) =  (l +  z2) 02+ ( l + f 2)&2.
Параметризируем первое из этих соотношений следующим об­
разом:
a =  gb, ß = g a .  (2.2)
Заметим, что этим никакие конгруэнции, которые принадле­
жат к рассматриваемому подклассу, из рассмотрения не исклю­
чаются. Действительно, в предположении а =  b =  0 из второго 
уравнения (2.1) следует a =  ß  =  0. В последнем случае К  яв ­
ляется вполне геодезическим. Поскольку конгруэнции с вполне 
геодезическими грассмановыми образами подробно исследованы 
в [4], то здесь мы исключаем их из рассмотрения.
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Подставляя соотношения (2.2) во второе уравнение системы
(2.1), получаем
(ß2- l ) [ 6 2( l + f 2) + a 2d + z 2) ] = 0 .
В случае, когда К  не является вполне геодезическим, последнее 
равенство выполняется только при
0 * = \ .  (2.3)
Д л я  определения всех конгруэнций Si, принадлежащих к рас­
сматриваемому подклассу, надо теперь вывести условия сов­
местности систем (1.1—2) при условиях (2.2) и (2.3). Резуль­
таты можно выразить в виде следующих теорем.
Теорема 2.1. Если конгруэнция Si пространства R 4 имеет не- j 
распадающие фокальные линии, то ее грассманов образ К 
является минимальной поверхностью, индикатриса нормальной  
кривизны которой является окружностью, тогда\и только тогда, j 
когда {
1) либо фокальные линии на 2-плоскостях конгруэнции Si S
— окружности; I
2) либо Si является конгруэнцией, у которой поля единичных  1 
векторов в главны х направлениях фокальных линий на ее 2 -пло­
скостях в расслоении ±(Sl) параллельны ;
3) либо точки Т нулевого кручения на 2-плоскостях конгру­
энции Sl совпадают с центрами фокальных линий на этих 2-пло­
скостях;
4) либо присоединенная к Si конгруэнция является такой, 
что поля единичных векторов в главны х направлениях ф окаль­
ных линий на 2 -плоскостях конгруэнции  9с в расслоении  
параллельны.
Д о к а з а т е л ь с т в о .  Если фокальные линии на 2-плоско- 
стях р е  — нерасгтадающие, то имеем
(л  — t ) 2j t (C q  — 2 а ) - ф  0. (2.4)
Пусть грассмаповым образом конгруэнции SI является указан­
ная в теореме минимальная поверхность. Тогда имеют место 
соотношения (1.8), (2.2) и (2.3). При о =  — 1 система (1.6) 
принимает вид
(z£-f-1) о>21 — (z-\-C) со^з= a<D ’i-^-b(oii,
d z = b ( o 3x — a ( l - f z 2) (H -£ 2)~ !to4i, 
d £ = b { l + £ 2) ( l + ^ - V i - ö w 4!, ■
( z l , -f- 1) w 2i “b (^ ^) (х»4з =  —aoj° 1 —- boj41,
и из ее крайних уравнений следует, что (z£ -f- \)oß\  =  0. Здесь 
при z£ -f  1 = 0  получаем немедленно, что системы (1.1) и
( 0 32 = Z ( i )  4t j  l( o l 2 =  — Z - i (0 3l ,
(z~l — z)iw43= f l w 3i + b 4i, (2.5)
dz  =  bo)31 — ö z ^ 4i
46
являются совместными и определяют конгруэнцию с названным 
грассмановым образом. Уравнение (1.3) в силу z£ -р 1 — 0 при­
нимает вид
/  л-\-х  \ 2 /  oz2— о Y  I  я — г \ 2 ( 0 Jr ° z2 \ 2'
[ x + — j  +  \ х ‘ 2~ /  = \ ^ Г ~ )  * 2г - ’
откуда в силу (2.4) видно, что фокальные линии конгруэнции 
й  — окружности.
В случае, когда со2 \ =  0, получаем после внешнего дифферен­
цирования этого уравнения z  =  £. Вследствие этого, системы
(1.1) и
0 r 32 =  Z 0 J i l ,  ( 0 i 2 = Z ( 0 3 l ,  ( ü Z i =  0 ,
2 2 ( о ^  —  — асо31 —  Ь (о ^ ,  ( 2 . 6 )
d z = b o j 31 —  aw4i
являются совместными и определяют в R 4 тоже конгруэнцию Й 
с названным грассмановым образом. В силу ю2\ =  0 поля век­
торов е\ и е2 являются в расслоении Х'(&) параллельными.
При о =  1 система (1.6) в силу (1.8) и (2.2) принимает
вид
( 1 )  ( o h  —  {z £) w 43 = а « 3i+ b  о А ,
d z ^ b o ) 3i —  a (1 +  z2) ( l + ^ 2)~ 1<u4i, 
d£  = — b (1 + ? )  (1 + z 2 ) - iw H ö w 4i.
( z £ - f -1) co2i - j- (z -f-£ ) ü)*s = cico3i~\- b со\,
и из ее крайних уравнений следует (z +  £) с<Д =  0. Здесь при 
z +  £ =  0 получаем сразу, что системы (1.1) и
( ,)3'2 =  Z o / i i ,  6J42 = -----ZCl)3 1,
(1 — z2) о j'  I — С10)л\ +  bco î, (2.7)
d z  =  bo)31 —  поу'\
являются совместными и определяют в У?4 конгруэнцию с указан ­
ным образом. Из уравнения (1.3) и выражений (1.4) видно, что 
в этом случае точка Т совпадает с центром фокальной линии.
При &>4з =  0 получаем после внешнего дифференцирования 
этого равенства z£ — 1 = 0 .  Системы (1.1) и
C'J'J2 = ZC(J4 1, 0 ) ' * 2 = Z —1(У 31, OJ43 =  0 ,
2oj“i =  oc(j3i +  bco î, (2.8)
dz =  boj3i — azzoj4i
являются совместными и определяют в У?4 конгруэнцию SI с на­
званным грассмановым образом. В силу ojl3 =  0 поля векторов 
е3 и е.\ являются в расслоении 9с (,U) параллельными.
Перейдем к доказательству обратных утверждений теоремы. 
В случае, когда фокальные линии на 2-плоскостях р (= № —
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окружности, имеют место z£ -j- 1 =  0 и (2.4). В силу этого ра­
венства из (1.6) получается
ß  =  —а, а = — b, b = y z 2, c = ß z 2.
Поскольку теперь удовлетворены соотношения (1.8) и (2.1), 
то грассмановым образом этой конгруэнции является в теореме 
указанная минимальная поверхность.
Допустим, что выполняется предположение 2). Из (1.3) 
видно, что главными направлениями фокальной линии явля­
ются направления векторов в\ и е2. Из требования параллельно­
сти этих векторных полей в расслоении £ ( $ )  вытекает, что 
й)21 =  0. Внешнее дифференцирование этого равенства дает 
С =  z, вследствие чего из системы (1.6) получаем
a =  — ß, b =  — a, b — y, c — ß,
и доказательство завершается, как в случае 1).
В случае, когда Т совпадает с центром фокальной линии, 
имеем
(я  — т) ( z + £ )  = 0 ,  (Со — za) (z-\-£) =  0.
В силу (2.4) из последних равенств заключаем, что z  -j- £ =  0. 
Из системы (1.6) получаем тогда
a = ß ,  b =  a, Ь =  —у, С— —ß,
и доказательство завершается как в случае 1).
При выполнении предположения 4) должно иметь место 
w43 =  0. Внешнее дифференцирование этого равенства дает 
zC =  1. Из системы (1.6) получаем тогда, что
a =  ß, b =  a , b =  —yz2, с —  —ß z 2,
и опять доказательство завершается как в случае 1). Теорема 
доказана.
З а м е ч а н и е  1. В ходе доказательства необходимости ут­
верждений теоремы 2.1 найдены все конгруэнции, грассманов 
образ в G2i4 которых является минимальной поверхностью, ин­
дикатриса нормальной кривизны которой — окружность; они 
определяются системой (1.1) и одной из систем (2.5), (2.6),
(2.7) иди (2.8).
З а м е ч а н и е  2. Заметим, что фокальные линии всех кон­
груэнций, грассманов образ которых является указанной мини­
мальной поверхностью, центральные. Действительно, в случаях
1) и 4) имеем, соответственно, z£ =  — 1 и z£ =  1, а в случаях
2) и 3) дополнительное предположение zt, =  0 привело бы к 
равенствам 2 =  £ =  0, а это, в свою очередь, к конгруэнциям 
с вполне геодезическими грассмановыми образами.
2. Допустим, что фокальные линии на'2-плоскостях конгру­
энции Ü — центральные и распадающиеся. Из уравнения (1.3) 
получается, что в этом случае имеют место
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г о ф  О, 
л  — т = 0 ,  ,дС — az =  0 .
(2.9)
(2 .10)
Легко видеть, что при выполнении равенств (2.10) конгруэн­
ция it является конгруэнцией касательных 2-плоскостей к дву­
мерной поверхности Ü* (последняя может быть вырождена в 
линию или точку). Помещая начало репера на p e l  в точку 
касания, имеем
Из последних двух равенств и из (2.10) в силу (2.9) вытекает, 
что я  =  т =  д =  о =  0. Теперь имеем w3 =  ыА =  0 и продолже­
ние этих уравнений дает нам
Если il* не вырождается в линию или в точку, то имеем С ф  0, 
и из уравнений (2.11) тогда получается
о>31= С - i  (Хсо[ —  fizco2) , « 4i =  О *  (—ß(ül+h£co2) . (2.12)
Теперь при помощи (2.12) можем (1.2) переписать в виде
СО32 =  С - 1  ( -----! l Z ü ) l J r X z £ ~ ( )D 2 )  , C(J42 — С - 1  ( Я ^ с о 1 —  f l Z ^ C O 2 )  .
Поверхность it* в Я 4 обладает следующими четырмя незави­
симыми инвариантами (см. [1], стр. 33):
1) средняя кривизна
Имеет место
Теорема 2.2. Если  л-i является конгруэнцией касательных 2- 
плоскостей к двумерной поверхности it*, то грассманов образ  
этой конгруэнции в G2,a является минимальной поверхностью , 
индикатриса нормальной кривизны которой — окружность, тогда 
и только тогда, когда
л~\~т— 0, g£,~\~ o z — 0.
ку1'= A£-a)sr z c o ^ i ,
(2 .11)
Обозначим
С = я 2£ — ß 2z.
(2.13)
1 В [1] вместо K n  рассматривается  инвариант / 3 =  (К к У 'к
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1) либо  М* — минимальная поверхность;
2) либо  .Si* — поверхность нулевой гауссовой кривизны, у  
которой связность в расслоении  X(.Si) плоская',
3) либо инварианты *R и / 4 поверхности &* связаны соот­
ношением *R2 =  —/ 4;
4) либо й*  — поверхность нулевой скалярной нормальной  
кривизны, у которой связность в расслоении  (Si) плоская.
Д о к а з а т е л ь с т в о .  Пусть .Si — конгруэнция касательных
2-плоскостей к поверхности .Si*. Из (2.13) видно, что * # 2 =  О 
тогда и только тогда, когда
1 = 0 .  (2.14)
Предположения 2) и 4) выполнены только при
w2i =  0, (2.15)
ы4з = 0 ,  (2.16)
соответственно, н 'R 2 =  —/ 4, тогда и только тогда, когда
z + £  =  0. (2.17)
Поскольку в ходе доказательства теордемы 2.1 выяснено, что 
при выполнении одной из равенств (2.14), (2.15), (2.16) или 
(2.17) образ К  конгруэнции .Si является минимальной поверх­
ностью, то теорема 2.2 доказана.
3. Вычисляем гауссову и скалярную нормальную кривизну 
для этих минимальных поверхностей. Д л я  поверхностей К, оп­
ределяемых системами (2.6) и (2.7), получаем
R = — 2( 1-j-z2) ~3(a2-\-b2), К х  =  4 ( \ - \ -22)~6(а2-\-Ь2) 2, j
а для поверхностей, определяемых системами (2.5) и (2.8) j 
имеем
R = —2z2(1 - f z 2) (a2z2-f  b2) , К к = 4z4 (1 -j- z2) ~6 (azz2-\-b2) 2.
Как мы видим, указанные поверхности таковы, что у них 
К к  =  R 2. Верно и обратное. Итак, имеет место
Теорема 2.3. Если образ К конгруэнции  .Sl пространства R 4 
в (?2,4 является минимальной поверхностью, то индикатриса 
нормальной кривизны для К является окружностью тогда и 
только тогда, когда К.\ =  R 2.
Д о к а з а т е л ь с т в о .  Осталось доказать только достаточ­
ность утверждения этой теоремы. Д л я  минимальных поверхно­
стей /С, учитывая (1.8), получаем
Я =  — [ ( \ + Р ) ( \ + г * ) ] - Ч ( а * + А * ) { 1 + ? ) - * + ( Ь * + а * ) ( 1 + 2 * У ' ] ,
X.v =  4 [ ( l  +  C2) ( l + z 2) ] - 2[ a / ? ( l + a - 1 +  ö « ( l + ^ ) - 1]2-
Равенство R 2 =  К х  влечет здесь за собой соотношения 
ab —  aß =  0, а2 — /32= 0 ,  
аа — bß =  0, Ь2 — а 2= 0 ,
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из которых следует, либо а =  b и ß  =  а, либо а =  —b и 
ß  =  — а. Дальш е доказательство совпадает с доказательством 
теоремы 2.1.
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RUUMI R , KAHEMÕÕTMELISTE TASANDITE KONGRUENTSID,  
MILLE GRASSMANNI KUJUTISEKS ON MINIMAALPIND
I. Maasikas
Re s ü me e
Artiklis j ä tk a ta k se  artikleis [3, 4] a lu s ta tu d  ruumi R.i 2 - tasand i te  k o n g ­
ruents i  G rassm an n i  kujutise  uurimist .  Leitakse kõik kongruen ts id ,  mille k u ju ­
tiseks G rassm an n i  m u u tk o n n a s  G2,4 on selline m in im aalp ind ,  mille norm aal-  
kõveruse  indikatr iss iks  on r ingjoon.  Näida takse ,  et ruum is /?4 eksisteerib neli 
e r inevat  tüüpi n im etatud  o m ad u seg a  2 - tasand i te  kongruen ts i .  Eraldi teoreemis 
ise loom usta takse  neid kahemõõtmelisi  pindu ruum is  R it mille p u u tu ja ta san d i te  
k o ngruen ts i  G rassm an n i  kujutiseks on n im eta tud  m inim aalpind.
DIE KONGRUENZEN DER ZWEIDIMENSIONALEN EBENEN IM tf4, 
DEREN GRASSMANNSCHE ABBI LDUNG EINE MINIMALFLÄCHE IST
I. Maasikas
Z u s a m m e n f a s s u n g
In dieser Arbeit w erden  alle K ongruenzen  von  zw eid im ensionalen  Ebenen 
im euklidischen Raum /?., ausgesucht ,  deren g ra ssm a n n sch e  Abbildung  [3] 
in der g ra ssm a n n sch e n  M an n ig fa l t ig k e it  solche Minimalfläche  ist, welcher 
N orm a lk rü m m u n g s in d ik a tr ix  ein Kreis ist. Diese K ongruenzen  w erden  durch 
ihre Fokal- und K rü m m u n g se ig en sch af ten  geom etrische  charak ter is ier t .  Zuletzt  
werden  alle zweidim ensionalen  Flächen in R 4 ausgesuch t ,  deren T a n g e n t ia l ­
e benenkongruenz  die o b e n g en an n te  E igenschaft  hat.
I T R U  R a a m a t u k o g u ]
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НЕКОТОРЫЕ КЛАССЫ ПОВЕРХНОСТЕЙ V3 РАНГА 2 
СО СПЕЦИАЛЬНЫМИ ФОКАЛЬНЫМИ ПОВЕРХНОСТЯМИ 
В НЕЕВКЛИДОВЫХ ПРОСТРАНСТВАХ lS x
Э. Абель
К аф ед ра  алгебры и геометрии
В настоящей работе исследуются некоторые классы трех­
мерных неизотропных поверхностей Vs ранга 2 в неевклидовом 
пространстве lS x . Такие поверхности Vs рассматривались нами 
в [1]. Они обладают, как известно, двухпараметрическим семей­
ством прямолинейных образующих, вдоль которых касательные
3-плоскости постоянны. Такое семейство часто называется фо­
кальной псевдоконгруэнцией, оно состоит из общих касательных 
двух 2-мерных поверхностей (вещественных, мнимых или совпа­
дающих) -— своих фокальных поверхностей. Если в [1] главное 
внимание было уделено вопросам метрической теории ф окаль­
ных псевдоконгруэнций с неизотропными образующими в lS N 
(в частности были выделены классы рибокуровых и нормаль­
ных У3 ранга 2, а также Vs класса С), то в настоящей работе 
приведены в основном результаты, касающиеся фокальных по­
верхностей рассматриваемой 173 ранга 2 в lS N. Некоторые из них 
являются аналогами результатов, полученных в [ 3 - 4 ]  для Vs 
ранга 2 в евклидовом R 4. Выделяются некоторые классы поверх­
ностей Vs ранга 2 с постоянными гауссовыми кривизнами или 
кручениями фокальной подповерхности, в частности, с нулевыми 
гауссовыми кривизнами или кручениями. Полученные резуль­
таты сформулированы в виде теорем 1—5. При выводе этих 
результатов применяется аппарат, подготовленный в [1], его 
краткое изложение будет дан здесь в § 1.
§ 1. Предварительные понятия
Автополярный подвижной репер {Mj} (1 , К , . . . ,  =  0 ......... /V)
присоединим к неизотропной поверхности Vs ранга 2 с неизо­
тропными образующими в ;5 Л' так (см. [1] ) ,  чтобы две точки 
Mi (/,/', . . . ,  =  0,1) принадлежали прямолинейной образующей.
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две точки М а (а, ß, . . . ,  —  2,3)  — касательной 3-плоскости к 
в точках этой образующей, а остальные (N — 3) точки М р 
(p , q , . . . , = =  4, . . . ,  iV) принадлежат (N  — 4) -мерной плоскости, 
полярной к касательной плоскости [Л4,, М а ]. Кроме того пред­
полагаем, что соответствующий базис {M i } состоит из нормиро­
ванных векторов. Тогда
( %л ил I  °> если п  п(Mj ,  М К) = g j K =  I , , Г 7S О -U11 или — 1, если У =  л ,
( 1.2 )
и поэтому в формулах
d M j= o ) Kj M K, 
dcoKj =  coLj  Д  (0KL, 
имеют место
o)K j  — — £j k (oj k  ( s j k  =  g j j • § k k ) • (1.3)
Рассматриваемая поверхность Уз ранга 2 определяется сле­
дующей системой уравнений (см. [1] ) :
о)Р{ =  0 ,  o)a i ~ X a i^O)^o, Яа о р = ^ а р,
co>>a=/\i>afioA ,  (1.4)
Я“1РЛ»ат =  Я®1¥ЛЯар, Л*ар — Л*ра>
где -со1 о, со2о линейно независимы.
Точка X фокальной поверхности определяется вектором X  =  • 
=  Mq-\- х М и удовлетворяющим при некотором ы1 о:со2о условию
d X = 0 (modAfj).
Отсюда для параметра х фокуса F получается уравнение
det ||Яа1Р1! х2+ ( Я “12+ Я 31з) л' + 1 = 0 .  (1.5)
Следовательно, на каждой образующей [М 0, существуют
два фокуса (вещественных, мнимых или совпадающих). Точки 
образующей [М 0, M i], равноудаленные от фокусов, называются 
центрами. Как показано в [1], в общем случае на каждой об­
разующей имеется два полярно сопряженных центра С х и C«. 
В дальнейшем предполагается, что
1) det ||/va ipi! ф  0; этим исключаются V3 с вырожденной фо­
кальной поверхностью;
2) (Я212 - f  Я31з )2 +  (det ЦЯа 1р | |— е0\)2 ф  0 , т. е. исключаются 
V-.1, фокусы которой леж ат па абсолюте;
3) (Я212—*Я31з )2+  (Я21з +  £2зЯ31г)2 Ф  0, т. е. исключаются l's, 
горловые точки которой не зависят от направления а)1о'.(о2п 
(см. [1 ]) .
Поверхность ранга 2 удовлетворяющая требованиям 
1 )--3 )  будем называть поверхностью  1/3 ранга 2 общего типа.
Д л я  поверхности V3 ранга 2 общего типа можно провести 
частичную канонизацию репера, фиксируя для каждой образую­
щей вершины Mi  и М а на касательной плоскости к V3 следую­
щим образом: точки М 0 и М х находятся в центрах образующей, 
а сама поверхность Уг ранга 2 общего типа отнесено к распре­
делительным подповерхностям (см. [1] ) .  Так выбранный репер 
называется центральным репером  и такая  частичная канониза­
ция определяется условиями
Л212 =  А 313 =  0. (1.6)
Таким образом, поверхность 173 ранга 2 общего типа в lS x  опре­
деляется в центральном репере системой (1.4), где учтены усло­
вия (1.6) и где
6 г  =  Х 213Я31 2 ^ 0 ,
V = Я 21зЯ312+е01 Ф  0, (1.7)
Р =  А 213 +  £ 2 зА 312 Ф  0 .
Тогда продолженная система уравнений (1.4) при условиях 
(1.6—7) имеет следующий вид
<y1o = A 1oßCi/1o>
й )32 = Я 32|;<:оро,
dX113=  (v/J()3 —  иЛ,] 2;;) <у2о + Я 2ш<у3о.
d }}  12 =  Я l'l22 W20 +  ( vA !02 ~\~}l Я'*23 ) W30,
d A p 2 2 =  — [ A v 2 2 $ - \ - Л р ' г з ( 2 к Л2?, —  А 31зЯ 1о р ) ] w ^ o ,  ( 1 - 8 )
dÄ l>23=—  - l fy23W r̂/ +
+  { / 1 1 2 2 |iH ~ ^ 1 ^ 2 a [  ( Я 21 3 ---- £ » Я 3 1 2 ) Я 32 Р ( Я 3 1 2 )  _ 1 ------Я 21 з Я 10р ]  } й Л ,
Л312^/и,33 =  Я‘‘>13^/1^22"1г’^А“1-0.*4 ^22 —  А ^23^Я312,
где
Я 312-Т /У233 =  Я 2 1лЛ  , , 222 -----А  ^22  [ Я “13 ( Я '!12) 1 Л 3122 +
- f -  V / i \ ) 3 -----/.<Я32з ]  + 2 / 1  Р 2зЯ 3221\  ( 1 - 9 )
A  Р223 =  А р 232-
§ 2. Реперы фокальных поверхностей
После указанной частичной канонизации репера, фокусы {F 
и ‘2F на каждой образующей определяются, в силу (1.5) и 
(1.6—7), с помощью
* F ^ M 0+ ( - l ) * M t ( е =  1, 2) .  (2.1)
Они образуют 2-мерные фокальные поверхности l V и 217 рас­
сматриваемой Уз ранга 2 общего типа.
Для нахождения инвариантов фокальной поверхности EV  це­
лесообразно отнести поверхность eV к автополярному нормиро-
ранному реперу {^Fq, l'Fь eF2, *F3, rF p}, где yFQ =  KF,  
eF 1 и *F2 принадлежат касательной 2-плоскости к EV в 
a BF3 и eFp (р =  4, . . . ,  N)  — полярной к ней (N — 3 
плоскости. Д ля  этого достаточно положить
eF0= v- '^ F ,
lF  р = М р ,
KF 1 =  v~'k [£MM{i — (— 1) egM i\,
eF  2 =  / Г  '•* [ у я 213м 2+  ( —  1 ) е у я 312^  ] ,
PF  $ = /г“1'’2 [ ̂ Л3пМ  2 — (— 1) ££зз 7'Я21зМ3 ] .
При таком выборе репера j®/7/} в силу выражений 
(2.1—2) для / имеем
( 0, если 1 ф К ,
gj j ,  если J =  K.
{eFJ,  *FK) :
Тогда в формулах
d ' F j = * e Kj e-FK 
в силу (1.2), (1.8) и (2.1—2) имеют место равенства 
е6>!о = V ~ i [do — (— 1 ) eV(Olo], 
е0 2о =  р  V  1/2[ } A 4i2W2()-r ( — 1 ) е УЯ21за>3о ] ,
Е6 2\ =  {vu)  }.'*2.; УЯ21з[ео 1£2з —  (Я312) 2] « 20+
( ---- 1 )  еУ Я 312[ £ o i£ 2 3 ------( Я 2 1з )  2 ] сО30,
е 0 3 1  =  £23 v ' ,2p  [  У Я 3 12СО20 —  ( —  1  ) КУ А 2 13&>30 ]  ,
Е(9 32 = £ 2 3 ( 2  Q j l )  ~ 1 [ Я ° 1 2 ^ Я 213 —  Я 2 1зС?Я312  —  ( — 1 ) F 2  О ( л >Л2 ] ,  
« 0 1 » 2 =  ̂ ,А [У Л 213й>р 2 +  ( — 1 ) ЕУ Я 8 ] 2 « ^ ] ,
1Я3и>/0^:. —  £23(—  1) еУЯ213й ) ^ ] ,
и, кроме того,
Ff ) K J  =  — E j K e O J K , W )  =  " 0  p 0 =  F0  P 1 =  0 . 
Вводим ряд новых обозначений:
А =  (2о) ~1 (Я2)зЯ3!22+ЗрЯл12Я1оз— /<Я312Я32з),
ß  =  ( 2 о )  (Я 3]2Я 21 3 3 + З г Я 2 1.зЯ102 “Ь  /./Я “ ;;>Я322) , 
РС =  г о - 1 [  ( — 1 ) р1 /'Я2 !зЯ 1 (12+ У Я 3^ Я 1 о з ] ,
Р£> =  У Я ^ Я 32 2 +  ( —  1 ) " У Я ^ Я 323
II
м = ( — 1 )  г у я 21л-1 —  у Ж * в ,















Следовательно, формы е5 ’0 и е£20 являются базисными формами 
фокальной поверхности eV при поверхности V3 ранга 2 общего 
типа, и формы й)ао можно выразить через е$ а0 (а ,Ь , . . ., =  1,2) 
следующим образом:
o)2o = v ' i ^ ~ ih fa  ) - 1 {(— 1) о +  [ ( - 1 )  — В у & '  о},
о)3o = v ' /2fi~'l-(sA ) - i [— jX 3i2Viiee io-\- (А — уЯ312еС )е0 2о].
Теперь не трудно найти компоненты второй фундаментальной 
формы фокальной поверхности *V, т. е. коэффициенты в урав­
нениях
*03а =  г\ 3аЬЕв Ъ о, *&P2 =  ef V & b0, (2.10)
где мы обозначили, в частности,
е/311 =  2- (— \ ) е • E23’QV3lttC~''2(eA )~ l, 
ef P 21 =  0,
Ef3i2= i 32i =  — e 2 3 v ( ^ A ) ^ [  (— 1)е( № з Л  ~ 2 ^ C ) + f ^ ] ,
£/ 322 =  £23v V ~ 3/s( g- RA ) - l {{oB —  pi i J h f D  — 2уЛЫ*м) X  (2.11) 
X  (A — y Ä V C ) +  [рЛ +  (— 1) ?u —  2vA3v d 1os] X  
X [ ß - ( - l ) eyÄ V C ]} ,
*fpn = v '  t r 1 (Я312) [УЯ\з Л p22+  (— 1) k p h z  Л p23] ■
Дифференцирование компонентов ef3ni> и vf p22 второй фундамен­
тальной формы на основании (1.8), (2.6— 7) и (2.11) дает
d ef 3a b = 0 (mod е<9('о), 
d efp2i = — ef q22e0 pq (mod е0 со).
§ 3. Инвариантные объекты фокальной поверхности
В работах [3—4 ]  рассмотрены некоторые инварианты (гаус­
совы кривизна и кручение) фокальной поверхности фокальной 
псевдоконгруэнции в евклидовом пространстве У?4. Приведем 
здесь некоторые обобщения этих понятий для фокальной по­
верхности EV поверхности V3 ранга 2 общего типа в 'S x .
Г а у с с о в а  к р и в и з н а .  В автополярном репере {eFj} 
среди форм ь'с'‘п отличным от нуля будет форма е32\. Д ифф ерен­
цируя внешним образом форму ec?2i, получим
А  е 6>2а  +  е 6>°1 А Ев 20 + Е® р \  А Е® 2Р *,
( р \  q \  = 3 ,  N)
или в силу (2.4) и (2.11) имеем
de0 \ = * O ai А  г0 \  —  ъК е0 \  Д  ев \
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где
* К =  £01+ £23 [е/311 ер22 -  (е/312) 2] • (3.1)
Величина гК  инвариантна связана с фокальной поверхностью 3V, 
так как из равенств (2.12) вытекает, что
d sK = 0 (m o d s<9tto).
Объект 1К  называется гауссовой кривизной  фокальной поверх­
ности е1/ поверхности Уз ранга 2 общего типа в lS y .
Г а у с с о в о  к р у ч е н и е .  Введем величину ' ' S анти­
симметричную по индексам а и 6, следующим образом:
sS»V«b =  §,.,>■ еГ  „[« '/«• И1Ы gci1- (3.2)
В силу автополярности репера {eFj}  имеет место свойство
sSp q * a b = : —£p*q* £Sv p*ab• (3-3)
Введем объект Ек формулой
— (У * . nr-pV* г * / eQs* .. jnacrrbd %  J ° р ! r i:cdö s >
которое на оснований соотношений (2.4), (2.11) и (3.2—3) при­
нимает вид
^  =  £12£3р (Е/312е̂ 22)2. (3 .4 )
Поскольку
d sK =  0 (mod е0 'го),
то величина Г;г инвариантна связана с фокальной поверхностью 
е17. Инвариантный объект называется гауссовым кручением  
фокальной поверхности *+ поверхности Ул ранга 2 общего типа 
в lS N.
§ 4. Некоторые свойства инвариантов поверхности У3 класса С
1. Поверхность V:i ранга 2 в lS x , полный и средний п ар а ­
метры распределения которой оба постоянны, называется по­
верхностью Уз класса С. В работе [1] показано, что поверхно­
сти V3 ранга 2 общего типа класса С характеризуются в по­
строенном центральном репере следующими условиями
Я21з = /  =  const, Я312= м  =  const. (4.1)
Следовательно, в системе (1.8) имеют место равенства
Я 2133 =  Я 31 2 2 = 0 ,
Я322 = ---1'РА102, Я323 =  /г“ 1>’Я103,
где
v =  tu-\-£oi —  const,
i I i. (4.3)
ja  =  /+£23W  =  c o n s t .
5 /
Следовательно, в выражениях (2.11) компонентов второй фун­
даментальной формы фокальной поверхности еУ происходят 
следующие упрощения:
8/ 312— S23V2 (у  еЛ ) -1 [yi  ( — 1) е У« Я4о з ] ,
(4.4)
2 2 = 2 £ 2 3 V J/-,a 3/2 ( £4 )  1Я 102Я103,
где
«4 =  v [ ( _  1 ) е у7гЯ1оз — уТЯ1ог]. (4.5)
Поэтому гауссова кривизна фокальной поверхности FV вы ра­
жается формулой
еК = £ 01--- £23f l ~ 2V 2. (4.6)
Отсюда непосредственно вытекает следующая
Теорема 1. Гауссовы кривизны фокальных поверхностей 
11-7 и 2V поверхности У3 ранга  2 общего типа класса С в lS N 
постоянны и равны. Если касательные к У3 плоскости являются 
неевклидовыми пространствами с овальными абсолютами, то 
эта постоянная отрицательна или положительна в зависимости 
от того, пересекают ли  прямолинейные образующие абсолют или  
не пересекают.
2. Введем одно понятие, которое известно в теории фокаль­
ных псевдоконгруэнции в Я 4 (см. [3—4]).
Определение 1, Поверхность Уз ранга  2 общего типа в lS N 
с фокальными 2 -поверхностями нулевой гауссовой кривизны на­
зывается поверхностью У3 класса К.
Из теоремы 1 следует, что поверхность У3 ранга 2 общего 
типа класса С может принадлежать классу К  только тогда, 
когда £oi ■ £2з =  1, т. е. когда 3-плоскости, касательные к У3, 
имеют мнимые или кольцевидные (по терминологии в [2], 
стр. 510—511) абсолюты. При этом поверхности У3 класса 
С П К  характеризуются в силу (4.6) и по определению 1 равен­
ством V2 =  у 2, которое, как следует из (4.3), равносильно усло­
вию (t2 — 1) (1 — и2) =  0.
В работе [1] показано, что параметр распределения р имеет 
на распределительных подповерхпостях значения р х и р2 для 
которых
tan /?i =  —Уeoi£23 Я“1з, 
tan pz — Уеo i£23 Я312-
Отсюда выясняется геометрическое значение коэффициентов Я213 
и Я312- При поверхности Уз ранга 2 общего типа класса С, каса­
тельные 3-плоскости которой имеют мнимые или кольцевидные 
абсолюты, имеем
ta n p i  =  — t, tan р г = и ,  e7(==£oi/<_2(tan2p i — 1) (1 — tan 2/?2) .
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Следовательно, имеет место
Теорема 2. В пространстве 'SA поверхность Гз ранга  2 об­
щего типа класса С является поверхностью класса К тогда и 
только тогда, когда ее касательные 3-плоскости являются не­
евклидовыми пространствами с мнимыми или кольцевидными  
абсолютами и на распределительных подповерхностях значения  
параметра распределения р { и р , удовлетворяют равенству 
( tan2 pi — 1) (1 — ta n 2 р2) =  0.
Следствие 1. Если касательные 3-плоскости к поверхности 
V:i ранга  2 общего типа класса С являются неевклидовыми про­
странствами с мнимыми или кольцевидными абсолютами и на 
распределительных поверхностях значения параметра распреде­
ления  р j и р 2 такие, что tan р\ <= (— 1,1) и tan р2 ф  [ — 1,1], 
то гауссовы кривизны фокальных поверхностей 1V7 и 2У отрица­
тельны или положительны в зависимости от того, пересекают 
ли  прямолинейные образующие абсолют или не пересекают.
3. Определим теперь произвол существования поверхности 
Уз ранга 2 общего типа класса С П К  в 4-мерном пространстве 
lS 4. Из (1.4), (1.6—7) и (4.1) следует, что система
й Л  =  0 , (o2i = t ü ) 3o, (03i = u w \
(4.7)
(t)42 =  / l 42ßÖJ*30, 6J43 =  A  423('J20~\~ t  M . 422бУ'о
определяет поверхность Уз ранга 2 общего типа класса С в
4-мерном пространстве lS 4. Система ковариантов уравнений 
(4.7) имеет вид
( — Д  <у2о = 0 ,
( w ' o + t i t ü h )  А  О)3о = 0 , (4.8)
( ^ Л 422~ЬиЛ^23й)*0 —  2Л ^23(03г) А  ^ 20~Ь 
-f- [а ? Л 42 з 4 “ ^ 422<У1о '+  (^23М —  t ) « _1Л 422й>3г] A  W30 = 0 ,
(£23^  —  t ) w- 1 / l 422w32] А  ^ 2оН“
-|- ü?/l422~b^/l423W10_l_2£23/l423Ct)32) /\<У30 =  0.
Здесь имеется четыре уравнения, содержащие четыре вторичные 
формы. Ранг соответствующей матрицы s { =  4, т. е. число К ар ­
тана Q =  4. Применяя лемму К артана к системе (4.8), полу­
чаем
йЯо —
/Л(й32 —  — Г ^02(О 20~\-У р03(О 30, 
d A 422 —- [ / 1 4222 —  ( U f l~ \ - 2 v )  ^ _1Л 42зЯ102] <i>20-(- 
-(- [ Л 422з~Ь (2v — up) а~1А кг з Я ^ з ]  <у3о,
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dA't25=  {/1422зН“ [v {б2зМ — t) — tU{l\ (uu) ‘~1Л42зЯ102}
- f -  {/ М _ 1 Л 4222 —  2 W—4у Я 102^1423 —
•— [v(e23« — 0 ~Н«/г] («//)_1Л422Я1оз}со3о,
где Я'оа, Я1оз- ЛЛ22, /1422з — новые величины. Следовательно, 
Q =  N =  4, и нами доказана
Теорема 3. Поверхность Vs ранга 2 общего типа класса С 
в 4-мерном пространстве ’S4 существует и определяется с про­
изволом четырех функций одного аргумента.
Из теоремы 2 и теоремы 3 непосредственно вытекает
Следствие 2. В пространстве lS4 поверхность \’Л ранга 2 об­
щего типа класса С {] К, касательные 3-плоскости которой явля­
ются неевклидовыми пространствами с мнимым или кольцевид­
ными абсолютами, существует и определяется с произволом че­
тырех функций одного аргумента.
4. Перенесем на случай неевклидова пространства lSN еще 
одно понятие.
Определение 2. Поверхность Vs ранга 2 в lSN с фокальными 
2-поверхностями нулевого гауссова кручения называется по­
верхностью Va класса х.
При поверхности Vs, ранга 2 общего типа класса С в lSN из 
выражений (4.4— 5) компонентов второй фундаментальной фор­
мы фокальной поверхности FV вытекает, что
( I f312) 2 =  ̂ - 4  (2f 312) -2 =  ß - 2 v z ( iA  ) -2 ( ^  ) 2ф  Q,
Поэтому в рассматриваемом случае гауссовы кручения — 
=  £12£з;> (eP i2) 2 • (Efpi2)2 равны пулю только тогда, когда 
Svp(efp2з)2= 0 .  Последняя равносильно требованиям
gpp[t{AP22)2-\-u{AP23)2] = 0 , 8ррЛр22Лр2з= 0 . (4.9)
Если теперь рассматривать 4-мерное пространство ’S4 
(p,q, — 4), то из (4.9) вытекает, что поверхность 173 ранга 2 
общего типа класса С в lS4 принадлежит классу к тогда и 
только тогда, когда Л 422 =  Л42з =  0, т. е. поверхность Vs вы­
рождается в конгруэнцию 3-мерного неевклидова пространства. 
Сформулируем полученный результат в виде теоремы.
Теорема 4. Если в 4-мерном пространстве lS4 поверхность 
r :i ранга 2 общего типа принадлежит классу С [)я, то это по­
верхность Г;5 вырождается в конгруэнцию 3-мерного неевкли­
дова пространства.
§ 5. Свойство инварианта поверхности V:i класса С f| N
1. Поверхность Vä ранга 2 в lSN, которая допускает одно­
параметрическое семейство нормальных поверхностей, называ­
ется нормальной поверхностью W  В работе [ l j  показано, что
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такая поверхность характеризуется в построенном централь­
ном репере условием
Я213-— £2зЯ312 =  0 . (5.1)
Следовательно, фокусами теперь будут точки (F , для которых
eF = У е 2зЛ312̂ о +  (—-1) е'М ! .
В настоящем параграфе мы будем рассматривать только такие 
нормальные поверхности Уя ранга 2 общего типа, для которых 
прямые, полярные к образующим в касательной 3-плоскости к 
V\, не пересекают абсолют в вещественных точках, т. е. £23=  1. 
Такие нормальные Уя имеют вещественные фокусы. Теперь в 
системе (1.8 ) имеют место
Я3122= 1;Я1оз — 2 )̂Я32з, (5 2 )
Я2133='УА102 ~Ь 2лЯ322,
где
д— Х11з= Я 312, v = q 2-\-£oi, 2g=pi. (5.3)
Следовательно, в выражениях (2.11) компонентов второй фун­
даментальной формы фокальной поверхности еУ произойдут сле­
дующие упрощения
*/зи _  (— \)zy2gvv{eA)-\
е/312 =  у.д'!и(гд ) -1 [ ( _  1) еДЗ̂  _  (g 4 )
* f22 =  ( _  1 ) eV'h (2g) "I (M ) "I {V [ ( -  1 ) «Wo* -  Я*03] [ ( -  1 ) еЯ322+Я32з] +  
+ 2^[(Я322)2+ (Я 32з)2]},
*fp22=v'l> (2g) -1 [ (— 1) «Л Р23+Л р22], 
где
=  2. ^  М  (— 1) “Я'оз -  Я̂ 02] -  Q [Я322+ (-1  ) еЯ32з]}. (5.5)
2 . Рассмотрим поверхность Уя ранга 2 общего типа класса 
С П N с вещественными фокусами (£2з =  1)- Для таких поверх­
ностей IГ;> на распределительных подповерхностях значения па­
раметра распределения р { и р2 связаны соотношением
tan pi — — tan р г ~ —-У£о11,
и, следовательно, полный и средний параметры распределения 
в рассматриваемом случае имеют соответственно значения 
(см. [1]):
& =  tan/?i • tan /72= — £oit\
/г =  tan pi-f tan pz— O.
Поскольку /г • Eoi =  ■—/“ <  0, то из теоремы 1 и из соотношений 
(5.3—6 ) вытекает теорема.
Теорема 5. Гауссовы кривизны фокальных поверхностей lV 
и 2V поверхности 173 ранга 2 общего типа класса C[\N в lSN, 
для которой прямые, полярные к образующим в касательной
3-плоскости к 1;3, не пересекают абсолют, равны неположитель­
ной постоянной (4eoi/г)-1 (/г-)- I ) 2.
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SPETSIAALSETE FOKAA LP INDADEGA P IN DADE V3, M ILL E  ASTAK ON 2, 
MÕNINGATEST KLASSIDEST M IT TEEU KLE ID IL ISES  RU U M IS  >SN
E. Abel
Resümee
Käesolevas artiklis jätkatakse töös [1] alustatud mitteisotroopsete p in ­
dade V3, mille astak on 2, uurimist mitteeukleidilises ruumis 'Sjv. Kui töös 
111 oli põhirõhk asetatud selliste pindade V3 meetrilise teooria küsimustele, 
siis siin saadud tulemused puudutavad vaadeldavate pindade V3 fokaalpindade 
teatavaid omadusi. Lähemalt vaadeldakse pindade V3 mõningaid alamklasse, 
mille fokaalpindade Gaussi kõverused või Gaussi väänded on konstantsed.
SOME CLASSES OF THE SURFACES V3 W ITH RANK 2 




In the present paper the study of non-isotropical surfaces V3 with rank 2 
in non-euclidean space 'SN is continued, the beginning of which is in [1]. 
Especially some classes of the surfaces V3 with rank 2, whose Gaussian 
curvature or Gaussian torsion of the focal surfaces are constant, are considered.
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ДВЕ К ВАЗИЛИНЕЙНЫ Е СИСТЕМЫ ТИПА S'm ) 
ИЗ МЕХАНИКИ С Ш ЕСТИУГОЛЬНОЙ  ТРИТКАНЬЮ 
ХАРАК ТЕРИСТИК(ГЕОМ ЕТРИЧЕСКАЯ ТЕОРИЯ)
X. Кильп
Кафедра алгебры и геометрии
Введение
1. В настоящей работе автор продолжает изучение геомет­
рии квазилинейных систем дифференциальных уравнений с част­
ными производными первого порядка при т  неизвестных функ­
циях, двух независимых переменных и с несовпадающими ха­
рактеристиками. Обозначим такие системы через S^tn-  Общая 
теория таких систем при произвольном т  строилась автором в 
работе [3]. Там же был рассмотрен ряд задач, касающихся 
внутренней геометрии множества интегральных многообразий 
данной системы. Одной из таких задач являлась задача отыска­
ния интегральных многообразий системы S 1m2(i) с шестиугольной 
тритканью некоторых трех характеристик на них. Необходимым 
и достаточным условием для шестиугольности такой триктани 
является равенство нулю кривизны аффинной связности без кру­
чения с абсолютным параллелизмом направлений, которую 
можно присоединить к этой триткани.
В настоящей работе изучим последнюю задачу па примере 
двух конкретных систем, встречающихся в механике. Это есть 
задача плоского стационарного потока несжимаемой идеальной 
жидкости в консервативном силовом поле и задача одномерного 
движения политропного газа в адиабатическом процессе, кото­
рые оба описываются некоторыми квазилинейными системами 
типа »S'ayo). Общая теория систем 5 132(d строилась А. М. В а­
сильевым [2J, а в качестве иллюстрации этой общей теории он 
рассматривал именно названные две системы.
Обозначим систему S l32(i), соответствующую первой задаче, 
через ‘5, и систему, соответствующую второй задаче, через 25.
Целью настоящей работы является изучение вопроса суще­
ствования у систем ‘S и 25 решений с шестиугольной тритканью 
характеристик.
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2. Если обозначить главные формы пространства зависи­
мых и независимых переменных системы 5 132(d через &>', о>2, с<Д 
оу\ со5 и выбрать формы со1, со2 за независимые на интегральных 
многообразиях данной системы, то квазилинейная система типа 
5 1з2(1) эквивалентна системе квадратичных уравнений
о>3Л  '«1 =  0, w4/\ö2= 0 , (у5 Д  (ooiJr<co2) = 0 ,  (1)
причем система 5 ]2: со] =  0, со2 =  0 предполагается вполне ин­
тегрируемой. Следовательно, интегральными многообразиями 
системы будут все те, на которых выполнены уравнения
( 0 3  =  уI « 1, ■(O l  —  [ U O 2, C 0 5 = v { ( j0 1 ~ \ - < j0 2 )  . ( 2 )
Три характеристики определяются на интегральных многообра­
зиях соответственно уравнениями
wi =  0, <у2 =  0, wi+o)2= 0 . (3)
3. Известно [1], что если на двумерном многообразии за­
дана триткань дифференциальными уравнениями
л1 =  0, я 2—  0, я {-\-я2= 0,
где я 1, я2 — главные формы многообразия, то
йя1 =  д) Д  я {-{-аях Д  я 2, с1яг= (р  Д  я 2-\-Ьяу Д  я 2.
Если ввести форму в  =  <р — ал2 + Ья\ то с1я] — & /\я\ с1я2 =  
=  6 /\я2, с16 — Я я 1/\я2. Последние формулы показывают, 
что к данной триткани присоединяется связность без кручения 
с формой связности & и кривизной R. Эта связность будет с 
абсолютным параллелизмом, ибо имеется лишь одна форма связ­
ности (-).
§ 1. Интегральные многообразия системы !S с шестиугольной 
тритканью характеристик
4. Плоский стационарный ноток несжимаемой идеальной 
жидкости в консервативном силовом поле описывается системой
u u x - \ - v iiy + p x = 0, u v x -\-Wy-\-py =  0, u x -\-vy = 0 ,  (4 )
где а\ у — пространственные координаты, и, v — компоненты 
вектора скорости, р -— давление. К системе ‘5 можно инвари­
антно присоединить [2] шесть форм
оо3= — —̂ (—dp-\-i(vdu — и dv)),
V2




от шести переменных х, у, и, и, р и а  (здесь а  — произвольная 
отличная от нуля величина). Система “S эквивалентна системе
(1), в которой формы со1, . . .  , со5 имеют вид (5) и удовлетворяют 
структурным уравнениям
do)5=  — (fx)3—(— со4) Д(уг>, d(ük— (w3+ct)4) Д  o)c\ d<jyi =  (co3-)-cü4) Д  oo5,
doj =  0, dcox =  (о)~\-(о5-\-(оя) Д wi, dco2=  (со-\-а)5-\-со1)/\ со2. (6 )
5. На интегральных многообразиях (2) данной системы 
структурные уравнения (6) будут иметь вид
dojs= v (A  —  р) со1 Д со2, dcoi = v (Ä  —  р)ы1 Д  со2,
d(t)5= v ( ß — Я) СО1 Д  СО2, (7)
d(oi=  {(o-\-vü)2) Д  со1, d(ог=  (со+^со1) Д  со2.
Значит, триткань характеристик (3) определяет на интеграль­
ных многообразиях рассматриваемой системы связность с фор­
мой S  =  со +v(cü1 +  со2) , удовлетворяющей уравнению
Следовательно, требование шестиугольности d& =  0 данной 
триткани равносильно требованию dv -f- reo =  о(со] + со2) , где
о — произвольная функция. Продолжение последнего равенства 
дает do 2<ко =  £(со' +  со2) . С другой стороны, продифферен- 
цируя последнее из уравнений (2) на основе структурных урав­
нений задачи (7), получим
Здесь возможны два случая: 1) v =  0 и 2) Я =  р. Интеграль­
ные многообразия данной системы, на которых v =  0, суще­
ствуют с произволом в две функции одного аргумента, а произ­
вол интегральных многообразий, на которых Я — р, в одну функ­
цию одного аргумента. Первые из них представляют потенциаль­
ное течение, а последние — течение, у которой ортогональные 
траектории — прямые. Покажем это.
Пусть V =  0. Тогда третье из уравнений системы (2) в силу 
(5) дает dp +  udu -f- vdv =  0, что равносильно
d & =  (dv-\-vo)) Д  (ĉ -f-co2) • (8)
d & =  (dv+vco) Д  ('Cü1—I—oü") =  v ( p  — Я)соА Д  со2. 
Значит, требование dB =  0 дает
dv-\-vot) = 0  {со*-{-ю2) = v  (и — Я) = 0 .
px+uux-\-üvx =  0, ру+ и и у-f V Vy =  0.
5 Труды по математике и механике X Y II 65
Подстановка последних соотношений в систему (4) дает нуж­
ный результат
U y = V x, Ux~— Vy-
Пусть: Я =  ft. Выпишем сумму и разность первых двух урав­
нений системы (2) в этом случае:
~ ~  ? d ( — ) = —la(udx+ vdy ),
Uz-\-V2 V v /
-- !— dp =  ila (v  dx — и dy).
иг-\-и2
Поскольку и, V — компоненты вектора скорости, а р — давле­
ние, то уравнением vdx — udy =  0 задаются линии течения, а 
уравнением udx -j- üdy — 0 — ортогональные к течению траек­
тории. Последняя система показывает, что в данном случае дав­
ление по линиям течения постоянно и ортогональные траекто­
рии течения — прямые.
Верно и обратное. Тем самым доказана
Теорема 1.У системы '5 интегральные многообразия с шести­
угольной тритканью характеристик представляют из себя либо 
потенциальное движение, и существуют с произволом в две 
функции одного аргумента, либо течение с постоянным давле­
нием по линиям течения и с постоянным направлением ортого­
нальных 'траекторий, и существуют с произволом в одну функ­
цию одного аргумента.
§ 2. Интегральные многообразия системы 2S с шестиугольной 
тритканью характеристик
6. Одномерное движение политропного газа или жидкости в 
адиабатическом процессе описывается системой
Mf+MMvH— — = 0 ,  pt-\-upx+ypux= 0 ,  gt-\-ugxJr gux= 0 ,  (9)
g
где х - пространственная координата, t — время, и — скорость,
о — плотность, р — давление, у =  const.
К системе 2S можно при у ф  3 инвариантно присоединить 
12] шесть форм
« 3= - ^ г  ( b - ^ f + d  ln (Ре) ), ® 4= - ^ 7  ( -  Ь - j - + d И '- е ) ) -
M5= --- ln(Pßi-v), <o=d\ na, (10)
4 у
€ül — a(dx  —  (u + fy l)d t ,  6o2= a ( d x  —  (u —  ~\ly l)dt,
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где а — произвольная отличная от нуля величина, и введена 
переменная I =  (р/д) 1/2. Эти шесть форм удовлетворяют системе 
квадратичных уравнений (1) и структурным уравнениям
do)3=  ( (1 — у) (ы 3+ « 4) +о)5) Д ( су3 — to4) , don5— О,
doji = { (  1— у) (to3-f-to4) +cu5) Д (to4— to3), dco =  0, (11)
d(j)l= (o  Д to1-}- ( (у + 1) c°ZJr (}’ — 3) oj4 — to5) А  (w1 — о)2) ,
d(o2= o)  A  w2+ ( (у — 3) (л)3+ (?+1) w4 — w5)A (w 2 — со1) .
7. Приступим к отысканию решений данной системы с ше­
стиугольной тритканью характеристик на них. На этот раз ре­
зультат выясняется лишь на пятом продолжении.
На интегральных многообразиях (2) рассматриваемой систе­
мы структурные уравнения (11) задачи примут вид
doji =  o) A  — Twl A  w2, dco2=o) A  toM-Sw1 А
do)3=  — [2(1 — ^)A/z-f-x>(A-f/г)]to1 А




Т={у-\-\)к-\-{у — 3)fz — 2v, S = { y  — 3)X-\-(y+\)ji— 2v. (13)
Из уравнений (12) видно, что триткань характеристик (3) опре­
деляет в данном случае на интегральных многообразиях (2) си­
стемы связность с формой
&— to-)- Тсо2-\- S to1.
Отсюда
d e — (dT-\-Tw) А  ы2-\- (dS-\-Soj) А « 1.
Продолжим два первых уравнения из (12):
dT+Tol) =  TiGjl+T2Q)2, dS+S(o =  Siü)i+S2(o2 (14)
и запишем форму de  в продолженных переменных: d6  — 
=  (Т! — Т2)(ох /\ ы2. Значит, интегральные многообразия с ше­
стиугольной тритканью характеристик выделяются среди осталь­
ных условием
Tl =  S2. (15)
Чтобы исследовать (15), запишем его, во-первых, в первона­
чальных переменных задачи Я, /г, v. Продолжение системы (2) 
в данном случае дает
dX -j-Лсо =  К to2-)-/4 to1,
d/n-{-/i(jü =  Lü)l-\-B(o2, (16)
dv -\-v(o =  M  (со1 — to2) -|- С (to1 -f-<û ) j
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К —  —vl2(y+ l) — (3 у — 5)Я|а;4-ЗЯ^+^>
L = — fi2(y-\-1) — (Зу — 5)Zfi-j-3vliu-\-vÄ, (17)
М =  — 2v (fi — Я ).
Если продифференцировать выражения (13) величин Т и 5 с 
учетом уравнений (16), получим выражения для Тj и S2 через 
Я, jn, V, а условие (15) примет вид:
(у+1) [А -  В+ (у -  3) ( I 2 -  tP) +2v (ß -  X) ] =  0.
В случае у +  1 =  0 оно выполняется тождественно. Но для ре­
альных газов 1 <С у <С 5/3 и у +  1 не обращается в нуль. Тогда 
условие шестиугольности триткани характеристик на интеграль­
ных многообразиях равносильно
A -j- (у — 3)A2-j-v( fi — Я) =В-\- (у — 3) fi2+v (Я — fi). (18)
Для дальнейшего исследования введем обозначение
Н=А-\-(у — 3)A2Jirv(fi — Я) =  В-\- (у — 3)ju2-{-v(Ä — ju), (19)
которое позволяет в первом продолжении (16) исследуемой си­
стемы заменить две величины А, В на одну Я:
с1Л-\-Л(о — (Я  — Р) oj1-sr K(jü2‘,
dfi-\-ficü=Lcol~{-(Н  — Q )oj2, (20)
dv-\-vco = M  (о)1 —- со2) -f-С (col+to2) .
Здесь P и Q выражаются через первоначальные переменные
Р — (у — 3)ÄZJt-v(ß — Я), Q =  (у —  3)/г2+г(Я — fi), (21)
также как и К, L, М в предыдущем.
Изучим произвол в существовании интегральных многообра­
зий, выделяемых условием (18). Для этого находим последую­
щее продолжение системы (2), (18) в данном случае, т. е. про­
должим соотношения (20). Будем иметь
dH  ~f-2 H cü =
=  {[—4 (у — 2)Я — 3(y-\-\)fi-\-6v] Я -f-2 (Я-j-fi) С-f- (3}’ — 5)Я2г —
— 4г а(,«4-Я) +  (у — 3) (Зу —  1 )Я/г24- (у-\-1) r.a2+ 2 { у + 1) l a v ) <у‘4-
-J- {[—4 (у — 2) и — 3 (у-f-1) Я4-6р] H ~\-2 (Я+/0 ^ 4~ (3y — 5) —-
— 4v‘z(Ä-\-fi) 4- (y — 3) (3у — 1) м.Я24~ (y-\-l)vA27{-2 (у-\-\)Л^}о)2,
(22) i
dC+2C(o =  4C (Я — и) (w1 — ü>2) +Со(^4-о>2) , (22)2 
где С0 — новая, появляющая при продолжении величина. По-
где
68
следующее продолжение уравнения (22) j приводит к конечному 
соотношению
(Я — fi) [— С -f-6v2(Я+/*) —
— (у — 3 )v ß 2-±-ÄjU-hjU2) — (y+l)Xßv] = 0 , (23)
и уравнения (22) 2 к соотношению
dCo-\-3Coco =  Соо (ft)1-)-(У2) 6Со (Я — ̂ ) (Ct)1 — со2) .
Здесь возможны два случая: во-первых, Я — fi =  0, во-вторых,
— С(Я+/^) |+6^2(Я,+/г) — (^ — 3)v (Я2+ ^2)— 2 (у — l)Ajuv =  0. (24)
Первым случаем займемся позже, а сейчас изучим второй. Для 
исследования совместности продолжим его, получим
Hv (Я — fi) +ЗС (д2 — Я2) +16 (Я2 — fi2) v2+
+4 Jifiv(fi — Я )+ 3(^ — 3 )v(fi3— Я3) = 0 .  (25) 1
Кроме того, получим выражение для С0 через Я, tu, v :
- С 0{Х+ц) +С[ Юг;(Я+а)Ч-2 (Я2+ ft2) + [у -  3) 2fi] +
4- Н [С -  6^+ 2  (у -  2) (Я -Ы  ] -  2 (5у -  9) (Я2+ ^ 2)*2+
+  12(Я+^)г3+2г;(у — 1) (у — 3) (Я3;+/г3) —
—2(13^— 19)Я//г>2-|-2(472— \3y-\-l1)Я/г^(Я-Ь/г) = 0 . (25)г
Подставим в (25)! соотношение (24), получим окончательно
v(Ä — ft) [Н — 2v (Л-j-ju) -f- (Зу— 1)Я/г] = 0 . (26)
Здесь возможны три случая, во-первых, уже полученный Я — f i~  
=  0, во-вторых, V =  0 и, в-третьих,
H =  2v{XJi~lfi) — (3^— 1)Я/г. (27)
Дифференцирование соотношения (27) дает тождество 0 =  0. 
Надо еще проверить, не дает ли продолжение выражения (25) 2 
добавочных условий. Для этого подставим выражение (27) для 
И в (25)2 (по последующим п. 8 и 9 станет ясно, что это не ли­
шает нас общности), получим
— Co(l+fi)+C[8v{Ä+.fi)+2(X2+ fi2)+ 4{y —  1 )Я//]—
— (52^ — 60)Äfiv2-\-24(k-{-fi)v3-\-2(у — 1) (у — 3) (Я34-fi3)v —
— (14^ — 26) (Я2+ ,а 2) v2+ 2 (7у2 — 20у-\-13)Xfiv(Л-f-fi) = 0 .  (28)
Продолжение соотношения (28) дает выражение для Coo и соот­
ношение, которое есть само (28), умноженное на Я — fi. Значит, 
мы пришли к замкнутой системе условий, определяющей интег­
ральные многообразия с шестиугольной тритканью характери­
стик.
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8. Рассмотрим теперь случаи Я — и — 0 и v =  0. Пусть, во- 
первых, Я =  =  х. Тогда
А =  В =  Н — (у — 3) х2.
При этом 5 — Т =  0, т. е. уравнение -f- ы2 — 0 вполне ин­
тегрируемо. Первое продолжение (20) системы (2) получит вид
d l Jr lc ü =  [Я — (у — 3)я2]ю1+4я[ (1 — y)x-\-v]co2, 
dpt-\-fi(o=4х[ (1 — у)х — v]o)l-\- [Я — (у — 3) х2] со2, 
dv-j-v£o =  C (col-i-(o2) , 
откуда
Н =  4(1 — у)х2-\~4xv~\~ (у — 3) x2=4xv  — (Зу— 1) х2, (29)
dx-\-xw— 4х[( 1 — у) x\v \ (o^+w2) . (30)
Продолжение уравнения (30) дает тождество 0 =  0, результат 
дифференцирования соотношения (29) есть
dH -\-2Н(о — 4х[С — (у — l)x-\-v] (аЯ-|-со2) .
Дифференцирование последнего дает, в силу полной интегри­
руемости уравнения oj] -j- а)2 =  0, тождество 0 =  0. Значит, слу­
чай Я — ,// =  0 совместный, и в этом случае интегральные много­
образия изучаемой системы с шестиугольной тритканью харак­
теристик, выделяемые условием 1Я =  ц, существуют с произво­
лом в две функции одного аргумента.
Рассмотрим случай v =  0. Тогда первое продолжение (20) 
имеет вид
dX-\-X(o=Kü)2— (у — 3 )№(oi-j-H(Dl, 
dfi-̂ -pMo — Lü)* — (у — 3) [i2co2Jt~H(o2,
где
К = —Я2 (у -\~ 1) — (Зу — 5 )Л/и, L — —/л2(у-Н)— (Зу — 5 )Я/г.
Продолжение соотношений (31) приводит к уравнению
dH+2H(o + {[3и (у+ 1) +4А(у — 2) ]Я — (Зу2 — 1 Оу+З) 1ц2№ +
+  {[ЗЯ(у+1)+4/г(у — 2) ]Я — (Зу2— Юу+З) Я2/г}<у2= 0 .
Дифференцирование последнего добавочных условий не дает. 
Значит, интегральные многообразия изучаемой системы (2) с 
шестиугольной тритканью характеристик, выделяемые условием
V =  0, существуют с произволом в шесть постоянных.
9. Выделим теперь всевозможные случаи изучаемых систем 
(2) с шестиугольной тритканью характеристик. На первом про­
должении налагалось условие (18), затем мы ввели величину Я  
по (19), так что второе продолжение записывалось после этого
системой (22) ь (22) 2, после чего в результате продолжения (22) i 
получилось конечное соотношение (23), которое дало два слу­
чая: 1) Я — fi =  0 и 2) случай (24). Далее продолжалось усло­
вие (24), в результате чего мы получили выражение (25) 2 для 
Со и условие (26). В (26) возможны три случая (они получились 
при выполнении условия (24)):
1) V =  0, тогда и С =  О, С0 =  0;
2) 1Я =  fi =  к. Но тогда (см. п. 8) Н — — (Зу — 1)х2 4ст, 
из (24) получим х [— С +  6г>2 — 2 (у —'2)vx] =  0, а из (28) 
х \— Со + 72г>3 — 44xv2(у — 2) + 4x2v(3у2 — 10^ -)- 8) = 0 .  Отсюда
а) х =  0, Н =  0, а С и С0 — произвольные,
б) хф О , C =  6v2 — 2 (у — 2)vx, C0= 72v3 — 44xvz(y — 2)-f- 
[-\-4x2v (Зу2 — 10y+8) = 0 ;
3) H=2v(X-\-fi) -j- (Зу— 1)Я/г.
Значит, имеем три существенно различных случая, из которых 
два пересекаются, и имеется одно вырождение:
I) X — /г =  0; тогда X = j i  =  x и Н =  — (Зу— l)x 2-i~4xv;
II) v = 0 ; I
I II )  — C(X-j-lfi) +6v2(Ä~hju) — (у—3) (A24-fi2) — 2 (у— l)X/uv =  0,
Н — 2v(X-\-fi) — (Зу— 1)Я^
(здесь произвол тоже в шесть постоянных). Кроме того, мы по­
лучили еще
IV) X =  (i =  7<, Н =  — (Зу— \)x2-\-4xv, С =  6v2 — 2 (у — 2)vx, 
C0= 72v3 — 44 xv2(y — 2) (Зу2 —  lOy+8),
который есть пересечение I и I II  случая;
V) Я =  fi =  х =  0, Н =  0, который есть вырождение I слу­
чая.
10. Постараемся теперь выяснить физический смысл этих 
трех существенных случаев. Для этого подставим в систему (2) 
выражения (10) встречающих там форм и выразим оттуда диф­
ференциалы скорости и, давления р и плотности д:
du =  4^y(X  — fi)l(dx  — и dt) — 4у (Я+,//) I2 dt,
dp =  4у (l-\-fi) р (dx — и dt) +4у (fi — Я) Уypl dt, (32)
dg =  4 д (2 v-\-X-\- fi) (dx ■— и dt) “j-4 (fi — Я) lj у lg dt.
Здесь положено w =  0, тогда а — 1. Это означает некоторое 
преобразование и на существо дела наших рассуждений не 
влияет. Из (32) получим, что
Ux =  4fy(X  — fl)l, px=Ay(X-\-lfl)p, gx =  4g(2v-\-X-\-fl) (33)
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Последняя есть система 2S. Из (33) получим, что
(35)
8 д 8 ур
Рассмотрим случай I, когда Я =  fi =  к. Тогда из (35) сле­
дует, что и.х =  0, а из (32), что du —-— 8yxPdi. Значит, ско­
рость движения и зависит лишь от времени /, т. е.
Рассмотрим теперь случай III. Подставим имеющиеся тогда 
выражения для Я  и С и форм со], со2 в первое продолжение (20) 
изучаемой системы (2):
dÄ =  [2(1 — у)Л2 — 6 (у — \ )AfiJr 6v?iJr 2vii] (dx — и dt) —
— 4Я (Я — /л) Уу1 dt,
d f i= [ 2(1 — у) fi2 — 6 (у — \) Xfi-\-bv fiJr2vX'\ (dx — и dt) —
— 4/л (Я — ß ) Уу1 dt,
d v=4v  (ft — Я) iy l dt-\- 2 (Я+д)_1 [6 v2(X-\-fi) ■— (y — 3 )v(XZJ\-fi2) —
— 2 (y— 1)Я/гг>] (dx — и dt).
Здесь, опять со =  0 и а =  1. Отсюда 
ЯЛ- =  2(1 -— у) Я2 — 6 ( у — \) Xfi~\-6vX-}-2vifi, 
fix= 2(1 — у) fi2 — б (у — l)Äfi-j-6v/i-j-2vÄ,
vx =  2 (Л-j-.fi) _1 [Qv2 (Я-f fi) — (у — 3) v (Я2-}-/г2) — 2 (у — 1) Xfiv ].
Тогда из (33) находим
ихх =  0, Рхх—  1/2 (у — 1) Ux2JtPxQxQ-\
ехх=512ох*е-'+ (у+ 2)бхРх(2ур)~*+ (у -  \)Рх2д(W )  1-f 
+  их2дхо (2рх)-i-f (у — 2) и 2д2(2уру К
Остальные вторые частные производные находятся из самой си­
стемы (34), например,
u =  b ( t) . (37)
ихI'— — (у4~1) (их)2/2. (38)
Теперь из (37) и (38) скорость и находится:
Здесь tQ, Hq, Н х — произвольные постоянные интегрирования. 
Задача свелось к нахождению плотности поскольку в уравне­
ниях (34), (37) все (а также невыписанные вторые частные про­
изводные) выражается через о и ее производные. Подробнее об 
этом будет сказано в п. 11.
Рассмотрим случай II, когда v =  0. Тогда третье уравнение
о)5 =  0 рассматриваемой системы (2) дает
где 5 — энтропия. Значит, имеем дело со случаем постоянной 
энтропии или, так называемым, изэнтропическим случаем [4]. 
Далее,
их =  41]'у(Л — /л), px =  4yp(l-\-Li), gpx —  ypgx =  Q.
d h =  [2Я2( 1 — у) — (Зу — 5)Ла-\--Н] (dx — и dt) —
— [4Я2+ (Зу — 5)Ли-\-Н]Уу1 dt,
dpL— [2,м2(1 — у) — (Зу — 5)Я/г+#] (dx — udt)-\-
,+ [ 4 ( 3 у —~ 5) Я/i 4-Н]Уу1 dt, 
d H =  [ (5 — 7у) Н 4- (З^2 — 10^-}-3)Я/г] (Л-\~рь) (dx — и dt) —
— [(? — 11) Н-\- (Зу2-— — Л)dt.
Имеем
Теперь
ЯХ =  2Я2(1 — у) — (Зу — 5 )Ли-\-Н, 
ux= 2 iu2‘( 1 — у) — (Зу — 5)Я//+Я,






^ = ^ T - + 4 ^ 5 ( 3 - r ) ^ + 5 ( r - 3 ) T^ F4
, / о\ Û QX / о\ Ux2@ Рх I о и  \
+ ty - 3)- ^ , r - { r- 3)- W ^ + 2H4 -
Сюда надо подставить выражения (40) и (41) для Н и Нх. Зна­
чит, в этом случае задача приводит к системе обыкновенных 
уравнений третьего порядка.
11. Значит, во всех трех случаях I, II, III систем с шести­
угольной тритканью характеристик имеем ихх =  0, т. е.
u— a(t)x-\-b(t), (42)
где а, b —  некоторые функции от времени t. В случае I функ­
ция а (0  =  0, а в случае III удалось найти конкретный вид функ­
ций а и Ь. Поэтому рассмотрим задачу в общем виде при ихх =  
=  0, т. е. когда в системе (34) функция и имеет вид (42). Тогда
их =  а, ut — a\x-\-b\ (43)
Подставим соотношения (42) и (43) в данную систему (34), по­
лучим
рх =  — д(сСх+Ь'-\-а(ах+Ь) ),
p t =o(ax-\r b) (а 'x-\-b'-\-a\ax-\~b) — ура, (44)
Qt -)- (ax-\-b),ох~\~да =  0.
Теперь все выражено через д, для нахождения которого имеем 
третье уравнение в системе (44), и условие совместности первых 
двух:
д[а"х-\-Ь"ф (ахфЬ) (2а'-{- а2+ уа2) -f- (а 'x-\-b') (у+ 1 )а]= 0 .
Пусть д ф  0. Тогда, в силу независимости аргументов х и t, по­
лучим
а" + (у-\-3) а а 'ф  (у-}-1)а3 =  0,
(45)
b "+ 2a'b+  (у-\-1) Ь 'аф  (;>+1) а2Ь =  0. v 7
Значит, в задаче, определенной системой (34), где и имеет вид 
(42), функции а и b должны удовлетворять системе (45). Си­
стема (45) есть система двух обыкновенных дифференциальных 
уравнений второго порядка, решение которой определяется, в 
общем случае, с произволом четырех постоянных. Тогда из 
третьего уравнения системы (44) уже о определяется с функ­
циональным произволом.
Постараемся проинтегрировать систему (45). Сперва из пер­
вого уравнения следует определить a(t), а затем из второго Ь (t).
74
Система (45) в общем случае не интегрируется в элементарных 
функциях, а приводит к эллиптическому интегралу. Решение 
можно искать в следующем виде: сделаем сначала подстановку 
а' =  q, а затем положим q =  Са2, где С — постоянная, принад­
лежащая определению. Для определения С получим квадратич­
ное уравнение 2С2 -(- (3 -|- у) С -f- 1 — у =  0, которое имеет два 
решения
C i= — 0,5(Н-1), С2= - 1. (46)
Тогда из q = ~ ^ ~ — Ca2 получим соответственно
а = -ГХТГ77 П  ■ 2> а =Т -Ц --  (47>\У ~Ь 1) (* — *о)  ̂— /о
Величина & будет иметь соответственно вид
1) Ь = - ^ - + Н 2, 2) b = - ^ — + H 0(t-U)<-y. (48)
Г — Го Г — Го
Оба эти решения зависят лишь от трех произвольных постоян­
ных, т. е. являются некоторыми частными решениями системы 
(45). Но первый из них нас вполне устраивает, поскольку оно 
совпадает с полученным в случае III, т. е. дает общее решение 
для случая III. Тем самым, частное решение системы (45) ис­
черпано.
В случае I система (45) вырождается в условие &” =  0, т. е. 
тогда b — C\t -\- С2, где Сь С2 — произвольные постоянные.
Для случая II можно теперь использовать второе частное 
решение (47), (48) системы (45), но оно не дает общего реше­
ния задачи в этом случае.
Находим теперь Для этого надо решить третье уравнение 
системы (44) (или, что то же, системы (34)), куда подставлено 
соответствующее выражение для и. В случае III
ig = t -2 l(V + l)0 (X ll2t -U (V + l) )> ( 49)
где Ф — произвольная функция своего аргумента. Из второго 
уравнения системы (34) находим
р  =  t~ 2Y/(Y+lty ( *i/2£-i/(V+l)) J
где у; — произвольная функция своего аргумента. Для этих про­
извольных функций Ф и тр из первого уравнения системы (44) 
и уравнения для ,дхх из (37) (остальные уравнения выполнены 
тождественно) получим дифференциальные уравнения
4 (у — 1)у '  —  - I L --- -L X3i2t-3i(y+i)0
(тН-1)2
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y + l  „ 5 (Ф ')2 8(y — 2) Ф 2
---i-ü-— д: Щ Н 'Г 'Щ / Л -ф " — ------- --- j-- ±1---- ------ /-2/(v+i)^_l
7 — 1 ^  2 Ф у (y-hl)a тр ^
(у — l ) 3 Ф 
J_ g-Ai----L--- *з*-б/сж)_
^ ( y + l ) 4 V>a 
( r— 1) ( v+2) Ф'Ф
_  2 --LiC-!— L x3/2̂-3/(V+i)
? ( ? + ! ) 2 f
откуда Ф и -ф определяются с произволом трех постоянных. П о­
лученное таким образом решение и, р , о зависит от шести про­
извольных постоянных, т. е. мы получим общее решение задачи.
В случае I переменные р и о будут выражаться в виде про­
извольных функций от аргумента х — 0,5СУ2 — C2t + С3, кото­
рые вместе см  — C\t-\~C2 дают общее решение задачи в этом 
случае.
Обратимся теперь к случаю II. Указанное выше частное ре­
шение позволяет найти о:
о-
/ Х 1 Н 9 \
Ы  т + т + т ^ г Н -
Здесь х — произвольная функция своего аргумента. Условие 
изэнтропии можно переписать в виде р =  Соу, где С — посто­
янная, откуда рх =  Суду~\дх. В силу последнего, первое уравне­
ние системы (44) дает
Сух'=Н2(у — 2)х2~ч,
откуда
XV_1 Но (у — 2) / х 1 Я 2
у~f-1 Су \ t t у
где И — постоянная. В силу условия изэнтропии
, _  rt-v [  Н2(У— * )  ( Г ~ 2) ( х г 1 , Н2Р= а - у ---У--- ------- Ц  — J— -}----V /1  v
1 I- О ’ \ t ^  t ^  V — 1
)+я]
iv/(v—1)
Полученное решение зависит лишь от пяти постоянных.
12. Для безвихревого движения идеальной упругой жидко­
сти (не обязательно одномерного), если задано соотношение 
между р и д, можно ввести некоторую функцию F такую, что 
и — grad/7, которую называют потенциалом (см. [4], § 7, п. 1). 
Для одномерного движения F =  F(x,t) и и — Fx. Если потен­
циал F(x,t) известен, то течение полностью определено.
Обратно, произвольная функция F(x,t) вместе с соотноше­
нием между р и о, уравнением Fх =  и и уравнением Ньютона 
определяет распределение величин р , д и и, которое, вообще 
говоря, не удовлетворяет уравнению неразрывности. Требование 
последнего приводит к основному уравнению для потенциала
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течения сжимаемой жидкости. Это есть нелинейное уравнение 
второго порядка в частных производных, для которого известно 
мало примеров решения его в элементарных функциях (см. [4], 
§ 7, п. 2).
Если при неустановившемся параллельном течении с поли- 
тропическим отношением между р и о положить F =  0,5ах2 -f- 
-f-bx-\-c, т. е. и =  а х b, где а, Ь, с зависят только от t, то 
основное уравнение для потенциала приводит к системе трех 
обыкновенных дифференциальных уравнений второго порядка 
для определения функций а, b, с, из которых первые два, по ко­
торым определяются функции а , b, совпадают с нашей системой 
(45) (см. [4], § 7, п. 4). При этом, первое решение, т. е. наш 
случай III, этой системы в частном случае описывает центриро­
ванные простые волны (см. [5], § 13, п. 2).
Одномерное изэнтропическое течение идеальной жидкости 
всегда является потенциальным безвихревым движением (см. 
[4], § 12, п. 2). У нас, при этом, потенциал имеет специальный 
вид F — 0,5а*2 -j- Ьх -f с.
Резюмируем полученное в виде следующего утверждения:
Теорема 2. У системы 2S, эквивалентной системе (2), интег­
ральные многообразия с шестиугольной тритканью характерис­
тик бывают в случаях:
1) при Я =  р и существуют с произволом в две функции 
одного аргумента;
2) при V =  0 и существуют с произволом в шесть постоян­
ных;
3) при — С(Л + р) + 6 v2( l  + {i) — (у — 3) (Я2 + pi2) —
— 2 (у — 1) Ар г =  0 и Н =  2v у) — (Зу— 1)Я^, 
и существуют с произволом в шесть постоянных, которые все 
характеризуются условием и =  a(t)x  -f b(t).
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KAKS KU U SN URKSE KARAKTERISTIKUTE KOLMKANGAGA  
KVAASI LINEAARSET S ‘m2(1) TÜÜPI SÜSTEEMI M EHHAANIKAST  
(G EO M EET R IL IN E  TEOORIA)
H. Kilp
Resümee
Töös uuritakse kaht kahe sõltumatu muutuja, kolme otsitava funktsiooni 
ja erinevate karakteristikutega I järku kvaasilineaarset osatuletistega dife­
rentsiaalvõrrandite süsteemi, mis esinevad hüdro- ja aerodünaamikas. E ralda­
takse välja selliste süsteemide alamklassid, millel karakteristikute kolmkangas 
on kuusnurkne ning tõlgendatakse viimaseid füüsikaliselt.
TWO QU A S IL IN EA R  SYSTEMS OF THE TYPE S ^ O )  W ITH  
HEXAGONAL THREE FIELDS
H. Kilp
S u m m a r  у
In the paper two systems of first order partial differential equations with
two independent variables, three unknown functions and different characteristics, 
are investigated. Such systems occur in hydro- and aerodynamics. Subclasses 
of systems of that kind, the three fields of the characteristics of which are 
hexagonal, are singled out and interpreted physically.
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Кружок С Н О  при кафедре математического анализа 
§ 1. Введение
Пусть X — локально бикомпактное пространство А — 
комплексная коммутативная банахова алгебра с единицей еА 
и С*(Х, А) — множество всех ограниченных непрерывных 
Л-значных функций, определенных на X. Если алгебраические 
операции над функциями определить поточечно и норму функции 
/ е С * ( Х ,  Л) через sup-нормы, то С*(Х ,Л) образует банахову 
алгебру2. Говорят, что функция / е  С *(Х ,А ) стремится к нулю 
на бесконечности, если для е >  0 существует бикомпактное 
подмножество ХЕ cz X такое, что
l l f ( * ) IL < e  0 )
для всех х е  Х\Хе.
Пусть С0(Х ,А ) — множество всех Л-значных функций, не­
прерывных на X и стремящихся к нулю на бесконечности. Тогда 
С0(Х, А) является замкнутой подалгеброй без единицы алгебры 
С*(Х ,А ). Действительно, С0(Х ,А ) образует подалгебру в 
С (Х ,А ). Пусть теперь3 f е  cl(Co(X, А ) ). Тогда для любого 
е >  0 существует такая функция g  е  С0(Х ,А ), что
\\g —  Л 1 с * ( ^ ,а ) < —
1 Здесь и в дальнейшем будем рассматривать только такие топологи­
ческие пространства, которые являются хаусдорфовыми.
2 Здесь и в дальнейшем вместо комплексной коммутативной банаховой 
алгебры с единицей будем коротко говорить банахова алгебра или алгебра.
3 Через cl(C0(X, А)) обозначается замыкание множества С0(Х, А) отно­
сительно топологии пространства С*(Х, А).
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и такое бикомпактное подмножество Хе а  X, что
l lg ( * ) IU < ~
для всех х Ш Хе. Поэтому, учитывая неравенство 
IIf(x) IU ^ IIg (* ) lU'+llg — f\\c*(x,A),
убеждаемся в том, что f е  С0(Х ,А ) .
Пусть 9Л(А) — пространство всех максимальных идеалов 
алгебры А. Число, соответствующее элементу а е ^  при гомо­
морфном отображении алгебры А в поле С комплексных чисел, 
определяемом максимальным идеалом М еЭДЦЛ), обозначим 
через аЛ (М ). Таким образом, для каждого я е . 4  при измене­
нии М  в W (Л), получаем функцию а*, непрерывную на 'Щ Л ). 
Кроме того, Л л= { а А :йеЛ} образует подалгебру4 в 
С(Ш (А ), С).
В настоящей статье в § 2 доказывается, что алгебры Со(Х, А) 
и Со(Х X  (А ) , С) топологически изоморфны, если А является 
нолупростой банаховой алгеброй с Л * =  С (Ж (Л ), С ) . На основе
этого, описываются все замкнутые, а также все максимальные 
регулярные идеалы алгебры С0(АЛ, Л) и показывается, что про­
странства Ш?(С0(Х, Л )) и Х Х 9 Л (Л ) гомеоморфиы. В § 3 обоб­
щается теорема Стоуна— Вейерштрасса па алгебру С0(Х ,А ).
В § 4 рассматриваются свойства отображения Fŵ  между 
алгебрами С0(Х ,А ) и C0{Y, В ), определенное отображениями 
(р : Л В и \р : Y X. Показывается, что алгебры С0(Х, Л) и 
С0(К, В) топологически (изометрически) изоморфны, если про­
странства /Y и Y гомеоморфны, а банаховы алгебры топологиче­
ски изоморфны (соответственно изометрически изоморфны).
Аналогичные свойства относительно алгебры С*(Х ,А ) рас­
смотрены в статьях [1—4].
§ 2. Отображения между алгебрами С0(АГ, Л) 
и С0( Х Х Щ Л ) , С )
Пусть f е  С0(Х, А) и для всех х е  X и М  е  Ш^(Л)
Ff(xtM ) = f ( x V ( M ) .  (2)
Так как
JF/(x,Af) — F / ^ A f o ) «
Ilf 00 -  / (*>) IU + if  (xo) ' ( M ) - { (*„)'  (M„)i,
4 Здесь и в дальнейшем, если X —  бикомпактное пространство, то 
вместо С*(Х, А) будем писать С(Х ,А ).
80
то функция Ff непрерывна на X X  ^  {А) • Кроме того,
\Ff (x,M)\̂ \\f(x)\\A
для всех х е  X независимо от М<=9Я(Л). Поэтому Ff <ее 
ge С0(Х Х 9 Л (Л ),С ).
Пусть F : f- *F f  для каждой функции | е  С0(1 ,Л ). Тогда F 
гомоморфно отображает С0(Х ,А ) в С0(Х X  9Л(Л), С ) , причем 
ядро
kerF =  C0(A', Rad Л),
где Rad Л — радикал алгебры Л. В случае, когда алгебра Л 
полупроста, отображение F является изоморфизмом (ср. [1], 
стр. 61—62).
Если кроме полупростоты алгебры Л, алгебра ЛА замкнута 
в (С(Ш  (Л ), С ) , то существует такая постоянная К, что
M L < № l c(m(A)pC) (3)
для всех й е Л (см. [6], стр. 103). Тогда
Со(ХХШ (А),С) ’
При этом, если Л является /Г-алгеброй, справедливо равенство
С0(Х ,А ) С0(Л'ХШ<А),С; '
Поэтому, если Л — полупростая алгебра, для которой Л" замк­
нута в С(9}с(Л),С), то F (C0(X, Л )) является замкнутой подал­
геброй в С0(Х X  9Л(Л), С) и F является топологическим изо­
морфизмом.
Пусть теперь Л — полупростая банахова алгебра с А'' —
=  С(9Л(Л),С) и F Е  C0(/Y X  Ж (Л), С). Тогда существует 
/<=С*(Х , А), удовлетворяющая условию (2) для всех х е !  и 
М  ge 93?(Л) (см.5 [1], стр. 63—64). Из F е= С0(Х X  Щ А ) , С) сле­
дует, что для каждого е >  0 существует бикомпактное подмно­
жество 5есгЛгХ9Л(Л) такое, что
\F(x,M)\<-^ , (4)
для всех (х, М) Ш Se, где К — постоянная, определяемая нор­
мой алгебры Л (в силу того, что Л л =  С(9Л (Л ), С ) ). Пусть
л : X  X  Ж (Л) X —- проекция и ^ 8 =  я:(5р). Так как Se cz 
cz Хе X  9Л (Л), то условие (4) является выполненным и для всех 
(х, М) <= Хе X  9Л (Л). Поэтому
5 В случае, когда А является 5*-алгеброй см. [10], стр. 33.
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\\f(x)\\A ^ K  sup \F(xtM)\=K\F(x,Mx)\<E
Л /е Щ (А )
для всех х Ш Хе. В силу бикомпактности множества ХЁ cz X, 
функция / е С 0(1 ,Л ). Следовательно, алгебры С0(Х, А) и 
С о ( 1 Х ^ И ) , С )  топологически изоморфны.
Итак, нами доказана
Теорема 1. Если X — локально бикомпактное пространство 
и А — полупростая банахова алгебра с /Г  =  С(ЭДс (А), С), т0 
алгебры С0(Х ,А ) и С0(Х X  -Д(Л), С) топологически изоморфны. 
В частности, если А является В*-алгеброй, то алгебры С0(Х, А) 
и С0(Х X  9Л(Л), С) изометрически изоморфны.
Учитывая теперь результаты из книги 6 [7], стр. 483—484, 
получаем
Следствие 1. Пусть X — локально бикомпактное простран­
ство и А — полупростая банахова алгебра с Л Л =  С(ЭД?(Л), С).
Тогда
1) пространства7 ШГ(С0(Х, Л )) и X  X  ЭД (Л) гомеоморфны,
2) каждый замкнутый идеал алгебры С0(Х, А) имеет вид
h : ^ { f ^ C 0(X ,A ) :f (Xy ( M ) = O y  [х,М) е Е },
где Е cz X X  (Л) —- замкнутое подмножество,
3) каждый регулярный максимальный идеал алгебры 
Со(Х, А) имеет вид
М,,м =  {f е= C o (X ,A ):f(x ) '(M )  = О},
где (х, М) е  I  X  -W (Л).
§ 3. Обобщение теоремы Стоуна— Вейерштрасса 
на алгебру C0(/Y,Л)
Для обобщения названной теоремы приведем следующие по­
нятия:
Подалгебра ?( czC (X , Л) называется Л-сопряженной, если 
для каждой функции f ее % существует функция /* ge "X, удов­
летворяющая условию
Г (х ) '(М )= Т (х у (А 1 )  
для всех х <= X и М £Е Wi (Л ).
0 См. также [8]. стр. 123, или [5], стр. 30— 31.
7 Через 9Л (Л ) обозначается пространство регулярных максимальных 
идеалов банаховой алгебры А.
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Кроме того, будем говорить, что подалгебра 21 с  С(Х ,А ) 
разделяет точки пространства X ХШ £(Л), если для каждой пары 
различных точек (хи М\) и (х2, М2) пространства Х Х ^ ( ^ )  
существует функция f е  3f, удовлетворяющая условию
f(x l)^ (M l) 1̂ f (x 2y ( M 2).
В статье [2], стр. 109, доказан следующий результат:
Лемма 1. Пусть X — бикомпактное пространство и А — по- 
лупростая банахова алгебра с Л Л =  С (Щ Л ) , С). Для того, что­
бы А-сопряженная подалгебра ЗГ с= С (Х ,А ) была равномерно 
плотна в С (Х ,А ), необходимо и достаточно, чтобы
а) подалгебра 3f разделяла точки пространства X  X  ^  (Л ),
и




Пусть X — локально бикомпактное пространство и х» — 
точка, не принадлежащая X. Тогда Х ^ =  X [) {Хоо} является би­
компактным пространством, причем открытыми множествами в 
Хоо являются открытые множества пространства X и множества 
в виде {Хсо} I) (X 'К ), где К — бикомпактное подмножество 
в X
Следующая лемма дает описание алгебры Со(Х, А) относи­
тельно алгебры С (Хоо, Л).
Лемма 2. Если X — локально бикомпактное пространство и 
А — банахова алгебра, то 8
Co(X,A) =  {g\X: g <= С(Хоо,А), g (xoo) = 0 A}.
Д о к а з а т е л ь с т в о .  Пусть / е С 0(1,/1), а / — функция, 
удовлетворяющая условию
если ХЕ^ Х ’
I 6 а, если х =  Хоо.
Тогда для каждого е >  0 существует бикомпактное подмно­
жество Хг а  X такое, что
II/(X )| U<£ (6)
для всех х Щ Х г. Пусть Ue(x») =  {Хоо} U (X Хе) . Так как 
Ue(xоо) является окрестностью точки Хоо, в которой выполнено
8 Через f\X обозначается сужение функции f:Xoc-^A  на X, через 6 а 
обозначается нулевой элемент алгебры А.
условие (6), то функция / непрерывна в точке Хео. Значит, 
/  GE С  (*00, Л )  И /  (л'сю) —  (9а .
Пусть теперь g «ее С(Хоо, А) и £(*«>) =  0л- В силу непре­
рывности функции g в точке Хос, для каждого е >  0 существует 
окрестность Us(x.30.) такая, что
llg-(A') | Ц < £
для всех .V ( (Л (л'.х;). Пусть9 Хе — X00\U€(xS0) . Так как 
Хе cz X является бикомпактным пространством и
\\(g\X) (х)\\А< 8
для всех хЩ  ХЬ; то g X ei- Cq(X ,A ). Лемма доказана.
Применяя теперь леммы 1 и 2, докажем следующее обоб­
щение теоремы Стоуна— Вейерштрасса:
Теорема 2. Пусть X — локально бикомпактное пространство 
и А — полупростая банахова алгебра с А" — С{Ш (А), С)..
Если А-самосопряженная замкнутая подалгебра 3f cz С0(Х, А)
1) содержит функцию af для каждого а е  А и f е  ЗГ,
2) разделяет точки пространства * Х 9 Л (Л ) ,
и
3) для каждой точки (х, М) е / Т Х  (А) содержит функ­
цию f, удовлетворяющую условию
/(* )"  (М )ф О ,
то at =  CQ(X, А).
Д о к а з а т е л ь с т в о .  Пусть
9То= {f-{-ga' ga ( x ) ^ a  на X а ^ А } .
По предположениям теоремы, f* е  % для каждой / е  ?[ и а* <= А 
для каждого й е Д  где
(а * )*{М )= а*{М )
на Шс(Л). Поэтому /* + ga* е  2Г0 для каждой / + ga е  5Г0, при­
чем
(7 * + Ы  (*) А (M) =  (f+ g«) (*Г(Л4)
для всех , 1 'е !  и М е 9 Л (Л ) . Значит, 9Г0 является Л-сопряжен- 
ной подалгеброй в С(Хоо, А).
Так как
11/+Ы1Г(дЧ ^ )  ==max(||a|U, \\f+ga j *11 W tA ) ),
9 В случае, когда Ut, (х ̂ ) — Х^, то всегда существует бикомпактное 
пространство ХЕ cz X.
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то подалгебра ЧЛ0 замкнута в С (Хоо, А). Действительно, если 
{/п + Я«Л — фундаментальная последовательность в 5(0, то 
{/„} и {ап} являются фундаментальными последовательностями 
в 51 и в А соответственно. Пусть f0 ^  -£ — предел последова­
тельности {fn} и а0е Л  — предел последовательности {а„}. 
Тогда /о +  g«0 е  -̂о является пределом последовательности
{ / п Н~ ga,«}-
Пусть (хи М\) и (х2, М 2) — две различные точки простран­
ства X Х Ш  (А ), а / е 'Д  — функция, разделяющая эти точки. 
Тогда и / +  geA ^  ^о разделяет эти точки. Аналогично, в силу 
предположений теоремы, в ЗГ0 существует функция, разделяю­
щая точки (Хос,М) и (х, М ), где х Ф  х^ и М е 9 Л (Л ) , а также 
(х0С,М\) и (х ,М 2), где х ф  Хоо, а М х и М2 — различные точки 
пространства 9Л(Л).
Пусть теперь М i и М2 ■— различные точки пространства 
№(Л) и а А<=Лл — функция, разделяющая их. Тогда функция
/ - f g a <=2Г0 разделяет и точки (Xoo,Mi) и (Хоо,М2) независимо 
от / е  21. Следовательно, подалгебра *}Со разделяет точки про­
странства Хоо X  (А ).
Поскольку 6Са(х,А) +  ёсл е  2fo удовлетворяет условию (5), то 
все условия леммы 1 выполнены. Следовательно, ?f0 =  С(Хх>,Л). 
Теперь по лемме 2,
Co(X,A) =  {J+ga\X: f ее 9Г, а =  0 А}.
Поэтому 2 Г = С 0(Х ,А). Теорема доказана.
Из теоремы 2 непосредственно следует
Следствие 2. Пусть X  — локально бикомпактное простран­
ство и А является В*-алгеброй. Если А-сопряженная замкнутая 
подалгебра % czC 0(X, А) обладает свойствами 1), 2) и 3) тео­
ремы 2, то ?f =  С0(Х, А).
§ 4. Отображения между алгебрами С0(Х,А) и С0(У, В)
Пусть А и В — (не обязательно коммутативные) банаховы 
алгебры, у .А - ^ В  — ограниченное непрерывное отображение 
(с ||ф|| ^ 0 ) ,  X — локально бикомпактное пространство и У — 
такое локально бикомпактное пространство, которое является 
гомеоморфным замкнутым подпространством пространства X. 
Этот гомеоморфизм будем обозначать через лр. Тогда ip(Y) замк­
нуто в и для каждой / е  С0(ХУ А) функция <р ° f 0 гр : Y -> В не­
прерывна на Y. Кроме того, для каждого е >■ 0 существует би­
компактное подмножество Хе cz X такое, что
\\f(x)\\A<s(\[(p\\)̂  (7)
для всех х е  Х\Хе. При этом, условие (7) остается выполнен- 
-иым и для х е  ip(Y) \ [ip(Y) П ^в]- Если теперь ij)(Y) f] Хг Ф  0
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при данном £, то через Ye обозначим множество ip-l [jp(Y){] XE]cz 
с  У, а в противном случае — любое бикомпактное подмноже­
ство в Y. Учитывая это,
\\{(p°f°Tp) (у) ||в<1М1 \\f[lp{y)]\\A<£
для всех уШ\Ye. Поскольку Ye бикомпактно, то (р ° f ° ip ^C 0(Y, В ) .
Пусть F ф; tjj: f I— ср d f ° ip для каждой f ^ C 0(X, А). Тогда 
Fy^[Co(X, А) ] cz Cq(Y, В ). Если tp — непрерывный гомоморфизм, 
то отображение F4 ,̂ является гомоморфизмом с ядром
ker F(pA=  {/ е  С0(Х ,А ): f(x) е  ker <р У х  <= гр (У)}.
Кроме того, отображение F((,^ будет инъекцией, если гр является 
инъекцией и ?/; — сюръекцией.
Пусть теперь (р : А В — непрерывный изоморфизм, для ко­
торого образ ф{А) замкнут в В ,
I= { f £ E C 0(X ,A ): f ( x ) = 0 A V x ^ ip (Y ) }
и 4f : Cq(X, А) Ц Ft(̂ [Co{X, А)] — сюръективное отображение, 
определяемое для всех f ее Со(Х,А) равенством
Поскольку
\\F4,^(f) | | с , , (У ,В )^  l l ^ l l  ll/ll Co(X ,A), ( 8 )
то гомоморфизм F4A ограничен. Поэтому (см. [9], стр. 49) 
WWW =  \\F(iA-\\. Учитывая это,
l l ^ ( f  +  / ) l l ^ l l ^ ! ! l l f + / | l c o ( X , A ) / 7  (9)
для всех | е С 0(Х ,Л ).
Пусть теперь
Ai={a<=A\ \\а\\л^М (1 )}
А2=  { ö e /1 : \\a\\A^ M ( f ) } ,
где
М (j) — K\\Fф;ф(/) IIс,,(Y,в)
и К — постоянная, определяемая 10 изоморфизмом (р. Тогда А =  
=  А {[}А2, причем А\ и А2 замкнуты в А. Пусть теперь
10 Так как <р{Л) замкнута в В , то существует такое постоянное К , что 
для всех й ё/1
||а||л</С1195(а)Цв.
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я :А - ^ А 1 — непрерывная сюръекция, определяемая равенством:
а, если a e ^ i ,
и hf =  jt° f для всех f е  С0(Х ,А ) . Так как
I\я{а) lU ^ lla lU
для всех а <= А, то
llhf(x)llA^\if(x)üA
для всех х ^ Х .  Поэтому h f ^ C 0(X, А) при всех / е  С0(Х ,А ). 
В силу того, что f ( x ) ^ A l при каждом x ^  ip(Y), имеем hf е
f  i-j— /  И
Ilf I \ С,.,(Х ,А )/1 ̂  Ц/?т||со(Х,А)^Л4 (f) . (10)
Учитывая теперь неравенства (9) и (10), получаем
K-'Wf+n Си(Х,А)/1 <  ([) 11со(Г,В)̂  I l l ’ll llf +  /||co(X ,A )//.
Следовательно, F4l̂ [C 0(X, А) ] замкнута в C0(Y ,B).
Итак, нами доказана
Теорема 3. Пусть А и В — банаховы (не обязательно ком­
мутативные) алгебры, (р\А^-В — непрерывный изоморфизм, 
X и Y — локально бикомпактные пространства и гр : Y — X — 
гомеоморфизм. Если ср{А) замкнут в В и *p{Y) замкнут в X, то 
/\г,г|)[Со(Х, А ) ] является замкнутой подалгеброй в C0(Y ,B ).
Из теоремы 3 непосредственно следует
Следствие 3. Пусть А — банахова алгебра, X —• локально 
бикомпактное пространство и Y cz X — замкнутое подпростран­
ство. Тогда множество {f\Y : f <= С0(Х, А ) } замкнуто в C0{Y, А).
Следствие 4. Пусть А и В — банаховы алгебры, ср : А —у В — 
сюръективный топологический изоморфизм, X и Y — локально 
бикомпактные пространства и гр : Y -> X — гомеоморфизм. Если 
ip{Y) замкнут в X и каждая функция f <= C0(ip(Y) , Л) имеет про­
должение J  <= Со (X, А ) , то F<frt[C0(X, А) ] =  С0 (У, В).
Д о к а з а т е л ь с т в о .  По теореме 3 алгебра F4,^[C0(X, А)] 
замкнута в С0(У ,£ ) . Пусть g CQ(Y, В ) . Тогда f == J v ^ r 1 id) <= 
G  Со(^(К ),Л ). В силу предположения, существует / е  С0(Х ,А). 
Так как Fl(A/(f) =  g / то F,t^[C 0{X,A)] =  C0(Y ,ß ).
Следствие 5. Если А и В топологически изоморфные бана­
ховы алгебры, а X и Y — гомеоморфные локально бикомпакт­
ные пространства, то алгебры С0(Х ,А) и C0(Y,B) топологически 
изоморфны.
Д о к а з а т е л ь с т в о .  Из предположений следует изоморф- 
ность алгебр С0(Х,А) и C0(Y, В). Учитывая теперь неравенство
(8) получаем требуемое.
Из следствия 5 непосредственно следует 
Следствие 6. Если А и В — изометрически изоморфное бана­
ховы алгебры, а X и Y — гомеоморфные локально бикомпакт­
ные пространства, то алгебры С0(Х,А) и C0{Y,B) изометриче­
ски изоморфны.
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ALGEBRA Со(Х .Л ) M Õ N IN G A ID  OM ADUSI  
M. Abel ja E. Heringson
Resümee
O lgu X lokaalselt bikompaktne ruum, Л —■ kommutatiivne ühikuga Banachi 
algebra ja C0{X,A) —  kõigi ruumil X defineeritud pidevate Л -väärtustega 
lõpmatuses nullile lähenevate funktsioonide Banachi algebra. Vaadeldavas töös 
leitakse tingimused selleks, et algebra Co(X, Л) oleks topoloogiliselt isomorfne 
algebraga C0(X X  Ш (Л ) , С) ning algebraga C0(Y,B) ja üldistatakse Stone- 
Weierstrassi teoreem algebra Co(X, A) juhule teatud Banachi algebra Л 
korral.
Näidatakse, et lokaalselt bikompaktsete ruumide X ja Y homeomorfsusest 
ning Banachi algebrate Л ja В topoloogilisest isomorJsusest järeldub algebrate 
C0(A', Л) ja Со(У', В ) topoloogiline isomorfsus.
PROPERT IES  OF THE ALGEBRA C0(X,A)
M. Abel and E. Heringson
Summary
Let X be a locally bicompact space, A be a commutative Banach algebra 
with unit and C0(Ar, A) be the Banach algebra of all continuous Л-valued 
functions, defined on X which vanish at infinity. Let Ш (Л ) be the space of all 
maximal ideals of algebra A and Л А be the algebra of Gelfand’s representations 
of algebra Л.
In this paper the properties of C0(A, Л) are considered. It is shown in 
§ 2 that C0{X, A) and C0(X >< Ш (Л ) , <£) (where £  is the field of complex 
numbers) are topologically isomorphic if Л is a semisimple algebra a m M A —  
С (Щ (Л ) , (I). The description of all closed and all maximal regular ideals 
of algebra C0(A, Л) are given. In § 3 a generalization of the theorem of 
Stone-Weierstrass for algebra C0(X, A) is proved.
The mappings from C0(A, Л) into C0(Y,B) are considered in § 4. It is 
proved that the algebras C0(X, A) and C0(Y ,B ) are topologically isomorphic 
if locally bicompact spaces X  and Y are homeomorphic and Banach algebras 
A and В are topologically isomorphic.
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БЕЗУСЛОВНЫ Е Ш АУДЕРОВЫ  РА ЗЛОЖ ЕН И Я 
В ЛОКАЛЬНО ВЫПУКЛЫХ ПРОСТРАНСТВАХ
Э. Оя
Кафедра математического анализа 
Введение
Пусть X — локально выпуклое пространство1. Шаудеровым 
разложением пространства X называется такая последователь­
ность (Рп) непрерывных ненулевых проекторов в пространстве 
X, что Р п 0 Р т =  0, если п ф  tn, и любой элемент х е !  пред­
ставим в виде х =  И Р пх, где ряд сходится в топологии про­
странства X. Пусть 21 — система всех конечных множеств нату­
ральных чисел, упорядоченная по включению. Обозначим Uv =  
, где V е  2\ причем U0 = О  для пустого множества 0 ;
если V =  {1, 2, .. . , п}, то положим Ux =  Un и 2 Vn =  I — Un. 
Шаудерово разложение (Р п) пространства X называется без­
условным, если х = \ [т ^^и ^х  при каждом х е 1 ,  т. е. ряд
2 Р пх сходится безусловно к х. Так как (безусловный) шаудеров 
базис представляет собой (безусловное) шаудерово разложе­
ние, где Р пХ — одномерные пространства, то теория (безуслов­
ных) базисов может рассматриваться как часть теории (без­
условных) разложений. Теория шаудеровых разложений в бана­
ховых пространствах стала быстро развиваться начиная с работ 
У. Ракла [15] и Б. Сандерса [16, 17]. (Кстати, в [16] дается 
краткая история понятия шаудерова разложения.) Шаудеровы 
разложения в локально выпуклых пространствах систематиче­
ски изучаются в работе Н. Калтона [10]. Хотя понятие без­
условного шаудерова разложения для пространств Фреше было 
определено еще в [15], оно довольно мало изучено. Зато в ряде 
работ [3, 6, 11, 18] с точки зрения обобщения результатов 
Р. Джеймса [8] изучались безусловные шаудеровы базисы в
1 Рассматриваются отделимые локально выпуклые пространства над 
полем вещественных чисел.
2 Всюду I  — единичное отображение.
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локально выпуклых пространствах. Как видно из этих рабог, 
попытки обобщать утверждения, известные в случае банахова 
пространства, наталкиваются на разнообразные препятствия, но 
дают много нового о линейно-топологической структуре локаль­
но выпуклых пространств.
Отправным пунктом для настоящей статьи являются сле­
дующие две теоремы Джеймса — Дэя (см. [1], гл. IV, §4, тео­
ремы 2 и 3): ограниченная полнота безусловного базиса бана­
хова пространства эквивалентна слабой секвенциальной полноте 
пространства, а также отсутствию в нем подпространств, изо­
морфных пространству с0; натягиваемость безусловного базиса 
банахова пространства эквивалентна отсутствию в нем подпро­
странств, изоморфных пространству 1\. В распространении этих 
теорем на локально выпуклые пространства, по-видимому, наи­
больших успехов достигли JI. Вейль [18] и Ю. Б. Тумаркин [3], 
которые рассматривают .соответственно секвенциально полные 
бочечные и произвольные секвенциально полные локально вы­
пуклые пространства. В § 2 настоящей статьи область справед­
ливости этих теорем существенно расширяется, причем вместо 
безусловных базисов всюду рассматриваются разложения. 
Вследствие теорем, доказанных в § 2, результаты Тумаркина, 
касающиеся теорем Джеймса — Дэя, усиливаются, а Вейля — 
распространяются на более общие пространства, чем бочечные, 
как у Вейля.
Параграф 1, хотя он и носит весьма самостоятельный харак­
тер, является подготовительным для § 2. В локально выпуклом 
пространстве с шаудеровым разложением определяются е-топо- 
логии, которые естественным образом связаны с данным разло­
жением. Вводится понятие безусловно простого разложения, 
основой которого служит именно то свойство безусловных бази­
сов, благодаря которому и удается доказать вышеупомянутые 
теоремы Джеймса— Дэя и их распространения.
§ 1. Определение е-топологий, и их некоторые 
свойства. Безусловно простые шаудеровы разложения
Пусть X  — локально выпуклое пространство с (топологиче­
ским) сопряженным X' и 33(X) — семейство всех ограниченных 
множеств в пространстве X. Пусть Xt, Х0, Хх и Х^ обозначают 
пространство X соответственно с топологией3 t, слабой тополо­
гией о =  о(Х , X ' ) , топологией Макки т =  т(Х, X') и с сильней­
шей локально выпуклой топологией rj на X такой, что 53(JT1) =  
=  ЯЗ(Х) (т. е. Хп — борнологическое пространство, ассоцииро­
ванное с 1 ); а Х 'а и X'(i обозначают сопряженное X' к X в сла­
3 Всюду рассматриваются только локально выпуклые топологии.
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бой и сильной топологиях о(Х ',Х ) и ß (X ',X ) соответственно. 
Нам понадобятся и следующие обозначения: (5 — семейство 
всех равностепенно непрерывных множеств, СS' — семейство всех 
множеств со слабо компактной замкнутой абсолютно выпуклой 
оболочкой в сопряженном пространстве X', 23 =  93(/Гр) и 93а =  
=  93 {Х'а). Отметим, что имеют место включения © cz С cz 93 cz
Для характеризации шаудеровых разложений (Р п) в X вво­
дим следующее условие
{Uvx: V x e X  (I)
Условие (1) выполняется, если (Рп) — безусловное шаудерово 
разложение (тогда множество {Uvx: r e ü }  вполне ограничено). 
С другой стороны, справедливо
Предложение 1.1. Если шаудерово разложение бочечного 
пространства удовлетворяет условию (1), то оно безусловно.
Предложение 1.1 вытекает из следующей леммы, так как (в 
силу теоремы Банаха — Штейнгауза) множество {Uv: y e i }  
равностепенно непрерывно.
Лемма 1.2. Если (Р п) — шаудерово разложение для Ха, где 
X — локально выпуклое пространство, а множество {Uv: v e H }  
равностепенно непрерывно в X, то (Рп) — безусловное шауде­
рово разложение для X.
Д о к а з а т е л ь с т в о .  Положим 4 Y — lm U Р пХ. Тогда Y 
плотно в Ха, значит, и в X. Рассмотрим некоторую точку х <= X. 
Если задана окрестность нуля U и выбрана такая уравновешен­
ная окрестность нуля V в X, что V +  V cz U, то в силу равно­
степенной непрерывности множества {Uy: v е  1 } существует 
окрестность нуля W в X такая, что UX(W) cz V для всех v e l  
Выберем точку у =  U^y g F  такую, что у — x<=V[\W. Тогда 
для всех V-э fi выполняется соотношение
х — Uvx— x — у-\- Uv(y — х) <= V — V  cz U,
т. е. jc= lim  Uvх в исходной топологии пространства X.
Если шаудерово разложение (Рп) локально выпуклого про­
странства X удовлетворяет условию (1), то для каждой тополо­
гии t на /Y, где о ^  t ^  rj, определяемой семейством полунорм 
{ра\ поставим в соответствие s-топологию te как топо­
логию, определяемую семейством полунорм {qa\ a e ? ( } ,  где
qa (x) = s u p  {ра(х), pa {Uvx): v ge 2}, х е е Х. (2)
Если [<=(/Y,)', то /е-пепрерывную полунорму, соответствующую 
по формуле (2) полунорме |[(•) , будем обозначать через qj.
4 Символ lm Y обозначает линейную оболочку множества F e l
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Следующие два предложения дают некоторые свойства е-топо- 
логий.
Предложение 1.3. Пусть X — локально выпуклое простран­
ство с шаудеровым разложением (Р п), удовлетворяющим усло­
вию (1), и t — топология на X, определяемая семейством полу­
норм {ра: йей}, такая, что a ^ t ^ r j .  Тогда
1° Для каждой полунормы qa, a e ? I, выполняются нера­
венства
п п
qa{j£tiU\'(x) ^ 2  sup \tilqa { Z U Vlx), x e l ,  (3)
i= 1 i ^ i ^ n  i=  1
n
sup sup qa (U v ,x )^qa (2 jtiU v ,x )t x ^ X ,  (4)
i ^ i ^ n  i— 1
где Vif)vj =  0  при i ф  j и (/*) — произвольный набор чисел.
2° Для всех а  <= 21 справедливо неравенство ра {х) ^  qa (x), 
х <= X, так что t ^  te.
3° Топология te — слабейшая топология на X, для которой 
множество отображений {I, Uv: пространства X в X t рав­
ностепенно непрерывно.
4° Топология te — слабейшая топология на X, для которой 
множество проекторов {Uv: v e 2 }  равностепенно непрерывно, 
и которая не слабее, чем t.
5° Топология ое — слабейшая 0-топология5 (полярная то­
пология) на X при дуальной паре (X, X ') , для которой множе­
ство проекторов {Ux\ j^ g 2 }  равностепенно непрерывно6.
6° Если топология te согласована с двойственностью (X, X '), 
то (Рп) является безусловным шаудеровым разложением для 
X tB.
7° Если проекторы Р п непрерывны в топологии t, то каждая 
t-сходящаяся te-сеть Коши сходится в топологии te.
8° Если (Рп) — безусловное шаудерово разложение для X t, 
то оно и безусловное шаудерово разложение для Х{Е.
Д о к а з а т е л ь с т в о .  Утверждение 1° получено в доказатель­
стве леммы статьи [2], а 2° прямо вытекает из определения fi- 
топологии. Утверждение 3° следует из [13], стр. 885. Если топо­
логия T ^ t  такая, что {Uv: v g  2} равностепенно непрерывно 
в Хт, то согласно 3° имеем, Т ^  te, что доказывает 4° 
(равностепенная непрерывность {Ux \ v ^  1 } в te видна из (2)). 
Из 4° вытекает 5°, а 6° следует из 1.2 и 4°. Для доказательства
5 Здесь 0  —  некоторое семейство множеств из 23 а, покрывающее X'.
6 Вообще говоря, о <  ое, так как, например, никакое бесконечномерное 
банахово пространство А' не может иметь шаудерова базиса такого, что 
множество проекторов {Uп : п =  1,2, . . .} равностепенно непрерывно в ХП 
(см. [14]).
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7° рассмотрим /е-сеть Коши (л'я), которая сходится к х в топо­
логии t и зафиксируем a g I .  Тогда для заданного е >  0 имеем 
suPve2P a (^ v (^  — ) < е  для Л, (л ^Л (е ) . Следовательно,
Ра (Uу(х\ -— 1М) ) <  £ для Я , / г ^Я( е )  и любого v I .  Учитывая, 
что х =  lim>. Хх, получим из последнего неравенства 
pa (Uv(x — х%)) ^  £ для Л ^ Л (е )  и любого v 2 , а это озна­
чает , что qa (x — *л)~>аО. Чтобы доказать 8°, рассмотрим сеть 
(£/vx)vt_v, к о т о р а я  сходится к х в Xt. Она удовлетворяет усло­
вию Коши в Xte, так как в противном случае существовали бы 
полунорма qa, число е >  0 и последовательность (v(k)) cz I  по­
парно не пересекающихся множеств такие, что qa (Uv(k)x) ^  е 
для всех k. Но тогда
q*(Uv(k)X) =  maxpa (Uxx) = р а ( ^ (/г)А;)
VCTv(ft)
где (к) — некоторое подмножество множества v(k), что про­
тиворечит сходимости (t/vA:)vev в Xt. Остается использовать 7°.
Предложение 1.4. Если X — X t — локально выпуклое про­
странство с шаудеровым разложением (Р п), удовлетворяющим 
условию (1), то условия
1° Топология ts согласована с двойственностью (X, X '),
2° Для любого Е <= <5 множество7 U ^ ^ k V ^ )  е (£
эквивалентны и, в случае безусловного шаудерова разложения 
{Рп), следуют из условия
3° Шаудерово разложение (Рп ) для Х 'а полно8.
Д о к а з а т е л ь с т в о .  Условия 1° и 2° эквивалентны, так как 
поляры множеств U ^ ( - Е )UЕ, где E ^ (S ,  образуют базу
окрестностей нуля в X te. Покажем, что из 3° следует 1°. Р ас­
смотрим / €Е (Xte)' и положим 9 fh — Pk*f■ Поскольку te и t сов­
падают на PhX, то fh ^P k 'X '. Так как (Рп) является шаудеро­
вым разложением для Xte (ввиду 8° из 1.3), то f(x) — Šfk(x) 
при всех х е !  Отсюда вытекает, что последовательность 
удовлетворяет условию Коши в Х 'а и, в силу полноты
(Рп'), сходится в Х'а. Следовательно, f е  X', что и завершает 
доказательство.
Н. Калтон [10] называет шаудерово разложение (Яп) ло­
кально выпуклого пространства X простым, если (Un'f) е ^  при
7 Обозначим через А' топологический сопряженный оператора А.
я Очевидно, что (Р п') —  шаудерово разложение для Х '0. Определение 
полного шаудерова разложения приводится в начале § 2.
9 Обозначим через А* алгебраический сопряженный оператора А.
94
каждом f е  X '. Принимая во внимание это определение, бу­
дем называть шаудерово разложение (Р п) локально выпуклого 
пространства X безусловно простым, если {Uv'f : v е  2 } е !0  при 
каждом f ^ X ' .  Важность этого понятия определяется главным 
образом теоремами следующего параграфа.
Каждое безусловно простое шаудерово разложение удовле­
творяет условию (1). Следующая теорема охарактеризует без­
условно простые шаудеровы разложения среди таких разложе­
ний в терминах е-топологий.
Теорема 1.5. Шаудерово разложение (Р п) локально выпук­
лого пространства X, удовлетворяющее условию (1), является 
безусловно простым тогда и только тогда, когда существует то­
пология t на X, где о ^  t ^  г], такая, что ЩА^е) == 23 (X). Если 
это условие выполнено, то 33(Х<е) = 93 (X) при всех t на X таких, 
что а ^  t ^  rj.
Д о к а з а т е л ь с т в о .  Пусть найдется топология t на X 
такая, что 93(Х*е) =  93(Х). Рассмотрим некоторое Л е 9 3 (Х )  и 
положим ß =  U £Д,(Л). Так как Л е9 3 (Х /е) и множество
отображений {Uv : v ^  2} пространства X te в X t (в силу 3° из 
1.3) равностепенно непрерывно, то В е  93(^) —  93(Х). Значит, 
все ограничены на В, что, ввиду произвольности Л, рав­
носильно безусловной простоте разложения (Рп).
Пусть (Рп) безусловно простое и t — некоторая тополо­
гия на X, удовлетворяющая условию а ^  t ^  г]. Поскольку 
t ^  te, то 93(Х/е) cz f3(Xt) =  93(Х). Рассмотрим Л е 9 3 ( Х )  и 
положим U =  (1)уе2^г(Л) ) ° =  Пуе2( ^ ' ) -1И°)» r^e поляры
берутся в X '. Очевидно, что U — абсолютно выпуклое, о(Х ',Х )-  
замкнутое и, так как (Р п) — безусловно простое, то и погло­
щающее множество. Значит, U — бочка в Х 'а и поэтому 
\Jv̂ U v(A )^^Ö (X 0)=^Q (X t). Но тогда Л е ^ ( Х /Е), следова­
тельно, 93 (X) =  93 (Xfe) .
Следствие 1. Шаудерово разложение, удовлетворяющее ус­
ловию (1), является безусловно простым тогда и только тогда, 
когда rj — це.
Следствие 2. Если шаудерово разложение локально выпук­
лого пространства X является безусловно простым, то тополо­
гии t и Т на X, где о ^  t Т ^  г]е, совпадают на всех t-борно- 
логических подпространствах пространства X.
Д о к а з а т е л ь с т в о  очевидно, так как тождественное ото­
бражение I : X t Xt является ограниченным.
Следствие 3. Шаудерово разложение локально выпуклого 
пространства X, удовлетворяющее условию (1), является без­
условно простым, если существует топология t на X такая, что 
в ^  t ^  г] и te согласуется с двойственностью (X, X ') .
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Отметим, что безусловное шаудерово разложение (Рп) ло­
кально выпуклого пространства X, хотя, вообще говоря, оно мо­
жет быть и не простым (см. пример Н. Калтона [10] о не про­
стом шаудеровом базисе, который, как легко видеть, безуслов­
ный), в силу {Uv'f : у е  2} Е  | е  Г ,  является безусловно 
простым, если 23 =  *УСТ. Но это равенство выполняется в таких 
более употребляемых пространствах, как, например, секвенци­
ально полные (в том числе полурефлексивные) и бочечные про­
странства. Некоторые другие условия, гарантирующие безус­
ловную простоту безусловного шаудерова разложения, дает 
следствие 3 теоремы 1.5 вместе с предложением 1.4. Если же 
шаудерово разложение (Р п) такое, что множество {Uv : v е  2"} 
равностепенно непрерывно (а такие разложения, по лемме 1.2, 
являются безусловными), то оно безусловно простое, как выте­
кает из последующей теоремы. Для ее доказательства (а так­
же в дальнейшем) нам потребуется
Лемма 1.6. Пусть (Р п) — безусловно простое шаудерово 
разложение локально выпуклого пространства X. Если проек­
торы Р п слабо непрерывны в Xt, где а ^  t ^  г}, то множество 
проекторов Uv' : (X i)' (X i)', v е  I ,  равностепенно непрерывно 
в топологии ß ((X i) ', X ) .
Д о к а з а т е л ь с т в о .  Так как безусловно простое шауде­
рово разложение удовлетворяет условию (1), то в X можно вве­
сти топологию te. По 3° из 1.3 множество Uv : Х ( г X (l v е  2, 
равностепенно непрерывно. Тогда множество Uv'\ ((X t)', 
ß ((X t) f, X ) ) ->■ ( (Xt)', ß ((X t) ' ,  x t£)), r  <= 2L равностепенно не­
прерывно. Поскольку W(Xte) =  ЯЗ(Х) в силу теоремы 1.5, то 
ß ((X () ',X le) = ß ( ( X L) ',X ) ,  что доказывает лемму.
Теорема 1.7. Пусть X — локально выпуклое пространство с 
шаудеровым разложением (Р п) и t ■— некоторая топология на X, 
удовлетворяющая условию а ^  t ^  г]. Для равностепенной не­
прерывности множества проекторов {Uy \ v ^ 2 } в X t необхо­
димо, а если 1 5^ г и X, — квазибочечное 10 пространство, или 
же t =  1], то и достаточно, чтобы разложение (Р п) было без­
условно простым.
Д о к а з а т е л ь с т в о .  Н е о б х о д и м о с т ь .  Так как мно­
жество {U y- .v ^ I}  равностепенно непрерывно, то (Рп) удов­
летворяет условию (I) и топология ts совпадает с t согласно 4° 
из 1.3. Следовательно, ±ЦХ1е) =  üö(X), что в силу теоремы 1.5 
равносильно безусловной простоте разложения (Рп).
Д о с т а т о ч н о с т ь .  Пусть t ^  г, т. е. (Xt)' =  X'. Тогда 
проекторы Р и слабо непрерывны в Xf и поэтому из 1.6 вытекает 
равностепенная непрерывность множества U'v : Х'$-*~ X ' р, у е !  
Для произвольного равностепенно непрерывного множества Е
10 Употребляется и термин «ппфрабочечпое».
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в (X t)' положим В =  [) Uv (Е ) . Тогда множество В ограни­
чено в Х'$. В силу квазибочечности Xt оно равностепенно непре­
рывно в (X*)/ и поэтому его поляра В° является окрестностью 
нуля в Xt. Отсюда, ввиду равенства В0—  ПЛ,е2£Л>_1(-£°), выте­
кает наше первое утверждение. Утверждение относительно 
t =  г) сразу же следует из 4° предложения 1.3, если учитывать 
и следствие 1 теоремы 1.5.
Следствие 1. Если (S =  $  в X', то безусловно простое шау­
дерово разложение локально выпуклого пространства X явля­
ется безусловным разложением 11 для всех Xt, где а ^  t ^  т; 
кроме того, имеет место т =  те.
Д о к а з а т е л ь с т в о .  Условие (5 =  3) означает, что Хх ква- 
зибочечно. Из теоремы 1.7 следует, что множество {Uv: р е ^ 1} 
равностепенно непрерывно в Хх. Отсюда, х =  те по 4° из 1.3. 
Поскольку (Рп) — шаудерово разложение для Ха, то оно, в 
силу 1.2, безусловное шаудерово разложение для Хг и, следо­
вательно, безусловное разложение для X t, где о ^  t ^  х.
Из следствия 1 вытекает
Следствие 2. Если локально выпуклое пространство X явля­
ется борнологическим в своей топологии Макки, то безусловно 
простое шаудерово разложение пространства X является безус­
ловным разложением для всех Xt, где о ^  t ^  rj.
В заключение этого параграфа отметим, что, ввиду 8° и 4° 
из 1.3 и вышедоказанной теоремы, любое безусловное шауде­
рово разложение пространства Xt, где о ^  ^  г], является без­
условно простым шаудеровым разложением для X /е. С другой 
стороны, имеет место
Предложение 1.8. Каждое безусловно простое шаудерово 
разложение локально выпуклого пространства X является без­
условным шаудеровым разложением для Ха.
Д о к а з а т е л ь с т в о .  Рассмотрим произвольные х <= X и 
f G  X'. Полагая 4  =  sgn f ( P r x ) , получим с помощью (3), что 
при всех п выполняется оценка
71 11 П
Л\f(PhX )\ = f(J£thPkX )^q f ( ] £ t kPkx) s^2 qf (Unx). 
k = l  k =  1 / i= i
i
Поскольку (Unx) ^ ^ ( X )  и sö(A’) =  33(Xae), так как разложе­
ние (Рп) — безусловно простое (теорема 1.5), то 2\f(Phx) \ <  
<С оо. Кроме того, ряд 2  Рих сходится к х в Ха, значит, он схо­
дится абсолютно и поэтому безусловно к х в Ха.
11 Понятие (безусловного) разложения (Рп) отличается от понятия 
(безусловного) шаудерова разложения (Р „) лишь тем, что здесь не тре­
буется непрерывности проекторов Р п.
7 Труды по математике и механике X V II
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§ 2. Ограниченно полные и натягивающие безусловно простые 
шаудеровы разложения
Шаудерово разложение (Рп) локально выпуклого простран­
ства X называется ограниченно полным, если каждая ограни­
ченная последовательность (-21<й<п*а). где хк ^ Р кХ, сходится.
Если (Рп )  является шаудеровым разложением пространства 
Х'р, то шаудерово разложение (Р п) пространства X называется 
натягивающим12. Немного расширяя определение Н. Калтона 
[9], будем называть шаудерово разложение (Рп) локально 
выпуклого пространства X полным в топологии t на X , если 
проекторы Р п непрерывны в Xt и каждая ^-последовательность 
Коши где Xu еЕ РкХ, сходится в топологии t. Если
разложение (Рп) полно в исходной топологии пространства X, 
то оно называется полным.
Предложение 2.1 .Если (Yn) — последовательность подпрост­
ранств локально выпуклого пространства X с шаудеровым раз­
ложением (Рп), то последовательность (Qn ) , где Qn — сужение 
проектора Р п н а 13 Y =  elm U P nYn, является шаудеровым раз­
ложением для У, причем14 QnY =  P nY =  cP nYn czX. В случае 
безусловного, ограниченно полного, полного или натягивающего 
разложения (Р п), разложение (Qn) будет соответственно таким 
же.
Д о к а з а т е л ь с т в о .  Непосредственно проверяется, что 
P nY cz cP nYn. Так как cP nYn cz Y, то PnY cz Y и, значит, Qn яв­
ляется (непрерывным) проектором в Y. Очевидно, что (Q?,) — 
шаудерово разложение для Y. Из замкнутости множества 
PnY в X, которая легко проверяется, получается, что cP nYn cz 
cz P VY. Следовательно, QnY — P nY =  cPnYn. Утверждения о 
безусловности и (ограниченной) полноте очевидны, а натягивае- 
мость (Qn) непосредственно вытекает из натягиваемости (Рп), 
если использовать теорему Хана— Банаха.
Лемма 2.2. Пусть (Рп) — безусловно простое шаудерово 
разложение локально выпуклого пространства X и последова­
тельность {2 Xi) ^  18 (X), где X i^ P iX ,  не удовлетворяет
условию Коши в некоторой топологии t на X, где о ^  t ^  г/. 
Тогда существует последовательность (vu) cz 2  такая, что
12 Эти понятия мы ввели, следуя [5]. Вместо ограниченной полноты 
употребляется и термин «^-полнота» [10]. Ю . Б. Тумаркин [3] определяет 
понятие натягивающего шаудерова базиса, следуя классическому опреде­
лению Джеймса [8], и показывает, что оно эквивалентно вышеприведенному 
для секвенциально полных пространств.
13 Символ elm Y обозначает замкнутую линейную оболочку множества
Y cz X.
14 Символ CY обозначает замыкание множества Y cz X.
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max {г: i e  < m in{/: i <= Vh+1} (5)
и, если положить
Zh=  2  ieXkXi>
то для любого конечного набора чисел (A )1<ft<u и для любой 
ts-непрерывной полунормы q выполнено неравенство
q { ] £ t h Z k ) ^ c -  sup \th\ (6)
А =  1 1 sg: ft n
и хотя бы для одной t-непрерывной полунормы р — неравенство
d • sup \th\^p(2£thZh), (7)
fe= l
где числа с ;> 0 и d >■ О зависят соответственно от q и р.
Д о к а з а т е л ь с т в о .  Сразу же надо отметить, что 23(Х) =  
=  ^(Xte) при всех t таких, что о ^  t ^  г], поскольку (Р п) —• 
безусловно простое (теорема 1.5). По предположениям леммы 
существуют /-непрерывная полунорма р, последовательность 
(v ä ) c z 2\ удовлетворяющая условию (5), и число b >> О такие, 
что
р{2 - X i ) ^ b
при всех k. Положим
Ук= JS . Xi.V 'ä—ll<=Vh
Так как ( ^ f< < пх^  е  ^ № е )  и
п m(n)
2  y h = U Vl[)V2\J ...\JVn J £ xi,
k = l  г=1
где m(n) =  max {i: i ^ v n}, то {2i<k< Ук) e  $(Л*е) в силу рав­
ностепенной непрерывности множества {t/v: г е 2 }  в (см. 4° 
из 1.3). Далее, пусть / е  (X/)'. Полагая th =  sgnf(yh), полу­
чаем с помощью (3) при всех п соотношение
J j  if (ž/ä) i= /  ( J j  *äž/ä) <  <7/ ( J j  ^ )  <  2 qf ( J ;  ̂ ) .
ft=l ft=l ft=l h= i
Следовательно, последовательность (^ 1<Ä<nj f (ž/ft)|) ограничена
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Рассмотрим теперь факторпространство ХР =  Х/р~1( 0) и 
обозначим через W каноническое отображение пространства X 
на Х>\ Полунорма р определяет норму в Хр по формуле 
\\Yx\\ =  р (х ) . Поскольку Y*g<= (X t)' при каждом функционале 
g  е  (Х р )', т о  п о  доказанному выше g(V yk) =  ( хУ*ё)Ук-+  0 при 
всех g<=(XP)'. Рассмотрим сепарабельное подпространство
Y =  elm {Уун. /г = 1 , 2 ,  . . .} нормированного пространства Хр. 
По теореме Банаха—Мазура оно изометрически изоморфно 
вкладывается в С[0, 1]. Так как С[0, 1] имеет базис, WVyA ^  b 
и (Wyu) слабо сходится к нулю в У (поскольку все функцио­
налы из У' получаются сужением функционалов g ^ ( X P ) '  на У, 
а {У у к) сходится слабо к нулю в Хр), то  п о  теореме Бессаги и 
Пелчинского [4] из (Уу к) можно выделить последовательность 
( 4rZh) такую, что для любого конечного набора чисел (h )1 4 '  1 к sg:«
будет выполняться неравенство
sup WtkWzkW^C \\2£th4fzk\, C ^ l .
1^7i^n k—l
\
Отсюда в силу WFzuW ^  b вытекает (7) с d — bjC. Так как
то 11 Поэтому (6)
сразу же получается из (3). Лемма доказана.
Лемма 2.3. Ограниченно полное безусловно простое шауде­
рово разложение локально выпуклого пространства X является 
безусловным разложением для всех Xt, где а ^  t ^  х.
Д о к а з а т е л ь с т в о .  Обозначим через Т исходную тополо­
гию пространства X. При любых x e l ,  возрастающей последо­
вательности (пь) номеров, Г-непрерывной полунорме ра и соот­
ветствующей ей (по формуле (2)) Ге-непрерывной полунорме qa 
имеем
m ш
sup pa ( Pnh х) <  sup qa р п hx) ^  sup qa (Uvx) <  oo
m  fc= i m k = l  v e S  *
согласно теореме 1.5. Теперь из ограниченной полноты разло­
жения (Рц) вытекает, что ряд 2  Р пх сходится по подпоследова­
тельностям. С помощью теоремы Орлича— Петтиса (см., напри­
мер, [12]) заключаем, что ряд 2  Р пх сходится по подпоследо­
вательностям и, следовательно, безусловно во всех топологиях t 
па X, где а ^  t ^  х.
Будем говорить, что локально выпуклое пространство Z и 
подпространство У локально выпуклого пространства X  с про­
екторами (Рп) в X являются wcõ-полно разложимо-изоморф­
ными, если
и потому сходится. Отсюда вытекает, что f(Uk)-+ 0 при всех
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пространство Z изоморфно пространству Y, (8)
все подпространства cP nY cz X слабо секвенциально полны;
(9)
сепарабельно-сопряженно разложимо-изоморфными, если выпол­
няется условие (8) и
все пространства (cP nY)' сильно сепарабельны; (10)
конечномерно разложимо-изоморфными, если выполняется ус­
ловие (8) и
все пространства PnY конечномерны. (11)
Отметим, что (11) .=ф- (9) и (11) => (10), а условие (11) автома­
тически выполнено, если (Р п) — конечномерное разложение.
Теорема 2.4. Пусть (Р п) — безусловно простое шаудерово 
разложение локально выпуклого пространства X. Рассмотрим 
следующие утверждения: /
Г  Разложение (Рп) ограниченно полно.
2° Если подпространства Yn czX  такие, что все cP nYn cz X 
являются слабо секвенциально полными, то пространство Y =  
=  elm U PnYn с= X слабо секвенциально полно относительно то­
пологии te, где t — исходная топология пространства X.
2°° При тех же условиях, что и в 2°, пространство Y слабо 
секвенциально полно.
3° Пространство X не содержит подпространств, wco-полно 
разложимо-изоморфных пространству с0.
4° Пространство X не содержит подпространств, конечно­
мерно разложимо-изоморфных пространству с0.
5° Разложение (Р п) полно.
Тогда имеют место импликации 1 СЧ=^2СЧ=^3° & 5°-ф=И:0 & 5° и 
2°°=^1°. Если (дополнительно) (5 == s-ö в X' или
шаудерово разложение (Рп') для Х 'а полно, (12)
то Г=>- 2°°.
Д о к а з а т е л ь с т в о .  1°=^2°. Условимся о том, что в этой 
части доказательства прилагательное «слабое» и наречие «сла­
бо» будем употреблять для обозначения свойств, относящихся 
к слабой топологии, ассоциированной с te. Рассмотрим слабую 
последовательность Коши (xn)c zY . Тогда при всех k последо­
вательность (PhXn), которая в силу 2.1 содержится в PkY =  
=  rPkYh ci Y, удовлетворяет слабому условию Коши и, посколь­
ку t совпадает с te на Р/Д, слабо сходится к Vh =  PhVh ^  Y. 
Отсюда получаем, что
слабо при всех v e l  Поэтому для любого функционала [ е Г  
имеем
SUP j f iJE  yft)|= sup lim|/:(t/v̂ n )|^sup qf{xn) < 00,
v e 2  ' i e v  v e 2  n n
так как последовательность (xn), будучи слабо ограниченной, 
/е-ограничена. Отсюда следует, что последовательность 
(ÜK  ; vh) ограничена в топологии t. Вследствие ограниченной
полноты разложения (Рк) и замкнутости Y существует х е У  с 
Р кх =  vh.
Положим уп =  хп — х. Тогда (уп) — слабая последователь­
ность Коши и РнУп-^пО слабо при всех k. Покажем, что (уп) 
слабо стремится к нулю. Если бы это было не так, то существо­
вали бы g ^ ( X te) / и подпоследовательность (zn) последователь­
ности (уп) такие, что g ( z n ) ^ >  8 для всех п. Полунорма qg, соот­
ветствующая |g(.)|, является /е-непрерывной, поскольку te =  tee 
по 4° из 1.3. Так как qg(Phzn) =\g(PhZn)\~>0 при всех k, то
qg(U^zn)-^ 0 V v e l  (13)
Поскольку (Рк), вследствие 2.3 и 8° из 1.3, является шаудеро­
вым разложением для X te, то при всех п
qg(VhZn)-+ 0. (14)
а
Положим п(\ )=  1. Исходя из (14) и (13) соответственно, вы­
берем возрастающие последовательности (m{k)) и (n (k)) та­
кие, ЧТО qS(Vm{x)Zn(\)) ^  1, qg[Um(\)Zn{2) ) ^  1, qg{Vm(2)Zn(2)) ^  1, 
qg ( Um(2)ZnCZ)) ^  1 И Т. Д. ПОЛОЖИМ W h = = (Um(k) £Лп(А— 1))Zn(h)>
где ит(0) =  0; тогда
qg {Zn{h)— Wh) =  qg{Vm(k)Zn(h)-\-Um{h-VZn{k)) ^ 2, 
g ( w h) = g {Z n (h ))  —  g(Zn(k) —  w k) ^ 8  — qg(zMk) —  Wk) ^ 6.
Отсюда, по условию (3),
q g ( 2 t hZn(k )^qg (2  thWh)— qg{2j th{zn(h) — m ) ) ^
Äev ftev feev
Wh)— 2 Щ  qg(zn(h)—wk) >  2 Щ- O 5)
ftev ftev
Но так как (Zntfo), будучи слабой последовательностью Коши, 
/е-ограничена, то для любой /е-непрерывной полунормы q суще­
ствует число с >  0 такое, что
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Пусть Ф d i i  обозначает множество всех финитных последова­
тельностей, наделенное /i-нормой, и (e/t) — естественный базис 
пространства 1\. Согласно (16) и (15), линейное отображение 5: 
Ф -^-XtE, определенное формулой S (2 tkeh) = 2  tkZn(k)t не­
прерывно и на S 0  с  Х/е имеет непрерывное обратное. Так как 
(z„(/o) — слабая последовательность Коши, то еk =  S~lzn(k) яв­
ляется слабой последовательностью Коши в Ф. А это невоз­
можно, поскольку Ф ' и 1\ совпадают. Таким образом, уп =  
=  хп — х сходится слабо к нулю.
2° =4-3°. Допустим, что пространство с0 изоморфно под­
пространству Z d X t и все cP nZ d  X t слабо секвенциально пол­
ны. Из 2° вытекает, что пространство У =  elm U PnZ слабо сек­
венциально полно относительно топологии te. Ясно, что Z d Y .  
Поскольку Z является /-полным, то оно /е-замкнуто и поэтому 
Z, наделенное /е-топологией, слабо секвенциально полно. Так 
как Z, будучи изоморфным пространству с0, борнологично в /- 
топологии, то в силу следствия 2 теоремы 1.5 топологии t и ts 
совпадают на Z. Итак, пространство с0, которое не является 
слабо секвенциально полным, изоморфно слабо секвенциально 
полному пространству. Полученное противоречие доказывает ут­
верждение.
2°=>5'°. Рассмотрим /-последовательность Коши уп =  
= 2 x<h<nXh, где хк =  Phxk. Полагая th =  sgn f(xk) для любого
функционала f d ( X te) r, получаем с помощью (3)
2 J If (Xk) I= f ( J S  tkXk) ^  2qf (уп).
/t=l h= 1
Поскольку (yn)d ^Q (X t) и $ (Х г) =  $ (X ?ee) , так как (Р п) — 
безусловно простое (теорема 1.5), то 2$(хь.)1 < . °° при всех 
fd (X te ) '. Значит, (уп) является а(Х , (Xte)') -последователь­
ностью Коши. Поскольку, как вытекает из 2°, Y =  
=  elm {хп\ k =  1,2, .. .} секвенциально полно в а(Х, (Xte)') , то 
(yn) d  Y сходится в этой топологии и, следовательно, в Ха. Но 
так как последовательность (уп) удовлетворяет условию Коши 
в Х [, то она сходится и в X t.
2°° =ф- 3° & 5°. Доказательство аналогично установлению имп­
ликаций 2° => 3° и 2° =ф- 5° (но проще, так как не требуется пере­
ходить к е-топологии).
3° =ф~ 4°. Импликация очевидна (и верна для любого шауде- 
рова разложения).
4° & 5° =>- 1°. Пусть исходная топология / пространства X 
определяется полунормами {р а: а d  31} и пусть /е-непрерывная 
полунорма qa соответствует полунорме р,а согласно формуле (2). 
Допустим, что существует последовательность i ^ i< h<nXk) d
gee Ш (X ), где Xk =  PkXh, которая не сходится в X t, и потому, 
ввиду 5°, не удовлетворяет условию Коши в Xt. В силу 2.2 най­
дется последовательность
£/ir= Uv kZk,
удовлетворяющая условиям (5), (6) и (7). Рассмотрим ( 4 ) е с 0 
и положим уп= 2 i< h < r thZh. Из (6) вытекает, что (уп) удовле­
творяет условию Коши в Xte■ Покажем, что (уп) сходится в Xt. 
Пусть
{
PlitkZk), если существует номер k такой, что i е  vu,
О, если i ф  U Vh.
Зафиксируем п ^  т  и рассмотрим Так как можно
считать, что гл!п, ^ т Ф 0, то существуют однозначно определен­
ные числа k ( n ) ^ k ( m )  такие, что п<=уцП) и т  е  уцту Полагая 
Ei =  1, если tn, и £г =  0 в остальных случаях, 1(п) =
=  min {/: /" ge vinn)} и L (m )=  max {г: i'e=Vk(m)}, получаем для 
всех а ge ЧЛ с помощью (3)
т т Т-(т)
Pcc(j>] Wi) ̂ q a (2J W i) =Va (  £iWi)s^
i—n i—n i=l(n)
L(m) h(m)
^2qa( 2J W i ) = 2 q a{ JÜJ Uzi).
i=l(n) i=k(n)
Поскольку (yn) является /^-последовательностью Коши и 
k(n)-^oo, то последовательность {2 удовлетворяет
условию Коши в X t и, в силу 5°, сходится. Следовательно, в Xt 
сходится и ее подпоследовательность (уп) ■
Теперь можем определить линейное отображение S: c0->Z, 
где Z — линейное множество всех сходящихся в X t рядов вида 
2thZk, наделенное топологией /, формулой S (th) — 2thZk. Из (6) 
вытекает непрерывность отображения 5, а из (7) его инъектив- 
ность и, благодаря полноте пространства с0, сюръективность. Из 
(7) получается и непрерывность обратного отображения S~l . Но 
в силу определения элементов Zk ясно, что dim P/{Z ^  1 прн всех 
/г, т. е. Z конечномерно разложимо-изоморфно пространству с0, 
что противоречит условию 4°. Первая часть теоремы доказана.
2°=>2°°. Пусть сначала G =  в X'. Так как в силу 1.6 мно­
жество {Uv': V ge 2} равностепенно непрерывно в J'p, то
i)ve^U'v(E) для любого Е  е  (?. Теперь из 1.4 следует,
что (Х и ) '=  Х'\ значит, 2°-^2°°. Наконец, пусть выполнено усло­
вие (12). Так как, по доказанному выше, 2оч=И0, то в силу 2.3 
шаудерово разложение (Рп) является безусловным. Отсюда с
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помощью предложения 1.4 получим, что (Xie) / =  X', т. е. 
2°-ф=̂ 2°°. Теорема доказана.
Следствие 1. Пусть (Рп) — безусловно простое шаудерово 
разложение локально выпуклого пространства X =  X t на слабо 
секвенциально полные пространства Р пХ. Рассмотрим следую­
щие утверждения:
1° Разложение (Рп) ограниченно полно.
2° Пространство X te слабо секвенциально полно.
2°° Пространство X слабо секвенциально полно.
3° Разложение (Р п) полно и X не содержит подпространств, 
изоморфных пространству с0.
Тогда имеют место импликации 1 °-*=̂ 2сЧ=^30 и 2°° =ф- 1°. Если 
(дополнительно) (5 =  33 в X' или выполнено условие ( 12), то 
1 ° ^ 2 ° ^ 2 ос^ З ° .
Д о к а з а т е л ь с т в о .  Импликации 200 =ф- 1°, 1°<=^30, 3°=^2°
и, при дополнительных условиях, Г = ^ 200 непосредственно по­
лучаются из теоремы. Импликация 2° => 3° доказывается анало­
гично установлению импликаций 2° 3° и 2°=>5'° в доказатель­
стве теоремы.
Следствие 2. Пусть (Рп) — безусловное шаудерово разло- 
жение локально выпуклого пространства X =  X t на слабо сек­
венциально полные пространства Р пХ и пусть условия 1°, 2°, 2оэ, 
3° те же, что и в следствии 1. Если 33 =  33а в X', то 1°Ч=^2°ч=^Зэ 
и 200 =>1°. Если выполнено условие (12), то 1°<=>2Э<=>200<=>3°.
Для д о к а з а т е л ь с т в а  заметим, что предположения 
следствия 2 гарантируют безусловную простоту (Р п). Для 
33 — 33ö это очевидно, а если выполнено (12), то в силу 1.4 
имеем te ^  т; следовательно, 33(Х) =  33(Х/Е) , что равносильно 
безусловной простоте (Рп) согласно теореме 1.5.
3 а м е ч а н и я. Из следствия 2 вытекают все известные нам 
распространения теоремы 2 из [1], гл. IV, § 4, на локально вы­
пуклые пространства. Рассмотрим некоторые из них. Дубинский 
и Резерфорд [6 ] доказали эквивалентность условий 1° и 2°° для 
шаудерова базиса (еп) такого, что все сходящиеся ряды 2 апеп 
сходятся устойчиво 15, в локально выпуклом пространстве X та­
ком, что пространство Х'а секвенциально полно. Согласно след­
ствию 2 , этот результат имеет место в более слабых предполо­
жениях: базис (еп) — безусловный и выполняется (12). Я. Вейль 
[18] рассматривает безусловные шаудеровы базисы в бочечных 
пространствах и доказывает, что 10̂ =^200^=^30°, где 3оэ отли­
чается от нашего 3° тем, что вместо полноты (Р п) там фигури­
рует секвенциальная полнота пространства X, которая очевид­
15 Ряд 2 х п называется устойчиво сходящимся, если для любой огра­
ниченной последовательности чисел (Ьп) ряд 2 Ь пхп сходится. Из устой­
чивой сходимости ряда следует его безусловная сходимость.
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ным образом вытекает из 2°°. Отсюда ясно, что 3°°^=^3°, если 
только 3°-ф=̂ 2оэ, и поэтому результат Вейля распространяется на 
более общие пространства, удовлетворяющие условию ( 12). 
Ю. Б. Тумаркин [3] доказывает, что 3° Г  для безусловного 
шаудерова базиса в секвенциально полном локально выпуклом 
пространстве. Так как из секвенциальной полноты пространства 
X следует, что žöf =  в X', то в силу следствия 2 имеет место 
и обратное утверждение 1°=>3°.
Переходим теперь к изучению натягивающих шаудеровых 
разложений. Здесь отправным пунктом является теорема Джейм­
с а — Дэя о том, что безусловный базис в банаховом простран­
стве X является натягивающим тогда и только тогда, когда X 
не содержит подпространств, изоморфных 1Х (см. [8 ] и [1], 
стр. 129). Пожалуй наиболее интересным среди обобщений этой 
теоремы на локально выпуклые пространства является резуль­
тат Ю. Б. Тумаркина [3], который связывает натягиваемость 
безусловного базиса в X с наличием подпространств, изоморф­
ных /1, в 77-топологии подпространства, а не в исходной тополо­
гии X, как это делается обычно. Как будет видно из дальней­
шего, такой переход к более сильным топологиям, чем та, в ко­
торой был задан базис, является в известном смысле неизбеж­
ным, а ^-топология — экстремальной.
Приведем сначала рассуждения, которые показывают, что 
для исходной топологии нельзя, вообще говоря, получить 
критерия натягиваемости безусловного шаудерова базиса 
в общем локально выпуклом пространстве «на языке ^-про­
странств». Заметим, что шаудеров базис локально выпуклого 
пространства X является натягивающим тогда и только тогда, 
когда он является натягивающим шаудеровым базисом для Ха 
(ясно, что шаудеров базис для X является шаудеровым базисом 
для Х0). Но пространство Ха не может иметь подпространства, 
изоморфного 1\. В самом деле, допустим, что это так. Тогда 
существуют (x,-) а Х ,  (fi) 1< .< а Х / и С ^ 1  такие, что для
любого конечного набора чисел (/()i<'<« выполнены неравен­
ства
S lip  \ Š t i f i ( x i )\ >  2 \Н> ( 17)
l < j < p  i=  1 i= 1
C>\fj(*i)\>l, i= 1 > 2, /= 1 , 2, . . . ,  p.
Исходя из второго условия, выделим подпоследовательность 
(yi)cz.(Xi) такую, чтобы имели место неравенства
a j — {У*) j 2 ’ . . . ,  j 1, 2 , . . . ,  р,
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где числа a j зависят от fj и удовлетворяют условию С ^  aj ^  1. 
Из (г/i) выделим подпоследовательность (г*) такую, что 
sgn fj(zi) =  sgn fj{z2) =  ■ • ■ Для любого / = 1 , 2 ,  . . . ,  р. Пола­
гая t2i-1 =  1 и t2i =  — 1, получим |̂| =  2р и
что противоречит неравенству (17).
Пусть (Р„) — шаудерово разложение локально выпуклого 
пространства X. В исследованиях по натягиваемости шаудеро- 
вых разложений (базисов) (см., например, [6, 10]) используется 
пространство
H = { f ^ X ' : f = \ im U 'nf в Х 'э},
наделенное топологией ß (X ',X ). Очевидно, что (Рп') является 
шаудеровым разложением для Н. Следующее предложение, ко­
торое потребуется нам в дальнейшем, описывает это разложе­
ние в случае безусловно простого (Рп).
Предложение 2.5. Если (Рп) — безусловно простое шауде­
рово разложение локально выпуклого пространства X, то 
(Рп) — безусловно простое шаудерово разложение для Н, при­
чем множество проекторов {Uv': v е  2”} равностепенно непре­
рывно в X'ß.
Д о к а з а т е л ь с т в о  непосредственно вытекает из леммы 
1.6 и теоремы 1.7.
Лемма 2.6. Пусть (Рп) — безусловно простое шаудерово 
разложение локально выпуклого пространства X. Если (Рп) не 
является натягивающим, то существует последовательность
%k == Uv х /{,
где множества vu удовлетворяют условию (5), такая, что для 
любого конечного набора чисел (*ь) 1<ft< и для любой ?]-непре­
рывной 16 полунормы р выполнено неравенство
P ( i ; t kxk) ^ c 2 \tk\ (is )
k—1 k=i
и хотя бы для одной ое-непрерывной полунормы q — неравен­
ство
d E\tk\^q(]£tkxh), (19)
ft= l h= 1
где числа с >> 0 и d >> 0 зависят от р и q соответственно.
16 Напомним (см. следствие 1 теоремы 1.5), что так как (Р „ ) —  без­
условно простое, то 1] =  г]е.
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Д о к а з а т е л ь с т в о .  По предположению найдется функ­
ционал f е= X' такой, что (Un'f) не сходится в Х\. Последова­
тельность (Un'f) не удовлетворяет условию Коши в Х'$. Дей­
ствительно, в противном случае она сходилась бы к элементу 17 
g ^ X *  равномерно на каждом множестве из 2}(X). Но по­
скольку Un'f—у f в Х'а, то g =  f, и следовательно, (Un'f ) схо­
дится в X'ß, что противоречит нашему предположению. Кроме 
того, (Un'f) е  ®, так что в силу 2.5 и 2.2 существует последо­
вательность (vh)cz2, удовлетворяющая условию (5), такая, что 
для любого конечного набора чисел (th) и и хотя бы для
одного множества Б(=23(АЛ) выполнено неравенство
п
Ь • sup |4|< sup (^ th fk (x ) ) ,  где fh — Uv' J
лев ft=l
и b >  0 зависит от В. Исходя из этого неравенства, выберем
последовательность (л:/<)е23(Х) такую, что fh(X k )^ b .  Так как
$■(*) =  2?(Xrie) (в силу теоремы 1.5) и
fk = U v'Jk,
то можно считать, что
Xk =  U vkXk-
Тогда fk(xi) =  0 при k ф  I, поскольку множества Vk попарно не 
пересекаются. Так как (xh) <= 23 (Х^), то выполняется (18). Чтобы 
доказать (19), рассмотрим произвольный набор чисел ( M 1<ft<n-
Полагая ей =  sgn 4, получим с помощью (3), что
П  71 П  П
Ь JŽ 2  Shthfk(Xk) =  ( 2  tkXh) <
/ i = l  k— l 1=1 h = l
^ 2  sup {UvJ£tbXh) j <
ve2 1=1 h = 1
^ 2  sup \f(Uv 2  thXk)\ =  2 q j( 2  tkXh).
veS fe=l h = l  .
Итак, найдется пе-непрерывиая полунорма qt такая, что выпол­
няется (19).
Теорема 2.7. Пусть (Рп) — натягивающее шаудерово раз­
ложение локально выпуклого пространства X. Тогда X, а если 
выполнено условие (12) (соответственно (£ =  23 в X') и ( Рп)— 
безусловно простое, то и Хае (соответственно X t, где o ^ t ^ t e ) ,  
не содержат подпространств, сепарабельно-сопряженно разло­
жимо-изоморфных пространству 1\.
17 Обозначим алгебраическое сопряженное пространства X через X*.
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Пусть (Рп) — безусловно простое шаудерово разложение 
локально выпуклого пространства X и пусть существует тополо­
гия Т на X, где о ^  Т ^ г ) ,  в которой (Рп) является полным. 
Если (Рп) не является натягивающим, то X t, где t — любая то­
пология на X такая, что ое ^  t ^  ц =  rje, содержит подпро­
странство, конечномерно разложимо-изоморфное пространству 1{.
Д о к а з а т е л ь с т в о .  Пусть шаудерово разложение (Рп) — 
натягивающее. Допустим, что 1\ изоморфно подпространству 
Z а  X и все (cPnZ)'$ сепарабельны. В силу 2.1 сужения Qn про­
екторов Р п на Y —  elm U PnZ с= X образуют натягивающее шау­
дерово разложение пространства Y, причем (QnY)/= ( cP,}Z ) '. 
Но так как (2?/(У 'р) (подпространство в У'р) и (Q n ^ )^  
естественно изоморфны (функционал Qn 7 отождествляется 
с сужением / е  Y' на QnY) и У'р =  elm U Q n '^ 'ß b  то простран­
ство Y'p сепарабельно. Поскольку Z c  У, то У'р непрерывно от­
ображается на Z '(i, что невозможно в силу несепарабельности 
пространства Z'ß.
Предположим, что (Рп) — натягивающее и безусловно про­
стое и выполнено (12). В силу вышедоказанного нужно показать, 
что (Рп) является натягивающим шаудеровым разложением для 
Хае,. Будучи безусловно простым, (Рп) является в силу 1.8 без­
условным шаудеровым разложением для Ха и потому, вслед­
ствие 8° из 1.3, шаудеровым разложением для Хое. Рассматри­
вая (Рп) в Ха, получим из (12) с помощью предложения 1.4, 
что (Хае) ' =  X'. Так как (Рп) — натягивающее и $ ( ^ )  =  23(Х0(?), 
то отсюда вытекает натягиваемость шаудерова разложения (Рп) 
для Хаг. Относительно случая 6 =  $  отметим следующее. По 
следствию 1 теоремы 1.7, т =  те и (Рп) — (безусловное) раз­
ложение для Хх, причем шаудерово, так как проекторы Р п не­
прерывны в топологии т, и, очевидно, натягивающее. Если 
X t, где о ^  t ^  те, содержит подпространство Z, изоморфное /ь 
то Z борнологично в топологии t и поэтому (см. следствие 2 
теоремы 1.5) t совпадает с те на Z. Значит, Z, рассматриваемое 
как подпространство в Ххе, изоморфно /ь Остается заметить, 
что (10) зависит только от двойственности (X, X') и исполь­
зовать утверждение, доказанное первым. Первая часть теоремы 
доказана.
Допустим, что в предположениях второй части теоремы, раз­
ложение (Рп) не является натягивающим. Согласно лемме 2.6, 
существует последовательность
Xkz=: UV k%h,
удовлетворяющая условиям (5), (18) и (19). Рассмотрим (tk)<= 
ее/, и положим У п ~ 2 i< k< JhXh- Так как ое ^  Те ^  щ  — г),
то из (18) вытекает, что (уп) удовлетворяет условию Коши в 
ХГе. Повторяя рассуждения, содержащиеся в доказательстве им­
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пликации 4°& 5°=>Г  теоремы 2.4, получим сходимость (уп) в 
ХТ- Тогда (в силу 7° из 1.3) (уп) сходится и в ХТе. Теперь мо­
жем определить линейное отображение S\l\—̂ Z, где Z — ли­
нейное множество всех сходящихся в ХТе рядов вида ШиХь., на­
деленное топологией Те, формулой ,5(4) =  2 thXk. Из (18) и (19), 
благодаря полноте пространства /ь легко заключить, что 5 — 
изоморфизм пространства 1{ на Z, причем d i mPnZ ^  1 в силу 
определения элементов Х/{. Остается показать, что все топологии 
t на X, где ое t ^  г\ индуцируют на Z одну и ту же тополо­
гию. Рассмотрим сначала в Z топологию, индуцированную топо­
логией ое и обозначим Z, наделенное топологией Те, через ZTE. 
Из (18) и (19) вытекает, что ое сильнее, чем Те на плотном в 
ZTs множестве всех конечных сумм вида 2 k(=.JkXk, v e l  и, в
силу ое ^  Те, совпадает там с Те. Так как ое ^  Те, то отсюда 
вытекает совпадение ое и Те на Z. А поскольку Z в топологии 
ое, будучи изоморфным пространству /ь борнологично, то в 
силу следствия 2 теоремы 1.5 на Z совпадают все топологии t, 
где ое sc; / ^  yj. Теорема доказана.
Следствие 1. Пусть (Рп) — безусловно простое шаудерово 
разложение локально выпуклого пространства X такое, что все 
(Р пХ )' сильно сепарабельны, и существует топология Т на X, 
где о ^  Т ^  ?/, в которой (Рп) является полным. Рассмотрим 
следующие утверждения:
1° Разложение (Р п) — натягивающее.
2° Существует топология t на X, где ое ^  ^  це =  т\, такая, 
что Xt не содержит подпространств, изоморфных пространству 1Х.
3° Пространство Хаг не содержит подпространств, изоморф­
ных пространству 1\.
4° Пространство Хх не содержит подпространств, изоморф­
ных пространству /).
Тогда имеют место импликации 2°ч=ф~3° и 2°=ф- 1°. Если (до­
полнительно) выполнено условие (12), то 10-^=>2°-^3°, а если 
С =  % в X\ то 10̂ 2 0̂ 3 0̂ 4 0.
Для д о к а з а т е л ь с т в а  нужно лишь заметить, что в силу 
сепарабельности (PnX)'ß условие (10) автоматически выполнено 
для подпространств в Хт  и в Хх. Поэтому из теоремы 2.7 
вытекают все требуемые импликации, кроме 3° =>- 2° и 4° =4-23 
(заметим, что г =  те, согласно следствию 1 теоремы 1.7), 
которые очевидны, и 2° =>- 3°, которая получается из следствия 2 
теоремы 1.5.
Следствие 2. Пусть (Р п) — безусловное шаудерово разло­
жение локально выпуклого пространства X =  Хт, такое, что все 
(РпХ)' сильно сепарабельны, и существует топология Тх на X, 
где о ^  Г, ^  г], в которой (Рп) является полным. Рассмотрим 
условия Г, 2°, 3°, 4° из следствия 1 и следующее условие
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5° Пространство ХТе не содержит подпространств, изоморф­
ных пространству 1\.
Если 23 =  23а в X', то имеют место импликации 2СЧ=^3°, 
2°=^1° и 4° =>5°. Если выполнено условие (12), то 1°-ф=̂ 2°̂ =>- 
3°<^5°. Если IS =  23а в X го 1 °^2 Ч = > 3 0- ^ 4 ° ^ 5 0.
Д о к а з а т е л ь с т в о .  Рассуждения, проведенные в доказа­
тельстве следствия 2 теоремы 2.4, показывают, что сделанные 
предположения гарантируют безусловную простоту (Рп). И с­
пользуя следствие 1, получим все нужные импликации, кроме 
5° =>- 2°, которая очевидна, 4° =>- 5°, которая вытекает из след­
ствия 2 теоремы 1.5, и 1°=>5° (при выполнении условия (12)). 
Для доказательства последней импликации, в силу теоремы 2.7 
и совпадения топологии Т и Те на Р пХ, достаточно показать, 
что (Рп) является натягивающим шаудеровым разложением для 
Хтг- Согласно 8° из 1.3, (Р п) — шаудерово разложение для ХТе. 
Из (12) с помощью предложения 1.4 вытекает, что ( J Te) ' =  X '. 
Так как (Рп) — натягивающее и ^ ( I TE) =  i8(X), то отсюда 
следует натягиваемость шаудерова разложения (Рп) для ХТЕ. 
Доказательство закончено.
З а м е ч а н и я .  Из следствия 2 вытекают все известные нам 
распространения теоремы Джеймса — Дэя (см. [1], гл. IV, тео­
рема 3) на локально выпуклые пространства. Например, Л. Вейль 
[18] доказывает, что натягиваемость безусловного шаудерова 
базиса в секвенциально полном 18 бочечном пространстве Xt рав­
носильна отсутствию в Xt подпространств, изоморфных про­
странству /]. Поскольку t =  te, в силу бочечности Xt, то след­
ствие 2 позволяет ослабить требование (секвенциальной) 
полноты Xt, которое можно заменить, например, требованием 
полноты (Рп) в топологии ?]. А если предполагать, что множе­
ство проекторов {Uv: v <= 2} равностепенно непрерывно в рас­
сматриваемом пространстве X =  Хг, т. е. Т =  Те, то результат 
Вейля распространяется с бочечных пространств на более об­
щие пространства, удовлетворяющие условию (12). Кроме того, 
он дополняется равносильными условиями 2° и 3°. Ю. Б. Тумар- 
кин [3] показывает: если безусловный шаудеров базис секвен­
циально полного локально выпуклого пространства X не натяги­
вающий, то X содержит подпространство У такое, что Ул изо­
морфно 1\. Очевидно, что если Xц содержит пространство Y, изо­
морфное U, то Y изоморфно Yn и, значит, Ул изоморфно 1Х (об­
ратное, вообще говоря, не верно). Таким образом, результат 
Тумаркина, в котором, по-видимому, впервые вопрос о натяги- 
ваемости связывается с более сильной топологией, чем исходная 
топология пространства, усиливается следствией 2: из ненатяги-
18 В действительности существование шаудерова базиса в секвенциально 
полном бочечном пространстве влечет за собой полноту этого пространства
[9].
111
ваемости следует, что X t при любой топологии t на X такой, что 
ое ^  t ^  г], содержит подпространство, изоморфное U (причем 
требование секвенциальной полноты ослабляется). Топология г\ 
является экстремальной среди топологий /, а < . t ^  ?], в следую­
щем смысле: если Xt содержит подпространство, изоморфное Л, 
то и Хц содержит подпространство, изоморфное 1\ (это вытекает 
из следствия 2 теоремы 1.5). В заключение отметим один слу­
чай, когда этот более сильный аналог условия Тумаркина явля­
ется также достаточным.
Предложение 2.8. Пусть локально выпуклое пространство X 
является борнологическим в своей топологии Макки и N-S =  
в X'. Если Хц содержит подпространство, изоморфное U, то ни 
одно безусловное шаудерово разложение (Р п) пространства X 
такое, что все (Р пХ )' сильно сепарабельны, не является натяги­
вающим.
Д о к а з а т е л ь с т в о .  Условие ö  гарантирует без­
условную простоту (Рп) и поэтому из следствия 2 теоремы 1.7 
вытекает, что (Рп) является безусловным разложением для Хп, 
причем шаудеровым, так как г] =  щ  (см. следствие 1 теоре­
мы 1.5 и 4° из 1.3). Поскольку (Хч)' — X ', то наше утверждение 
следует из теоремы 2.7.
Благодаря результату Т. Кука [5]: для полу рефлексивности 
локально выпуклого пространства X с шаудеровым разложением 
(Рп) таким, что все Р пХ полурефлексивны, необходимо и до­
статочно, чтобы (Рп) было одновременно ограниченно полным 
и натягивающим, мы можем с помощью вышеполученных ре­
зультатов обобщить теорему Р. Джеймса [8] о рефлексивности 
банахова пространства с безусловным базисом.
Теорема 2.9. Пусть X — секвенциально полное локально вы­
пуклое пространство с безусловно простым шаудеровым разло­
жением (Рп) таким, что все Р пХ слабо секвенциально полны и 
сильные сопряженные к ним сепарабельны 19. Если X не содер­
жит подпространств, изоморфных пространству с0, и существует 
топология t на X, где ое ^  t ^  г/, такая, что X t не содержит 
подпространств, изоморфных пространству 1Ь то X полурефлек- 
сивно.
Теорема 2.9 дает лишь один вариант из тех достаточных 
условий полурефлексивности, которые можно получить, комби­
нируя условия следствия 1 теоремы 2.4 с условиями следствия 1 
теоремы 2.7, и которые являются также необходимыми, если до­
полнительно предполагать, что выполнено условие (12), или же 
=  23 в X'. А для получения нижеследующего критерия полу- 
рефлекоивности придется использовать и другие рассуждения.
19 Если сильное сопряженное локально выпуклого пространства сепара­
бельно, то слабая секвенциальная полнота пространства равносильна его 
полурефлексивности [7].
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Теорема 2.10. Пусть X  — локально выпуклое пространство с 
безусловно простым шаудеровым разложением (Рп) таким, что 
все Р пХ полу рефлексивны. Если выполнено условие (12), или 
же в X', то следующие утверждения эквивалентны:
1° Пространство X полу рефлексивно.
2° Пространство X слабо секвенциально полно и Хх не со­
держит подпространств, изоморфных пространству 1Х.
3° Разложение (Р п) полно, X не содержит подпространств, 
изоморфных пространству с0, и Хх не содержит подпространств, 
изоморфных пространству
Д о к а з а т е л ь с т в о .  1°=^2°. Во-первых, полурефлексивное 
пространство даже слабо квазиполно, тем более слабо секвен­
циально полно. Во-вторых, Хт также полурефлексивно и полу- 
рефлексивность наследуется замкнутыми подпространствами. 
2° =>- 3°. Импликация очевидна. 3° =^1°. Ввиду теоремы 2.4 раз­
ложение (Рп) ограниченно полно и потому (в силу 2.3 и не­
прерывности проекторов Р п в Хт) представляет собой безуслов­
ное шаудерово разложение для Хх. Теперь из (12) с помощью 
предложения 1.4 получаем, что т =  те. То же равенство выпол­
няется, если (I =  ^  (см. следствие 1 теоремы 1.7). Поэтому, в 
силу теоремы 2.7, разложение (Рп) также натягивающее. Оста­
ется использовать вышеприведенную теорему Кука.
З а м е ч а н и е .  В случае бочечного пространства с безуслов­
ным шаудеровым базисом теорема 2.10 показывает, что изве­
стный критерий рефлексивности секвенциально полного бочеч­
ного пространства (см. [13], стр. 888) имеет место и без апри­
орного требования секвенциальной полноты. Согласно теоре­
ме 2.10, аналогичный критерий рефлексивности (полурефлексив- 
ности) получается и для квазибочечных пространств (для про­
странств Макки, если выполнено условие (12)) с безусловно 
простым шаудеровым базисом.
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T INGIMATUD SCHAUDERI LAHUTUSED LOKAALSELT  
KUMERATES RU U M ID ES
E. Oja
Resümee
Paragrahvis 2 üldistatakse James’i ja Day teoreemid (vt. [1], IV, § 4, 
teoreemid 2 ja 3) ning nendest tulenev Banachi ruumi refleksiivsuse kriteerium 
lokaalselt kumera ruum i juhule, kusjuures tingimatute baaside asemel vaa­
deldakse tingim atu lt lihtsaid Schauderi lahutusi. Tõestused tuginevad £-topo- 
loogiate omadustele; e-topoloogiad tuuakse sisse ja  neid uuritakse paragrah­
vis 1.
UNCONDIT IONAL SCHAUDER DECOM POS IT ION S  IN LOCALLY  
CONVEX SPACES
E. Oja
S u m m a r  у
Let X be a locally convex (Hausdorff) space with topological dual X' and 
let ?] be the strongest locally convex topology for X which defines the same 
bounded sets as the initial topology. Let X, denote the space X carrying  
a locally convex topology /, let Xx and Xa denote X with the Mackey topology
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т =  т(Х, X') and the weak topology ® =  o(X, Av ), respectively. Let X'^ and 
X 'a denote X' w ith the strong topology ß(X ',X )  and the weak topology 
o{Xr,X ), respectively. A Schauder decomposition of X  is a sequence of 
continuous projections (P „) which satisfies the properties: P n °P m ~  0 when 
п ф т  and for each x e X  the series 2 P nx converges to x. The Schauder decom­
position (P„) is called unconditional iff for each x e X  the series 2 P nx con­
verges unconditionally to x, i. e., converges to x for all rearrangements of the 
sequence (P n). A Schauder decomposition (P n) for X is called boundedly 
complete iff for each bounded sequence xk ^ P h X ,  the series
2  xk converges. Also, (Pn) is called shrinking iff (P ,/) is a Schauder decom­
position for X'ß. We say that a Schauder decomposition (Pn) for X is complete 
in a topology t on X iff each P n is /-continuous and for each /-Cauchy sequence 
( ^ K h K n xk) ’ Xk^PhX, the series 2  xh is /-convergent. If (P n) is complete 
in the initial topology then it is called complete. For each member v of the 
collection 2  of finite subsets of the natural numbers wre write
We shall call a Schauder decomposition (P n) for X unconditionally simple iff 
{Uv' f : v ^2 }  is ß (X', X) -bounded for each f<=X'. Let a topology t on X, 
where be generated by a family of seminorms {p} and suppose
{Uvx : v ^2 }  is bounded for each x e X . We shall denote by te the topology 
for X  generated by the family of seminorms {q} where q(x) =  sup{p (x ), 
p(Uvx) :v<^2) for each p. The follow ing improvements of two theorems of 
James and Day [I; IV, § 4, Theorems 2, 3] are established.
Corollary 1 to Theorem 2.4. Let X =  Xt be a locally convex space with an 
unconditionally simple Schauder decomposition (P n) such that each P„X is 
weakly sequentially complete. Consider the following conditions:
1° (P n) is boundedly complete.
2° X te is weakly sequentially complete.
2°° X is weakly sequentially complete.
3° (Pn) is complete and X contains no subspace isomorphic to ca.
Then we have the implications Р ^ ^ - ф ^ З 3 and 2°°=^P. Moreover, if
X% is quasibarrelled or ( P / )  is a complete Schauder decomposition 
for X\v (a)
then 1 ° ^ 2 4 = ^ 2 00<=>33.
Corollary 1 to Theorem 2.7. Let X be a locally convex space with an un­
conditionally simple Schauder decomposition (P„) such that each (P nX)'^ 
is separable and suppose (P„) is complete in a locally convex topology T 
on X where o^Ts^.7], Consider the following conditions:
1° (P n) is shrinking.
2° There is a locally convex topology t on X, where o e ^ t ^ r j ,  such that 
X t contains no subspace isomorphic to l[.
3° Xae contains no subspace isomorphic to 11.
4° Xx contains no subspace isomorphic to l\.
Then we have the implications 2°<^3° and 2°=>1°. Moreover, if (P '„) is a 
complete Schauder decomposition for X 'a, then Р-ф^ф^Ч^З0, and if X% is 
quasibarrelled, then 10ч ^ 2 0<^3°-^=>4п.
Sim ilar results (Corollary 2 to Theorem 2.4 and Corollary 2 to Theorem 2.7) 
are obtained by replacing the hypothesis of an unconditionally simple Schauder 
decomposition with that of an unconditional Schauder decomposition.
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The results above yield the follow ing
Theorem 2.10. Let X be a locally convex space with an unconditionally 
simple Schauder decomposition (P ,,) such that each P »X is semireflexive. 
If the condition (a) is satisfied, then the following are equivalent:
1° X is semireflexive.
2° X is weakly sequentially complete and X% contains no subspace iso­
morphic to /j.
Зл {P„) is complete, X contains no subspace isomorphic to c0 and Xx 
contains no subspace isomorphic to lx.
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О ДВОЙСТВЕННОСТИ ОГРА Н И ЧЕН Н О  ПОЛНЫ Х И 




1. Пусть X — локально выпуклое пространство 1 с (тополо­
гическим) сопряженным X' и 23 (X) — семейство всех ограничен­
ных множеств в пространстве X. Пусть Хх обозначает простран­
ство X  с топологией Макки т(Х, X '), а Х 'а и Х'$ обозначают со­
пряженное X' к X в слабой и сильной топологиях о(Х\ X) и 
ß(X ', X) соответственно. Шаудеровым разложением простран­
ства X  называется такая последовательность (Р п) непрерывных 
ненулевых проекторов в пространстве X, что Р п°Рт — 0, если 
п ф  т , и любой элемент х е !  представим в виде
х = 2  Р пх,
где ряд сходится в топологии пространства X. Пусть 2  — систе­
ма всех конечных множеств натуральных чисел, упорядоченная 
по включению. Обозначим Uv= 2  Рп, где г е Д  причем
U0 ,=  O для пустого множества 0 ;  если v =  {1,2, . . . ,  п}, то
положим Uv =  Un. Шаудерово разложение (Р п) пространства X 
называется безусловным, если x = lim  Uvx при каждом x e l ,
т. е. ряд 2 Р пх сходится безусловно к х. Шаудерово разложение 
(Рп) пространства X называется простым [8], если2 (Un'f ) е  
е $ (Х 'р )  при каждом | е Г ,  и безусловно простым [2], если 
{Uv'f: у е  2 } е  23 (X'ß) при всех f е  X '.
Шаудерово разложение (Рп) локально выпуклого простран­
ства X называется ограниченно полным, если каждая ограничен­
ная последовательность (2 l<h<nxk), где xh ^ P k X ,  сходится.
Если (Рп') является шаудеровым разложением пространства
1 Рассматриваются отделимые локально выпуклые пространства над 
полем вещественных чисел.
2 Обозначим через А' (топологический) сопряженный оператора А.
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Х'р, то шаудерово разложение (Р п) пространства X называется 
натягивающим 3.
Шаудеров базис (en)c zX  представляет собой шаудерово раз­
ложение, где РпХ — одномерные пространства (проекторы Рп 
определяются равенством Рп(2аь.ек) =  апеп) ■
Пусть (Рп) — шаудерово разложение локально выпуклого 
пространства X. В исследованиях по натягиваемости и ограни­
ченной полноте шаудеровых разложений (базисов) (см., напри­
мер, [4,8]) используется пространство
H = { f^ X ': f= \ im U n 'f  в X 'ß},
наделенное топологией ß(X ', X ) . Очевидно, что (Рп) является 
шаудеровым разложением для Н. Рассмотрим следующие ут­
верждения:
(D1) Если (Рп) ограниченно полно, то шаудерово разложе­
ние (Рп) для И является натягивающим.
(D2) Если (Рп) — натягивающее шаудерово разложение 
для Н, то (Рп) ограниченно полно.
(D3) Если (Рп) является натягивающим, то шаудерово раз­
ложение (Рп) (для Х'р) ограниченно полно.
(D4) Если (Рп) — ограниченно полное шаудерово разло­
жение Д71Я Н, то (Рп) является натягивающим.
Импликации (Dl )  — (D4) справедливы для любого (шауде- 
рова) базиса в банаховом пространстве4 [5, 10], т. е. в этом 
случае имеет место полная двойственность ограниченной полно­
ты и натягиваемости. В общем случае эта двойственность нару­
шается: в статье [4] приведены примеры простых шаудеровых 
базисов в локально выпуклых пространствах, для которых им­
пликации (Dl )  — (D3) уже не справедливы. Для шаудерова раз­
ложения (Рп) банахова пространства X  доказаны (Dl )  — (D4) 
в предположении рефлексивности пространств5 РпХ. Но это 
требование весьма ограничивающее, так как оно «приблизит раз­
ложение к базису». А в теории шаудеровых разложений особый 
интерес представляют именно те свойства, которые зависят от 
характера разложения пространства на подпространства, а не от
3 Эти понятия мы ввели, следуя [3]. Вместо ограниченной полноты 
употребляется и термин «^-полнота» [8].
4 Аналогичные двойственные утверждения рассматриваются и в случае 
других обобщений шаудерова базиса. Например, аналоги импликаций (D1) 
(в банаховом пространстве) и (D3) (в квазибочечном пространстве) для 
базиса Маркущевича (М-базиса) доказаны в [6]; аналоги тех же имплика­
ции для минимальной последовательности (хп) с сопряженной, тотальной 
на замкнутой линейной оболочке последовательности (* « ) , в банаховом  
пространстве доказаны в [1], стр. 146.
5 Например, в [11] это утверждение доказывается с помощью теории 
пространств с двумя нормами.
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свойств этих подпространств. Н. Калтону [8], которому принад­
лежат наиболее общие результаты об областях справедливости 
вышеприведенных импликаций, удалось доказать (D3) и (D4) 
без предположения полурефлексивности пространств Р пХ. Одна­
ко, в доказательствах утверждений (D1) и (D2) от этого пред­
положения ему не удается избавиться.
Цель настоящей статьи — доказать (D1) и (D2) без каких- 
либо ограничений на подпространства Р пХ. Коротко остано­
вимся также и на остальных импликациях (D3) и (D4).
2. Чтобы доказать (D1), мы воспользуемся следующими ре­
зультатами.
Предложение 1. Пусть (Р п) — простое шаудерово разложе­
ние локально выпуклого пространства X. Если Л е ^ ( Х ) ,  то и и и п( А ) ^ г ц х ) .
Предложение 1 непосредственно вытекает из предложений 4.8 
и 4.5 статьи [8].
Предложение 2. Пусть (Рп) — шаудерово разложение ло­
кально выпуклого пространства X. Если последовательность 
(г?(гг))с= 2” такая, что
max{&: k е  v(n)} <  min{k : k е  v (м+1)}, (1)
то (Uv{n)) является шаудеровым разложением для6 У =  
=  elm lj U\(n)X, притом ограниченно полным, если (Р п) — огра­
ниченно полное простое шаудерово разложение. Если (Уп) — 
последовательность подпространств пространства X, то последо­
вательность (Qn), где Qn — сужение проектора Рп на Z — 
=  elm U РпУп, является шаудеровым разложением для Z, при­
том ограниченно полным, если разложение (Р п) ограниченно 
полно.
Д о к а з а т е л ь с т в о .  Непосредственно проверяется, что 
у =  2  UV(n)y при всех у <= У. Из (1) вытекает, что Uv{n)° Uy(m) — 
=  0, если п ф  tn. Значит, (UV(n)) — шаудерово разложение для 
У. Пусть (Рп) — ограниченно полное простое шаудерово разло­
жение. Рассмотрим ограниченную последовательность 5 =  
=  где x,i =  U'V<)-xh- Пусть
КP i (Xk ) ,  если существует номер k такой, что i<=v(k), если \jv(k).
Так как (2 Л-____ z )< ^ [ )U n (s) и последнее множество ограни-1̂ 1̂ 71 г 1
чено (предложение 1), то из ограниченной полноты (Рп) следует 
сходимость последовательности Поэтому сходится
6 Символ elm Y обозначает замкнутую линейную оболочку множества
Y cz X.
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и ее подпоследовательность 5, т. е. (£Л>(п)) ограниченно полно. 
Остальная часть предложения содержится в 2.1 из [2].
Следствие 1. Если (Р п) — ограниченно полное простое шау­
дерово разложение локально выпуклого пространства X, то по­
следовательность (хп) вида хп =  и Нп)хп, где множества v(n) 
удовлетворяют условию (1), является ограниченно полным шау­
деровым базисом для Y =  elm {хп: п =  1,2, . ..}.
Биортогональная система (хп, fn) (т. е. такая система, что
(Xn)(^X, (fn)czX ' И fn(Xm)=Õnm, ГД6 Õnm ~  СИМВОЛ КрОНе-
кера) называется ограниченно полной, если для любой ограни­
ченной последовательности (yn)cz Y == elm {хп: п = 1 , 2 ,  . . .} из 
сходимости fh(yn)-^n ah при всех k следует существование эле­
мента у е  Y такого, что fk{y-n)-^n fu{y) при всех 7 k.
Следствие 2. Если (Р п) — ограниченно полное простое шау­
дерово разложение локально выпуклого пространства X, .то би­
ортогональная система (xn, f n), где хп =  UV(n)Xn, причем мно­
жества v(n) удовлетворяют условию (1), является ограниченно 
полной.
Д о к а з а т е л ь с т в о .  Положим У =  elm {хп: п = 1 , 2 ,  . . .}. 
Пусть последовательность (yn)czY  ограничена и fh(yn)-+n clu 
при всех k. Согласно следствию 1, уп =  h {aiinXk. Поэтому a/in =  
=  fh(yn)-*n ал и, следовательно, z»m = 2  mahnxh
— ^ a x = z m при всех m. Так как {zmn: m ,n =  1,2, . . ,}cz h h 1 ’ 9
cz {Umyn: m , n =  1,2, . .} и последнее множество ограничено
(предложение 1), то и последовательность (zm) ограничена. Из
ограниченной полноты базиса (хп) (следствие 1) вытекает, что
(zm) сходится, т. е. сходится ряд lühXu =  у е  Y. Очевидно, что
fh (yn)-+n fit {у) при всех k.
3. Справедлива следующая
Теорема 1. Пусть (Р п) — безусловно простое шаудерово 
разложение локально выпуклого пространства X. Если про­
странство Хг квазибочечно8, то им.еет место утверждение (D1).
Для д о к а з а т е л ь с т в а  теоремы можно считать простран­
ство X квазибочечным. Действительно, так как Хх квазибочечно, 
то из следствия 1 теоремы 1.7 и из теоремы 1.5 (см. [2]) выте­
кает, что (Р п) — безусловно простое шаудерово разложение 
для Хг. Тогда, очевидно, из ограниченной полноты (Рп) для X 
вытекает ограниченная полнота разложения (Рп) для Хт. С дру­
гой СТОрОНЫ, X /ß =  (Xr)'ß.
7 Это определение равносильно определению из f l] , стр. 145, и отли­
чается от определения II. 2 из [6] лишь тем, что там вместо последова­
тельности (уп) фигурирует ограниченная сеть.
8 Если Хх квазибочечно, то (Р „ ) является безусловным шаудеровым 
разложением для Хх, причем множество проекторов {Uv равносте­
пенно непрерывно в Хх (см. [2], следствие 1 теоремы 1.7).
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Итак, пусть X — квазибочечное пространство. Р ассуж д ая  от 
противного, допустим, что ( Р п )  не является  натягивающим. 
Тогда, поскольку ( Р п )  для Н безусловно простое (см. [2 ] ,  пред­
ложение 2.5),  то в силу леммы 2.6 из [2 ]  существует последова­
тельность fh =  UV(k)fk ^  Н, где множества v (k )  удовлетворяют 
условию (1),  такая ,  что для любого конечного набора чисел 
(t-i) 1<i<n и для любого множества Л  g S S ( I )  выполнено нера­
венство
s u p \ £ t kfk(x)\sCa]£\th\, (2)
*еА  /г=1 fe=l
где число а >• 0 зависит от А, и хотя бы для одного множе­
ства ß e ^ ( I )  — неравенство
J£\th\^  sup U U  ihfk (x)|. (3)
h= 1 x eß  h-=i /
Исходя из (3),  выберем последовательность (л^ )е£3 (Х )  такую,  
что fk(Xk)= 1. Так как  множество проекторов {Ux: v  е  21} рав ­
ностепенно непрерывно (поскольку X квазибочечно (см. [2 ] ,  
теорема 1.7)) и fu =  Uv{h)' fh, то можно считать, что xjt =  Uv(h)Xh. 
Тогда fh(xi) — О при k ф  I, так  как  множества v (k )  попарно не 
пересекаются. Значит, (хк, f h) — биортогональная система, ко­
торая удовлетворяет предположениям следствия 2, и поэтому 
является ограниченно полной.
Введем следующие обозначения9:
Y=c\m{xh: k =  1, 2, . . .}  cz X, /: Y->X,
F =  \m{fh: k =  1,2, . . .}  c= * ' p> i: F -+X' fi,
<pk= fk\Y (сужение на У), 
ф=\т{(ри: k =  1,  2 ,  . .  . } с = У ' р ,  / : Ф - > У ' р ,
где /, i и j  — тождественные отображения. Согласно формулам
(2) и (3) ,  пространства F и Ф  изоморфны (в случае Ф  придется 
использовать и включение (x/t) е  33(У)) множеству всех финит­
ных последовательностей, наделенному /г нормой, причем функ­
ционалам fk и щ  соответствует ей — элемент естественного ба­
зиса пространства 1\. Следовательно, пространства F'$, Ф'р и т  
изоморфны, причем изоморфизм двух первых пространств осуще­
ствляется отображением S: F'p—>0'p,  которое элементу f  е  F' 
поставит в соответствие <р' е  Ф'  такой, что f ' ( fh )  =  <р'(<ph) при 
всех k. Пусть 10 Qy : Y-+Y"  и Qx : Х-+Х" — канонические вло­
жения. Положим U =  j ' ° Q Y и V =  S ° i ' °Qx°I .  Покажем,  что
9 Символ Im Y обозначает линейную оболочку множества Y cz X.
10 Через X" обозначается сильное второе сопряженное (A 'ß ) '«  к X.
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U — непрерывное отображение пространства У на Ф\v Тогда, 
поскольку У является сепарабельным, а Ф'р — нет, то получим 
противоречие, которое доказывает теорему.
Так как  отображение V, будучи суперпозицией непрерывных 
отображений (непрерывность Qx следует из квазибочечности 
пространства /Y), непрерывно, то для непрерывности U придется 
показать,  что U =  V, т. е., что диаграмма
Q у д'
У — > Y" — > Ф'&
П  t
коммутирует.  Пусть Uy =  xp\ и Vy =  <р'2, тогда <р'1((рк) =  
=  (QyIJ) (<Ph) =  (Pk (у )  И (p'2{cfk) =  f ' ( f h)  =  (Qx y ) (f h) =  fit ( у ) , где 
f '  c e ( i '  °QX° I ) y ,  при всех k. Поскольку срк =  f k\У, то w\ =  m'2, 
значит, U =  V.
Остается доказать сюрьективиость U. Рассмотрим ср' е  Ф ' . 
Из теоремы Хана — Банаха следует существование элемента 
у"  €= Y" такого, что j ' y "  =  tp', т. е. у " ( щ )  =  <р'(ери) при всех k. 
Так как  топология в У", определяемая полунормами 11 | (•, фк)\, 
/г =  1, 2 ........... полуметризуема,  то для у "  найдется последова­
тельность (#„)е$В(У)  такая ,  что щ ( у п ) -^п  у '  {<Рк) =ср'{<рк) при 
всех k. Но тогда f h ( y n )-^n<p'((pit), и из ограниченной полноты 
биортогональной системы (xk, f h ) вытекает существование эле­
мента i/ е  У такого, что f k( y n ) - ^ n f k(y)  =  cph (y )  =  (QYy )  (<ри) при 
всех k. Следовательно, ( Qr y )  (ери) =  <р'(<ph) при всех k, так  что
<р' =  ( j ' °QY) y  =  Ü у.
Теорема доказана.
Следствие 3. Пусть ( Рп ) — б е з у с л о в н о е  ш а у д е р о в о  р а з л о ­
ж е н и е  л о кал ьн о  в ы п у к л о г о  пространства X. Если пространство  
Хх б оч ечно ,  то имеет место ут в е рж д ен и е  (D1).
Д ля  д о к а з а т е л ь с т в а  заметим,  что в данном случае 
безусловное шаудерово разложение ( Рп ) является безусловно 
простым, так  к ак  {Uv'f: v  е  2} е  23 (Х'а) при всех [ е Г  и
^ ( А ’,а ) = 3 3 ( * , р).
З а м е ч а н и е  1. В ходе доказательства утверждения (D1) 
обычно (см., например, [ 4 , 8 ] )  устанавливается алгебраический 
изоморфизм пространств X и Н'. А для этого изоморфизма не­
обходима полурефлексивность Р пХ. Таким образом, требование 
полурефлексивности пространств Р пХ (которое в случае базиса 
автоматически выполнено) обусловливается методом доказа ­
тельства.  Методом доказательства  обусловливается и традици­
онное требование бочечности X. Теорема 1, в случае б е з у с л о в н о  
про стог о  ( Рп),  усиливает следующий результат Н. Калтона (см.
11 Здесь (у", у ' )=у"( у ' ) ,  где ^ ' е Г  и y " ^ Y " .
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[8 ] ,  следствие 3 из теоремы 5.2 и предложения 5.3):  е с л и  ( Рп ) — 
ш а у д е р о в о  р а з л о ж е н и е  б о ч е ч н о г о  п р о ст ран ст ва 12 X такое, что 
в с е  пространства Р пХ р ефл ек си вны ,  то имеет место ут в е р ж д е н и е
(01 )-
4. Шаудерово разложение ( Рп ) локально выпуклого про­
странства X называется  полным  [ 7 ] ,  если к а ж д а я  последова­
тельность Коши ( 2 ^ , ^ ,  х ) ,  где Xk^PhX,  сходится.
Теорема 2. Если ( Рп) — п о л н о е  простое  ш а у д е р о в о  р а з л о ­
ж е н и е  л окальн о  в ы п у к л о г о  пространства X, то имеет место ут­
в е р ж д е н и е  (D2).
Д о к а з а т е л ь с т в о .  Отметим, что X вкладывается  как  
векторное подпространство в Н '. Это включение осуществляется 
алгебраическим изоморфизмом Q пространства X в Я ' ,  опреде­
ляемым равенством (Qx) (f ) — f ( х) , x e l ,  f е Я .  Рассмотрим 
{2 х , ) е 5 8 ( Х ) ,  где Xh — PhXh■ Множество А =1 ̂  f i  T l  t l
=  {ži<h<nQxh: п =  1, 2, . . .} cz Н' является  равностепенно не­
прерывным на Я,  так  к ак  А °= { 2  х : п =  1,2, . . .}° [\НУ
1 ^  Th h
где первая поляра берется в Я,  вторая — в X', является  окрест­
ностью нуля в Я  (поскольку вторая поляра — окрестность нуля 
в Х'$). По теореме Алаоглу — Бурбаки,  последовательность
( 2  , ОлО относительно компактна в топологии о ( Н' , Н) .  По-' h'
кажем,  что она является о{Н\ Я)-последовательностью Коши. 
Рассмотрим [ е Я .  Так к ак  n ^ h^ n+mXh : Пу т = 1> 2, . . .}  е  
^Ю( Х) ,  поскольку {2l<k‘<nxh) e Q J ( X ) ,T °  для заданного е > 0  
имеем
oo n + m
К Ž J P h f )  ( 2 J x k )\ < e  Vn , m
h=N h= n
при N ^  Ne. Следовательно,
n + m  ? i +m
\( JEQxk) (f)\=\f{2£xk)\<E Vm
k = n  k= n
для n ^  Ne. Таким образом, ( 2 t . , . ^  Qxt ) является относитель-
но компактной последовательностью Коши в топологии о ( Н' , Н)  
и потому сходится в о ( Н' , Н) ,  т. е. существует % е  Н' такой, 
что Ри'х  =  Qxk. Поскольку разложение ( Р п )  для Я,  по пред­
положению, является натягивающим,  то % =  2  Qxh, где ряд схо­
дится в Так к ак  (Р п) — простое, то в силу предложе­
ния 5.3 из [8 ]  топология ß ( H' , H ) индуцирует на X топологию / 
равномерной сходимости на всех множествах из TÖ(X'ß). Значит, 
является /-последовательностью Коши и, поскольку
12 Всякое шаудерово разложение бочечного пространства является  про­
стым.
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t не слабее исходной топологии пространства X, а ( Рп ) — пол­
ное разложение, то k<c xh) сходится в X. Теорема дока­
зана.
Следствие 4. Если (Р п ) — ш а у д е р о в о  р а з л о ж е н и е  с е к в е н ц и ­
ально  п ол н о г о  л о к ал ьн о  в ы п у к л о г о  пространства X, то имеет 
место ут в е рж д ен и е  (D2).
Д л я  д о к а з а т е л ь с т в а  заметим,  что секвенциальная пол­
нота пространства X влечет за собой полноту (.Р п) и, поскольку 
(в силу секвенциальной полноты пространства X) ЯЗ(Х'(Т) =  
=  SÖ(A^), то и простоту ( Рп)-
З а м е ч а н и е  2. Все известные нам результаты о справед­
ливости (D2) усиливаются теоремой 2 (и д аж е  следствием 4).  
Например, результат Н. Калтопа (см. [8 ] ,  следствие 2 из тео­
ремы 5.2 и предложения 5.3) гласит: если ( Рп ) — (простое) 
шаудерово разложение секвенциально полного локально выпук­
лого пространства X такое, что все пространства Р пХ полуреф- 
лексивны, то имеет место утверждение (D2).
5. Утверждение о справедливости импликации (D3) , по-види­
мому, в наиболее общем виде, выглядит так  (см. [8 ] ,  предложе­
ние 5.4):  е с л и  ( Рп ) — ш а у д е р о в о  р а з л о ж е н и е  л о кал ьн о  в ы п у к ­
л о г о  пространства X такого, что
л ю б а я  о г р а н и ч е н н а я  по сл ед о вательн о сть  в Х'$ ра вн о ст еп е нн о
н еп р еры вна ,  (4)
то имеет место у т в е р ж д е н и е 13 (D3), Как показывается в [9 ] ,  
пространство X, удовлетворяющее условию (4),  существенно не 
отличается от квазибочечного пространства. Из следующей тео­
ремы будет видно, что для многих шаудеровых разложений им­
пликация (D3) справедлива и без ограничения (4) на X.
Теорема 3. Если  (Р п) — ш а у д е р о в о  р а з л о ж е н и е  л о кал ьн о  
вы п у к л о г о  пространства X такое, что
{Uvx: v e ü } e S ( I )  V x e X ,  (5)
ш а у д е р о в о  р а з л о ж е н и е  ( Р п )  д л я  Х'а полно ,  (6)
то имеет место ут в е рж д ен и е  (D 3) .
Д о к а з а т е л ь с т в о .  Рассмотрим последовательность 5 =  
=  (2 l<k<tJ k) e=Ö(X'p),  h  =  p hfh.  Полагая  e h =  sgn f h (x) для
произвольного х е  X, получим
п п п
sup 2 J  I fh {х) ! =  sup 2  £hfh (x) ^  2 sup sup I ( U v' 2 J  fh)  (x) ' =
n h— 1 n f e= i  v v e J  k = l
П
=  2supsup|(^J ffc )  (U yX )  |'<oo, 
n veJ h—i
13 В случае шаудерова базиса эта теорема доказана  в [4 ] .
124
так как  имеет место (5).  Значит, 5 является о{Х\  X)-последова­
тельностью Коши и, ввиду (6) ,  сходится в Х'о к некоторому 
[ е Г .  Тогда f h =  P h'f и, поскольку (Рп) — натягивающее, то
5  СХОДИТСЯ В Х'$.
З а м е ч а н и е  3. Условие (5) выполнено, если (Рп) — без­
условное или безусловно простое шаудерово разложение. Пред­
положение (5) о разложении (Р п) позволяет заменить требо­
вание (4) с (6).  Если, вдобавок, слабо ограниченные мно­
жества в X' являются сильно ограниченными (например, если
X секвенциально полно), то (6) слабее, чем (4).  Действительно, 
если выполнено (4) ,  то любая a { X r, X ) -последовательность Коши 
равностепенно непрерывна, следовательно (теорема Алаоглу — 
Б у р б а к и ) ,  относительно компактна в Х'0 и потому сходится 
в XV
Что касается  утверждения (D4), то вопрос о его справедли­
вости решен Н. Калтоном (см. [8 ] ,  предложения 2.4 и 5.5):
Теорема 4.. Пусть (Рп) — ш а у д е р о в о  р а з л о ж е н и е  л о к ал ьн о  
в ы п у к л о г о  пространства X. Если  (Рп) — простое,  то имеет место 
ут в е рж д ен и е  (D4). Обратно, е с л и  {Рп)  — о г р а н и ч е н н о  п о л н о е  
ш а у д е р о в о  р а з л о ж е н и е  д л я  Н и имеет место  (D4), то р а з л о ж е ­
ни е  (Рп) — про стое  и .
В заключение отметим, что (как  вытекает из теорем 1—4) 
для безусловного шаудерова разложения в секвенциально пол­
ном бочечном пространстве имеет место полная двойственность 
ограниченной полноты и натягиваемости, т. е. справедливы все 
утверждения (Dl )  — (D4).
П р и м е ч а н и е  п р и  к о р р е к т у р е .  В статье [4 ]  ошибочно пола­
гают, что для приведенного там примера импликация (D2) не справедлива. 
В действительности (D2) для этого примера все же справедлива. Этому 
вопросу автор посвящает отдельную заметку, где, в частности, будет при­
веден пример безусловно простого базиса, для которого импликация (D2) 
не справедлива.
Литература
1. М и л ь м а н  В. Д., Геометрическая теория пространств Банаха ,  ч. I.
Теория базисных и минимальных систем. Успехи матем. наук, 1970,
25, № 3, 113— 173.
2. О я Э., Безусловные шаудеровы разложения в локально выпуклых про­
странствах. Настоящий сборник, стр. 90— 116.
3. С о о k, Т. A., Schauder decompositions and semi-reflexive spaces. Math.
Ann., 1969, 182, № 3, 232—235.
14 Отметим, что доказательство теоремы 4 является  непосредственным 
и очень простым.
125
4. D u b i n s к у, E ,  R e t h e r f о r d, J.  R ,  Schauder bases and Köthe sequence
spaces. Trans. Amer. Math. S o c ,  1968, 130, № 2, 265—280.
5. J  a m e s, R. C ,  Bases and ref lex iv ity  of Banach spaces. Ann. M a th ,  1950,
52, № 3, 518—527.
6. J o h n s o n ,  W. B ,  Markuschevich bases and dua l i ty  theory. Trans. Amer.
Math. S o c ,  1970, 149, № 1, 171 — 177.
7. К a 1 t о n, N . J ,  Schauder decompositions and completeness. Bull . London
M a th ,  S o c ,  1970, 2, № 1, 34—36.
8. К a 1 t о n, N . J ,  Schauder decompositions in loca l ly  convex spaces. Proc.
Cambridge  Phil. S o c ,  1970, 68, № 2, 377—392.
9. К a 11 о n, N . J ,  Schauder bases and reflexiv ity . S tud ia  m a th ,  1970, 38,
№ 1—5, 255—266.
10. S i n g e r ,  I ,  Basic  sequences and ref lex iv ity  of Banach  spaces. S tud ia  math.
(P R L ) ,  1962, 21, № 3, 351—369.
П. S u b r a m a n i a n, P. K-, Two-norm spaces and decompositions of Banach 
spaces. I. S tud ia math. (P R L ) ,  1972, 43, № 3, 179— 194.
Поступило 
12 III 1975
TÖKE STAT UL T TÄIELIKE J A  P I N G UL  S C H A U D E R I  L A H U T U S T E  
D U A A L S U S E S T  L O KA AL S EL T K U M E R A T E S  R U U M I D E S
E. Oj a
Re s ü me e
Näidatakse , et duaa lsusvä ited  ( Dl )  j a  (D2) ruumi X  Schauderi lahutuse  
( P n) kohta on tõesta tavad ilma trad its ioonilise  eelduseta (vt. näiteks [8 ]  j a  
[11 ] )  ruumide P nX poolrefleksiivsusest. Osutub, et t ing im atu lt  l ih tsa lahutuse  
( P n) korral saab  ka vä ite  (D3) kehtivuseks ruumi X  kohta tehtud eeldusi 
[4, 8] olu liselt  nõrgendada.
ON THE DUALI TY OF BOUNDEDLY C O M P L E T E  AND S H R INK IN G 
S C H A U D E R  D E C O M P O S I T I O N S  IN L OCAL LY CONVEX S P A C E S
E. Oj a
S u m m a r y
Let X be a local ly  convex (Hausdorff) space with the topological dual 
X'. Let Xx denote X  w ith  the M ackey  topology t (X ,  X') and let X denote 
X' with the s trong topology ß (X ' ,X ) .  A  Schauder decomposition of X is a 
sequence of continuous projections (P n) which sat isf ies  the properties: 
P n °Pm =  0  when п ф т  and for each x e X  the series 2 P nx converges to x. 
For each member v of the collection 2  of finite subsets of the natu ra l  numbers 
we write  =  2 n(- v P n . A Schauder decomposition ( P n) for X  is called
unconditionally simple iff {Uy'f : v e 2 }  is ß(X', X)-bounded for each f e X ' .  
Also, (Pn)  is called boundedly complete iff for each bounded sequence 
( 2  . < k < n x k), Xh^PhX,  the series 2  x h converges, and shrinking  iff ( P n )
is a Schauder decomposition for Л"«.
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Let ( P n) be a Schauder decomposition for X. Then (Pn') is a Schauder 
decomposition for H = {f< = X ' :  f  =  2 P n'f where the series converges in X 'ß} 
where H is equipped with the topology induced by ß (X ' ,X ) .  We are m a in ly  
cons ider ing  the fol low ing s tatements :
( Dl )  If (P n) is boundedly complete then ( P n )  is sh r ink ing  for H.
(D2) If ( P n') is shr ink ing  for H then ( P n) is boundedly complete.
In genera l ,  neither of them is true [4 ] .  N. Kalton [8 ]  proved ( Dl )  for 
the barrelled space X and (D2) for the sequen t ia l ly  complete space X with 
the additional assumption that the spaces P nX were semireflexive. In this 
paper ( Dl )  and (D2) are proved without this addit ional assumption:
Theorem 1. Let ( P n) be an unconditionally simple Schauder decomposition 
for a locally  convex space X. If X T is quasibarrelled then the implication ( Dl )  
is true.
Corollary 4. If ( P n) is a Schauder decomposition for a sequentially complete 
loca l ly  convex space X then the implication (D2) is true.
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Пусть (Е,т)  (коротко Е)  — секвенциально полное отдели­
мое локально выпуклое топологическое векторное пространство 
над полем А', где К  =  R или К  =  С.. Наряду с исходной топо­
логией г в пространстве Е рассматривается еще слабая топо­
логия о{Е,Е')  (коротко а) ,  где Е' — топологическое сопряжен­
ное пространство к Е. Пусть s (E)  — множество всех последо­
вательностей
Х = ( х , ) , ~  (1)
из элементов пространства Е,
m( E)  =  {X е  s ( Е) : X ограничена}, 
c (E)  =  { X e e s ( E ) :  Эт-lim X е  £}, (2)
w(E)  =  {X ^  s ( E ) :  Эа-lim X е  Е}, (3)
где r - l imX (соответственно rr-limX) обозначает предел при 
i —у оо последовательности X  в топологии г  (соответственно о )  
и, разумеется,
с (Е)  cz w (Е) cz m  (Е) cz s ( E ) . (4)
Пусть, далее,
А =  (anh) (п, k = l ,  2, . . . )  (5)
—■ скалярная матрица и 1
f ] n ( X ) = ^ a nhXh ( / 1 = 1 , 2 , . . . ) .  (6)к
Последовательность 1 ё 5 ( £ )  называется A- с ум м и р у ем ой  к зна­
чению х е  Е (коротко Л -lim X =  х ) , если все ряды в (6) схо­
дятся и существует предел
т-lim ijn (X) = х .  (7)
Множество
с ( £ ,Л )  =  { Х е 5 ( Я ) :  3 Л -lim Х е  Е) 
называется пол ем А-с уммируемости  в s (E) .
1 Если пределы изменения индексов не указаны, то они имеют все 
целочисленные значения от 1 до - ! -оо.
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Введем класс Т всех т. н. Т-матриц Л, определяемых усло­
виями (см. [4 ] ,  стр. 79)
l im a nh= 0 ,  (8)
11
lim J>] a nii =  1, (9)
и k
sup JE \ank\=M<i ° o .  (io)
n k
Пусть X ees (E)  и (X) — множество всех подпоследова­
тельностей последовательности X. Будем говорить, что последо­
вательность X имеет св ой ство  (А0), если для каждой Y e 43i (X),  
существует Л -lim Y в Е.
В работах [7, 13, 14] доказана
Теорема 1 (Бак ) .  Для  А (=Х св ой ство  (А0) п о сл е д о в а т ел ь ­
ности X<=s (K)  р а в н о с и л ь н о  с о от нош ению  Х<=с ( К) .
Ниже исследуется вопрос о справедливости теоремы 1 и ана­
логичной ей теоремы 4 в случае абстрактного пространства Е. 
Находятся общие необходимые и достаточные условия (теоре­
ма 8) для справедливости названных теорем в пространстве Е. 
Приведенное в теореме 5 не зависящее от класса  £ достаточное 
условие Шура оказывается и необходимым для выполнения 
условий теорем 1 и 4 в специальных пространствах Е (теоремы 
14 и 16). Показано, что теорема 1 не имеет места в Lp при 
р  >  1, а теорема 4 в пространстве с.
1. Свойство (Л°) и слабая сходимость
Метод суммирования А называется  р е г у л я р н ы м  в s ( E) ,  если 
с (Е)  а  с (Е,  А) и из r-\im X =  х следует Л -lim Х =  х при 
Х ^ с ( Е ) .  По известной теореме Сильвермана — Теплица (см.
[ 1] ,  стр. 14; [4 ] ,  стр. 79) * матричный метод суммирования (5) 
является регулярным в s ( K )  тогда и только тогда, когда Л е 1  
Из [20] и [19] вытекает,  что условие Л е г  необходимо и до­
статочно для регулярности метода А в s ( E) ,  т акже если Е — 
пространство Банаха или Фреше (т. е. полное метризуемое ло­
кально выпуклое пространство). Доказательство последнего (из 
книги [17] ,  теорема 3 на стр. 43) для банахова пространства об­
общается на случай локально выпуклого пространства Е сле­
дующим образом.
Теорема 2. Пусть (Е, г) — с е к в е н ц и а л ь н о  п о л н о е  отделимое  
л ок ал ь н о  в ы п у кл о е  пространство.  Матричный метод с у м м и р о в а ­
ния  (5) я вля ет ся  р е г у л я р н ы м  в s (E)  тогда и только тогда, к о г д а  
А е  X.
Д о к а з а т е л ь с т в о .  Н е о б х о д и м о с т ь .  Пусть (bi )
— произвольная сходящаяся к точке b последовательность с к а ­
ляров, а элементы х<=Е, х' е  Е' такие, что (х, х ' ) = \ .  Ввиду
!) Труды по м а т е м а т и к е  и ме х а н ик е  XVI I 129
регулярности метода А имеем
т -lim 2  anhbkX=bx.
п к
Но тогда
lim 2 anhbh=\im { 2 ankbkX, х')= (bx,x')=b
п к п к
и доказательство необходимости завершается применением вы­
шеупомянутой теоремы Сильвермана — Теплица.
Д о с т а т о ч н о с т ь .  Пусть Л е г  и х е  с  (Е) , где т-lim X =
— х. Метод суммирования А, очевидно, линейный и для посто­
янной последовательности X =  (х) в силу (9) имеем Л -lim X =  
=  х. Поэтому достаточно убедится в Л-суммируемости к нулю 
последовательности
Y = (y i) ,  yi =  xi — x.
Пусть
где Q обозначает систему полунорм, определяющих тополо­
гию т. Д ля  каждого е  >  0 в силу т-lim Y =  8 найдется такой 
номер ш, что
Ра(Ук)
при k ^  tn. Далее ,  по условию (8) определяем индекс г  так,  что 
У, <С-
к < т 2 S U p  P a { y i
при п ^ г .  Таким образом, учитывая еще условие (10),  полу­
чаем для всех п ^  г
8 S
Р а ( 2  а пкУк) ^ S U p  Р а ( У к )  * 2 J  \ а пк\ +  2  \а пк\ Р а {У к )  < ~ ? Г + ~ 7 Г = £ -
к h h < m  л > т  2  Z
Следовательно, имеем
т-lim 2  а пкУк =  0,
к
т. е. Л -lim У =  8. Теорема доказана.
З а м е ч а н и е .  В. Д.  Жаворонков сообщил нам о получении 
такого-же результата другим методом.
Приступая к исследованию свойства (А0) абстрактных по­
следовательностей X ^ s ( E ) ,  отметим, что оно в общем случае 
не вызывает сходимости последовательности X. В качестве при­
мера рассмотрим в пространстве т  всех ограниченных число­
вых последовательностей
x = ( h )  0 0
с нормой
l!*||= sup \h\ О 2)
к
последовательность X =  (е ; ) точек ei  =  ( ö i u) , где дщ — символ
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Кронекера.  Нетрудно проверить,  что д л я  всех К е ^ ( Х )  имеем 
Л-lim Y =  в, где Л е  £  с
l im supi|anft j=0,  (13)
п h
в то же время, когда X расходится в пространстве т.
Пусть Л — скалярная матрица. Введем следующие опреде­
ления. Будем говорить, что последовательность I e s ( £ )  я вля ­
ется А^-сходящей ся  к точке х ^ Е  (коротко Л°-Пт X =  х) , если 
Л -lim Y =  х для каждой У е ^ ( Х ) .  Мы говорим, что последо­
вательность X е  s ( E ) является А]- с х о д я щ е й с я  к значению х е  Е 
(коротко A1 Aim X =  х),  если для каждой Y <=У1(Х) существует 
Z g S R ( K )  с  Л -lim Z =  х. Из определений непосредственно сле­
дует,  что оба обобщенных предела однозначно определены и об­
ладают свойством наследственности, а Л ‘-сходимость является 
т. н. Й*-сходимостью Куратовского (см. [5 ] ,  стр. 197). Поля  Л°- 
Ах-сходимости  определяются равенствами
с ( £ , Л » )  =  { 1 е 5 ( £ ) :  З Л < Ч ш 1  X  е  £ } ,  
c{E,A')  =  { X ^ s { E ) :  ЭЛЧйп *<=£}.
Пр и этом, разумеется,
с (Е,  А ° ) а  с (Е,  Л 1). (14)
Ясно также,  что к а ж д а я  Л°-сходящаяся последовательность 
X<=s(E)  обладает свойством (А0). Обратно, имеет место
Л е м м а  1 . Пусть А ^ Х .  Из св ой ства  (А0) по сл ед о вател ьно ст и  
X<=s(E)  сл е д у ет  е е  А°-сходимость
Д о к а з а т е л ь с т в о .  Допустим,  что последовательность 
X<=s(E)  обладает свойством (А0). Тогда, в силу секвенциаль­
ной полноты пространства Е для каждой У е ^ ( 1 )  найдется 
x ( Y ) ^ E  с Л -lim У =  х ( У ) . Если x(Y' )  ф  x(Y")  для некоторых 
У', У" <= 9ЦХ),  то существует х' <= Е'  такой, что (х(У' ) , х ) Ф  
ф  (x(Y") ,х'). С другой стороны, по теореме 1 последователь­
ность скаляров ( Х, х ' ) = ((xi ,x' ))  сходится, вследствие чего из-за 
Л е ^  получаем Л -lim (У', х') =  Л -lim (Y", х') или {x(Y' ) ,x' )  =  
=  (x(Y") ,x' ) .  Мы пришли к противоречию. Следовательно, все 
А'(У) равны между  собой и лемма доказана.
Д ля  доказательства основной теоремы этого пункта нуж­
даемся еще в усиленном варианте одного результата Бака  [14].
Л е м м а  2. Пусть А <= X. Н ео г р а н и ч е н н а я  по сл ед о вательно сть  
X<=s (K)  с о д е ржит  подп о сл е д о в ат ел ьн о сть  У с о  свойством  
Z ф  с (Е, А)  д л я  к а ж д о й  Z e 9 l ( y ) .
Д о к а з а т е л ь с т в о  леммы распадается на две части.
1) Матрица Л имеет бесконечно много рядов конечной дли­
ной. В силу Л е г  эти длины не равномерно ограничены. Обо­
значим a ( n , k ) = a nh, y ( k)  =  y h и пусть ( я ;),  (kj ) — такие 
строго возрастающие последовательности индексов, что 
a(n; u kj ) — последний отличный от нуля член в ряде с номером 
п j. Подпоследовательность У определим теперь следующим об­
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разом. Элементы у (  1), . . . ,  у ( к {) подберем такими, что
\JEa(n i t i) y ( i ) |>1.
(</(,
В общем случае,если элементы у ( \ ) ,  . . . , y ( i  — 1) (ki-\ <  i <С ki, 
/;^г 2),  уже определены, то £/(/) найдем так,  что
• min  I 2£ а(пт, г) у  ( г )+ а ( п т, i ) y ( i ) \ ^ m
v e C t f - i ,  f t m- l )  r e v  ( j g )
( m = l ,  2, . . . ,  / - 1 ) ,  
где C( p , q )  обозначает множество всех сочетаний из р  чисел
1, ио q /?. Элементы */(&/) (/ ^  2) прибавим такие, что,
кроме условий (15) с i =  ki, было выполнено еще неравенство
\J£a(n lt i ) y ( i )\^ l .
i^h/
По конструкции ясно, что последовательность Y обладает тре­
буемыми свойствами, ибо при любой Z e 9 J ( F )  имеем
\Пп} ( Z ) \ ^ j  (/=1* 2> • • •)•
2) Матрица А имеет только конечное число рядов конечной 
длины. Тогда существует такой индекс г, что при п >  г выпол­
няется а ( п , к ) ф  0 для бесконечного множества значений ин­
декса  к. Элемент y ( i )  строемой последовательности F e ü ß ( X )  
в данном случае подберем для каждого i =  1,2, . . .  так,  что
]a(m,P)\2\y(i)\>\a(m,P)\ (m= U  2, i\ р =  1, 2, .. . ,  i).
Но тогда для любой Ze i> i (K)  при п > г
l im Iа( п ,  k)Zh\̂  1 
к
и, значит,
2 £ а (п ,  k)Zh
к
расходится. Следовательно, Z ф  с  (Е, А) пи для одной Z g 3 J ( F ) .  
Лемма  полностью доказана.
Теорема 3. Пусть Л е г  и X е  с  (Е,А{) . Т о г д а  X е  w( E) .  
Д о к а з а т е л ь с т в о .  Прежде всего ясно,, что из равенства 
A]Ai mX =  x следует А Mim (X, х/) =  (х, х'), где х ' ^ Е ' .  В силу 
леммы 2 последовательность {Х,х') ограничена. Поэтому, если 
допустить, что l im (X, х') Ф  (х, х'), то можно найти подпоследо­
вательность У е 9 1 ( 1 )  со свойством l im (Y, х') =  b ф  (х, х'). Но 
последнее, ввиду Л е г ,  противоречит вытекающему из Л' -схо­
димости последовательности (X, х') равенству Л Mim (F, х') =  
=  (х, х'). Следовательно, lim (.X, х') =  (х, х') для каждого х' е  Е, 
т. е. а-\\тХ =  х. Теорема доказана.
Теоремы 2 и 3 позволяют при Л е г  соединить соотношения 
(4) и (14) в одно:
с (Е)  а  с{Е,А°) а  с (Е,  Л1) cz w ( E ) c z  т( Е)  c z s ( E ) .  (16) 
Отсюда при Е =  К  в силу равенства c ( K ) = w ( K )  непосред­
ственно вытекает следующая модификация теоремы Бака .
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Теорема 4. Пусть Л е !  и Е =  К. Рав ен ство  A[-\imX =  x 
р а в н о с и л ь н о  с о от нош ению  \\тХ =  х.
Известно, что кроме R и С существует целый ряд про­
странств со свойством
c ( E ) = w { E ) .  (17)
Такими являются, например, пространство последовательностей 
/, пространства Фреше — Монтеля (см. [2 ] ,  стр. 240),  некото­
рые поля суммируемости (см. [ 11] ,  теорема 7).
Так как  равенство (17) впервые установлено Шуром [21]  
для /, то условимся называть пространство Е со свойством (17) 
пространством Шура.  Д л я  нас пространства Шура представ­
ляют особый интерес ввиду вытекающего из (16) и леммы 1 
следующего утверждения.
Теорема 5. Пусть Л е г  и (Е,т) — пространство Шура.  
Тог да  т-сходимость, св ой ство  (А0), А°-сходимость и Ах- сходи -  
мость п о сл ед о вательн о сти  X ^ s ( E )  совпадают.
В конце этого пункта сформулируем одно легко проверяе­
мое предложение относительно метризуемых пространств.
Л е м м а  3. Р е ф л е к с и в н о е  пространство Ф р е ш е  Е я вля ет ся  п р о ­
странством Шу ра  тогда и только тогда, к о г д а  о н о  пространство  
Монтеля.
2. Пространство Б а к а  и I ' -пространство
Рассмотренный после теоремы 2 пример оправдывает введе­
ние названных в заглавии понятий. Пространство Е назовем 
пространством Бака  (соответственно Xх-простран ством) , если 
т-сходимость последовательности X e s ( £ )  для каждого Л е !  
совпадает с Л°-сходимостью (соответственно с Л ‘-сходимостью). 
Очевидно, что каждое ^ ’-пространство есть пространство Бака.
З а м е ч а н и е .  В определении пространства Бака требова­
ние Л°-сходимости можно по лемме 1 заменить свойством (А0) .
Теорема 5 показывает,  что все пространства Шура являются 
'^'-пространствами (и, тем самым,  пространствами Б ака ) .  Д ля  
получения полной характеристики пространства Бака  и Х’-про- 
странства нам нужна одна общая лемма Микусинского [18] .  
Пусть F — сходимость  на множестве Е, т. е., каждой последо­
вательности X e s ( £ )  приведено в соответствие множество 
F (X) пределов последовательности X, причем в случае F(X)  =  
=  0  последовательность X называется р а с х о д я щ е й с я .  Говорят, 
что сходимость F обладает св ойством  на сл е д ств енн о сти , если из 
K e 9 f ( X )  следует F( X) c z F ( Y) .  Сходимость F называется  с х о ­
димостью У р ы с о н а , если при х ф  F (X) существует т а к а я  F e  
е чЗс(Х), что х ф  F(Z)  для всех Z e 9 ? ( F ) .  Говорят, что с х о ­
димость G б о л е е  о б щ а я , чем сходимость F, если F (X) cz G(X)  
для всех X e s ( £ ) .
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Л е м м а  4 (М икус инский) . Пусть F — сходимость Урысона 
и G — сходимость с о  свойством наследственности. Тогда, е сли  
G такая бол е е  о бщая  сходимость, чем F, что для любо г о  X е  
e s ( £ )  существует У е ^ ( Х )  со  свойством F (Y )u G (Y ) ,  то F 
и G совпадают.
Теорема 6. Пусть Л е 1 .  Равенство с (Е )= с (Е ,А °)  выпол­
няется тогда и только тогда, ког да  для каждой X <= w (Е)\с (Е) 
существует такая Y e ü f t ( X ) ,  что Y^c (E ,A°) .
Д о к а з а т е л ь с т в о .  Н е о б х о д и м о с т ь  очевидна.
Д о с т а т о ч н о с т ь .  Так как  т-сходимость — сходимость 
Урысона и Л°-сходимость обладает свойством наследственно­
сти, то по лемме 4 имеем с ( Е ) =  с (Е,А°) ,  если для каждой 
I e s ( £ )  найдется т ак а я  У е 9 ? ( Х ) ,  что
{т-lim Y} =э {(Л°-Нш У}, (18)
где {т-lim У} =  0  (соответственно {Л°-Пт У} =  0 )  при У ф  
ф с ( Е )  (соответственно Y ^ c ( E , A 0) ) .  Убедимся в справедли­
вости (18) для всех (Е)\ [ w (Е)\с (Е)  ] =  [s  (E)\w (Е) ] U с ( Е ) . 
В случае X<=s (E)\w(E)  имеем {т-Yim X} =  {A°-\\m X} =  0 ,  
ибо X будет Л°-расходягцимся из-за включения (14) и теоре­
мы 3. Следовательно, соотношение (18) выполнено, если взять 
в нем У =  X. При Х е с ( £ )  справедливость (18) вытекает из 
равенства т-lim X =  Л°-Пт X. Этим доказательство достаточ­
ности завершено, ибо в случае Y ^ c ( E , A ° )  включение (18) г а ­
рантировано ввиду равенства {А°-\\тХ} = 0 .
З а м е ч а н и е .  В силу леммы 1 соотношение Х ф с ( Е , А ° )  
равносильно существованию У е ^ ( Х )  с условием Y<£c (E,A) .  
Поэтому в теореме б требование Y ^ c ( E , A ° )  можно заменить 
условием У ф. с (Е,  А).
Аналогично теореме 6 доказывается
Теорема 7. Пусть Д е !  Рав ен ство  с ( Е ) = с ( Е , А *) имеет 
место тогда и только тогда, к о г д а  д л я  л ю б о й  X <= w (Е)\с (Е) 
найдет ся  такая У е З ^ ( Х ) ,  что Y ^ c ( E , A l).
Теоремы 6 и 7 позволяют нам сформулировать полные х а ­
рактеристики пространства Бака и .^-пространства.
Теорема 8. Пространство Е я вля ет с я  пространством Бака  
( соответственно Xх-пространством) тогда и только тогда, к о г д а  
д л я  к а ж д о й  Л е Х  и к а ж д о й  X<=w(E)  с (Е)  с уществу ет  такая 
У е 9  с (А'), что Y ^ c ( E , A )  (соответственно Y ^ c ( E , A 1) ) .
З а м е ч а н и е .  В случае пространства Шура Е условия тео­
ремы 8 выполнены, ибо тогда w ( E ) с ( Е ) = 0 .
Вопрос о существовании пространства Бака  (или X1-про­
странства) с w (Е)\с  (Е) 0  остается пока открытым. Пол­
ностью решается вопрос об отношении пространств Бака (соот­
ветственно Х'-пространств) и Шура для классов специальных 
пространств в следующем пункте.
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В конце этого пункта у каж ем  на возможность получения 
новых пространств Б ака  (и ^'-пространств) в виде топологиче­
ского произведения или поля суммируемости.
Пусть (Еа ) — произвольное семейство секвенциально пол- 
ныл отделимых локально выпуклых пространств. Тогда таковым 
же является и их топологическое произведение
Е—ПЕъ (19)
(ср. [2 ] ,  стр. 344). Обозначим через л а проекцию Е на Еа. 
Имеет место
Теорема 9. Т оп ол о г и ч е с к о е  п р о и з в е д е н и е  (19) я вля ет с я  п р о ­
странством \Бака тогда и только тогда, к о г д а  в с е  с омножители  
Еа — пространства Бака.
Д о к а з а т е л ь с т в о  исчерпывается замечанием, что схо­
димость Л°-Нт X — х, в силу непрерывности и линейности л а, 
равносильно выполнению Л ° -Н тл а (Х) =  л а (х) для каждого а, 
а сходимость \im X =  х в Е равносильно соотношениям 
l i m л а (Х) — л а {х) в Еа для всех а.
Следствие.  Пространство п о сл е д о вательн о ст ей  s  =  s ( C)  с 
топологией  п р о и з в е д е н и я  П С есть Пространство Бака.
i
Множество E a s  называется FК-пространством,  если оно 
является таким полным метризуемым локально выпуклым про­
странством, что из lim ЛГ =  х в Е следует Пт£гь =  !& Для к а ж ­
дого k, где Х{ =  ( in j ),  x — (ik)-  Пусть E — пространство Бака .  
По теореме 9 и следствию к ней ясно, что s X  Е — такж е  про­
странство Бака .  С другой стороны, Беннетт [11]  показал, что в 
случае F/(-пространства Е поле суммируемости
Е (А) =  {х е  s:  3 у =  ( rjn {х)) ,  у ^ Е )
является F/(-пространством, изоморфным к замкнутому подпро­
странству произведения 5 X  Е, если А — конечнострочная мат ­
рица. Следовательно, справедлива
Теорема 10. Пусть А — ,к о н ечн о строчна я  матрица. Если Е 
я вля ет с я  FK -пространством Бака,  то таким ж е  б у д ет  и Е(А) .
Относительно х' -пространств не трудно получить следующие 
аналогичные результаты.
Теорема 11. Т о п о л о г и ч е с к о е  п р о и з в е д е н и е  Е к о н е ч н о г о  чи сла
X1 -пространств Е\, . . .  , Еп с н о в а  Х]-пространство .
Теорема 12. Пусть А —кон ечн о строчна я  тматрица. Если Е 
о д н о в р е м е н н о  FK- и X1-пространство , то таковым ж е  б у д е т и 
Е(А) .
3. Об /?5(Л°) -пространствах и Б5 (Л ) -п р о с т р а н с т в а х
Здесь рассмотрим специальные классы пространств, в кото­
рых свойство Шура (17) является т акже  необходимым для 
справедливости теоремы Бака (соответственно теоремы 4).
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Непосредственно из определений ясно, что Е — простран­
ство Бака (соответственно ^ ’-пространство) тогда и только 
тогда, когда c (E)  — c (E,Z°)  (соответственно с (Е)  =  с (Е,  X1) ),
где
с ( Е , Х° ) =  U с{Е,А°), c ( E , V)  =  U с{Е,А' ) .
A е<£
Отсюда следует
Теорема 13. Пространство Бака ( соответственно  г 1-про стран ­
ство) я вля ет ся  пространством Шура  тогда и только тогда, к о г д а  
с  (Е, г°) =  w (Е) ( с оответственно c ( E, Xl ) =  w ( E ) ) .
Пусть А е  5. Будем говорить, что Е является пространством  
типа BS( AQ) (или BS (А0) -пр о стран ством) , если для каждой 
X e ew (E) существует У е 9 с ( Х )  с У е с ( £ \ Л ° ) .
Теорема 14. Пространство Е типа BS(A°)  я вля ет ся  про стран ­
ством Бака тогда и только тогда, к о г д а  Е т— пространство  
Шура.
Д о к а з а т е л ь с т в о .  Ввиду теоремы 5 остается доказать 
только необходимость. Пусть (Е, т) — пространство Бака.  Пред­
положим, что Е не является пространством Шура. Тогда суще­
ствует т акая  Х ф с ( Е ) ,  что о-\\тХ =  х. где х е е Е .  Так как  
r -сходимость есть сходимость Урысона, то из т- l im Х ф х  вы­
текает существование такой Y e 9 f ( I ) ,  что т-lim Z Ф  х для всех 
Z e 9 t ( Y ) .  С другой стороны, найдется Z ' ^ 3 l ( Y )  с A°-Yim Z ' =  
=  х. Итак, последовательность Z' е  w  ( £ ) х с (Е)  не содержит пи 
одной Л-расходящейся подпоследовательности. А это, по теоре­
ме 8, противоречит предположению нашей теоремы. Следова­
тельно, Е — пространство Шура и теорема доказана.
Следствие 1. Р еф л е к с и в н о е  BS  (А0)-пространство Ф р е ш е  Е 
явля ется  пространством Бака  тогда и только тогда, к о г д а  £ — 
пространство Монтеля.
Д о к а з а т е л ь с т в о  следует из леммы 3.
На основе конечномерности банахова пространства Монтеля 
(см. [2 ] ,  стр. 240) справедливо
Следствие 2. Р е ф л е к с и в н о е  BS  (А0)-пространство Банаха я в ­
ляется  пространством Бака тогда и только я о г д а ,  к о г д а  о н о  
кон ечн ом ерн о .
Вещественное банахово пространство Е называется  ( г , е ) -
вып уклым , если для любой системы элементов Х\............ хг\
!*г11 ^  1 ( l ^ i ^ r )  существует т ак а я  комбинация знаков 
01, . . .  , О г, ЧТО II 0 [Х\ -f- . . . -f- OrXr \ ^  r (1 -—• s)  (ср. [ 1 0 ] ) .  По 
теореме 1 из [3 ]  ясно, что BS  (Л°) -пространство Фреше Е реф­
лексивно тогда и только тогда, когда для каждой Х<=т(Е) 
найдется У е 9 с ( Х )  с У е с ( £ ' , Л ° ) .  Поэтому из теоремы 2 
статьи [12]  заключаем,  что (2, е) -выпуклое пространство я в л я ­
ется рефлексивным Я 5 [  (С, 1)°]-пространством, где (С, 1) — 
метод суммирования арифметических средних (см. [1 ] ,  стр. 67).
Следствие 3. С реди  в с ех  (2, е)  - выпуклых пространств п р о ­
странствами Бака я вляют ся  только к он ечн ом ерны е .
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Следствие 4. Ни о д н о  и з  пространств D} при  р  !> 1 н е  я в ­
ляется  пространством Бака.
Доказательство  этого утверждения опирается на следствие 2, 
если иметь в виду, что по теореме 4 из [6 ]  все пространства Lp 
являются BS  (Л°)-пространствами для любой Д е  !  со свой­
ством (13).
В некоторой мере аналогичные результаты получаются и от­
носительно ^-пространств.
Пусть А е  X. Пространство Е называется  пространством  
типа B S ( A ) (или BS (А) -пр остран ством) , если для любой Х е  
е ш ( £ )  существует F e 9 t ( X )  с У е с ( £ , Л ) .  Пространства 
типа ßS(/ l )  при А =  (С, 1) исследовали многие авторы: Банах 
и Сакс [9 ]  установили, что пространства />(0, 1) и /р при р  >- 1 
суть BS[  (С, 1) ]-пространства,  Какутани [16]  доказал,  что 
каждое равномерно выпуклое пространство является B S [ ( C , 1) ] -  
пространством, в [8 ]  приведено пример рефлексивного бана­
хова пространства, которое не является  B S[  (С, 1) ^простран­
ством, и т. д. Пространства типа Я 5 (Л )  характеризует
Теорема 15. Пространство Е я вля ет ся  BS (А)-пространством  
тогда и только тогда, к о г д а  c ( E , Al ) — w (Е).
Д о к а з а т е л ь с т в о .  Н е о б х о д и м о с т ь .  Пусть Е — 
пространство типа BS  (Л) .  В силу теоремы 3 доказательства 
требует только включение с (Е,  Л 1) =э w ( Е) . Если O'-Пт X =  л', 
то для любой Y е  'Зс (X) существует т акая  Z e 9 ? ( F ) ,  что Z e  
е  с (Е,  А).  При этом имеем Л -lim Z =  i ,  либо г;-lim Z =  х и 
Л е  X. Следовательно, Х е  с (Е,  Л 1).
Д о с т а т о ч н о с т ь  очевидна.
В силу включения с (Е,  Л 1) cz с (Е,  X1) сразу получаем
Следствие. Пространство типа B S (А) о бладает  свой ством  
c ( E , V)  =  w( E) .
Отсюда по теореме 13 заключаем,  что справедлива
Теорема 16. Пространство Ф р е ш е  Е типа BS(A)  я вля ет ся  
Xх-пространством тогда и только тогда, к о г д а  о н о  пространство  
Шура.
Следствие 1. Пространство с  в с ех  с х о д я щ и х с я  чи словых п о ­
сл ед о вательностей  (11) с  н о рм ой  (12) н е  я вля ет ся  Хх-простран-  
ством.
Д о к а з а т е л ь с т в о .  По теореме Фарнума [15] простран­
ство с  является BS[  (С, 1) ]-пространством. Так к ак  с  не я в л я ­
ется пространством Шура,  то доказательство завершается при­
менением теоремы 16.
Из теоремы 1 статьи [3 ]  выводим, что BS (А) -пространство 
Фреше Е рефлексивно тогда и только тогда,  когда для каждой 
Х е т ( £ )  можно найти У е ^ ( Х )  с У е с ( £ , Л ) .  Относительно 
рефлексивных BS  (Л) -пространств Фреше с помощью леммы 3 
получаем
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Следствие 2.Р е ф л е к с и в н о е  B S (А)-пространство Ф р е ш е  б у д ет  
Xх-пространством тогда и только тогда, к о г д а  о н о  пространство  
Монтеля.
Следствие 3. Р е ф л е к с и в н о е  B S (А)-пространство Банаха я в ­
ляется  %>-пространством тогда и только тогда, к о г д а  о н о  к о н е ч ­
номерно .
Отсюда в силу [16] вытекает
Следствие 4. С р еди  в с е х  р а в н о м е р н о  выпуклых пространств  
Xх-пространствами я вляю тся  только к он ечн ом ерны е .
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BUCKI TEOREEM LOKAALSELT KUMERATES RUUMIDES
E. Kolk
R e s ü m e e
Olgu E — jad a l ise l t  tä ie l ik  era lduv lokaa lse l t  kumer topoloogil ine vektor- 
ruum üle reaa l-  või kompleksarvude korpuse K, t  — lähtetopoloogia n ing 
a =  o(E, E') — nõrk topoloogia ruumis E. M ärg im e  s(E)  ruumi E e lementidest 
moodustatud kõikvõimalike jad ad e  (1) h u lga  n ing  c(E ),  w(E)  tema a lam h u l­
gad , mis on m äära tud  v a s tav a l t  võ rdustega  (2) j a  (3).
Olgu A =  ( a nk) ska laa rn e  m aatr iks  n ing  — ja d a  X  kõikide osa-
jadade  hulk. Me ütleme, et
1) Л -lim X =  x, kui kõik read võrduses (6) koonduvad ja  on rahuldatud (7);
2) jad a  X on o m adusega  (A°), kui kõik Уе£Т(Х ) on Л -koonduvad;
3) Л°-Нm X = x ,  kui Л -lim У =  x iga  Y<=K%(X) korral;
4) A l-\imX =  x, kui ig a  У е И ( ^ )  korral  leidub Z e V T (F ) ,  nii et 
Л -lim Z =  x.
Ruumi E n im etatakse  Schuri ruumiks, kui c ( E ) = w ( E )  n ing  Bucki ru u ­
miks ( € ' -ruumiks) , kui seos X e c ( £ )  on s am aväärn e  om adusega  (Л°) ( v a s ­
tava lt  Л I-koonduvusega) i g a  Л е !  korral, kus С  on kõikide Toeplitz i m a a t r ik ­
site hulk.
Tuntud Bucki teoreemi j ä rg i  on К  Bucki ruum hari l ikus normitopoloo- 
g ias .  Käesolevas art ik l is  uuritakse Bucki teoreemi kehtivust ü ld isem ates  ru u ­
mides. Tõestatakse, et i g a  Schuri ruum on C - r u u m  (seega  ka Bucki ruum) 
n ing  antakse  Bucki j a  ^ ‘ruumide jä rg m in e  üldine iseloomustus.
Teoreem 8. Ruum E on Bucki ruum (T£l-ruum) para jasti  siis, kui iga  
Л ^ С  ja  iga X ^ w ( E ) ^  c(E) korral leidub A-hajuv (v astava lt  A x-hajuv)  
УеЙ(Х).
Me nimetame ruumi E B S  (Л) -ruumiks (BS (A°)-ruum iks), kui i g a  Y e w ( E )  
s isa ldab  Л -koonduva (v a s tav a lt  Л0-koonduva) У е£Т (Х ) .
Küsimus sel l iste Bucki j a  vD'-ruumide olemasolust, mis ei ole Schuri ru u ­
mid, j ä äb  e s ia lgu  lahtiseks. Küll a g a  osutub, et В 5 (Л ° ) - г и и т  (Б 5 (Л ) - г и и т )  
E on sam aaeg se l t  Bucki (v as tav a lt  C 1) ruum p a ra ja s t i  si is,  kui ta on Schuri 
ruum. V i im asest  tuleneb muuhulgas ,  et jad a ruu m  с ei ole C - r u u m  n ing  ükski 
ruumidest L v , kui p >  1, ei ole Bucki ruum.
DER SATZ VON B UC K IN L OKALKONVEXEN R ÄU ME N
E. Kolk
Z u s a m m e n f a s s u n g
Es sei E ein fo lgenvo l ls tänd iger separierter lokalkonvexer topologischer 
l inearer Raum über dem Körper К der reellen oder komplexen Zahlen, % die A u s­
gangstopo log ie  und o =  o(E ,E')  die schwache Topologie auf E. Bezeichnen 
w ir  mit s(E)  die M enge a ller Folgen (1) von Elementen des Raum es E und 
mit c(E), w(E)  ihre Teilmengen, die durch die Gleichungen (2) und (3) 
bestimmt sind.
Es sei noch Л — (a nk) eine M atr ix  mit Elementen aus К  und H (X )  die 
M enge  a l ler Teilfolgen von X. W ir sagen :
1) Л -lim X =  x, wenn al le  Reihen in (6) konvergieren und die Gleichung 
(7) g ilt ;
2) die Folge X hat die Eigenschaft  (Л0), wenn alle  У е ^ ( 1 )  Л -konver­
gieren;
3) Л°-Нт X =  x, wenn es Л -lim У =  x für al le  У е ^ ( 1 )  gibt;
4) Л '- lim X =  x t wenn es für a l le  У е П ( ^ )  ein Z ^ V l ( Y )  mit Л -lim Z =  
=  x gibt.
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Den Raum' X nennen w ir den Schur-Raum,  wenn с (E) '=■w (E) g il t , und den 
Buck-Raum  (bzw. IZ'-Raum), wenn X e e ( £ )  mit der Eigenschaft (Л0) (bzw. 
mit /^-Konvergenz) g le ichbedeutend ist für jedes Л е С ,  wo С  die M enge a l ler 
Toeplitz-Matrizen ist.
Nach dem bekannten Sa tz  von Buck ist К ein Buck-Raum in gew ö hn ­
licher Normtopologie. In diesem Aufsatz wird die Gültigkeit des Buck-Satzes 
in a l lgemeineren Räumen untersucht. Es wird bewiesen, daß jeder Schur-Raum 
ein C ‘ -Raum (damit auch ein Buck-Raum) ist und das folgende a l lgem eine 
Kriterium für die Buck- und -Räume gegeben.
Theorem 8. Der Raum E ist genau dann ein Buck-Raum  (bzw. -Raum ) , 
wenn es für jedes und für jedes X e w ( E )  c(E) eine A-divergente  (bzw.
Л 1 -divergente) Folge  У е £ ? (Х )  gibt.
Ein Raum E heißt ein BS(A )-R auni  (bzw. B S(A ')-R au m ),  wenn es für  
jedes Xe=w(E) eine A-konvergente (A°-konvergente) Folge  У е П ( ^ )  gibt.
Die F rag e  nach der Existenz solcher Buck- und T '-R äum e, die keine 
Schur-Räume sind, bleibt zuerst offen. Wohl aber erweist  sich, daß В 5 (Л ° )-  
Raum (bzw. ß S (/ l ) -R a u m )  E genau  dann ein Buck-Raum (bzw. »C'-Raum) ist, 
wenn er ein Schur-Raum ist. Aus dem Letz tgesag ten  erg ibt sich unter anderem, 
daß Fo lgenraum  с kein <C'-Raum und Li’ mit p >  1 kein Buck-Raum ist.
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М У Л Ь Т И П Л И К А Т О Р Ы  И Д О П О Л Н И Т Е Л Ь Н Ы Е  
ПРО СТРА НСТВА ß/C- П РОСТРАНСТВ
Т. Тяхт
Кафедра математического анализа
В настоящей статье исследуются ЛХ-иространства,  в частно­
сти, пространства с базисом суммирования. В § 1 приведены 
символика и некоторые определения, § 2 посвящен исследова­
нию свойств мультипликатора ß A -пространств, в основном, свя ­
занных со свойствами пространств относительно некоторой м ат ­
рицы суммирования. Основной результат § 3 — нерефлексив­
ность мультипликатора как  некоторого пространства линейных 
операторов. Следствием этого получается нерефлексивность поля 
суммируемости регулярной матрицы, удовлетворяющей некото­
рым дополнительным условиям.  В § 4 пространства с базисом 
суммирования и их мультипликаторы характеризуются в терми­
нах дополнительных пространств. В случае обычного базиса эти 
результаты хорошо известны, для обобщения их на базисы сум­
мирования нам пришлось наложить ограничения на матрицу. 
Эти ограничения такого же типа, к ак  и в § 3.
§ 1. Некоторые обозначения
Пусть s — пространство всех числовых последовательностей 
с покоординатными операциями и топологией покоординатной 
сходимости. Запись | e s  означает, что | =  {|ь . . .} =
Рассмотрим в банаховом пространстве Е минимальную си­
с т е м у 1 {х?!} с сопряженной {хп*}. Обозначим через Е множе­
ство всех таких последовательностей ^ e s ,  что при некотором 
х <= Е имеет место |п =  (х, хп*) ■ Если определить на ЛЕ норму
через
1 Если не указаны  дополнительные ограничения, то свободный индекс 
принимает все значения 1, 2, 3, . . . .  Аналогично




жеЕ, inss x̂, xn*)
то лE станет ß /(-пространством2. Обозначая для через




[ ^ ^ { x e f :  ( х , х п*) = 0 } .
В частности, если {xn*} тотальна, то Е изометрически изоморф­
но /^/(-пространству "Е. Если система {хп} еще и полна в Е,
то сопряженное пространство Е* изометрически изоморфно ВК-  
иространству Л (£*) = ЛЕ*.
Пусть, например, {хп} — базис А-с уммируемости  (короче 
А -ба зи с )  в пространстве Е, т. е. для каждой х е  Е найдется 
единственный такой, что ряд 2 £ пхп является  Л-суммируе-
мым к х, где Л — регулярная матрица. Тогда {л*п} — полная 
минимальная система с тотальной сопряженной.
Из предыдущего ясно, что при исследовании банаховых про­
странств, имеющих минимальную систему с тотальной сопря­
женной, можно ограничиться /3/(-пространствами. Поэтому в 
дальнейшем Е — всегда ß /(-пространство. При этом предполо­
жим еще, что £ э е „  при любом п, где е п =  Сопряжен­
ную к {еп)  систему обозначим через {/п}. Запись х е £  озна­
чает теперь, что последовательность {(х, f n ) } = x .  Линейная 
оболочка системы {е„} обозначается через L ( e n )-
Элементы матрицы Л преобразования ряда в последователь­
ность обозначим через в дальнейшем всегда
lim a i j — 1.
г
Пусть m  — пространство всех ограниченных последователь­
ностей, с  — пространство всех сходящихся последовательностей, 
Уа — множество Л-суммируемых рядов, р А — множество Л- 
ограниченных рядов. Если Л обратима, т. е. если уравнение 
Ах — у  имеет единственное решение при любом у  е  с, то у  а 
есть ß/C-прострапство относительно нормы
II111 =  sup Щ  Ctnkšk], 
п h
где š  <= у  а- Если Л регулярна, то L ( e n) c z yA.  Матрица Л назы­
вается  с о в е р ш е н н о й ,  если в топологии ул  замыкание [ L ( e n) ]  =  
=  Уа.
2 Пространство Е cz S  называется ß/C-пространством, если £ банахово 
и вложение Е с :  S  непрерывно.
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Anm*Pz— 2  (ZnhJAhfh-k=i
Если в слабой топологии о ( Е , Е*) существует предел
lim А пт
т
то обозначим его через Л п|- Аналогично
Ап у* —- l im А пт р
т,
в топологии о(Е*,Е) .
Определим еще векторные пространства
ЕС(А) = { х ^ Е :  Аптх-+Апх-+х}.
EO(A) =  { š<=S:3AnŠ = 0 ( \ ) } .
Тогда ЕС(А) сzE,  но не всегда E c z E ° ( A ) .  Система {еп} я в ­
ляется Л-базисом в пространстве Е тогда и только тогда,  когда 
Е =  Ее (А).
Обозначим еще e = { 6 h h } .  Д л я  pi , e<=s  пишем /ге =
=
Если X, У — множества,  Л — оператор из X в У и К cz X, 
то АК =  {у е У : у  — Ах, х е  К) .
§ 2. Мультипли каторы ß/C-пространств
В дальнейшем часто будут использованы следующие три 
леммы (ср. [6 ] ,  предложение 12.2).
Л е м м а  1. Если ВК-простран ство  Е =  Ес ( А) , то
ll/ll <  sup ||Лn*/||<*11/11
п
д л я  л ю б о г о  f ^ E * ,  г д е  К  =  sup ||ЛП||.
Д о к а з а т е л ь с т в о .  Возьмем / е  Е* и найдем такой х, 
что \\x\l — I и \(х, f ) | ^  И/И— е, где е >  0. Тогда из неравенств
Н/1К|(*, /)| +  е = 1 Н т (Л пх, / ) !+ £ =
1 П




3 Пространство Е cz S  называется  /'/(-пространством, если £ — про­
странство Фреше и вложение Е с :  S  непрерывно.
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Далее ,
sup I b V / I K  sup |И„*|| 11/11=К ||/|[,
n n
так как  ЦЛП*Ц =  ЦЛП[|. Лемма  доказана.
Лемма 2. Если Е есть FК-пространство , {матрица А р е г у л я р ­
на, а дл я  п о сл ед о вательно сти  р  при  к а ж д ом  п с уществу ет  
An:iр  =  0 ( 1 ) ,  то найд ет ся  f  е  Е* такой, что ( e n , f )  =  p n при  
к аж д ом  п. ' I
Д о к а з а т е л ь с т в о .  Определим на L ( e n ) линейный функ­
ционал f о равенствами ( е п , f0) =  у п. Этот функционал непреры­
вен на L( e n ), ибо Ап*р =  0 ( 1 )  и из-за регулярности А имеет 
место
sup I (х, Ап*р) 1 (х, /о) I
ii
при каждом . v e L ( e „ ) .  Утверждение леммы следует теперь из 
теоремы Хапа — Банаха .
Лемма 3. Пусть ВК-прос.транство Е =  ЕС (А).  Т о г д а  Е° (А) 
я вля ет ся  ВК-пространством с  нормой
11111= sup ||Л„|||. (1)
П
При этом ЕС(А) я вля ет ся  замкнутым подпро странством  в Е° ( А) .
Д о к а з а т е л ь с т в о .  Полнота Е° (А) следует из опреде­
ления нормы (1),  замкнутость ЕС(А) =  Е в Е°(А)  из того, что 
норма (1) для £={ x , f k ) }  эквивалентна исходной норме ||х||, 
где х е  Е.
Пусть Е\, E o c i s .  Мультипликатором М( Е] , Е2) называется  
множество последовательностей и таких, что при каждом 
х е  Е , элемент их ge Е 2, где (их,  f h) =  и и (х, f h) .
Если Е\ и Ео суть В/(-пространства, то элементы мультипли­
катора М(Е\.Е2) являются непрерывными операторами из Е{ 
в Ео. Д л я  доказательства нижеследующей леммы 5 приведем 
этот результат для более общего случая:
Предложение 4. Мультипликатор М ( Е и Е2) я вля ет ся  з ам к ­
нутым подпро странством про стран ства4 L( EUE2),  г д е  Е\ и Е2 
суть FК-пространства.
Д о к а з а т е л ь с т в о .  Вложение M( E U Е2) er L (Е\, Е2) легко 
доказать при помощи теоремы о замкнутом графике. Пусть 
и п образуют последовательность Коши в М ( Е и Е2) (относи­
тельно операторной нормы). Тогда «"  — м, где p . ^ L ( E u E2). 
Но
(ух,  f h) =  l im ( р пх, fh) =  Hm а пи (х, f h) .
п п
Таким образом, р  е  М (Еь Е2) . Предложение доказано.
4 Через L(E\,Eo) обозначено пространство всех линейных непрерывных 
операторов из Е\ в Е2.
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Лемма 5 (ср. [3 ] ,  теорема 2).  Пусть А — обратимая р е г у ­
л ярная ,  В  — р е г у л я р н а я  матрица. Т о г д а
л {у а ) =>М {у А, у в ) , л (у А*) (у А, р п ) , л ( / / л * )  =>М  (м л , / г в ) .
Равен ство  имеет место тогда и только тогда, к о г д а  соответ­
ственно
У а = У а с{В),  у Аа у А° ( В ) ,  р А а  у  а 0 ( В ) .
Д о к а з а т е л ь с т в о  следует из определения, леммы 2 и 
предложения 4, если иметь в виду, что полунормы
m
sup \ 2 ß n k h \ ,  sup \ 2  ßnkh\> sup Щ
h h=1
на р в определяют F/C-топологию, в которой y n замкнуто.
Д л я  ß /(-пространства Е обозначим через (Е) 0 =  Е0 замкну­
тую линейную оболочку системы {еп} в Е. В случае М(Е\,Е2) 
пишем ( М( Е1,Е2) ) о  =  М0.
Предложение 4 дополняет следующее
Предложение 6. Пусть Ei a  Ei0 (А) при  i — 1 или i =  2, 
г д е  Ei и Е2 суть ВК-пространства . Т о г д а
М{Еи Е2)<=(М(Еи Е2) ) ° ( А) .
Если е щ е  Ех =  (Е{) 0, то
М( Е и Е2) =  ( М( Еи Е2) ) 0 ( А) .
Д о к а з а т е л ь с т в о .  Возьмем у  ее М (Еи Е2) . Так как  
Ei cz Ei° (А) , то И Л-л И =  0 ( 1 )  в L(E; ,Ei ) .  Поэтому, учитывая 
предложение 4, имеем при i =  1
\\An[i\\ =  \\ii° Л /Ci ll^ll,
а если i — 2, то
\\Апр\\ =  \\Ап °и\\^КЦ\р1
где Кг =  sup ||Л„|| в L(Ei ,Ei ) .
Если Ei =  (Ei)  о и а  е  ( М( Еи Е2) ) °  ( А) , то по теореме Б а ­
н а х а —-Штейпгауза Апих их в Е2 и и  е  М(Е\,Е2) . Предло­
жение доказано.
В дальнейшем Е{ и Е2 всегда В  /(-пространства.
Лемма 7. Если  £ г- cz £,-° (Л), г д е  / =  1 или  / =  2, то М0 =  
=  Мос (Л).
Д о к а з а т е л ь с т в о .  По предложению 6 имеем ||Л„j| =  
=  0 ( 1 )  в Е(М (Ей Е2) , M ( E i, E2))  и поэтому по теореме Б ана ­
ха — Штейнгауза Апу —у р  тогда и только тогда,  когда р  е  М0. 
При этом Лп/£ <= М 0 для каждой р  е  М0, так  как  Л ^ е М 0 и 
Лп непрерывен. Наконец,
НЛ nmll L(Mo,Mo) =̂: IIЛ nmll L(Ei,Et)̂ ~: Сп
и Л пп!е/г->■Лпел в Мо и, следовательно, Аптр ~у  Апу ,  если 
^ е М 0. Лемма доказана.
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Оказывается,  что элементы М 0 — вполне непрерывные опе­
раторы. Обозначим через Lc(Ei,E2) пространство всех линей­
ных вполне непрерывных операторов из Ех в Е2. Обозначим
Mc= L c (EuE2)(]M(EuE2),
Теорема 8. Пусть E i C z E i ° ( A ) ,  г д е  i =  1 или i =  2. Тог да
Г  М о=  {pi е  s : l im sup \\Anpix — /лх\\=0}-,
n xeE], H xIKl
2°
3° Если Ei =  Eic(A) ,  t o  M0 =  Alc .
Д о к а з а т е л ь с т в о .  Утверждение 1° непосредственно сле­
дует из леммы 7. Д л я  доказательства 2° заметим,  что по лем­
ме 7 при /л ^  Мо имеем /л =  l imn l imm Anmipi, т. е. оператор /л 
является пределом по норме конечномерных операторов. Пусть 
теперь Ei =  E f  (А) , a / л ^ М с -  Если 5  — единичный шар в Е ь 
то f iS  является  компактным множеством в Е2. В предположе­
ниях 3° имеет место Anf i x - ^ f i x  в Е2, значит, y = \ i m A ny  для 
любого y ^  fiS. Применяя теорему Хаусдорфа о конечной е-сети 
для f iS,  убеждаемся в том, что
sup \\Апу - у \ \ - * 0 ,
ye=liS
но тогда и
l im \\An,fi — fi\\ =  l im sup \\Anfix — jix\\ = 0 .
n n x e S
Теперь по 1° заключаем,  что /л е  М0 и М0 =  Мс.  Теорема дока ­
зана.
Д л я  доказательства нижеследующей теоремы 10 нам нужна 
следующая лемма,  имеющая и самостоятельное значение. 
Л е м м а  9. Если Е — Е0, то М( Е, Е)  — М( Е* , Е*) . 
Д о к а з а т е л ь с т в о .  Если Е есть ß/C-пространство и /г е  
<=М(Е,Е) ,  то f °{ i^E *  при каждом f<=E*, и поэтому fi е  
e M ( A( P ) , A( F ) j .  Таким образом,
М( Е, Е)  с= М (Е*, Е*) с  МС( Е** ) ,  *№**) )•  
Обозначая
имеем
Значит, А (Е**) есть ß X -пространство и М ( Л(Е**),  " (£**))  с :  
с= L ( A(£**),  л (£**) ) .  Возьмем ^ e M ( A( P ) , A( F ) ) .  Учиты­
вая  непрерывность /л, из f iL ( е п ) cz L ( е п ) выводим, что 
^ ( A( F ) ) o C ( A( P ) ) о. Но (а (£ ** ) )0 = £ В л (£**),  и, таким
образом, fi <= М (Е, Е ) . Лемма доказана.
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Теорема 10. Если Е=ЕС(А), то М(Е, Е) =М(Е°(А),  Е°(А)). 
Д о к а з а т е л ь с т в о .  В ви ду  Е а Е ° (А )  ясно, что 
М(Е, Е ° (А ) ) а  М(Е, Е). Если ц  ^  М (Е, Е° (А) ) , то д л я  к а ж д о й
f  <=Е*
( A n p U )  =  (Anl p f ) = 0 (  1),
где nf  =  f) }• По леммам 2 и 9 мультипликатор у  е
<=М(Е,Е) ,  и, следовательно, М( Е, Е° ( А) )  =  М(Е,  Е ) . Теперь 
мы вправе писать: М(Е,  Е) гэ М( Е° (А) , Е°(А) ) .  Возьмем 
у ^ М ( Е , Е ) ,  Z; <= Е° (А) . Тогда по лемме 9 при любом f е  Е*
существует
(Anfix, f) =  (x, Ап*f i f ) = 0 (  1),
т. е. p i £ ^ E ° ( A )  и у <=М( Е° ( А) ,  £ 0 (Л ) ) .  Теорема доказана.
В § 4 при доказательстве теоремы 26 будет использовано 
следующее
Следствие 11. Если Е{ =  Е{С(А),  то M( Mo , M0) =  M( Ei , E2).  
Д о к а з а т е л ь с т в о  непосредственно следует из предло­
жения 6, леммы 7 и теоремы 10.
§ 3. Нерефлексивность мультипликаторов и полей 
суммируемости
Если А треугольна, то АпМ( Е и Е2) а  М0. В общем случае 
имеет место следующее
Предложение 12. Пусть Е{ =  Егс (А) при  i =  1 или  / =  2. 
Т ог да  д л я  в кл ю ч ен и я  АпМ (Еи Е2) а  М0 достаточно в ы п ол н е ни е  
о д н о г о  и з  с л е д у ю щ и х  у с л о в и й :
1° Л п е 1 с ( £ ь £ 2) ;
2° l im \\Anm — Л Л  =  0 в L(Ei ,E2).
Ш
Если е щ е  М ( £ ь £ 2) э е ,  то у с л о в и я  1° и 2° я вляются  также 
н е о бх о дим ы м и  дл я  в кл ю ч ен и я  AnM ( E x, E2) c z  М 0.
Д о к а з а т е л ь с т в о  в основном следует из теоремы 8. 
З а м е ч а н и е .  В предположениях предложения 12 имеет 
место 2°=ф~1°, а если М (£ | ,£ 2) э е ,  то условия 1° и 2° эквива ­
лентны.
Найдем некоторые достаточные условия для матрицы Л, что­
бы An GE Lc  (Ei, Ei) .
Теорема 13. Пусть Ei =  Eic (A), г д е  i =  1 или i =  2, а А — 
обратимая р е г у л я р н а я  матрица с  v a  =  V a c ( A ) .  Если  Ап е  
€=Ь с ( г а ,Г а ), то Ап ^ L c  (Ei, Ei).
Д о к а з а т е л ь с т в о .  По предположению Апх-+х  при лю­
бом х<=Е{, значит ||дг|| ^  sup ||ЛП*11. Тогда
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\\Anm —  >4nllL(EltE 0 <  S U P SUp \\Ah( A nm — A n)x\\ =
xsE ),  iNi^l  k
=  sup sup \{Ah (Anm — An )x,  /)|<
j|*||=4/ij=l, x&Ei, fe JS i*  h
CO
< К sup sup| akiCCniŠi\ =
l e v A , Ш  =  1 fi i —7n+1
== К  11А пт A 7i И Ь(уаЛ’а)>
где
К — sup IIAk||= sup s u p \(Akx,f)\ =
It :! .v i i =  ! i / i i = = l ,  , v g K ] ,  / < = J ? i *  k
— sup II {(*,/») (^i,/)}IIva
! !.v !l =  l i / i l  —  1. л - е Е , ,  fezEI *
По предложению 12
lim 11А и in - А и К ц у  a,’','a)== 0)
П
что завершает доказательство.
З а м е ч а н и е .  В предположениях теоремы 13 можно отка­
заться от предположения у А =  у л с {А) , если вместо Ап е  
( ^ Ь с ( уА, у А) требовать ||Л„т  — Л„||->0 в L( y A, y A).
Теорема 14. Пусть А — р е г у л я р н а я  обратимая  матрица с  
у Л =  у Лс (А).  Для  того, чтобы Ап е  Ьс ( уА, у А) , н е о б х о д и м о  и 
достаточно вы п ол н ен и е  у с л о в и я
m
l im ( ]£  \õnh — JE ania-^k])  = 0 ,  (2)
h i=lm
г д е  a r l u< — элементы матрицы п р е о б р а з о в а н и я ,  об ратно го  к А.
Д о к а з а т е л ь с т в о .  По лемме 5 имеем М ( уА, у А) =  у А*. 
Рассмотрим Ап и Апт к ак  элементы у А*. Тогда,  обозначив
j
для ^ е / ь  имеем
A nm=A*inm+ a nme,
An = A :'fi n- j -ane,
где а п и а пт — числа, £п и £тп — элементы из U.
Оказывается,  что а п =  а пт =  0, |n ={<5,ih}, |nm =  
=  .<т<хП1СгЧк} - Д л я  доказательства последнего равенства
заметим, что
т т
^ * CChj 'У*'! ttniCL îh '.=== Clni CChjCt ^ik, 
k i — 1 i = l  h
так к ак  из регулярности и обратимости А следует, что |a/tj| <  с  j 
и Uh]« -1ift| <  оо. Кроме того, условие у А =  у Ас (А) гарантирует 
совершенность матрицы А, что, в свою очередь, влечет
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Ik akja~]ih =  (hj  (см., например, [4 ] ,  теорема 2) .  Теперь для 
выполнения условия 2° предложения 12 ввиду совершенности А 
необходимо и достаточно, чтобы
lim И!”™ — ! п||=0
т
в 1\, а это эквивалентно условию (2).
Л е м м а  15. Пусть f i <=M(E, E)  и \\е— д|| <  1. Т ог да  
1° pm Ф  0 при лю бом  k\
2° е с л и  с уществует  l im pih =  а, то а  ф  О 
З а м е ч а н и е .  Если в регулярной матрице А при некото­
ром п строка {anh} удовлетворяет условиям Г  и 2° леммы 15, 
то А суммирует только сходящиеся ряды.
Лемма 15 в частности показывает,  что, кроме тривиального 
случая матрицы со строкой, удовлетворяющей 1° и 2°, не суще­
ствует такого базиса суммирования в банаховом пространстве, 
что IIАп —■ /|| —>-0 в операторной топологии. Используем это об­
стоятельство для доказательства следующей теоремы.
Теорема 16. Пусть EiCzEi °(A)  при  i =  1 или i =  2, г д е  
строки А н е  у д о вл ет воряют о д н о м у  и з  у с л о в и й  Г1 и 2° л ем ­
мы 15 и, АпМ (Еи Е2) cz Мо, н ачина я  с  н ек оторо г о  п 0. Если  
М (Е и Е2)=> е, то М ( Е х, Е2) н е р еф л ек с и в е н .
Д о к а з а т е л ь с т в о .  Если М(Е\, Е2) рефлексивен и 
е  М (Ei, Е2) , то ограниченная последовательность Anpi имеет 
слабо сходящуюся подпоследовательность An(h)ß- Более того, 
An(k){i-+- (л слабо, ибо ürik 1 при k = \ , 2 ,  . . .  . Но так  как  
слабое замыкание выпуклого множества М0 совпадает с силь­
ным и i4T1(ii)Ja e M o  при достаточно больших k, то pi е  М0 и, сле­
довательно, M( E i, E2) =  M0. Отсюда в частности, е е М 0 и по 
лемме 7 получаем ||ЛП — /||->0, но, это, к ак  мы только-что ви­
дели, противоречит лемме 15. Теорема доказана.
Следствие 17. Если д л я  р е г у л я р н о й  матрицы А имеет место 
Ап <= Ьс (у а ,Уа ) , н ачина я  с  н ек оторо г о  п 0, причем  y A czyA°(A)  
и строки А н е  у д о вл ет воряют о д н о м у  и з  у с л о в и й  1° и 2° л ем ­
мы 15, то у  а  н е р еф л ек с и в н о .
Д о к а з а т е л ь с т в о .  Применяя теорему 16, получаем не­
рефлексивность мультипликатора М ( у А, у л ) , но М ( у А, у А) cz 
си (у а *) п о  лемме 5, что влечет нерефлексивность у А*. Тогда 
и у  а  нерефлексивно.
§ 4. Базисы суммирования и дополнительные пространства
Пусть Е есть ß/C-пространство. Определим нормированные 
пространства
EvW = { plees: 3An*pi =  0(\)},
£Р(А) =  {и <= s : 3 lim (х, An*pi) V х е  Е)
П
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с покоординатными операциями и нормой
М =  sup sup \(x,An*fi)\. (3)
хеЕ , l lx I K l  п
Пространства £v(a> и £Э(а) называются соответственно у (Л)-  и 
jß(Л)-дополнительными к £. Всегда Е cz £v(A)v(A) и £  (—£ß(A)ß(A)> 
В случае,  когда cz заменяется на = ,  будем говорить, что про­
странство Е соответственно у  {А)- или ß  (Л)-рефлексивно.
Лемма  18. (Ср. [5 ] ,  теорема 4.2).  Пусть Е есть ВК-простран -  
ство, а матрица А р е г у л я р н а .  Т о г д а  Е^А) я вля ет с я  замкнутым 
подпро странством  ВК-про стран ства Е^АК
Д о к а з а т е л ь с т в о .  Пусть ß n — последовательность Коши 
в £v(A>. Тогда
Iu ni — u mi\ ^  k i l l “ 1 sup I ( e u Ah* ( p n — p m) ) I ̂  IIp n — 4a m||. 
k
и pin i - > p i .  Теперь из (3) заключаем,  что ||/гп — ,а||-^0 и и =  
=  Ы  е= Е№.
Если р п е  Е^А) и p n —>fi е  Е^А\ то при любом е >  0 най­
дется N, т ак  что
\{х, Л/tV) — {x,Ak*ßn)\<£
для  всех k, п  >• N и х <= Е. Поэтому р  е  £Р(А) и Е^А~> замкнуто.
При доказательстве теорем 24 и 26 будет использовано сле­
дующее
Предложение 19. Если Е cz Е° (А) , то Е0 =  ЕС(А).  
Д о к а з а т е л ь с т в о  следует из теоремы Банаха — Штейн- 
гауза.
Лемма 20 .Пусть Е, F суть ВК-про странства  и E c z F .  Т о г да  
" (E*)zd'~(F*). Если Е замкнуто в F, то л ( E* ) =" ( F* ) .
Д о к а з а т е л ь с т в о  по теореме Хана — Банаха очевидно. 
Лемма  21 . Для  р е г у л я р н о й  обратимой на m  матрицы5 Л
М ( у а, РА) —М (f lA, iia) ■
Д о к а з а т е л ь с т в о  (ср. [2 ] ,  доказательство теоремы 5).  
Ясно, что М ( у А, Ра) => М ( р а ,1Аа)- Возьмем е <= М {у а, Ра) . Это 
значит, что р,в zd у  а, где элементы матрицы В  определены ра ­
венствами ß nk =  £цапц. Пусть Š ^ p a - Тогда 
k
ß n i i i  = :  § nhj täjm im , 
г =1  j m
где a~l ij — элементы матрицы преобразования, обратного к Л, а
h
£Пhi У  ßniCL 
i=  1
Матрицу с элементами g nhj обозначим через Gn. Из р в -э у  а  
следует, что Gn сохраняет сходимость и матрица G =  (g nj ) с
5 Т. е. уравнение А х — у  имеет единственное решение х при любом 
У е  т .
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g nj =  lim/, g nhj суммирует все сходящиеся (значит, и все огра­
ниченные) последовательности в ограниченные (см. [1 ] ,  теоре­
ма 2.2).  Покажем,  что Gn суммирует все ограниченные после­
довательности в сходящиеся и, следовательно, р,в ^  р -а  и  е е  
<^.М(рА, р А)- Д л я  этого в данном случае необходимо и доста­
точно (см. [1 ] ,  теорема 2.1), чтобы
П т 2 \ ё пз — 2 ß m a - h j \  =  0. (4)
h j  i = 1
Заметим,  что из обратимости А на т  следует условие (2).  Дей ­
ствительно, j i A из f iA и поэтому (2) следует из (4) при е =  е. 
Теперь, подставляя ß ni =  eiUni и применяя преобразование 
Абеля, находим
h+p
I ^ I EiClniCl *г j\
j i= h  I
h+p—I h+i h+p
j 2 1  [0tnr& lrj\~\~2j Ißk+p ß n r ß  1r j | ^
j i= h  r= h  j r= h
h+p k+i h+p
^7 1A£i| ^ 7 I (Znrd Vjl^bjßft+pl I 21  '^nrd  1 r j j - (5)
i= h  j r= h j r= h
Регулярность А влечет y A =э y A, значит, по лемме 20 
A (yA*)с : Л (у*) =  « e s j ^ |  Л|й|< oo}.
Учитывая лемму 5, видим, что ^ | | Д е 4 <  °о. Условие (4) сле­
дует теперь из (2) и (5).  Таким образом, М ( у А,/гА) =  
=  M( jua, jua ), и лемма доказана.
З а м е ч а н и е .  При доказательстве леммы 21 мы видели, что 
для регулярной обратимой матрицы А выполнение условия (2) 
при всех п эквивалентно обратимости А на т.
Следствие 22. Если в п р е д п о л о ж е н и я х  леммы  21 имеет м е ­
сто у  А =  у Ас (А),  то М ( уА, у А) =  М ( yA,juA) =  М {j i a . ua).
Д о к а з а т е л ь с т в о  следует из леммы 5.
Предложение 23. Д ля  р е г у л я р н о й  обратимой  на m  матри­
цы А у с л о в и я  у а ^ Т а°(А)  и р А а у А° (А) эквивалентны.
Д о к а з а т е л ь с т в о  следует из лемм 21 и 5.
Следующая теорема характеризует пространства с А-бази­
сом в терминах у  (А)-дополнительных пространств.
Теорема 24 (ср. [6 ] ,  теорема 12.6). Пусть Е я в л я ет с я  ВК-  
пространством, А — р е г у л я р н а я  обратимая на m  матрица и 
ул  с  у  А 0  (А).  Т о г д а  д л я  Е =  ЕС(А) н е о б х о д и м о  и достаточно  
с ущ е ст в о в а н и е  такого у  (А ) - р еф л е к с и в н о г о  ВК-простран ства М, 
что Е =  М0. При этом М оп р е д е л я ет с я  о д н о з н а ч н о ,  ра вен ством  
М =  £7(А)7(А>_
Д о к а з а т е л ь с т в о .  Н е о б х о д и м о с т ь  (ср. [ 5 ] ,  тео­
рема 4.4).  Возьмем М =  Е° ( А) . Оказывается,  что МКА)=*Е*.
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Действительно, если ^ е М ,  а / е  £*,  то (Л„|, j )  — 0 ( 1 ) ,  т. е. 
АЕ* а  М^А\ Если же р, е  М'^м , то на основании леммы 2 имеем
и ^ * Е * .  Пусть теперь ^ е М ' ’(А^ А|- ( А£*)цл)1 Тогда при лю-
лом / е  £* имеет место (An£ , f ) = 0 (  1), т. е. | е £ ° ( Л )  =  .М, 
ввиду чего М теперь у  (Л)-рефлексивно. Наконец, из того, что 
Е = - Е С(А), при помощи лемм 1 и 2 выводим, что л£* =  £^(а) 
т. е. М =  Evi-A>v(A).
Д о с т а т о ч н о с т ь .  По лемме 19 норма в у (Л)-рефлексив­
ном М может быть задана  следующим образом:
11^11= sup sup !^«„ье*/гй|. (6)
eskV(A)i M < i n ' ft
Так как  2’ ß/: u h е  /£Л при любом / ( ё М  и е е М ' ^ ,  а , « а С  
с=7 а 0 (Л) по предложению 23, то |]Л,П1ц|| — 0 ( 1 )  для каждого 
и е е  М. Это значит, что £ 'с г£ '° (Л )  и поэтому Е =  ЕС(А).  Из 
доказательства необходимости видим, что ^^-пространство 
N =  E°(A)  является ^(Л)-рефлексивным,  Е =  No и N =
— £v(A)v(A)_ j aK как  ß  cz М,  то iV cz =  Af. Но мы ви­
дели, что 11Л 7)« 1 =  0 ( 1 )  при каждом е  M, т. е. М cz Е° (А) . 
Значит, М =  N. Теорема доказана.
3 а м е ч а п и е. При доказательстве необходимости мы поль­
зовались только регулярностью Л.
Следствие 25 (ср. [5 ] ,  теорема 3.2). В п р е д п о л о ж ен и я х  тео­
р емы  24 дл я  Е =  ЕС(А) н е о б х о д и м о  и достаточно с у щ е ст в о в а ­
ни е  ß  (А) - рефлективно го  ВК-про странства  М с  Е =  М0. При этом
Е : —  Е')(Л) — Е'- Л’ и £КАЧ»(А) =  £У(А)Ц(Д|> _  ЕМАЖА) _ _  £Р(А№(А)_
Д о к а з а т е л ь с т в о  состоит из таких же рассуждений для 
ß (Л)-дополнительных пространств, к ак  в доказательстве тео­
ремы 24 для у  (А) -дополнительных пространств.
Данное £ /(-пространство М называется В К -а л г е б р о й ,  если 
М — банахова алгебра относительно покоординатного умноже­
ния. Например, мультипликатор £?/(-пространства Е есть ВК-  
алгебра.
Будем говорить, что А1 является мультипликатором А-бази-  
са,  если найдется ß /(-пространство Е =  ЕС(А) такое, что М =  
=  М (£, Е ) .
Теорема 26 (ср. [6 ] ,  теорема 12.8). Пусть А — р е г у л я р н а я  
обратимая на m матрица и у л cz у А° ( А) . Д ан на я  В К - а л г е б р а  М 
я вля ет ся  мультипликатором А -б а з и с а  тогда и только тогда, 
к о г д а  о н а  у  (А ) - р еф л ек с и в на  и М э е .
Д о к а з а т е л ь с т в о .  Н е о б х о д и м о с т ь .  По леммам 6 
и 7 имеем М =  М0°(А)  и М 0 =  М0С(Л ) . Теперь из теоремы 24 
следует у  (Л)-рефлексивность М. По следствию И М  — муль­
типликатор Л-базиса.
152
Д о с т а т о ч н о с т ь .  Точно так же,  к ак  и в доказательстве 
достаточности теоремы 24 из у  (А)-рефлексивности М и из 
свойств матрицы А следует, что М 0 =  М 0С(Л),  а также,  что 
М с :  М 1, где М\ =  (М0) 0 {А). Теперь из доказательства необ­
ходимости теоремы 24 видим, что М\ является у  (А) -рефлексив­
ным и =  (М0)*. Поэтому ZD (М0) *. Но если и ^  М^л \ 
то лемма 2 дает  нам, что , ^ е ( М 0)* и, таким образом, М =  М\. 
Теперь из теоремы 10 выводим, что М (М0, М 0) — М (М, М ) . Но 
М( М, М)  — М,  потому что М есть ß/C-алгебра и М э е .  Следо­
вательно, М  — мультипликатор Л-базиса.  Теорема доказана.
З а м е ч а н и е .  При доказательстве необходимости мы ис­
пользовали только регулярность матрицы А.
Аналогично следствию 25 имеет место
Следствие 27. В п р е д п о л о ж ен и я х  теоремы  26 д а н н а я  ВК~ 
а л г е б р а  М явля ет ся  мультипликатором А -б а зи с а  тогда и только 
тогда, к о г д а  М я вля ет ся  ß  (А ) -р ефлек сивным и М э е .
Литература
1. Б а р о н  С., Введение в теорию суммируемости рядов. Тарту, 1966.
2. К а и г р  о Г., О множителях суммируемости. Уч. зап. Тартуск. vn-та,
1955, 37,- 191—232.
3. Т я х т Т., Мультипликаторы базисов суммирования и множители с ум ­
мируемости. Уч. зап. Тартуск. ун-та, 1975, 355, 157— 164.
4. F l e m i n g ,  D. I., J e s s u p ,  Р. G., Perfect matr ix  methods. Proc. Amer.
Math. Soc., 1972, 29, № 2, 319—324.
5. M e y e r s ,  G., On Toeplitz sections in //(-spaces. S tud ia math., 1974, 51,
№ 1, 23—33.
6. S i n g e r ,  I , Bases  in Banach spaces I. New York, 1970.
Поступило, 
23 IV 1975
B A AS I G A  ß A - R U U M I D E  M U LT I  PLI  KAATO RID J A T Ä I E N D RU U MI D
Т.* Täht
Re s ü me e
Olgu E, E i ,  E -2 se llised B/(-ruumid, mil les jad ad  e n ^  {õnh} moodustavad  
Л -baas jada ,  kus A on regu laa rn e  maatr iks ,  mis rahuldab  tea tava id  l i s a t in g i ­
musi.  A rt 'k l is  on uuritud mult ip l ikaator i  M ( E It E2) omadusi.  Näiteks tõestatakse , 
et M ( E u E2) on mitterefleksiivne. Se l les t  jä re ldub m aatr ik s i  A summeerimis- 
v ä l ja  mitteref leksi ivsus. Kasutades p ^ ) - t ä i e n d ru u m e  (vt. § 4),  on ise loomus­
tatud Л-b aa s ig a  5/(-ruumi Е j a  mult ip l ikaator i t  M (E ,E ).  V iimased tulemused 
on tava l ise  baasi korral häst i  teada (vt. [ 6 ] ) .
15 3
MULTIPLIERS  AND DUAL SPACES OF THE M - S P A C E S
T. Täht
S u m m a r y
Let E, E u E2 be the ß/C-spaces, in which the sequence e n — {(Jnh) form 
a Л -basic sequence, where A is a regu la r  matrix , s a t i s f y in g  some additional 
conditions. Properties of the multipl ier M(E\,E2) is studied. For example, 
nonref lex iv ity  of M {E U E2) is established. Nonreflexivity of the summabili ty  
domain of the matrix  A is got as a coro l lary  of this fact. The B K -space E 
with Л -basis {e,; } and its mult iplier M (£, E) is characterized by the use of 
their у ( A ) -duals (see § 4). Last resu lts  are well-known in the case of ordi- 
л а г у  bases (see [6 ] ) .
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О БЕ ЗУ СЛОВНОЙ СХОДИМОСТИ ПОЧТИ В С Ю Д У  
ОБОБЩ ЕННЫХ О Р ТО НОРМ ИРОВА НН Ы Х  Р Я Д О В
Ю. Л а м п
Таллинский политехнический институт
1. Введение '
Пусть А — некоторое бесконечное множество, (X,2, p i )  — 
пространство с конечной мерой 1, {фа}л — ортонормированное 
семейство функционалов пространства L2 =  L2(X, 2,  pi) , т. е.
(фа, <Pß) =  /  (ра{х) 9?ß (*) (I (d x ) =  daß,X
где — символ Кронекера.
В настоящей заметке мы исследуем сходимость почти всюду 
обобщенного ортонормированного ряда
Сафи {х) , ( 1)
а <=А
где с а — действительные числа. Прежде чем дать определение 
сходимости почти всюду ряда (1) ,  приведем некоторые факты, 
относящиеся к числовым рядам
2  с <*- (2)а еА
Как известно (см. [4 ] ,  гл. VII, § 8),  сумму ряда (2) определяют 
как  предел обобщенной последовательности
<s K>,f e „ w  (3)
где F (А) -— направленное множество, состоящее из всех конеч­
ных подмножеств К  множества А, упорядоченное по включе­
нию, а
S k —  ^  Са-
а
При этом (см. [4 ] ,  гл. VII, § 9) сходимость и сумма ряда
(2) не зависят от переупорядочения его членов, т. е. мы говорим 
здесь о безусловной сходимости ряда (2).  Также известно (см. 
[4 ] ,  гл. VII, § 8),  что безусловная сходимость числового ряда
(2) равносильна абсолютной сходимости этого ряда.
1 Мы понимаем интеграл в смысле [2 ] .
В дальнейшем предполагаем, что направленное множество 
F (А) таково, что для каждого конфиналыюго2 подмножества 
Г cz F (А) существует заканчивающееся 3 отображение и : N -*■ Г.
Оказывается,  что тогда для сходимости обобщенной после­
довательности (3) к пределу 5  необходимо и достаточно схо­
димость каждой ее счетной подпоследовательности 4 к тому же 
пределу 5.
Действительно, необходимость условия очевидна, так  как  
к а ж д а я  подпоследовательность сходящейся обобщенной последо­
вательности сходится к тому же пределу (см. [9 ] ,  § 9.4., Теоре­
ма 1). Наоборот, пусть к а ж д а я  счетная подпоследовательность 
обобщенной последовательности (3) сходится к S,  а обобщенная 
последовательность (3) не сходится. Тогда найдутся е  ;> 0 и 
конфиналыюе подмножество Г cz F ( А) , такие, что для любого 
R a r
\SR — Sj>>£.
Тем самым это условие выполнено для обобщенной последова­
тельности {Sr} г и, следовательно, т акже  для некоторой ее счет­
ной подпоследовательности, что противоречит предположению.
Назовем теперь ряд (1) строго б е з у с л о в н о  почти в с ю д у  сх о ­
д я щ и м с я 5, если почти всюду на X сходится обобщенная после­
довательность
{‘M * ) } Kei,(A). (4)
где
S k (x ) =  2  c<x<Pol{x ) , (5)
а еК
и б е з у с л о в н о  почти в с ю д у  сх о д я щ и м с я ,  если к а ж д а я  счетная 
подпоследовательность
{SK.(*)}„eN (6)
обобщенной последовательности (4) сходится почти всюду на X.
Е Подмножество Г cz F (Л) называется конфипальным в F (A ),  если для 
любого A ' e F ( , 4 )  существует R <= Г, такое что R ^> K .
3 Если Л и В — направленные множества, то отображение и : В Л 
называется закапчивающимся, если для любого в е Л  существует ßo ^  В , 
такое, что для любого ß^>ßo  имеем п ( / ? ) > « .
У нас N — множество всех натуральных чисел. Заметим, что не для 
всякого множества Л существует заканчивающееся отображение ti : N Л 
(см. [9 ] ,  § 9.4).
4 Подпоследовательностью обобщенной последовательности (3) назы­
вают обобщенную последовательность
{5W ßeB’
где отображение и : В — F(A )  является  заканчивающимся.
5 Если в (.5) имеем
S k (x) =  V \caq>a (x)\,
а<=К
то ряд  (1) сходится абсолютно почти всюду, что очевидно равносильно 
строго безусловной сходимости почти всюду ряда (1).
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Из определения безусловной сходимости почти всюду ряда
(1) видно, что для каждой счетной подпоследовательности (6) 
могут множества £ с 1 ,  где и(Е)  — 0 и (6) сходится для лю­
бого х ф Е ,  быть различным. В то же время при строго без­
условной сходимости почти всюду ряда (1) множество Е с :  А', 
для которого ц (Е)  — 0 и (4) сходится для любого х ф Е ,  одно 
и то же для всех последовательностей (6).
Пусть А =  N. Тогда понятие безусловной сходимости почти 
всюду ряда (1) совпадает с обычным понятием безусловной 
сходимости почти всю ду6 ряда
если понимать под каждой последовательностью {К п} некото­
рое переупорядочение последовательности натуральных чисел. 
Безусловная сходимость почти всюду на Х = [ а , Ь ]  ряда (7) 
хорошо изучена в работах В. Орлича [6 ] ,  К- Тандори [7 ,8 ] ,  
Л. Лейндлера [5 ]  и др. В. Орлич доказал следующее предло­
жение.
Теорема А. Пусть {А(£)} — полож ительная монотонно в о з ­
р а ст ающ ая  ч и сл о ва я  п о сл ед о вател ьно ст ь , которая имеет п о д п о ­
сл едо вательность  {A(vn}} с о  с войствами
сл е д у ет  б е з у с л о в н а я  сходимость почти в с ю д у  на [а, Ь] ортонор-  
м и р о в а н н о г о  р я д а  (7).
К. Тондори [7]  усилил это предложение, доказав ,  что имеет 
место
Теорема В. При в ы полн ении  у с л о в и я
г д е  Vn =  22'\ ортонормированный  р я д  (7) б е з у с л о в н о  почти 
в с ю д у  сходится  на [а, Ь].
К. Тандори показал также,  что условие (11) является  необ­
ходимым для того, чтобы ортонормированный ряд (7) ,  где {|с„[} 
монотонно убывает,  безусловно почти всюду сходился на [а,Ь] .
6 Т. е. со сходимостью ряда (7) почти всюду при любой перестановке 
ее членов.
(7)




Тог да  и з  у с л о в и я
со
С2/Д (k) log2£ <oo (10)
oo
J j  [ J j  c h  1 Og2 k] !/2<  CX), (11)
n = 0  /i=vn+1
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В случае А — N2, X =  Q, где Q =  [а ,  Ь\ а ,Ь ], безусловную 
сходимость почти всюду двойных ортонормированных рядов в 
виде
оо ^
2  Cki(ph{x)<pi{y), (12)
k,l=2
где {q>h} — ортонормированная система в пространстве L2( a , b ) 
с весом ji ,  изучал Ш. Панджакидзе [3 ] .  Он получил следующий 
результат
Теорема С. Пусть (А(£)} — положительная  монотонно в о з ­
р а ст ающ ая  ч и сл о в а я  по сл ед овательно сть,  и м ею щ а я  п о д п о с л е д о ­
вательность {X(vn)} с о  с войствами  (8) и (9).  Т ог да  из  у с л о в и я
оо
^  C2hi l(k)  Л {I) l o g 2 k log2/<oo
h,l= 2
сл е д у ет  б е з у с л о в н а я  сходимость почти в с ю д у  ортон ормирован -  
н о г о  р я д а  (12) на Q.
Ортонормированные ряды в виде (1) позволяют с единой 
точки зрения исследовать безусловную сходимость почти всюду 
как  обычных, так  и кратных ортонормированных рядов, а также 
безусловную сходимость почти всюду ряда (1) в случае несчет­
ной ортонормироваиной системы, если X несепарабельно.
2. Основная теорема
Обратим внимание, что доказательство леммы (см. [1 ] ,  
стр. 85),  лежащей в основе доказательств теорем Орлича и Тан- 
дори, позволяет представить ее в следующем, более удобном 
для нашей цели виде.
Лемма 1. Для  л ю б о й  ортонормироваин ой  системы {(ра}а и 
к о н е ч н о г о  п о дмноже ства  К  е  F (А) с уществу ет  ф ун кци я  б  к  <= L2 
с о  свойствами  7
Г  max I с а (ра{х)\^бк{х) ,
K'czK a  eJt'
2° / Õ2K (x) f l ( dx)  ^ 0  {\og2\K\) 2  c2a-
X  Оt s K
Докажем  сейчас обобщение теорем А, В и C.
Теорема 1. Д ля  к а ж д о г о  з а к а н ч и в а ю щ е г о с я  от обр аж ени я  
и ; м -> р  (А),  г д е  и ( п ) =  К п монотонно возрастает, и з  у с л о в и я  8
оо
2 U o g 2\AKn{ 2  c 2a ]'kC  оо
п — 1 а е А  Кп
сл ед у ет  б е з у с л о в н а я  сходимость почти в с ю д у  на X р я д а  (1) .
7 Через \К\ обозначаем число элементов множества К.
8 Здесь : й К п ] - - ' K n - i i \ K J .
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Д о к а з а т е л ь с т в о .  Пусть
(S b, ( * ) } IsN (13)
— некоторая подпоследовательность обобщенной последователь­
ности (4) ,  заданного соотношением (5).  Без ограничения общ­
ности можем предполагать,  что множества Ri монотонно воз­
растают, так  к ак  в противном случае можем выбрать Ri =  
=  Ri\j  . . .[}Ri- Тогда
|5я,+р(х) — Sß,(x) j — |Sr<+p\R' (*)'|— ^ ( я ) 1!»
где R =  Ri+p\Ri .  Пусть множество К ц  таково, что R П K n =  0 -  
Тогда найдется К т с m > N ,  такое, что /С™ =э R{]  K n и
т —1 т ^-1
2 J  Са<Ра(х)1^ ^JÖAKn(x) ,n=Nаек'п n=N
т —1 I
где K'n CiAKn  И и K'n= R .
n=N
Учитывая лемму 1, находим
/ ^ 2A iC „W ^ (^ )< 0 ( lo g 2|Zl/Cnl) 2J CV
X  а е Д Кп
Применяя неравенство Шварца,  получим
оо ОС ,
2  / йд*. (х) /г (dx)  =  £  [f, (X) ] *« [ f  Ö\K„ ( x ) ß ( d x ) ]
n  =  i X  n = l  A'
oo j
< L u W ] ^ [ 0 ( i o g » j 4 Ä „ j )  2  C2c ] 1,z=
» i = l  а е Д Kn
OO
=  0 ( 1 )  2  [log*\AKn\ ^  c2a ] 1/2<oo,
n—1 а е Д  Kn
откуда по теореме Леви следует сходимость почти всюду на X 
ряда
оо
2  бмСп (х) ■
п= 1
Следовательно, выбирая индекс i таким большим, что при к а ж ­
дом р имеем R fl K n =  0 ,  где N — любое достаточно большое 
число, мы получаем, что почти всюду на X для любого р =  
=  1,2, . . .  имеет место
оо
Is ®.а »  ( * ) | < J £ < W * ) = o » ( i ) .
n=N j
откуда следует сходимость почти всюду на X последователь­
ности (13). Это дает  и доказательство теоремы 1, учитывая опре­
деление безусловной сходимости почти всюду ряда (1),  т ак  как  
счетная подпоследовательность (13) обобщенной последователь­
ности (4) была выбрана произвольно.
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Пусть теперь А — N и Kn  = { i e N :  i ^  v n}, где {^п} — 
возрастающая последовательность индексов, для которой вы­
полнено (8).  Тогда, учитывая что
log2 \ЛКп\ =  log2 (vn+i — Vn) ^  О ( log2 Vn) ,
V n + t
log2|M'n| JE c \ = 0 (  1) c 2h log2 k,
fteÄKn h=\’n+l
мы из теоремы 1 получим следующее утверждение (аналог тео­
ремы В).
Теорема 2. Пусть {г„} — в о з р а ст а ю щ а я  посл ед о вательн о сть  
и н д е к с о в  с о  свойством  (8) .  Т ог да  из  у с л о в и я
оо Vn+i
2 [  JE c2k iog2^ ]^2< o o  (14)
71 =  1 k—\’n~t-1
сл е д у ет  б е з у с л о в н а я  сходимость почти в с ю д у  на X одтонорми-  
р о в а н н о г о  р я д а  (7) .
Теорема А является теперь следствием теоремы 2 в случае 
Х=[а,Ь~\,  так  как ,  используя неравенство Коши, мы имеем
оо “Vn+i Г оо 1 оо Vn+1 11/2
-St 2  log2 k] 2  Т Г Т  -Sя (Vn) -S c=*log=*J SS
n =  1 /l='Vn+l n =  1 ' П' П= 1 fe=Vn+l
[
oo 1 oo Vn+i 11/2
n =  1 n — 1 fc=v„+i
откуда, учитывая условия (9) и (10),  следует выполнение усло­
вия (14) теоремы 2.
Если у нас А =  N2, X — Q, где Q =  [а ,  Ь\ а,Ь]  и {ф/i/} — 
ортонормированное семейство функций из L2(Q, 2,  у ) , то без­
условная сходимость почти всюду ряда (1) равносильна обыч­
ной безусловной сходимости двойного ортонормированного 
ряда 9
оо
JE Сы(ры(х,у) .  (15)
h,I=2
Пусть Kn =  {(k, l) e  N2: 2 ^  k, l ^  v n],  где опять {vn} 
удовлетворяет условию (5).  Мы имеем
lo g 2 \Л Кп\ =  lo g 2 ( v 2n+l —  v 2n) <  lo g 2 v 2n+ 1 =
=  4 log2^ +i =  0 ( l o g 2^n),
OO oo
[ log2Ld/(n| E  c h iY i2=  J E [ 0 { \ o g 2Vn) JE c h i ] 1,2=
n = i  (h,l)f=AKn n =  1 (k,l)<=AKn
oo
=  0 ( 1 )  2  [ 2
7 1 = 1  (li,|)e A K ,i
Тогда из теоремы 1 получим следующее предложение.
9 Нам удобнее случай, когда индексы А: п / изменяются с 2-х до оо.
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Теорема 3. Пусть {vn} — в о з р а ст а ю щ а я  по сл ед о вательно сть  
и н д е к с о в  с о  свойством  (8) .  Т ог да  из  у с л о в и я
оо
JE [ 2  C2kl log2 kl\ !/2<  oo,
n = 1 (h,l)fBAKn
г д е
AKn— 1
—  { ( / ? , / ) .  Vn <C  k Vn + l)  2   ̂^ ' У п - И  V   ̂ l^n+l> 2  k  }  >
сл е д у ет  б е з у с л о в н а я  сходимость почти в с ю д у  на Q ортонорми-  
р о в а н н о г о  р я д а  (15).
Из этой теоремы легко следует теорема С в несколько уси­
ленной форме.
Следствие. Пусть {h{k)} — полож ительная в о з р а ст аю щ ая  
чи сл о в а я  п о сл едо вательность,  и м ею щ а я  п одпо сл е д о в ат ельн о сть  




сл е д у ет  б е з у с л о в н а я  сходимость о р т он орм иро ванн о г о  р я д а  (15) 
почти в с ю д у  на Q.
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ÜL DI S TA T UD  0 R T E N 0 R M E E R 1 T U D  RIDADE T I N G I M U S T E T A  
K O O N D U V U S E S T  PE A AE G U KÕIKJAL
J.  L amp
Re s ü me e
O lgu  A m ingi  lõpmatu hulk, (X, 2 ,  /г) lõpliku mõõduga ruum, {<pa } л  
ruumi L2(X, 2 ,  ji) funkts ionaa l ide  ortonormeeritud pere j a  F(A )  h u lga  А 
s isa lduvuse  j ä r g i  j ä r je s ta tud  kõig i lõplike a lam hulkade  К  hulk. Ü ld is ta tud  orto­
normeeritud rida (I) n im eta takse  t ing im uste ta  peaaegu  kõ ik ja l  koonduvaks, kui 
ü ld ista tud  ja d a  (4) i g a  loenduv o sa jad a  (6) koondub peaaegu  kõik ja l  h u lga l  X.
Artik l is le itakse p i isav  t ing im us rea  (1) t ing im uste ta  koonduvuseks pea­
aegu  kõikjal  (Teoreem 1), mis ü ld istab  W. Orliczi (Teoreem А ),  K- Tandori 
(Teoreem B) j a  Š. Pandžak idze  (Teoreem C) poolt saadud  tulemused mitte- 
loenduva ortonormeeritud pere juhule  (kui X  on m it teseparaabel)  j a  annab 
er i juhuna ka p i isava  t ing im use  kohekordse ortonormeeritud rea  t ing im uste ta  
koonduvuseks peaaegu  kõikja l  m ittefaktoriseeruva ortonormeeritud süsteemi kor­
ra l  (Teoreem 3).
Ü B E R  DIE UNBE DI NG TE KONVERGENZ DER V E RA L L G E M E I N E R T E N  
O R THOG ON AL RE IHEN
J.  La mp
Z u s a m m e n f a s s u n g
Es sei A eine unendliche M enge, (X, 2 , ц) ein Raum mit endlichem M ass ,  
{(pa } л  ein orthonormiertes Sys tem  von Funktionalen des R aum s Ьг ( Х , 2 , ц )  
und F(A)  eine durch das  Enthaltensein  geordnete M enge  a l ler endlichen U n te r ­
m engen  К der M enge  A. M an sag t ,  daß die vera l lgem einerte  Orthogonalre ihe 
(1) unbedingt fast überal l  konvergiert, wenn jede abzählbare Unterfo lge  (6) 
der vera l lgem einerten  Fo lge  (4) fast überall in X  konvergiert.
Im vorl iegenden Artikel w ird a ls  V era l lgem einerung  der Resu lta te  von 
W. Orlicz (Theorem А), K. Tandori (Theorem B) und S. P andžak idze  (Theo­
rem C) eine hinreichende B ed ingun g  dafür gegeben, dass  die Reihe (1) (im 
Sonderfa ll  auch die Doppelreihe (15))  fast übera l l  unbed ingt konvergiert.
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О НЕКОТОРЫХ Р -К О Н С Т Р У К Т И В Н Ы Х  П РО СТРАНСТВАХ  
И М У Л Ь Т И П Л И К А Т О Р А Х  КЛ А СС А  [Хтх, XUlx)
Я. Сикк
Кафедра математического анализа
Пусть Я =  {Я/i} — монотонно возрастающая неограниченная 
последовательность положительных чисел, которую, для крат ­
кости, назовем ск оро стью.  Если Я и ц  являются скоростями, то 
через Äpi обозначаем скорость {Xkßh}-
Пусть X — банахово пространство. Последовательность 
{l/J cz X называется Х-ограниченной ,  если (см. [4 ] ,  стр. 136)
Akll!ft — ! I L r = 0 ( l ) .
Пусть А — некоторый метод суммирования последователь­
ностей, переводящий х в последовательность Ах. Если Ах я в ­
ляется  Я-ограниченной, то х называется  Ах-о г ранич енной .  Р яд  1 
2’ Uh называется  А^-ограниченным,  если последовательность ча­
стичных сумм этого ряда Ля-ограничена.
Говорят, что метод А сохраняет Я-огр анич енность ,  если 
A (mx) c z im x. Метод арифметических средних С1 сохраняет А- 
ограниченность тогда и только тогда,  когда (см. [4 ] ,  стр. 148)
Лп Xh^ — O ( п ) . (1)
/1 = 0
Числа е п называются множителями с уммиру емости  класса 
(Лх0, В ^ )  (соответственно (Лхо, Bq) ,  и л и  (Л\), -Ö)), если при 
каж дом Ля-ограниченном ряде Пии ряд SehUh является  ^ - о г р а ­
ниченным (соответственно ß -ограниченным или Б-суммируе- 
мым) (ср. [4 ] ,  стр. 136, [2 ] ,  стр. 147). Аналогично определяются 
множители суммируемости еь, ^  (Л0, ß^o) и (Л,В^0)-
Пусть У — одно из пространств2 Lp (1 <  р  <  оо) , М, d  V, 
Lx? или Ьф. Обозначим ряд Фурье функций / е У  через
f ° =  J £ ( a h cos kx-\-bh sin kx) — (ah, bk) .
1 Если у  знака суммирования пределы индексов опущены, то сумми­
рование происходит по всем их целочисленным значениям от 0 до оо.
2 Определения пространств М, С, dV, L p (1 ^  р  ^  оо) Ьф и даны 
в работе [6 ] .  В настоящей статье для краткости формулировки результатов 
целесообразно определить L°° =  С.
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Пусть Т =  ( t пи) —- метод суммирования и пусть
anf =  £  tnh(ak c o s  kx+bk s in  kx).  (2)
k
Обозначим через YTo пространство тех | е У ,  для которых 
WonfWr =  0 ( 1 ) ,  а через YT — пространство тех / е У ,  для кото­
рых lim \\onf — f II у  =  0.
Пусть Ytx — некоторое Реконструктивное пространство, 
т. е. пространство всех f e  У, для которых
An IIcfnf —  Л1у = - 0 ( 1 )
(ср. [6 ] ,  определение 2).
Обозначим через Y-K пространство тех / е  У для которых най­
дется т а к а я  последовательность тригонометрических полиномов
{ Р п } , ЧТО
А„||Рп - Л 1 у  =  0 ( 1 )
(см. [6 ] .  определение 1).
Обозначим через Lip (а,  р ) , где l s ^ p ^ o o  и 0 < С « ^ 1 ,  
множество всех f  е  Lp, для которых
II/(x+ h )  — f  {х) ||ьр= 0  (|/i|a ) .
Обозначим через W'lX пространство всех /, для которых 
/W е  X.
Последовательность е  =  {еп} называется  мультипликатором  
к л а с с а  {Х,Хх) (обозначаем е ^ ( Х ,  X ; ) ) ,  если при каждом р я д е 3 
( ak, bk) (=X,  ряд ( еиак, Ekbh)<=Xx.
Целью настоящей статьи является дальнейшее изучение Т%- 
конструктивных пространств, определенных в [6 ] .  В статье рас­
сматривается также применение этих пространств к решению 
проблем мультипликаторов для некоторых классов функций. 
Как видно из определения ^-конструктивного пространства, 
свойства его зависят от скорости А и от метода суммирования. 
В настоящей статье, в основном, рассматриваются такие скоро­
сти, которые указывают  на дифференциальные свойства иссле­
дуемых пространств.
Приведем некоторые известные результаты,  наиболее инте­
ресные с точки зрения данной темы. Кралик [13] в 1969 г. для 
метода Зигмунда Т =  Z1 порядка i =  1,2, . . .  (см. [2 ] ,  стр. 105) 
доказал следующую теорему.
Теорема 1 . Д л я  того, чтобы Lip (1, р)  д л я  1 ^  р  ^  со,
н е о б х о д и м о  и достаточно, чтобы4
а) IIOnf — f\\bp= 0 ( п - {) при  четных i,
б) \\cOnf — с!\\ьр= 0 ( п ~ {) при  нечетных i.
3 Выражение f° е  Y означает, что f° является рядом Фурье функции 
/е= Y.
4 Через с/ обозначаем сопряженную к [ е Х  функцию, причем множе­
ство {с/} при f e i  обозначаем через СХ.
Из одного результата Буцера и Шерера (ср. [12] ,  теорема 
2.3) вытекает следующая
Теорема 2. Д ля  того, чтобы Lip (а, р )  при  0 <  а  <  1,
н е о б х о д и м о  и достаточно, чтобы i
Wonf — 1\\ьр= 0 ( п 1- 1~а)
при  1 ^  р  ^  оо и Т =  ZJ.
В 1970 г. Кралик [14]  получил результат,  аналогичный тео­
реме 2. Он вместо скорости Я =  {п1+а~1} рассматривает ско­
рость Я =  {п ' -х[1п}, где ^  ц п ^  п * при 0 С  ß  ^  к  С  1
Из этих примеров видно, что существуют классы скоростей, 
связанные с дифференциальными свойствами конструктивных 
пространств Lpzi\ при 1 ^  р  ^  оо.
При изучении ^-конструктивных пространств возникают 
следующие проблемы, которые будут исследованы в § 2.
а) Каковы ограничения для скорости Я, при конкретном ме­
тоде суммирования Т, чтобы LpTx — £ ря? (См. предложения
1 и 3).
б) Каковы естественные ограничения для скорости, чтобы 
имели место результаты типа теоремы 1 и 2? (См. следствие 3.1 
и предложение 5).
в) Является ли зависимость между  дифференциальными 
свойствами и скоростью естественным свойством для прост­
ранства LpTx при /? е  [1, оо] или же она может быть распрост- 
рена и на другие пространства? (См. предложения 5 и 6.)
В § 3 изучается проблема мультипликаторов для ^ - ко н ст ­
руктивных пространств. Обнаруживается интересный факт: 
множители Я-суммируемости, изученные Г. Кангро [4, 5 ] ,  по­
зволяют найти эфективные достаточные условия для того, 
чтобы £ являлась мультипликатором класса  (ХТх, Х^ц). Значит, 
применением свойств ^-конструктивных пространств, которые 
исследуются в § 2, дан метод нахождения мультипликаторов 
для некоотрых классов функций.
§ 1. Вспомогательные результаты
Пусть А =  (ein/i) — нормальный и В =  (ßnk) — произволь­
ный треугольные методы суммирования, определенные в виде 
преобразования ряда в последовательность. Пусть
' П
Cnh ==  ßhvEvCC vk, 
v=fe
где £ =  {ev} — некоторая последовательность и (a 'nh) — мат ­
рица, обратная к матрице ( a ni<) ■
Л е м м а  1. Если метод А у д о вл етворя ет  у с л о в и ю  а по =  1, а 
метод В — у с л о в и ю  B e  е  т*, то
а) £п е  (Л\), j8^o) тогда и только тогда, к о г д а
3 l im c nh =  Ck, (3)
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f in J S  Ял“ 1 )cÄ] =  0  (1) ,  (4)
h = n + 1 
n
fin JS  1 \Cnh f̂t|==^ ( l ) *  (5)h-=0
б) e n e  (Л V  B 0) тогда и только тогда, к о г д а
JS A k“ ‘ |CnjJ =  0 ( l ) ;  (6)
h
в) Еп е  (Лх0, ß )  тогда и только тогда, к о г д а  в ы п ол н ен о  (3) и
J ;  я ь- 1ы - о ( 1 ) ,  (7)
fe=n4-l
п
JS7Aft-*|c„fc — cft| = 0 { I ) ;  (8)h—0
r) £ „ g  (Ло, ß^o) или Еп е  (Л ,В^0) тогда и только тогда,  
к о г д а  при  Я =  {1} вы п олн ены  (3) ,  (4) и (5).
Д о к а з а т е л ь с т в о .  Утверждения а) и в) и принадлеж­
ность Еп ^  (Ло, 5 до) из г) вытекают непосредственно из одной 
леммы Г. Кангро (см. [4 ] ,  стр. 143, лемма 4).  Утверждение б) 
и принадлежность е п е  (Л, В^0) из г) можно доказать анало­
гично (см. такж е  [5 ] ,  стр. 141— 142).
Лемма 2. Пусть А =  С1 и Bi =  Z'1 — ( ß nh)- Пусть у  — с к о ­
рость, у д о в л е т в о р я ю щ а я  у с л о в и ю
оо
ptn 2  iWft“ 1̂ “z' = 0 ( n 1- i ),  (9)
h = n + 1
а Я — такая скорость,  д л я  которой  Я„ =  /гг-1 при  п — 1 , 2 , . . . ,  
а Я о =  1. Тогда
а) Я п ^ е  (Л»»о, В Л ) ,  (Ю)
б) Я п - ' е И о , ^ « ) -  ( И )  
Д о к а з а т е л ь с т в о .  Д л я  метода С1 имеет место а по =  К
а для Z'1 последовательность B i e  — 1 е  т % для каждой Я (см.
[2 ] ,  стр. 104, формула (17 .1) ) ,  и можно применить лемму 1. 
Д л я  доказательства части а) леммы 2 проверим условия
(3) — (5).  В случае Л =  С1 величины c nh вычисляются по фор­
мулы (см. [4 ] ,  стр. 145)
C n k =  { k + \ ) A 2k(ßnkEk).
Значит, си =  (/г +  1)Л2е/г и условие (3) выполнено. В данном 
случае е п =  при п =  1, 2, . . .  , а е0 =  1. Следовательно, 
с0 =  0 ( 1 ) ,  а c h — 0 ( £ - i ) при k > 0 .  Так к ак  скорость у  удов­
летворяет условию (9),  то из последних неравенств следует, что 
выполнено условие (4).  Условие (5) вытекает из соотношения
IСпп — с п\ =  0 (  {п-f  2) - г’+1) .
Действительно, в данном случае условие (5) имеет вид 
Ап-1 \сПп —  с п\ =  0 ( 1 ) ,  так  как  при k <  п  имеет место с пи =  Ск.
Часть б) доказывается  аналогично случаю а) ,  при помощи 
части г) леммы 1.
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Лемм а  3. Пусть А1 =  Z1 и В =  С1. Пусть у  — скорость,  
у д о в л е т в о р я ю щ а я  у с л о в и ю
f in 2  ( ^ ) - 1 = 0 (  1), (12)
k=n+1
а  Я — такая ск оро сть , д л я  которой  Яп =  п ри  п =  1 , 2 , . . .  , 
а  Я о = 1 .  Т о г да
а) ЯАе Е ( Л ^ 0,^о)> (13)
б) Яй е  (v4i_ixo, Во). (14) 
Д о к а з а т е л ь с т в о  опирается на лемму  1. Д л я  д ок аза ­
тельства части а) леммы 3 проверяем условия (3) — (5).  В слу­
чае, когда А =  Z{ и В =  С 1 =  (а пи) величины с пь вычисляются 
по формуле (см. [4 ] ,  стр. 145)
/и I 1 \ ,• л Ah{(Xnk£h)
C n k = {  +  ) A k ( k + l y _ k i •
Следовательно,
c k = ( k+XYAh - ( k+X) i - ki
AhEk
и условие (3) выполнено. В настоящем случае е„ =  n l~x, при 
п =  1, 2, . . .  , а е о = 1 ,  значит с0 =  О(1) ,  а =  0 ( & г'~2) при 
k >  0. При таких Ch выполнено условие (4),  т ак  к ак  скорость у, 
удовлетворяет условию (12).  Остается проверить условие (5).  
Величины c nh при 0 <  k <  п +  1 вычисляются следующим об­
разом:
/ь , 14*, Ah ( \ - k ( n + l ) - ' ) k i - i  /и , |W4 AkV- 1 
« . » = ( * + 1 ) М » ---------------------------------- = ( *  +  »)
Следовательно, при 0 <  k <  n -j- 1 имеет место с„/4 — С/; =  0. 
Такое равенство имеет место и при k — 0 или k =  п 1, а при 
n =  k имеет место |с пи — сй\ =  0 ( n i_1). Следовательно, (5) вы­
полнено, так  к а к  Яп =  я 2'-1 . Часть а) леммы 3 доказывается  ана­
логично, применением части б) леммы 1.
П р и м е ч а н и е  1. Леммы 2 и 3 ввиду (11) и (14) дают 
аналог результата Кралика (см. [13 ] ,  предложение 1), а ввиду 
(10) и (13) обобщают идею Кралика на более широкий класс 
скоростей.
П р и м е р .  Если у п  =  па при а  е  (0 ,1) ,  то выполнены ус ­
ловия (9) и (12) и, следовательно, из лемм 2 и 3 получается,  
что n~i+] <= (№<>, Zi%vо) и n l~l <= (ZiKvо, С1̂ )  при Лу =  
=  { n i - ^ } .
Л емма  4. Пусть Т =  С 1;
а) е с л и  X — о д н о  и з  пространств L^, М или Lp ( 1 <  р  <  оо), 
то X — Хто,
б) е с л и  X — о д н о  и з  пространств Lp ( 1 ^  р  ^  оо) или ЬФ, 
то X =  Хт,
в) dV =  Lto•
Д о к а з а т е л ь с т в о  см. [ 1 ] ,  стр. 165—’167, теоремы 1, 2 
и 3, [9 ] ,  стр. 67—69, теоремы 1 и 2.
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§ 2. Свойства конкретных пространств ХТх
Пусть Е — метод сходимости. Имеет место 
Предложение 1. Пусть В — метод, с о х р а н яю щ и й  Л-ограни-  
ченность. Тог да  L>}'х =  LJ'Kx =  LpB\ upu  1 <. p  <i oc.
Д о к а з а т е л ь с т в о .  Включения LpEx cz Lp% и LpbxczLp% 
следуют непосредственно из определений пространств Хх и ХТх 
(см. [6, ]  определения 1 и 2).  Докаж ем ,  что имеют место и об­
ратные включения. Действительно, если f  <= U\,  то и f  е  Lp, 
откуда следует, что имеет место неравенство
\\f — s nf \\p=0( En ( f ) )  (15)
(см. [8 ] ,  стр. 339), где S nf — частичная сумма порядка п  ряда 
a {En (f )} — последовательность наилучших приближений 
для f  е  Lp.  Поскольку для всех f е  LPx имеет место неравенство 
En (f)  =  0(Лп~]),  то из (15) вытекает,  что Лп Ilf — S nf Up =  
=  0 ( 1 )  и, следовательно, LpxCzLpE),. Включение LPexCzL^bk 
следует непосредственно из того, что В сохраняет А-ограничен- 
пость. Предложение доказано.
Следствие 1.1. Если скорость  А удо вл ет воря ет  тр еб ованию  
( 1 ) , то при  1 <С р <С оо
LPx =  LPc 'x (16)
и
cLpx c z  LPx- (17)
Д о к а з а т е л ь с т в о .  При условии (1) метод С 1 сохраняет 
A-ограниченность. Поэтому по предложению 1 имеет место ра ­
венство (16). Включение (17) следует из известной теоремы 
Рисса о сопряженных функциях в пространстве Lp при
1 <  р  <С оо (см. [8 ] ,  стр. 404, теорема 2.6.).
Предложение 2. Пусть дл я  ск ор о сти  А в ы п ол н ен о  у с л о в и е  
(12).  Тогда cLPxCz Lpx при р =  1 или р == оо.
Д о к а з а т е л ь с т в о  непосредственно следует из одной тео­
ремы С. Б. Стечкина ( [ 7 ] ,  стр. 200, теорема 1).
Пусть А — некоторая скорость. Обозначаем через А-1 (х) не­
которую непрерывную монотонно убывающую функцию, опре­
деленную в [Ао-1, оо), такую, что Яг1 (п)  =  1/А„.
Предложение 3, Пусть скорость  А у д о вл ет воря ет  у с л о в и ю  (1).  
Тог да  к л а с с  Lp\{ 1 ^  р  ^  оо) с о в па да ет  с  к л а с с ом  в с ех  ф ун к ­
ций из  L p (1 ^  р  ^  оо), д л я  которых
II f ( X+ h )  -  f (х) \\lp— 0  (а-41^1-1) ) ,  (18)
причем Lpx =  Lp с 'k.
Д о к а з а т е л ь с т в о .  Пусть выполнено (18);  тогда
IIf ( x + n - l ) — f (x)  ||i*=«wi(f, ( n + 1 ) ^ 1) = 0 ( А ~ 1(гс)).
Применив неравенство Джексона (см. [8 ] ,  стр. 274),  получаем, 
что En( f )  =  О (Ап-1 ). Предположим теперь обратное, что
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Еп{[) = 0 ( Я , г ' ) .  Воспользуемся следующим известным нера­
венством
Mi{f, {п-\-1)-1) = С п ~ х J £ Ev (f)
v=i
(ср. [8 ] ,  стр. 344). Применяя это и условие (1) ,  получаем, что
т  (f, ( д + 1 ) -1) = 0 ( 1 )  л-* J J  h - 1= О (Я « -1) =  О (Я -1 ( п ) ).
h=1
Включение Lpc \ cz Li\ вытекает из определений пространств 
Хх и ХТ\. Обратное включение Lpc \ cd />>. в случае 1 <  /? <  оо 
следует из предложения 1. Д л я  доказательства последнего вклю­
чения при р  — 1 и р — оо воспользуемся неравенством
1/?г 
О
+ 2 С / м , ( / ( л : ) , / ) ( п + 1 ) ^ г Л
1щ
(см. [3 ] ,  стр. 151). Как известно (см. [8 ] ,  стр. 416, предложе­
ние 7.11), при выполнении (1)
(п + 1)- 1 / f“2w i (/, t ) d t = 0 ( m (f, t ) ).
l/n
Но, так как  (/, n -h I ) -1) =  О (Я "1 ( n ) ),  то из последнего не­
равенства следует, что Хс >х cz Хх при X =  L и X =  L°°. Пред­
положение доказано.
Следствие 3.1. Пусть скоро сть  Я у до вл ет воря ет  у с л о в и я м  
(1) и (12) и пусть Т =  С1. Т о г да  при 1 <  р <  оо
cLptx cz L 1'т).
11Л1тгь=ИЛ1Р+  sup In  \\onf —  f\\p.
П
Д о к а з а т е л ь с т в о  следует из предложений 2 и 3 и из 
общего вида нормы элемента конструктивного пространства 
(см. [6 ] ,  предложение 1).
Свойства пространства Lvc '\ приведенные в предложении 3 
и в следствии 3.1, показывают, что пространство Ерс \ является 
расширением пространства Lip (а, р ) . Имея это в виду, обозна­
чаем пространство Е р слк, в случае, когда Я удовлетворяет (1) и 
(12),  через Lip ({Яа}, р ) ; или короче Lip (Я, р) .
Основная лемма . Пу сть  f° =  (й/г, bu) g F ,  ( e f )  ° =  (&га/г, k{bh) 
и Я =  {/г*} при  п =  1 ,2 .............а Xо =  1.
а) Если скоро сть /л у д о вл ет воря ет  у с л о в и я м  (9) и (12),  то 
f e  Fz‘%  тогда и только тогда, к о г д а  ( e f ) 0 ^ Y c lix,
б) f°<=Yz‘i  тогда и только тогда, к о г д а  ( е [ ) ° ^ У с 'о- 
Д о к а з а т е л ь с т в о  основной леммы опирается на леммы
2 и 3. В самом деле, эти леммы сохраняют силу и в случае,
когда члены преобразуемого ряда принадлежат любому бана­
хову пространству (см. примечание 1 в работе [4 ]  Г. Кангро).  
Следовательно, леммы 2 и 3 верны и для пространства Y.
Предложение 4. Пусть Лп =  при  п =  1,2, . . . ,  а Л о =  1. 
Д ля  в к л ю ч ен и я  е  Lw (с оответственно f ^<=dV)  н е о б х о д и м о  
и достаточно, чтобы
а) / е  L^zlx (с оответственно f ^ L z\) при  четных i,
б) cf  <= Lwz{i  (соответственно cf  <= Lz lx) при  нечетных i.
Д о к а з а т е л ь с т в о  части а) .  Если i — четное число, то
(/°)(*) =  +  (a/{&\ biiki) =  r h ( e f )0; следовательно, c ( s f ) и одно­
временно принадлежат к пространству Lxy. Но, для того, чтобы 
имело место (ef)°G L^, необходимо и достаточно, чтобы ( е / ) ° е  
<= LxyClo  (см. часть а) леммы 4) .  Теперь, используя часть б) ос­
новной леммы,- получаем, что е / е  LWa-  Если f  <= Lwz(x, то из 
основной леммы получим, что s f  <= Lwc'o  и, следовательно, 
( e f ) ( =Lw (см. часть а) леммы 4) .  Часть а) предложения 4 в 
случае пространства Lw доказана .  Случай пространства dV до­
казывается  аналогично (см. часть б) леммы 4).
Д о к а з а т е л ь с т в о  части б).  Если i — нечетное число, 
то с(е/)° =  ±  ( Г ) (^ и, следовательно, /(*) и c(ef) одновременно 
принадлежат пространству L^. Остальная часть доказательства 
аналогична доказательству случая а ) .  Предложение доказано.
П р и м е ч а н и е  2. Пространства М и Lp при 1 <С р  <С оо 
являются пространствами типа Lу.  Поэтому предложение 4 при­
менимо и к пространствам М и Lp .
Следствие 4.1. Д ля  того, чтобы /(г' )e l ?  при  1 <С р  <с оо, 
н е о б х о д и м о  и достаточно, чтобы f ^ L v zlx при  Л — {п *}.
Д о к а з а т е л ь с т в о  следует из следствия 4 и примеча­
ния 2.
Предложение 5. Пусть X — о д н о  и з  пространств или  
Lp п ри  1 <  р  <  оо. Пусть /л — скорость,  у д о в л е т в о р я ю щ а я  у с л о ­
виям  (9) и (12),  а  А — {п *}.
1) В к л ю ч е н и е  f W^ X c ' n  имеет место тогда и только тогда, 
к о г д а
а) /° е  Xzг+|яц при  четных i,
б) r/° <= Xzu,)4i при  нечетных i,
2) В к л ю ч е н и е  f(f) =  Xc l имеет место тогда и только 
тогда, к о г д а
а) f°<=Xzu>x при  четных i,
б) Г/° е  Xzy \  п ри  нечетных i.
Д о к а з а т е л ь с т в о  аналогично доказательству предложе­
ния 4, только здесь мы используем часть а) основной леммы и 
часть б) леммы 4.
Следствие 5.1. Пусть /л — скорость,  у д о в л е т в о р я ю щ а я  у с л о ­
в ию  (1) и Л(I) — с к орость  {п1}, пусть i — н ек оторо е  четное  
чи сл о  и j  — н екоторо е  нечетно е  число .  Имеют место с л е д у ю щ и е  
р а в е н ст ва :
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1° LpzKk(h) '■=  WkLp
2° L-qrz1̂ ) =  WiLypt
3° L vz fKU)
4° LzCX(i)
5° Lz'm)
6° Mz\(i) =  w m ,
7° Mz’xu) = * w m ,
8° Lozi+ll(i)
9° =  c W iU ,
10° LpzU'\(i) =  W ^ p
11° LpzItlm) =  cWiLp
12° L<bzUlv4i) =  W * ( U ^ ) t
13° L<bzh \au) =  °Wi (L<bcl\i)»
14° Lpz{*liiK(i) =  Wi (Lpc ^)
15° LpzMnXU) = cWi (Lpc ln)
при  1 < / ? < о о ,
при  l ^ p s ^ o o ,  
при  l ^ p ^ o o ,
при  l ^ p ^ o o ,  
при  l ^ p ^ o o .
К ром е  того, пространства  1°— 11° я вляю тся  н ормиро ванными  
пространствами с  н ормами  типа
Щ х Л ( 1) =  l l f i l x +  sup Лп IIOnf —  f\\x,
П
а пространства  12°— 15° я вляют ся  н орм иро ванным и  простран ­
ствами с  нормами типа
Wf\\xzK*lviHh)=\\f\\x-\- s u p Лп{1п \\(Tnf — f\\x. (19)
n
Д о к а з а т е л ь с т в о  следует из предложений 4 и 5 и из 
общего вида нормы в ^-конструктивном пространстве (см. [6 ] ,  
предложение 1).
Предложение 6. Пусть скорость  ц  у д о вл етворя ет  у с л о в и я м  
(1) ,  (9) и (12).  Т ог да  при  1 ^  р ^  оо
Тр z'c*,VLi(k)= WkUp ( f i , p ) .
Д о к а з а т е л ь с т в о  следует из предложения 3 и следствий 
(3.1) и (5.1).
§ 3. Мультипликаторы
Многие авторы пользовались теорией суммируемости при 
получении мультипликаторов определенного класса.  Например, 
Гёс [ 11]  и М. Тыннов [10] исследовали связи между  классами 
множителей суммируемости и мультипликаторов. Гёс получил 
следующий результат:
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Если Eh о  ( О ,  Ср) при  а~> 0 и 0 <  ß  <  а, то {е/г} я вля ет ся  
мультипликатором с л е д у ю щ и х  к л а с с о в :  (clV, dV) , (Lp , Lp ) при  
1 р (A4, A4), (Еф, ^ф) и (L\y, Lxp).
М. Тыныов обобщил этот результат на метод суммирования 
Т, удовлетворяющий условию
Целью настоящего параграфа является обобщение этих ре­
зультатов на случай наличия скорости. Оказывается,  что цен­
ность такого обобщения состоит не только в достигнутых ре­
зультатах ,  а также  в методе, при помощи которого эти резуль­
таты получаются. В самом деле, применив этот метод можно 
получить эфективные достаточные условия для мультиплика­
торов любого класса (Хтк, Хщх) • Но как  показано в следствии 
5.1., многие Хтх пространства являются уже раннее известными 
пространствами.
В настоящей работе приводятся только некоторые резуль­
таты, выбирая самые известные ХТх пространства. Способ полу­
чения других результатов такого типа аналогичен.
Л е м м а  1Д. Если метод А у д о вл ет воря ет  у с л о в и ю  а по =  1, 
а метод В — у с л о в и ю  B e  е  тп̂ , то
а) е е ( У Лл, Увц) при  в ы полн ении  у с л о в и й  (3) — (5);
б) е е  (Удя, У во) при  вы п олн ении  у с л о в и я  (6);
в) е е  (Кал, У в )  при  в ы пол н ении  у с л о в и й  (7) и (8) ;
г) е е ( У д ,  УВц) и £ ее ( У ао> Убц)> к о г д а  п ри  Х =  {1} в ы п ол ­
н ены у с л о в и я  (3) - (5).
Д о к а з а т е л ь с т в о  опирается на лемму 1. Действительно, 
эта лемма сохраняет силу и в случае пространства У (см. при­
мечание 1 в работе [ 4] ) .  Значит, множители суммируемости 
являются и мультипликаторами, ввиду чего лемма 1 превра­
щается в лемму 1А.
Предложение 7. Пусть X — о д н о  из  пространств L\y, dV или  
М. В ы п ол н ен и е  у с л о в и й
достаточно д л я  того, чтобы имело место
а) с о от н ош ен и е  e ^ ( W 1Lp , W^Lp ) при  р е ( 1 , о о ) ;
б) с о от нош ени е  e ^ ( W iX, WjX) при  четных i -f- /;
в) с о от нош ени е  e ^ ( W 1X, cW^X) п ри  нечетных £ + / .
П
su p  / |тэто/2+ 2  tnh  COS ku I du < . o o .
n 0 /i = l
(20)
(21)
En+iAn i ( A n ^ - i— O (I ) (22)
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Д о к а з а т е л ь с т в о .  Из равенств 2°—7° следствия 5.1 сле­
дует, что множества W1Lp при / ? е ( 1 , о о ) ,  WlX при четных i и 
при нечетных j  являются ^-конструктивными простран­
ствами типа ^ z .{n } • Следовательно, можно применить лем­
му 1А, так  к ак  для метода А =  Z1 всегда а по =  1 и последова­
тельность Ле =  {1} е  для каждой скорости А (см. [2 ] ,  
стр. 104, формула (17.1) ) .
При А =  Zi и В =  Z-i =  (ß nh) величины с пк вычисляются по 
формуле
,, . п  . . AhßnkEk 
С-пк — (£+1)  гАк
откуда
c h=  l im с Пк— (fc+1 ) 1А
(k-\-1 ) г — ’
А Бк
{ k + i y  — ki
(ср. [4 ] ,  стр. 145). Следовательно, условие (3) леммы 1Ä удо­
влетворено. Кроме того, условие (4) совпадает с условием (20). 
Остается проверить выполнимость условия (5).  При k <  п  ве­
личина
А&Ек
Спк —  С к =  ( м + 1 ) - ^ ( ^ 4 - 1 ) гЛ
— с п =  ( n +  l ) ž- j (
(Ä-f l )*  — №
AtPsn A 1)'
£п+2 •[ п + \ ) 1 — т  ^ А { п +  1 ) г /
Следовательно, условие (5) следует из условий (21) и (22). 
Теперь из 1° следует часть а) предложения 7. В силу 2°—7° 
в случае четных г и / получаем мультипликаторы £ g ( 1 F ‘X  WjX),  
а в случае нечетных i и j  мультипликаторы е  (= (СУР1Х, C\V̂ X). 
Ио из последнего включения вытекает,  что £ ^ [ W iX,WiX) .  
Когда i +  / — нечетное число, то рассуждение аналогично. 
Предложение доказано.
Следствие 7.1 . В ы п о л н е н и е  у с л о в и й  (20),  (21) и (22) д о ста ­
точно д л я  того, чтобы в с л у ч а е  /?<=[1,оо]
а) при четных i -j- j  имел о место с о от н ош ен и е
£ <= ( W L i p ( l , p ) ,  Wi- 1 Lip (1, р ) ) ;
б) при  нечетных г +  / имело место с о от нош ени е
£ е  ( Li p (1, р ) , c Wi~l Lip (1, р ) ). 
Д о к а з а т е л ь с т в о  аналогично доказательству предложе­
ния 7 с тем различием, что вместо равенств 1°—7° применяем 
теорему 1.
Предложение 8. Пусть lY — о д н о  и з  пространств Lw, clY 
или М. В ы п ол н ен и е  у с л о в и я 5
5 Через е п обозначаем последовательность
{еА*} =  {1, 1, . . .  1, 0, 0, . . .  }.
достаточно д л я  того, чтобы имел о место
а) с о от н ош ен и е  e ^ ( W {Lp , Lp ) п ри  р е (  1,оо);
б) при  четных i с о от н ош ен и е  e ^ . ( W iX, X);
в) при  нечетных i с о от н ош ен и е  е  е  (CW{X, X ) . 
Д о к а з а т е л ь с т в о .  Из леммы 4 а) следует,  что X =  Хс 1о,
а из сосотношений 1°—7° следствия 5.1 вытекает,  что W'Lp — 
=  LPzi{ni}, при р е (  1,оо) и что либо =  X z i{n i} либо
с №*Х=Хгцпц  • Используя части б) леммы 1А получаем тре­
буемое.
Следствие  8.1. В ы п ол н ен и е  у с л о в и я  (23) достаточно д л я  
того, чтобы в с л у ч а е  р е (  1,оо)
а) при  четных i имел о место с о от н ош ен и е
Д о к а з а т е л ь с т в о  следует из теоремы 1 и предложе­
ния 8.
Предложение 9. Пусть X — о д н о  и з  пространств LxV, dV 
или М. В ы п ол н ен и е  у с л о в и й
достаточно дл я  того, чтобы имели место
а) Е ^ ( L p , W 1Lp ) при  р е ( 1 , о о ) ;
б) £ g ( I ,  WlX) при  четных г;
в) Е <= (X, cWlX) при  нечетных i.
Д о к а з а т е л ь с т в о  аналогично доказательству предложе­
ния 8, только здесь применяем часть г) леммы 1 А.
Следствие 9.1. В ы п ол н ен и е  у с л о в и й  (24),  (25) и  (26) д о ста ­
точно д л я  того, чтобы в с л у ч а е  р <= [ 1, со ]
а) при четных i имело место с о от нош ени е
Д о к а з а т е л ь с т в о  следует из теоремы 1 и предложе-
е  е  Lip (1, р ) , Lp ) ;
б) при  нечетных i имело место с о от нош ени е  
Е е  (cl ^ - i  Lip (1, /?), Lp ) .
оо
п ‘ 2  I ( А + 1)Л2£й| =  0 ( 1 ) , (24)
k—71+i
П
2 \ { k + \ ) A W e h\ =  0{\) , (25)
En+iAn{= 0  (1) (26)
е е  ( I * ,  Lip (1, /?);
б) при  нечетных i имел о место с о от нош ени е  
Е е= (Lp, сГ*-1 Lip ( l , p ) ) .
н и я  9.
Следствие 9.2 В ы п ол н ен и е  у с л о в и й  (24),  (25) и (26) до ста­
точно д л я  того, чтобы имел о место
а) с о от н ош ен и е  E ^ ( d V , W iL) при  четных i,
б) с о от нош ени е  е е  (rfK, CF ‘L) при  нечетных i. 
Предложение 10. Пусть X — о д н о  и з  пространств ЬФ ила
L P ( l ^ p ^ o o ) .  В ы п ол н ен и е  у с л о в и й  (22),
00 Л ръ
п з y j  k\А - ------- ----------— 1 =  0 ( 1 ) ,  (27)
h=n+\  4 1 '
00 Aki+iph
£ | ( * + 1 ) ^ 7 Щ ) ж Ь - ^ 1 ° 0 < " + 1 )  <28>
достаточно д л я  того, чтобы имел о место
а) с о от нош ени е  £ ё ( М , Р Х )  при  четных i -Ь/;
б) с о от нош ени е  е е  (WiX, CŴ X) при  нечетных i +  j. 
Д о к а з а т е л ь с т в о  аналогично доказательству предложе­
ния 7 с тем различием, что вместе условий 1°—7° применяем 
условий 8°— 11°.
Предложение 11. Пусть X о д н о  и з  пространств Ьф или  
Lp (\ ^  р  ^  оо). В ы п ол н ен и е  у с л о в и й
00 Л ръ
л , ( к + щ  % + 1 )<+‘ - ^ 1 = 0 ( 1 Ь  <29)
п Akpb
^ й + 1 ) И - (^ + 1);+; _ , т | = 0 (п+ 1 ) ’ (30)
en+1 (J  /ii+1) _1 = 0 ( 1 )  (31)
достаточно д л я  того, чтобы имел о место
а) с о от нош ени е  e e ( W * X X )  при  четных i\
б) с о от нош ени е  £ е ( с? ’1 ,  X) при  нечетных i. 
Д о к а з а т е л ь с т в о  аналогично доказательству предложе­
ния 10.
Предложение 12. Пусть X — о д н о  и з  пространств ЬФ или  
Lp ( 1 ^  р  ^  оо). В ы п ол н ен и е  у с л о в и й
п< 2  ( * + 1 ) ! 4 2£й[ =  0 ( 1 ) ,  (32)
h=n+l
2 ( k + l ) \ A 4 ^ e k\ = 0 ( n + \ ) ,  (33)
ft = 1
£n+iZlttj+1= 0 ( l )  (34)
до статочно д л я  того, чтобы имел о место
а) с о от нош ени е  е  <= (X, W*Х) при  четных /;
б) с о от нош ени е  е  е  (X, С\^Х) нечетных  /. 
Д о к а з а т е л ь с т в о  аналогично доказательству предложе­
ния 10.
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Предложение 13. В ы п ол н ен и е  у с л о в и й
оо л р
п м  2  (1.+ k y [Л - j —  I =  о  ( 1 ) ) (35)
k=n+1 V I /
„r. - , s  { k + , ) | =о ( 1 ) ,  (36)
nß-“en+1( J ^ + 1) (Ani+1) - l — 0 ( [ )  (37)
достаточно дл я  того, чтобы при  а, ß  е  (О, 1) и при  р е  [ 1, оо ] 
имело  место с о от нош ени е
ее ( \ Г '  Lip ( а , /7), W'-' Lip ( Д р ) .
Д о к а з а т е л ь с т в о  аналогично доказательству предложе­
ния 7 с тем различием, что вместо условий 1°—7° применяем 
теорему 1.
Следствие 13.1. В ы п ол н ен и е  у с л о в и й
оо
мР 2 J  (1+/е)1~а И2£/г| =  0 ( 1 ) ,  (38)
ft=7l + l I
/гР-1 ( Ä + 1 ) |^2foÄ.| =  0 ( 1 ) ,  (39)
nf l -ae n+L= 0 ( 1 )  (40)
достаточно д л я  того, чтобы при  а , /3 е  (0,1)  м /гри р е [ 1 , о о ]  
имело место с о от нош ени е
е е  (Lip (а,  р) ,  Lip (ß, р ) ).
Следствие 13.2. а) При / =  0 в ы п ол н ен и е  у с л о в и й  (35),  (36) 
гг (37) до статочно д л я  того, чтобы t ipu а , / J e  (0, 1)
£ е  ( W‘ Lip (а,  р ) , Lip ( ß , p ) ) .
б) При  ' =  0 вы п ол н ен и е  у с л о в и й  (35).  (36) и (37) до ста­
точно дл я  того, чтобы при  « ,  (j е  (0, 1)  и р е [ 1 , о о ]
е е  (Lip (се, р ) ,  W> Lip (ß, р ) ).
Предложение 14. Пусть скорость  и у д о вл етворя ет  у с л о в и ям  
(9) и (12).  Пусть X — о д н о  и з  пространств L0C\i или  ZJ’cV пРи 
р е  [1 ,оо] ,  и пусть X], в за ви симости  от X, — пространство Ьф 
или Lv при  р е  [1, оо]. В ы п олн ен и е  у с л о в и й
00 Л Pi
z  (fe+ i ) .» ' . - ‘ H - ( , + 1 ) .+; _ fe— 1= ° ( ч .  ( « )  
/(=?/+! 1 ' 
ii Akf-'i
я  <*+1 ) ß n - '  И 1 щ р ^ г р т Г ; = о  (»  + 1 ) ,  (42)
/г«-‘«»+ г(4(п+ 1)< + ‘ ) - 1 =  0 ( 1 )  (43)
до статочно д л я  того, чтобы имел о место
а) с о от нош ени е  е  е  ( WiX, Х{) /гр« четных i,
б )  с о от нош ени е  e ^ { cWiX,X\) при  нечетных i.
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Д о к а з а т е л ь с т в о  аналогично доказательству предложе­
ния 7.
Следствие 14.1. В ы п ол н ен и е  у с л о в и й
ОО / i  р  ,
2  ( f c + D ^ H - , * l = o w ,
Д ( й+ 1 ) , - ^ _ ^ - _  | =  0 ( П+1),
П~̂ Еп+2{Л (/1+1)г'+1) - 1= 0 ( 1 )
достаточно д л я  (того, чтобы имел о  !ме сто с о от нош ени е  
Е е  (Wi Lip (а, р ) , Lp) яри а  е  (0, 1)  м р е [ 1 , о о ] .
Д о к а з а т е л ь с т в о  следует из предложения 14 и 6. 
Следствие 14.2. В ы п ол н ен и е  у с л о в и й
оо
2  ( A + l ) ‘-»[4*ei| =  0 ( l ) ,
ft=n+1
(/г- j - 1 ) 1 _ а  |zl2/?£/t| =  О  ( п - f  1 )  >
Hi^a'£n+1=  0 ( 1 )
до статочно д л я  того, чтобы имело вместо с о от нош ени е  
Е <= (Lip (а, р ) , Lp) яри й е (0, 1) и р е [ 1 , о о ] .
Предложение 15. Пусть скоро сть ц  уд о вл етворя ет  у с л о в и я м
(9) и (12).  Пусть X — о д н о  и з  пространств  LocV или Lpc\i при  
р е [ 1 , о о ] ,  и пусть  Хь в з а ви симо ст и  от X, — пространство  Lo 
или Lp при  р е [ 1 , о о ] .
В ы п ол н ен и е  у с л о в и й
rttyn J j  |(/г+1)^2е/г| =  0 ( 1 ) ,  (44)
/(=77+1
fin 2  I ( k + 1)4  %*+>£,,! =  О ( n + 1), (45)
ft = 0 I
[InGn+zA {n-\-1) г+1=  О (1) (46)
достаточно д л я  того, чтобы имело место
а) с о от н ош ени е  e ^ ( X [, WiX) при  четных г,
б) с о от н ош ени е  e e ( X b cF I )  при  нечетных i. 
Д о к а з а т е л ь с т в о  аналогично доказательству предложе­
ния 7.
Следствие 15.1. При ц п =  п а, а  е  (0, 1) в ы п ол н ен и е  у с л о в и й  
(44),  (45) и (46) до статочно д л я  того, чтобы имели место соот­
н о ш е н и я
а) е  <= (Lp, IF1' Lip (а,  р ) ) при р е [ 1 , о о ] ;
б) €<=(dV, Wi Li p i a ,  1) ) .
Д о к а з а т е л ь с т в о  следует из предложении 15 и 6, и из 
леммы 1 А. г ) .
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M ÕN IN GA T ES T 7 ^ - K O N S T R U K T I I V S E T E S T  R U U M I D E S T  J A  
K L A S S I  M U L T I P L I K A A T O R I T E S T
J.  S ikk
R e s ü me e
Töös vaade ldakse  konkreetsete 7^-konstruktiivsete ruumide omadusi (vt. 
[6 ] ,  definitsioon 2).  Toetudes nendele  omaduste le  j a  kasu tades  summeruvus- 
tegureid  kiiruse juhul [4, 5 ] ,  le i takse  p i isavad t ing im used (Хт^,  Хц^) k lass i
mult ip l ikaatorite  jaoks.
Töös on tõestatud jä rg m in e  tulemus.
Olgu täidetud tingimused (38) — (40); а, / 3 е (0 ,  1) ning  p e [  1, oo]. S e l ­
lisel juhul £GE(Lip(a, p),  Lip (ß, p)).
Analoogil ised tulemused on art ik l is  saadud  m ult ip l ikaator ite  k lass ide  
(W i L ip ( « ,p ) ,  Wi Lip(jS, p))\ { W ^ p , W j L v ) ; { W ^ v ,  L * ) ;  ( L ip ( a ,p ) ,  
W* Lip (ß, p ) ) jne. kohta.
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ABOUT SOME ^-CONSTRUCTIVE SPACES AND MULTIPLIERS OF CLASS
( Х т к, X ^ )
J. Sikk
S u m m a r y
In this paper we examine some propert ies of ^ -c o n s t ru c t iv e  spaces (see 
[6 ] ,  su m m ary) .  We see that some of these propert ies are s im ila r  to the 
properties of some c lasses  of Lipschitz functions or its  subclasses . It is  shown 
in the article  that some c lasses  of Lipschitz functions and its  subc lasses  are 
a lso 7^-constructive spaces (for example Lip (a, p) and W'Lip (a, p) for a e ( 0 , l )  
and р е ( 1 ,  oo).
We also find some effective sufficient conditions for mult ip l iers  of 
c lass  (XTfo Xu^).  The m ajor tools used to find these conditions are the 
sum m ab il i ty  factors of c lass  (T\, № 0) ,  invest iga ted  by Prof. G. Kangro 
[4, 5].
For instance, the fo l lowing resu lt  or mult ip l iers  is proved (see coro l lary  
13.1).
The conditions (38) — (40) are sufficient for  multipliers of class  
(Lip (a,p), L ip (ß, p)) for a, j 3 e ( 0 ,  1) and p G [  1, oo].
Analogous resu lts  are  proved for the fo l low ing c lasses of mult ip l iers  — 
( W { Lip (a, p ) , W> Lip (/?, p))\ { W ' L p , W^Lp ); ( W {L p , £ p ) ;
(Lip (a , p),  Wi  Lip(/?, p ) ) ; etc..
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М У Л Ь Т И П Л И К А Т О Р Ы ,  ^ - Д О П О Л Н И Т Е Л Ь Н Ы Е  
ПРОСТРАНСТВА И КО ЭФ Ф И Ц И Е Н Т Ы  Ф У РЬ Е  
НЕКОТОРЫХ КЛАССОВ ФУ НК Ц ИЙ
Я.  Сикк
Кафедра математического анализа
Гёс [5]  и Тыннов [4 ]  показали, что в случае некоторых 1 X 
и У к л а с с ы 2 мультипликаторов (X, У) описываются при помощи 
коэффициентов Фурье функций классов ( I ,  Т ) . В первой части 
настоящей статьи показываются,  что аналогичная характери­
стика имеет место для мультипликаторов классов (ХТ\, Уи^). 
А именно, выясняется,  что для некоторых X и У орудием на­
хождения мультипликаторов класса (ХТх, YUv)  являются коэф­
фициенты Фурье функций ^-дополнительного пространства. Из 
этого вытекает надобность изучения коэффициентов Фурье функ­
ций класса  (Х,ТХ),  чему и посвящена вторая часть настоящей 
статьи.
1. Обозначая
К°= ^  e h c o s k t ,
имеет место следующий результат.
Предложение 1.- Пусть X я вл я ет с я  инвариантным относи­
тельно с д в и г а  ВК-про странством и Р плотным в X; тогда дл я  
того, чтобы е  я в л я л а с ь  мультипликатором к л а с с а  (Х^Стк), н е ­
о б х о ди м о  и достаточно, чтобы К 0 е  (X, Т1) .
Д о к а з а т е л ь с т в о .  Н е о б х о д и м о с т ь .  Если е е  
е ( Х ,  СТ}.), то при каж дом f° =  ( аи , Ьи ) ^  X ряд
Ы )  2  £k (ah cos kx~\-bk sin kx) e  CT\.
h I
Следовательно, I  £hah является jPv-ограниченным при каждом 
f e i  и по определению ^-дополнительного пространства К 0 е  
е ( * .  Г ) .
1 В настоящей статье сохраняются обозначения и определения статьи 
[1 ] ,  кроме понятия пространства L°°. В интересах краткости формулировки 
результатов, целесообразно определить L°° =  С.
2 Последовательность £={е/<} называется мультипликатором класса  
(X, Y) (обозначаем г е ( ^ У ) ) ,  если (еьап, zhbh) при к аж д о м  
(dk, bk) <= X.
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Д о с т а т о ч н о с т ь .  Если К° ^ ( Х , Т 1) и Р  является  плот­
ным в X, то в силу теоремы Банаха — Штейнгауза предельный 
оператор
П '
l im (f°, On ( К0 (х — t ) ) )  =  l im Тпиаиек cos kt
n n h= 1
является линейным и непрерывным. Следовательно,
Я)г!|<Г,  о пК°{х — /)— lim (f°, ОпК°(х — f)>llc<
П
<II/°IU II l l / n ^ - O l l ^ l l c .
Но так как  X является  инвариантным относительно сдвига 
Л/(-пространством, то и (X, Тх) является инвариантным относи­
тельно сдвига В/(-пространством (см. [1 ] ,  предложение 12). 
Следовательно,
l i n u  II \ \ к ° ( х - 1) 11(д, гЪ1 1 с = п и  11* \ удл = 0 ( 1) ,
откуда вытекает,  что ef е  Ст?. Предложение доказано. 
Следствие 1.1. Пусть Т уд о вл ет воря ет  у с л о в и ю
Я Г)
sup / |rn0/2-f- ^  TnhCos ku\ d u  C o o .  (1)
n b 1
Последовательно сть  s тогда и только тогда я вля ет ся  мультипли­
катором кл а с с а
1) (Lo,  Стх), е с л и  К° Lyyrx,
2) (/>, С Тх) ,  е с л и  К0 е  L<iTx при  1 ^  р  ^  оо и 1 /q 1 l p =  1. 
Д о к а з а т е л ь с т в о  следует из вышеприведенного пред­
ложения 1 и из предложения 7 статьи [2 ] .
Следствие 1.2. Пусть Т уд о вл ет воря ет  у с л о в и ю  (1).  П осл е ­
довательность Е тогда и только тогда я вля ет ся  мультипликато­
ром к л а с с а
1) (Ефтх, Сип) , е с л и  К° е  (Ьфтх,  U^ ) ;
2) (LpTx, Сиц) , е с л и  К* ^ ( L ^ tx, U^) при  1 ^  р  ^  оо. 
Д о к а з а т е л ь с т в о .  Проверим, что условия предложения 1
выполнены. Действительно, в пространствах типа ХТх множе­
ство Р всегда является плотным. Когда Т удовлетворяет усло­
вию (1),  тогда инвариантность относительно сдвига простран­
ства Хтх при X =  Lp с l s ^ p s c ^ o o  или £ф следует из предло­
жений 7 и 12 статьи [1] .  Теперь верность следствия 1.2 выте­
кает из предложения 1.
Следствие 1.3. Пусть Т и U уд о вл ет воряют у с л о в и ю  (1).  
Последовательно сть  тогда и только тогда я вля ет ся  мультипли­
катором к л а с с а
1) (Ефтх, С ) , е с л и  К° (L<bTX, U) ;
2) (LFTX,C), е с л и  К° е ( 1 рг л, U) при  l ^ C p ^ o o .
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Следствие 1.4. Пусть a , ß ^ ( 0,1)  и Х ( а i) — {ni+a} при
i =  1,2,  . . .  . Пусть, кроме  того, U ( i ) =  Z{+1 — метод Зигмунда  
п о р я д ка  i +  1. Последовательность е  тогда и только тогда я в ­
ляется мультипликатором3 к л а с с а 4
1) (WtL^WiC),  е сли  К0 е= ( U W ,  U(j)W ) ) ;
2) (Lp, \F*Lip(a, оо)) ,  если /С0 е  W7* Lip (a,  q) при  l ^ p ^ o o  
и \/q-\-\/p= 1 ;
3) (№гХР, № Ш р ( а ,о о ) ) ,  если /С° е  ( W'L?, U (/)Mi+а));
4) ( U7* Lip (.ge, /?), № Ш р ( Д  oo)) ,  если 
/С0 e  ( Lip (a, p ) , ( / )  M i+ ß ) ) .
Д о к а з а т е л ь с т в о  следует из вышеприведенных след­
ствий 1.1.— 1.4. и предложения 6 статьи [2 ] .
Предложение 2 . Пусть X — о д н о  и з  пространств 
Lp(\ 5̂  р  ^  оо) или Ьф, тогда
(М, (Х, ТХ))  =  (С, (Х,ТХ) ) .  (2)
Д о к а з а т е л ь с т в о .  Включение (М, (X, Т1))  а  (С, (X, Т1))  
следует из того, что С cz М. Остается показать,  что (С, (X, Тк) ) cz 
cz (М, (X, Тх) ).  Пусть f° е  С. По предложению 11 статьи [1 ]  
следует, что (e f )° <= (X, Р-) тогда и только тогда,  когда
sup II Тп (f) | * .  =  IIOn (ef )  |U.rfc= °  (1) .
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Но по принципу равномерной ограниченности получаем, что
sup IIТп (f) \\х*т} =  0 ( 1 ) \\П\с (3)
П
для каждого  f° е  М. Следовательно, (С, (X, Тх) ) cz (М, (X, Тх) ).  
Предложение доказано.
Предложение 3 .  Пусть X  —  о д н о  из  пространств Lp с
1 ^  р ^  °° или С. Тогда
(dV, (X,Tx))  =  ( L , ( X , n ) ) ,  (4)
и у с л о в и е  /С°е (Х,  Тк) является необходимым для  того, чтобы
£EE(dV, (X, Г*-)).
Д о к а з а т е л ь с т в о .  Равенство (4) получается аналогично 
равенству (2) .  Условие /С°е(Х,  Тк) является  необходимым для 
£<=(d V, (Х,ТК) ) ,  потому что 2 c o s k x ^  dV.
Предложение 4. Пусть Т и U — методы суммирования.  
Е сл и 5 £h<^(T,Ux), то е  является мультипликатором кла с с о в  
( (Х,Т) ,  (X, Uk) ) и (X, ( ( Х, Т) , и* ) .
3 Через W'X  обозначаем пространство всех f, для которых /(г> <= X.
4 Через Lip (а, р) при р е [  1,оо] и а  е  (0, 1) обозначаем множество 
всех f е  (I оо), для  которых
\ \ f(x + h )- f(x )\ \ P =  0(\h\ia ).
5 Понятия множителей суммируемости классов (Т^0,0 ^ о ) ,  (Т^0, и 0),
( 7 \ ,  U) и (Г, £А„) даны в работе [2 ] .
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Д о к а з а т е л ь с т в о .  Проверим, что в предположении 
предложения 4 имеем e E ( ( I , 7 ’),  (X, Ux) ) .  Если f ° G ( X J ) ,  то
(Onf, g ) = 2 r n k { a k C k + b hdk) 
к
сходится при каждом g ° e l  Так к ак  е;{е ( Г ,  Ux), то при к а ж ­
дом f° е  (X, Г) последовательность
{(Уп (ef ) , g )  =  ]£  unk£h (akc k+bkdk) 
к
является Я-ограниченным. Следовательно, £ е  ( ( I ,  Г ) , (X,UX)) .  
Отношение e e ( I ,  ( (Z,  Г ) , ^ )  доказывается  аналогично.
2 . Из предложений 1 и 3 и следствий 1.1 — 1.4 вытекает,  
что мультипликаторы класса  (Хтк, Уг/ц)_ связаны коэффициен­
тами Фурье классов функций ХТх и {XTk,U^). Из этого следует 
надобность изучения условий для того, чтобы f e i n  или /° е  
е  (Хгя, U^), чему посвящена последняя часть работы.
Л е м м а  1. Если X состоит из в с ех  функций f, дл я  которых 
f° =  (c/i, 0) =  2ch  cos kx и ÜCh является  Т-суммируемым  (Т-огра- 
ниченным или 'Неограниченным), то U^-дополнительное  п р о ­
странство ( I ,  Uv) состоит из  в с ех  функций g  с  р я д ом  Ф урь е  
g°  =  (au, 0 ),  для  которых ah являются  множителями с уммиру е ­
мости кла с са  (Г, (Л‘0) (соответственно (Г0, £А10) или (Тх0, 0) ) .
Л е м м а  2. Если X сz Y  и в с е  Тх-о граниченные р я ды  U^-огра-  
ничены, то (Y,Tx) cz(X,  Uv ) .
Д о к а з а т е л ь с т в а  лемм 1 и 2 непосредственно следуют 
из определения пространства (Y,TX) (см. [1] ,  определение 4) .
Л е м м а  3. Пусть метод суммирования  Т удовлетворяет у с л о ­
вию  (1) .  Тогда  и только тогда f ° ^ M ,  к о г д а  имеет место
\\ОпП\с =  0 {  1).
Д о к а з а т е л ь с т в о  см. следствие 2 статьи [4 ] .  
Предложение 5. Пусть Т удовлетворяет у сл о в ию  (1) и 
e=(To,Uxo). Тогда K ° ^ { M, U X).
Д о к а з а т е л ь с т в о  следует из лемм 1 , 2 и 3.
Следствие 5.1. Пусть Т удовлетворяет у сл о в ию  (1) и U ~
— z i+l — метод Зи гмунда  п о р я д к а  г - f  1. Пусть, кроме того, 
Я =  {п'+а} при i =  1 , 2 , . . .  и а  е  (0 , 1) .
а) Если e k ^ ( T G,Uxo), то К° <= Wi Lip (а, 1),
б) Если keh е  (Г0, и х0) , то 2  £k sin их <= Wl Lip (а, оо). 
Д о к а з а т е л ь с т в о ,  а) Пусть Т удовлетворяет условию
(1) и £h е  (Го, U \ ) . Тогда из предложения 5 вытекает,  что 
К0 е  Lux- В силу предложения 6 статьи [ 2 ] при случае,  когда 
U =  Zi+l и Я =  {п^а} имеет место равенство Luk =  W^Lip^a, 1). 
Следовательно, К° е  W{ Lip (а,  1 ).
Утверждение б) доказывается  аналогично.
Предложение 6. Пусть Т удовлетворяет у сл о в и ю  (1) и Eh е  
е  (Гя0, и »0) ■ Тогда  /С0 е ( С г?1, U»0).
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Д о к а з а т е л ь с т в о  следует из лемм 1 и 2 и определения 
пространства (Х,ТК).
Следствие 6.1. Пусть Т =  Zi+l — метод Зигмунда  п оря дка  
г - f  1. Пусть, кроме того, X =  {п‘+а} при i =  1,2, . . .  и а е ( 0 , 1 ) .  
Если su <= (Т\, и*0), то /С° е  (IF2'Lip (а,  оо), О 0).
Д о к а з а т е л ь с т в о  аналогично доказательству след­
ствия 5.1 с тем различием, что вместо предложения 5 применя­
ется предложение 6 .
Предложение 7. Пусть метод Т сохраня ет6 Х-ограничен- 
ность. Для того, чтобы К° е  LpT\ при  1 <С р ^  2 необходимо ,  а 
при  2 ^  р <  оо достаточно, выполнение  у с л о в и я
со
2 J  |аЛ| ^ р - 2= 0 ( Я п “ 1).
fe = 7i + l
Д о к а з а т е л ь с т в о .  Из предложения 1 статьи [2 ]  сле­
дует,  что в случае, когда Т сохраняет А-ограниченпость, i J ’i. =  
=  L'PTk при 1 <  р С  оо. Теперь из теоремы А. А. Конюшкова 
(см. [3 ] .  теорема 6 ) следует требуемое.
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MULTI  PLI  KA ATO RID,  P - T Ä I E N D R U U M I D  J A  F O U R I E R ’ KORDAJ AD
J.  S i kk
R e s ü m e e
Goes [5] j a  M. Tönnov [4 ]  vaa t les id  mult ip l ikaatorite , tä iendruumide ja  
Fourier ’ korda ja te  vahelis i  seoseid. Käesolevas art ik lis  vaade ldakse  analoogi ­
lisi seoseid kiiruse juhul, kasu tades  autori töid [1, 2].
6 Метод T сохраняет А-ограничеиность, если T (m ^)czm ^.
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ON THE M U L T I P L I E R S ,  C O M P L E M E N T A R Y  S P A C E S  WI TH RAPIDI TY 
AND F O U R I E R ’ C OE F F I C I E N T S
J .  S i kk
S u m m a r y
Goes [5 ]  and Tynnov [4 ]  invest igated  re lations between mult ipliers, 
complementary spaces and Fourier ’ coefficients. The purpose of this article is 
to examine ana logous problems for X T, spaces, introduced and invest igated  
by the author [1, 2 ] .  For instance, the fol lowing resu lts  are proved.
I. Suppose that T and U satis fy  (1),  then
a) £<^{Ьф, CTX) iff =  2  £h co sk x  L^Tk-,
b) « e  ( 1 фг л, СУ(Х) iff  K ° e ( L o n , № ) ;
c) £ ^ ( 1 фГЯ, C) if f K° ^ { Ь ФТК, U)\
d) £<=(Lp , C t ) J  iff K ° ^ L ^ Tk for  l ^ p ^ o o  and 
\ / p + l/ q = U
e) e ^ ( L pTk, CUv)  iff K° e  U v) ;
f) e ^ ( L p tx,C )  iff K °<=(L*Tk, U ) ,
II. Let X =  L? or C, then
a) (M, (X, П ) )  =  (С, ( Х , П ) ) ;
b) (dV, ( X , n ) )  =  (L, ( Х , П ) ) .
III. Let T satisfy  (1).  Suppose U =  Z i + l where i =  1, 2, . . .  and e ( 0 ,  1)„
then
a) K° e  W i Lip (a, 1) if £h е ( Г 0, £Д0);
b) K° ^(Crpfc UVq) if £k е ( 7 Л o, Uv0).
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О РАВН ОСИЛЬН ОСТИ МЕТОД ОВ ЧЕЗАРО И АБЕЛЯ 
С У М М И Р О В А Н И Я  СО СКОРОСТЬЮ ОРТОГО НАЛЬНЫХ
Р Я Д О В
Ю . Л и п п у с
К ружок СНО при кафедре математического анализа
В настоящей работе рассмотрим при какой скорости сумми­
рования эти методы равносильны почти всюду, если ряд, состав­
ленный из квадратов коэффициентов, сходится с некоторой ско­
ростью. В своей трактовке мы опираемся на статью [4 ] ,  в кото­
рой рассматривается равносильность регулярных методов Че- 
заро при суммировании со скоростью ортогональных рядов.
В пункте 1 мы определим некоторые понятия, необходимые 
в дальнейшем. В пункте 2 рассмотрим соотношения между  ме­
тодами Чезаро и Абеля при суммировании со скоростью число­
вых рядов. В пункте 3 докажем основную теорему.
1. Обозначения и определения
Положительную неубывающую числовую последователь­
ность 1 Я — {1п} мы назовем скоростью.  Если Я некоторая ско­
рость, то определим A“ =  {А%}.
Последовательность {|а} м ы  назовем с х о д я щ ей с я  к пределу | 
с о  скоростью  А, если Як(Ы— |) =  о(1) .
Д л я  произвольного числового ряда
% u k ( 1 )
обозначим через о ап его чезаровские средние порядка а.
Будем говорить, что ряд (1) с уммиру ем методом Чезаро  
(С, а) с о  скоростью Я к числу s, или (С\ а ) -суммируем, и пи­
сать Suu =  s (С\ а ) , если
Яп (о-ап — s ) = o ( l ) .  (2)
В дальнейшем будем обозначать о 1п =  о п-
1 Если пределы изменения индексов не указаны, то они принимают 
значения 0, 1, 2 , . . .  .
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Будем говорить, что ряд ( 1 ) суммируем методом А беля со 
скоростью X к числу s, или Л^-суммируем, если
{]>juhxh — s) = 0  ( 1 ),  (3)
A „ [ . S « a ( i — ^ p I )', - S ] = o ( l ) .  (4)
В дальнейшем будем рассматривать ортогональные ряды
J £ c h(pk(x) (5)
А
на произвольном отрезке [а,Ь].  Понятие ортогональности опре­
деляем с помощью интеграла Стилтьеса—Лебега :  система
{срп} a  {f: f f 2( x ) d f t ( x ) <  оо}
а
называется ортогональной,  если 
ъ
f  (ph (.X) (pi (л:) dp, ( * )  —  dkl,
а
где р, — определенная на отрезке [а,Ь]  положительная, огра­
ниченная, монотонно возрастающая функция, производная кото­
рой обращается в нуль только на множестве,  мера Лебега кото­
рого равняется нулю. Поэтому мера Лебега  каждого /г-нуль 
множества тоже нуль. В дальнейшем под выражением « почти 
в с ю д у »  (сокращенно п. в.) будем понимать «всюду на отрезке 
[а,Ь],  за  исключением нуль-множества в смысле Лебега».
В настоящей работе в основном будем рассматривать скоро­
сти X из класса  Ас, где
Г Xn(k+ 1 )т \
Л М Я - i T ( T h F “ 0 ( i )  I
при некотором t e  (0 , 1/2 ) ;  п, k =  0 , 1 , 2 , . .  . , k ^  п.
2 . Вспомогательные результаты
Следующие леммы относятся к суммируемости числовых ря­
дов.
Лемма 1. Пусть Я1;2 е  1 с . Тогда из  (С\ 1) - с уммируемости  
р я д а  ( 1 ) следует е г о  Ах-суммируемость.
Д о к а з а т е л ь с т в о .  Можем считать, что 2 u k  — 0(Ck, 1) 
(см. [1] ,  стр. 84).  Ряд  2hUh[ 1 —(п ф  ])~l ]h можем записать 
в виде
1------/ 1 \fe 
7--- --ГГ"" J j  A {hOk ( 1 ------- —  )
( r c + l )2 k \ п+\ !
(см. [ 1 ], стр. 77).  Учитывая, что Alh =  k -f- 1 , нам остается по­
казать,  что матрица ( anh) , где
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Я п ( Н - 1)  л  1 \fe 
“  rt+ 1  / ’
переводит все нуль-последовательности в нуль-последовательно­
сти. Д л я  этого (см. [3 ] ,  стр. 14) необходимо и достаточно вы­
полнение условий:
1 ) lim a n h = 0 ,
П ■ •
2 ) 2 a n k = 0 ( l ) .
к
Выполнение условия 1) вытекает из того, что 2 1'2 е / 1 с , т. е. 
Хп =  0 ( (п +  1 ) 2т), где т е ( 0 , 1/2 ).
Проверим выполнение условия 2).  Имеем
Xn (k-\-1) / 1 \а
^  Х ъ ( п А - П 2  \Xh(tl-\-\)'L V tl-j - 1 f
X n (k + 1) / _____ i _ y *  ~ W ] _ ( . _____
~ 0 Ы > г + 1 ) 2 \ n + 1  / M - W  '
=  / _____i _ \ *
' “ . ( n + l ) 2- « '  r c + l '  +
> ft+ 1  / _____l _ y \  ■
^  . ( n + 1 )2 v n + !  / //i = n+l
О ( - !_____




<ra+1)2 ( ‘ - ( > - d r ) ) 2/2+  1
ибо 1 — 2r >■ 0. Лемма доказана.
Лемма 2 . £сли ряд (1) является Ак-суммируемым при н е к о ­
торой X е  Ас, то из у с л о в и я  2 k u 2hX\ <  ° о  вытекает сходимость 
р я д а  ( 1 ) с о  скоростью X.
Д о к а з а т е л ь с т в о .  Сходимость ряда (1) со скоростью Я 
означает, что X,i(sn — s) =  o ( l ) .  Обозначим
ОО
£п— ku\X2h.
h = n + l
Выберем натуральные числа v n так,  что v n ^  п и найдется кон­
станта õ  >> 0 такая ,  что выполняется условие
Тогда получаем оценки:
Лп {$п s) ==Лп £Sn Uh  ̂1 j  j  i-j-
Vn-\~
=  A„ [s„  — 2 “k ( i  ~ ~ ^ i )  J + o l 1) ’
т ак  к ак  Ä,i ^  AVn и ряд ( 1 ) является Ах-суммируемым.  
Первый член оценим следующим образом:
Лт s . .
h
<Ani w ( l _ ( 1_ ^ . ) ft) l+An ž H ( l__£Jf
h= 0 У п ' k = n + i  У п - Т
h=0
+  ( i --------—  J  ‘ )  + — —  2  1kxk\ u J i ---------— ) 
Vn~\~ 1---------------y ^ + 1  h =n+1-------------------------- Vn-h 1
—  Ji n ilk  —
« v * » - r r r - 2 - r - v w » N +n + l i,=,,*k
1 00 — / 1 \h 
H— ——  УЬ Ль \uk\ ( 1  ) .
i n + 1 h=n+l Vn~\-1
Используя неравенство Коши, получаем:
Л2 п k п
;2s- w £ ^ WA+
2 00 °° / 1 \,г 
« г г  ( 1 - ^ + т )й—п+1 /i = r?-f-l ‘
( i _____ ! _ r
s£2e „ - ~ - j b - ^ - j £ k u W k - \  2Сп ’'"+ 1
» . + 1 - * * -  " + •  ! _ / , ________ L _ \
' Vn-\~\ '
s^£n-0(l)-f----—------- r = - = £ n - 0 ( l ) + — Vfin =  0(l) ,
~j£n 3
Й7 + Г
так  как  условие А е Л с  равносильно условию
;3 2 П 1
T x r - S ^ - = 0 ( l )  (6 )п+Х k=oXk
(см. [ 2 ] ) .  Лемма  доказана.
При использовании леммы 2 оказывается полезным ниже­
приведенный результат.
Л емм а  3. Если р я д  (1) является Ах-суммируемым, то р я д  
2 ( oh  — Oh-i) также Ах- с ум м ир у ем 2.
Д о к а з а т е л ь с т в о .  Рассмотрим вместе со скоростью А 
непрерывную монотонно возрастающую функцию А(х) ,  опреде­
ленную на интервале [О, 1 ) и удовлетворяющую условию.
Пусть ряд (1) является Лл-суммируемым к s. Тогда (см. [1]  
стр. 83)
2  ( k + W - - т ^ = ° ( —  А — г ) .
Справедлива оценка:
Г
(1 — г) 2 o hr>‘ - s =  1 '  / [ - S  (k+\)ohxb — — —] 
Ä 0 fe V ’
/ 1  — г Г dx \
=  °1 ~r i  A ( x ) ( l — / ’
С/%:
где г —>- 1 —.
2 Условимся считать <r_i =  0.
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Используем следующий результат,  доказанный в работе [2 ] .  
Пусть дана функция <p(t) такая ,  что выполняются условия:
1) <p(t) непрерывна на интервале (0 , я: ] ;
2 ) <p(t) монотонно возрастает;
3) <(p{t) ф  0 при каждом t ^ ( 0 ,л]\





± 9  ( i . )  = o ( ^ ( f )  )  ( 7 )
0
Функция 1 /Я ( 1 — t) удовлетворяет приведенным требованиям 
на интервале (0,1 ]. Так к ак  X <= Л с, то из формулы (6 ) следует, 
что выполняется условие (7) .  Тогда справедлива оценка
/ ______*£_____ =  / -  d±  = о ( ______ 1_______) .
~ ' А ( х ) ( 1  — х у  l r X(\ — t)t* \ Я ( г ) ( 1 — г) I
Мы получаем, что
( l - r ) W . - s = o ( - U
к
1
или, полагая г — 1
п -\-1
/  1 \ft \
X n C S iO h —  Ok-1) 1 --------—г ) — s I = 0 ( 1 ) .
к n + 1  / /
Лемма доказана.
3. Основная теорема
Теорема.  .Если 2 е Л с м ряд 2 Х2иС2к сходится , то Ах-сумми-  
руемость п. в. р я д а  (5) равно сильна  е г о  (С\ а) - с уммируемости  
п. в. при любом а >► 0 .
Д о к а з а т е л ь с т в о .  В статье [4 ]  доказана теорема о том, 
что при сделанных предположениях из (CK, ß ) -суммируемости 
п. в. ряда (5) при некотором ß  >  0 следует его (С\ а ) -сумми­
руемость п. в. при любом а  >  0. По лемме 1 из ( С\ ^ - с у м м и ­
руемости п. в. ряда (5) следует его Л^-суммируемость п. в.
191
Д л я  доказательства обратного утверждения заметим сна­
чала, что, так  как  А е  Л с, найдется константа М >* 0 такая ,  что 
Яп+1 ^  МХп и справедлива оценка
и N 1 ' к—О
(см. [4 ] ,  стр. 234). Из равенства
1 п
Оп(х)— Оп- i (x )  =  -  - — - 2 J kCkcpk (х) 
n \n i ) /i==il
(см. [ 1 ], стр. 118), вышеприведенных оценок и сходимости ряда 
у  л2кС2к получаем:
оо ь
^  J  па2п [On (х) On—1 (х) dii  (л:)
п =  1 а
оо 0 2 п 12 ,, п+1
<  2  — -  U  &с\ =  £  — 2 J  k2c h  <^  n s , ^  (п+ 1  3, ^
71 =  1 f t = l  «  ' 1 / /(=0
<ZM2 T~~T7^JŽj k~C2h-\- Я2п+1С2п+1<  CO.
?i '  ■  ̂ ft—0 гг "*
Следовательно, по теореме Леви, п. в. сходится ряд
ž k 4 2k[0k{x)-0k- i{x)Y.
h
Тогда по леммам 2 . и 3 из Л^-суммируемости п. в. ряда (5) сле­
дует,  что п. в. справедлива оценка
П
( М * ) — Oh-i{x)) — s ( x) )  = о х(\),
h= О
или иначе
Яп (0п ( х) — s ( x) )  = о х( 1 ).
Следовательно, ряд (5) является (С\ 1 )-суммируемым п. в. 
Теорема доказана.
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CE S ÄR O  J A A BELI  M E N E T L U S T E  S A M A V Ä Ä R S U S E S T  
O RTOGONAA LR IDA DE K I I R U S E G A  S U M M E E R U V U S E  S U H T E S  
P EAAEGU KÕIKJ AL
J.  Lippus
R e s ü me e
Rida (1) n imetatakse ( O ,  a) -summeeruvaks arvuks s, kui on täidetud t in ­
g im us (2), kus ov-n tähistab antud rea (C, a ) -keskm ist  j a  A = { A n} on pos i­
ti ivne mittekahanev  arv jada .  Rida (1) n im etatakse  Л^-summeeruvaks arvuks s, 
kui kehtib t ing im us (4). Käesolevas art ik lis  nä idatakse ,  et kui a > 0 ,  rida
2  l 2hC2h koondub j a  А е Л с ,  siis menetlused Л^ ja  (C\ a) on ortogonaa lr idade  
(5) summeerimisel peaaegu  kõik jal s am aväärsed .
ON THE EQUI VA LEN CE OF THE CE S ÄR O  AND A B E L  M ET H OD S  
IN THE S U M M A B I L I T Y  WITH S P E E D  OF OR THOGONAL S E R I E S
J.  Lippus
S u m m a r y
The series (1) is said to be ( O ,  a ) -sum m ab le  to s, it the condition (2) 
is fulfil led, where o » n denotes the (C, a ) 'm e a n s  of the series (1) and A ~  {Anj 
is a positive increas ing  sequence. The series (1) is said to be Л^-summable 
to s, if the condition (4) is fulfi lled. In the present note it is shown that if 
a > 0 ,  the series 2  №hC2h is convergent and Л ^ Л с ,  then the methods A and 
(C \  a) are equivalent in the summability  of orthgonal series (5) almost every ­
where.
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О СХОДИМОСТИ И УСТОЙЧИВОСТИ МЕТОДА 
ГА Л Е РК И Н А  Д Л Я  П АР А БО ЛИ ЧЕ С КИ Х  У РАВНЕ Н ИЙ 
С Д И Ф Ф Е Р Е Н Ц И Р У Е М Ы М И  ОПЕРАТОРАМИ
П. Оя
Кафедра вычислительной математики
В ряде работ изучена сходимость [1, 3, 9, 10] и устойчивость 
[2, 4, 8 , 11] метода Галеркина в задаче Коши для абстрактных 
параболических уравнений и ' (t) -j- A (t) u( t )  =  f ( t ) , u(0)  =  i  в 
гильбертовом пространстве. Достаточно общие условия для су­
ществования и единственности решения таких задач установ­
лены Ж.-Л. Лионсом [7 ] .  Однако, при самосопряженном, поло­
жительно определенном, дифференцируемом по t операторе A(t)  
многие результаты из цитированных работ можно усилить.
В настоящей статье мы укаж ем  при некоторых ограничениях 
на производную A(t ) ,  в каких нормах оператор d/dt -\- A(t )  яв ­
ляется  изоморфизмом между  пространствами решений и вход­
ных данных f  и Д л я  метода Галеркина устанавливается  схо­
димость приближенных решений в норме, в которой оценива­
ется решение начальной задачи через входные данные. Погреш­
ность галеркинского приближения двусторонне оценивается че­
рез наилучшие приближения к решению начальной задачи в 
подпространствах приближенных решений.
Д л я  исследования устойчивости возмущение галеркинского 
приближения оценивается сверху через все и снизу через от­
дельные возмущения, неизбежные при численной реализаций 
приближенной задачи в виде системы дифференциальных урав ­
нений. Оценки опираются на то, что приближенные задачи з а ­
дают равномерные изоморфизмы между  пространствами при­
ближенных решений и проекций входных данных. Устанавли­
вается необходимое и достаточное условие для устойчивости 
метода Галеркина.
§ 1. Параболические уравнения с дифференцируемыми
операторами
Пусть A(t)  ( 0 < * С Г )  — самосопряженный, положительно 
определенный оператор в гильбертовом пространстве Я  с об­
ластью определения D(A),  не зависящей от t. Тогда оператор 
A(t)A~A(s)  ограничен в пространстве Н при любых s, t <= [0,Т] .
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Если A(t)  — сильно непрерывен по t, то оператор Л ^ Л - ^ О )  
т а к ж е  сильно непрерывен и, по принципу равномерной ограни­
ченности, равномерно по t ограничен в пространстве Я .
Предложение 1. Если A (t)  — с ильно  диффер енциру ем по  t, 
то оператор  Л ( 0 )Л - 1 (/) равномерно  по  t о г раничен  в простран­
стве  Я.
Д о к а з а т е л ь с т в о .  Т а к  к а к  оператор Л(^)Л- 1 (0) равно­
мерно по t ограничен в Я ,  то оператор Л (t) ограничен (равно­
мерно по t) к а к  оператор из пространства НА\о) в пространство 
Я, в этом смысле понимаем и его норму.  П о ка ж ем ,  что Л (/) 
непрерывен по норме.
Выберем /0 е [ 0 ,  Т]. Из сходимости
(Аt) - 1 (Л (/0+ Л  t) — Л ( to) ) л- -> Л '  ( to) х, х е= Я А2(0)
при A t —> 0 следует, что
II (.4 ̂ ) - 1 (Л (^о+-4 )̂ — Л ( ^о)) JCII ^  IIЛ'  (#о) JtII (JC),
если \At\ С  Ö, где ö — некоторое положительное число. По прин­
ципу равномерной ограниченности
II (At)~x(A(to-\-At) — A (to)) I I c o n s t ,
значит, A (t)  непрерывен по норме в точке t0, а т акже  па от­
резке [О, Г].
Покажем,  что Л-1 (t) сильно непрерывен. Выберем /0 е [ 0 ,  Т]. 
Поскольку Л ( 0 ) Л “, (г!) ограничен в Я,  то Л_1(/0) ограничен как  
оператор из Я  в Н А\0). Так как  оператор A (t)  непрерывен по 
норме, то
IIЛ“ 1 (/ 0) ( Л  (t0) — A (t0-\-At)) II а2 (0 ) - * н а2(0) = < 7 < 1 ,
если At достаточно мало, причем д - ^ 0 ,  если At-*- 0. Из тож­
дества
Л (t0+ At) =  A (to) ( I- A - '( to )  (A ( to )- A  (to+ At)))
получим разложение
ОО
A - '(t0+ A t)= 2 ;(A - <  (to) (A (to) -  А ( to+At) ) )  M - I ( f o ) ,
fe=0
следовательно,
IIл - 1 (to+ At)-  a - '( to) II (to) 11 ° ’
если A t —>- 0. Таким образом, оператор Л -1 ( t ) , действующий из 
Я  в Нл\о), является непрерывным по норме, а такж е  сильно 
непрерывным. Тем самым,  оператор Л(0)Л~1(/) сильно непре­
рывен в пространстве Я  и, следовательно, равномерно огра­
ничен.
Предложение доказано.
Из равномерной ограниченности операторов Л(/)Л- 1 (0) и 
Л ( 0 ) Л -1 (/) в Я  следует равномерная ограниченность операто­
ров Л 1/2( 0  Л“ 1/2 (0) и Л'/2 ( 0 )Л "1/2(/) в Я  (см. [ 6 ], стр. 178, 228).
Отождествляем Я  с его двойственным пространством и обо­
значим через Я А(о/ пространство, двойственное к Н A(Q) по с ка ­
лярному произведению пространства Я. Тогда 
НАЩ а  НЛ{о) с= Я  cz НА{о/,
где каждое пространство непрерывно вложено в последующее 
и плотно в нем. Пусть в дальнейшем ]j - |] и ( •, • ) обозначают 
норму и скалярное произведение в пространстве Я.
Оператор A(t)  равномерно ограничен как  оператор из НА(0) 
в Яа (о) с областью определения D(A),  его расширение по не­
прерывности на НА{о) обозначим также через A(t ) .  Существуют 
положительные постоянные у  и а такие, что
(Л (t)  и, V) <у||и|| я А(о)11у 11яд(0) Vm, V е » «  (1.1)
( A ( t ) v ,  о )  3 ä a l | ü | | 2i r „ »  V s e H j i n i .  ( 1 . 2 )
Из (1.2) следует также,  что существует к >  0 такое, что
(Л ( t ) v ,  и) ^x\\v\\2 У и е Я А(0). (1.3)
Рассмотрим задачу
u ' { t ) +A{ t ) u ( t ) = f ( t ) ,  и(  0 ) = | ,  (1.4)
где f  и | заданы,  и' =  du/dt обозначает производную в смысле 
распределений. Известно (см. [7 ] ,  стр. 268—269), что задача
(1.4) имеет единственное решение « e L 2 ( 0 J ;  Я А(0) ) , и' е  
е  L2(0, Г; НА(0)') при любых f е  L2 (0, Г; НА{0) ) и ^ е Я .
Покажем,  что решение задачи (1.4) содержится в более у з ­
ком пространстве, если наложить некоторые ограничения на 
A' (i) и выбрать f  и | в подпространствах.
Предложение 2 . Предположим, что существует число ß ^  0 
такое, что
[A'{t)v,  ü) ^у0|к'||2нл(о) Vi» е  НАщ\ (1.5)
ш/сгь | ' g L 2(0, Г ; Я ) ,  | е  Я д (0). Тогда для р еш ени я  и за дачи
(1.4) имеют место включения  и е  L2(0, Г; Я А2(о)), w/ е  L2 (0, Г; Я)
и неравенство
( 4 - / 11/(011^  < + И 1'2(0 )И12 ) 1,3<
о
<  ( /  ( II« '(0  Иг+  1И ( 0 « ( 0 II2) л ) '"+и
-j- max ЦЛ12( t ) u ( t )  ||^
/е[0,Т]
sS У2 exp {- ^ - }  ( /  II/ (f) S2 d<+ 1И,/2(0) III2) *». (1 -6)
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Д о к а з а т е л ь с т в о .  Доказательство включений для ре­
шения задачи (1.4) приведем в следующем параграфе. Д окаж ем  
оценку ( 1 .6 ) в предположении, что u e L 2(0 J ;  Я д ’©),  и' е  
g L 2(О, Г; Н).
Так как
(e~htA ( t ) u ( t ) , u ( /) ) ' =
=  e -M({A' ( t )  — kA{t ) ) u ( t ) , u ( t ) )  +  2e - ht ( u ' ( t ) , A( t ) u ( t ) ) ,
то при помощи (1.4) получим
I
/ в - «  ||f(0lla <tt= о
=  /е-«(1 1и '(0 !12+ 2 ( « ' ( 0 , - 4 ( 0 " ( 0 )  +  1 И (0 “ (0112) Л =
О I
=  fe - ' «( f i u' ( t )\\2+\\A( t )u ( t )\\z+( (kA( t ) -A' ( t ) ) u ( t ) , u ( t ) ) d t -\-  
о
+  {e-ktA ( t ) u ( t ) , u ( t ) )  0. (
При k =  ß/a имеем ( ( kA(t ) — Л7(/)) « ( /) ,  ц(/ ) ) ^  О и
je-M{\\u'{t) Ц2+|| A( t ) u( t )  | р ) Л + ^ И ( г ) и ( г ) , в ( г ) ) <  
о





==:2 ехр {-^1 }(/||/(0 1 |аЛ+|И№(0 )|||*).
1 а  > о
Оценка (1.6) снизу тривиальна.
З а м е ч а н и е  1. Если A(t)  — сильно непрерывно диффе­
ренцируем по / на D{A),  то условие (1.5) выполнено. Действи­
тельно, оператор /112(/) является т акже  сильно непрерывно диф­
ференцируемым по t на D(A[/2) (см. [ 6 ], стр. 231). Тогда опе­
раторы (Л1/2(/) ) '  и Л 1/2(/) равномерно по t ограничены из про­
странства НА{о) в Н. Имеем
М ' ( 0 » , 0 = Н т  № 1^ М =
л/-+о At
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_ Hm (A.№{t+At)v,AW{t+At)v — AM j t) у)
Д<-» 0 At )
, ,  {A^{t+At)v — A ^ ( t ) v , A i/2( t ) v )
+  l im Ti —л<-> о ЛI
=  2 ( ( AW( t ) ) ' v , AM( t ) v ) ^
< const IIу||2нл(о) V v<=HA\Q).
§ 2. Сходимость и быстрота  сходимости мето да  Галеркина
В этом параграфе исследуем сходимость и быстроту сходи­
мости метода Галеркина для задачи (1.4).
Выберем в пространстве Нл\Q) полную линейно независимую 
систему {wh} 100, она полна также  в пространствах НА(о) и Я.  
Пусть Р п и Qn — ортопроекторы в Я  и Н А{0) соответственно, 
проектирующие на линейную оболочку элементов w  1, . . . , w n. 
Те же линейные оболочки как  пространства с нормами из Я  и 
Я Л(0) мы обозначим через Нп и Vй.
Галеркинское приближение ип определим из задачи
un' ( t )  + P nA{t)un {t) = P nf ( t ) ,  ип (0) =  Qn£. (2.1)
Задача (2.1) однозначно разрешима при каждом п.
Теорема 1 . Пусть A(t)  — с амо сопряженный  положительно  
опр ед ел енный  в Я  оператор с  постоянной областью о п р е д ел е н и я  
и пусть существует сильная  п р ои з в о д н а я  А' (/), причем
{A'(i )v,  v) ^ ß { A (0)v,  v)  У у е Я  A\0), ( ß ^ O ) .
Пусть за даны  | e L 2 (0, Г; Я ) ,  | е  Я д (0).
Тогда для  р еш ений  и и ип з а д ач  (1.4) и (2.1) имеют место 
сходимости
f\\PnA( t ) un ( t ) - A( t ) u ( t ) \\* d t ^O,  (2.2)
о
J\\un' ( t ) - u ' ( t ) \ V d t ^ ü ,  (2.3)
О
max \\Ait2(t) (ип ( t ) — «(tf))||-^0.. (2.4)
ге[0,т]
Справедлива дв у сторонняя  оц енка  сходимости
m ax {—  (JwPnf ( t )- f ( t )  II2 Л+1И‘/2(0)(<3„! — !) II2) 1'2. M “ ) }<  
I у 2 » 
=£ (J(l\Un'(t) — u'(t)\\2+\\PnA (t)un(t)— A(t)u(t) ||2)Л ) ‘'2+
О
+  max ||Л1/2(£) ( un ( t ) — u ( t ) ) | ^
ie [0,T]
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< 4  e x p  ( I  IIP „ f (t )  — f(t) \\2dt+\\A™(0) (Q „ i - 1 )  ||2)i/2+ 
+  V 2 ( 4 e x p { ^ - }  +  l ) e n ( « ) ,  ( 2 . 5 )
г д е
e n {u) =
=  inf (( f (\\vn' ( t ) -u' ( t )\\z+\\PnA ( t ) v n ( t ) -A( t ) u ( t ) \\z ) d t y i z+
vn^En 0
+  max  WA^iVnit)— u(t))\\),  
ff=[0,r]
E n=  {v n I on, On' e  L2(0, T\ Hn ) } .
Д о к а з а т е л ь с т в о .  Пусть v n ^ E n. Такими же вычисле­
ниями, как  в доказательстве оценки ( 1 .6 ) сверху, получаем, что
f e  “ (\\v„'(t)\P+\\PnA( t ) v n ( t )\P)dt+e  «  (А ( т )и„ ( г ) ,  о„(т) ) <
О
г — JLf
^ f e  ® ||о)/ ( 0 + Р п Л ( 0 оп( 0112^ +
о
+  (Л ( 0 ) М 0 ) , о п (0 ) ) ,  т е [ 0 , Г ] ,
откуда
/ (||Оп/( 0 ||2+||ЛгЛ(0 Оп(0 Н2) ^ +  ШаХ 1И 1/2(0 ^п(0 И2^
О ' fe[ö,T]
ßX Г
^ 2 е  а ( f  \\Vn (t) -\-РпА (t) ün (t) II2 < ^ + 1 И 1/2( 0 )  O n ( 0 )  II2) . (2 .6 )
о
Можно показать,  что значение е п (и)  достигается на некото­
ром (даже единственном) элементе и0п из пространства Еп. 
Имеем
( f (\\Un' (t ) -u' ( t )\\z+\\PnA( t ) un ( t ) - A( t ) u ( t ) \\z ) d t ) w+о
+  max \\AW(t) {un {t)— u ( t ) ) ||<-
fe[0,T]
< 2 (/(||ип' ( 0 — M o n ' ( 0  1 1 4 - 1 1 ^ ( 0  (Un( t )— U0n (t))\\2) d t +0
+  max \\Al/2(t) ( un ( t )— u0n (t))\\2) ll2Jr
i e f O . r ]
+  У2 (/(IIUon'(t) -  u ' ( t ) ||2+  IIP nA (t) Uon (t) — A( t ) u  (t) II2) dt )  1/2+
0
- f  max WA^it) ( u0n (t) — u(t))\}.
t e [0 ,T]
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Отсюда, положив v n =  ип —Щп в (2.6),  получим
( / ( Н « Л О - « ' ( 0 1 ( 2+ 11 Л .-4 (0«,.(0  — -4 U)u( t )  ii2) d 0 1/s4-
(J
+  шах ||Л1;2(/) (ии(0  — « ( 0 ) [J5̂
i e[0,T]
^ 2 ]/2 е х р { ^ | ( /  IjMn'W— “оп'(0 + ^ п Л ( 0  {un {t)— u0n {t))\\2dt~{-
ü
+  ||Л'й(0 ) ( « „ ( 0 ) - « » „ ( 0 ) ) 11г) ,'2+  
+  У 2 ( / ( | | я „ „ ' ( г ) - г 1 , (0Н2+ ! 1 ^ п Л ( 0 « 0 , . ( 0 - ^ ( 0 “ (0И2) Л ) 1/2+о
,+ шах И 1'2^ )  (Won (О— W( 0 ) 11̂
г е [ 0,Г]
< 2 1 ,2 е х р { - ^ } х
X  ( /  П - Р » / ( 0  — / ( О  + м ' ( 0  —  « О » ' ( 0  + - 4  ( 0  и  ( 0  —  ( О  Ыо™ ( О  пг ^ г +
О
+  ||Л<.-2(0) (Q „|-  Н -И (О)-  (0) )  F ) *'2+
+  Tß(j(\\u„n'  ( t ) -  и' {t)V+\\PnA(t)ua„ ( t ) - A ( t ) u ( t ) V ) d t y * +
О
+  шах ||/41/2(/) [u0n {t)— « ( O ) l l ^
<s[0,T]
=£4 exp { 4 4  ( I IIP n l ( t ) - f ( t )  W^dt+WA' 2(0) ( Q n i - i )  ll2) ‘'2+
(2  a t  „
+ У 2 (4 exp } -b 1 )<?n(w),
этим оценка (2.5) сверху доказана.
Оценка (2.5) снизу проверяется непосредственно.
Остается доказать,  что е п (и) -> 0 для решения и задачи
(1.4). Покажем, что e n ( v ) -+Q для каждого v е  L2(0, Т\ И A\ö)) , 
l / e L 2 (0 J ; ^ ) .  Мы воспользуемся неравенством (см. [7 ] ,  
стр. 33)
шах ||Л^(0 лг(0 1 К ^ ( / ( 11д:'(011а+ 1И (*)*(*) И2) ^ ) 1/2,
fe[0,r] О
в котором постоянная К  не зависит от х  g  L2 (О, Г; Я д !(о)), 
х ' €=/,2(0,7’; Я ) .  Имеем
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e»-(o)s£ inf { ( f  (\\on' ( t ) - v ' ( t )\\z+(\\PnA(t) ( v n ( t ) - v ( 1 ) ) \\  +
Т,Л К п  0
+ \\PnA(t)v(t)-A(t)v(t)\\y)dtyv+
+  max IH1»)/)  (Vn(t)— o ( < ) ) I I X
te[0,T]
<  inf (У2 ( f  (\\vn' ( t ) — v ' ( t )  ||2-И|Л (t) ( vn ( t ) — v ( t ) )  \\2)(И)х1г -\-
VneEn 0
+  max \\AW{t) ( v n (t) — v ( t ) )  ||}-f-
<<=[0,T]
- \r i 2( f \\PnA ( t ) u ( t ) - A ( t ) v ( t ) \ \ * d t ) ^
0
s g y 2  (\+K.)Wp„v — «IU+V2 ( f\\P„A ( t ) o ( t ) - A  ( t ) v ( t )  [ Р Л ) 1'2,
0
где рп — ортопроектор и пространстве
E={v\v<= Lz(0, T- НАЩ), t i ' e L 2(О, Г; Я ) }, 
проектирующий на Еп, причем в Е используется норма
\ \v\ \E =  ( j  ( V'  ( t )\\z+\\A(t )u( t ) r - )dt y*
о
Пусть qn — ортопроектор в Н А\0), проектирующий на Нп. Так 
как  множество {w\ ш е ! 2(0, Г; НА\0)) , w'  е  L2 (0, Г; Я А2(0))} 
плотно в Е (см. [7 ] ,  стр. 24) и для каждого его элемента w
II p nw  — ш||£^||</па; — w\\E^
^  const ( / ( IIqnw' ( t )  — w ' ( t ) И2НД2(0) +  
о
!+  \\qnw ( t )  — w( t )  !|2н АЩ) dt)  !/2 -> О,
то Wpn.v — у|Ы^ 0  при всех о е £ ,  значит, еп (и) - » - 0  при всех
V ЕЕ Е.
Теорема доказана.
З а в е р ш е н и е  д о к а з а т е л ь с т в а  п р е д л о ж е н и я  2. 
Задача (2.1) к ак  система линейных дифференциальных уравне­
ний с начальными условиями имеет при каждом п единственное 
решение ип ^ Е п. Так как  0f T \\Pnf ( t ) — /(t) \\2dt  — 0 и 
||Л1/2(0 ) (Qni  — I) И 0 , то, в силу неравенства (2 .6 ) ,  последова­
тельность решений ип является последовательностью Коши, на­
пример, в пространстве
Е= {и I и GE L2 (0, Г; Я а (0)) , (0, Т; Я ) }
с нормой
1МЬ’=  ( / (l|o'(0 ll2+ I H 1/2(0 ) t » (0  II*)dt)W.
о
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Пусть Woo е  F — ее предельная точка. Задача (2.1) записывается 
в виде
( u n' { t ) + A { t ) u n { t ) , W i )  =  ( f ( t ) , W i ) ,
{А (0) Un (0) , W i )  =  (А (0) I, ЙУг) , t = l ,  . п,
или
(Un( t ) ,  Wi)-\-{un ( i) ,  A (t)Wi) =  (f  ( t ) , Wi ) , 
(un (0 ) , A ( 0 )Wi) =  ( S , A( 0 )Wi),  i = l ,  n. 
Предельным переходом получаем, что
(Koo'(0 , « '<) ;+(Moo(0 M ( 0 a 'i) =  (/ ( O .^ i ) .
(Woo(0), A (0 )W i)=  (I, Л (0)o>i), i = l ,  2, 
значит, в силу полноты системы {w/{},
Uoo'(t) -\-A (t)Uoo(t) = f ( t ) ,  Moo(0) = | ,
т. e. «оо является решением задачи (1.4). Поскольку 
Uco' е  L2(0,T\ Я ) , то Л«оо е  L2 (0, 7; Я)  и, следовательно, 
Woo е  L2(0 , Г; ИА\0)) . Предложение 2 полностью доказана.
З а м е ч а н и е  2 . Предложение 2 показывает,  что при нало­
женных на A { t )  ограничениях задача  (1.4) осуществляет изомор­
физм между  пространствами решений и начальный данных, опи­
сываемый неравенством (1.6). Задача (2.1) т акже задает  рав ­
номерные по п изоморфизмы между  пространствами прибли­
женных решений Еп и проекций начальных данных 
L2(0, Г; Нп) X  1/?!, описываемые неравенством
4 - / 1т / ( < ) 112Л + 1И ' '2(0 )Оп|Пг<
о
< / ( l l « n ' ( 0 l l a+ I I ^ H ( 0 M 0 l l 2) d H- max \\Aw(t)un ( t ) W ^0 <е[0,г]
< 2  exp { - ^ }  ( j\\P „f (t) \№+\\А'1Ц 0) Q „|IP). (2 .7)
§ 3. Устойчивость метода  Галеркина
Решение уравнения (2.1) имеет вид
71
un (t) =  2 2  Cnh( t )wk,
1
где коэффициенты c nh( t ) ,  k = \ ,  . . . ,  п, определяется из рав ­
носильной к (2 . 1 ) системы дифференциальных уравнений
2 J  ( Wb, W i ) C n h ' ( t ) +  2  ( A ( t ) w h, w i ) c n k ( t ) =  ( f ( t ) , W i ) ,
k-=i к—I
(ЗЛ)
' 22  (A(O)Wk,  W i ) c n k (0 )  =  ( A ( 0 ) š ,  Wi ) ,  i = l ,  . . . ,  n.  
k= 1
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При численной реализации системы (3.1) скалярные произведе­
ния, к ак  правило, вычисляются с некоторыми погрешностями, 
следовательно, вместо (3.1) решается система
П П ?
( ( w k, Wi) i - y ik) C n k { t ) rf- 2  ( (Л  ( 0  w k, Wi) +<Xik(t) ) Cnk(t) =  
fe=i fe=i
=  (3.2)n
^  ((Л(О)шь, ®i)+« i f t (0) )cnft (0)  =  (^ (0 )| ,  W i ) + d i ( n\ i = l ,  . . . ,  n. 
k=i
Система (3.2) определяет возмущенное решение
П
Un== Cnft(0 ®^ 
ft=l
Нас интересует зависимость возмущения и п — ип галеркинского 
приближения ип от возмущений в системе (3.2).
Д л я  возмущений будем использовать следующие обозначе­
ния:
Г п^= {yih} ni,h=i, An{t) == {(%ik (t) }ni,k=l,
gn  ( t ) =  {gž<n) ( t) } ni=1, õn =  {сУг<П)} 11 i=1,
причем A n ( 0  и g n ( t) предполагается измеримыми по t. М ат­
рицы и векторы рассмотрим к а к  операторы и элементы евкли­
дова пространства Rn; соответствующий смысл придается их 
нормам.
Пусть Яп, Vn — наименьшие собственные числа матриц 
Г рама
■А.п === { (УМi, Wk) } n i }k= 1, Nn ■— { ( А  (0 ) Wi, Wh) } niji= {
соответственно.
Теорема 2 . Пусть выполнены пр е дп ол ож ени я  теоремы 1 .
1° Если  ||ГП1 К --------( р < 1 )
2 а
(втах||Л, , (011=£------- q- ~ ~  ( ? < П .
2 0ХР 1~2сГ J
то система (3.2) о д н о зн а чн о  ра зр ешима и
Л] U п М-п\\ \ =
=  /  (II U n i t )  -  ип' (t) 114- 11Я„Л (t) ( ü n ( t ) — un ( t ) )  II2) dt)  1/2+
0 L
+  m a x  I\AW{t) ( u n ( t ) - u n i t ) )  | | ^
t<=[0,T]
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„  *■*{£} ,,,л+
1 — max {p,q} ' Я,г
II Ч п \ \ щ о , Т ; Ы )  „ „ 1 м и  .
+ 1-----------------------------m a x  M n  ( О  IH— = .  ^ n i l ^ ( o , r ; R » ) - +
Я ,г <«=[0,Г] у д п
+ J H „(0) у ^(0) ||+J _  ||d[i||) _ (3 3)
Vn iVn
Т  Существуют не з а в и с я щ и е  от п положительные посто­
янные  С[, сГ) такие, что:
1) при  J u ( 0  =  О, g n (t) — О, ö„ =  О и некоторых Г п ф  О (со 
сколь у г о д н о  малой н ормой ) и и„ ^ 0  имеет место неравенство
¥ п - а 4 > С4 ± и Л - ,  (3.4)
111 111 Яц
2 ) при Г п — 0 , Яи (0  = 0 ,  с)\, =  О и некоторых An {t) Ф  О 
fco сколь у г о д н о  малой нормой)  и и п ф  0 имеет место н ера ­
венство
... С2 l | « n l U =(0,T;H) .. , гч
|Кп — чп\\\>----------------------- ma x  |Ип(011; (3.5)
11 A n  fe [0 ,T ]
3) при Г п — 0 , g n ( t )  =  О, бУп =  0 и некоторых An (t) Ф  О 
fco сколь у г о д н о  малой нормой ) и ип Ф  0 имеет место н е р а ­
венство
III ~ ,, |||-̂  С3 II Wn (0) ||дд(о) I , .  /А\||. / о  с \Мп ||̂ 7г (0)||, 3.6
IN III V n
4) при Гп =  0, An ( t ) = 0 ,  =  0 и некотором g n (l) ф  О 
имеет место неравенство
с4
Ijjwn --- Wn | i ^ —zz: II II 7̂ (0,7’;Rn) I (3-7)
l/Яп
5) при Гп — 0, Л п ( 0 = 0 ,  £ „ ( ? ) =  О и некотором б п ф  О 
имеет место неравенство
|||«n - « „ [ j| > - ^ r l| t f „ l| .  (3.8)
3° ß  оц енк е  (3.4) можно  |||ип||1 заменить величиной  
(о.Г 11/(0 ||2̂ + 1И ' /2(0 )|||2) 1/2, а ||Л 1/2 (0 ) ип (0 ) II ö (3.6) величи­
ной Иу4 1/2 ( 0 ) III, ade f и  ̂ — некоторые начальные данные в (1.4') 
( з а в и с ящ и е  от п), которым соответствует ип в (2 .1 ).
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Д о к а з а т е л ь с т в о .  Мы будем пользоваться обозначе­
ниями
¥ пх =  ((х, Wi), {x,wn) ) ,
Ф пх =  ( ( A( 0 ) x , w i ) , ( A(0 )x , wn) ) ,
( х е Я п),  Tn—AvT^n .
Так как  Т„х ( си . . . ,  с п) e R "  для х= 2  c kw h, то Тп
является оператором отделения координат. Система (3.2) запи­
сывается в виде
U S+ V n^rnTnuS+ PnA ün+V n- iA nTnU n^Pn f+ V n- i gn  (3.9) 
и п (0 ) -\-Фп~лАп (0) Тпип (0 ) =  Q
Из (2.1) и (3.9) получаем для определения возмущения 
hn — йп — и п уравнение
п~1ГпТп) h n' -\- (РпА-J-Чгп-'АпТп) hn =
=  -  Уп-'ГпТпИп' -  У ц -М п Г »« «  (3.10)
при начальном условии
(/n+ Ф п - 1-!« (0) Tn) h n (0) = Ф „ - Ч п  — Фп~1Ап (0) Тпип (0) .  (3.11)
Будем оценивать нормы операторов Тп, Y n~l, ФгГх в соот­
ветствующих пространствах. В [5 ] ,  стр. 242, показано, что
\\Тп\\ R =  ~~~ •
УЯп
Оператор Ф п действует из пространства Vй в R" точно так же, 
как  Уп из Нп в R”, значит,
1|Фп_1|1 R”-->-r'‘ — !i Тп\\ F»->R'1 =  : •
У^п
Так как  при наложенных на Г п и Ап(0  ограничениях
W n - lr nTnWnn^in<\ И \\Фп^Ап(0)Тп\ уп^уп<  1
(ниже будет показано, что xhn ^  v n),  то операторы 
1п Л У ‘п - 1ГпТп и 1п +  Фп~]Ап (0 ) Тп обратимы в пространствах 
L2(0,T\H") и V" соответственно, следовательно, задача  (3.9),  
а также система (3.2) однозначно разрешимы.
Положим в оценке (2.6) v n =  hn. Тогда
1|Л»|И Т 2 ехр {-^-} (J  p F ,r lg n{t)~ -Y ,r'rnT„Un' ( t )-  
-  У„-*Л„и) Т„и„ (/) — Wn^ r nTnhn'( t )~  Г„-<Л„ (t)T„h„ (t) I Pdt+  
+  |[Л«(0) (Ф„-М„ —Ф п- 1Лп (0)Тпип (0) —
— Фп~1Дп (0) Tnh n ( 0) )  II2)
2 0 5
•,/?Г /  l  / H f f n l l L V , r ; R » )  , WUn'WL'iO.T-.H) ,■ У2 exp j -----f  • ^--------— ------- 1-----------------' 11-ГпНЧ-
2 a УЯП Яп
J ! £
Я
II^ n lljL ^ O .T jH )  _____  n 4 /<t4 и , ll<?n
Мп | к 2(0,Г ;Н )  „ , , , 4 , ,  , U n W  , , ,  /и  , ,
----- ----------max |Ип(0Н— 5— H"n Wl \o,t ;h ) +
An fe[0,r] ЛП
max M n ( 0
Яп г<=[ о,т] У^/г
(0)li ||4 n (0) , +  ■ '■ « »  11 - I l ^ i/a( 0 ) / i „ ( 0 )  II )
1/26x15 { 4 ” }
V n Vn
При наложенных на Г п и An {t) ограничениях
2 а  J Х
. . /  I I / n i l  ,м , ||/гп11ь2( 0 ,Г ; Н )  „ / /ч ii \
X  — ;—  ЦЛпWl \o,t -h )-{--------- Г—------ - m a x  ||4П(0И ) :
'  Л П Л п  ' / С - :| 0 ,Г ]  ’
\\Ьп ' \ \ ь 2( 0 , Т ; Н )  l l ^  n: II L ‘ ( 0 , T ; H )
р н------------------- ----------
У 2 у 2
< т а х { р ,й ( Л Ц / 1 п ' ( 0 и 2+ 11^пД (0Л «(0112) ^ ) 1У2-о
Учитывая (1 .3 ) ,  получаем
71
Vn= inf \\2 xkw k\\HA( о)>
a-12+...+.vn2=l А -1
n
=  x inf W JE xkw k\\2=xÄn,
X j2 -f...+ 3C n a = i  k =  l
значит,
У2 ехр I .R " * 0! 11... \\A^(ü)h„( 0 ) Ц s g g  Ц Л « (0 ) f t , ( 0 ) II.
 ̂ 2 a  } v n
При помощи полученных оценок теперь нетрудно вывести оцен­
ку  (3 .3).
Переходим к до ка зател ьству  части 2°. Непосредственно по­
лучаем  оценку
m n \ \ \ > ~ ( f \ \ h n 4 t ) + P n A ( t ) h n ( t ) \ \ ^ d t ) ^ i - \ \ A ^ ( 0 ) h n (0)\\. (3 .12)
111 111 у 2 0 
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Чтобы доказать утверждение 1), выберем элемент хп <^Нп т а ­
кой, что ||х„|| =  1, Iir^XnllR„ =  IIтп I I В ы б е р е м  также
вектор у п е  Rn такой, что||уп1 Rn =  l ,  11^п-1#п11н"— l l ^ n _1IU^H".  
Далее ,  существует симметричная матрица Г п, которая перево­
дит вектор Тпхп в вектор у п и имеет норму \\уп\ RJ\\Tnxn \ Rn.
Пусть u n (t) =  c n ( t )xn, где c n {t) — некоторая скалярная функ­
ция, которую мы описываем ниже. Равенство (3.10) в данном 
случае дает
hn' + P nÄ h n =  - ¥ n - lr nTniin' — Vn-W nTnhn'.
Матрицу Гп можем умножить на сколь угодно малое положи­
тельное число и если, например, 1 , то
■ И» |И̂  1 1|Мп'11ь2(0,Т;Н) „
|||АпН|> ---- Г --------------------  IlAlll-
2 1/2 Яп
На функцию c n ( t ) наложим условия
шах \Cn(t )\(( f  \\PnA(t)Xn\l2d t y i2+  max ||Л^(0^п||)<1,
fe[0,T] 0 <е[о,Г]
f \ c n' ( t )\4 t= \ ,
О
вполне ясно, что т акая  функция существует.  Но тогда 
2 II Un'\\ г г(0,Т;Н)̂ ||||Ип!||,
и тем самым утверждение 1 ) доказано.
В доказательстве 2) выберем матрицу Лп (не зависящую 
от t) так  же, к ак  Г п в 1). После умножения ее на достаточно 
малое положительное число при помощи (3.10) и (3.12) легко 
выводится оценка (3.5).  Аналогично получается (3.6) из (3.11) 
и (3.12). Оценки (3.7) и (3.8) очевидны.
Д л я  доказательства  утверждения 3° отметим, что в неравен­
стве (3.12) можно вместо к п поставить ип. Остается выбрать 
f е  L2(0, Т\ Я )  и | е  НА{0) такие, что*
P nf= t l n  -\-PnAun, \\Рnf\\lS{0,T-,H)= llfllL2(0,T;II)
и
Qn|=wn (0 ) ,  ||Qn|||Hyl(0)=  UIIIha(o).
Теорема доказана.
Теорема 2 показывает влияние каждого возмущения на точ­
ность галеркинского приближения, т. е. характеризует устойчи­
вость метода.
Определение. Метод Галеркина  (2.1) для  р еш ен и я  за дачи
(1.4) б у д ем  называть устойчивым в норме  j l l-llj, е сли  с у щ е ­
ствуют положительные с, г и г2, н е  з а в и с я щ и е  от п и входных 
данных f и I  такие, что при  ||Гп| ^  г х и ш ах 0<(<г \\An {t) ||^г2
система (3.2) о д н о зн а чн о  ра зр ешима и
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IIи71 — w »!||^c((П-Г'лЩ- шах ||4«(/)ll) (11Л12ь2(о,г ;н)-Н!|||2Яа(о))1/2+
г е [ о , т ]
"f" ll t̂tll i z(0,T;Rn) "f" II $ n  II) , (3.13)
г д е  u n и u n — р еш ени я  за дач  (2.1) и (3.9) соответственно.
Из теоремы 2 следует, что необходимым и достаточным усло­
вием для устойчивости метода Галеркина (2.1) в норме |||*||| 
является сильная минимальность системы {uv;} в Я. Действи­
тельно, из сильной минимальности системы {wi{} в Я  следует ее 
сильная минимальность в Я Л(0), а тогда при помощи неравен­
ства (2.7) из (3.3) вытекает достаточность; необходимость сле­
дует,  например, из (3.4).
З а м е ч а н и е  3. Пусть A(t)  (0 ^  t <  оо) — самосопря­
женный положительно определенный в Я  оператор с постоянной 
областью определения D(A), сильно дифференцируемый на 
D(A).  Пусть выполнено (1.2) при / е [ 0 ,  оо) и f <= L2(0, оо; Я ) . 
Тогда утверждения предложения 2 и теорем 1 и 2 справедливы 
такж е  для бесконечного промежутка времени в предположении 
неположительности производной A(t)  (т. е. /3 =  0 );  достаточна 
даж е  неположительность производной начиная с некоторого мо­
мента времени.
Б и б л и о г р а ф и ч е с к и е  з а м е ч а й  и я. Из работы [3]  
следует сходимость
/ ( ! ! « / ( / )  — ( u n ( t ) - u ( t )  )\\2) d t -+0
о
метода Галеркина (2.1) для задачи (1.4). Теорема 1 утверждает  
сходимость в более сильных нормах. В [11]  установлена доста­
точность сильной минимальности системы {wk} в Я  для устой­
чивости метода Галеркина н норме пространства С( [ 0 ,  7’ ]; Я )  в 
предположении неположительности производной А(() .  Теорема 2 
влечет за собой необходимость и достаточность сильной мини­
мальности системы {ш/J в Я  в более сильных нормах, а именно 
в тех же нормах, в которых доказывается  сходимость, в предпо­
ложении лишь некоторой ограниченности производной A(t) .  
В [2, 11] рассмотрен1 также случай бесконечного промежутка 
времени (Т — оо).  Ввиду замечания 3 результаты работ [2, 11] 
в настоящей статье усиливаются. Полученные в [4 ]  результаты 
об устойчивости координат в предположении почти ортонормп- 
рованности координатной системы в случае постоянного опера­
тора справедливы также для переменного оператора, удовлетво­
ряющего предположениям теоремы 1 .
1 В [2 ]  сделаны противоречивые предположения. Именно, из неполо­
жительности производной A (t)  следует, что функция r ( t)  >  0 ограничена 
сверху положительной постоянной. В то же время требуется, что 
0 (t)dt <  ос. Отметим, что результаты в [21 (без приведенного
ограничительного требования) верны, они следуют из теоремы 2, если до ­
полнительно предположить, что условие (1.3) выполнено при / G  [0, оо).
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G AL JORKINI  MEETODI K O O N D U V U S E S T  J A  S T A B I I L S U S E S T  
D I F E R E N T S E E R UVA O P E R A A TO R I GA  P A R A B O O L S E T  TÜÜ PI  
VÕR RA NDI TE J A O K S
P. Oja
R e s ü me e
Uuritakse  Galjorkin i meetodi koonduvust ja  s tab ii lsust  paraboolset tüüpi 
võrrandi u' +  A (t) и — j (t) C auchy ü lesande jaoks eeldusel, et operaator A(t)  
on posit i ivselt m äära tud , enesekaasne, tugeva l t  diferentseeruv n ing  tema tu le ­
tis rahuldab tõkestatuse nõuet (1.5). Tõestatakse Galjorkini meetodi koonduvus 
ja  tu leta takse  lähjs lahendi häir ituse  kahepoolsed h innangud v ig ad e  kaudu, 
mis tekivad lähisvõrrandi prakt il ise l  lahendamisel. Näidatakse , et meetodi s t a ­
bii lsuseks on tarv i l ik  j a  p iisav koordinaatsüsteemi tugev  min im aalsus.
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ON C ON V ER GEN CE AND S T A BI L I TY  OF THE GALERKIN METHOD FOR 
THE P A R A B O L I C  EQUATIONS WI TH  A D I FF E R E N T I A B L E  O P E R AT O R
P. Oj a
S u m m a r y
Let A ( t) ,  be a fam ily  of positive-definite, se lf-ad jo int operators
in a rea l separab le  Hilbert space. The object of the present paper is to prove 
some theorems concerning convergence and s tab il i ty  of the Galerkin method 
for the in it ia l  va lue  problem for the evolution equation du/dt ~f- A (t) и и*:/ (t), 
u (0) =  The resu lts  are obtained in the case in which the domain D (A {t) )  =  D 
of A (/) is independent of t, A ( t)  is s t ro n g ly  d ifferentiable and the derivative of 
A (t)  is such that ( (A '( t )v ,  y) ^ c o n s t  (Л(0)и , v) for each v<=D.
It is shown that for f e L 2(0, T\H), | е Я л ( 0) the solution и of the equation 
sat isf ies « e L 2(0, Г; Я л !(о)), u ' e L 2(0, Г; Я ) ,  Theorem 1 g ives the convergence
T
f  (\\un'(t)^u'(t)\\*+ \\PnA(t)un ( t ) - A ( t ) u ( t ) F ) d t y i 2 +0
+  max ||Л!/2(/) (u n ( t)—  u ( t ) ) | 0 
/ C [0,7 ]
for the Galerkin approximate equation u'n +  P nA (/) и „ =  P nf ( t ) , tin (0) 
where P „  and Q„ are orthogonal projections in the spaces H and H a w , 
respectively. The influence of the perturbations, appear ing  in practica l  re a l i ­
zat ion of the Galerkin equations, on the approximate solutions is characterized 
by Theorem 2. It follows from Theorem 2 that the s trong  m in im a li ty  of the 
coordinate system in H is necessary  and sufficient to the s tab il i ty  of the 
Galerkin method in the same norms in which the convergence is proved.
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О СХОДИМОСТИ РАЗНОСТНОГО МЕТОДА 
В НЕ ЛИНЕЙНЫХ П РОБЛЕМ АХ СОБСТВЕН НЫ Х 
ЗН АЧЕНИЙ Д Л Я  Л И Н Е Й Н Ы Х  Д И Ф Ф Е Р Е Н Ц И А Л Ь Н Ы Х
УРАВНЕНИЙ
О. К а р м а
Кафедра вычислительной математики
Доказывается  сходимость разностного метода при решении 
проблемы собственных значений для обыкновенных линейных 
дифференциальных уравнений порядка т,  причем подлежащий 
определению параметр может войти в задачу  нелинейно. Ис­
пользуются равномерная сетка и произвольные сходящиеся ап­
проксимации производных, лишь от аппроксимации старшей 
производной требуется некоторого рода «согласованность»*. 
Статью можно рассматривать,  к ак  пример применения разви­
той в [5 ]  общей теории; вместе с общей теорией статья является 
примером некоторой методики доказательства теорем сходимо­
сти для разностного метода (см. [3, 6 , 8 ], ср. [1, 2, 7 ] ) .
§ 1. Введение
1.1. Пусть Л — область (открытое связное множество) 
комплексной плоскости С. Рассмотрим следующую проблему 
собственных значений: 
дана краевая  задача :
т
L{Ä)u(t ) =  2<ah ( t ,X)uW( t )=0,  0 ^ / ^ 1 ,
h=0
m—l ( V)
l i (Ä)u= 2 [m,kß ) u M ( 0 ) + ß iih( A) u W( l ) ] =0 , i = l ,  2, . . . ,  m,
k~  о
где ak(t ,X),  «; ,k(A), ß ith(Я) <= С, при i =  1, 2, tn,
k =  0, 1 , m — l, и «m(f,A) =  l ;
требуется найти те значения Я из Л, при которых задача (1) 
имеет ненулевые решения, т. е. собственные значения задачи ( 1 ).
1 См. условие (с) п. 2.2, а т а к ж е  § 4.
Д л я  приближенного решения этой проблемы можно приме­
нить метод конечных разностей: заменой производных в точках 
t =  j h , (h =  l/n, j =  0 , 1, . . . , n ) , (в узлах сетки) некоторыми 
их разностными аналогами задачу ( 1 ) заменяют системой линей­
ных алгебраических уравнений — дискретным аналогом ( 1«)  
задачи ( 1 ), и решается проблема собственных значений для 
него. Мы покажем,  что в определенных условиях такой подход 
обоснован, — рассматривая семейство дискрет­
ных аналогов задачи ( 1 ), докажем теорему сходимости: соб­
ственные значения задач ( 1П) сходятся при п -> оо в Л к соб­
ственным значениям задачи (1) и только к ним. Устанавливаем 
т акже  асимптотическую оценку скорости этой сходимости и до­
кажем  некоторые утверждения о поведении собственных векто­
ров задач (1„) .  Из оценок следует, что, чем выше минимальный 
порядок точности применяемых разностных аналогов производ­
ных, тем большей будет гарантированная асимптотическая ско­
рость сходимости (при условии, что коэффициенты а/{ в задаче 
(1) достаточно гладкие функции от t для всех Л из Л).
1.2. Для  доказательства теоремы сходимости мы рассмот­
рим задачи ( 1) и ( 1?1) как  операторные уравнения в банаховых 
пространствах, причем для операторов имеет место собственная 
сходимость (называемая у разных авторов т акже  регулярной 
аппроксимацией или z/o-аппроксимацией).  Установление соб­
ственной сходимости дает  нам возможность применить соответ­
ствующую общую теорию для операторов [5, 8 ], и наши резуль­
таты получаются из общих утверждений несложными перефор­
мулировками. Единственная трудность при таком подходе — 
установление собственности сходимости; для этого нам понадо­
бится некоторое добавочное условие (условие (с) в п. 2 .2 ).
З а м е ч а н и е  1. Доказательство собственной сходимости 
операторов не использует голоморфности в задаче (1).  Таким 
образом, приведенные рассуждения позволяют, пользуясь ре­
зультатами [4 ] ,  получить еще одно доказательство сходимости 
метода конечных разностей для краевой задачи обыкновенных 
линейных дифференциальных уравнений порядка т (ср. [ 1, 2 ] ) .
З а м е ч а н и е  2. Мы ограничимся двухточечной краевой 
задачей и скалярными функциями и. Но все рассуждения и ре­
зультаты без затруднений переносятся также на многоточечную 
краевую задачу и случай вектор-функций и (в записи ( 1) тогда 
«/{, ai,и, ßi.k надо рассматривать как  матрицы-функции).
§ 2. Построение разностной задачи.  Теорема сходимости
2.1. Опишем построение семейства дискретных аналогов 
{ ( l „ ) : r t € = N }  задачи (1) :
1) исходя из некоторого конечного набора (Н) сходящихся
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формул численного дифференцирования2, т. е. из соотношений 
вида
u(h)(t) =h~h ^  ap u(t-\-ph) - f  Qh(и, t ) ,
p = - r
где
l im max \оп (и, t) 1 =  0
h-y0
для всех к раз непрерывно дифференцируемых действительных 
(а тогда и для комплексных) функций3, получим конечный на­
бор (Н') разностных выражений (разностных аналогов) произ­
водных вида
[dhkiih] j = h - k 2 J ap [uh] j+v,
p = ~ r
где uh — некоторый вектор; коэффициенты а р, а т акже вели­
чины s, г, Qh(u, t)  могут при этом зависеть от порядка к произ­
водной и от индекса v  формулы в наборе, но, ввиду конечности 
набора, выполнено следующее условие:
lim max max \oh(u, t\v,k)  1 =  0 (н)
h-+ 0 v
для всех к раз непрерывно дифференцируемых функций и, где 
k =  0 , . . .  , т\
2 ) фиксируем целые числа ^  0 и г  ^  0 такие, что a -j- г =  
=  т  (здесь о, х — числа узлов сетки, остающихся, соответствен­
но, «левее»  и «правее» отрезка [ 0 , 1 ] ) ;
3) для любого фиксированного числа п из N дискретный ана­
лог ( 1п) задачи ( 1 ) построим следующим образом:
а) положим h — \/п,
б) выпишем уравнение L(X)u(t )  =  0 в точках t =  jh,  j  =  
=  0 , . . . ,  п,
в) в краевых условиях /,-(,А)и =  0 , г =  1 , . . .  , т,  и в полу­
чающихся уравнениях L(X)u( j h)  =  0 производные и фор­
мально заменим их некоторыми разностными аналогами из на­
бора (Н' ) ;  при этом применяемая формула может зависить от 
места, где происходит замена,  но мы будем требовать, чтобы 
использовались только значения u( t )  в точках сетки / =  qh, 
q =  - а, —о  —(- 1 , . . .  , п +  г;
г) величины u(qh)  заменим на неизвестные uhq.
В результате приведенного построения при любом фиксиро­
ванном п из N получится система т-\-п-\-\ линейных алгеб­
раических уравнений для т  -j- п -|- 1 неизвестных ип- п, . . . , uhn+ т,
2 Набор (Н) должен при этом быть достаточно богат, чтобы можно 
было удовлетворять требование Зв) данного построения.
3 Д л я  этого достаточно, чтобы g u ( u j ) -*■ 0 при h -> 0 для всех t из 
отрезка [ 0 , 1 ]  п всех бесконечноднфферснцируемых функций.
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которая  в векторно-координатной записи может  быть пр едст ав­
лена  в виде:
т
[Lh (&)uh]j== jh) [Dh(k)uh] j = 0, /=0 ,  п,
k=0
m—1 ( 1n)
liA(X)uh=  J J  (ai,h (Ä) [DhWuk]o+flitkW [DhW ] n) = 0 ,h=0
i — 1, rn,
где
и ь =  ( и Л-<г, • .  • ,  Uhn+X) e  R m+n+i,
a — разностные аналоги производных (которые могут з а ­
висеть от номера координаты j  и индекса i уравнения).
В векторной записи задача (1П) имеет вид:
Lh (X)uh =  0, l i h (X)uh — 0, i — 1, . . .  /?2. ■
2 .2 . Обозначим через dhhuh результат /г-кратного примене­
ния к вектору uh простейшего дискретного аналога первой про­
изводной, т. е.
[ dh°uh] g — uhq, [dhhuh] q— ( [d iP -W ] q+i— [dhh- luh] q) //г, 
q =  — a, . . . ,  /г- f r  —  k\ k — \, m.
Д ля  доказательства теоремы сходимости (п. 2.3) мы на по­
строение дискретизации D/Sm  ̂ старшей производной и̂ т) нало­
жим еще следующее добавочное условие «согласованности»:
(с) :  для  любой  последовательности в е кт ор о в 4 и '1 выполнена  
импликация
l im max j [Dh(-m)uh] j| =  0 =>- l im max \[dhmuh] q\ =  0, (cj)
h -y 0 h-+ 0 q = —o ....... n —ö
Ясно, что импликация (ci) равносильна импликации5: 
l im max — g-/!)]| =  0 =ф-
/i-vO j=0, ?l
=> lim max \[dhm(uh — g /i) ] 4j = 0 , (сг)
h - y 0 q —— C T ,n —a
при g h=  ( g{—o h ) t . . . ,  g({n-\~t)h) ),  C<m>R[ —a, l + r ] .
Действительно, ввиду произвольности вектора uh в (ci ) можно 
принимать uhX =  uh — g h и мы получим (с2) ; если же в (с2) 
принимать g ( t )  =  0 , то получится (Ci).
4 У нас R '1 и С '1 — множества всех n-мерных векторов с действитель­
ными и комплексными координатами, соответственно.
5 У нас C(ft)R [a ,  b] и C(ft)[a ,  b] — банаховы пространства всех опреде­
ленных на отрезке [a ,  ö] er R функций действительного переменного, непре­
рывных вместе со своими производными до порядка /г (включительно) и со 
значениями, соответственно, в R и С; в частности, C i?[a , b] =«= С (0)п[й, Ь] и 
С [а ,  Ь] =  СЩ а, Ъ).
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Далее ,  операторы и dhm линейны, операторы Dh(m) со­
ставлены используя набор (Н') формул численного дифферен­
цирования, удовлетворяющий условию (н),  и
lim max |[dftmg7l] g — g (m)(Qh) | =  0
Л-*0 q='—o,.... n—er
для g h и g  из (c2). Поэтому импликация (c2) равносильна им­
пликации (c3) :
l im max [[Dh^ u h'\j — g(m)(jh)\ =  0 =>
h~+ 0 j = 0 , 1, n
=>- l im max \[dhmuh] q — g (m){qh) | =  0 (c3)
Л->0 q——c r , n—a
при g  e  Dw‘)r[—a, 1 +  r ] .
Но импликация ( с з ) ,  очевидно, равносильна импликации: 
l im max \[Dh{m)uh~\j — f ( j h){ =  0 => v
7i-+0 j —0,...,n
=>■ l im max | [dh’nuh] q — f (qh)\ =  0 , (c4)
h-*0 q=—<s,...,n—a
при / е  C r [ —а, 1 + т ] .
Ясно также,  что если некоторая из импликаций (с5), (сг), 
( с з ) ,  (с4) выполнена, то аналогичная импликация выполнена 
также  для векторов с комплексными координатами и функций 
g  е  Ото>[—о, 1 — т ], | е С [ —а, 1 + т ] .  При доказательстве тео­
ремы сходимости мы пользуемся импликацией (с4) в комплекс­
ной форме.
Некоторый анализ условия (с) будет проведен в § 4, именно, 
будут указаны некоторые равносильные сформулировки усло­
вия (с).  В частности, доказывается  его равносильность приме­
ненной в [ 2 ] условию (К) ,  а т акже  равносильность некоторому 
условию (s) ,  носящий алгебраический характер и не связанный 
с порядком т  уравнения ( 1).
2.3. Введем обозначение
\\uh \\m—  max max j [dhkuh] q\. (2 )
h=0, ...,m q——a,...,n+x—k
Теорема сходимости. Пусть для  кра ев ой  з а д ачи  (1) выпол­
нены у с л о в и я :
1° коэффициенты аи — непр ерывные  функции от t на от­
р е з к е  [0, 1] при каждом  Я из  Л,
2° граничные у с л о в и я  1{(Х)и =  0 линейно  н е зави симы при  
всех Л из Л,
3° коэффициенты aiu ai,и, ,ßi,h — г оломорфные функции от Я 
на Л,
4° max max\ah(t, Я)|^с(Ло)  = c o n s t  
o=sjf<i >.<=л0
2 15
дл я  л ю б о г о  компакта ( о гранич енно г о  замкнутого  множества) 
Ло из Л;
5° н е  в с е  X из  Л — с об ственные числа з а д а ч и 6 (1) .
Пусть, далее ,  дискретные аналоги  (1П) за дачи  (1) построены 
по правилам  1) —3) п. 2 .1 , и пусть ди скр етизация  старшей п р о ­
и з в о дн ой  w<m) удовлетворяет у сл о в ию  (с) п. 2 .2 . Тогда
а) для  того, чтобы точка А0 из  Л была собственным з н а ч е ­
нием за дачи  ( 1 ), нео бходимо  и достаточно, чтобы она была п р е ­
делом собственных знач ений  Хп з а дач  (1„) при п - + о о,
б) е сли  {и'п’° : h =  \/п, п <= N' cz N} — некоторая п о д п о сл е ­
довательность собственных векторов з а д ач  ( 171), соответствую­
щая  собственным знач ениям Хп с  ,Я)-»Ло е  Л  при п-+- оо, и 
\\uh>°\lm =  1 , то можно выделить такую подпоследовательность  
ин д е к с о в  N" cz N', что для  некоторой функции и имеет место 
сходимость
lim И иМ — (и {—o h ), и ( [п-\-т) h ) ) ||.m= 0 ;
»->оо, п С л "
при этом и — со б ственная  функция  за дачи  ( 1) ,  соответствующая 
соб ственному знач ению  Ао.
Если, кроме того, коэффициенты аи — по крайней  мере  
ра з  н епр ерывно  дифференциру емые  функции от t (на отрезке  
[О, 1 ] при каждом X из  Л, и в с е  применяемые  при построении  
дискретной за дачи  ( 1„) формулы чи сл енно го  ди<фференцирова- 
ния удовлетворяют у сл о вию
max max |Oh(u, t ]v,  k)\ — 0 (№)
для  вс ех  k -j- а ра з  н епр ерывно  диффер енциру емых функций и, 
то справ едливы оц енки
|А?, — А0| =  О(Лм/х), (3)
max min \\uhfi— (и°(—oh) ,  . . . ,  u°((n~{-T)h))\\m=
uh, о no
=  О (Л»*+|А„ — Aol), (4 )
г д е
Ao s  Л и A „ e / l  — соб ственные знач ения  з а д ач  (1) и (1П), 
соответственно, такие что Я»->Ао при  п ->  оо,
х — п о р я д о к . полю са  оператор-функции А~] (Я) в точке Ао, 
min берется по вс ем  собственным функциям и0 за дачи  ( 1), 
соответствующим со бственному знач ению  Ао, 
max берется по вс ем  собственным векторам ик о с  \\uh’°\\m =  1 
за дачи  (1П),  соответствующим собственным знач ениям Хп-
0 Тогда множество собственных чисел задачи (1) в любом компакте 
Л о из Л конечна.
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2.4. З а м е ч а н и е  3. В условиях теоремы сходимости 
имеют место также следующие утверждения (см. [7 ] ,  теоремы
4.3.1, 4.4.1 и предложение 4.4.2):
1 ) для любого замкнутого контура Г из А такого, что все 
охватываемые им точки принадлежат Л и на Г не находится 
собственных значений задачи ( 1),  для почти всех п имеет место 
равенство
v ( ( l ) >Jr ) = v ( ( l * ) , r ) ,
где г>((1), Г)  и ( v ( l n), Г) — суммы (алгебраических, полных) 
кратностей всех собственных значений соответственно задач ( 1 ) 
и (1п) внутри контура Г\
2 ) пусть { (uh’°, и'1-1, . . . ,  u ' ^ ^ e l V ' c N }  — подпоследо­
вательность жордановых цепочек соответственно для задач ( 1П) 
в точках Я » е Л ,  2п -^А0 е Л ,  п е  N' cz N, и нормированных 
так,  что
sup I! lLh'i\\m<i оо;
п с Л j = 0 , ы
тогда можно выделить такую подпоследовательность индексов 
N" a  N', что найдутся функции и0, . . . ,  иш такие, что
lim \\uh'i — ( ш ( —ah) ,  иЦ (n -\ -r )h) ) ||m= 0  j  =  0 , . . . ,  со;
/(—voo, п eN"
при этом, если и° — первая отличная от нулевой на [ 0 , 1 ] функ­
ция среди функций и0, . . . ,  иш, то иа, ип+1, . . . , иы — жорданова 
цепочка для задачи ( 1) в точке Яо;
3) для любого замкнутого контура Г  из А такого, что все 
охватываемые им точки принадлежат Л и на Г не находится 
собственных значений задачи ( 1 ), имеет место сходимость
lim max min II uh — (u ( —oh) ,  . . . ,  u((n-\- t)h))\\m= 0 ,
П-+00 и uh
где min берется по всем векторам uh и з 7 1( (\П) , Г )  и max по 
всем функциям и из /( ( 1) ,  Г) ,  для которых норма в C(m)[0, 1] 
не больше единицы.
§ 3. Д ок а за т е л ьс т в о  теоремы сходимости
3.1. Д ля  доказательства введем подходящие банаховы про­
странства и рассмотрим задачи ( 1 ) и ( 1п) как  операторные 
уравнения А(Л)х =  0 и Ап (Х)хп =  0, соотвественно (п. 3.2).  Мы 
покажем (п. 3.3),  что операторы Л (Я) и Л ?г(Я) линейны, равно­
мерно ограничены по норме и фредгольмовы (с индексом 0 ) ,  и 
установим голоморфность операторов Л (Я) и Л П(Я) к а к  функ­
7 Через / ( ( I ) , / 1) и J  ((\ и), Г)  обозначены, соответственно для задач  (1) 
и ( In) ,  линейные оболочки корневых подпространств, соответствующих соб­
ственным значениям внутри Г.
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ций от параметра Я (п. 3.4).  Затем введем необходимые поня­
тия сходимости и собственной сходимости операторов (п. 3.5), 
определим нужные для абстрактной схемы связывающие опера­
торы (п. 3.6) и установим сходимость операторов Л П(А) к  опе­
ратору Л (А) (п. 3.7).  После доказательства двух вспомогатель­
ных результатов (п. 3.8),  с помощью условия (с) установим 
также  собственную сходимость операторов ЛП(А) к оператору 
Л (А) (п. 3.9).
Этим мы докажем,  что можно применить приведенные в [5 ] ,  
пп. 3.5, 3.6, 4.3, 5.2 теоремы — у них всех одни и те же предпо­
ложения, выполненность которых в нашем случае мы прове­
рим — и теорема сходимости получится к ак  простая перефор­
мулировка этих теорем. В п. 3.10 отмечается лишь, к ак  из оце­
нок статьи [5 ]  вытекают приведенные в теореме сходимости 
оценки (3) и (4).
В сю д у  в дальн ейшем б у д ем  считать, что
n e N ;  h=\/n\ i =  1, . . . ,  m;  /== 0, . . . ,  n\
и, е сли  сп ециально  н е  о г оваривается  д р у г о е ,  то k =  0 , . .  . ,  tn.
Чере з  N', N", . .  . б у д ем  обозначать подпоследовательности  
из  N.
Запись  хп -> х ( я е  N') означает, что последовательность  {хп} 
стремится к х, к о г д а  п, п р о б е г а я  N ', стремится к оо.
Чере з  с  б у д е м обозначать положительную постоянную,  в о ­
о б щ е  г о воря ,  ра зличную  в разных местах.
До приступления к доказательству напомним еще (см., на­
пример, [9 ] ,  теорема 1.1), что для сходимости формулы числен­
ного дифференцирования
u(h>(t) =h~k J J  a pu(t-{-ph) -\-,Qh(u, t) =
J )  = — Г
s
,=h~h J J  a pIhPu{t)-\-,gh (u , t ) ,
p = —r
где Ihpu (t) =  u( t  -f- p h ) , необходимо (и достаточно), чтобы его 
характеристический многочлен
S
Xh(z)= И  a pzP
р — —г
был представим в виде
Xh{z)  =  ( z —  \) h b pz P =  2  b p { z — \ ) hzP, J l! bv = l .
p = —r p = —r p = —r
Отсюда выводим, что для разностных аналогов из набора (Н') 
имеет место равенство8
[dhhuh] j =  2 J  bp [ dhhuh] j+p. (5)
Р=—Г
8 Определение оператора d hh дано в равенстве (2).
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3.2. Перепишем задачи (1) и (1п) в равносильном опера­
торном виде. Определим
£ = { * | х = и е  С<™)[0, 1], IU||je=I|w||CCm)[0fl)};
F={y \  у =  ( v ; , ym) e C [ 0 ,  1]ХС™
l|//||F =  max{ шах |u(f)|, max |o*|}};
*=1, ..., m
А (Х)х=Л (A) w =  (L(A)w; h ( l ) u ,  V х е £ ;
£ n= { x n | xn =  uh=  (uh- 0, м^п+т) e  Cm+n+1, ||хп||Ед=||иЛ||т }; 
Л »= { у»|  y n = { v ho, Vhn; v u ит) ^ С т+п+̂ 
ll«/nllp„ =  max { max |i>hj|, max |ü<|}};
j=0.... n
Лп (А )* п = Л п (А)мл='(£й(А)ил; /^(A)«*,  lm,h (A) m/i) e  Z7«,
V x n E
При таких определениях £, F, En, Fn — банаховы простран­
ства, а задачи ( 1) и ( 1П) равносильны, соответственно, опера­
торным уравнениям
А( Я) х=0, х е £ ,  A( l )\E-+F,  ( Г)
Л ri. (А)Хп =  О, X« (ее Еп, Ап (А): Еп >■ Fn. (1 п )
3.3. Покажем, что операторы Л (А) и Л П(А) при каж дом фик­
сированном А из А линейны, ограничены и фредгольмовы, и что 
операторы ЛП(А) ограничены по норме равномерно по п и А на 
каждом компакте Л0 из Л, т. е. что9
IIЛп (А) Цг^с(Ло) =COnst. (6 )
Действительно, линейность и ограниченность оператора Л (А) 
ясны из определений. Его фредгольмовость можно установить, 
например, сведением вопроса к изучению матриц порядка т \ т ,  
так  как
1) любое решение задачи L{X)u =  0 можно искать методом 
неопределенных коэффициентов в виде линейной комбинации 
фундаментальной системы решений,
2) уравнение L( X) u = v имеет в наших условиях (непрерыв­
ность коэффициентов) решение при всех v из С [ 0 , 1 ] (при этом 
можно задавать  любые начальные условия).
Ясна также линейность операторов Л П(А). Д л я  установления 
их ограниченности и оценки (6 ) из представления (5) ,  ввиду
9 Пусть X и Y — банаховы пространства. Через ß  (X , Y) будем обо­
значать (банахово) пространство всех линейных непрерывных операторов 
В из X  в Y, с обычной нормой. Оператор В из £ (X , К) называется  фред- 
гольмовым (с индексом 0) или Ф0 — оператором, если область его значений 
ВХ  замкнута  в F, а размерности ядра ker В и факторпространства Y/BX 
конечны и равны. В частности, в случае dim X  — dim Y <  оо все операторы 
В из й  (X, У) фредгольмовы.
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конечного числа формул в наборе (Н' ) ,  выводим оценку (10.16) 
из [ 2 ]:
max \[Di^uh] j \ ^ c ■ max |[длйиЛ]д|^с||иЛ||т . (7 )
j= 0 , ...,п q = ~ a , n+1—h
Оценка (6 ), а тем более ограниченность каждого оператора 
Ап (Я), вытекает из (7) и ограниченности коэффициентов в опре­
делении Ап (Я) (см. предположения 3° и 4° теоремы сходимо­
сти).
Фредгольмовость операторов Ап (Я) из £(En, Fn ) следует из 
равенства d i m £ n =  dim/7,, =  т  +  п -j- 1 .
3.4. Оператор-функции Л (Я) и ЛП(А) голоморфны на Л, т. е. 
при всех х из Е и хп из Еп функции А(Л)х и Ап (Л)хп в неко­
торой окрестности любой точки Я0 из Л можно разлагать  в схо­
дящиеся по норме степенные ряды
сю оо
22  (Я — Ао)hy h/k\ (y h е  F), 2  (а — Ао) hy nhJk\ ( y nh «= Fn) . (8 )
■li = 0  h = 0
Действительно, рассмотрим функцию Л(Я)х.  Разложим коэф­
фициенты ai<(t,A), a,ih{Я), ßik (Я) в выражении для Л (Я) в сте­
пенные ряды в точке Яо, определим операторы Л(,г)(А0) с по­
мощью выражений при (Я— Яо)А/А!, положим г/W =  Л(̂ (Яо)х 
и составим формально первый из степенных рядов (8 ).  Сходи­
мость этого ряда (в F к Л(Я)х) вытекает из равномерной схо­
димости рядов для коэффициентов аи{1,А), которая, в свою оче­
редь, является следствием равномерной ограниченности коэффи­
циентов «/; (/,Я) при / е [ 0 ,  1], Я е  {Я | |Я— Яо! ^  <5} cz Л (см. 
предположение 4° в теореме сходимости).
Голоморфность функций Лп (А)х.„ устанавливается анало­
гично.
3.5. Приведем некоторые определения, нужные для приме­
нения общих результатов из [5 ] .
Пусть заданы линейные ограниченные операторы («связы ­
вающие» отображения) Р п и Qn из Е в Еп и из F в Fn соответ­
ственно, удовлетворяющие условиям
\\Рпх\\еп̂ \\х\\е , V х (= Е, \\Qny\\Fn-+\\y\\F, V у  (= F. (9)
Говорят, что последовательность {х„ : пi g  N'} с хп ^ Е п Р- 
сходится  10 к элементу х из Е, и мы будем писать P-l im х„ =  х
(п е  Д:/) , если
il.Vb - -  Р пХ:.е . . - г О (П ЕЕ N ') .
Последовательность {хп : п е  N'} с хп е  Еп называется  Р- 
компактной в Е, если из каждой ее бесконечной подпоследова­
тельности можно выделить подпоследовательность, Р-сходя- 
щуюся к некоторому элементу х из Е. Аналогично определяются
10 Вместо Я-с.ходнмостн говорят т а к ж е  о дискретнои сходимости п,ти 
просто о сходимости.
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понятия Q-сходимости и Q-компактности в F для последователь­
ности {у п : п (= N'} с у п е  Fn.
Говорят, что последовательность {Ап : п е  N} операторов 
An <=ü(En, Fn ) с о б с т в е н н о 11 PQ-сходится к оператору  Л ё  
<ее Ö(£, F ) , если
а) {Л„ : tl е  N} сходится  к Л, т. е.
||ЛП| ^ c o n s t ,  IIАпР пх — ^ 0 ( n ^ N ) ,  V -t g  £,
б) если ||XnlU„ ^  1 и {Апхп : n e N }  является Q-компактной 
в F, то {хп : я  е  N} является Р-компактной в £.
3.6. В нашем случае определим «связывающие» операторы 
соотношениями
P nx =  P nu( t )  =  (Ти( —oh) ,  . . . ,  Tu ( (n-\-x)h)),
Qny  =  Qn (v(t)-,  v u . . . ,  um) =  ( u ( 0 ) , v ( h ) ,  . . . ,  v ( n h ) ; ui, . . . ,  vm),
где T (и)  — следующее гладкое продолжение на отрезок 
[ —о, 1 +  г ]  функции и, заданной на отрезке [ 0 , 1 ]:
T u ( t ) =  <
m+M'
uW(0)tk/k\ при / < 0 ,
h—O
u( t )  при 0 ^/s=c 1,
u№(\) (t — \)hlk\ при />* 1 ,
/{=0
( 10)
для (tn +  у )  раз непрерывно дифференцируемой на отрезке 
[0, 1] функции и. При таком определении Р п е  <х*(Е,Еп) и Qn е  
^ ü ( F , F n). Нетрудно также убедиться,  что выполнены соотно­
шения (9).
Д л я  применения теорем из [5 ]  остается теперь показать,  что 
при каждом фиксированном А из Л последовательность опера­
торов (Л77(Я) : п <= N} собственно сходится к оператору Л (А).
3.7. Убедимся, что при каждом фиксированном А из Л по­
следовательность операторов {Л„(А) : я е  N} сходится к опера­
тору Л (А) ; параметр А будем при этом опускать.
Из оценки (6 ) получим немедленно, что ||ЛП| ^  с. Далее ,  из 
выполненности условия (и) следует, что
max \[DiSh)Pnu ( t ) — Qnu(h)(t) ] j| 0
3=0, ..., 71
для любой функции и из С(""[0 , 1]. Но это, ввиду ограниченно­
сти коэффициентов «/.(/), сц.п, ßi.u в выражении Л и Л„, влечет 
за собой сходимость
I!\АпР пх — QnAx] 0 , V х ее Е, 
что и требовалось показать.
11 В этом случае говорят т а кж е  о собственной сходимости операторов, 
о регулярной аппроксимации операторов, о у а-аппроксимации операторов.
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3.8. Д ля  установления собственности сходимости последо­
вательности операторов {Ап (Л) : / i e N }  к оператору Л (Я), нам 
понадобятся некоторые вспомогательные результаты (леммы 1 
и 2 ниж е ) .
С любым вектором
z h = ( z h ~ a , Zh n +х - к )
из Сп+т+1~к свяжем ломаную Zh из С[—о, 1 + т ]  с возмож­
ными переломами только в точках t =  qh, q =  —о, . . . ,
. .  . п -f- г — k, и такую,  что Zh(qti) =  zhq при q =  —а, . . . ,
. .  . , п +  г  — k, a zh (—o)  =  zh ( 1 +  г) =  Zh n + T - k .
Лемма  1 .Пусть при некотором k == 0, 1, . . .  , m з а д а н а  по ­
следовательность {zh : n e N }  векторов такая, что
max max |[дл2л] в|^с .
<7 = —e r , n+x—k f/==—< г , n+x—h—i
Тогда соответствующая последовательность ломаных 
{zh : п <= N} компактна в С[—о, 1 - j - г ] .  При этом, е сли  
z/<-> z(n N 'a  N) в С [ —о, 1 + т ] ,  то
max jzhq — z ( qh )\- *0 (п е  N' ) .
q——a , n + x —h
Д о к а з а т е л ь с т в о .  Компактность последовательности 
ломаных следует из теоремы Ариела—Асколи, так  как  в наших 
условиях все ломаные zi, удовлетворяют условию Липшица с 
общей константой. Второе утверждение леммы 1 — непосредст­
венное следствие из определений.
Лемма 2 . Пусть при некотором k — 0, 1, . . .  , m для  п о с л е ­
довательностей векторов zh и
W h =  ( W h- a , . . . , W h n + x - k - i )  =  ( [ d h Z h ] - с т , . . . , [ d h Zh]  п+т- Ä - l )
и функций z, õ:’ из  С [ —о, 1 +  т ]  имеют место сходимости
max \zhq — z{qh)\->0 {п <= N' c=N),
q- =—a , н-f r  It
max \whq — w (qh ) | — 0 ( / i g F c N ) .
q=—a , n + x —k—1
Тогда
1 ) max  \zhq — f ( qh)\-+0 {n<=N')f
q=—o , n + x —h
2 ) max  \[dhZh] q — f '{qh) |->0 (n<=N' )y
q=—a , n + x —k—I
для  / е С ‘ [ - а, 1 + т ] ,  г д е  f ( t ) = z ( 0 ) - \ - f w ( t ) d t .
о
Д о к а з а т е л ь с т в о .  Пусть {z/, : n e  N} и {wh : /г <= N} — 
соответствующие последовательностям {zh : n e  N} и
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{wh : tl EE N} последовательности ломаных. Применяя неравен­
ства
\zh (t) — z( t )\^\zh (t) — zh (qh)\+\zhq — z(qh)\-\-\z(qh)~- z(t)\,
}zh{t) — zh {qh)\<^\zhq — z\q+i)h\, [qh, ( q+ [ ) h] ,
и учитывая,  что Zh постоянна при t ^  —ah и при t ^  
^  (п +  х— k)h,  убедимся,  что {zh : t i ^ N ' }  сходится в 
С [ —о, 1 +  х] к  функции z0:
f z ( 0 ) при ^ < 0 ,
z0(t) =  }z( t )  при 0 < f < l ,
| z ( l )  при t ^ \ .
Аналогично w h - + w Q(n ^  N') в С [ —о, 1 + ? ] ,
Гау(0 ) при ^*<0 , 
ьу0( 0  =  | ш ( 0  при 0 ^ ^ 1 ,
[ а у ( 1) при ^ > 0 .
Рассмотрим, далее,  последовательность функций //, с
f h (t) = 2Л0+  f w h{t)dt,  £<=[—ff, 1+ т ] .
О '
Ввиду равномерной сходимости Wh к ш0 при п е  N', имеет место 
равномерная сходимость
h i t )  - y f o ( t ) = z ( 0 )  +  f  w0(t)dt (ne^N', te^ [—a, 1 + r ] ) .
0
С другой стороны, так  к ак  Wh — ломаные, для q =  0, 1, . . . , 
. . .  , n +  m — k — 1 можно писать
qh q—1
/ wh ( t ) dt  =  2 J  (w hp- j -whp+1)h/2 =
Ü p=0 (
= —w h0h/2~i- (w ho-j -whi-j- . . .  ~{-whq- i )h -{ -whqh/2 =
=  —h w ho/2 -f- {—zh0~\-zhq) -\-hwhq/2 , 
f h (qh) = z hq+ h ( w hq — w h0)/2 .
Применяя неравенства
|/o (0  — z(t )  K |/o (t) — zhq\+\zhq — z(qh)\+\z (qh) — z( t )  |,
l/o ( 0  — z\| ^!/o (/) — /о (qh)  |+|/o (qh) — f h (qh)  |+|/7i — z%|,
j//i(<7/7) — 2/tg|^/i(|^\|:-f-|t<y/i()|)/2 ^ c - / i ,  <7= 0 , 1, . . . ,  n-\-m — k — 1,
выводим, что z(t )  =■ fo(t)  для всех t из отрезка [ 0 , 1 ], т. е. 
имеет место утверждение 1 ).
Утверждение 2 ) — непосредственное следствие из опреде­
лений, ибо z( t )  — f (I) =  0 на отрезке [ 0 , 1 ], и поэтому
max \z(qh)— f ( q h ) \ ^ 0  ( t i (=N' ) .
223
3.9. Докажем ,  что при каждом фиксированном Я из Л по­
следовательность операторов {ЛН(Л) : п е  N} собственно схо­
дится к оператору А (Я); параметр Я будем при этом опускать.
Учтя п. 3.7., остается еще проверить условие б) определения 
собственной сходимости. Итак,  пусть {л'п : п е  N} с х, I из Еп — 
такая  последовательность, что j|x„| ^  1 и {Апхп : п е  N} явля ­
ется Q-компактной в F. Пусть {х;1 : п е  N' cz N} — некоторая ее 
подпоследовательность. Покажем, что из нее можно выделить 
сходящуюся подпоследовательность. Пусть хп =  и>\ п <= N. При­
менение леммы 1 при k --= т —- 1 , т — 2 , . . . , 0  показывает,  что 
существует подпоследовательность N" cz N' индексов таких, что
выполнены условия леммы 2 при k =  т — 2, т  — 3............ 0. В
результате последовательного применения леммы 2 получим, что 
существует функция ср из 0 7Г!-1>[—о, 1 + г ] ,  для которой
max \[dhhUh]q—<pW(qh) j 0 (t i<=N"),  k =  0, 1, . . . ,  m —1.
<l=—a, n+x—h 1
При этом при ti e  N" для k =  0, 1, . . .  , m  — 1 также
max \[D^khih]j — ( p^( j h ) \^  
j = o , ü
max |[DftW ( u ' ' - ¥)'>)]j+ ( [ D / , < V ] i - < ‘l ( / ' i ) ) ! ^ 0 ,  ( 11 )
,1=0, '
где cph =  {(p{—oh) ,  . . .  , (p( (ri +  x ) h ) ). Действительно, из нера­
венства (7) и сходимости разностных выражений д кь к произ­
водным следует, что для k =  0, 1, . . .  , т  — 1 при п <= N" спра­
ведливо
max I[DhW{uh — (ph) max \[dhk{uh — <ph)
j = 0, .... и q= —a, ..., n+x—h
^ c • max (\[dhhuh]q — q)W{qh)\+\tf<h)(qh) — [dhh(ph] q\)-+Q,
<l=—a, ..., n-ft--/:
а из сходимости разностных операторов D^\, к производным, 
вытекающей из выполнимости условия (н) ,  получим сходимость 
к нулю второго слагаемого в ( И) .
Ввиду компактности последовательности {/Lnx„ : л е  N} в F 
выделим из N" такую подпоследовательность индексов 
N'" cz N", что
Q-\\mAnxn — QA\mAnuh= y =  ( v ( t ) ; и и . . . ,  um) е  F ( n ^ N " ' ) .  
Тогда
max j [LhUh]j  — v ( j h)\->0 (ti<=N"'),
j—0.....n '
и, ввиду ( 1 1 ) и ограниченности коэффициентов «/<(/), также
max — f ( j h )  |->0 ( n ^ N " ' ) ,  ( 12 )
.i= 0, i , ... . , 1 1 ' '
где функция [ e  C[ —о , 1 +  т] определена равенствами
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m —l
f ( t ) = v ( t ) - Z a k(t)<pM(t), O s g < < l ,
fe=ü
0 ) при / < 0 , f ( t ) = f {  1 ) при / > 1 .
Теперь, впервые, прибегаем к условию (с) из п. 2.2 — из имп­
ликации (С4) в комплексном виде и сходимости ( 12 ) вытекает,  
что
max I[dhmuh]q — f(qh)\->- 0 (ti<=N"').
q = —a, n+x—h
Последовательным применением леммы 2 при k — т — 1, 
т  — 2 , . . .  , 0 установим, далее,  существование функции гр из 
C<™'[—а, 1 + т ]  такой, что для k =  0 , l ,  . . .  , т имеет место 
сходимость
max \[dhhuh]q — ipWiqh) 1-^0 ( t i ^N" ' ) .  (13)
q——a, n+x—h 1
Учтя (13) и сходимость разностных выражений д кп к произ­
водным, получим
P-\im xn =  u( t )  = х  <= Е ( н е  N"' сz  N" cz /V'),
где и =  TipQ, а — сужение функции на отрезок [ 0 , 1 ] и 
оператор Т определен равенством (10).
3.10. В [ 5 , 7 ]  оценки скорости сходимости выражены через
Еп= шах шах \\[QnÄ(Ä) — Ап {Х)Рп ]е\\рп,
)Л -Я 0|= 6ееЕ ./(А Д 0), Ц,е|| =  1
где Яо — собственное значение задачи (П> õ  — некоторое до­
статочно малое положительное число, а /(Л,  Я о) — корневое 
подпространство оператор-функции А(Х) в точке Яо- Чтобы по­
лучить из этих оценок оценки теоремы п. 2 . 3, достаточно знать, 
что / (Л ,  Яо) конечномерно и функции е  из / ( Л ,Я о )  принадлежат 
классу C(m+̂ [0 , 1 ] при /г ^  0 , если только все коэффициенты 
«/<(/, Я) по крайней мере /л раз непрерывно дифференцируемы 
по t е  [ 0 , 1 ].
§ 4. Анализ условия (с )
Пусть выполнены все условия п. 2.1.
Рассмотрим дискретизации и dhm старшей производной
в задаче ( 1 ) как  линейные операторы из нормированного 
пространства
Uh= { u h \ u h = (uh-a, . . . ,  « V t ) e R m+n+1, 1|ил11ст*=||нл1|т } 
в нормированные пространства 12
12 Напомпим, что, по определению, сг +  г — м ;  значит п +  г — ш - -  
— п — о.
15 Т руды  по м а тем а ти к е  и м ехан и к е X V II 22т
Vh = { ü/l| v h =  (UV  • • •, vhn f^ .  Rn+1, ||t>/l||vh=  m ax |у -̂(}
j= 0,..., n
И
Wh= { w h I w h=  [wh- a, w hn-a) e  Rn+1, \\wh\\w h=  m ax :| ;̂V|},
q = —a , ..., n —а
соответственно. Учитывая (5),  можно писать, что
Dh(m) = B hdhm, (14)
где Bk — матрица порядка (п +  1 ) X  (п +  1) * в которой в 
/-ой строке на (/■+/?+ а) — том месте стоит коэффициент Ьр, 
соответствующий применяемой в точке t =  jh  формуле из на­
бора (Н' ) ,  а остальные элементы — нули. Поэтому
\\Bh\ =]\( bitк)nj,fe=oll= max 2 \ Ь ^ т г х 2 \ Ь р \ < с ,  (15)
i=°....\ = 0  р=-г
здесь второй максимум берется по всем дискретным аналогам 
производной порядка т  в наборе (Н') и он конечен ввиду ко­
нечности набора.
Предложение 1. Условие  (с) равно сильно  у с л о в и ю :
( s ) : матрицы Bk при вс ех  достаточно больших п обратимы, и
ll-ß/Г1!! ^ C i  =  const. (16)
Д о к а з а т е л ь с т в о .  Импликация (s) =>- (с) очевидна. 
Пусть условие (s) не выполнено: существует подпоследователь­
ность {wh : i i e F c N }  с w h <= Wh и \\wh\\w n =  1 такая ,  что 
||Л/,£|У,1||у» ->- 0(п  е  N' ) . Рассматривая последовательность 
{uh : п е  N'}, где dhmuh — w h, заключаем,  что тогда не выпол­
нено также  условие (с).  (Уравнение dkmuh — w h всегда разре­
шимо: можно последовательно определить dhhuh, k =  m  — 1 , 
m  — 2 , . . .  , 0 , приняв, например, uhq =  0 при q =  —а, . . .  , 
. . .  , m  — о  — I).
Условие (s) формально уж е  не связано с порядком диффе­
ренциального уравнения (1) — те же матрицы В/, могут полу­
читься при разных т. Алгебраический анализ условия (s) про­
веден в [2 ] ,  п. 10.7 (в предположении, что во всех узлах  сетки, 
кроме конечного числа крайних, пользуются одной и той же 
формулой из набора (Н' ) ) .
Предложение 2. Условие  (с) равно сильно  у с л о в ию
с- i  W D k ^ u H v ^ W d h ^ W w ^ C i  \\DhWuh\\v\ V «'1 G Uh. (17)
Д о к а з а т е л ь с т в о .  Неравенства (17) следуют непосред­
ственно из оценок (15) и (16). Из неравенств (17) и представ­
ления (14) ,  в свою очередь, следуют оценки (15) и (16).
13 Условие (К) то ж е  самое, что в [2 ] ,  стр. 145.
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Предложение 3. Условие  (с) равно сильно  у с л о в ию  |3:
( К ) : разностная з а д ача  Коши
DhWuh= v h,
u)l—tj= . . . =  Û m—o-1==0,
имеет для  почти в с ех  п при вс ех v h е динственное  р еш ен и е  ик, 
для  которого
1|иЛ11и * < с  1|и?1||И.
Д о к а з а т е л ь с т в о .  Определим
Uhо =  {uh I uh e  Uh, Ф -ir =  . .  . = и нт- а- 1==0}, 
и заметим, что для векторов uh из Uh0 имеет место оценка 
шах |-[дл*иЛ] 9|< max ,  \[dhmuh] q\ =L — -  о, .... n+x—ml L J  -Mq=—o, n+x—k
=  1 ( [ dhmUh]-o,  [dhmuh]n-a)\\wh. (18)
(В этом нетрудно убедиться последовательно для k =  m — 1, 
m  — 2, . . .  , 0) .  Заметим также,  что формула (14) остается в 
силе, если рассматривать £Ут ) и дит к ак  операторы из Uh0 в 
Vh и из Uho в Wh соответственно.
Учитывая предложение 1 , покажем,  что условие (К) равно­
сильно условию (s) .  Импликация (s) =>- (К) следует из опреде­
лении и оценки (18). Если же условие (s) не выполнено, то 
(см. доказательство предложения 1 ) существует подпоследова­
тельность {uh : п е  N' cz N} с ин из Uh0 и такая ,  что
\\dhmuh\\w*=\, \\DtSm)uh\\vh-+0 {heeN'),
т. е. не может быть выполнено условие (К) .
В ходе доказательства предложения 3 мы указали,  что в 
условии (s) не важно,  рассматриваются ли векторы и1г из Uh 
или и \ .  Из доказательств предложений 1 и 2 видно, что тогда 
это не важно также в условии (с) и в неравенствах (17) соот­
ветственно. Следовательно, имеет место
Предложение 4 .Е сли  в у сл о вии  (с) или в неравенствах  (17) 
рассматривать только векторы uh с  uh- a =  . . .  =  uhm-a-\ =  0 , 
то получим условия ,  равно сильные  у с л о в ию  (с).
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D I F ERE NT SME ET ODI  K O O N D U V U S E S T  M I T T E L I N E A A R S E T E S  
O M A V Ä Ä R T U S Ü L E S A N N E T E S  L I N EA AR S ET E  
D I FE RE NT SI A A L V Õ R R A N D I T E  KOR RAL
O. Ka rm a
R e s ü m e e
Rakendusena operaatorite r egu laa rse  koonduvuse üldise le  teooriale [4, 5, 8] 
nä ida takse  diferentsmeetodi koonduvus hari l ike l ineaarsete  d i fe ren ts iaa lvõr­
randite om aväärtusü lesannetes  (kusjuures parameeter võib esineda nii võrrandi 
kordajates kui ra ja t ing im ustes  m it te l ineaarse lt ) .  On tu letatud ka koonduvus- 
k iiruse asümptootl ine h innang  n ing puudutatud omavektorite koonduvust.
A B OU T CON VER GEN CE OF D I F F ER EN C E METHOD IN NONLINEAR 
EI GE NV ALU E P R O B L E M S  OR LINEAR D I F F ER EN T IA L  EQUATIONS
O. Ka rm a
S u m m a r y
The article can be conceived as an example of us ing  the genera l  theory of 
regu la r  approximation of operators [4, 5, 8 ] ;  together with the genera l  theory 
it is an example of some methodic to prove theorems of convergence for diffe­
rence methods (see [3, 6, 8 ] ,  cf. [1, 2, 7])
Here we prove a theorem (see section 2.3) about the convergence of the 
difference method in e igenva lue  problems for o rd inary  l inear differentia l  equa ­
tions (the parameter can occur in coefficients and in boundary  conditions in ?. 
nonlinear w a y ) ;  asympthotic  estimation of the velocity of the convergence 
is also derived, and convergence of e igenvectors is touched on.
We use a rb itra ry  converg ing  discrete approximations of derivations, the 
additional condition of some consistency — condition (c) in section 2.2 (also 
see § 4) — is required only for the approximation of the h ighest  derivation. 
The only  diff icu lty  of the proof is to show (in sections 3.8, 3.9) that the 
approximation of operators is r egu la r  (for definition see section 3.5) — it 
is the condition (c) is used for. All proofs can be carried through in more 
genera l  cases,  also (see, c. g., remark 2 in section 1.4).
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ОБ ОДНОМ СЕМ АН ТИЧЕСКОМ  А Л Г О Р И Т М Е
М. Койт
Кафедра математической статистики и программирования 
§ 1. Введение
В статье [1 ]  применяется некоторый метод моделирования 
семантики. Для  этой цели вводятся понятия семантики, утили­
тарной семантики и элементарно-утилитарного язьжа как  пары, 
состоящей из утилитарной семантики и элементарного алгорит­
ма. В виде элементарно-утилитарного языка  можно предста­
вить, например, определенное подмножество индексов универ­
сальной десятичной классификации (УДК) .
В данной статье приводится некоторый, т. н. сохраняющий 
алгоритм Z[£), 21], и определяется утилитарный язык как  пара, 
состоящая из утилитарной семантики и сохраняющего алгорит­
ма. Строится модель УДК в виде утилитарного языка.
Пусть заданы алфавиты
£> =  {Ai, А2, . . . ,  Ап:, Ri, Rz, . . . ,  Rm}
и
$ =  ( « 1, ä 2, • • •, а Р},
причем £> П -t =  0 .
Определение Алгоритм Z [£ ,  ?f] называется семантическим,  
е сли
1° алгоритм применим к любому  непустому кортежу алфа­
вита £> и превращает е г о  в некоторый кортеж алфавита 3f;
2° кортеж Z(M) Ф А  тогда и только тогда, к о г д а  М <=$£*, 
г д е  ÜW* — утилитарная семантика ( [ 1] ,  стр. 264).
Семантический алгоритм одновременно является и лингви­
стическим алгоритмом из алфавита £) в алфавит 2f (см. [ 2 ], 
стр. 105).
Если Z[C,  2l] — семантический алгоритм и М е  9Л*, то 
Z(M)  будем называть представлением  понятия М в алфавите 9Г.
Определение 2. Семантический алгоритм Z [0 ,  ?f] называется  
сохраняющим, е сли
Z (М ) =XiLliiXzp.2^3̂ 12̂ 4 ( 1 )
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для  лю б о г о  понятия  М е Ж г \ 0 *, г д е  ^ иц 12 — Z (М1) и 
f i2 =  Z(M2), а Яь Яг, Яз и Л\ — некоторые (в частности, пустые) 
кортежи алфавита 9Г.
Отметим, что элементарный алгоритм ( [ 1] ,  стр. 265) яв ля ­
ется сохраняющим алгоритмом.
Определение 3. Пара (№?*, Z[D,9f ] ) ,  г д е  Ж* — утилитарная 
семантика и Z [C ,2 l ]  — с охраняющий алгоритм, называется ути­
литарным языком.
В частности, элементарно-утилитарный язык является ути­
литарным языком.
§ 2 . Сохраняющий алгоритм Z[■£),?[]
Д л я  построения алгоритма Z[£), ?[] пусть заданы:
1 ) представления о  j всех простых понятий Д :1- g  8 *, т. е. 
кортежи алфавита 9t, в которые алгоритм Z[C,  9f] превращает 
соответствующие простые понятия;
2 ) представления
Z (RiAjAu) =ÄilOjilA,2lOhh3'löj2lA'/ll (2 )
понятий RiAjAk е  ($*, где о ц г’(7.)2г =  oj  =  Z(A}) и ah =  Z(Ah), 




Тем самым множество &* распадается на два  непересекающихся 
подмножеств и ©*2. Если для М е  выделено начало (3) 
соответствующего представления Z (М),  то M e  (Ф*1, а если вы­
делено начало (4),  то М е  й * 2.
Предлагаемый алгоритм Z[£), 91] для образования представ­
ления в алфавите 9Г некоторого (произвольного) понятия исхо­
дит из представления определенного простого понятия и посте­
пенно заменяет представления Oj простых понятий Aj представ­
лениями определенных понятий RiAjAk е  (^*. Подкортеж о ц г 
представления Oj при этом заменяется выделенным началом и 
подкортеж (Т;2г — оставшимся концом заданного кортежа (2 ).
Например, пусть для некоторого понятия М =  M lAjM2 име­
ем Z(M) =  Q\0j\iQ20j2iQ3 и пусть RiAjAh е  1. Применяя пред­
лагаемый алгоритм к понятию N =  M {RiAjAkM2, получаем:
Z (N) =@\Л1гв ц гЛ2г(УкЛзго2оз2г1^дз.
Если, однако, RiAjAk е  (^*2, то получаем:
Z (N) =  giÄi* о  ji1 q2̂ 21 <7ЬЛз* с  jtfhi1 @з-
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Д л я  алгоритма Z[ £ , i f] мы имеем следующие алфавиты: 
входной алфавит £); 
выходной алфавит 
вспомогательный алфавит
{т , • • •, Ы  U ©' U О" U Г  U 31",
где О'- =  {Л !г, Л2Г, .. .  , Anr; Ri r, R2r, • • • , Rmr} и Str =  
=  {air, « 2r, . . .  , «p r} при r =  ’ или r =  ”, а О" U 
U { « 56, W5 7 , •••  , « 60} — вспомогательный алфавит алгоритма 
2 Д О ,  &У U {<̂ 1 « 2 } ].
. Первые формулы подстановки алгоритма Z[£), 91] совпадут 
с формулами подстановки алгоритма Zx[£), £У U {<»1, <о2} ], кото­
рый применим к любому непустому кортежу алфавита £> и пре­
вращает любое понятие М e  9JJ* в его разложение в алфавите 
С 7 IJ ( « 1, 0)2}, а все остальные (непустые) кортежи алфавита Ö — 
в пустой кортеж ( Ш ,  стр. 278—283).  Отметим, что тем самым 
алгоритм Zi[£), O' (J {«ь<«2} ] оказывается семантическим алго­
ритмом.
В формулы подстановки из множества (5) войдут некото­
рые подкортежи алфавитов { « 4б} или ( « 49} (см. стр. 232). 
Длина соответствующего подкортежа совпадает с длиной кор­
тежа ffji\ если рассматриваемый подкортеж находится слева от 
буквы « 55, и с длиной кортежа a t f  в противном случае.
С х е м а  а л г о р и т м а  Z[£), 3f]:
Zi [  0 , £У (J {coi, (02} ]
{ ^>A i A j'<t)iAk —>- А / A j'(o3(oiAh' (Ai, Aj, 4 e 6 )
{ ^ > o itR i'  —>• R i  (oî > < oiiA  /  —>■ A  / « 4
/ > £ / > « 9  (OdRi'^> A j'(Og —У (OgA/ ̂ > A j ' 0)8 (OsA j'
* ^>Ri (0%- -̂ (08(0̂ Ri
>  « 8 « 9  - >  i« 9 « 1 4
(/?; EE 9t, /4 j €= ©)
1 (Ri ЕЕ 91, Л , ' Ё 0 ; k =  15, 16)
> « 1 6 « 1 5  /1
R i (О7 ->■ 6)7(t)ieR i' A  j ' (Ol —>• СО7СО15Л
(i?i e  9t, Лj <= ©) 
( t = l ,  2, 5, 14, 18, 22)
« 9  ->■ « 1 0
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{  >  Ü ) 2 H Ü )  i  — >  C Ü 2 3 ( JÜ i
C02.6C022 0)23(02G^> OJ2&CO1 - >  6J26  ^ >  '<^26 ~ Л Cl>43 Ct>40
(/ =  23,  33)
{ /<И30 Л  j ' 0)30 - <j03qA j '
{  ^> 0)Ц(х)30 0)30(0h
(ЯгЕЕШ, ^ - G g )  
( k = l ,  2 , 18, 22 )
Cl)30 — (t>27
№ e S * )  
(/ =  28, 31, . . . ,  34, 40)
Алгоритм Z[£ ,  91] является сохраняющим. Доказательство 
этого факта принципиальных трудностей не содержит, но, по­
скольку оно довольно длинное, мы его опускаем.
В качестве приложения рассматриваем один пример утили­
тарного языка.  Предлагаемый язык (9Л1*, Z ^ C V / l1]) является 
упрощенным вариантом УДК.
Пусть заданы алфавиты
Обозначим 212 =  911 У {х}.
Начинаем с построения утилитарной семантики 9Л*1. Д л я  
этого задаем множества 2>\ З 1* и й 1*. Одновременно приводим 
и представления понятий множеств и W1 , чтобы затем по­
строить сохраняющие алгоритмы Z [ £ ],9f2] и Z1 [D 1, 9Р ]•
Пусть множество ® 1 состоит из множества парапонятий
и множества простых понятий З 1*. Множество 2 1* пусть, в 
свою очередь, состоит из следующих подмножеств [3 ] :
З 12 - [АI2, Л22, . . . , Лю2} — основные индексы УДК, пред­
ставлениями которых в алфавите 2(2 являются:
Z ^ i 2) =  lxx,  Z (Л22) = 2хх, . . . ,  Z (Л92) = 9 х х ,  Z ( A J ) =  Охх;
- 13 — {АI3, Л23, . . .  , Лю3} — общие определители времени; 
представления:
Z ^ i 3) = « l » ,  Z (Л23) = « 2», . . . ,  Z (Л93) = « 9 » ,  Z (Лю3) = « 0 » ;
2 1:2 =  {Л^, Л24, . . . , Лю4} — специальные определители со 
знаком —; представления:
Z( A^ ) =  — lx ,  Z ^ 24) = —2 х , . . . ,  Z(A9i ) = -  9х, Z { A ^ ) = —Ox; 
Z (Лю4) — —Ox;
0 115 r= {Л i5, Л 25, , Люо5} — общие определители языка;
§ 3. Пример
где а =  1, 2, 3, 4; b =  5, 6 ; с — 7, 8 , 9, 10, и
Я' =  {1, 2, 3, 4, 5, 6 , 7, 8 , 9, 0, =  (, ), «,  », ;+, :}.
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представления:
Z ( ^ i 5) = : = 0 1x, Z (Л25) = — 02x, Z(A995) = ~  99x, Z ^ i 005) =  
~ 00x;
S '6 =  (Л )G, Л/’, , Люо6} — общие определители народов; 
представления:
Z(Ai6) =  ( — 0 1 ), Z (Л26) =  ( z z 02 ), Z(A99«) =  ( — 99),
Z (Л1006) =  ( “ 0 0 );
S '17 =  {Л i7, Л 27, , Л 97} — общие определители формы; 
представления:
Z (Л!7) =  ( 0 1 ),  Z № )  =  ( 0 2 ), . . . ,  Z (Л97) — (09),
018 =  i8t Л28, . . . , Л98} — общие определители места;  
представления:
Z (Л^) =  (1) ,  Z (Л28) =  ( 2 ), . . . , Z ( A 9*) =  ( 9);
019 =  д  л 99} — общие определители точки зре­
ния; представления:
Z (Л19) =.001х ,  Z (Л29) =  .002х, . . . ,  Z (Л99) =  .009х;
{Л!10, Л210, , Л910} — специальные определители со10
знаком .0 ; представления:
Z (A i10) = . 0 1 х ,  Z (Л210) =  .02х, . . . ,  Z (Л910) =  .09х;
®|П =  {ЛИ1} — общий определитель с дефисом; представ­
ление:
Z ( A i ^ ) = —  05х.
Итак, множество 2 '  состоит из 10 парапонятий и 267 про­
стых понятий.
Приводим теперь множество 051*, вместе с представлениями 
его элементов (понятий) в алфавите 512. Прибавлением буквы 
«55 вспомогательного алфавита 9* отметим выделенные начала 
соответствующих представлений, а за рг(^) обозначаем проек­
цию кортежа д  алфавита 3t2 U {0̂ 55} на алфавит ?f2. Кроме того, 
введем обозначение:
хх, если k =  2\ 
х, если k =  4, 5, 9, 10, 11;
), если k =  6, 7, 8 ;
», если k =  3.
Пусть множество (V* состоит из следующих понятий: 
RiAihAj\ где k =  2 , 3, . . .  , 11; Aih е  0 lft и Aj <= 0 11, при­
чем
Z(RiAihAil ) = р г  (rjiho)5^ih) ,
Z(RiAihA21) = р г  (г]1к(оьъ2£к) ,
Z (R iA ihA9l ) = p r(?] ihoj5b^^h),
Z(RiAihAwi) = p r ( r ] i h(o5bO£h) и п Н к= г (А * ) - ,
R2Ai2Ai7, где Л г е З 12 и Л, 7 е 0 17, причем
Z ( R z A M f )  =  p r  ( « 55Z ( Л / ) Z ( Л j 2 ) ) ;
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RhAi2Ajh, где Ai2 1= 3 12 и A/> e  8 1;\ a h =  3, 4, . . .  , 11, при­
чем
Z(/?ft4 t 24 / 1) =рг(?уг2х « 55̂ (Л / 1)х )  и rji2xx=Z(Ai2);
/?12Л г-2Л ;2 и /?|3Л/2Л ;2, где Л,-2, Л j2 е  З 12, причем 
Z (Ri2A M ? )  =  pr (Z (Ai2) + Z  (Л j2) W55) И 
Z (/?13Л,2Л/) =  pr (Z (Л*2) : Z (Aj2) co55) .
Множество ЭД?1*, построенное при помощи заданных мно­
жеств З 1* и по определению 2 из [1] ,  стр. 264, •— утилитар­
ная семантика.
Схему сохраняющего алгоритма Z [ £ ’ , 212] мы получаем из 
схемы, приведенной в § 2 , подставляя вместо кортежей алфави­
тов С и ")\ соответствующие кортежи алфавитов О1 и 512. Отме­
тим, что понятия R]AihAj\ R ]2Ai2Aj2 и 7?13Л,-2Л j2 множества W1*, 
где k =  2 , 3, . . .  , 11 ; простые понятия Л ^ е З 1̂ ; Л ;1 е @ п и 
Л г2, А -,2 е  З 12, принадлежат к подмножеству (V *1, а все осталь­
ные понятия множества OS1* -— к подмножеству Ö1*2.
Алгоритм
Zl [€)1, 5t1] =  Z [ 0 1, 312] > х - ^ Л ,
схема которого получена из схемы алгоритма Z [D ! ,3t2] добав­
лением одной формулы подстановки >> х -> Л в качестве послед­
ней, тоже является сохраняющим алгоритмом. Следовательно, 
пара (äft1*, Z1 [О 1,9С1 ] )  — утилитарный язык.
Тем самым построена модель УДК в виде утилитарного 
языка.
Применяя к некоторым кортежам алфавита О1 сохраняю­
щий алгоритм Z1 [ 0 1, 2С1 ], мы получаем следующие результаты
— индексы УДК (см. [ 3 ] ) :
Z1 (/? ! ?̂ j Л 52Л ! 1Л з1) = 5 3 1  (общая механика, механика твер­
дых тел),
Z1 (/? , Л 5 2Л з1Л j1) = 5 1 3  (геометрия),
Z1 (RXR {R XÂ 2A>}A^A^) = 5 1 3 3  (стереометрия),
Z1 (/?1/?1У?1/̂ 1Л52Л4,Лз1Лз1ЛI1) =  51334 (многогранники),
Z1 (Ri:iRiRiA\Q2A£A\lR\A\Q2Abx) =  016 : 03 (библиография эн­
циклопедий) ,
Z1 (RzRxA^A^AJ)  =  54(05)  (журналы по химии),  
Z^R'jRbRsRbRiRiRtRiRiAeZAMMMMz'A^AsMmbRiAjAs' )^ 
=  62911 3 ( 0 3 8 ) ~ 0 0 ~ 3 0 ~ 4 0  (немецко-французский автомо­
бильный словарь) ,
Z1 (7?4/?1Л62Л21̂ 1Л54Л21) =  62—52 (автоматические управляю­
щие устройства),
Z1 (R\2R \ R i Л 52Л 71 Л з1/? \ R 1Л 52Л 81 Л з1 ) =  537 - f  538 (электриче­
ство и магнетизм) .
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Ü H E S T S E M A N T I L I S E S T  A L G O R I T M I S T  
М.  Koit
R e s ü me e
Artiklis  defineeritakse semantil ine a lgoritm , selle  eri j uht sä i l i t av  a lg o ­
ri tm j a  u t i l i taarne  keel kui u t i l i taa rsest  sem ant ikas t  ja  s ä i l i t avas t  a lgoritm ist  
koosnev paar. Tuuakse sä i l i t ava  algoritmi Z[D, §t] skeem. V aade ldakse  UDK. 
indeksite hu lga  esitust u lt i l i taa rse  keelena ja  näite id sä i l i t ava  a lgoritm i raken d a ­
mise kohta.
ÜB ER  EINEN S E M A N T I S C H E N  A L G O R I T H M U S  
M. Koit
Z u s a m m e n f a s s u n g
In dem Artikel werden der semantische Algorithmus, der erhaltende A lg o ­
ri thmus als sein Sonderfa ll  und die ut i l i tare  Sprache definiert. Es wird das 
Schema des erhaltenden A lgorithmus Z[D, S t ]  gegeben. Demnach wird die 
Menge der UDK-Indexe in der Form einer ut i l i taren  Sprache dargeste l l t ,  und 
es werden ein ige Beispie le für die Anw endung des erhaltenden A lgorithmus 
betrachtet.
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ОБ УСТОЙЧИВОСТИ П РЯМ ОУГО ЛЬНО Й ПЛАСТИНКИ
JI. Роотс
Кафедра теоретической механики
Рассматриваем прямоугольную пластинку со сторонами а и 
b (рис. 1), весь контур которой свободно оперт. На пластинку 
действует на одной паре параллельных сторон сжимающая на­
грузка  интенсивностями соответственно р и в р  (0 ^ ( 9 ^ 1 ) ,  
на другой паре параллельных сторон тангенциальная нагрузка
Ь] Ih-
Р и с . 1.
интенсивности q. Из условия равновесия пластинки следует
» = . - £ ( 1 - в ) Р.
Под действием нагрузки в пластинке возникает неоднородное 
напряженное состояние
Хх= -----y [ ß — 0  — @)х],ап
У у = О,
где h — толщина пластинки.
Дифференциальное уравнение устойчивости для рассматри­
ваемой пластинки имеет вид
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p d2w
S7̂ w = —- ~ - [ a  — {l — в )х] -aD dx2'
о d2w
{1 — в){Ь — 2у ) — —- ,  , ( 1)
aD dx dy
где D — цилиндрическая жесткость; к этому уравнению принад­
лежат  граничные условия
ш==0 , У 2ш =  0 (2 )
на всем контуре пластинки.
Решая уравнение (1) приближенным Методом Галеркина,  з а ­
даем прогиб w  в виде ряда
“ . пглх . плуw =  У] атп s m --------s m — — , (3)
a b
171,71 =  1
каждый член которого удовлетворяет условиям (2).  Д л я  коэф­
фициентов атп получим, согласно используемому методу, сис­
тему линейных однородных уравнений
а Ъ
О 0 т ,п =  1
пглх плу  
s i n -------- sin
D \ а ' a2 J а b
р (  1 — в )  /f п пхпл2 тлх пл у  1(b — 2 у )— -— co s --------cos — г XaD ab
iftX j ли 4
X  s i n ----- - s i n—~ d x d y = 0 (i, / =  1, 2, . . . )a b
или
oo со
UijAij-j- JE amjBmjJimi~\~ JE ClUinCmnJ2rn ClmnCmnJ
>n=l m,n— 1
OO J
Л  QmnDmnJlmiJ3nj== 0 ( i , /= 1 ,  2, . . . ) ,  (4)m:n—{
где
, ab Г лЮ I ;> . a 2 \ 1
4(1 — ß )  I ~~pci?~ \ ) l2\
btn2
Bmt~  2a ’
С  nin == tTl tl,
n  2 mn
b
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J 1 mi 4 ’
2 аЧт 
Jl2(i2 — т2) 2
r 0 .
е с л и  i =  m.
[ ( — J ) г + т —  J j  если i=/=m,
'2 mi




-----— ------------Г ( — 1 ) i+m —  n
(т 2_ г'2) Ц  >
bj
я 2{п2 — j 2) 
b2
4 j n  ’ 
b2j





если j = n ,
если ] ф п .
Уравнение для критической нагрузки получим, приравнивая 
нулю определитель системы (4).
Т а б л н ц а 1
1,0 0,8 0,6 0,4 0,2 0,0
а 2ркР
лЮ
4,00 4,41 4,88 5,30 5,74 6.09
Вычисления проводились в случае квадратной пластинки 
(b =  а).  В таком случае
° 2 г лЮ i p  I m i  р-1





Найденные результаты представлены в табл. 1. При получении 




RISTKÜLIKULISE  PLAADI STABI ILSUSEST
L Roots
R e s ü m e e
Artiklis  v aade ldakse  vab a lt  toetatud r istkülikulise  p laad i  kri i t i l ise  koor­
muse leidmise ü lesannet juhul, kui p laad i le  mõjub kontuuril nii normaalis ih i l ine  
kui ka tangen ts iaa ln e  koormus (vt. joon. 1). Galerkini meetodil le itakse võr­
rand kriit i l ise koormuse jaoks ; arvu liste  tulemusteni on lahendus viidud ru u ­
duku ju l ise  p laad i  puhul.
ON THE B UC KL ING  OF R EC T A N G U L A R  P L A TE S  
L Roots
S u m m a r y
In this paper the buckling  of a s imply supported rec tangu lar  p late  under 
a combined load ing  (see fig. 1) is considered. In the case of a quadrat ic  plate 
the approximate solution by us ing  the Galerkin method is found.
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К ОСЕ С ИМ М ЕТ РИ ЧЕ С КОЙ Д Е Ф О Р М А Ц И И  
Ц И Л И Н Д Р И Ч Е С К О Й  Д В У Х С Л О Й Н О Й  ОБОЛОЧКИ
Э. Са к к о в
Кафедра теоретической механики
Введение
Настоящая статья является продолжением работы [1] ,  где 
были выведены уравнения послекритического выпучивания ци­
линдрической двухслойной оболочки постоянной толщины h, р а ­
диуса R и длины 2L. К оболочке была приложена сжимающая 
сила Ti, из-за которой осуществляется осесимметричный прогиб 
цилиндра. Д л я  решения поставленной задачи был предложен 
метод последовательного нагружения.  Согласно этому методу, 
на каждом этапе нагружения производится сравнение интенсив­
ности деформаций с ее значением на предыдущем этапе, что 
позволяет определить те значения напряжений и деформаций, 
при которых в рассматриваемой точке оболочки начинается раз­
грузка.  Д л я  реализации предложенного метода все уравнения в 
[ 1 ] были представлены в дифференциальном виде, причем диф­
ференцирование производилось по некоторому неубывающему 
параметру.  Интегрирование системы уравнений равновесия ци­
линдрической оболочки осуществлялось методом Бубнова—Га­
леркина. Обычно, как  мы знаем, задачи теории пластичности 
ведут к нелинейным алгебраическим системам уравнений, ре­
шать которые довольно сложно из-за вычислительных трудно­
стей. Система уравнений (2.13) из [1 ]  является линейной отно­
сительно приращений параметров прогиба, что позволяет повы­
сить точность интегрирования уравнений равновесия.
В данной работе представлены некоторые численные резуль­
таты, характеризующие деформацию свободно опертых и жестко 
защемленных цилиндрических оболочек. Предполагается,  что 
оболочка имеет какой-то начальный прогиб W0. Присутствие на­
чального прогиба является  существенным для реализации ме­
тода последовательного нагружения.  Кроме того, известно, что 
все реальные оболочки имеют более или менее заметные на­
чальные несовершенства.
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1. Определение верхней критической нагрузки
Д л я  составления уравнения устойчивости нужно варьировать  
известные уравнения Генки— Ильюшина и найти соответствую­
щие вариации усилий и моментов.  Отличие по сравнению с у п ­
ругой задачей состоит здесь  в том, что варьированию подлежит 
и величина ai/ei.
Варьирование у  нас по существу  у ж е  проведено,  т а к  к а к  си­
стем а уравнений ( 2 .6 ) работы [ 1 ] с в я зы в ает  м е ж д у  собой при­
ращения (вариации) усилий и моментов с приращениями ( в а ­
риациями)  деформаций и кривизны.  Предполагается ,  что потеря 
устойчивости происходит при чисто пластических деформациях ,  
т. е. разргузки в момент потери устойчивости нет. В так ом  с л у ­
чае можно уравнения ( 2 .6 ) переписать в виде (во всей работе 







ST i  = A Õ £ i - \ - B Õ £ z - \ - C Õ X i ,
ÖT2 =BÕ£i-\-DÕ£2-\-FÕKi, ( 1 -1 )
• ö M i=  CÕ£i-\- FÖE'i-^rA-ÖXi,
где
A =  A ( +  ) -f- А (— ),  C =A (  +  ) - A ( ~ ) ,  ß  =  ß ( + ) + ß ( - ) ,  
F = B ( + ) - B ( - ) ,  D =  C (-{-) - j - - C ( — ) ,
( 1.2)
л i , \ 1 ( , \ 4 (A — « (  +  ) )  / 1 A ( ± )  =  1 — w ( ± )  — "7 ——;-------- 1 S i l —— £2± ^ l
3 X2e &1 \ 2
ß ( ± ) = - L ( i  _  c j ( + ) ) — —  
v '  2 1 y~ r  3 X2e s2
X ^ i M —“ £2+^1 ) ( еИ —— £i±-—-Xij , (1-3)
r> / \ 1 / 4 (,Ä -—- со ( 4 - ) ) 3 / 1 1 V
C ( ± )  =  l - * > ( ± ) -  — -------— ---------( a + T f t ± T * , )  .
Формулы (1.3) упрощаются ,  если учесть,  что в докритиче- 
ской стадии xi =  0 и е2 =  —-W =  0 . Докритическое состояние 
оболочки будем считать безмоментным,  распределение н а п р я ж е ­
ний по толщине оболочки однородным,  следовательно,
=  со(— ) =  сои. После простых преобразований получим:
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A =  2 ( 1 — w/e) — —--------- — — — ------ /V ,
V k) 3 4 a 4 2e s2(l — r n ) 2
B = T A’
C = F = 0 ,
D =  2 ( l - m ) - ~ -7 7 ̂  T7T ~ } *- гг-^
(1.4)
3  4 « U 4 2 ( 1  —  ш ) 2
В этих формулах символом обозначено критическое значение 
п арам етра  нагрузки,  символом со/, — значение па рам етра  п л а ­
стичности в момент потери устойчивости.
Так  к а к  в нашем случае  ÕTх — 0, то из первого уравнения  
системы ( 1 . 1) находим,  что
В 1 1
ÕEi =  — —  Õ£2— — —  Õ£2 =  — ÖW. (1-5)
В ыр а жен и я  для  дТ2 и дМх имеют в конечном счете вид:
3R õT2= —^ { \ —m )õW,
4 Ehd  “ 2
( 1.6)
OD 1
õM\ =  — - —-AõW".2Eh2d 2a2
Д л я  решения задачи об устойчивости нам остается написать 
дифференциальное уравнение равновесия:
dMMi , т  d2õW  , öTz Л■11 — — j— —  = и .  ( 1 ./)
dx2 dx2 R
Внося в это уравнение значение (1.6) ,  получим:
- L A õ W lv + 2 P hõ W " + 3 a H l  — m ) õ W = 0 . ( 1.8 )
Уравнение (1.8) я вл яе т с я  уравнением устойчивости рассм ат ри­
ваемой проблемы,  интегрирование которого при определенных 
граничных условиях  д ает  нам значение искомой верхней крити­
ческой нагрузки.
Отметим еще, что в случае линейного упрочнения имеют ме ­
сто следующие соотношения:
2 Р * ( 1 - Я )
1 — Q)h—-
2Рк — 3Ла2е,  ’ 
ЗЯ(1 — Л)а2е 3
1.9)
Я Ш 2Рк — ЗЛа2е в '
Следовательно;
1 2Рк ( \ - Л )  1 27Я(1 — Ä)a2e s
2 2Рк — ЗЛа2е 3 12 2Рк — ЗЛа2е & ' [ ’
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2 . Свободно опертая  оболочка
Наш алгоритм работает  в предположении,  что нам известно 
какое-то начальное состояние деформации.  Пусть  этим состоя­
нием будет решение упругой задачи,  т а к  к а к  естественно счи­
тать ,  что в начале  на груже ния  оболочка деформируется  упруго.  
Уравнение равновесия  оболочки имеет в случае  упругих дефор­
маций следующий вид:
W^ ^ 2 P W"+3 a ^ W=  W v;+ 3 a 4№0 — агР.  (2 . 1 )
Это уравнение нужно интергировать при следующих условиях :  
W{0y =W"(0 ) =0 ,
1Г ( 1 ) =  №Ш( 1 ) = 0 . '
Уравнение (2 .1 ) я вл яется  неоднородным дифференциальным 
уравнением с постоянными коэффициентами и его решение в ы ­
р а ж а е т с я  через гиперболические функции. Д л я  упрощения с р а в ­
нения с пластической задачей,  интегрируем и уравнение (2 . 1 ) 
методом Бубн ова— Галеркина ,  принимая
W =A l s m ~  £ + Л 2 s in | + Л 3 s in Щ - 1. (2.3)
С делав  это, получим
64
( л 4Н-48а4)Лю --------- а гР
л ЛA i = -
n kJc  4 8 а 4 — 8л2Р 
64 а2РА 2— ------------------------ *--------------------------- (2.4)
9я (27л :44 - 1 6 а 4 — 24л2Р) [ ’
64а2РА.=-
5 я ( 6 2 5 я 4+ 4 8 а 4 — 200л 2Р )
Отметим,  что соотношения (2.4) имеют место только тогда,  
ко гда  начальный прогиб з а д а е т с я  в виде
Wo—Ам sin — i.4 (2.5)
Деформации и кривизна срединной поверхности определя­
ются по формулам:
1 TW4 1
Алгоритм решения задачи следующий.  З а д а е м  какое-то м а ­
лое значение нагрузки Р  и по формулам (2.4) вычисляем п а р а ­
метры A j , А2, Л 3. Таким образом,  нам известно значение про­
гиба W в определенных точках  оболочки, по формулам ж е  (2 .6 ) 
вычисляем значение величин е ь е2 и х\ в этих же  с а м ы х  точках.  
В дальнейшем находим интенсивность деформаций е ; ( ± ) и 
проверяем неравенство e;(d=) ^  е * .  Если неравенство имеет 
место во всех точках  оболочки, то это значит,  что оболочка 
деформируется  упруго и все нуж ные величины сохраняются в 
памяти машины.  Теперь з а д а ем  нагрузке  Р  малое приращение 
и решаем заново упругую зада чу .  Это д ел ае м  до тех пор, пока 
впервые будет  нарушено неравенство ßz(d=) sC е * .  В этом слу ­
чае предыдущее состояние считаем за  начальное и приступаем 
к решению упруго-пластической задачи.
Упруго-пластическая з а д а ч а  решается  по алгоритму,  приве­
денному в [ 1 ] .  Если при решении упругой задачи мы з а д а в а л и  
значение нагрузки Р, то здесь мы будем з а д а в а т ь  приращение 
парам етра  А\. При решении данной задачи мы имеем дело со 
следующими параметрами.
Z2 — параметр ,  характеризующий геометрию обо- 
~£>J~ л очки,
Я — параметр упрочнения,
Лю —- параметр ,  характеризующий начальный про­
гиб оболочки,
з г -
г  — — j/,7; </ — параметр  нагрузки,
R ,e$—-— e s ' — параметр материала  оболочки.
Д л я  получения численных данных была составлена  пр ограм­
ма д л я  Э Ц В М  «Урал -4» .  Половина оболочки была разделена  
по направлению | на 20 равных частей (Л£ =  0,05) .  Д л я  п а р а ­
метров Я и e s были взяты  значения Я =  0,95 и e s =  0,05. З н а ­
чения параметров о? и Л 10 варьировались .  Так ,  например,  дл я  
стрелы начального прогиба А]0 были вы браны  значения 0,5;
0,3; 0,1 и 0,05. Координатные функции, к а к  и в случае  упругих 
деформаций,  были з ада н ы  в виде тригонометрических функций:
W7, =  s i n - j f ;  W2= s i n - ^ - l ;  W'3= s i n - ^ - f .  (2.7)
Н а р яд у  с оболочкой, имеющей начальные деформации,  р а с ­
см ат ривал ась  и идеа льная  оболочка.  При этом верхн яя  крити­
ческая  сила Pu определялась  из уравнения ( 1 .8 ).
Некоторые результаты  проведенных вычислений приведены 
на фиг. 1—3. Ш аг  изменения па рам етра  А\ был следующим 




В р а м к а х  желаемой точности оба решения не отличались друг  
от др уга ,  что свидетельствует  о том, что шаг  изменения п а р а ­
метра Аj я вляе т с я  достаточно мелким. На фиг. 1 представлена  
картина распространения волн выпучивания по длине оболочки 
по мере возрастания нагрузки.  Хар актерным  явля е т с я  то об­
стоятельство,  что сам ые большие прогибы появились не в се­
редине оболочки, а где-то вблизи сечения £ =  0,5. У кр а я  
| =  0 оболочка прощелкивалась  во внутрь.
На фиг. 2 и 3 изображена  зависимость «на грузка -прогиб»  
при значениях п арам ет ра  а 2 =  10 и а2 — 2. По этим графикам 
можно найти приближенное значение нижней критической силы 
Я,г, которое в случае а 2 =  10 оказалось  равным Рп = 2 , 8 3 ,  а в 
случае  а2 =  2 оказалось  равным Рп =  0,15.
3. Жестко защемленный цилиндр
В качестве другого примера рассмотрим жестко  з ащ ем лен ­
ный двухслойный цилиндр. Граничные условия выберем в виде:
W(0) =  W' (0 )=0 ,  
W'( l )  =  W"' (\)=0.  { ‘ '
Методика  решения задачи остается  такой же ,  к а к  в случае  сво­
бодного опирания,  отличие лишь в выборе координатных функ­






w  1 =  |4 — 4 f 4 - 4 | 2,
W2= i * ----- |-| ‘ + 4 |3 ----- j ? ,  (3.2)
i r 3= | 6 _ 8 | 4 _ | _ i2 | 3 _ 5 | 2 .
Начальный прогиб з а д а е м  в виде:
Wo=AioWi.
Некоторые полученные численные результаты  представлены 
на фиг. 4 и 5. Значения параметров А, е 8 и А]0 были выбраны 
та ким и же ,  к а к  и в случае свободного опирания.  Значения ни ж­
них критических сил Рп получились следующие:  Р н =  3,50 при 
а 2 — 10 и Рп =  0,20  при а2 =  2 .
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I DEA AL SE K A H EK I HI L I S E  S I L I N D R I L I S E  KOORIKU 
T E L G S Ü M M E E T R I L I S E S T  D EF O RM A T S I O O N I S T
E. S a k k o v
R e s ü m e e
Töös [1 ]  saadud tulemusi on arendatud edasi. On esitatud numbril ised 
resu ltaad id  vabalt  toetatud j a  j ä ig a l t  k innitatud koorikute kohta.
ON A X I S Y M M E T R I C  DEFORMATION OF A CY L IN DR I CA L  S A ND W I CH
S H E L L
E. S a k ko v
S u m m a r y
Results of the paper [1 ]  are developed further. Some calculat ions are 
carried out and numerical da ta  for simply supported and clamped shells are 
presented.
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В ЫВ О Д  У Р АВ НЕ НИЙ ТИПА КАР МАНА Д Л Я  ИЗУЧЕНИЯ 
ПОСЛЕ К РИТ ИЧ ЕС К ОИ СТАДИИ У ПР У Г О­
ПЛАСТИЧЕСКИХ Ц И Л И Н Д Р И Ч Е С К И Х  ПАНЕЛЕЙ
Э. С а к ко в
Кафедра теоретической механики
Рассмотрим тонкую панель,  равномерно с ж а т у ю  вдоль кри­
волинейных кромок.  Обозначим через а и b длину и ширину 
панели (см. фиг. 1). Рассмотрим случай шарнирного опирания 
панели по всем кромкам.
Предполагаем,  что материал оболочки несжимаем  и гипо­
тезы Кирхгофа применимы.  Кроме того, пренебрегаем влиянием 
зон упругой разгрузки  и вторичных пластических деформаций,  
т. е. считаем материал  панели нелинейно упругим. Основания 
д л я  такого предположения дают  вычисления д л я  пластинок,  где 
влияние зон разгрузки  и вторичных пластических деформаций 
в случае  свободного опирания ока залось  не существенным [3 ] .
Физические соотношения д л я  плоского напряженного состоя­
ния следующие:
у  1 V' __
Л-х ■* у — &хх,
У у  ~у Хх= -~  еуу, (1)
Z с  I
о у  __оЛу— еху,
где Хх, Yy, Ху, ехх, еху, еуу — напряжени я и деформации,  о и 
ei  —- интенсивности напряжений и деформаций.  Интенсивности 
напряжений и деформаций Oi и ег- св я заны  м е ж д у  собой неко­
торой функциональной зависимостью:
Oi =  0 ( e i ) ,  (2 )
где функция Ф определяется  из опытов. Пусть
2 h h i  h 
z* =~r z ,  X2:= — Xz, хз*=~^хз,  (3)h 2 2 2
где символами x\, x2t обозначены кривизны срединной по­
верхности панели.
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Д л я  усилий и моментов получаем после применения гипотез 
Кирхгофа и интегрирования по Z* следующие соотношения:
Т\ — —  { h e i + h x i ' ) ,
Tz-----— Ti =  —  ( h e z + h x z ) ,  (4)
S==— (Ii£s-{-hx3 ' ) ;
1 /г2
M 1 ---M 2 =  - ^ - {IlEy-^rh^i ) ,
М.Ч — {hs2~\-h>(2* ), (5)
~2 H { 1 2 . E z - \ r  •
Здесь  приняты следующие обозначения:
1 1 1
/1== f  dz*, I2=  f  —  z*dz\ I3=  [  ~z**dz* ,  (6) 
-1 1 Ci -1  
и E\, £2, £з — деформации срединной поверхности. Интегралы /j , 
/2, /з вычисляются  во всех точках оболочки численно.
Интенсивность деформаций е* определяется  по формуле
в{ — — — ~̂ z2P  (к, к) -\-2zP ( e, х ) -\-Р(е, е) , (7)
уз
где Р ( я ,  к ) ,  Р(£,  л),  Р( е ,  е) — введенные А. А. Ильюшиным [1 ]
квадратичные формы:
Р{е, е) = £ 12+ £ 1£2+ £ 22гЬез2г
Р(х, к )  = x i a-|-^i^2-h^22-(-^32, (8 )
Р  (£, Pi) =  £i^i +  £2^2+ —  £l^2+ —  £2̂ i rh £3̂ 3.
После преобразований можно систему (4) — (5) привести к  сле­
дую щем у виду :
2 h ( T 1 




( r 1 - } r 1 ) - W ,
A { T2 - T T l ) ~ ~ JbX*'' ( 9 )
ЗД с  г -£ з = —-— о — У 5x 3-;п
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h г „  h2 r I 1 \
i =  - у  № + Y  h  у K i хг ) i
h2 ( 1 \ 
hTz-\-~ J e y t ä ' ^ - — xi*) , ( 10 )
h /
м 2= т /5г 2н-т /6( ^ + -
h h6 
H = —  /5S + - — W ;2 b
где
J  4 ----*̂ 1 S  / 5 -----/2J  4> * 6̂-----/ 3  *̂ 2*̂ 5 • ( 1 1 )
Предполагаем,  что панель имеет начальный прогиб w.  Тогда  
безразмерные искривления срединной поверхности оболочки 
с в я зан ы  с прогибом оболочки следующими формулами:




О Л..2 ’ ( '
Хз =  —
2 д */2 
h d2(w  — я;0)
2 дх д у
В вы р а ж е н и ях  (12) символом w  обозначен полный прогиб обо­
лочки.
При изгибе оболочек средней толщины должны  быть у д о в ­
летворены следующие уравнения :
1 ) уравнения равновесия :
dTi dS dS дТ2
~ д ! + ~ду ' 1 Г + — °- (13>
d2Mi  : д2М2 , 0 д 2Н v г  ( и t d2w \  
~ d ^ + ~ d ^ + 2 ~ d i d ^ + T , \ kx+i j )  ^
( d2w \ d2wКи+~др- ) + 2 S  ~ d 7 d f + 4 = 0 '’
2 ) уравнение совместимости деформаций:  
d 2£i д 2Е2 0 д 2е з  ( d zw X1 ( d2w 0
(14)
/ 2 \2 /  \2
V дх du  / \ дх du J■ д у 2 ' дх2 дх д у  \ д у ' д у
d‘zw d2w dzw0 d2w0  ̂ d2{w — w0) d2( w — a>0) " 
dx2 dy dx2 dy *x dy2 v dx2
(15)
В уравнениях (13) — (15) через kx 11 ku обозначены начальные 
кривизны срединной поверхности и через q — поперечная н а ­
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грузка .  Уравнению (13) удовлетворим,  вводя  функцию напря­
жений F формулами:
d2F d2F d2F
М _  T2= h 5  =  - Лз _ г . ( 1 6 )
Перейдя  к безразмерным величинам
£___„ _ У  w ___Е
ь > V и у / 5 /» 9a b b h
a2 b2 Wo
h = — kx, h = - r k Vi w w - A
Ii h  /г
(9) и (10) можно,  уч иты вая  (11) ,  записать  в виде:
' b2 d?/2 2 а 2 d|2 / 2а2 d|2
a = 2 Ä V l ( - L ^ — L ^ ) + ^ / ä M L ,  ( 1 8 )
\ а2 d|2 2Ь2 d??2 / 2ö2 d/?2 v }
o , ? r 1 02/7 , , ö2 ( \ T - r 0)£3 =  —3/l2/4— :----- --------- bab dt; dr] 2 ab д£дг)
лл № T d2F /i* Г 1 d 2( № — \Го) , 1 d2( W — W0)
М 1 —  J 5 • ------—— У е
262 drj2 6 L о2 d£2 1 2b2 d r f
№ т d2F ¥  т Г 1  d2{W— Wo) , 1 d2( ^ — №0) М2=~—  J5 — —  /6| —------— — ----- —-Ь-
-]■
(19)
2a2 d |2 6 L Ъ2 дг\2 2а2 d f
/14 d 2F  /г4 d2( W — W0)
Н  ----------- -— Г *»5 — ТГ"^— ------ 77;—Т~ J 6'
■].
2 а 6 d|dry 12аЬ d£d??
Д л я  простоты предположим,  что q =  0. Уравнения (14) и 
(15) можно на основании формул (18) — (19) привести к виду :
2/4У 4/7+ 4 | -
/ <5V d°F \ a/ t |' d3F d3F \1
\ t i p d£dr f  / dr;  ̂ d |2 dr)  ̂ d r f  ' J
Г d2/4 d2F d2/4 d2J 4 d2f  1 
I. d|2 d|2 d£ dr; d^2 d?;2 J
-L(h ,  F ) + - j L ( h , W - W < , )  =
: — i [ L ( U 7 ,  W)— L(Wo, W0) ] - V kHW— W0),  (20)
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+ 6L (F, W) -  6 V,2F -  3L (/#, F) = 0 .
(21)
В формулах (20) и (21) символами Vh2a, V 4a ,  L(a,  а)  и L(a , ß )  
обозначены следующие операторы:
Если ограничиться упругими деформациями панели (тогда  
Ii =  const ) ,  то можно систему уравнений ( 20 ) — ( 2 1 ) привести 
к  следующему виду :
Они полностью совпадают с формулами (5.44) и (5.49) моно­
графии [ 2 ] ,  если учесть,  что там  через W обозначен дополни­
тельный прогиб, и функции напряжений работы [ 2 ] и настоя­
щей работы связаны  м е ж д у  собой зависимостью
где Ф — функция напряжений,  введенная  в монографии [2 ] .
Таким образом,  уравнения (20) и (21) являю тся  вес ьм а об­
щими д л я  изучения поведения нелинейно-упругих панелей.  К 
этим уравнениям  нужно прибавить еще граничные условия.  
Рассмотрим частный случай,  когда  кромки равномерно сжатой 
панели опираются на жесткие  ребра,  которые остаются в ходе
д 2а d2ß  д^а d2ß д 2а d2ß
д£2 дг\2 дг)2 д£2 д£дг] д%дг] ’ (2 2 )
2/4V 4/;' = ----- —[ L ( W, W ) - L ( W 0, Wo) ] — Vk2(W — W0), (23)
/6V 4( W — W0) — 6L(F, W) — 6 V /./7 =  0. (24)
Ф =  Н2Р, (25)
деформирования прямолинейными.  Кроме того, предположим,  
что к р а я  панели могут  свободно двиг ат ься  по ребрам (т. е. т ан ­
генциальные усилия по к р а я м  отсутствуют) .  Описанное опира- 
ние можно математически оха рактеризовать  следующими усло ­
виями:
если | =  0 и | =  1 , то
W=0,  Mi  =  0, Tl =  0, S  =  0, (26)
если г] =  0 и г] =  1 , то
Ц7=0,  М 2= 0 ,  7 2 =  0, 5  =  0.
Систему уравнений (20) — (21) при граничных условиях (26) 
можно интегрировать методом конечных разностей,  комбинируя 
последний с методом последовательных приближений.
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K ARM AN I- TÜÜP I  V ÕRRANDITE T U L E T A MI N E E L A S T S E T E - P L A S T S E T E  
S I L I N D R I L I S T E  PA NEEL IDE P Ä R A S T K R H T I L I S E  S T A AD I U MI
U U R I M I S E K S
E. S a k k o v
R e s ü m e e
Uuritakse  õhukese s i l indri l ise  paneeli  pärastkr i i t i l is t  staad ium i juhul, kus 
paneel on ühtlaselt  surutud piki kõverjoonseid servi. On tu letatud probleemi 
põhivõrrandid eeldusel, et koormuse languse  ja  sekundaarsete  p lastsete  defor­
matsioonide piirkondade mõju ei pruugi arvestada.
DERIVATION OF THE KARMAN S EQUATIONS  FOR A N A L Y S I S  OF THE 
PO ST - C R I T I C A L  S TAGE OF E L A S T I C - P L A S T I C  C Y LI N D R I C A L  P A N EL S
E. S a kk o v
S u m m a r y
The post-critical s t age  of the cyl indrica l panels in the case, where the panel 
is compressed a long  the curv i l inear edges is ana lysed . Bas ic  equations of the 
problem are derived. The effects of un load ing  and secondary p lastic  deflections 
are neglected.
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К ОПТИМ АЛЬНОМУ ПРОЕКТИРОВАНИЮ  Ж ЕСТКО­
ПЛАСТИЧЕСКИХ К Р У ГЛ Ы Х  ПЛАСТИН
И. Вайникко
Кафедра теоретической механики
В настоящей статье решается  з а д а ч а  проектирования ж е с т к о ­
пластической круглой пластины при условии текучести Мизеса  
принципом м а к си м у м а  Л.  С. Понтрягина.  Аналогичная  з а д а ч а  
д л я  кольцевых пластин решалась  Э. Пунгар [ 1 ] .  Постановка  
задачи в настоящей работе близка  к работе В. Фрай бер га  и 
В. Тэкиналпа [2 ] .
Рассмотрим круглую пластину р ад иус а  R, на груженную р а в ­
номерной поперечной нагрузкой q. Найдем  толщину пластины 
h (г) ,  где г — текущий радиус  пластины,  так ,  чтобы величина
/ Ms2r dr  ( 1 )
о
имела минимальное значение.  Здесь  Afs — предельный момент,  
при котором вся  пластина находится  в предельном состоянии, 
т. е.
мМа— 4 ,
где <7о — предел текучести м атер иал а  пластины.
Введем с л е д у ^ д и е  обозначения
£>=- ГК Пп JVI
(2)^ С/Д , OQtlO“т г~-
где Мг и Мф — соответственно радиальный и тангенциальный 
изгибающие моменты,  /г0 — толщина пластины в центре.
Изгибающие моменты д олжн ы  удовлетворять  уравнению 
равновесия,  которое, уч иты вая  ( 2 ) ,  имеет вид:
dni i  , mi  — m2 Qn













м* ’ ~м*’ 4
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Если считать материал жестко-пластическим,  подчиняющимся 
условию текучести Мизеса
mi2 — m 1m2+W222= ^ 4, (4)
то ( 1 ) з ам ен ятся  выражени ем  
1
/ {mi2 — m lm 2-\-m2-) д dg.  (5)
о
Надо найти решение уравнения (3) так ,  чтобы интеграл (5) 
имел минимальное значение при одном из следующих гранич­
ных условий:
1 ) для  свободно опертой на крае  пластины
mi  =  0 при д =  1 ; (6 )
2 ) дл я  защемленной на крае  пластины
mi  =  2m2 при о =  1. (7)
В центре пластины (т. е. при д =  0) должно  выполняться  
условие in 1 =  т 2 =  1. Это условие будет  использовано дл я  н а ­
хождения  критического Q*, с помощью которого,  в свою оче­
редь, можно найти
hi - У -
4 qR2
Q*oo
Условие (4) будет  затем  использовано д л я  на хождения ö, при 
желании можно затем  найти h =  h0õ.
Решаем  эту зада чу ,  применяя принцип Понтрягина.  Фазовой 
координатой выбираем х =  тл, управлением и — т 2 и п а р а м е т ­
ром t =  д 2/2.
На основе вы шеуказанно го  получим следующую зад ачу .  
Найти управлени е  и так, чтобы интеграл
1
/  (х 2— ux-\-x2)d t
и
принимал минимальное  значение ,  причем и и х удовлетворяли  
дифференциальному  у равн е нию
d x  1 i Q
------ =  — — ■ х4-— и — •— . (о)
dt  2t 2t 2
Условия (6 ) и (7) принимают следующую форму:
1 ) х =  0 при  ̂=  0,5; (9)
2 ) х = 2 и  при t = 0,5. (10)
По принципу Понтрягина д л я  решения этой за да чи  надо искать 
максимальное значение гамильтониана
Н  =  ^ и ~2^) ^  ~  х и ~̂ ~и ) ’ (  ̂ ^




ip-\-2x — u. ( 1 2 )
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Гамильтониан (11) имеет максимальное значение,  ко гда
дН Л дЧ1
“Т ~ = 0 ’ ди диг
Следовательно,  при
и = 1 7 ^ —2 х'
Принимая  управление в виде (13) ,  получаем вместо у р а в н е ­
ний (8 ) и ( 1 2 ) линейную систему
dx 1 , 1  Q




dt 2 4 1
Решение системы (14) ,  удовлетворяющее условию трансвер­
сальности гр =  0 при t =  0 , имеет вид
— —  QH — Ci,
3 (15)
тр— ------— Q t2-\-Cit.
Постоянную интегрирования С, определяем зависимо от г р а ­
ничных условий (9) или (10) .
Найдем безразмерную скорость прогиба w  =  w (q), соответ­
ствующую найденному нап ряженному состоянию. Из ассоцииро­
ванного закона течения при условии Мизеса  получим
d2w d w  
g ( 2  ntz — trii)——----- ( 2mi — m2) ——  — 0 . (16)
doz dg
Зн а я  изгибающие моменты,  можем интегрировать уравнение
(16) при граничных условиях :
1 ) д л я  свободно опертой пластины при граничном условии
(6)
dw
w== 0 при о = 1  и —— = 0  при о =  0; (17)
dg
2 ) для  защемленной пластины при граничном условии ( 7 )
dw
w =  0 и —— = 0  при , о = 1 . (18)
dg
Приведем соответствующие результаты.
1. С в о б о д н о  о п е р т а я  п л а с т и н а .  Изгибающие 
моменты имеют вид
m i = - ^ r < 3 (1 — г 2) , m2= - ^ - Q ( 7 - 5 e * ) .
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Требование,  что радиальный и тангенсиальный изгибающие мо­
менты равны в центре пластины (ту — т2 — 1 при д — 0 ) ,  дает  
д л я  нагрузки Q следующее предельное значение:
32
<?* =  — - (19)
и изгибающие моменты
5
tnl =  1 — ,£>2, т 2=  1---- — £2. (2^)
Дифференцирование уравнения ( 1 6 )  при условии ( 1 7 )  дает  ско­
рость прогиба
ш  =  а у ° ( - ^ о 4 —  ~ o 2+ l ) ,  ( 2 1 )
где Wo -— скорость прогиба в центре пластины,  которая  остается 
неопределенной при данной модели материала .
Рис. ! .
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П о д ставл яя  полученное значение моментов в формулу (4) ,  
можем найти безразмерную толщину пластины
д
12
е 2- Ы . (22)
49 * 7
Д л я  наглядности полученные формулы (20) ,  (21) ,  (22) ил­
люстрированы на рисунке 2 .
2 . Ж е с т к о  з а щ е м л ё н н а я  п л а с т и н а .  Изгибаю-,  
щие моменты имеют вид:
m i = r ^ ( 3  — 7.gz), т 2 = ~§Г (3 — 5р2).
Если требовать ,  что в центре пластины моменты равны 
f t
Рис.  2.
( т  1 =  tn2 при 0  =  0 ),  то предельное значение нагрузки
v  3 ’
изгибающие моменты




w =  Wo(\ — д 2) 2- (25)
Толщина пластины в ы р а ж а е т с я  зависимостью
и прогиб
õ  =  "|/——- — 4^2-(-1 . (26)
Резу льта ты  (24) ,  (25) ,  (26) иллюстрированы на рисунке 1.
Интересно заметить ,  что, если брать в качестве  предельного 
момента Ms величину ooh/2, т. е. считать пластину трехслойной 
(пластина состоит из д ву х  несущих слоев переменной толщины 
/г/2 и одного слоя легкого заполнителя  постоянной толщины) ,  
то полученное выше решение да ет  безразмерную толщину несу­
щих слоев, только в формулах (2 2 ) и (26) надо брать  вместо 
корня четвертой степени корень квадратный .  Полученные ре­
зул ьтаты  нанесены на рисунках  1 и 2 пунктиром.
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J Ä I K P L A S T S E T E  Ü M M A R G U S T E  PL AAT IDE O P T I M A A L S E S T  
P R O J E K T E E R I M I S E S T
I. Va in i kko
R e s ü m e e
Töös lahendatakse  jä ikp lastse  üm m arguse  p laadi pro jekteerim isü lesanne läh ­
tudes Misese voolavustingimusest ,  minim iseerides seost (1) Pontr jag in i  maksi-  
mumprintsiibil .  On leitud nii serval v aba lt  toetatud kui ka j ä ig a l t  kinnitatud 
ühtlaselt  koormatud p laad i  paksus, v as tav  p ingeseisund ja  läbipaine.
O P T I M A L  DESIGN OF R I G I D - P L A S T I C  C I R C U L A R  P L A TE S
I. Va in i kko
S u m m a r y
The present paper deals with optimal design  problems of r ig id-p last ic  
c ircular plates. The Pon tryag in  maximum principle has been used. M ater ia l  
of the p lates under consideration obeys to Mises y ie ld condition. Distribution 
of thickness, stress and deflection of s imply supported and clamped plates have 
been found.
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О Л О К А Л ЬН О М  НА ГРУЖ ЕНИИ Ж ЕСТКО -П Л АСТИЧ ЕСК ИХ  
С Ф Е Р И Ч Е С К И Х  ОБОЛОЧЕК
Я. Леллеп
Кафедра теоретической механики
Определению остаточных прогибов жестко-пластических по­
логих сферических оболочек посвящена работа  Ю. Лепика  [1 ] .  
В указанной статье рассмотрен случай локальной динамической 
нагрузки.  Представлен метод дл я  определения границ (р а з м е ­
ров) пластически деформированных областей.  В работе
Н. Д ж о н с а  и Р. М. В ал ьтер са  [ 5 ]  изучено поведение пластиче­
ских сферических оболочек под действием импульсивной н а ­
грузки,  т. е. распределенной нагрузки,  интенсивность которой 
бесконечно большая,  но вр ем я действия ее бесконечно мало.  
Остаточные прогибы найдены теоретически (приближенными 
методами)  и экспериментально.
В настоящей статье вычисляется остаточный прогиб з а д е ­
ланной сферической оболочки методами С. Калиж ск ого  [ 6 ] и 
В. Мо ралеса  [ 7 ] .  В ы р а б а т ы в а е т с я  методика  д л я  определения 
верхней оценки остаточного прогиба.  Предполагается ,  что н а ­
гр у з к а  локальная ,  а материал  оболочки — жестко-пластический,  
имеющий различные пределы текучести при растяжении и с ж а ­
тии.
§ 1. Постановка  задачи и основные предположения
Рассмотрим сферический колпачок рад иуса  R и толщины h , 
жест ко  заделанный по внешнему контуру  с центральным углом ß 
(рис. 1). Пусть  оболочка н а гр уж е н а  равномерно распределен­
ной внутренней нагрузкой,  действующей вблизи полюса на пло­
щадке  с центральным углом а. Рассмотрим случай,  ко гда  ин­
тенсивность давления р изменяется  по закону  ( t — вр е м я ) :
Д л я  простоты допустим,  что пластические,  деформации ох­
ват ыва ют целую оболочку.  Если это предположение приводит к 
слишком грубым оценкам остаточного прогиба в случае  динами-
/;0 =  const,  Q^t^- t o ,
i > t Q.
(1.1)
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ческого нагружения ,  то за  ß  можно взять  не действительный 
угол внешнего контура,  а внешний угол кр а я  пластической зоны. 
Д л я  его определения может  быть применен метод,  вы работан ­
ный в [ 1 ].
Предположим,  что оболочка изготовлена из жестко-пластиче­
ского материала ,  подчиняющегося условию текучести В. Праге-  
ра [ 4 ] .  Шестиугольник П рагера  изображен на рис. 2. Его у гло ­
вые точки имеют на плоскости глав ных напряжений следующие 
координаты:
Л ( у о с, (у — 1) о с) ; В (у Ос, у  Ос) ; С ( ( у — \)ос, у о с) ;
D( —oc, 0 ) ;  Е(—о с, — сгс) ;  F ( 0 , — о с ) ■
Здесь у  =  о  il о  с, где ot — предел текучести при растяжении,  
о с — предел текучести при сжатии.  Д л я  конкретности ограни­
чимся случаем  0 <С у  ^  1 .
Компоненты скоростей деформаций свя заны  со скоростями 
перемещений по формулам
еФ= ~ ( i>' — w ) ; к Ф =  — ~rW{v-^w')'' ,
( 1.2)
' (y-f- i t ' ) ,
R
1





где штрихом отмечено дифференцирование по (р. Поле скоро­
стей перемещений з а д а е м  в виде
cos (р — cos ß
■ 0; w  =  —wo{t)- (1.3)
1 — cos ß
где ibo(t) — скорость прогиба на полюсе оболочки. При этом
соотношения ( 1 .2 ) приобретают вид
гЬ0 cos (р — cos ß  • • —wo cos <p 
е<р =  £ в = — --------- ---------------— ■; х (р =  х в = -  p., -------------— • (1-4)R 1 — c o s  ß  R- 1 — cos ß







iW(p,0= f  OcP,ezdz.
- h/2
(1.5)




Скорость диссипации внутренней энергии на единицу пло­
щади срединной поверхности в ы р а ж а е т с я  в виде
D =  N q£((,-\-N Mqxq. (1-6)
§ 2. Предельная  н а гр у зк а  для  локально нагруженной 
сферической оболочки
Допустим, что на грузка ,  д ействующая на оболочке, имеет 
квазистатический характер .  Вычислим предельную н а гр у з к у  ки ­
нематическим методом.  Предположим,  что напряженное состоя­
ние центральной части оболочки 0 ^  (р ■< ср0 соответствует точ­
ке В на рис. 2. Вблизи внешнего контура  <р,0 <С (р ^  ß  нап ря ­
женное состояние следующее:  при —h l 2 ^  z <  г i распределение 
напряжений соответствует пластическому режи му  В , а при 
1̂ ■< /г/2 — р еж и му  Е. Величина Z\ определяет нейтральную 
поверхность,  причем
„ = j ? ..C0 S ^ - ^ .L . (2Л)
cos <р
Отсюда следует,  что
C O S /З «ч
cos у  о—  x_ k ' >
где k — h/(2R).  Переходя  с помощью соотношений (1.5) и (2 . 1 ) 
к  усилиям и моментам,  получим:
Nct> =  N e = y o ch; МЦ) =  Мв= 0 (2.3)
в центральной области 0 ^  <р <. <ро, и
1  Гу — 1 +  (1+>’) (C0S* - ” »/>) 1 ■
2 kC0S<P (2.4)
лл Л4  ° c h 2 , . Г ,  / c o s ©  — COS jö \2 1М(р =  Мв= --------—  l + y  l - ( ------ f ---------- M
о  «- \ k  COS <p > J
вблизи к р а я  cpQ <c (p ^  ß.
Скорость рассеяния механической энергии вычислим по фор­
муле
Ф о  ß
/ ) j n t= 2mRz J  D1 s in xp d<p-\-2nRz f  D2 s in <p dq)-\-2nR s in ßD3. (2.5)
О Фо
Здесь  через D, и D2 обозначены скорости диссипаций, соответ­
ствующие единичной площади срединной поверхности соответ­
ственно во внутренней и во внешней областях.  Величина
wqOc (1 -\-у) k2R s in ß
° 3 =  Щ - c o T ß ) ------ - (2<3)
представляет  собой скорость рассеяния энергии на единицу длн-
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ны шарнирной окружности при <р =  ß.  Скоростям перемещений
(1.3) соответствует мощность внешних нагрузок
п  „ ( 1 — C O S « ) ( l + C O S «  — 2 CO S / 5 )  / o v 4Dcxt= n R 2w0q --------------------------- — -------------------(2.7)
1 — cos ß
Вычисляя  интегралы в формуле (2.5) с помощью (1.4),
(1.6),  (2.2) — (2.4) и приравнивая  правые части формул (2.5) 
и (2.7),  получим верхнюю оценку дл я  предельной нагрузки
4yk ( 1—cos ß ) 2Jr  (1 + ? )  {k2— 2 cos2ß [ ln ( 1—k) -\-k ( 1 +  &) ]} q — (jc ■-------------------------------------------------------------------------------------------—-.
(1 — cos a)  ( 1+ c o s  а  — 2 cos/J) ^ . 8 )
Если в (2 .8 ) принимать a —ß,  то приходим к  результату ,  полу­
ченному Ю. П. Л петровой и др. [2 ] .  При а — ß  и у  — 1 полу­
чим из (2 .8 ) оценку дл я  предельного давления в случае  м а т е ­
риала  с одинаковыми пределами текучести,  которая  совпадает  
с оценкой, представленной в работе Е. Оната  и В. Прагера  [3 ] .  
Зависимость  м е ж д у  q и ß  представлена  на рис. 3 при некоторых 
значениях у г л а  а. При этом у  =  0,8; k =  0,05.
Рассмотрим дал ее  случай,  когда  оболочка подвергнута  дей ­
ствию сосредоточенной силы, приложенной в сечении у  — 0 . 
Обозначая критическое значение этой силы через Q, имеем
£>ext=Qwo, (2.9)
откуда  с помощью (2.7) получим верхнюю оценку 
Q = n R 2 q  i i ( l ± c o s « - 2 c o s £ ) _
1 — COS ß
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§ 3. Метод Калижского
Пусть Wc* (/' =  1, 2 , 3) — некоторое заданное на поверхности
S  не зависящее от времени кинематически допустимое поле ско ­
ростей перемещений. Допустим,  что действительные скорости 
представляются  в виде
üi =  Wo(t)Wc\ (3.1)
где ivo(t)  — функция,  з а в и с ящ а я  только от времени. Пусть  па 
поверхности ST действуют внешние силы
Ti= p ( t ) W ,  (3.2)
причем p( t )  зависит только от времени,  а 7\° — только от ко ­
ординат.  С. Калижский [ 6 ] предложил при сделанных до пуще­
ниях д л я  приближенного вычисления остаточного прогиба сле­
дующее уравнение
w o { t ) = K [ p ( t )  — q].  (3.3)
Здесь  две точки обозначают вторую производную по времени,  а 
[ T 0Wc dS
TVк _  Ш _____________ . U  int
/ oWc Wc dV 4 j  Wc dS K ' }
(V)" (St)
причем V — объем, g  — плотность материала .  В целях  упро­
щения записи в формулах (3.4) и в дальнейшем величины Wc\ 
Гг-°, а т а к ж е  щ я  Ti записываются  без индексов.  Величина q в
(3.4) пр едставляет  собой верхнюю оценку предельной нагрузки 
и D'int — скорость рассеяния энергии, соответствующую вы бран­
ному полю скоростей перемещений Wc.
Уравнение (3.3) принимает в случае прямоугольного импуль­
са вид
w o = K ( p o  — q),  (3.5)
если 0 ^  / <  t0, и
w0= —Kq, (3.6)
если t0 <  t ^  t*, где U обозначает конечный момент деформа­
ции. Так  к а к  величины К  и q в (3.5) и (3.6) согласно (3.4) 
не з ависят  от времени,  то уравнения (3.5) и (3.6) можно инте­
грировать д в а ж д ы  по времени. С делав  это и удовл етво ряя  н а ­
чальным условиям ш0(0 ) = 0  и ?/>о(0 ) =  0 , а т а к ж е  условиям 
непрерывности величин и wq в  момент времени to, приходим 
к формулам
w * = - ~ j - ( p o  — q)K,  (3.7)
U = — , - (3.8)
q
где введено обозначение w* =  w0(t*). Величина t* определено 
условием wo(t*) =  0 .
2 6 7
В случае  сферической оболочки, согласно (1.3) и (3.4)
3 (1 — c o s « )  ( 1+ CO S а — 2 cos ß)
2 fi (1 — cos ß ) 2 ’
где /z-масса ,  приходящаяся  на единицу площади срединной по­
верхности. Величина q определяется  формулой (2.8) .  С помо­
щью (3.9) и (3.7) получим дл я  остаточного прогиба вы раже н и е  
3poto2(po — q) ( 1 — cos а)  ( 1 - f c o s  а  — 2 c o s ß )
4 f iq ( 1 — cos/3) 2
§ 4. Метод М орал еса
В работе М орал еса  [ 7 ]  показано,  что д л я  остаточного про­
гиба получается  нижняя  оценка,  которая  при отсутствии нач ал ь­
ных скоростей можно записать  в виде
------- I--------[ f d S J T - ü * d t  — f d V J D * d t ] ,  (4.1)
f  gWc dV (š7) о о
(V)
Здесь допущено,  что поле скоростей перемещений за да но  в виде
ü*=W7c ( l - - ^ - ) ,  (4.2)
a t *  — ни ж няя  оценка времени деформации,  опр еделяемая  со­
отношением
Ч
t * = - L f p ( t ) d t ,  (4 .3)
^ о
где tf — действительный момент времени окончания движения .
Соотношение (4.1) можно немного упростить.  Имея  в виду  
закон на груж ения (1 .1) ,  из (4.3) получим
(4.4)
q
Так  к а к  величина D* в (4.1) соответствует  скоростям й*, то с 
учетом (4.2) получим
/* t *
/  dV f  D* d t = q  f  T*Wcf ( \ — ~ ) d t d S .  (4.5)
(V) 0 {S T) 0
Упрощая интегралы в (4.1) и (4.5) с помощью (1.1 ) ,  (4.2) и
(4.4) ,  приходим в конечном счете к соотношению
/ T°Wc dS
Из неравенства  (4.6) следует,  что при любых конструкциях типа 
оболочек, пластин и стержней,  равномерно наг руж енных  по 
всей поверхности, в случае  прямоугольного импульса  остаточ­
ный прогиб
w * ^ - ^ - ( p o  — q) ,  (4.7)2 fiq
Переходим к локально нагруженной сферической оболочке. 
В ыбирая  согласно (1.3)
w  _  cos У — cos ß
1 — cos ß
и вычисляя  интегралы в (4.6) ,  получим
potoz(po — q) (1 — cos a )  ( 1- f c o s a  — 2cos/3)
2uq ( 1 — cos/3) 2
§ 5. Верхняя  граница остаточного прогиба
Д.  Н. Робинсон [ 8 ] вывел неравенство
} dS f T w d t ^  f  Q*w dS,  (5.1)
( S r ) 0 (Š)
о ткуд а  получается  верхняя  оценка д л я  остаточного прогиба.  
Здесь Q* —• критическое значение квазистатической сосредото­
ченной силы, приложенной в точке, в которой оцениваются оста ­
точные перемещения.
В случае прямоугольного импульса  интеграл в левой сто­
роне неравенства (5.1) имеет неизменное значение при t >> t0. 
Предположим,  что
w ( t o ) = ~ - w (  0 ) .  (5.2)
Применение формулы (5.2) о п рав дыва ется  тем,  что она спра­
ведлива  во многих случаях ,  ко гда  точное решение зада чи  из­
вестно. При сделанных допущениях соотношение (5.1) можно 
записать  в виде
(S 2?)
В работе [ 8 ] формула (5.3) были применена в некоторых с л у ­
чаях,  ко гда  распределение ускорений в начальный момент д е ­
формации известно заранее .  Чтобы использовать ее в постав ­
ленной задаче ,  придется оценить начальное ускорение.
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Согласно принципу виртуальных  скоростей
Ро f  w dS  — и f  iinb d S ^ q -  f  wdS ,
(Sr ) ' (S) (ST)
(5.4)
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Рис. 4.
часть срединной поверхности оболочки, на которой внешняя 
наг рузка  не действует,  через S u. Тогда из (5.4) получим
f  [ро — q~ — y w ] w  dS  — [I J  ivw d S^ O .  (5.5)
(Sr ) (Su)
Так к а к  второй интеграл в (5.5) неотрицателен в стадии на гр у ­
жения и
f  [ро — q~ — f i w]w  dS =  w(£) f  [po — q~ — /iiv]dS,  (5.6)
(Sr ) (S3’}
где | — некоторая  точка на поверхности S T, то из (5.5) и (5.6) 
следует,  что при t ^  t0




Допустим, что скорость прогиба не меняет  свой зн ак  на 
нагруженной части поверхности оболочки. Тогда из (5.7) полу­
чим
w d S ^ P“~ r -ST. , (5.8)
(Sr ) ^
С помощью (5.8) можно (5.3) записать  в виде
. . .  ^PoUHPo-q-) с ^PotoHPo— q~)' с ,с m
— - щ , — -!'<.>■ — S r ’ ( 5 -9 )
где Q*~ — ни ж няя  граница критического значения сосредото­
ченной силы.
Несущ ая  способность ( т а к ж е  нижняя  граница ее ) ,  к а к  при 
сосредоточенной силе, т а к  и при распределенной нагрузке ,  в 
случае  поставленной задачи неизвестна.  Чтобы получить какую- 
то оценку остаточного прогиба с помощью (5.9) ,  за м ен я ем  в 
нем q-  и Q* величинами q и Q, вычисленными выше ки немати ­
ческим методом. Нельзя  однако у тве р ж д ать ,  что получившийся 
при этом результат
_____ L r . c _ £ i l ____  (5 . 10 )
f iq 1 -(-cos а, — 2 cos/3
д ает  верхний предел остаточного прогиба.
Зависимость  м е ж д у  остаточным прогибом и интенсивностью 
внешней нагрузки по казана  при некоторых значениях п а р а м е т ­
ра k на рис. 4, где у  =  0,8; а — 20°; ß  — 40°. Сплошные линии 
на рис. 4 соответствуют методу  Моралеса ,  штриховые — ме­
тоду  Калижского ,  штрихпунктирные — соотношению (5.10) .  Р е ­
зул ьтаты  показывают,  что, несмотря на свою простоту,  метод 
Калиж ского  да е т  весьма  удовлетворительные оценки остаточно­
го прогиба.
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J Ä I K - P L A S T S E T E  S F Ä Ä R I L I S T E  KOORIKUTE LOKAALNE KOOR MAMINE
J.  Lel lep
R e s ü m e e
Käesolevas töös vaade ldakse  j ä ig a l t  kinnitatud sfäär i l is t  koorikut, mille le 
mõjub ühtlaselt  jao ta tud  te lgsüm meetr i l ine  koormus pooluse lähedases p i ir ­
konnas. Eeldatakse, et koorik on va lm ista tud  m ater ja l is t ,  mille l on erinevad 
voolavuspiirid tõmbel j a  survel. Kinemaati l ise l  meetodil le itakse kandevõime 
ülempiir jao ta tud  koormuse n ing  kontsentreeritud koormuse jaoks . A na lüüs i ­
takse juhtu, kui koorikule mõjub r is tkü l ikukuju l ine  impulss. Jääk läb ipa inde id  
h innatakse Kaliszky j a  M ora les ’i meetoditega . Töötatakse v ä l j a  meetod jääk -  
läbipainde jaoks ülemise tõkke leidmiseks.
ON THE P L A S T I C  B E HA V I O R  OF S P H E R I C A L  S H E L L S  S U B J E C T E D
TO L OCAL LOADS
J.  Lel l ep
S u m m a r y
An approximate theoretical s tudy  about the p lastic  behaviour of a ful ly  
c lamped spherical shell has been undertaken. The load ing  is internal and и 
uniformly distributed one, it acts near the pole of the shell.  The mater ia l  of 
the shell is r ig id -p last ic  and has different y ie ld stresses in tension and comp­
ression. The critical va lues  for the loads in the cases of distributed 
and concentrated loads have been found by the kinematic  method. The 
dynam ic  load ing  in the case of rec tangu lar  impulse is examined. The maximum 
permanent transverse  deflection has been estimated by the methods of 
S. Kaliszky and W. J.  Morales. An upper bound d isplacement method is 
derived.
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О В Л И Я Н И И  ОБРАЗОВАНИЯ КРАТЕРА НА 
Д И Н А М И Ч Е С К И Й  ИЗГИ Б ПЛАСТИН
Ю. Лепик
Кафедра теоретической механики
Действие на пластину динамической нагрузки взрывного 
типа обычно сопровождается  кратерообразованием.  З а  счет в ы ­
брошенного материала  толщина пластины в области действия  
наргузкп уменьшается ,  жесткость  на изгиб п адает  и, сл ед о ва ­
тельно, остаточный прогиб увеличивается.  В данной статье сде­
лан а  попытка учесть этот эффект.
! .  Рад иус  внедрения в пластину
Пусть  головная  часть снар я да  определяется уравнением
£=F( r ) ,  О ^ г ^ а ,  ’ (1.1)
где а — радиус снаряда .  Д л я  простоты будем считать,  что к р а ­
тер имеет ту ж е  форму и те ж е  параметры,  что и снаряд (т. е. 
снар яд считается абсолютно ж е с т ки м ) .  Обозначим дл я  данного 
момента времени наибольшее внедрение снар яда  в пластину 
символом 5.  Закон внедрения S (I) будем считать известным 
хотя-бы из экспериментальных данных.
Ограничивающие поверхности пластины обозначим z =  —h\ 
и г  =  /г/2. В зоне внедрения имеем Нл <  /г/2, в остальной части 
пластины h\ =  /г/2. На основании фиг. 1 имеем
h t ( r , t ) = ~ - S ( t ) + F ( r ) .  (1.2)
Формул а  ( 1 .2 ) действительна при г  <  г* (т. е. в случае,  
ко гда  головная часть снар я да  еще не полностью внедрилась  в 
пластину) .  Нетрудно видеть,  что эта  формула остается в силе 
и д л я  полного внедрения головной части сн аря да  (тогда  сле­
дует  взять  г* =  а ) .
Переходим к следующим безразмерным величинам
2 2 2h 
s ( t ) = T S( t ) ,  f ( r ) = — F(r ) ,  1 = 1 — ^ .  (1.3)
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Ф ормул у (1.2) можно теперь переписать в виде
I 0 при г > г  .
(1.4)
Рад иус  внедрения определим из требования |(r*,  t) = 0 ,  что 
дает
f ( n = s ( t ) .  (1.5)
Раз ум еетс я ,  что формула (1.5) имеет место лишь при г* а. 
Если это неравенство не выполняется ,  то в качестве радиуса  
внедрения возьмем в формулах (1.4) половину ка ли б р а  сна­
ряда ,  т. е. г* — а.
Если функции s ( t )  и f  (г) известны,  то нетрудно найти в е ­
личину г*. В качестве примера рассмотрим случай £ =  Ar2 (т. е. 
случай,  когда  головная  часть сн аряда  имеет форму параболойда  
вращен ия ) .  Теперь f ( r )  =  2Аг2//г и из (1.5) находим
r*(t) t
hs ( t )
2 А
2. Определение остаточного прогиба пластины
Ма те риал  пластины будем считать идеально-жестко-пласти- 
ческим. Под действием сн аряда  в части пластины 0 <С г  <  R(t )  
происходит пластическое деформирование,  а остальная  часть  
остается  жесткой (будем считать,  что пластина настолько боль­
шая ,  что ее контурные точки не п ринадлеж ат  области деформи-
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рования О <С г <С R ) . Предположим еще, что давление снар яда  
на пластину определяется  формулой
(2.1)
где р (t) — известная  функция времени.
Под действием внешней нагрузки начинается  изгибание п л а ­
стины, причем вследствие  кратерообразоваиия толщина средней 
части О <С г  <  R(t )  постепенно уменьшается .  Движен и е пласти­
ны останавливается  в некоторый момент времени д л я  этого 
момента времени надо определить величину остаточного про­
гиба.  Предполагается ,  что н а гр узка  p( t )  настолько м ал ен ькая ,  
что не происходит пробивания пластины.
Поставленную з а д а ч у  решаем приближенным методом,  пред­
ложенным в статье [ 1 ] .  Согласно этому методу  радиус  дефор­
мированной области R считается независимым от времени,  и 
скорости перемещений за да ю т  в форме
Здесь  йс, гЬс — некоторое кинематически допустимое,  не з а в и ­
сящее от премени, поле скоростей. Обозначим через 
Тг, Т@, М г, Me, — усилия и моменты;
нений и искривлений срединной поверхности.
f i ( r )  — м асса  пластины на единицу площади срединной по­
верхности.
К а к  показано в работе [ 2 ] ,  величину ш0(/) можно опреде­
лить из дифференциального уравнения
Если пластина имела  бы постоянную толщину,  то приходи­
лось бы учесть лишь скорость прогиба гос. В рас см ат риваем ом 
случае  вследствие кратерообразоваиия в средней части д о л ж н а  
появиться и ради а льн ая  сост ав ля ющ ая скорости перемещения
ü =  wo{t )üc, w  =  wo{t )wc. (2.2)
Erc, £©с, хгс, х@с — кинематически допустимые скорости удли-
w 0( t ) = K p ( t ) - L , (2.3)
где
R




J  \1 ( г )  (Ü c Z-\ -W c2 ) r  dr
о
R (2.4)




f  p ( r )  ( l l c 2 J r l V cZ) r  dr
0
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йс. Учитывая ,  что эта  величина отлична от нуля  лишь в неболь­
шой области (при г ;> г * имеем йс =  0 ) и что нам нужно найти 
лишь кинематически допустимое поле скоростей,  допустим,  в 
дальнейшем,  что во всей пластине йс =  0 .
Учитывая  еще зависимости (1.4) ,  можем интегралы,  стоящие 
в знамен ат ел ях  формул (2 .4) ,  представить в форме (о — плот­
ность м атер иал а  пластины) :
g h f  wc2(2 — с) г dr.  (2.5)
" о
З а д а ем  кинематически допустимую скорость прогиба й\ в 
форме
j 1 -----— при
Wc= ' R
[ 0 при r~>R. (2.6)
В случае  условия  текучести Треска  скоростям (2.6) соответ­
ствуют напряжения
Г) 0-м— -Os, —Os<Or <0  При — / 7 i ^ 2 < 0 ,  r C R ,
2) o e  =  (Js, 0 <C о у С  о s при OCz^h/2 ,  r < R ,
3) г/© =  0, Or= Os при —/zi<clz<:0, r =  R,
4) 0-0 =  0, о, — —Os при 0 < z ^ / i / 2 ,  r =  R.
Учитывая,  что
£/=  £вс =  О,
dhbc  • 1 dibc
Xrb= — - J T , ^0 l =  — ------- ~j----d r 2 r dr
hiz hl 2
M,-= f  Orzdz, Me =  f  o e zdz ,
(2.7)
можем  вычислить интеграл в числителе функции L в формулах
(2.4) :
U R
/  (Л 4 I -Л/ ) r d r  — - /  (  (\- ■ - dr  -
о
R
Г dzWc , 
l im / Afr --— г dr  =J n fl
R-8
2 R i  2 / ( 2 .8 )
Здесь обозначено MN =  0,25 (js/i2.
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Учитывая  эти результаты ,  можем уравнение (2.3) пр ед ста­
вить в форме
6 М*х2
2р (t) х2 (3—2х) 4------- -— [s  (2 —s) gi-j- 2  ( s — 1 ) А—В —4]
ohib о= '
1 + 6 С — sß2(3 — 4 ^ + l , 5 o 2) 
Здесь для  краткости записи введены обозначения
Г*
X= - J '  е ( 0 = у ,  A ( t ) = - ^ f  f { r ) d r ,
(2.9)
(2.10)
B ( t ) = - ^ f  f4 r )d r , C ( t ) = - j J  rd r.
Формулы  (2.9) — (2.10) применимы д л я  г * <  а, в противном 
случае  следует  взять  г* =  а.
Если постоянная х з а д а н а  и функции s ( t ) ,  [ ( г )  известны, 
то на основании (1.5) и (2.9) можем вычислить функции g ( t ) ,  
A(t ) ,  B( i ) ,  C(t )  и интегрировать уравнение (2.9) численно. Д л я  
начальных данных возьмем Шо(О) =  i/>o(0) = 0 . Момент оста ­
новки движ ения  tj определим из условия  wo(t f )  — 0 .
Интегрирование уравнения (2.9) значительно упрощается ,  
если головная часть снар яда  отсутствует ;  тогда  / =  0 , о =  х, 
А =  В =  С =  0.
3. Нахождение радиус а  деформированной области
Р ади ус  деформированной области R или эквивалентную ему 
величину х =  a/R определим методом,  у к а з ан н ы м  в работе [ 1 ]. 
Д л я  упрощения вычисления при этом пренебрегаем внедрением 
снаряда .  В таком  случае  уравнение (2.9) получает вид
ghi v0= 2 xz[ p ( t )  (3 — 2х)— (3-1)
Если гдо =  0, то получаем статическую предельную нагрузку
<з -2)
Интегрируем уравнение (3.1) д ва  р а за  по t; т а к  к а к  при 
t <С ts пластического деформирования не происходит,  то н а ­
чальными условиями являю тся  Wo(ts) =  w o (ts) =  0. В резуль-
2 7 7
]\Л у2
o h w 0{t )=2x2(3 — 2x)(p(t) — 12 — (t — ts) 2, (3.3)
где
'(p(t) =  f  dt  f  p ( t ) d t .
ts tu
Из всех решений, соответствующих разным значениям х, с а ­
мым опасным будем считать то, д л я  которого величина ш0(//) 
яв ляетс я  наибольшей. Это требование ведет к уравнени ям  (ср. 
(1.7) в [1 ] ) :
, d w 0(ti) 24Ms
g h -----=\2х{ \ — х) ср (/,-) — — —-— х ( tj — tK) 2= О,
(3.4)
dwo(tf) 24 Ms 
oh  — ^ L = 2 x H 3  — 2x) cp' ( t f )-------- —7—- x2{tf — ts) =  0 .
Элиминируя из этой системы х, получим д л я  определения /.• 
трансцендентное уравнение
— - 7 J Y - ] - 1 = 0 - (З-5 )а- L ср ( Гу) rp(tf) j
Если ii у ж е  определена,  то величину х найдем из формулы
(3.6)
тате  интегрирования п олучи м
3  6 M S if —  ts
2 а 2 (p '(tj)
Проведенные вычисления (ср. [ 1 ] )  показали,  что дл я  п р а к ­
тики в а ж н ы х  случаев  величина х изменяется  в пределах
0 ,5—0 ,7 ; другими словами диаметр зоны пластического дефор­
мирования есть 1,5— 2 калибра снаряда ,  что со гласуется  с имею­
щимися экспериментальными данными.
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KRAATRI TEKK IM ISE  MÕJUST PLAATIDE DÜNAAMILISELE PA INDELE
Ü. Lepik
R e s ü m e e
Kui jä ik -p la s ise sse  p laat i  tungib  mürsk, si is k raa t r i  tekkimise tõttu p laad i  
paksus ja jä iku s  mürsu all  o levas osas vähenevad n ing  jääk läb ipa ine  suure ­
neb. Sel le  nähtuse k ir je ldam iseks on esitatud l ig ikaudne lahendusviis ,  mis basee­
rub autori poolt töös [1 ] esitatud meetodil. Jääk läb ipa inde  m ääram ine  t a a n ­
dub d iferents iaa lvõrrandi (2.9) integreerimise le .  Valemid (3.5) — (3.6) võ im a l­
davad  m ää ra ta  deformeerunud p laad i  osa raad iust.
ON THE IN FLUE NC E OF CR AT ER - FO R MA T IO N  UPON THE DYNAMIC 
BENDING OF P L A T E S
Ü. Lepik
S u m m a r y
If a plate is loaded by a dynam ic  b last- type  load, this process u sua l ly  is 
accompanied by crater-formation. On account of the materia l ,  which is thrown 
out, thickness and bending r ig id i ty  of the p late  decrease and res idua l  deflections 
increase . For describ ing this phenomenon an approximate method of the paper 
[1 ]  is suggested . The res idua l  deflections can be calculated by in teg ra t ing  the 
equation (2.9). The formulae (3.5— (3.6) a l low us to find the rad ius  of the 
deformed part of the plate.
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О Д И Н А М И К Е  ОС Е С ИМ М ЕТ РИ ЧН Ы Х  ТЕЛ,  
Н А Г Р УЖ Е Н Н Ы Х  ВЫСОКИМ Д А В Л Е Н И Е М
Ю. Лепик, к.  Сооиетс и Э. Сакс
Кафедра теоретической механики
Изучается  поведение осесимметричного тела  под действием 
динамической нагрузки высокой интенсивности. Используется 
гидродинамическая  модель материала .  З а д а ч а  решается  мето­
дом конечных элементов [4 ] .  Подробнее исследуются способы, 
избегающие сильное искажение координатной сетки,  т а к ж е  р а з ­
ные варианты искусственной вязкости с целью улучшения устой­
чивости расчетной схемы в л а г р а н ж е в ы х  переменных.  Приво­
дятся  результаты численных расчетов.
1 . И с х о д н ы е  с о о т н о ш е н и  я. Рассмотрим осесиммет­
ричное тело, например,  оболочку,  на боковую поверхность кото­
рой действует  ди намическая  наг рузка  интенсивности Р. =  
=  P\(R, Т) (рис. 1), где Т означает время .
Дифференциальные уравнения движ ения  точек оболочки в 




UOR VlRZ j OR --- U{p __ и
dR~+ ~d]T  1 R~ o 'P  ’
(1)
OR ^  dZ R d P  ’
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где q =  o(R.Z,T)  — плотность материала .  Граничные условия :  
Or — Тяг tan  а  =  —Р 1, 
тRZ — oz t an  a =  Pi  t an  a,
где a — угол м е ж д у  осью R и внешней нормалью тела.  Пусть 
интенсивность дав лени я Р\ значительно превышает  предел т е к у ­
чести мат ер иа ла  а», т. е. Р\ >> о*. В таком  случае  можно пре­
небречь сдвиговыми воздействиями,  т. е. девиатор напряжений 
Sij =  0. Остается только гидростатическое давление
Or =  0(р =  о  Z =  Oi. ( 3 )
Введем безразмерные величины следующим образом:
0l =  0E, P l =  Ep, R =  Lr, Z= Lz, T =  L ^ ^ t ,  (4)
где Е — модуль упругости материала ,  L — характерный р а з ­
мер тела,  д° — плотность мат ер иа ла  в ненапряженном состоя­
нии. Дифференцирование по безразмерному времени t обозна­
чим в дальнейшем точкой.
Уравнения (1) пр едставляются  при сделанных допущениях 
в безразмерных величинах в виде
1 der . . 1  до /е
Г = — — х —  , Z — -----—  . (5 )// дг 7] dz
Символ 7] означает относительное изменение плотности
о V0
^ 7 = — . <6 >
где V(г, z, t) — объем элемента  среды,  имеющего в момент 
t =  0 объем V0.
Поведение материала  опишем уравнением состояния Гюго- 
нио, которое строится на основе экспериментальных данных  д л я  
одномерной задачи.  Уравнение ад иабат ы  Гюгонию можно аппро­
ксимировать  зависимостью
P(rj )  = а ( г ] — 1)-\-Ь(г}— 1 ) 2-\-c{tj— I ) 3, (7)
где давление Р и ха рактерные постоянные дл я  заданного м а т е ­
риала  а , Ь, с  представлены в безразмерном виде.  Использова­
ние зависимостей (3) и (7) означает принятие гидродинамиче­
ской модели среды.
2 . М е т о д  и с к у с с т в е н н о й  в я з к о с т и .  Определяя  
напряженно-деформационное состояние в оболочке методом ко ­
нечных элементов,  возникают трудности при удовлетворении 
условий ск ач ка  на уд ар ны х  фронтах. Д л я  преодоления этой 
трудности используем метол искусственной вязкости.  С помощью 
искусственной вязкости скачки давлени я на уд ар н ы х  фронтах 
«р а з м а з ы в а ю т с я »  — скачки заменяются  быстрыми непрерывны­
ми изменениями.  Многими авторами предложены разные в а р и ­
анты искусственной вязкости.  Перечислим из них некоторые 
варианты (в базр азмерных  величинах настоящей ста ть и) :
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а) к в адрати чн ая  вязкость
О




1 ! * L ?]
1 d?] Г)
при г] >■ О,
при ?]^0;
при 7 ? > - 0 ,
при 77̂ 0 ;
(8а)
(86)
q{j =  2 Сл уА?} Õi У (8в)
в) тензорная вязкость
' d Р / 1 г] 
cl7] ' ^  3 Г)
В этих формулах С20, CL, С а — постоянные,  А — площадь ячей­
ки, (dP/dr))1'2 — скорость распространения з в у к а  в изучаемой 
среде, ё ц  — скорость тензора деформаций.
Метод искусственной вязкости,  положительные и отрицатель­
ные стороны отдельных вариантов вязкости q обсужда ются ,  н а ­
пример,  в ста ть ях  [1, 2, 4 ] .  В [ 5 ]  описывается  опыт использова­
ния видоизмененных вариантов вязкости q , который п ред ст ав­
ляет  несомненный интерес. К настоящ ему  времени не с ущ е­
ствует  общих рекомендаций о выборе типа искусственной в я з ­
кости в зависимости от решаемой задачи.
Авторами настоящей статьи были на примерах испробованы 
разные варианты  вязкости.  В теоретических рассуж ден и ях  оста ­
вим тип вязкости q открытым. Расчет  напряжений производится 
в дальнейшем по формуле
о — — Q, Q — Р -\-q 
и уравнения (5) приобретают вид 





3. М е т о д  к о н е ч н ы х  э л е м е н т о в .  П окры ваем  осе­
вое сечение недеформированной оболочки координатными ли­
ниями так ,  что одно семейство линий «парал лел ьн о»  контуру  
сечения, на груженному внешним давлением и второе семейство 
состоит из прямых отрезков.  Сечение разбив ается  только на 
четырехугольные ячейки (одна ячейка видна на рис. 4 ) .  Обра­
зование однотипных ячеек  удобно дл я  построения единого ал го ­
ритма вычислений. Поворотом сечения вокруг  оси симметрии 
г  =  0 на единицу у г л а  образуются  объемные элементы,  массы 
которых в процессе деформирования считаем постоянными.  В м е ­
сте со средой деформируются и плоские ячейки (например,  на
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рис. 4 ячейка 1234).  Координаты г и г  вершин четырехугольника  
(узлов) сн а б ж а е м  порядковыми номерами узлов.
В дальнейшем верхний индекс п у к а з ы в а е т ,  что значение 
величины найдено в момент времени tn. Последующие расчет­
ные моменты времени обязаны следующим образом:
tn+1 — tn =A t n,
^ n + 0 , 5 __ fn—0,5 — Atn
При методе конечных элементов производные функции F по 
координатам в центрах  масс  четырехугольников и времени ап ­
проксимируются [3J  следующими формулами (схема на рис. 4 ) :
dF 1 4
^  a+1 +  ̂ a )  (Za+1 — %а),
а=1
dF 1 4
( F a+ l4-Fa) {fa+1 — ra)\
(П)
dz 2 А a=l
1771+0,5 — __!__ ( f n+ i__ fn\ f i n --------I--- fpn+0,&__pn—0,54 (12)
Atn K Atn
Площадь А ячейки 1234 находится к а к  с ум м а  площадей тр е­
угольников I и II, т. е. А =  Ai -f- Лц,  а площади треугольников 
вычисляются по координатам вершин.
4. П о с т р о е н и е  р а с ч е т н ы х  ф о р м у л .  Отметим,  что 
в у з л а х  сетки определяются их координаты х, скорости х и 
ускорения х ( здесь х =  г, z),  а в центрах  масс  ячеек величины 
г], Л, Р, q, Q. При этом координаты центров масс  ячеек (на 
рис. 2 точки 10— 13) вычисляются  к а к  средние арифметические 
координат узлов.
Пусть координаты узлов в момент t =  t n известны. Построим 
формулы д л я  определения необходимых величин. Относительное 
изменение плотности 77 ячейки находим из условия  постоянства 
массы ячейки. По теореме Паппа — Гульдина д°А°г°с — д пАпг пс , 
где г с  — расстояние центра масс  С ячейки от оси симметрии 
(рис. 4 ) .  Получим усредненное значение «плотности» в ячейке
п__ [Л 1 (гl-f-Г2-\~Г$) 4~ ^ Il ( r3+ ^ 4~|~r 1) ] °
H i ( r i4 - r 2+ r 3)- f  Aii{r3- \ - r ^ r i ) \ n 
Искусственную вязкость  q вычислим по формулам (8 ) во 
внутренних ячейках  в момент tn по следующей формуле,  вы т е ­
кающей,  например,  в случае  квадратичной вязкости из (8 а ) :
Ап  / ~7n __ mti—1 \2
q n =  C02------  ----------------  . (14)
7]п \ A t n ~ l / v ’
Гидростатическое давление Р  определим по ад иа бате  Гюгонио, 
и окончательно
Qn =  p n J r qn_ (15)
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Ради  краткости записи обозначим узел (у, k) цифрой 1, со­
седние ему узлы цифрами 2 —9, и центры масс  ячеек,  примы­
кающих к узлу  1, числами 10— 13 (рис. 2) .  Теперь находим пра ­
вые части уравнений ( 10 ) ,  используя д л я  на хождения произ­
водных по координатам формулы (11) .  Во внутренних у зл ах  
получим в момент / =  Vх (верхний индекс п опущен) д л я  пер­
вого уравнения 
/ 1 dQ\  _
\ г] д г  ' 1
~~0Тл ч— [ (Qw — Ql2) ( 1̂1 — 213) -j- (Q 11 — Q13) (Z\2 — Zi0) ] .  (16) 
Z{A?I)  1
Произведение Ai] находим по формуле
( A n h = ~ S m t, (17)
/ =  10
где площади Л ]0—Л )3, в свою очередь, вычислим путем с ум м и ­
рования площадей треугольников (например,  Аю =  +  А-ш) • 
Аналогичный результат  получим д л я  второго уравнения заменой 
переменной 2 на — г.
Д альш е рассмотрим граничные точки (в том числе и ось сим­
метрии) .  Пусть  координатная  линия k на рис. 2 я вл я е т с я  сво­
бодной границей оболочки с порядковыми номерами k — 0 , либо 
k — N. Формально можно воспользоваться формулами (16) и
(17) ,  до пуская ,  что координатная  линия k =  N \- 1 стремится 
к линии к =  N. Это приводит к дополнительным условиям  
*2= Xi, х8= х 9, Хь=Хз, (г]А) 10=  (?]А) 13=0.
Т а к ж е  поступаем и в том случае,  если свободной границей я в ­
ляется  линия k =  0 . Аналогичное рассуждение  проводим и дл я  
свободной границы в направлении второго семейства  коорди­
натных линий. При стремлении координатной линии k =  N -f- 1 
к линии k =  N центры масс  10 и 13 попадают на линию k =  N. 
Определение вязкости q в этих точках затруднительно.  По­
этому примем за значение вязкости на границе оболочки значе­
ние в центре ячейки, примыкающей к границе,  т. е. <7ю =  <?1ь 
1̂3 =  ^ 12- Гидростатическое давление Р в граничных точках 
равняется  интенсивности внешнего давлени я р.
Ось симметрии оболочки считается т а к ж е  л а гр а нжевой  коор­
динатной линией. В оображае мы е  ячейки за осью получаются 
путем зеркального отображения ячеек,  примыкающих к оси сим­
метрии. Опять применимы формулы (16) и (17) ,  причем дл я  
осевых точек г  =  0 .
С учетом формулы (16) определяются компоненты ускорения
(10) .  На основании формул (12) получим явную схему дл я  ре­
шения основных уравнений ( 10 ) в следующем виде:
xjh"+' =  x:jh» ^ x jhn+0’5-At'\
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5 . Ф о р м и р о в а н и е  н о в о й  к о о р д и н а т н о й  с е т  - 
к и. Опыт многих авторов,  т а к ж е  решение ряда  контрольных 
примеров авторами настоящей статьи показывают,  что при очень 
высоких интенсивностях динамической нагрузки происходит с 
течением времени сильное перекашивание ла гра н жевой  коорди­
натной сетки. За  счет этого схема вычислений становится  не­
устойчивой д а ж е  при очень малом шаге времени At71. Бы ла  сде­
ла н а  попытка и зб еж ат ь  это явление путем переформирования 
координатной сетки в определенные моменты времени.
Пусть ось вращения тела  и боковая  граница разделены на 
М и N частей соответственно и у з л а м  координатной сетки при­
писаны индексы /, !г, где 0 ^  j  ^  М,  0 ^  k ^  N, т а к  что на 
частях  границы тела  один из индексов имеет крайнее фиксиро­
ванное значение (рис. 3 ) .  Опишем два  способа переформирова­
ния координатной сетки. При первом способе оставим узлы  на 
граничных линиях (кроме оси симметрии) без изменений и по­
строим новую координатную сетку  следующим образом.  Ось 
симметрии разделим на равные части. За тем  построим д ва  се­
мейства прямых,  соединяющих узлы противоположных границ 
сечения тела.  Первое семейство прямых (k) проходит узлы  с 
координатами х0,к и xMj  с 1 ^  k ^  N — 1 (где символ х сле­
дует  заменить  координатами г и г ) ,  второе семейство (/) сое­
диняет узлы Xj'O и Xj'X с 1 ^  j  ^  М — 1. Теперь разделим п р я ­
мые обоих семейств на равные части. Координаты точек де л е ­
ния находятся  по следующим формулам:
x ĵ,k =  fiiXo,k-\-fiXM,h', xlitk =  v iXi,o-[-vXj'N; (19)
и коэффициенты ц, v вычисляются  по формулам
7 1 k 1j W = a T ’ ^ i = l  — ^  v = ~Jf ’ v i= \  — v.
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В случае  кривой боковой границы i =  0 (или j =  М)  точки де ­
ления прямой из семейства,  соединяющей узлы  х )>0 и xUN (соот­
ветственно Хм-1,о и хм —, ,к) могут  либо находиться слишком д а ­
леко от ближайшей границы внутри тела,  либо д а ж е  выйти за 
пределы тела.  Зато точки деления x iik (или x M-i,k )  прямых  
через узлы  х0,к и хм,и (семейство k) хорошо «копируют»  линию 
j  =  0 (или j  =  М ) . Аналогичное положение имеет место около 
границы к — N, если роль семейств прямых взаимно заменить.  
Вблизи прямых или мало искривленных границ т ак их з а т р у д ­
нений не возникает.  С целью определения регулярного распре­
деления новых внутренних узлов введем весовые функции g\ g k 
следующим образом:
g h = Q£^_2(vvi — д а ) ,  g j = l — g k, (2 0 )
и находим координаты внутренних узлов переформированной 
сетки по формулам
X j,h = g hx hj,k-^g^xjjth. (21)
Узлы новой сетки отмечены на рис. 3 крестиками.  Около границ 
j  =  0 коэффициент g i  близок к пулю и g h близок к единице. 
При нахождении координат  xhj j t и xjj th получаемые узлы  
ближе к точкам деления па прям ых  семейства к , хорошо « к о ­
пирующим» линию / =  0 . Аналогично можно р а с с у ж д а т ь  и дл я  
узлов,  близких другим границам.  В срединной части сечения 
и ж  г  ~  0,5, а т а к ж е  g> ä  g l! ä  0,5 и новые у злы  приблизи­
тельно равноудалены от соответствующих точек деления обоих 
семейств прямых.
При втором способе переформирования сетки сформируются 
новые узлы  и на граничных линиях.  Формирование внутренних 
узлов происходит по первому способу. Переформирование сетки 
можно проводить или на к а ж д о м  шаге времени или в опреде­
ленные моменты времени по некоторому критерию, оцениваю­
щим степень испорченности регулярности л а гр а нжевой  коорди­
натной сетки.
6 „ И н т е р п о л я ц и я  в е л и ч и н  в н о в о й  с е т к е .  Пе­
реходя к  новой координатной сетке необходимо определить з н а ­
чения ряда  величин в у з л а х  новой сетки по значениям в у з л а х  
старой сетки. Т а к ж е  необходимо знать относительное изменение 
плотности 7] в ячейках  новой сетки и характеристики физических 
элементов среды.
Значение функции F в новом узле  1 с координатами (г,  г) 
(рис. 5) находим путем линейной интерполяции по значениям 
функции F в трех у з л а х  1, 2, 3 старой сетки. За  узлы  2 и 3 бе­
рутся  вершины треугольника ,  соде ржащ его  новый узел  1. Эти 
узлы выбираются  по з н а ку  величины т,  вычисленной д л я  со­
седних к у з л у  1 узлов,  по формуле 
a i =  ( г{ — п )  (r< — r i ) Н- (г< — zi)  (z< — zi) (t =  2 , 3 , 4 , 5 ) .  (2 2 )
2 86
Узел 1 принадлежит тому  треугольнику  123, д л я  которого ач <  
^  0, «з 0. При соблюдении точного равенства  уз лы  1 и 1 сов­
падают и нет надобности в интерполяции. После определения 
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Рис. 4. Рис. 5.
рах масс  ячеек) известны значения rji и площади ячеек А{, где




I с п о с о б .  Пусть  старой ячейке ab c d  соответствует новая  
ячейка abcd  с центром 1 , которая  покрывает  частично старые 
ячейки. Найдем отношения частей площади ячейки 1 к площа­
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дя м  старых ячеек W{ (i =  1, 2, 3, 4 ) ,  например,
Wi=A~ /А ,атср  1
и суммируем  эти отношения
4
w =  j s j  W{.
г=1




Описанный способ громоздкий д л я  реализации на ЭВМ.
II с п о с о б .  На к а ж д о м  шаге переформирования сетки опре­
делим центры масс  старых и новых ячеек.  Величину i]\ находим 
путем линейной интерполяции по трем ближайшим центрам масс  
старых ячеек.  Выбор ближайших центров и само вычисление 
производится по методу,  описанному в начале настоящего р а з ­
дела .  Численные расчеты по обоим способам показали,  что р а з ­
личие в рез ул ьтатах  колебалось от 0,8 до 1 ,5 %.
Определенные в начальный момент координаты узлов неде- 
формпрованной сетки совпадают до первого переформирования 
сетки с физическими элементами среды,  и характеристики,  в ы ­
численные в у з л а х  сетки,  являются  характе ристикам и физиче­
ских элементов.  После переформирования сетки новые уз лы  от­
личаются от фиксированных физических элементов.  Покаж ем ,  
к а к  найти координаты физических элементов по координатам 
новой сетки.
Пусть к моменту переформирования сетки физический эл е ­
мент имеет координаты (г, г )  и о ка ж е т с я  после переформирова­
ния в ячейке с вершинами 5г),  где i =  1, 2, 3, 4. Из равенств
4 4
r = a l ^ r i -, z = b y ' £ ž i ,
i=1 i=i
определим множители а, и b ь Д о  следующего переформирова­
ния сетки в момент /" вычислим координаты (У, z) по тем же 
формулам:
4 4
г п =  а { ^ Г г п\ zn =  bi 2 tZ i n. (24)
i—1 i=i
При /-ом переформировании нужно найти новые значения для  
констант а/, b/. Д л я  этого вычислим координаты физического 
элемента по у зл ам  старой и новой сеток и из равенств
4 4 4 4
a i - i j £ r i n =  a i £ r i n -, £  Zin =  b; £ ž i n (25)
i =  l i — i  i = l  i = l
находим множители ai, Ь\.
Кинематические и динамические характеристики дл я  физиче- 
ческих элементов вычислим путем линейной интерполяции.
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7. А л г о р и т м  р е ш е н и я  з а д а ч и .  Ниже приводится 
последовательность действий при изучении поведения тела  в мо­
мент tn+l, если координаты узлов координатной сетки известны 
в момент tn. В памяти Э В М  сохраняются координаты узлов не- 
деформированной сетки;  т а к ж е  у к а з а н ы  условия ,  при ка ких  
проводится переформирование координатной сетки.
1. Вычислим площади треугольников I и II, составляющих 
ячейки и самих ячеек (рис. 4 ) .
2. По формуле (13) вычислим величину ?]11 по всем ячейкам.
3. Из формул (7) ,  (14) и (15) определим поочередно гидро­
статическое давление Р, искусственную вязкость  q и наконец 
величину Q по всем ячейкам.
4. С учетом формул (17) и (16) дл я  внутренних узлов и до ­
полнительных условий д л я  граничных узлов найдем по у р а в н е ­
ниям ( 1 0 ) ускорения узлов  сетки в момент t11.
5. Выберем шаг  во времени At11, который должен удовлетво­
рять определенным ограничениям д л я  обеспечения устойчивости 
расчетной схемы.  В настоящей статье было использовано усло ­
вие из [ 1 ], которое принимает в наших обозначениях вид:
At„ <  M min ■.
ydP/d?]
где А /min — наименьшая сторона ячейки по всей области.  Зате м  
получим и АТп =  (At11 Atn~l) /2.
6 . По формулам (18) вычислим координаты узлов сетки в 
новый момент
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7. Повторением этапов 1—4 настоящего алгорит ма получим 
все интересующие нас характеристики среды.
При переходе к последующему моменту времени tn+l произ­
водится в случае  необходимости переформирование координат­
ной сетки по правилам раз де ла  5 и интерполяция величии, кото­
рая  описана в разделе  6 .
8 . П р н м е р. Коническое тело с выемкой н а г р у ж а е т с я  д а в ­
лением интенсивности Р ь распространяющим в вертикальном 
направлении начиная от вершины с заданной скоростью V\. 
Нижний край тела  жестко  соединен с неподвижной опорой. 
Ф орма  недеформированного тела  видна на рис. 7. Отношение 
высоты конуса Н к рад иус у  основания L равн яется  двум .  В ы ­
числения проводились при выемке  с высотой 1 и радиусом 0,5
4 > вершина
2 90
(толстый конус) и при вы емке  с высотой 1,5 и радиусом 0,75 
(тонкий конус) .  Без разм ерн ая  скорость передвижения переднего 
фронта дав лени я V =  (д°/Е) [,2Vi =  1. Бы ла  использована к в а д ­
ратичная  вязкость  (8 а ) ,  в вы ражении которой отношение rplr) 
заменено вы раж ением
f  d r  d i  
r dr  dz
которое получится из условия неразрывности среды [5 ] .
На рис. 7 показаны  конфигурации тонкого и толстого кону­
сов в разные моменты времени при давлении р =  1,5. Там  ж е  
показаны положения д ву х  внутренних точек тела  в начальный 
и конечный моменты времени. Точка тонкого конуса А\ (0,080;
0,243) (на рис. 7 крестик)  переместилась  к  моменту t — 1,5 в 
положение с координатами (0,066; 0,549) и точка Л 2 (0,160; 0,403) 
в положение (0,118; 0,674).  В толстом конусе перешла точка 
Аз (0,076; 0,319) (крестик) к моменту  t =  2 в положение 
(0,080; 0,711) и Л 4 (0Л53;  0,472) —- в положение (0,113; 0,812) .
На рис. 8 приведены ускорение и скорость вершины и н и ж ­
ней осевой точки, на рис. 9 компоненты ускорения и давление 
д л я  внутренних точек конусов.
9„ З а к л ю ч е н и е .  Было испробовано влияние разных в а ­
риантов искусственной вязкости на устойчивость вычислитель­
ной схемы (линейная,  тензорная вязкости,  разные комбинации 
вязкостей по аналогии с [ 5 ] ) .  Д л я  тел,  рассмотренных нами, 
наилучшим о ка з а л ся  вариант,  использованный в описанном при­
мере.
Была  сделана  и попытка оценить влияние сдвиговых нап ря ­
жений па результаты  расчета,  З а  основу была принята схема ,
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предложенная  М. Л.  Уилкинсом [4 ] .  Расчеты показали,  что 
если при давлении р — 0,1 результаты  вычислений по гидроди­
намической модели и по схеме Уилкинса различались  около 10— 
20%,  то у ж е  при давлении 0,5 эта  разница уменьшилась  до 
1—7%. Нам  к а ж е т ся ,  что в случае  высоких давлений принятие 
гидродинамической модели среды вполне оправдано.
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KÕRGE D Ü N A A M I L I S E  ROHUGA K OORMATUD TELG S U M M  EETRI LISTE 
KEHADE D ÜN AA M IK AS T
U. Lepik,  K. Soone t s  j a  E. S a k s
R e s ü m e e
Töös vaade ldakse  te lgsümmeetri l ise  keha käitumist suure in tens i ivsusega  
dünaam il ise  koormuse all. Kasutatakse  m ater ja l i  hüdrodünaam il is t  mudelit,  
ü l e s a n n e  lahendatakse  lõplike elementide meetodil L a g r a n g e ’i koordinaatides. 
E s ita takse  meetod koordinaatjoonte võrgu ümberformeerimiseks j a  suuruste  in ­
terpoleerimiseks uue võrgu korral vana  võrgu jaoks leitud suuruste  v ää r tu s ie  
kaudu. Esitatud meetod võimaldab p a ran dad a  i lmutatud arvutusskeemi s tab i i l ­
sust.  Analüüs itakse  kunst l iku viskoossuse erinevaid variante . Esitatud lahendus- 
algoritmi i l lustreer i takse  nä idetega .
ON D YN AM IC S  OF A X I S Y M M E T R I C  BODIES  UNDER A HIGH
P R E S S U R E
U. Lepik,  K. Soone t s  and  E. S a k s  
S u m m a r y
The behaviour of ax isymm etr ic  bodies under a dynam ic  pressure of high 
intensity, with the employment of an hydrodynamic  model of the body, is 
discussed. The problem is solved, us ing  the finite element method in the 
variab les of L agrange .  A suggested  method of the reconstruction of the net­
work enables one to improve the stab il i ty  of the numerical scheme. Different 
var ian ts  for the artifical v iscos ity  are ana lysed . Numerical examples, i l lu s t r a t ­
ing  the application of the proposed methods, are given.
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Д И Н А М И Ч Е С К О Е  ПОВЕДЕ НИЕ Ж ЕСТКО ­
ПЛА СТИЧЕСКИХ К Р У Г Л Ы Х  ПЛАСТИН
Э. Вирма
Эстонская сельскохозяйственная академия
В настоящей статье рассм ат ри вается  динамический изгиб 
кр у гл ых  жестко-пластических пластин под действием локальной 
осесимметрической нагрузки в виде прямоугольного импульса .  
Используется приближенный метод,  который основан на в а р и а ­
ционном принципе, предложенным в работе В. П. Т а м у ж а  [1 ] .
Рассмотрим кру гл ую  пластину рад иуса  R. Пусть  в центре 
пластины по площади кр у г а  радиуса  а действует  равномерно 
распределенная  ди намическая  поперечная на гр узк а  интенсив­
ностью p( t ) .  Материал  пластины считаем жестко-пластическим. 
Определим остаточные прогибы дл я  свободно опертой и жестко 
защемленной пластин.
Будем решать поставленную з а д а ч у  при помощи принципа, 
предложенного в работе [ 1 ] .  Согласно этому принципу, действи­
тельные ускорения в к а ж д ы й  момент времени минимизируют 
выражение ,  которое д л я  рассматриваемой задачи может  быть 
переписан в виде
Здесь  т  — м асса  единицы площади срединной поверхности п л а ­
стины, и‘ — кинематически возможное ускорение прогиба,  
D{v)  — ускорение рассеивания внутренней энергии, Di (и') — 
ускорение рассеивания внутренней энергии при переходе через 
шарнирную линию.
Ограничимся случаем нагрузки в виде прямоугольного им­
пульса,  т. е.
§ 1. Постановка  задачи
я а
]  =  тл  f  v'2r dr  — 2p ( t ) j t f  v r  dr-\-D ( v )  -\-Di (v ) . (1.1)
0 и
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§ 2 . Свободно опертая  пластина
Будем  предполагать ,  что распределение скоростей в к а ж д ы й  
момент времени имеет форму усеченного конуса  (q0 — радиус 
центральной части)
Г Vo(t) при 0< Гг^£о ,
u(r, t ) =  \ R — r (2.1) 
Vo ( 0  ---------- П р и .Q o ^ r^ R -
V А ---Q О
Здесь Vo(t) — неотрицательная функция,  удовл етво ряю щая на­
чальному условию
Vo(0 ) = 0 .
1. Д в и ж е н и е  п л а с т и н ы  п р и  0 <  t <  t\. В первой 
фазе 0 <  t <  t\ на грузк а  постоянна во времени и q0 не зависит 
от /. П о д ставл яя  (2.1) в формулу (1.1) ,  получим
Т 1ПЛ 1 / . 2 / D 2 I 9 D  г о 24 . 2 M qV'qRJ =~T7r * o“[R -\-2Rgo-t-ogo )12 " R — oo
лр  V0
о / d , ( 3 R a 2 — 2a 3 — £>03) . (2.2)6(R — g0)
Приравни вая  к пулю производные от / по 1Л0 и о0, получим 
систему
mV(l(R-+2Ro«+3ga= ) + ^ 1̂ -R — о о
(3i?a2 — 2 a 3 — оо3) =  0,
3 {R —  .оо)
2 MoR
(2.3)
mVo(R2+ 2 R o o - 3 g
R - g o
Р (3 Ra*— 2а3 — 3/?р02+ 2 о 03) = 0 .
3(R — ,до)
Отсюда
g o2(mV0- p ) = 0 .  (2.4)




р « = — т — , k = ( 3 R  — 2a )a2,
где /7л — предельная  на грузка  статической задачи.  Подстановка
(2,5) в (2,3) дает
Р ^ ____________ (2 6 ч
2ps ( / ? - p o ) 2( ^ + o o ) - 2 ( i ? 3- ^  ' V • )
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Д л я  величины средних давлений (^0 =  0) получим ограничение
— = ----- ------ . (2.7)
2 ps  2 k — R3 1 '
Выражение  на правой стороне (2.7) должно быть положитель­
ным, следовательно,  все дальнейшие результаты  справедливы 
только д л я  сл учая  а ;> 0,5R.
а)  Средние давления .  Здесь  до =  0 и в силу (2,3) после ин­
тегрирования получим
2k
V° = ^ - ^ L
Распределение прогиба в конце первой фазы
k(p — ps ) t i2 R — r
w( r ,  t
авл
грирования получим 
w (г, t ) =
mR3 R
б) Высокие д ения .  Здесь  д 0 ф  0, mV'0 =  p. После инте- 
" pt^/m при О ^ г ^ о о ,
D _г
pt i l/m~—---------  при
R — оо
2. Д в и ж е н и е  п л а с т и н ы  п р и  t >• t x. а)  Средние 
давления .  При t =  t\ н а гр узка  снимается  и происходит з а т у х а ­
ние движ ения  при д =  0 вплоть до остановки.  Согласно (2,3) 
имеем
* - - - з-
Интегрируя  (2,8) и используя условие непрерывности при t =  i\, 
получим
О и D _ г
В рем я деформирования определяется  из условия u(r , tk)  =  0. 
Следовательно,
th =  pti/ps.
Распределение остаточного прогиба после остановки пластины 
имеет вид
, , V kpt  I2 I Р \
w(r■ 4 ) = ^ ( т - ' )mR3 \ /7S /
б) Высокие давления .  Д вижен и е при t >> t\ р аз бивается  на 
две фазы. В фазе t x <С t <С t2 происходит за тухание  движения  
с уменьшением д от величины g ( t \ ) ~  д 0 до g ( t 2) — 0. В послед­
ней фазе t2 <  t  <  tk движение совершается  при д — 0 вплоть 
до остановки.
2 9 5
1. Ф а з а  ti < t  <C t2. З а д а д и м с я  скоростями в виде (2.1) в 
предположении,  что радиус  центральной части о зависит от вре ­
мени. Дифференцируя  в ы р аж е н и я  дл я  скоростей,  получим уско­
рения в виде
V'i{t) при 0  ̂  г 5̂ 0 ,
V' i (R  £>) +  1Ло'- ( R — г) приV-
(R — g)
Вычисляя  выражение  (1.1) и приравнивая  к нулю производные 
от J по Г *1 и о', ПОЛУЧИМ
\2M0R
m [ V\ ( 3 g ^ 2 g R  + RZ) +  Vlo - ( 3 g + R ) ] + - ~ - ^ - = 0 ,
R ~ e  (2.9)
12 М R
ш [  V\(Rz+2g R - 3 o * )  +  V1o - ( 3 g + R ) ] + - - ^ = 0 ,
А --- О
Из условия непрерывности u ( r , t )  при t — t\ следует,  что
mVi — pti.
Согласно (2,9) получим дл я  определения д дифференциальное 
уравнение
g- (Rz+2gR — 3 о2) = —2psk/pti. (2.10)
После интегрирования (2,10) при начальном условии (2,6) най­
дем
— И .  ( 2 . 1 1 )
R3 R* R R3 \ pt i  t
Конец второй фазы определяется условием g ( t )  =  0 при t =  t?, 
тогда
pti  pt iR3
2 pi 2 p sk 
В зоне oo ^  г ^  R имеем
O( r , 0 = —  ( 2 . 12 )
m R — g
Интегрируя  (2 , 12 ) с учетом (2,11) и используя начальное усл о­
вие (2 ,6 ),  получим w ( r , t ) .
Скорости прогибов в зоне г <i до определяются  вы раже ниям и
r pti при О г ^ г ^ о ,
____  j,
m v ( r , t ) — \ p t i —-------  при (2 -13)
К — д
Интегрируя  (2,13) с учетом (2,11) и используя условие непре­
рывности w  при t =  t ь находим w ( r , t ) .  Выра жение  прогиба в 
конце фазы в центре пластины имеет вид
/(W 1  д а  / 2k \ p t f
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2 . Ф а з а  t2 ^  t ^  tu. В последней фазе /2 ^  t ^  th р а с с у ж ­
дения остаются теми же ,  что и дл я  второй фазы средних д а в л е ­
ний. Прогибы в конце третьей фазы определяются  соотноше­
ниями
при , g o< r <R.
Результаты  совпадают с точным решением найденным в работе 
[ 2 ] ,  но рассматр иваемый  метод проще метода,  предложенного
1) Случай а >> 0,5/?. З а д а д и м с я  скоростями в виде (2.1) в 
предположении,  что д 0 <С а. Анализ решения в основном ан а ло ­
гичен случаю свободно спертой пластины.  При этом в в ы р а ж е ­
нии ( 2 ,2 ) прибавляется  добавочный член, характеризующий дис­
сипацию вдоль защемленной границы.  Если принять
то все результаты для  свободно опертой и жестко защемленной 
пластины вы р а ж а ю т с я  одними и теми ж е  формулами.
Приведем окончательные результаты  д л я  случаев  а =  0,656/? 
п а =■ R.
а) Случай а =  R. М аксим ал ьный остаточный прогиб в конце 
движения  для  средних давлений в ы р а ж а е т с я  формулой
pHfR3 / Ak г3 г 2 _r_ \ p t r  
4mpsk \ R3 R3 R2 R ' 2m
при 0 sc: /'
в [2 ].
§ 3. Жестко защем ленна я  пластина
В случае высоких давлений получим соответственно
б) Случай а =  0,656/?. При средних дав лени ях
При высоких давлени ях
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Д л я  сравнения с точным решением Флоренса введены без раз ­
мерные величины
р mM0wа = '
р  о p4{lRz
Резул ьтаты  дл я  остаточного прогиба в центре пластины пред­
ставлены на фиг. 1 (кривые 3 и 5) .  Кривые 4 и 6 соответствуют 
точному решению Флоренса [3,  4 ] .
2) Случай а < 
v ( r , t )
Фиг.  1.
0,5R. З а д а д и м с я  скоростями в виде 
Vo(t) при 0 <  г <д о ,
■Qi — Г
Vo(t) при ,g0C r C g i ,
Qi —  д  о
.  0 при Q i < r < R .
1 . Д в и ж е н и е  п л а с т и н ы  п р и  0 ^  t ^  t\. Анализ 
движ ения  пластины при 0 ^  t ^  в основном аналогичен пре­
д ы д у щ е м у  случаю. Д л я  определения первоначальной величины 
радиуса  д0 получим формулу
р k
где
2Pi (XR — д 0) 2 (Л/?+оо) — 2 (Я3Я 3 — k)
\2ММgi=XR, р  1 k
Д л я  величины средних давлений ( д0
р k
k=  (3RX— 2а) а2.
— 0 ) получим ограничение
Выражение на правой стороне до лжно  быть положительным, 
следовательно,  д л я  определения А = Л ( а )  получим неравенство
2 (3/?А — 2а) а2 — А3/?3> 0 .
Распределение прогиба при средних дав лен и ях  в момент вр е­
мени t =  11 имеет вид
k(p — p i ) t i 2 XR — r 
w i r  t\) = -----------------------------------.
1 ’ ’ m m 3 XR
При высоких давлени ях  получим
Г p t ?
W ( г ,  ti) =  <
2т
ptx2 XR
2m XR — g 0
при Os^r ^ g o ,  
при g o ^ r ^ A R .
2. Д в и ж е н и е  п л а с т и н ы  п р и  t >  l[. При t >  t\ 
движение при средних дав лени ях  разб ив аетс я  на две фазы.  В 
фазе l\ ^  t ^  t2 происходит за ту хан ие движ ения  с увеличением 
д 1 от величины g i ( t l ) =  ÄR до g {(t2) =  R. В последней фазе 
h  ^  ^  tk движение совершается  при д { =  R вплоть до о ст а­
новки.
При высоких да влени ях  после снятия  нагрузки движение 
разбивается  на три фазы. В фазе t[ ^  t ^  t2 происходит ум ен ь ­
шение д от величины g(t\) — до до g{t2) =  0. В фазе /2 ^  t ^  /3 
происходит затухание движ ения  при д  =  0 с увеличением oi от 
(^2) =  Ш до £>i (/3) =  R. В последней фазе /3 ^  t ^  th д в и ж е ­
ние совершается  при ,д =  0, д i — R вплоть до .остановки.
Рассмотрим анализ  движен ия при д =  0, XR ^  oi ^  R. З а ­
да дим ся  скоростями в виде
„ М ) = при 0 ä £ r s S f f 1 ' ( 3 . 1 )
[ о  при r~>gi.
Д л я  ускорений получим в ы р аж е н и я
./ А V'ei(ei — r) +  Ve\r ___ _V (г, t) =•------------------------------- - при 0 ̂  Г 5^,01.
,OlZ
Вычисляя  выражение (1.1) и приравнивая  к нулю производные 
от ]  по V' и о'ь получим
т  ( V'gy2-]- Vb'i^i) + 2 4 М 0==О, 
т  ( V'g{2-\-3Vg'\gi) — 24 М0= 0.
Отсюда
K^i2= c o n s t ,  (3.2)
V g ! =  2 4 М ° . ( 3 . 3 )
mg'  1
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а) Средние давления .  Здесь  начальные условия следующие:
2k
jQi(ti) =ÄR, V(ti) =  Vo(ti) = — 7Б г (/7 — Pi)h.  - (3.4)т л к 0
Подстановка  (3,3) в (3,2) с учетом (3,4) дает
ln Oi — ln Я/? = -----—— 0 -  (3.5)р — рх \ ti /
Из вы р аже н и я  (3,1) с учетом (3,2) ,  (3,3) и (3,4) получим рас ­
пределение прогиба в зоне При д х =  R в центре 
пластины получим
ktiHp — Pi) Г р / 1 \ 1
mXR'i L Pi \ & П  Г
Конец второй фазы определяется  условием g [ (t2) =  R, тогда  в ы ­
ражение (3,5) да ет
h = U  [  1 ( —  1 ) l n  Я ] .
б) Высокие давления .  При t\ ^  t ^  U вычисления аналогич­
ны к случаю свободно опертой пластины (§ 2, п. 2 6 ).  При 
t =  to в конце фазы в центре пластины получено
W0: p 4 i 4 3R 4  2k \ p t ?  
hk \ P R 3 '2mpi A3/? t 2m 
Конец второй фазы определяется вы раж ением  
t _ p U _  p t j PR3
2 pi 2pik 
Ф а з а  t2 ^ t  ^ t ?l. Здесь  o(^2) =  0, £1 (^3) =  ^ ,  g {(t2) =  lR,
V(t2) = J ^ .  (3.6)m
Подстановка  (3.3 ) в  (3,2) с учетом (3,6) да ет
+ 1-
2k Г р^
In Oi — ln — — 1
W 0:
h3R3 L pt  1
Из вы р аж е н и я  (3,1) ,  с учетом (3,2) ,  (3,3) и (3,6) ,  получим рас ­
пределение прогиба в зоне 0 ^  г ^  o t. При д\ =  R в центре 
пластины получено
g i W [  4/е_____  I P_U2
Aktnpi L P R 3 J 2т
В последней фазе при средних и высоких да влени ях  р а с с у ж ­
дения аналогичны к случаю свободно опертой пластины (§ 2 , 
п. 2 , 6 ) .  Приведем только окончательные результаты.  М а к с и ­
мальный остаточный прогиб в конце движ ен ия при средних д а в ­
лениях
3 0 0
При высоких давлени ях  получим соответственно
р ч ? т ч  л и  \ pt i2
W° Atnpik v P R 3 ' 2m
График максимального  прогиба для  сл учая  0 =  0,438/? (,А =  0,87) 
приведен на фиг. 1 ( кривая  1). Крив ая  2 соответствует точному 
решению [4 ] .
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E. Vi rnia
R e s ü m e e
Käesoleva töös vaade ldakse  üm margus i  jä ikp las tse s t  m ater ja l i s t  plaate. 
P laad i  keskmisele r ing iku ju l ise le  osale mõjub teatud a javahem iku jooksul üht­
lase lt  jaotatud  r istsuunaline  dünaamil ine  koormus. Eeldatakse, et m ate r ja l  al lub 
Tresca p lastsust ing imusele . Kasutades Tamuszi [1 ]  printsi ipi,  on leitud l ig i ­
kaudne lahend vaba lt  toetatud j a  j ä ig a l t  kinnitatud p laadi korral.
THE DYNAMIC P L A S T I C  B E H A V I O U R  OF C I R C U L A R  R I GI D - P LA S T I C
P L A TE S
E. V i rm a
S u m m a r y
In this paper c ircu lar p lates subjected to dynamic load ing  uniformly d is t r i ­
buted over a central c ircu lar area are considered. The p late  is supposed to 
be made of r ig id -p last ic  mater ia l  obeying the Tresca yie ld condition. U s in g  the 
variat ional principle of Tamusz [ 1 ], an approximate so lution for s imply- 
supported and clamped plates is given.
301
С О Д Е Р Ж А Н И Е  -  S I S U K O R D
3. Р и й в е с. Доце нт  Аль ма  Р у у б е л ь  ( к  се мидесятипятилетию со дн я
р о ж д е н и я ) ..................................................................................................................................  3
А. Ф л я й ш е р .  О р е д у к ти в ны х  пр ост ра нст ва х  д в у м е р н ы х  орбит в про­
ективном пространстве  Р 3 .............................................................................................  9
A. F 1 j а i š е г. Kahemõõtmeliste projektiivscs ruumis P 3 s i sa lduvate
orbiit ide rcdukti ivsetest homogeensetest ruumidest. Resümee . . 21 
A. F l e i s c h e r .  Über reduktive Homogenräume der zweid imensionalen
Orbiten im projektiven Raum P 3. Zusam m enfassung  . . . .  22 
K. Р и й в е с  и A.  Ф л я й ш е р .  ,Однородные фак торпрост ра нст ва
группы дви же ни й е в кл и д о в а  пр остранства  R4 ...........................................23
K. R i i v e s  ja A. F 1 j а i š е r. Eukleidi l ise ruumi R4 l iikumiste rühma
homogeensed faktor-ruumid. R e s ü m e e ...................................................40
K.. R i i v e s  and A.  F l e i s c h e r .  Homogeneous factor-spaces of the
group of motions in Euclidean space RA. Sum m ary  . . . .  40 
И. M a  a  3 и к а  с.  Конгруэнции 2-плоскостей пр остранства  RA с мини­
ма льн ыми г ра сс ма но вы ми о б р а з а м и ................................................................. 41
I. M a a s i k a s .  Ruumi RA kahemõõtmeliste tasand ite  kongruents id , rnillc
Grassmanni kujut iseks 011 m in imaalp ind. R e s ü m e e ..................................51
1. M a a s i k a s .  Die Kongruenzen der zweid imensionalen Ebenen im R 4, 
deren g rassm annsche  Abbildung eine M in im alf läche ist. Zusam m en­
fassung  .......................................................................................................................................... 51
Э. А б е л ь .  Некоторые кл ассы поверхностей F 3 ра нг а  2 со специа ль ­
ными фокальными поверхностями в не ев к ли до вы х  п р ост ра нст ­
в а х  lS N ....................................................................................................................... 52
Е. A b e l .  Spets iaa lsete  fokaa lp indadega p indade Vz, mil le  a s tak  on 2,
mõningatest  k lass idest  mitteeukleid il ises ruumis 'S N. Resümee . . 62 
E. A b e 1. Some c lasses of the surfaces F3 with rank 2 and w ith  special
focal surfaces in noneuclidean space ’S N. Sum m ary  . . . .  62 
X. К и л ь п .  Д в е  квазилинейные системы т ипа  из ме ханики с
шестиугольной т ритканью х ар ак т ер ис ти к  ( г е оме тр ич ес ка я  теория )  63
Н.  K i l p .  Kaks kuusnurkse karakter ist iku te  ko lm kan g ag a  kvaas i l in eaa rse t
5*32(1) tüüpi süsteemi m ehhaan ikast  (geomeetri l ine teooria ) .  Resümee 78
H. K i l p .  Two quas i l inear systems of the type 5 132(d w ith  hexagonal
three fields. S u m m a r y .............................................................................................78
М. А б е л ь  и Э.  Х е р и н г с о н .  Некоторые св ой ст ва  а лге бр ы С0(Х ,А ) 79 
М. A b e l  ja  E. Н е г i n g  s о n. A lgebra  C0(X, А ) m õninga id  omadusi
R e s ü m e e ......................................................................................................................
M. A b e l  and E.  H e r i n g s o n .  Properties of the a lgeb ra  C0 (X , A)
S u m m a r y ......................................................................................................................
Э. О я.  Без условные ш а уд е р о в ы  р аз л оже н ия  в лока льно  в ы пу к л ы х
пр остранствах  ........................................................................................................................  90
Е. О j а. T ingimatud Schauderi lahutused lokaa lse l t  kumerates ruumides
R e s ü m e e ..........................................................................................................................................114
E. О j a. Unconditional Schauder decompositions in loca l ly  convex spaces
S u m m a r y .......................................................................................................................................... 114
302
Э. О я. О двойственности ограниченно (полных и натягивающих шау-
деровых разложений в локально выпуклых пространствах . 117
Е. O j a .  Tõkestatu lt  tä ie l ike j a  p ingul Schauderi lahutuste  duaa lsusest
lokaalse lt  kumerates ruumides. R e s ü m e e ...................................................126
E. O j a .  On the dua l i ty  of boundedly complete and shrink ing  Schauder
decompositions in local ly  convex spaces. Sum m ary  . . . .  126
Э.  К о л ь к .  Теорема Бака в локально выпуклых пространствах . 128 
Е. K o l k .  Bucki teoreem lokaa lse l t  kumerates ruumides.  Resümee . . 139 
E. K o l k .  Der S a tz  von Buck in lokalkonvexen Räumen. Z usam m enfas­
sung .......................................................................................................................................139
Т. T я x т.. Мультипликаторы и дополнительные пространства ВК-
п р о с т р а н с т в .......................................................................................................................141
Т. T ä h ‘ t. B a a s ig a  ß/C-ruumide mult ip l ikaatorid  ja  tä iendruumid. Resümee 153 
Т. T ä h t. Mult ip l iers and dual spaces of the B K -spaces. Sum m ary . . 154 
Ю. Л а м п .  О безусловной сходимости почти всюду обобщенных 'ор­
тонормированных рядов .....................................................................................155
J . L a m p .  ü ld is t a tu d  ortonormeeritud ridade t ing im uste ta  koonduvusest
peaaegu kõikjal. R e s ü m e e .................................................................................... 162
J. L a m p. üb e r  die unbedingte Konvergenz der vera l lgem einerten  Ortho­
gonalreihen. Z u s a m m e n fa s s u n g ............................................................................162
Я. С и к к. О некоторых ^ -конструктивны х пространствах и мульти­
пликаторах класса .................................................................... 163
J. S i k k .  M õningatest  ^^-konstruktiivsetest ruumidest j a  (X T А^;^)
k lass i  mult ip l ikaatoritest .  R e s ü m e e ................................................................... 178
J .  S i k k .  About some re c o n s t ru c t iv e  spaces and mult ipliers of c lass
(X t jl, Ac/iJ. S u m m a r y ............................................................................................ 179
Я. С и к к. Мультипликаторы, ^-дополнительные пространства и коэф­
фициенты Фурье некоторых классов ф у н к ц и й ..................................180
J. S i k k .  Mult iplikaatorid , TM aiendruum id j a  Fourier’ kordajad. Resümee 184 
J. S i k k .  On the mult ipliers,  complementary spaces with rap id ity  and
Fourier’ coefficients. S u m m a r y ............................................................................185
Ю. Л и п п у  с. О равносильности методов \Чезаро и Абеля суммиро-
рования со скоростью ортогональных р я д о в ..................................186
J. L i р р u s. Cesäro ja  Abeli menetluste sam aväärsu ses t  ortogonaalr idade
ki irusega summeeruvuse suhtes peaaegu kõikjal.  Resümee . . .  193 
J .  L i p p u s. On the equivalence of the Casäro  and Abel methods in the
summabili ty  with speed of orthogonal series. Sum m ary  . . .  193 
П. О я. О сходимости и устойчивости метода Галеркина для /парабо­
лических уравнений с дифференцируемыми операторами 194 
P. O j a .  Gа 1 jorkini meetodi koonduvusest  j a  stab ii lsusest  d iferentseeruva
operaatoriga paraboolset tüüpi võrrandite jaoks. Resümee . . . 209 
P. O j a .  On convergence and s tab il i ty  of the Galerkin method for the
parabolic equations with a differentiable operator. Sum m ary . . 210 
Ö. I&a p M а. О сходимости разностного {метода в нелинейных ,пробле- 
^ м а х  собственных значений *для линейных /дифференциальных
, уравнений . ......................................................................................................211
О. K a r m a .  Diferentsmeetodi koonduvusest  m itte l ineaarsetes omaväär-
\ tusü lesannetes lineaarsete  diferents iaa lvõrrandite  korral.  Resümee . 228
О. К a r m a. -About convergence of difference method in nonlinear e igen ­
value problems or linear differentia l equations. Sum m ary . . . 228
М. К о й т. Об одном семантическом а л г о р и т м е ...................................................229
М. Ko i t .  Ühest semantil isest a lgoritmist . R e s ü m e e .......................................... 237
M. K o i  t. Über ein sam&ntischen Algorithmus. Zusam m enfassung . . 237
Л. Р о о т с. Об устойчивости прямоугольной п л а с т и н к и .................................. 238
L. R o o t s .  R istkülikulise p laadi stabii lsusest. R e s ü m e e ..................................241
L. R o o t s .  On the buckling of rectangu lar  plates. Sum m ary . . . 241
303
Э. ,‘С а  к к о в. К осесимметрической деформации цилиндрической д в у х ­
слойной о б о л о ч к и ......................................................................................................242
E. S a k к о v. Ideaalse kahekihil ise s i l indri l ise  kooriku te lg süm m eetr i l i ­
sest deformatsioonist . R e s ü m e e ............................................................................25Ü
E. S а к к о v. On axisymm etr ic  deformation of a cyl indr ica l  sandw ich
shell. S u m m a r y ............................................................................................................. 250
Э. С а к к о в. Вывод уравнений типа Кармана для изучения после-
критической стадии упруго-пластических цилиндрических панелей 251 
E. S a k к о v. Kärmäni-tüüpi võrrandite  tu letamine e lastsete-p lastse te
si l indri l is te  paneelide pärastkr i i t i l ise  staad iumi uurimiseks. Resümee 256 
E. S a k k o v .  Derivat ion of the Kärm än ’s equations for an a ly s is  of the
post-critical s t a g e  of e lastic-plast ic  cy l indr ica l  panels. Sum m ary  . 256 
И. В а  й и и к к о. К оптимальному проектированию жестко-пластических
круглых п л а с т и н ............................................................................................. ........  257
I. V a i n i k k o .  Jä ikp las tse te  üm m arguste  p laat ide optimaalsest  pro jek­
teerimisest . R e s ü m e e ..................................................................................................... 262
I. V a i n i k k*o. Optimal design  of r ig id-p last ic  c ircular plates.  Sum m ary  262 
Я. Л е л л е п ,  О локальном нагружении жестко-пластических сфери­
ческих о б о л о ч е к .............................................................................................................. 263
J. L е 1 1 е р. Jä ik  p lastsete sfäär i l is te  koorikute lokaalne koormamine.
R e s ü m e e .............................................................................................................................. 272
J. L e 1 1 e p. On the p lastic  behavior of spherical shells subjected to
local loads. Sum m ary : .................................................................................... 272
Ю. J1 e п и к. О влиянии образования ^кратера на динамический (изгиб
п л а с т и н .......................................... .................................................................................... 273
U. L e p i k .  Kraatr i tekkimise mõjust p laat ide dünaamil ise le  paindele.
R e s ü m e e .............................................................................................................................. 279
Ü. L e p i k .  On the influence of erater-formation upon the dynamic
bending of plates. S u m m a r y ............................................................................279
Ю. J1 e п и к, К. С о о н e т с и Э. С а к с. О динамике осесимметричных
тел, нагруженных высоким д а в л е н и е м ........................................................... 280
Ü. L е р i k, K. S o o n e t s  ja  E. S а к s. Kõrge dünaamil ise  rõhuga koor­
matud te igsümmeetr i i is te  kehade dünaamikast . Resümee . . . 292 
Ü. L e p i k ,  K- S o o n e t s  ja E.  S a k s .  On dynamics of axisymmetric
bodies under a high pressure. S u m m a r y ...................................................292
Э. ß  и p m а. Динамическое поведение ‘жестко-пластических круглых
пластин . . . . ............................................................................................ 293
Е. V i r m a .  Jä ik-p lastsete  üm m arguste  p laat ide dünaamikast .  Resümee . 301 
E V i r m a .  The dynamic  plastic, behavior of c ircu la r rig id-p last ic  plates.
Sum m ary  ......................................................................................................................301.
Ученые записки Тартуского государственного университета 
Выпуск 374 
ТРУДЫ ПО МАТЕМАТИКЕ И МЕХАНИКЕ
XVII . ‘;
На русском языке 
Резюме па эстонском, английском п немецком языках 
Тартуский государственный университет 
ЭССР, г. Тарту, ул. Юликооли, 18 
Ответственный редактор С. Барон 
Корректоры Г. Ноппель, Л. Арива, К. Уусталу 
Сдано в набор 19/111 1975. Подписано к печати 1/Х 1975. Бумага  типограф­
ская № 1, 60X90.1/16. Печатных листов 19,0 - f  1 вклейка. Учетпо-издаг. 
листов 18,83. Тираж 450. MB 05467. Заказ  № 2570. Типография им. Ханса 
Хейдеманна, ЭССР, г. Тарту, ул. Юликооли, 17/19. II 
Цена 1 руб. 88 коп. 
о_2
Цена 1 руб. 88 коп.
