We provide several non-approximability results for deterministic scheduling problems whose objective is to minimize the total job completion time. Unless P = N P, none of the problems under consideration can be approximated in polynomial time within arbitrarily good precision. Most of our results are derived by APX-hardness proofs.
Introduction
Since the early 1970s, the algorithms and optimization community has put much effort into identifying the computational complexity of various combinatorial optimization problems. Nowadays it is common knowledge that, when dealing with an N P-hard optimization problem, one should not expect to find a polynomial-time solution algorithm that solves each instance of the problem to optimality. This insight motivates the search for approximation algorithms that output provably good solutions in polynomial time. It also immediately raises the question of how well we can approximate a specific optimization problem in polynomial time.
We say that a polynomial-time approximation algorithm for some optimization problem has a performance guarantee or worst-case ratio ρ, if it outputs a feasible solution with cost at most ρ times the optimum value for all instances of the problem; such an algorithm is also called a polynomial-time ρ-approximation algorithm. Now, given an N P-hard optimization problem, for which values of ρ does there exist and for which values of ρ does there not exist a polynomial-time ρ-approximation algorithm? In this paper we focus on 'negative' results for scheduling problems in this area, i.e., we demonstrate for several scheduling problems that they do not have polynomial-time ρ-approximation algorithms with ρ arbitrarily close to 1, unless P = N P.
Until now, the literature only contains a small number of non-approximability results for scheduling problems. Most of the known non-approximability results have been derived for the objective of minimizing the makespan; they are also valid for the more general problem of minimizing total weighted completion time subject to precedence constraints. As far as we know, the only other non-approximability results for scheduling problems with minsum objective are presented in the papers of Kellerer, Tautenhahn & Woeginger [1996] and Leonardi & Raz [1997] . In the first paper, the authors prove that the problem of minimizing the total flow time on a single machine subject to release dates cannot be approximated in polynomial time within any constant factor. In the second one, the authors derive a similar result for the total flow time problem subject to release dates on parallel machines. Below, we give a short list with the most important results for makespan minimization, all under the assumption that P = N P; for more detailed information on the scheduling problems mentioned, see the first paragraphs of Sections 3 through 5, or see the survey article by Lawler, Lenstra, Rinnooy Kan & Shmoys [1993] . We refer the reader interested in more results on approximability and nonapproximability in scheduling to Lenstra & Shmoys [1995] . Throughout this paper, we use the notation introduced by Graham, Lawler, Lenstra & Rinnooy Kan [1979] to denote scheduling problems.
• Lenstra & Rinnooy Kan [1978] prove that P | prec, p j = 1 | C max (makespan minimization on parallel machines with precedence constraints and unit processing times) does not have a polynomial-time approximation algorithm with performance guarantee strictly better than 4/3.
• Lenstra, Shmoys & Tardos [1990] show that R | | C max (makespan minimization on unrelated machines) does not have a polynomial-time approximation algorithm with performance guarantee strictly better than 3/2.
• Hoogeveen, Lenstra & Veltman [1994] prove that P | prec, c = 1, p j = 1 | C max and P ∞ | prec, c = 1, p j = 1 | C max (two variants of makespan minimization on parallel machines with unit processing times and unit communication delays) cannot be approximated with worst-case ratios better than 5/4 and 7/6, respectively.
• Williamson et al. [1997] prove that O | | C max , J | | C max , and F | | C max (makespan minimization in open shops, job shops and flow shops, respectively) cannot be approximated in polynomial time with performance guarantees better than 5/4.
All the listed non-approximability results have been derived via the so-called gap technique, i.e., via N P-hardness reductions that create gaps in the cost function of the constructed instances.
More precisely, such a reduction transforms the YES-instances of some N P-complete problem into scheduling instances with objective value at most c * , and it transforms the NO-instances into scheduling instances with objective value at least g · c * , where g > 1 is some fixed real number. Then a polynomial-time approximation algorithm for the scheduling problem with performance guarantee strictly better than g (i.e., with guarantee g − ε where ε > 0) would be able to separate the YES-instances from the NO-instances, thus yielding a polynomial-time solution algorithm for an N P-complete problem. Consequently, unless P = N P, the scheduling problem cannot have a polynomial-time ρ-approximation algorithm with ρ < g. In this paper, we present non-approximability results for the corresponding minsum versions of the makespan minimization problems listed above. We prove that none of the scheduling problems
can be approximated in polynomial time within arbitrarily good precision, unless P = N P. Our main contribution is the non-approximability result for the problem R | r j | C j , which answers an open problem posed by Skutella [1997] . Interestingly, we do not prove this nonapproximability result by applying the standard gap technique that we sketched above, but by establishing APX-hardness of this problem (see Section 2 for some information on APXhardness). In the APX-hardness proof for R | r j | C j we are recycling some of the ideas that Lenstra, Shmoys & Tardos [1990] used in their gap reduction for R | | C max ; the APX-hardness proof of R | | w j C j follows along the lines of the APX-hardness proof for R | r j | C j . Also the non-approximability results for F | | C j and O | | C j are established via APX-hardness proofs; part of these arguments stem from the paper by Williamson et al. [1997] . The nonapproximability results for P | prec, p j = 1 | C j , for P | prec, c = 1, p j = 1 | C j , and for P ∞ | prec, c = 1, p j = 1 | C j follow from the well-known gap reductions for the corresponding makespan minimization problems P | prec, p j = 1 | C max , P | prec, c = 1, p j = 1 | C max , and P ∞ | prec, c = 1, p j = 1 | C max in a straightforward way.
The paper is organized as follows. In Section 2, we summarize some useful information on approximation schemes, non-approximability, APX-hardness and APX-completeness, and L-reductions, as we need it in the remainder of the paper. The non-approximability results are presented in Sections 3 through 5: Section 3 deals with scheduling unrelated machines; Section 4 considers flow shops and open shops; and Section 5 presents the results on parallel machine scheduling with precedence constraints and with communication delays. The paper is concluded with a short discussion in Section 6.
Preliminaries on non-approximability
This section summarizes some basic knowledge on approximability and non-approximability. For more extensive explanations, we refer the reader to Papadimitriou & Yannakakis [1991] and to Ausiello et al. [1999] .
A polynomial-time approximation scheme for an optimization problem, PTAS for short, is a family of polynomial-time (1 + ε)-approximation algorithms for all ε > 0. Essentially, a polynomial-time approximation scheme is the strongest possible approximability result for an N P-hard problem. For N P-hard problems an important question is whether such a scheme exists. The main tool for dealing with this question is the L-reduction as introduced by Papadimitriou & Yannakakis [1991] : Definition 2.1 (Papadimitriou & Yannakakis [1991] ) Let A and B be two optimization problems. An L-reduction from A to B is a pair of functions R and S, both computable in polynomial time, with the following two additional properties:
• For any instance I of A with optimum cost Opt(I), R(I) is an instance of B with optimum cost Opt(R(I)), such that
for some positive constant α.
• For any feasible solution s of R(I), S(s) is a feasible solution of I such that
for some positive constant β, where c(S(s)) and c(s) represent the costs of S(s) and s, respectively.
Papadimitriou & Yannakakis [1991] prove that L-reductions in fact are approximation preserving reductions: If there is an L-reduction from the optimization problem A to problem B with parameters α and β, and if there exists a polynomial-time approximation algorithm for B with performance guarantee 1 + ε, then there exists a polynomial-time approximation algorithm for A with performance guarantee 1 + αβε. Consequently, if there exists a PTAS for B, then there also exists a PTAS for A. The complexity class APX contains all optimization problems that can be approximated in polynomial time within some constant factor. The class APX is closed under L-reductions, and the hardest problems in this class (with respect to L-reductions) are the APX-complete problems. A problem that is at least as hard (with respect to L-reductions) as an APXcomplete problem is called APX-hard. Many prominent optimization problems have been shown to be APX-complete, e.g. the maximum satisfiability problem, the problem of finding a maximum cut in a graph, and the problem of finding a vertex cover of maximum size in a graph. For none of these APX-complete problems, a PTAS has been constructed, and if there does exist a PTAS for one APX-complete problem, then all APX-complete problems have a PTAS. Moreover, Arora, Lund, Motwani, Sudan & Szegedy [1992] have shown that in this case P = N P. This provides a strong tool for proving the non-approximability of an optimization problem X: Just provide an L-reduction from an APX-hard problem to X. Then unless P = N P, problem X cannot have a PTAS. We also mention that for every APX-hard problem, one can explicitly give an ε * > 0 such that this problem does not have a polynomialtime (1 + ε * )-approximation algorithm unless P = N P. Since in general these values ε * are very small (around, say, 10 −5 ), we neither mention them nor try to optimize them for the APX-hard scheduling problems in this paper.
Unrelated parallel machine scheduling
In this section we prove APX-hardness of two variants of the basic unrelated parallel machine scheduling problem. This basic problem is defined as follows. There are n independent jobs 1, 2, . . . , n that have to be scheduled on m machines M 1 , M 2 , . . . , M m , where preemptions are not allowed. Every machine can only process one job at a time and every job has to be processed on exactly one machine. If job j is scheduled on machine M i , then the processing time required is p ij . The objective is to minimize the total job completion time.
In the standard scheduling notation this problem is denoted by R | | C j . This problem can be solved to optimality in polynomial time by bipartite matching (see Horn [1973] and Bruno, Coffman, & Sethi [1974] ). In the remainder of this section, we will show that adding either job release dates or job weights makes the problem APX-hard. We start with adding release dates r j for each job j, which specify the time at which it becomes available for processing.
We prove the non-approximability of R | r j | C j by presenting an L-reduction from the Maximum Bounded 3-Dimensional Matching problem (Max-3DM-B), which has been proven to be APX-complete by Kann [1991] . This L-reduction draws some ideas from the gap reduction of Lenstra, Shmoys & Tardos [1990] for R | | C max .
MAXIMUM BOUNDED 3-DIMENSIONAL MATCHING (Max-3DM-B)
Input: Three sets A = {a 1 , a 2 , . . . , a q }, B = {b 1 , b 2 , . . . , b q }, and C = {c 1 , c 2 , . . . , c q }. A subset T of A × B × C of cardinality s, such that any element of A, B, and C occurs in exactly one, two, or three triples in T . Note that this implies that q ≤ s ≤ 3q. Goal: Find a subset T of T of maximum cardinality such that no two triples of T agree in any coordinate. Measure: The cardinality of T .
The following simple observation will be useful. Proof. Select an arbitrary triple t from T . Remove t together with all triples that agree with t in some coordinate from T . Repeat this process until T becomes empty. Since every element occurs in at most 3 triples, at most 7 triples are removed from T in every step. Hence, there are at least 1 7 s steps and at least 1 7 s selected triples. Since the selected triples do not agree in any coordinate, they form a feasible 3-dimensional matching. Now let I = (q, T ) be an instance of Max-3DM-B. We construct an instance R(I) of R | r j | C j with 3q + s jobs and s + q machines. The first s machines correspond to the triples in T , and hence are called the triple machines. The remaining q machines are the dummy machines. The 3q + s jobs are divided into 3q element jobs and s dummy jobs. The 3q element jobs correspond to the elements of A, B, and C, and are called A-jobs, B-jobs, and C-jobs, respectively.
Let T l = (a h , b i , c j ) be the lth triple in T . The processing times on the lth triple machine are now defined as follows. The processing time of the three element jobs that correspond to the elements a h , b i , and c j is 1, whereas all the other element jobs have processing time infinity. The dummy jobs have processing time 3 on any triple machine and also on any dummy machine. All A-jobs and B-jobs have processing time 1 on the dummy machines, and all C-jobs have infinite processing time on the dummy machines. The release dates of all A-jobs and all dummy jobs are 0, all B-jobs have release date 1, and all C-jobs have release date 2.
In the following we are mainly interested in schedules of the following structure. Among the triple machines, there are k machines that process the three element jobs that belong to the triple corresponding to the machine (we call such machines good machines), there are q − k machines that process a dummy job together with a C-job, and there are s − q machines that process a single dummy job. The q dummy machines are split into two groups: q − k of them process an A-job and a B-job, and k of them process a single dummy job. An illustration for schedules of this structure is given in Figure 1 . All jobs are scheduled as early as possible. The cost Z k of a schedule σ with the special structure described above only depends on the number k of good machines, and it is equal to
Lemma 3.2 Let σ be any feasible schedule for R(I) with k good machines. Then the objective value of σ is at least equal to Z k , and there exists a feasible schedule σ satisfying the structure described above with the same number k of good machines.
Proof. We argue that the objective value of schedule σ is at least Z k ; then σ can be replaced by a schedule σ with the desired structure, which is readily determined given the k good machines. Note that a schedule in which every job starts at its release date has objective value equal to 6q + 3s. We prove that the extra cost caused by jobs that do not start at their release date is at least q − k.
Let A , B , and C be the number of A-jobs, B-jobs, and C-jobs, respectively, that do not start at their release dates. Since all data are integer, we know that in any optimal schedule the start and completion times are integral. Let D 1 be the number of dummy jobs that start at time 1, and let D 2 be the number of dummy jobs that start at or after time 2. Finally, let k 1 and k 2 be the number of machines that are idle during the time intervals [0, 1] and [1, 2] , respectively. There are q − C of the C-jobs whose processing starts at their release date. All these C-jobs are processed on triple machines, and only k triple machines are good machines. Hence, the remaining number of at least q − C − k machines that process such a C-job must be idle during the time interval [0, 1], or during [1, 2] , or during both intervals. This yields that
The number of jobs that have release date zero equals the number of machines. Hence, the processing of at least k 1 of the A-jobs and dummy jobs does not start at time zero, and we conclude that
Analogously at least k 2 of the B-jobs and dummy jobs are not processed during the time interval [1, 2] , and therefore B + D 2 ≥ k 2 holds. Summarizing, one gets that the additional cost caused by jobs in σ that do not start at their release date is at least
Hereby the proof of the lemma is complete.
Lemma 3.3 For any instance I of Max-3DM-B, we have Opt(R(I)) = 7q − Opt(I) + 3s ≤ 69 Opt(I). Hence, the polynomial-time transformation R satsifies condition (1) of Definition 2.1.
Proof. Let k = Opt(I). Then the statement of Lemma 3.2 yields that Opt(R(I)) = 7q−k+3s, and Lemma 3.1 yields that k ≥ 1 7 s ≥ 1 7 q. Hence, Opt(R(I)) ≤ 49k − k + 21k = 69 Opt(I). Next, we define a polynomial-time transformation S that maps feasible solutions of R(I) to feasible solutions of I. Let σ be a feasible schedule for R(I). As described in the proof of Lemma 3.2, we find a corresponding schedule σ for σ that has the special structure. Then the feasible solution S(σ) for the instance I of Max-3DM-B consists of the triples in T that correspond to the good machines in σ . Summarizing, Lemma 3.3 and Lemma 3.4 state that the transformations R and S satisfy both conditions in Definition 2.1. Moreover, they are computable in polynomial time, and hence constitute a valid L-reduction. We formulate the following theorem.
Theorem 3.5 The scheduling problem R | r j | C j is APX-hard and thus does not have a PTAS, unless P = N P.
We use the above L-reduction to show that the problem without release dates but with total weighted completion time as objective is APX-hard as well. We denote the weight of job j by w j , which we assume to be a nonnegative integer; the objective is then to minimize n j=1 w j C j . Using the three-field notation scheme, we denote this problem by R | | w j C j . We construct the following L-reduction. We simply copy the instance that we had in our L-reduction for R | r j | C j , but we replace the release dates by carefully chosen weights; it is the task of the weights to enforce the structure of Figure 1 , in which all A-jobs and dummy jobs start at time 0, all B-jobs start at time 1, and no C-job starts before time 2. To force that the machines give priority to the A-jobs and dummy jobs, and finally to the B-jobs, each A-job and dummy job gets a weight of 10; each B-job gets a weight of 3, and each C-job gets a weight of 1. As a consequence, a schedule that does not obey the structure of Figure 1 can be modified to one that possesses this structure without increasing total weighted completion time. Note that the choice of the weights is rather arbitrary; any set of constant weights that enforces the desired structure will do. Working things out, we find that the constants in the L-reduction become α = 349 and β = 1. Therefore, we have proven the following theorem: Theorem 3.6 The scheduling problem R | | w j C j is APX-hard and thus does not have a PTAS, unless P = N P.
Shop scheduling problems
The shop scheduling problems considered in this section are defined as follows. There are n jobs 1, 2, . . . , n and m machines M 1 , M 2 , . . . , M m . Each job j consists of m operations O 1j , O 2j , . . . , O mj . Operation O ij has to be processed on M i for a period of p ij units. No machine may process more than one job at a time, and no two operations of the same job may be processed at the same time. Preemption is not allowed.
There are three types of shop models. First, there is the open shop in which it is immaterial in what order the operations are executed. Secondly, there is the job shop in which the processing order of the operations is prespecified for each job; different jobs may have different processing orders. Finally, there is the flow shop, which is a special case of the job shop: here, the prespecified processing order is the same for all jobs. In the standard scheduling notation, the open shop, job shop, and flow shop with total job completion time objective are denoted by O | | C j , J | | C j , and F | | C j , respectively.
In this section, we provide a proof for the following theorem. Williamson et al. [1997] show by a gap reduction from a variant of 3-satisfiability that the makespan minimization shop problems J | | C max and F | | C max cannot be approximated in polynomial time within a factor better than 5/4 (unless P = N P). In proving Theorem 4.1, we use an L-reduction that is based on this gap reduction. Our L-reduction is from the following version Max-2Sat-B of maximum 2-satisfiability.
MAXIMUM BOUNDED 2-SATISFIABILITY (Max-2Sat-B)
Input: A set U = {x 1 , x 2 , . . . , x q } of variables and a collection C = {c 1 , c 2 , . . . , c s } of clauses over U . Each clause consists of exactly two (possibly identical) literals. Each variable occurs both negated and unnegated. Each literal occurs at most twice in C. Goal: Find a truth assignment for U such that a maximum number of clauses is satisfied. Measure: The number of satisfied clauses.
Proposition 4.2 The above defined problem Max-2Sat-B is APX-hard.
Proof. Papadimitriou & Yannakakis [1991] show that the following 'standard' version of maximum 2-satisfiability is APX-complete: Each variable occurs in at most three clauses; each clause contains either one literal or two distinct literals; all clauses are pairwise distinct from each other. We show how to transform an instance I of the standard form into a (with respect to approximation) equivalent instance of the desired form Max-2Sat-B above.
There are two situations possible in the standard form that are not allowed in our form. The first one is that a variable occurs negated or unnegated only; the second is that a clause consists of one literal only. The first situation is easy to resolve: If we spot such a variable, then we simply make all its occurences TRUE and delete them together with their clauses. As a consequence, no literal can occur three times in the formula. Now consider the second situation. By appropriately renaming the variables we may assume that in I every literal occurs at least as often in unnegated as in negated form. If there is a clause that consists of x orx only, then it must occur in C in one of the following patterns (in these patterns, a and b stand for arbitrary, not necessarily distinct literals; however, a and b both are distinct from x and x):
If x=FALSE in case (i), then at most two of the three displayed clauses can be satisfied. By setting x=TRUE however, at least two of these clauses are satisfied. Hence, we may set x = TRUE and simplify the resulting formula. By analogous arguments, we may set x = TRUE in the cases (ii), (iii), and (iv). Since case (v) is symmetric to case (iii), it can be settled by setting x = FALSE and simplifying the resulting formula. Finally in case (vi), we replace the clause (x) by the new clause (x, x). Repeating these steps over and over again eventually yields a formula of the form specified in Max-2Sat-B. Note that the number of steps needed to derive our form from the standard form is polymially bounded, since at each step either the value of some literal is fixed, or a singleton clause is removed.
In analogy to Lemma 3.1, we argue that for any instance I of Max-2Sat-B, the optimum value is bounded away from zero. Proof. Consider the truth assignment that sets every variable to TRUE and the truth assignment that sets every variable to FALSE. Every clause is satisfied by at least one of these two assignments.
In the following Subsection 4.1, we describe an L-reduction from Max-2Sat-B to F | | C j . This yields the non-approximability of problems F | | C j and J | | C j as stated in Theorem 4.1. In Subsection 4.2, we modify the L-reduction slightly such that it yields the non-approximability of O | | C j .
Flow shop scheduling
Let I = (U, C) with U = {x 1 , . . . , x q } and C = {c 1 , . . . , c s } be an instance of Max-2Sat-B; since each variable occurs negated and unnegated, we know that q ≤ s. We define a flow shop instance R(I) as follows.
In constructing this instance R(I), we distinguish between the first and the second unnegated (respectively, negated) occurrence of each literal. For j = 1, 2, we refer to the jth occurrence of the literal x i as x ij , and to the jth occurrence of x i as x ij . With each variable x i we associate four corresponding so-called variable jobs: the two jobs x i1 and x i2 correspond to the first and second occurrence of literal x i , and the two jobs x i1 and x i2 correspond to the first and second occurrence of the literal x i . With each literal x ∈ {x i2 , x i2 } that does not occur in the formula, we further associate three so-called dummy jobs • For each variable x j , there are two assignment machines: the first one processes the operations B(x j1 ) and B(x j1 ), whereas the second one processes the operations B(x j2 ) and B(x j2 ).
• For each variable x j , there are two consistency machines: the first one processes the operations M (x j1 ) and M (x j2 ), whereas the second one processes the operations M (x j2 ) and M (x j1 ).
• For each clause a ∨ b, there is a clause machine that processes E(a) and E(b).
• For each literal x ∈ {x i2 , x i2 } that does not occur in the formula, there is a garbage machine that processes the operation E(x) and the dummy operations D 1 (x), D 2 (x), and D 3 (x).
The processing of every job first goes through the assignment machines, then through the consistency machines, then through the clause machines, and finally through the garbage machines. Since most operations have length 0, the precise processing order within every machine class is not essential; we only note that for every variable job, processing on the first assignment (first consistency) machine always precedes processing on the second assignment (second consistency) machine. Just as in Section 3, we are mainly interested in schedules for R(I) with a special combinatorial structure. In a so-called consistent schedule, for every variable x either both operations B(x i1 ) and B(x i2 ) are processed in the interval [0, 1], or both operations B(x i1 ) and B(x i2 ) are processed during [0, 1] . Moreover, in a consistent schedule the machines process the operations of length 1 during the following intervals. The assignment machines are only processing length 1 operations during [0, 2], and the consistency machines are only processing such operations during [1, 3] . On every clause machine, the operations of length 1 are either processed during [2, 3] and [3, 4] or during [3, 4] and [4, 5] . On the garbage machines, all four operations of length 1 are processed during [0, 4] ; there are no restrictions on the processing order on the garbage machines. Figure 2 gives an illustration of a consistent schedule.
Lemma 4.4 Let σ be any feasible schedule for R(I). Then there exists a feasible consistent schedule σ whose objective value is at most the objective value of σ.
Proof. Let σ be an arbitrary feasible schedule for R(I). Throughout the proof, we only deal with the placement of length 1 operations (as placing the length 0 operations is straightforward); a machine is busy if it is processing a length 1 operation. Our first goal is to transform σ into a schedule in which the assignment machines are only busy during [0, 2] and the consistency machines are only busy during [1, 3] . We start by shifting all operations on the assignment and consistency machines as far to the left as possible without violating feasibility. Clearly, in the resulting schedule all operations on the assignment machines are processed during [0, 2] . Now suppose that on some consistency machine some operation, say operation M (x i1 ), only completes at time four. Since all operations were shifted to the left, this yields that both operations B(x i1 ) and B(x i2 ) are scheduled during the time interval [1, 2] . Moreover, operations B(x i1 ) and B(x i2 ) are both processed during [0, 1]. We proceed as follows: If operation M (x i1 ) is processed before M (x i2 ), then we switch the order of the operations B(x i2 ) and B(x i2 ) on their assignment machine. Moreover, we reschedule operation M (x i2 ) during [1, 2] and operation M (x i1 ) during [2, 3] . If operation M (x i1 ) is processed after M (x i2 ), then we perform a symmetric switching and rescheduling step. Note that after these switches, the schedule is still feasible and that on the consistency machines no operation has been shifted to the right.
By performing such switches, we eventually get a schedule in which all assignment machines are busy during [0, 2] and all consistency machines are busy during [1, 3] . Finally, by shifting all operations on the clause and garbage machines as far to the left as possible, we obtain a schedule σ . It is routine to check that in schedule σ every clause machine is either busy during [2, 4] or during [3, 5] , and every garbage machine is busy during [0, 4] . Since in schedule σ no job finishes later than in schedule σ, the objective value has not been increased.
It remains to be proven that the constructed schedule σ indeed is a consistent schedule, i.e., to prove that for every variable x i , the operations B(x i1 ) and B(x i2 ) are processed simultaneously. First, assume that operation B(x i1 ) starts at time 0. This implies that B(x i1 ) is processed during [1, 2] , and that M (x i1 ) is processed during [2, 3] . This in turn implies that M (x i2 ) starts at time 1, and thus B(x i2 ) is processed during [0, 1], and we are done. In case operation B(x i1 ) starts at time 1, a symmetric argument works.
Next, we define a polynomial-time transformation S that maps feasible solutions of R(I) to feasible solutions of the Max-2Sat-B instance I. Let σ be a feasible schedule for R(I). As described in the proof of Lemma 4.4, we find a corresponding consistent schedule σ . We define the truth setting S(σ) for I as follows. If in σ operations B(x i1 ) and B(x i2 ) are processed during [0, 1], then variable x i is set to TRUE, and if B(x i1 ) and B(x i2 ) are processed during [1, 2] , then x i is set to FALSE.
It can be verified that if a clause is satisfied under the truth setting S(σ), then the length 1 operations on the corresponding clause machine are processed during [2, 3] and [3, 4] . Conversely if a clause is not satisfied, then these operations occupy the intervals [3, 4] and [4, 5] . Proof. There are s clause machines and at most 2q garbage machines. Since the total completion time of two jobs on the same clause machine is at most 4 + 5 = 9, the total completion time of the variable jobs that have non-zero processing requirement on some clause machine is at most 9s. Moreover, the total completion time of the remaining jobs (i.e., the jobs with non-zero processing time on some garbage machine) is at most (1 + 2 + 3 + 4)2q ≤ 20s. Hence Opt(R(I)) ≤ 29s, and Lemma 4.3 completes the proof. 
Open shop scheduling
In this subsection, we construct an L-reduction for the open shop problem O | | C j . Since this L-reduction is very similar to the one constructed for the flow shop in the preceding section, we only briefly sketch the arguments.
The essential difference between the flow shop problem and the open shop problem is that the order in which the operations belonging to the same job are processed is no longer given; therefore, we must look for a different way to enforce that the beginning operation indeed precedes the middle operation, which in turn must precede the ending operation. To this end, we introduce a number of additional jobs, which are used to fill the interval [0, 1] on the consistency machines and the interval [0, 2] on the clause machines; these additional jobs can be forced to go there, because our objective is to minimize the total completion time, which favors small jobs. We further need some more jobs, which are used to remove unnecessary idle time. This can be worked out as follows.
Just as in Subsection 4.1 we start from an instance I = (U, C) of Max-2Sat-B. We introduce the same set of variable jobs, dummy jobs, assignment machines, consistency machines, clause machines, and garbage machines. Additionally, the instance R(I) contains 26q + 6s socalled structure jobs. Every structure job consists of m−1 operations of length 0 and of a single operation of non-zero length; this operation is called the structure operation corresponding to the structure job.
• On each of the 2q assignment machines, we introduce three structure operations of length 5. Because of their large processing time, any reasonable schedule processes them during the interval [2, 17] .
• On each of the 2q consistency machines, we introduce three structure operations of length It can be shown that from any feasible schedule for R(I) we can derive a reasonable, consistent schedule without increasing the objective value. With this, one can define a truth setting S(σ) like in Subsection 4.1. Again, the constructed transformations are polynomial time computable and fulfill the conditions of Definition 2.1. Hence, problem O | | C j is APX-hard. This completes the proof of Theorem 4.1.
Scheduling problems with precedence constraints
In this section we deal with several precedence constrained scheduling problems. There are n jobs 1, 2, . . . , n that have to be scheduled on m machines M 1 , M 2 , . . . , M m . All jobs have unit-processing times. Preemption is not allowed. Every machine can only process one job at a time and every job has to be processed on exactly one machine. There is a precedence relation on the job set, which is represented by an acyclic directed graph G with the jobs as vertices. An arc j → k from job j to job k in G means that job k needs data from job j. In this case, job k cannot be started before job j has been completed. The objective is to minimize the total job completion time. This completes the description of the problem P | prec, p j = 1 | C j . In the more general problem P | prec | C j the jobs may have arbitrary processing times.
Observation 5.1 Unless P = N P, the problems P | prec, p j = 1 | C j and P | prec | C j do not have a polynomial-time approximation algorithm with performance guarantee strictly less than 4/3.
Proof. Since P | prec, p j = 1 | C j is a special case of P | prec | C j , it is sufficient to prove the statement only for P | prec, p j = 1 | C j . Lenstra & Rinnooy Kan [1978] provide a polynomial-time transformation with the following properties: Given an instance of the N Pcomplete problem CLIQUE (for a definition of this problem, see e.g. Garey & Johnson [1979] ), this transformation computes a set of m machines and 3m precedence constrained jobs with unit processing times. In case the CLIQUE instance has answer YES, the constructed scheduling instance I has a schedule where all 3m jobs are processed during the time interval [0, 3] . In case the CLIQUE instance has answer NO, in every feasible schedule for the constructed instance I at least one job completes at time 4 or later.
Suppose that there exists a polynomial-time approximation algorithm for P | prec, p j = 1 | C j with performance guarantee 4/3 − ε (where ε > 0). Let k be a sufficiently large integer that fulfills ε > 4/(9k + 3). We construct k copies I 1 , I 2 , . . . , I k of the Lenstra & Rinnooy Kan instance I; hence every instance I i consists of 3m jobs with the corresponding precedence constraints. Moreover, we add precedence constraints that for 1 ≤ i ≤ k − 1 make every job in I i+1 a successor of every job in I i . We denote the resulting scheduling instance with 3km jobs by I * . In case the original CLIQUE instance has answer YES, then instance I * has a feasible schedule with total job completion time 3k(3k + 1)m/2. In case the original CLIQUE instance has answer NO, then the earliest possible starting time for the jobs in I i is 4i − 4. At most m of the jobs in I i can complete at time 4i − 3, at most m of them can complete at time 4i − 2, and at most m of them can complete at time 4i − 1. Therefore in this case, the total completion time of the jobs in I i is at least m(12i − 6), which implies that the total completion time of all jobs in I * is at least 6k 2 m. Hence, a polynomial-time approximation algorithm for P | prec, p j = 1 | C j with performance guarantee strictly less than 4/3 − 4/(9k + 9) could be used to distinguish in polynomial time the YES-instances of CLIQUE from the NO-instances.
In scheduling with unit communication delays (denoted by an entry c = 1 in the second field of the scheduling notation), the data transmission times between the precedence constrained jobs are not negligible. In this case, an arc j → k means that if job j and job k are processed on different machines, then the processing of k cannot start earlier than one time unit after the completion time of j. If j and k are processed on the same machine, then k cannot start before j has been completed. We consider two basic variants of scheduling with communication delays: P | prec, c = 1, p j = 1 | C j where the number of machines is restrictively small and given as part of the input, and P ∞ | prec, c = 1, p j = 1 | C j where the number of used machines may be chosen by the scheduler. By slightly changing an argument of Hoogeveen, Lenstra & Veltman [1994] -pretty much the same way as we changed the argument of Lenstra & Rinnooy Kan [1978] in the proof of Observation 5.1 -we get the following result. The straightforward proof is omitted.
Observation 5.2 Unless P = N P, the problem P | prec, c = 1, p j = 1 | C j does not have a polynomial-time approximation algorithm with performance guarantee strictly less than 6/5, and the problem P ∞ | prec, c = 1, p j = 1 | C j does not have a polynomial-time approximation algorithm with performance guarantee strictly less than 8/7.
Conclusions
In this paper, we have derived a number of non-approximability results for scheduling problems with total job completion time objective. Since we wrote the first version of this paper back in fall 1997, tremendous progress has been made in deriving positive approximation results for minsum scheduling problems on parallel machines. First, Skutella & Woeginger [1999] derived a PTAS for P | | w j C j . This was followed by a breakthrough paper by Afrati, Bampis, Chekuri, Karger, Kenyon, Khanna, Milis, Queyranne, Skutella, Stein & Sviridenko [1999] , that gave a PTAS for P | r j | w j C j and for Rm | r j | w j C j . Since in this paper we have proved the non-approximability of R | r j | C j and of R | | w j C j , we now know the exact borderline between minsum problems with good approximability behavior (arbitrary number of identical machines with release dates and weights; fixed number of unrelated machines with release dates and weights) and minsum problems with bad approximability behavior (arbitrary number of unrelated machines with release dates or weights).
Minsum scheduling problems with precedence constraints still are not well-understood, even on a single machine: Hall, Schulz, Shmoys & Wein [1997] give a polynomial time 2-approximation algorithm for 1 | prec | C j . Schulz & Skutella [1997] give a polynomial time approximation algorithm for 1 | prec, r j | w j C j whose performance guarantee can be made arbitrarily close to the Euler constant e ≈ 2.718. Munier, Queyranne & Schulz [1998] give a polynomial time 4-approximation algorithm for P | prec, r j | w j C j . However, not a single negative result has been proved for all these problems. We conjecture that 1 | prec | C j does not have a PTAS; in fact, we even conjecture that 1 | prec | C j does not possess a polynomial time (2 − ε)-approximation algorithm (unless P = N P).
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