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R~sum~ 
Nous calculons dans cet article les complexitrs de suites de Toeplitz obtenues ~t partir de 
suites prriodiques. Nous donnons ensuite xplicitement des suites de Toeplitz dont la complexit6 
vrrifie des proprirtrs donnres. 
Mots cl~s: Suites de Toeplitz, Complexit6 
Abstract 
In this paper we consider periodic sequences and Toeplitz transforms. We first compute the 
subword complexity of some classes of Toeplitz transforms. Then we make explicit he existence 
of Toeplitz sequences for which the complexity satisfies ome given properties. 
Keywords: Toeplitz sequences; Subword complexity 
O. Introduction 
Soit dun  ensemble fini (ou alphabet), et u une suite d'616ments de d ,  c'est-~-dire 
une application de ~* dans d .  
La fonction de complexitk de la suite u envoie tout n de ~ sur le nombre de facteurs 
de u de longueur n. Cette fonction est notre en grnrral P(u,n)  ou, si cela n'est pas 
ambigu, P(n). 
I1 y a au moins deux manirres de se poser la question de la complexit& 
On peut d'une part partir d'une fonction donnre, f ,  et se demander s'i l  existe une 
suite u telle que P(u,n)  = f (n )  pour n assez grand. 
On peut d'autre part partir d'une suite, ou d'une famille de suites, et calculer leur 
complexit& 
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Dans cet article, nous calculons la complexit6 d'une famille de suites de Toeplitz. 
Nous d6montrons en particulier les deux th6or6mes uivants: 
Th6or6me A. Pour tout nombre rationnel p/q >>. 1 et toute fonction positive croissante 
et dlrivable, vlkrifiant f (n ) = o(n ~) pour tout ct > 0 et n f '  (n ) = o(n ~) pour tout ~ > O, 
il existe une suite de Toeplitz y et deux constantes strietement positives Cl et c2 telles 
que Vn E ~*, clf(n)n p/q <~ P(y,n) <~ c2f(n)nP/q. 
Th6or~me B. II existe des suites de Toeplitz y telles que Log(P(y,n))/Log(n) tend 
vers l'infini avec n mais d'entropie nulle. 
1. Suites de Toeplitz et complexit6 
1.1. DOfinitions de base et notations 
Nous consid6rons donc un alphabet d (i.e. un ensemble fini) contenant au moins 
deux lettres. Soit to une lettre n'appartenant pas ~ ~¢. On appelle pseudo-suite une ap- 
plication de ~/* dans ~1 U {o~} et suite une application de t~* dans d .  Darts ce qui suit, 
"mot infini" et "pseudo-suite" seront synonymes, "mot" ou "facteur" d6signeront la re- 
striction d'une pseudo-suite ~ un sous-ensemble d ~* form6 d'616ments cons~cutifs et
"sous-mot" d6signera la restriction d'une pseudo-suite ~un sous-ensemble quelconque 
de N*. 
On note ~ 1'ensemble des pseudo-suites. 
La i-6me lettre de la pseudo-suite x sera not6e x[i]. 
On appelle prolongement d'un facteur u un mot de uM. 
Un facteur spbcial d'une pseudo-suite u est un facteur de u tel que l'ensemble ud  
contienne au moins deux facteurs de u. 
On dira qu'un facteur u[i].., u[i + n -  1] d'une pseudo-suite u est P-p6riodique 
lorsque 3P E r~*, P ~< n, et Vj, 0 <~ j <~ n-  1 - P, u[i + j + P] = u[i + j]. 
Nous noterons ~p l'ensemble des pseudo-suites p6riodiques. 
1.2. Suites de Toepfitz 
Soit T la fonction suivante: 
T: ~x~-*~ 
(y,x) ~ T(y,x) 
f y[i] si y[i] E d 
o~.1 T(y,x)[i] 
[ x[j] si y[i] = to et y[i] est la j-6me occurrence de 09. 
Soit x une pseudo-suite et soit T~ la restriction de T /l ~ x {x}. 
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Soit x -=- xl ...xn ... une suite d'616ments de ~ telle qu'une infinit~ d'entre eux 
commencent par une lettre de A. Alors la pseudo-suite y . . . .  T~,,(...(Tx,(X0))...)... 
est appel6e suite de Toeplitz. 
Nous noterons dor6navant une telle suite y = T~Y((~o) °~) et Ti °° . . . .  Txo(... 
(Tx~(Og°°))...) . . . .  Nous dirons d'une pseudo-suite qu'elle est rkgulikre si 
3kE ~*, k>12, V iE  ~* x [ i ]=~oe&i -~O(modk) .  
Nous noterons ~p,r l 'ensemble des pseudo-suites ~ la lois p6riodiques et r6guli~res. 
Notation 1. Soit x un 616ment de a)p,r. Nous noterons k - 1 le nombre de lettres entre 
deux occurrences uccessives de la lettre ~o (ou avant la premiere), P sa p6riode et 
n~ P. 
Nous noterons ()e l'application de ~ dans ~ qui ~ un entier n associe l'unique 
entier (n)p = n' tel que n' = n(modP)  et tel que 1 ~< n' ~< P. 
Nous noterons [xJ la partie enti~re du nombre r6el x. 
Soit i ~> 1. 
Pour 1 ~< j ~< P/, nous consid~rons la fonction f )  qui ~ l'entier l associe le nombre 
de facteurs de T/°° de longueur l, et commenqant ~un indice k E M* tel que (k)e, = j. 
j=p • ~ *.  Nous noterons gi = Y]j=1' ~'  pour i E 
Si ~ est un sous-ensemble de ~, nous noterons ~e la fonction indicatrice de 
l'ensemble ~, c'est-fi-dire la fonction d6finie par Oe(x) = 1 s ix  E 8, et ~(x)= 0 
sinon. 
Exemple 1 (Le2-pl iage gkn&alisb, voir [2,4]). Prenons une feuille de papier et 
plions-la en deux, puis d6plions-la. On observe un pli rentrant. Replions-la une seconde 
fois et red~plions-la: on observe deux plis rentrants puis un saillant. On note par ex- 
emple un pli saillant "A" et un pli rentrant "V". On se demande quelle est la suite de 
"A" et de "V" obtenue apr~s un certain nombre de pliages. 
Supposons qu'on ait pli~ la feuille n fois. Si on la red6pliait, on obtiendrait la suite 
de "A" et de "V" correspondant aux n premiers pliages. Si au lieu de la d6plier, on 
la replie une n + 1-6me fois, on intercale en fait dans la suite de pliages pr6c~dente 
un pli rentrant, puis un saillant, puis un rentrant, etc . . . .  Cela revient ~ intercaler une 
suite altern6e de "A" et de "V" dans la suite correspondant aux n premiers pliages. 
On observe, par exemple, apr~s les quatre premiers pliages: 
v 
I 
V V A 
I I I 
V V A V V A A 
I I I I I I I 
V V A V V A A V V V A A V A A 
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Finalement, la suite du 2-pliage r6gulier s'obtient comme suite de Toeplitz r6gulibre 
associ~e ~ la suite (Vco/~ ~o) ~,  r~p&6e une infinit6 de fois. 
Le fait de commencer par un/~ est dfi au fait qu'on replie toujours la feuille dans le 
m~me sens. Si on replie la feuille dans n'importe quel sens, las suite qu'on obtient est 
celle du 2-pliage g6n6ralis6, et cette suite s'obtient comme suite de Toeplitz associ6e 
aux suites (Vo)V o9) ~,  (Vco A co)°~ ... prises dans n'importe quel ordre. 
Exemple 2 (Le p-pliage, voir [11]). De m~me, le p-pliage s'obtient comme suite de 
Toeplitz associ~e ~t la suite (m~orhog) °~, r6p6t6e une infinit6 de fois, off m est un mot 
de longueur p -  1 sur un alphabet ~ 2 lettres, {V, A}, et th est le mot m lu de droite 
gauche, off les V sont remplac6s par des A et r~ciproquement. 
Exemple 3 (Les tours de Hanoi; voir [3,5,9]). Le jeu des tours de Hanoi se joue de 
la faqon suivante: on a trois tiges verticales ur lesquelles on peut empiler n disques, 
de rayons distincts deux & deux, perc6s en leur centre. Au d6but, les disques sont 
empil6s sur une des tiges dans l'ordre d6croissant de leurs rayons. On veut aboutir 
une situation off les disques sont empil6s sur une autre des trois tiges en s'imposant 
les contraintes suivantes: on ne d6place les disques qu'un par un et on ne pose pas un 
disque sur un autre de rayon plus petit. 
On note a le  d6placement du premier disque de la tige 1 sur la tige 2, b le 
d6placement du premier disque de la tige 2 sur la tige 3 et c le d6placement du 
premier disque de la tige 3 sur la tige 1. De mSme, on note ~ le d6placement du 
premier disque de la tige 2 sur la tige 1, b le d6placement du premier disque de la 
tige 3 sur la tige 2, ~ le d~placement du premier disque de la tige 1 sur la tige 3. 
Une suite des mouvements ~effectuer pour d6placer une colonne de n disques est 
donn6e par les 2 n - -  1 premiers 616ments de la suite obtenue par transformation de 
Toeplitz infinie en prenant x -- Xl xl ... avec x1 = (a-db~ocbaogb~cog) °~. 
Exemple 4 (Quelques uites de Toeplitz pbriodiques). Si on consid~re une seule 
pseudo-suite r6guli~re x, et ~c = xx .... on peut se demander ~ quelle condition la 
suite obtenue est p6riodique. 
Toute suite p6riodique (cq ... ~e) ~ peut &re obtenue par une telle transformation de 
Toeplitz de la faqon suivante. 
On prend pour x la pseudo-suite 
X = (~1 . . .  ~P( -O~2. . .  ~e~l  ( -O . . . (XP~I  . . .  ~P- - l fD)  °c .  
On montre sans peine que la suite obtenue apr~s transformation de Toeplitz est bien 
la suite (~1... ~p)o~. 
Ce n'est pas la seule faqon d'obtenir des suites p6riodiques en n'op6rant qu'avec une 
seule suite r6gulibre: par exemple, la suite x = (0o91~o0~o) °~ donne apr~s transformation 
de Toeplitz la suite (001) °~. 
En fait, on montre que dans le cas d'une seule pseudo-suite r6guli~re, 
x (~. .  ~ 2 . n = . ~k_ lco~ . . .  ~ ,_ l co . . .  ~1 . . .  ~_1o~)  
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sur laquelle on effectue la transformation de Toeplitz, le r6sultat est p6riodique de 
p6riode P si et seulement si pgcd(P,k)  = 1, P = n, et la suite obtenue par transforma- 
tion de Toeplitz est p6riodique de p6riode P sur le facteur d'indices compris entre 1 
et nk 2. 
1.3. Complexitk 
La complexit6 d'une suite x de ~4 est la fonction P(x,n)  qui prend pour valeur 
le hombre de facteurs de x de longueur n. Cette fonction est clairement une fonction 
croissante de n. 
S ix  n'est pas ultimement p6riodique, la fonction de complexit~ v6rifie P(x, n) >~ n+ 1 
pour tout n de ~*.  En effet, si pour un certain n de ~* on a P(x,n)  <<, n alors Vm 
E ~*,  m >1 n, P(x,m) = P(x,n) et la suite x est ultimement p6riodique (voir [7,10] 
par exemple). 
La plus petite complexit6 possible pour une suite non ultimement p6riodique est 
donc P(x, n) = n + 1. De telles suites existent, ce cas a ~t~ ~tudi~ en d6tail dans [7], 
voir aussi [7] pour un survol. 
Exemple 1 bis. Complexit6 du 2-pliage g6n6ralis6. 
Reprenons l 'exemple du 2-pliage g6n6ralis6: il a 6t6 montr6 (voir [2,4]) que la suite 
de 2-pliage g6n6ralis6e a une complexit6 P(n) = 4n d6s que n >~ 7. 
Exemple 5. Complexit6 de la suite de Thue-Morse. 
Soit a la substitution 0 ~ 01 et 1 ~ 10, et u le mot infini de Thue-Morse a~(0) .  
Soit l'alphabet {2,4}, et h la transformation h(2) = 22 et h(4) = 44. 
Soit /3 le mot infini /3 = h°(42)h(42)h2(42)...hn(42) . . . . On pose enfin /3[0] = 
/3[-1] =/3[ -2 ]  = 2. 
La complexit6 de am(0)  est donn6e par P(cr~(0), n) = x-'i="-3 z_~i=-2 /3[i] (voir [6, 8], par 
exemple). 
Nous allons d&erminer quelles sont les suites de Toeplitz p6riodiques obtenues 
par ce proc6d& Pour cela, nous eonsid6rons la suite en cours de construction, c'est- 
~-dire avant que toutes les occurrences de la lettre ~ ne soient remplac6es 
par des lettres de d ,  et nous demandons i celle-ci peut &re P-p6riodique. Nous 
d6finissons pour cela une P-"p6riodicit6 au b6n6fice du doute" de la faqon suivante. 
D6finition 2. Soit x E ~ une pseudo-suite. On dit que x est P-pseudo-p&iodique 
(P E ~*)  si Vj E ~*,  Vi E ~*,  (x[j] E ~¢ et x[ j  + iP] E .~¢) =~ (x[j] = x[ j  + iP]). 
Le nombre i de la d6finition sert h 6viter d'en arriver h dire que la pseudo-suite 
(0tol~o) ~ est 1-pseudo-p6riodique. 
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2. Di f f6rendat ion des facteurs 
Soit le nombre ~o = 1 et les fonctions ~ : ~2i  .__+ [~, d6finies par: 
Yii(nl,kl . . . . .  ni, ki) = klppcm(nl,J i i - l(n2,k2 . . . . .  ni, ki)), pour  i ~> 1. 
Propri6t6 2. Vi, j E ~, (i >~ 1, j >~ O) ~j+l(ni ,  ki . . . . .  ni+j, ki+j) est une pOriode de la 
pseudo-suite Tx,+j(... (Tx,((co)°°))). 
Preuve. On rapelle ici que les pseudo-suites xi sont prises dans ~p,r, et que les nombres 
n i et ki sont ceux donn6s par la notation 1. 
On montre le r6sultat par r6currence sur j :  
Le cas j = 0 est imm6diat. 
Si j = 1. Soit io un entier de ~*.  On veut montrer que 
Txi+ 1 (xi)[io + J2 (hi, ki, ni+l, ki+l )] : Tx,+~ (xi)[io]. 
- Si io = O(modkiki+a): 
Tx,+, (xi) [i0] -- 09. 
~-2 (hi, ki, ni+l,  ki+ 1 ) est un multiple de kiki+ 1. Done Tx,+, (xi) [i0 + ~ (ni, ki, hi+l,  ki+l )] 
= 09, et Txi+l(xi)[i 0 oF ~-2(ni, ki, ni+l,ki+l)] = Txi+l(xi)[io]. 
- Si io ~ 0(modki )  et i0 ~ 0(modk/,ki+l) :  
3~ E ~*, io = ~ki avec ct ~ 0(modki+l).  
Tx,+,(xi)[io] est la ~-~me lettre de la pseudo-suite Xi+l qui n'est pas co, car c~ 
0 (mod ki+l ). 
Par ailleurs, 
TX,+l (xi)[io + J-2(ni, ki, ni+l, ki+l )] -- Tx,+. (xi)[ki(~ + ppcm(ni, T/+I ))], 
soit Tx,+. (xi)[io+~-2(ni, ki, ni+l, ki+l )] = Txi+~ (xi)[ki(~+flTi+l )], avec fl = ppcm(ni, Ti+l )/ 
Ti+l ~ ~* .  
On a done clairement que 
Txi+l (xi)[io + ~-2(ni, ki, ni+l, ki+l )] = Txi+l (xi)[io]. 
- Si io ~ 0(modki) :  
on a Vfl E t~*, Txi+l(Xi)[i 0 + flTi] = Txi+l(Xi)[io]. 
En particulier, fl = ppcm(ni, T/+l )/ni donne: 
Tx,+, (xi)[io + ~2(ni, ki, ni+l, ki+l )] = Tx,+, (xi)[io]. 
Ces trois cas 6puisent l 'ensemble des indices et la pseudo-suite Tx,+~(xi) est done 
bien ~-2(ni, ki, ni+l,  ki+l ) p6riodique. 
Le passage de j / l  j + 1 est imm6diat, par associativit6 de la composition des appli- 
cations Tx. 
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Lemme 3. Soit ~ = X lX2 . , .  une suite d'blbments de ~p,~. On suppose T2 ~ non nl- 
pdriodique: soit io tel que Tz~[io] # T2~[io + nl]. Soient jo et j l  les entiers de ~* 
tels que 
et 
io - -O rood I~ kt et io ~ O mod kt 
t=l 
( t= j , -1 )  I t= J r ,= i l l  i o+n l - -0  mod I-I kt et io+n l  ~0 mod kl 
t=l 
(en d'autres termes, la pseudo-suite Txm,x~o,jl~(...Tx2((og)°~)) n'est pas nl-pseudo- 
pkriodique ).
Soit 
B l = kl max(n l, ~--max(jo,j, )-l(n2, k2 . . . . .  nmax(jo,j, ), kmax(jo,j, )))" 
Soient u et v deux facteurs de T1 ~ de longueur n >~ B1. 
On suppose u = T1°~[il] ... Tl~[il + n -  1] et v = T l~[ i2 ]  . . .  Tl°C[i 2 + n - 1] avec 
il ~ i2 (modP1). Alors u # v. 
Remarque. Le nombre B1 ainsi d6fini v6rifie, pour max( jo , j l ) /> 2: 
B~ >/~-'-max(jo,jt )-- 1 (n2,  kz . . . . .  nmax(jo,jl ), kmax(jo,jl ) ), 
kl 
qui est une p6riode de la pseudo-suite Txmax~ ,o.J~ ("" Tx2 ((co) ~) . .  .), 
et pour jo = j l  = 1, 
B1 
- -  ~>nl .  
kl 
On peut reformuler le Lemme 3 de la faqon suivante: 
Lemme 3 ~. Soit ~ = xixi÷l. . ,  une suite d'klkments de ~p,r. On suppose Ti+~l non 
ni-pdriodique: soit jo tel que Txjo(... Txi+~()...) ne soit pas ni-pseudo-p~riodique. 
Soit 
Bi = ki max(ni, Jjo-l(ni+l,ki+l . . . . .  njo,kjo) . 
Soient u et v deux facteurs de Ti ~ de longueur n >1 B i. 
On suppose u = T/C~[il]... ~[ i l  + n - 1] et v = T/~[i2]... T/~[i2 + n - 1] avec 
il :~ i2 (modPi). Alors u ¢ v. 
Preuve du Lemme 3. L'id6e de la preuve est la suivante: on suppose par l'absurde 
u -- v. Le mot u (resp. v) est un facteur de T1 ~ d'indices compris entre il (resp. i2) 
et il +n- -1  (resp. i2+n-1) .  
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Soit u ~ (resp. v') le facteur de X 1 d'indices compris entre ia (resp. i2) et il ÷ n - 1 
(resp. i2 + n - 1). 
u (resp. v) s'obtient en remplaqant dans u t (resp. v t) les lettres co par des lettres de 
,~¢ selon la transformation de Toeplitz. 
On 6crit en regard u ~ et v ~. 
Si il - i2 (mod kl), les lettres co de u ~ tombent en face de lettres co de v ~, et on a 
u' = v ~. On remarque que les lettres de s¢ de u ~ tombent outes en face de lettres de 
~¢ de v ~, et on construit ainsi une p6riode de Xl plus petite que Pl ,  ce qui est absurde. 
Si i i  ~ i2 (mod ka ), les lettres co de u t tombent en face de lettres de ~¢ dans v ~, qui, 
mises bout/~ bout, forment un sous-mot nl-p6riodique de Xl. Or, les co de u r forment 
apr~s transformation de Toeplitz un facteur de T2 ~.  I1 suffit alors de remarquer que de 
tels facteurs de T2 °~ ne peuvent pas &re trop longs .... 
Voici une preuve plus d&aill~e: par l'absurde, on suppose u = v. 
- -  Si il ~ i2 (mod kl ) :  
On suppose ii > i2 et il - i2 = C&l, avec c~ ~ 0(modnl) .  Dans la pseudo-suite x~, 
on a Vj 1 ~ j ~< P1,  on  a: 
u'[j] = x l [ i l  - f ly] = v'[j] = x l [ i2  ÷ j ] .  
SoitVj  1 ~<j~<P1, on a: 
X1 [il -- i2 q- j ]  = Xl [ j ] .  
Puisque x 1 est P l -p6r iod ique ,  il - i2 est aussi une p6riode de x 1. Donc, i l  - -  i2 est 
un multiple de P1, ce qui s'6crit c~ =- 0(modnl) ,  ce qui est contradictoire avec 
~ 0 (mod nl ). Finalement, si u = v, alors il ~ i2 (mod kl ). 
- Si il ~ i2 (mod kl ):  
Soit l le plus petit entier entier tel que i~ ÷ l -= 0 (mod kl ), ce qui s'6crit il + l = ~k~. 
Le sous -mot  Tl°°[i i ÷ l ÷ flkl]o<~[l<~(B~-k~)/k~ est par construction 6gal au facteur de 
T2 ~ : T2°~[~ + fl]o~(~,-~,)/~. 
En 6crivant u = v sur les lettres d'indices de la forme il + l + ilk1 (pour 0 ~< fl ~< 
(B1 - kl )/kl, on trouve: 
B1 - kl 
pour 0 ~</3 ~< - - ,  
kl 
Tl°C[k2(c~ + fl)] = T1~[i2 + l + ilk1] 
ce qui s'6crit aussi: 
r2 ~[~ + 3] = r~ ~[i2 + t + 3k1] 
B 1 - k 1 
pour 0 ~< fl ~< - -  
kl 
Or le sous -mot  TleC[i 2 + l + flkl ]0~//~<(B~-k, )/k, est nl-p&iodique. 
- Si max(j0, j l )  ~> 2: 
B1/kl est la longueur de ce facteur, qui est sup6rieure/l la p6riode de Txm~x(J0j1)(... Tx2 
((e))~). . . ) .  Cette derni6re pseudo-suite n'6tant pas nl-pseudo-p6riodique, l  facteur 
T2~[~ + fl]O<~<~(s~-k~)/k~ ne peut pas &re nl-p6riodique. D'ofl la contradiction. 
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- S i jo=j l  = 1: 
puisque io et il ne sont pas divisibles par kl, le sous-mot (consid6r6 comme facteur 
de T2 ~)  vr[i2 + 1 + flkl]o~B<~n,-i ne serait pas nl-p6riodique, ce qui est clairement 
absurde. 
Finalement, on a u ~ v. [] 
Darts tout ce qui suit, on consid~re ~: une suite xlx2 . . . .  d'616ments de ~p,~, ~ 
les suites obtenues par transformations de Toeplitz comme dans la partie pr6c~dente, 
c'est-h-dire que la suite T/~ est la suite ... T~°(... T~+,(xi)...) . . . .  On note h nouveau Pi 
la plus petite p6riode de xi, et on associe h chacune des pseudo-suites xi les nombres 
ki et ni comme dans la partie pr6c6dente. 
3. R6cur rences  
On 6tablit dans cette partie des liens entre les complexit6s des suites T1 ~ et T2 ~ 
dans le cas nl IP2 et dans le cas Vj E ~*,  j >/2, pgcd(nbP j )  = 1. 
On note, comme dans la partie pr6c6dente, Bi un entier tel que si ~+~] n'est pas 
ni-p6riodique, deux facteurs u et v de T/~ de longueur n >~ Bi et commenqant ~ des 
indices non congrus entre eux modulo Pi sont distincts. 
Remarque. Si j ~ Bi, alors 9i(J) prend pour valeur la complexit6 au rang j de la 
suite ~.  
3.1. Pkriodicitk 
Propri6t6 4. Si 3i c ~*, i ~> 2, T/~ n'est pas ni_l-pkriodique, alors aucune des suites 
Tj ~ ( j  >1 1 ) n'est ultimement pbriodique .
Preuve .  Supposons que T1 ~ soit ultimement p6riodique de p~riode P. 
Remarquons tout d'abord que si /]1 ~ est ultimement p6riodique de p6riode P, alors 
T1 ~ est p6riodique de p6riode P. 
En effet, soit i0 un entier tel que Vi ~> i0, Tl~[i + P] = T1~[i]. Soit alors i un 
entier. Soient to (resp. tl) un entier tel que i -= 0(mod(H/t-~ °-I kt)) (resp. i+P  = 0 
(mod(I-Itt==__tl '-1 kt))) et i~ 0(mod "l'-Tt=t° (1 1/=1 kt)) (resp. i+P  ~ 0(mod r[t=t' (x ~,:1 /c,))). 
Par construction des suites de Toeplitz, on a 
I tell ] 
Vfl ~ N*,T1 ~ i + P + fln,, H kt =TI~[ i+P]  
t=l  
et 
I t=to -] 
Vfl'E P~*,T1 °° i+fl'nto~=lkt ] = T~°°[ i ] .  
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Choisissons fl assez grand pour que i + P + flnt~ ]-[t=tl 1 1t 1 kt >>- io, et on a alors: 
[ t=tl] [ t=t' 1 
Tl°° i -bP+f lnt ' tH=lk l J  = Tl°° i+f lnt l  ~I kl 
"l'-[t=t! l-It=t° ]~t, Si de plus, on a pris fl de faqon que tint1 11t=1 kt soit un multiple de nt, x J.t=l 
on a: 
[ 1 T1 c~ i + P + flnt~ I-I kt = T1 °° [i]. t=l 
Finalement, TI°°[i] = Tl~[i + P], et T1 ~ est p6riodique. 
On suppose donc T1 ~ P-p6riodique. 
Cas 1: Si P # 0(modk l ) ,  alors T2 ~ serait nl-p6riodique, et on a suppos6 que ce 
n'&ait  pas le cas. 
Cas 2: Si P - 0 (modk l ) ,  alors P -- 0 (modn lk l ) ,  s inon on pourrait construire une 
p6riode plus petite pour Xl. 
Mais dans ce cas, T2 ~ a pour plus petite p&iode P/kl. 
En raisonnant par r6currence, on se rend compte que partant d 'un  certain P donn6 
on finirait par se trouver dans le cas 1. On en d6duit que T1 ~ n 'est  pas p6riodique. 
Puisque T1 ~ n'est pas ult imement p6riodique, il en est ainsi des autres suites T/~. 
(on peut s 'en convaincre n "renommant" les suites). 
3.2. Dbnombrement de facteurs 
L' id6e pour compter les facteurs de T1 ~ est la suivante: deux facteurs de longueur 
donn6e, j ,  commen~ant ~ un m~me indice i modulo P1 ne different que par les rem- 
placements distincts dans Xl des occurrences de co par des lettres de ~¢. On consid~re 
donc en premier lieu l 'ensemble des facteurs de longueur j de T1 °° commen~ant ~un 
indice congru fi i modulo P1. Ces facteurs admettent comme sous-mots form6s de leurs 
lettres d' indices congrus ~t 0 modulo kl des facteurs de T2 ~,  commenqant ~ des indices 
donn6s et de longueur donn6e. Nous 61argissons cet ensemble de facteurs de T2 ~ en 
ne consid6rant ces indices que modulo P2. 
On obtient ainsi un ensemble de facteurs de T2 ~.  on a enfin une application du 
premier ensemble dans le second qui consiste ~ associer ~ un facteur du premier 
ensemble le sous-mot form6 des ses lettres d' indices congrus fi 0 modulo kl. 
Cette application 'est  en g6n6ral pas bijective. 1 Nous donnons n6anmoins deux cas 
particuliers ou ces deux ensembles ont en bijection. 
1 en effet, lorsqu'elle l'est avec nl premier avec /)2, on d6montre que les complexit6s de Tl°° et T2°° (Yl 
et g2) sont li6es, pour n assez grand, par 91(n + 1) - yl(n) = nt(g2(qn + 1) - 92(q,)) avec qn le quotient 
de n par kl, alors que ces complexit6s sont li6es, lorsque nl divise P2, par la relation gl(n + 1) - gl(n) = 
g2(qn + 1 ) - g2(qn) pour n assez grand. Pour se rendre compte que ces relations ont incompatibles dans 
le cas g6n6ral i suffit de prendre nl premier avec P2, n2 divisant P3 et nln2 divisant P3. On trouve alors 
deux r6sultats diff6rents selon qu'on regroupe les deux premieres suites en une seule (par associativit6 de la 
transformation deToeplitz) ou non. 
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Soient les ensembles uivants: 
F/,j = {facteurs de T1 °~ de longueur j commenqant 
un indice congru ~ i modulo P1 }, 
~i,j ,t  ~--- {facteurs de T2 ~ de longueur qj + I~i, j commenqant ~t un indice congru 
qi + g~*(ri) + tnl modulo P2}, 
avec qi = Li/kl], qj = [j/kl], ri = i - k lq i ,  rj = j -k lq j ,  et 
et 
{ r i s~OetO<~r i+r j - l<~k l  
0 si ou 
gi,j ~- r i = rj = 0 
1 sinon 
t= ppcm(nl ,P2 )In1 
~'~i,j "~- 0 ~'~i,j,t. 
t=l 
Soit ¢p l'application qui hun  facteur m de F,-,j associe le sous-mot form6 des lettres 
de m d'indices multiples de kl. Ecrivons m = Tl+[i + ~ ' l ]  ... Tl+[i + ~P1 +j -  1]. 
[[/J ] 1 q~(m) = Tz °° -~1 + {N*(r i )  + ~nl ... T2 °° L kl + ~*(r i )  + ~nl . 
Si on caleule [(i + j  - 1)/kl] - L(i - 1)/klj, on trouve qj + ei, j. En effet, si ri ~ O, 
I~o(m)l = L( i+ j -  1)/kl] -q i .  Done I~o(m)l = q; si 1 ~< ri ~</ca - r j  et ['p(m)[ = q j+ 1 
si kl + 1 - rj <~ r i <~ kl .  (de m~me si r i =- 0). 
Alors ~o a son image incluse dans f2i, j. En effet, la longueur de q~(m) est bien qj+ei,j, 
et q~(m) E f2i, j,=. 
Propri6t6 5. (i) La fonction ¢p est injective. 
(ii) Yj E ~*,  
t= ppcm(nl ,P2 )/nl 
f / ( j )  <~ ~ 2 fiq,+~.(ri)+m,)e2 (qj + el.j), 
t=l 
et gl ( j )  ~< (nl/pged(nl,P2))((kl - rj)o2(qj) + rjo2(qj + 1)). 
(iii) Vl E ~*, Vi E ~*, 1 <~ i <~ Pt, Vj E t~*, 
t= ppcm(nt,Pl+ l )In! 
f i t ( j )  <~ ~ fl+l 
t=l (qi+~*(r')+tnt)el+' (qj + gi,j). 
et gt( j)  <<, (nt/pocd(nt,Pt+l))((kt - rj)gl+l(qj) + rjgt+l(qj + 1)). 
Preuve. (i) Soient ml et m 2 deux 616ments de F/,j ayant m6me image par (p. Ces 
deux facteurs coincident sur leur lettres d'indices non congrus ~ 0 modulo kl car ils 
commencent ~des indices congrus h i modulo kl. 
172 M. Koskas/Discrete Mathematics 183 (1998) 161-183 
D'autre part, ces deux facteurs coincident sur leurs lettres d'indices congrus ~ 0 
modulo kl car ils ont m6me image par ~o. 
Finalement, ces deux facteurs sont 6gaux et ~o est bien injective. 
(ii) est 6quivalente ~ (iii). Remarquons que f / l ( j )  est par d6finition le cardinal de 
l 'ensemble F,,j. Si on a ~ la fois le fait que q~ est bijective et que ~'2i, j es t  la r6union 
disjointe des ensembles f2i, j,t, alors on a 6galit6. 
~o est une injection de Fi, j dans f2~,j, et 
t = ppcm(nl, P2 )/nl 
~'~i,j = U ~'~i,j,t. 
t= l  
En consid6rant les cardinaux des ensembles concern6s, on trouve l'in6galit6 
t= ppcm(nl ,P2 )~hi 
f i l ( J )  ~< E f~qi+~N.(ri)+tnl)e2 (qj + g'i,j). 
t= l  
En sommant sur i pour 1 ~< i ~< P1, on trouve le r6sultat annonc& 
(On ~crit i = q~kl + ri et on somme s6par6ment sur r~ et sur q~ en distingant le cas 
r~ = 0.) [] 
On &udie successivement deux cas off q~ est une bijection entre les ensembles Fi, j 
et f2i,j, le cas off nl[P2 et le cas off Vi, j E ~*,pocd(n i ,P i+j )= 1. 
Cas 1: Vi E ~*, ni[Pi+l. 
On suppose dans ce paragraphe que pour tout i de ~*,  la suite Ti°~l n'est pas 
ni-p6riodique. 
Lemme 6. (i) Vj E ~*,si  j>>,klB2, alors g l ( j )  = (kl - rj)g2(qj) + rjgz(qj + 1). 
(ii) VI C ~*,V j  E ~*,s i  j>~ktBl+l, alors gt( j )  = (kt - rj)gl+l(qj) + rjgl+l(qj + 1). 
Preuve. (i) est 6quivalent ~ (ii). La fonction ~o est bijective: en effet, soit bun  ~l~ment 
de f2i,j : b=T~[q i  + O~*(ri)+tnl +/~P2] ... T~[q i÷ ~N*(ri)-- 1 +tnl  +]~P2 +qj+ei,  j]. 
Alors best  l ' image de l'616ment a de Fi,j, a = T~[i  + eP1]... T~[ i  + ~P1 + j - 1] 
avec ~ = t + ~P2/nl. 
Donc les ensembles F/j et I2i, j ont m~me cardinal. On a Card(Fi,j) = f/ l ( j ) .  
Si on suppose que T3 ~ n'est pas n2-p6riodique, il existe un nombre B2 tel que deux 
facteurs de T2 °~ de longueur sup6rieure ou 6gale ~ B2 commenqant ~ des indices non 
congrus entre eux modulo P2 sont distincts. (Lemme 3t). 
Alors si qj>~B2, les ensembles f2i, j,t sont disjoints deux ~ deux pour 1 <~t<~P2/nl. 
Donc Card(~"2i,j) = ~"~t=pz/nl 2 
z.-~t= 1 fiqi+l+tnl)p2(qj -[- 13i,j)" 
~'~t=p2/nj 2 
Finalement, f / l ( j )  = z-~t=l fiqi+QN.(ri)+tnl)e2(qj + ~i,j). 
En sommant sur i, on calcule 91(j) = (kl - rj)92(qj) + rj92(qj + 1). 
Cas 2: Vi, j E N*, pgcd(ni,Pi+j) = 1. 
Lemme 7. (i) Si Vi E ~*, pcod(ni,Pi+j) = 1 et si T f  (resp. T f  ) n'est pas ni-(resp. 
nz)-p~riodique, alors il existe un entier B1 (resp. B2) tel que deux facteurs de T~ 
M. KoskasIDiscrete Mathematics 183 (1998) 161-183 173 
(resp. T~)  commenfant h des indices non conorus entre eux modulo P1 (resp. P2) 
et de lonyueur supkrieure ~ B1 (resp. B2) sont distincts, et on a 91( j )=  nl((kl - 
rj).q2(qj) + rj92(qj + 1)) pour j>~klB2. 
(ii) V IEN*,  siVi E N*,pcgd(ni ,  P i+j )=l  et si T~+ 1 (resp. T~2 ) n'est pas nl (resp. 
nt+l)-pbriodique, alors il existe un entier Bt (resp. Bt+l) tel que deux facteurs de 
T[ ~ (resp. T~I )  commengant h des indices non congrus entre eux modulo PI (resp. 
Pt+l) et de longueur supkrieure gt BI (rest. Bl+1) sont distincts, et on a 9t( j )  = 
nl((kl - rj)gl+l(qj) + rjgl+l(qj + 1)) pour j>~klBl+l. 
Preuve. (i) est 6quivalent ~ (ii). La fonction ¢p est bijective: en effet, soit bun  616ment 
de I2i, j: 
b = T~[qi + ~*( r i )  + tnl + tiP2]... 
×T~[qi  + 1]N.(ri) -- 1 + tll I ÷ tiP2 + qj + Ei,j]" 
On veut montrer que b a un ant~c6dent par q~. Soit a un 616ment de Fi,j : a = 
T~[ i  + c¢P1]... T~[ i  + ~zP1 + j - 1]. 
On pose 
(I = T~Z[qi + ~*( r i )  + o~nl]...T~[qi +0~nl + qj + ~%*(ri) - 1 ÷13i,j] 
soit 
et 
soit 
~l = q~(a) 
vl = T~[qi + 9~*(ri) + tnl + tiP2]... 
×T~[qi  + ~*( r i )  - 1 + tnl + tiP2 + qj + el,j] 
V 1 zb .  
Si on impose ~ = t + ~lP2,~I et vl sont semblables ur leur lettres d'indices non 
congrus /~ 0 modulo k2 ear ils commencent ~ des indices congrus entre eux modulo 
P2. 
On consid6re alors les sous-mots ~2 et v2 obtenus en prenant dans les sousmots (l 
et v l les  lettres d'indices congrus /l 0 modulo kz. Les mots ~2 et v2 sont des facteurs 
de T3 ~.  
I1 suffit d'imposer que ces deux sous-mots commencent ~ des indices congrus entre 
eux modulo P3 pour que (2 et v2 soient 6gaux sur leurs lettres d'indices non congrus 
/t 0 modulo k3. 
Cette condition s'6crit 
nln2~l ~ n2fl (mod P3 ). 
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Or pgcd(n2,P3)= 1. Donc cette condition est 6quivalente 
n lcq -  fl (modP3). 
On peut trouver un tel cq car pgcd(nl ,P3)= 1. 
On 6crit donc fl=fl/nl (modP3) (ce qui signifie qu'on a le choix de f12 ~1 un multiple 
de P3 pros) et on recherche finalement ~1 sous la forme ~1 =f12 + ct2P3. 
De proche en proche, on trouve une suite d'entiers ~i, telle que les sous-mots (i et 
vi, qui sont les sous-mots de ~i-1 et vi-1 form6s des lettres de ces facteurs d'indices 
congrus ~ 0 modulo ki-i commencent dans le mot infini T,~ ~ des indices congrus 
entre eux modulo ki. 
Or la longueur du sous-mot (i est celle de (i-1 divis6e par ki. Finalement, le sous-mot 
obtenu est de longueur nulle et les sous-mots initiaux sont 6gaux. 
Finalement, ¢p est bijective. 
Or, il existe un entier B2 EtR* tel que pour qj >>-B2, les ensembles t2i,j,t sont disjoints 
deux it deux, car la suite T~ n'est pas n2-p&iodique (1 <<.t~ppcm(nl,P2)/nl = *°2): 
Card(  Oi j t) 2 , , = fiqi+~.(ri)+tn,)p2(qj + gi, j ) .  
~"~t=P2 2 ( 
Donc f l( j)  = ~,=t fiq,+~*(r,)+~n, le: q; + ei,;). 
On calcule alors 
gl( j )  = nl((kl - rj)g2(qj) H- rjg2(qj + 1)). 
4. Comportements asymptotiques de certaines fonctions de complexit~ de suites 
de Toeplitz 
4.1. Premier cas ni[Pi+l (iC N*)  et les Pi born& 
Soit ( , )  l'hypoth6se suivante: 
(*) ViE [~*,ni]Pi+l, les nombres P/ sont born6s 
et 3j0 E N*, ViE N*, Tx,+jo(... Txi+,(((o)~)...) n'est pas ni-pseudo-p6riodique. 
Propri~t~ 8. Sous l'hypoth&e (*), 
(i) les nombres Bi sont born&. 
(ii) Les nombres gi( j)  ont la mYme valeur que la valeur de la fonction de com- 
plexitO P (T f f  , j )  de la suite Ti m pour j>>.B, et les fonctions gi v&ifient les r&urrences 
gi( j)  = (ki - rio)gi+i (qi, j )  + ri,jgi+l (qi, j + 1 ) pour j >>. B maxi/> 1ki. (Avec les notations: 
qi,j = Lj/kiJ et ri, j = j -  kiqi, j.) 
(iii) Les fonctions hi(i>~l) dOfinies par: h i ( j )=  gi(j  + 1) -  gi( j)  v&ifient les 
r&urrences ( avec les notations pr&Odentes ) hi( j)  = hi+ l ( qi, j ) pour j >~ B maxi>~ l ki. 
Preuve. (i) La valeur des nombres Biest donn6e par: 
Bi = ki max(ni, ~jo(n i+ l ,  ki+l . . . . .  niq-jo, ki+jo )). 
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Ces nombres ont bom6s car les nombres ni, ki le sont et J0 a une valeur qui ne 
d6pend pas de i. 
(Bi ~<B = max(ki) J°+l max(ni) j°). 
(ii) Cette propri&6 d6coule imm6diatement de la propri&6 8 et du lemme 6 (ii). 
(iii) Cette propri&6 d6coule imm6diatement de la propri&6 pr6c6dente. Par compar- 
ison, la complexit6 de la suite de Thue-Morse v&ifie avec les notations courantes: 
h(j) = h([j/2]). (Voir [6] par exemple.) 
Th6or6me 9. Sous l'hypothkse (.), /a fonction de complexitk 91(j) de la suite T~ 
est major~e par une fonction linbaire en j. 
Preuve. Soit K = maxi>~l k~. 
Si j <<.BK, alors Vic ~*,hi(j)<~gi(j)<~ C = Card(~)  BK. 
Si j > BK, alors en appliquant la Propri&6 8(ii) bis, on a hi(j) = hi+l Lj/ki]), ce 
qui &ablit le r6sultant par une r6currence immediate. 
Wofi la conclusion. 
4.2. DeuxiOme cas pocd(ni,Pi+])= 1 (i,j C ~*) 
On impose dans cette partie la condition tr6s restrictive: pgcd(ni,Pi+j)= l( i , j  E ~*). 
Ch" Log(ni) . . otx - -constant  
Log ( ki ) 
Fixons c~ et /~ deux entiers non nuls quelconques. 
On choisit n i ~-p~ et ki = P~i, avec Pi le i-~me nombre premier. 
La condition demand6e st bien v&ifi6e. 
Propri~t6 I0. II ex&te des pseudo-suites xi v&ifiant les conditions pgcd(ni,Pi+j)= 1 
(i, j C ~*) telles que xi+l ne soit pas ni-pseudo-p4riodique pour i E 1%1*. 
Preuve. o~¢ contient au moins deux lettres distinctes lettres qu'on note 0 et 1. 
On choisit par exemple xi+l[1] = 0 et Xi+l[1 + 7ki+l] = 1 (pour l<~7<~ni- 1), 
de fa~on que xi+l n'admette pas de p6riode plus petite que Pi+l et on cherche fii 
tel que: 
(i) 1 -]-~ini ~ 0(modki+l), 
(ii) Xi+l[1 q- Oini] = l. 
La premi6re condition indique que la lettre de Xi+l d'indice 1 + 7in~ n'est pas la 
lettre ~o. 
La seconde condition exprime le fait que la pseudo-suite x~+l n'est pas ni-pseudo- 
p&iodique. 
Ces deux conditions ont clairement compatibles. 
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Propri~t~ 11. Soit Bi ~-PiPi+l. Pour les suites vkrifiant la Propribtk 10, on a les  
bquations de rOcurrence suivantes: 
Vj >~kiBi+l, 9i(J) = ni((ki - ri, j)gi+l([j/kiJ) q- ri, jgi+l([j/kiJ + 1)), 
avee rid -- j - ki Lj/kiJ. 
Preuve. Les conditions du Lemme 3 ~ s'appliquent ~T,~ avec  B i zeiPi+ 1 (car on a la 
condition pgcd(ni,Pi+l)= 1). [] 
On peut alors appliquer directement le Lemme 7 (ii). 
Propri~t~ 12. Soit hi(j) = 9i(J + 1) -  9i(j). Pour les suites vkrifiant la Propriktk 10, 
la fonction h i vkrifie la rOcurrence suivante, Vj >t kiBi+l , hi(j) = nihi+l ([j/kiJ ). 
Preuve. En effet, si 1 ~Fi, j ~k i  - 1, on a 
hi (ki l~iJ +ri,j) = gi (ki L~i] +ri,j+ 1) - -g i  (ki L~iJ +ri, j) 
=nih i+ l ( [~ l  ) 
car 9,(ki [j/kiJ + ri, j) = ni((ki - ri, j)ae+l( Lj/kil ) - ri,jOi+l( [j/kiJ + 1 )). 
Et si ri,j = 0: 
hi (ki~) : Oi (ki~ -~ 1) -~i (ki (~i - 1) '~kt- l ) 
=ni (k ig i+ l (~ i+ l  ) 
=nihi+l (~) .  
Propri~t~ 13. Pour les suites v&ifiant lapropriktk 10, Vi E N*,Vj E ~*, 1 <~hi(j)<~Cj a f~t .a I b ~ p6 i , et 9i(J) --~ t~ j Pi avec C, a, b, C ,  a ~, b ~ des constantes ind~pendantes de i. 
Preuve. hi(j)>/1 car les suites Ti ~ ne sont pas ultimement p6riodiques. 
hi(j) est le nombre total de prolongements possibles dans T,~ des facteurs p6ciaux 
de T/~ de longueur j moins ce nombre de facteurs p6ciaux. De tels facteurs ne peuvent 
finir qu'~ une lettre d'indice congru ~ 0 modulo ki. 
L'in6galit6 suivante st donc v6rifi6e pour tout j de N*: 
(L J + 1 )
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Or, Vi E ~*, Pi+l <~ 2pi. En choisissant a >1 a', b ~ ~+b' et C >~ (Card(d) -  1 )2b'c ' on 
remarque qu'il suffit de montrer l'in6galit6 concernant les fonctions 9i. 
]-[t=d+i-1 b (0) Si j -- 11t=i ,~t, alors la Propri&6 5 (iii) permet de dire que la conclusion 
est v6rifi6e d~s que C'>~Card(d)2,a'>~(~t + fl)/fl, et b'>~O. 
Soit l'hypoth6se de r6currence suivante: 
t=d+i-- 1 t=d+i 
Hd:V iE~* , i>/2W 1] kt<-J <~ I-I kt=~gi(J)<~c'ja'pbi '' 
t=i t=i 
• H0 est vraie: 
Si l<<.j<~ki: La Propri&6 5 (iii) permet d'6crire: 9i(j)<~p~+lJgi+l(Lj/kij)+ 1), ce 
qui donne ici 9i(j)<~Card(d)2p~ +~. 
En imposant a' 7> 0, b' ~> ~ + fl, et C' >~ Card(~¢) z, Ho est v6rifi6e. 
• Hd =:~ Hd+l :  
r-[t=d+i ]--[t=d+i+ l 
Soit j tel que x.tt=i kt <~j <~ lXt=i kt 
La Propri6t6 5(iii) permet ~t nouveau d'6crire: 
• ~< ~+/~ 
llt=d+i-1 k" llt=d+i kt[ soi t  6gal au Le nombre Lj/kiJ + 1 est soit dans l'intervalle ]xxt=i+l t, lit=i+1 
produit vlt=d+i kt. 
1 l t= i+l  
L'hypoth~se de r6currence (ou le cas 6ch6ant (t3)) donne alors 
t 
gi(J)"~ Pi C + 1 Pi+l" 
Or, Lj/kiJ <~j/ki,(j + ki)/j<~2, pi+l <~2pi et pi>~3. 
En imposant 
{ (ct+fl)Log(6) ~t ; f l )  
a'>~ max \ f lLog(3)  - Log(2)' 
on trouve alors le r6sultat annonc6 pour i >~ 2. 
Si i = 1: on majore 91(j) en appliquant ~t nouveau la Propri6t6 5(iii), on remarque 
que 91(j)/j a' est major6e par une constante, ce qui permet de conclure. 
Propr i6 t6  14. ViE ~*, pour les suites v&ifiant la Propriktk 10, (si d>~ 1, on a Bd = 
PdPd+I ), si 
fl t=d t=d+l 
PdBd rI P~ <~J<~P~a+1Bd+I I I  p~t, 
t=l t=l 
alors 
t=d t=d b a~ a 1~ nt <~hl(j)<~ ]-[ ntCPdPd+lBd+l, 
t=l t=l 
C, a, b Otant choisis comme dans la proprikt~ prkckdente. 
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Preuve. On peut appliquer la Propri&6 12 d fois d'affil6e, car Bd>~Bi pour 1 <<.i<<.d. 
La Propri&6 13 permet ensuite d'encadrer le r6sidu en fonction de j, qu'on majore 
son tour. 
On peut reformuler la Propri&6 14 de la faqon suivante: 
Propri6t6 14 t. Soit i >>. 1: 
Vj E N*, pour les suites vOrifiant la Propriktk 10, (si d >1 i, on a Bd = edPd+l  ), si 
t=d+i- 1 t=d+i 
P~dBd I~ P~<~J<<-P~a+,Ba+I H p~, 
t=i t=i 
alors 
t=d+i- 1 t=d+i 
b fla a 
1-i n t<~hi ( j )  <~ H ntCPdPd+IBd+I ,  
t=i t=i 
C,a,b ~tant cho&is comme dans la propriktb prOckdente. 
Propri6t6 15. Pour les suites v&ifiant la propri~t~ 10, on a: Log (hl(j) )/ Log (j) con- 
veroe vers a/ft. 
ereuve. On a l'encadrement suivant pour Log(hi( j))  (pour P#dBdl-Itt=dp~t<~j<~ 
Pgd+1Bd+I l~t=d+llt=l p~): 
t=d t=d 
I I  nt <~hi(j)<~ 1-I b ~fl a ntCPdPd+IBd+I. 
t=l  t=l  
avec  n t = p~. Donc  
t=d 
~ Log(pt)~< Log(hi( j))  
t=l 
t=d 
~< ~ ~ Log (pt) + Log(C) + bLog(pd) + aLog(Bd+l) + aflLog(pd+l). 
t=l  
De 1~ on tire: 
t=d ~Et=l Log(pt) ~< Log(hi( j))  
t=d+l Log ( j)  f lLog(pd+l)+ Log(Bd+l)+flz..,t=l Logpt 
t=d Lo - ~ z-.  t=l  ~(Pt )+ Log(C)+bLog(pd)+aLog(Bd+l )+af lLog(pd+l )  <~ 
flLog(pa) + Log (Bd) + fl ~"~--~ Pt
Enfin, on utilise que la suite des logarithmes des nombres premiers ne converge pas 
en moyenne de C6saro et le fait que pa+~ ~ <2a+1. On a alors que Log(hl( j )) /Log(j)  
converge vers o(fl si j tend vers plus infini (ou ce qui revient au m~me quand d tend 
vers +oo). 
Soit (**) l'hypoth6se suivante: x est telle que les pseudo-suites x; sont choisies 
v6rifiant la Propri6t6 10, et de fa~on que Vj~>I, l~<j < ki, le nombre de facteurs 
sp6ciaux de T~ de longueur j divis6 par f'/fl soit born6 ind6pendamment de i. 
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I1 existe de telles pseudo-suites (il suffit de choisir les pseudo-suites xi de faqon que 
le nombre de facteurs sp6ciaux de longueur j soit born6 ind6pendamment de i pour 
l ~j<~k~). 
Soit ( .  • . )  l'hypoth6se suivante: ~c est telle que les pseudo-suites x~ sont choisies 
v6rifiant la Propri&6 10, et de faqon que le nombre de facteurs sp6ciaux de T, °° de 
longueur j divis6 par j~/[~ ne soit pas born6 ind~pendamment de i pour 1 <-%j < ki. 
I1 existe de telles pseudo-suites: les facteurs sp6ciaux de Ti m sont les facteurs se 
terminant ~ un indice congru ~ -1  modulo ki. En effet, puisque pgcd(ni ,P i+l)= 1, 
et que la pseudo-suite x~+l n'est pas constante, tout facteur de T~ se terminant ~ un 
indice congru ~t 0 modulo ki se prolonge dans T/~ d'au moins deux faqons diff6rentes. 
On peut eonstruire les pseudo-suites x~ de faqon ~ ce que les blocs de k~ - 1 lettres 
ne contenant pas la lettre co soient aussi nombreux que possible, c'est-~-dire de cardinal 
min( Card( a¢) pc,-1 , if/). 
Les facteurs de Ti ~ de longueur j(l<~j<<.ki) ne contenant pas de lettre d'indice 
congru ~ 0 modulo ki sont done en nombre min(Card(d) J ,  p~). 
Si on consid~re j0 = Iv/-~/J, on remarque que si i tend vers +oo, le quotient hi(jo)/j  ~/1~ 
tend vers +oo. 
Propri6t6 16a. Pour une suite ~ vkrifiant l'hypo th&e (**), 3c 2 > 0 Vj E N *, g l ( j )  ~. 
c2jl+~/~. 
Preuve. Soit i un entier de N*. 
Soit Zj ~/~ un majorant de hi( j)  pour 1 <.j<~ki - 1. 
~,  , r r"rt=d+i--I 1,.. ]"lt=d+i L __ 1[. 
: I Id>~O[llt=i r~t~llt=i Ivt 
• Si d = O, gi( j ) / j  1+~/~ <<.Z par hypoth6se. 
]-lt=d+i-1 • Si j = ,u=i  k,, alors en appliquant la Propri6t6 5 (iii) (d - 1) fois, on trouve 
g~(j )/j~+=/e <~ Card(sO) 2. 
] ]---[t=d+i--I 17 t=d+i 12- ~ l'-[ t=d+i-I • Si j E ~ ~ xt=i k,; - 1 [, alors j peut s'6crire: j = kt -+- vk i . . .  l lt=i 'vt x xt=i 
ki+. Jr- t I 
avec 1 ~< ( < kd+i, v < ki+u+b p < d - 1, et rl < ki... ki+u. 
On applique alors la propri&6 5 (iii) et on trouve: 
g i ( j )  ( 
fl +=//~ <~ max(Card(al)2,  Z) 
1 ~ 1 +~//~ 
) J 
(~+1)& ""Pi+a l 
1 Or, J>>'~P~i ""P~i+d-1 et ( / (~+ 1)~>g. 
I1 suffit donc de choisir c2 >~21+~/Bmax(Card(d)2,Z). 
Propri6t6 16b. Pour une suite ~ vkrifiant l'hypothkse ( ,  • ,), 
'7'8 > 03¢2 > O'x/j E ~* ,  g l ( j )  ~c2 j  l+(ct/[3)+e. 
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Preuve. Le fait que Ve > 0 ~C2 > 0~j E [~*, gl(j)~c2j 1+(~/~)+~ d6coule du fait que 
Log(hl ( j ) ) /Log( j )  converge vers ct/fl. [] 
Propri6t6 16c. Pour les suites vkrifiant la Propri~t~ 10, 3c~ > 0 Vj E ~*, hi (j)>>-c~j /~ 
(avec les notations prbckdentes). 
Preuve. Si on reprend le premier encadrement de hi( j )  donn6 au d6but de la preuve 
de la propri&6 15, et si on divise l'encadrement de hi( j )  par j~/# on remarque que 
hl(j)~> Cj ~//3 car ce rapport est minor6 par une fonction d6croissante end.  
D'ofi la conclusion. [] 
Th6or6me 16. Soit p/q un nombre rationnel plus grand que 1. H existe une 
suite obtenue par transformation de Toeplitz et deux constantes cl, et c2, telles que: 
'~n E ~* clnP/q<~gl(n)<~c2nP/q. 
Preuve. I1 suffit de choisir une suite v6rifiant l'hypoth~se (**), avec a= p-q  et fl=q. 
Le r6sultat vient alors imm6diatement en appliquant les Propri6t6s 16a et 16c. 
Th6or~me A. Soient p/q un nombre rationnel strictement supkrieur ~ 1, f une fonction 
positive croissante, et dkrivable et satisfaisant les conditions f (n)  = o(n ~) pour tout 
c~>0 et nf~(n) = o(n ~) pour tout 7>0. Alors il existe une suite de Toeplitz y et 
deux constantes cl et c2 telles que 
Vn E ~ *, cl f (n  )n p/q <~ P(y, n ) <<. c2f(n )n p/q. 
Preuve. I1 suffit de choisir ~ = p - q, fl = q, et les pseudo-suites xi de x v6rifiant 
l'hypoth~se suivante: 
(**f:  x est telle que les pseudo-suites xi sont choisies v6rifiant la Propri&6 10, et 
de faqon que Vj >i 1, 1 <<.j <<.k i, le nombre de facteurs sp6ciaux de T/~ de longueur j 
divis6 par f(j)j~/B soit born6 ind6pendamment de j. 
I1 existe de telles suites: en effet, le nombre de facteurs sp6ciaux de longueur ( 
inf6rieure ou 6gale h ki de T~ est le nombre de facteurs de longueur ( de xi finis- 
sant juste avant une occurrence de la lettre ~0. Le nombre des choix possibles pour 
ces blocs est niCard(d) ~. Si on se donne deux constantes Cl et c2 telles que c2 > 
Cl > 0 et telles que pour tout (, 2 <~clf(()( ~/l~ <~nlCard(d) ~,la suite obtenue v6rifiera 
la propri6t6 demand6e pour la borne inf6rieure. Enfin puisque le nombre de facteurs 
sp6ciaux de T,~ ne peut pas ~tre multipli6 par un facteur plus grand que Card(~) 
d'un rang au suivant, la derni~re contrainte que doivent v6rifier les constantes cl et c2 
est: c2f(()(  ~/~ <<.Card(d)clf(( + 1)(( + 1) ~/~, ce qui est clairement v6rifi6 pour tout 
d~s que C 2 ~ Card(d)cl. 
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En appliquant le m~me sch6ma de preuve que pour les Propri6t6s 16a et 16c, on 
trouve deux constantes Cl et c2 telles que 
Or, 
j~n j=n 
Vn E N*, cl ~ f(j)j~/13 <~offn)<<.c2 ~ f(j)j~/~. 
j=l  j=l  
c, E~-~ f (j~io,//J 
f(n)n(~+~)/~ >~ c/1. 
En effet, on peut prolonger la fonction f sur ~+ de faqon/t ce qu'elle soit g la lois 
continue, d6rivable et croissante. Alors, 
j=n n 
~ f(j)j~/~ >~ f f(t)t~/~dt, 
j=l  1 
et une int6gration par parties sur cette demi~re int6grale donne le r6sultat escompt6: 
f f(t)t~/~dt >~ (f(n)nl+~/~). 
1 
D'autre part, 
f (n )n(~+l~)/13 <~ n(~+~)/13 
qui est major6 par une constante. D'ofi le r6sultat. 
Log (n,) Choix ~ tendant vers l'infini 
On choisit par exernple ki = 2 et ni = Pi+l. 
Th6or6ine B. Des suites de Toeplitz obtenues avec les paramOtres ni = Pi+l et k~ = 2 
ont une complexitk plus grande que tout polyndme, mais sont d'entropie nulle. 
Preuve. Les conditions pycd(ni,Pi+l) sont bien v6rifi6es et de la m~me faqon que ce 
qui a 6t6 fait dans la partie pr6c6dente, on peut trouver des pseudo-suites xi telles que 
xi + 1 ne soit pas ni-pseudo-p6riodiques. 
On a cette lois l'encadrement suivant si 
(Pd+2pd+IPd) 2a+2 <~j < (pd+3Pd+2Pd+I)2 a+3 : Log (hffj)) 
Log( j )  
>~ ~-~.tt-d Log(p,)  
(4d ÷ 9) Log (2) 
On a alors que Log(hl(j))/Log(j) converge vers +~x~ avec j (ou avec d). 
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D'autre part, le calcul de l'entropie donne: (Log(h l ( j ) ) ) / j  tend vers 0 si j (ou d) 
tend vers l'infini, car 
Log (h i ( j ) )  
J 
<~ ~-]tt-7 Log (pt) + Log (C) + b Log (Pd) + aft Log (Bd+ 1 ) + a Log (Bd+l) 
(Pal+2 Pd+ 1 Pd ) 2d+2 
ce qui converge vers 0 car  Bd <~ PdPd+I. 
5. Application 
Une suite de mouvements pour r6soudre le jeu des tours de Hanoi est donn6e (cf. 
Exemple 3, avec les m6mes notations) par la transformation de Toeplitz associ6e ~ la 
suite de ~p,r x = xxx...avec x=(a~bogc-baogb~cog) °~. 
Les premiers termes de cette suite sont: 
a-dbac-ba-gb~cba~bacbacb~c-ba-dbac-ba~b-dcba~b~c-bacb-dcba~bacba-db~cba-dbacbacb~c-b . . . 
On pose h0 = 6 et pour i~>l, hi = 3 si 3n0 2"°~<i-  1 < 32n° et hg = 6 si 3n0 
32n°<, i -  1 <2 n°+l. 
X-,t=j- 1 ht. On a alors g l ( j )  = z..~t=0 
En effet, on calcule les premi6res complexit6s ~ la main et on trouve le r6sultat 
annonc6 pour j ~< 50. 
Pour j/> 51, (51 = kiP2 + kl - 1 et la pseudo-suite x n'est pas 3-pseudo-p6riodique) 
on d6duit la propri&6 announc6e des complexit6s pr6c6dentes. 
6. Conclusion 
Les suites de Toeplitz permettent d'obtenir un tr~s large 6ventail de fonctions de 
complexit6. En se restreignant comme on l'a faith un cas trbs particulier off les suites 
de Toeplitz sont obtenues ~t partir de suites p6riodiques et r6guli~res, on obtient des 
fonctions de complexit6 P(n) de l'ordre de toute fonction de la forme f (n )n  p/q, avec f 
une fonction croissante quelconque n o(n ~) pour ~t > 0 et p/q un rationnel quelconque 
sup6rieur ou 6gal /l 1. 
Une perspective ult6rieure de ce travail pourrait 6tre soit de restreindre ncore 
l'ensemble des suites de Toeplitz qu'on 6tudie, et de ne consid6rer par exemple que les 
suites obtenues par p-pliage (p~>2), mais de chercher alors des r6sultats tr~s pr6cis, 
soit d'essayer au contraire d'6tendre cet ensemble de suites. On pourrait esp6rer obtenir 
alors, ~ partir de suites p6riodiques et r6gulibres, des complexit6s P(n) 6quivalentes /t 
toutte fonction de la forme f (n )n  x, x 6tant un r6el fix6 sup6rieur ou 6gal /l l, et f 
6tant une fonction croissante n o(n ~) pour tout ~ > 0. Une faqon d'obtenir ce r6sultat 
pourrait &re de choisir des suites xi ayant des nombres ki = p~' et ni---P~i' comme dans 
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la Partie III, mais en choisissant des nombres ~i et fli tels que ~i/fli converge assez 
vite vers x - 1 (il est tr~s important que cette convergence soit assez rapide pour que 
P(n) / f (n )n  x soit bom6 par deux constantes strictement positives pour tout entier n. 
On peut aussi essayer de r6soudre le cas de toutes les suites de Toeplitz obtenues 
partir de suites p6riodiques et r6guli~res. Dans ce cas, le lemme de synchronisation 
demeure valable, mais les lemmes de r6currence deviennent difficiles h obtenir. Ils sont 
faux en g6n6ral sous la forme o• ils sont donn6s ici. 
Enfin, on pourrait essayer de voir ce que peuvent donner des suites de Toeplitz 
obtenues ~ partir de suites p6riodiques mais non r6gulibres. Dans ce dernier cas, le 
lemme de synchronisation est faux sous la forme ot~ il est pr6sent6 dans ce papier, et 
les conditions fi imposer aux suites xi pour formuler un lemme correspondant semblent 
difficiles ~ ~tablir, m~me si par ailleurs les lemmes de r6currence (en supposant acquis 
le lemme de synchronisation) s'obtiennent sans travail suppl6mentaire. 
Dans une perspective plus lointaine, on peut tenter d'6tudier les complexit6s de 
g6n6ralis6es de suites de Toeplitz. On peut par exemple remplacer l'hypoth~se qu'on 
part de suites p~riodiques par une autre plus faible qui reste fi d&erminer (l'abandonner 
purement et simplement revient ~ dire qu'on se fixe pour but d'6tudier les complexit6s 
de toutes les suites sur un alphabet fini, ce qui est bien stir hors de port6e). Le choix 
d'une hypoth~se qui pourrait remplacer la p+riodicit6 des suites xi est d61icat. 
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