Abstract
Introduction
Target tracking problem is becoming more and more significant in many fields, such as air defense, air traffic control (ATC), and non-military vehicle tracking systems, etc [1, 2 ,3] . For this problem, it is universally acknowledged that using single model is not enough to track the maneuvering target. Therefore, developing algorithms incorporated several models is necessary and the Interacting Multiples Models (IMM) method [4, 5] is just in case. In IMM method, several filters run in parallel, each filter is associated with a dynamic model and all these models are interacted with each others. The state estimates and the corresponding covariance, obtained from different filters, are computed and combined to form the overall state estimate and the corresponding covariance.
Though IMM algorithm performs better than single model algorithms, it has some drawbacks such as each model's weight calculation method and models selection. There are many research concerning of the tracking accuracy such as in order to improve the weight of each model, RIMM [6] , scalar weighted IMM(SIMM), diagonal matrix weighted IMM(DIMM), matrix weighted IMM(MIMM) [7] have been proposed. In addition, if the model set consists of too many models, the performance of IMM algorithm will decrease rapidly [8] . To overcome this problem, many improved IMM algorithms have been proposed, such as IMM-EV [9] , Novel IMM [10] . In IMM-EV, the model with the least model probability is deleted, and its model probability is assigned to other models in proportion, so, other mismatching model's probability will be enlarged, so the tracking accuracy is not satisfactory. Novel IMM performs better when the target motion state is constant-acceleration and coordinated turn, but performs a little poor when the target motion state is constant-velocity. Furthermore, in many fields, high accurate position tracking is quite significant, and current proposed IMM related method can hardly meet the requirement.
This study is devoted to overcome models selection problem mentioned above. In this paper, an improved IMM algorithm, Switched IMM(S-IMM), is proposed. The S-IMM algorithm consists of two independent IMM filters with two different model sets, CV-CV-CA and CV-CA-CA, in parallel. Based on the method that model probability represents the matching degree between the target motion state and corresponding model, by comparing the sum of probabilities of non-maneuvering models in model set 1 with that of maneuvering models in model set 2, S-IMM algorithm selects the optimal model set's output as its output. Simulation results verify that the S-IMM performs better than IMM algorithm in both the position and velocity tracking.
The paper is organized as follows. Section 2 summarizes the IMM algorithm briefly. Section 3 presents the S-IMM algorithm. Simulation results for maneuvering target tracking are provided in Section 4. Finally, conclusions are given in Section 5.
Interacting Multiple Model Algorithm
Considering the discrete-time Markov jump linear system
where the state vector ( ) x k is an n-dimensional vector, ( | 1) z k k  is the observation process vector. The model-dependent process noise and model-dependent measurement noise are assumed to be a Gaussian random process with
The IMM algorithms built from several target dynamic motion models that represent different target behavioral characteristic. The models can switch from one to another according to a set of transition probabilities governed by an underlying Markov chain. One complete cycle of the IMM algorithm comprises four parts, namely, mixing / interacting, filtering, model probability update and combination.
The kth cycle of an IMM algorithm with Kalman filter implemented in this paper is given as following.
Step1. Mixing / Interacting. Calculating the mixed initial probability for the filter matched to model ( ) j M k , and calculating the mixed initial state and corresponding covariance for the filter matched to
is the sequence of measurement, j c is the normalization constant,
 is the estimation of state based on the ith filter at time 1 k  , and the corresponding covariance is ( 1| 
gain, the superscript H denote the conjugate transpose.
Step3. Model probability update.
Step4. Combination. Combining the state estimations and corresponding covariance according to the updated weights
Switched IMM (S-IMM) algorithm
Target's motion state can be divided into non-maneuvering and maneuvering state. In IMM algorithm, model probability  represents the matching degree between target's motion state and the corresponding model. If the model mismatches with the target behavioral characteristic, it will be assigned a relatively small weight value. Due to the fact that too many models in a model set will possess too many unrelated mismatched models, hence the matched model weight will be given a relatively smaller value than the real. That is why the IMM algorithm performance will decrease greatly and the computation burden will increase rapidly. Aiming to overcome the problem stated above, an S-IMM algorithm is proposed.
The flow chart for one cycle of the S-IMM algorithm is shown in Figure 1 . The S-IMM algorithm consists of two independent IMM filters, IMM1 and IMM2, operating in parallel. Each IMM filter consists of multiple sub-filters. In S-IMM algorithm, two different model sets is used. Model set 1 corresponding to IMM1 consists of two non-maneuvering models and one maneuvering model while model set 2 corresponding to IMM2 consists of one non-maneuvering model and two maneuvering models. Therefore, when the target is non-maneuvering, IMM1 performs better than IMM2 while when the target is maneuvering, IMM2 performs better than IMM1.
At each time step, on the one hand, if the sum of the probabilities of the non-maneuvering models in model set 1is larger than that of the maneuvering models in model set 2, the algorithm will decide that the target is non-maneuvering, and then output the result of IMM1. On the other hand, if the sum of the probabilities of the non-maneuvering models in model set 1is smaller than that of the maneuvering models in model set 2, the algorithm will decide that the target is maneuvering and then output the result of IMM2.
Figure 1. Flow chat of S-IMM algorithm
The kth cycle of S-IMM algorithm implements in this paper is given as following.
Step 1. Performing IMM1 and IMM2 respectively. For the ith IMM filter, the estimated
i P k k , and the jth sub-model's probability ( ) i j k  are generated, respectively. The superscript i denote the ith IMM filter in S-IMM, and subscript j denotes the jth sub-filter in the ith IMM filter.
Step 2. Comparison. The S-IMM algorithm computes the sum of the probabilities of the nonmaneuvering models in IMM1and that of the maneuvering models in IMM2.
Step 3. Output. If the sum of the probabilities of the non-maneuvering models in IMM1is larger than that of the maneuvering models in IMM2, the algorithm will consider that the target is nonmaneuvering, and then output the IMM1 result; if the sum of the probabilities of the non-maneuvering models in IMM1is smaller than that of the maneuvering models in IMM2, the algorithm will consider that the target is maneuvering and then output the IMM2 result.
Simulations and Results
In this section, some simulations are conducted to evaluate the performance of S-IMM, and two IMM algorithms used by S-IMM.
Root Mean Square Error (RMSE) is used to assess the tracking efficiency of the results. The RMSE is calculated as
Where ( | ) x k k andˆ( | ) x k k denote the true and estimated state of the ith Monte Carlo run at time step k, respectively, M is the total number of independent Monte Carlo runs. In the following simulation, 100 M  . We also use the following formula to measure the improvement:
The target trajectory is generated as follows. Figure 2 , and the velocity trajectory of the target is shown in Figure 3 . For the tracking of the target, model set 1 consists of two constant-velocity (CV) models and one constant-acceleration (CA) model, model set 2 consists of one constant-velocity (CV) model and two constant-acceleration (CA) models. The state representation for each model refers to [11] .
The simulation parameters setting are as follows. Sampling interval T is set to 5s, measurement noise covariance are
, with 100   , system noise covariance are Figure 4 shows the sum of the probabilities of non-maneuvering models of IMM1 and that of maneuvering models of IMM2. From the Figure, it can be seen that if the target is non-maneuvering, the S-IMM output result will be
, and if the target is maneuvering, the S-IMM will output 1 2 non-maneuver maneuver
If the model matches to the target motion state, the probability of this model will be given a relatively larger value, while the model does not match to the target motion state, the probability of this model will be given a relatively smaller value. In the simulations, IMM1 consists of two CV models and one CA model, IMM2 consists of one CV model and two CA models. When the motion of the target is constant-velocity, Figure 5 shows the RMSE of position tracking. Figure 6 shows the RMSE of velocity tracking. From the figures, it can be obviously seen that the S-IMM algorithm has better accuracy performance than IMM1 and IMM2 do in both position tracking and velocity tracking. From time step 1 to 25, target is non-maneuvering, we can find that S-IMM performs the same as IMM1, and compared with IMM2, RMSE of position tracking is improved by 6%, RMSE of velocity tracking is improved by 18%. From time step 26 to 43, target is maneuvering, we can find that S-IMM performs the same as IMM2, and compared with IMM1, RMSE of position tracking is improved by 3%, RMSE of velocity tracking is improved by 11%. From time step 44 to 68, target is non-maneuvering, we can find that S-IMM performs the same as IMM1, and compared with IMM2, RMSE of position tracking is improved by 5%, RMSE of velocity tracking is improved by 14%. From time step 69 to 74, target is maneuvering, we can find that S-IMM performs the same as IMM2, and compared with IMM1, RMSE of position tracking is improved by 20%, RMSE of velocity tracking is improved by 15%. From time step 75 to 100, target is non-maneuvering, we can find that S-IMM performs the same as IMM1, and compared with IMM2, RMSE of position tracking is improved by 6%, RMSE of velocity tracking is improved by 20%.
However, from Figure 4 -6, it can also be found that when the target motion state converts, the optimal output of S-IMM exists a little lag.
From the simulation results above, it can be seen that S-IMM performs better than IMM1 and IMM2 do in both position and velocity tracking. And it is an ideal alternative method for high accurate maneuvering target tracking.
Conclusion
This study is devoted to propose a high accurate IMM algorithm, and Switched IMM(S-IMM) is proposed. S-IMM algorithm consists of two independent IMM filters with different model sets, CV-CV-CA and CV-CA-CA. IMM1 is designed to track the non-maneuvering target, and IMM2 is designed to track the maneuvering target. By judging the target motion state is maneuvering, the S-IMM algorithm selects the optimal model set's output as its final output. Simulation results show that the S-IMM performs better than IMM algorithm in both the position and velocity tracking.
