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Many dynamical processes on real world networks display complex temporal patterns as, for in-
stance, a fat-tailed distribution of inter-events times, leading to heterogeneous waiting times between
events. In this work, we focus on distributions whose average inter-event time diverges, and study
its impact on the dynamics of random walkers on networks. The process can naturally be described,
in the long time limit, in terms of Riemann-Liouville fractional derivatives. We show that all the
dynamical modes possess, in the asymptotic regime, the same power law relaxation, which implies
that the dynamics does not exhibit time-scale separation between modes, and that no mode can
be neglected versus another one, even for long times. Our results are then confirmed by numerical
simulations.
1. INTRODUCTION
Linear diffusive processes are often a good entry point
for the analysis of the complex dynamics of networked
systems. In spite of their apparent simplicity, their flexi-
bility allows for the modelling of a diversity of processes,
including information and epidemic spreading [1]. As an
additional assumption, it is also often assumed that the
diffusion takes place on a static topology. The dynami-
cal properties of the system are then entirely determined
by the spectral properties of a matrix associated to the
underlying graph, for instance its Laplacian (for random
walks) or its adjacency matrix (for epidemic spreading).
In this work, the process can also be used to explore the
structure of networks from a dynamical point of view,
as exploited in several algorithms for, e.g. community
detection or node centrality [2].
Despite its many successes, this simplified model of
real-world systems is also known to present several lim-
itations [3]. In particular, the implicit assumption that
events take place at a constant rate, as the realization
of a stationary Poisson process, has been contradicted in
a variety of systems, in terms of temporal correlations
[4, 5], non-stationarity [6–8] but also the presence of fat-
tailed distributions of inter-event times [9–13]. The main
purpose of this work is to focus on this latter aspect, and
to investigate the impact of the shape of the correspond-
ing distributions on diffusive processes. This question has
a long tradition in statistical physics, in situations when
the underlying network is a lattice [14]. In recent years,
researchers have also been interested in random struc-
tures [6, 15–18], seen as models of complex networks. It
is only more recently that complex structural and tem-
poral patterns have been combined in a single framework
[19–21]. The main purpose of this work is to go one step
further along this line and to consider extreme situations
where the waiting time distribution has a power-law tail
with diverging average waiting times.
Diffusion with diverging average waiting times is well-
known to exhibit anomalous diffusion, with the variance
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of the process growing slower than linearly with time,
when the underlying network is a regular lattice. The
main novelty here is to consider a finite network with ar-
bitrary structure, as the variance of a position is not well-
defined then, and the dynamics has instead to be consid-
ered in terms of the relaxation of eigen-modes. The diver-
gence of the average waiting time naturally leads to the
formulation of the problem in terms of fractional deriva-
tives, which already have a long tradition in the study of
diffusion on regular lattices and continuous media [22]. It
is interesting to note that, despite the frequent considera-
tion of power-law distributions and diverging moments in
networks, the use of fractional derivatives is still mainly
unexplored in this field of research. Rare exceptions in-
clude the recent work of Georgiou et al. [23] on networks
with random link activation and deletion, with Mittag-
Leffler interevent-time distributions and of Riascos and
Mateos on the emergence of Le´vy flight processes on net-
works through a fractional calculus approach [24].
This paper is organised as follows. In section 2 2.1,
we introduce the model and describe the properties of
its master equation. In section 2 2.2, we show that the
temporal evolution can be asymptotically described by
equations whose temporal derivative is fractional, which
reflects the non-Markovian nature of the process. The
equations reveal that the dynamical modes asymptoti-
cally relax in a power-law way, as expected, but also
that the contribution of all modes remains non-negligible,
for arbitrary long times. Theoretical results are tested
against numerical simulations on artificial networks in
section 2 2.3. Finally, we conclude and discuss the im-
plications of our work, in particular for the problem of
model reduction, in section 3.
2. FROM RANDOM WALKS TO FRACTIONAL
DERIVATIVES
2.1. Continuous-time with power-law waiting times
We focus on the dynamics of a random walker on a net-
work composed of N nodes. The process is encoded by
structural and temporal factors. First, the N ×N tran-
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2sition matrix T determines the probability that a walker
jumps from one node to one of its neighbours in the net-
work. The transition matrix is defined as Ti,j = Ai,j/kj
where Ai,j is the adjacency matrix encoding the connec-
tions and kj is the degree,i.e. the number of connections
of node j. If we consider a Markovian process, i.e. a ran-
dom walk without memory, the Markov chain associated
to T completely determines the statistical properties of
the walker trajectories on the network.
Considering now the temporal side, we introduce the
waiting time distribution ψ(t) which determines the du-
ration of the stay on a node before the walker performs
a jump. Thus this quantity directly affects the timings
on the trajectory generated by T and, as a consequence
some particular choices of ψ(t), the overall asymptotic
behaviour shall be altered in respect to the Markovian
frame. For the sake of simplicity, we have assumed in
the following that the waiting time distribution is the
same on each node.
Combining the two ingredients, structural and tempo-
ral, the evolution of the xi(t) ∈ RN , the probability for
the walker to be at node i reads:
x(t) = x0
∫ ∞
t
ψ(∆t)d∆t+
∫ t
0
ψ(t−∆t)Tx(∆t)d∆t (1)
In Eq. 1 the first term accounts for the possibility that a
walker stays put in the node: this is clearer if we define
the survival probability as
Ψ(t) =
∫ ∞
t
ψ(τ)dτ = 1−
∫ t
0
ψ(τ)dτ, (2)
which is the probability that the waiting time on a site
exceeds t. The second term, on the contrary, describes
the flow of probability coming from the interaction with
the other nodes in the network. The master equation
of this process, generalizing the classical Montroll-Weiss
equation to the case of complex networks [25], takes a
more suitable expression in the Laplace domain
x(s) =
1− ψ(s)
s
x0 + ψ(s)Tx(s) (3)
where x(s) is the Laplace transform of the probability
x(s), defined as
x(s) =
∫ ∞
0
x(t)e−stdt (4)
In the case of a Poisson process, where the waiting time
is exponential by definition, this set of equations takes a
simple form in the real-time domain
∂tx(t) = Lx(t) (5)
and one recovers the usual rate equation for continuous-
time random walks, driven by the normalized Laplacian
operator L = T − I, which is equivalent, up to a change
of variables, to basic models for opinion dynamics [26],
the position of robots in physical space [27] and synchro-
nisation [28].
In that case, the dynamics is determined by the spec-
tral properties of the Laplacian operator. Conservation of
probability implies that the dominant eigenvector, which
we assume to be unique without loss of generality, has an
eigenvalue zero. To determine the speed of convergence
to stationarity, a key quantity is the second dominant
eigenvalue, usually called the spectral gap [29], which is
related to important structural properties of the under-
lying network, such as the existence of bottlenecks and
communities.
We can cast Eq. 3 in the following form to make the
Laplacian operator appear:(
1
ψ(s)
− 1
)
x(s) =
(
1
ψ(s)
− 1
)
1
s
x0 + Lx(s) (6)
The Laplacian term, from one side, entangles the dynam-
ics carrying the interactions between nodes but, from the
other side it provides the natural basis through which
decompose Eq. 3 in distinct modes. Of course, since
L = T − I the transition matrix and the Laplacian share
the same left and right eigenvectors basis and their spec-
tra are related by λ
(Tr)
α = 1−λ(Lapl)α . We can thus express
the probability x(s) as a linear combination of the right
eigenvectors vα
x(s) =
∑
α
aα(s)vα . (7)
Injecting this representation in Eq. 3 and projecting on
the left eigenvectors basis (for the details of the calcula-
tion, see the Appendix A), we thus obtain a set of equa-
tions for the amplitudes of these modes aα
aα(s) =
1− ψ(s)
s
aαinit + ψ(s)λαaα(s), (8)
where λα is eigenvalue of the transition matrix associated
to the vα eigenvector Tvα = λαvα (here and in the fol-
lowing λα = λ
(Tr)
α , we dropped the exponent (Tr) for the
sake of lightness). We obtain the formal solution which
leads to exponential relaxations for Poissonian processes
since the ψ(t) is exponential as well in this case. How-
ever, if the probability distribution of waiting times takes
another functional form, it can entail more general relax-
ations, as we will display in the next Section.
2.2. Fractional dynamics
In the present work, we shall deal with waiting time
distributions possessing a power law tail for t→∞
ψ(t) ≈ β
Γ(1− β)
τβ
tβ+1
, (9)
for 0 < β < 1 and the prefactor has been chosen to
simplify further expressions. By definition, the average
3waiting time is not defined but, by application of the
Tauberian theorem, its Laplace transform takes the form
ψ(s) = 1− (τs)β (10)
in the limit of small s, which corresponds to the asymp-
totic regime t → ∞ we are interested in. For random
walks governed by such slow decaying power tails on lat-
tices, it is known that the average number of steps ex-
hibits a sublinear growth, as
〈n(t)〉 = 1
Γ(1 + β)
tβ
τβ
. (11)
Therefore, the rate of events decreases with time, in con-
trast with standard processes where the average waiting
is defined and 〈n(t)〉 ≈ t. This property tends to slow
down the dynamics, leading to subdiffusion. Using Eq. 10
in the expression for the evolution of the modes in the
Laplacian domain leads to
aα(s) =
(τs)βaαinit
s(1− λα(1− (τs)β)) (12)
For the zero mode of the Laplacian, which corresponds to
λ1 = 1 for the transition matrix, one recovers a stationary
solution, as expected:
a1(s) =
(τs)βa1init
s(τs)β
(13)
For the rest of the spectrum, when λα 6= 1, λα 6= 0, we
can cast Eq. 12 in the following form
(
Kβαs
−β + 1
)
aα(s) =
aαinit
λαs
, (14)
where Kβα =
1−λα
λα
τ−β . In Eq. 14 we can recognize a term
which carries the action of a fractional operator since we
have
s−βaα(s) = L
{
0D
−β
t aα(t)
}
, (15)
with D−β is the Riemann-Liouville integral operator of
fractional order β 1
0D
−β
t f(t) =
1
Γ(β)
∫ t
0
f(t′)dt′
(t− t′)1−β . (16)
We thus can interpret Eq. 14 as the Laplace transform of
the integral equation
aα(t)− a
α
init
λα
= −KβαD−βaα(t), (17)
1 In what follows, the bounds of integration shall always be 0 and
t, thus we shall omit them to have a lighter notation.
which corresponds, applying the fractional differential
operator Dβ on the left, to
Dβ
[
aα(t)− a
α
init
λα
]
= −Kβαaα(t). (18)
The solution to this equation is a Mittag-Leffler function
aα(t) =
aαinit
λα
Eβ
[
− (kαt)β
]
, (19)
where kα =
(
Kβα
)1/β
and the function is defined as
Eβ
[
− (kαt)β
]
=
∞∑
n=0
(−1)n (kαt)
nβ
Γ(βn+ 1)
. (20)
By its definition, the Mittag-Leffler function appears as a
generalization of the exponential and the relaxation given
by Eq. 19 approaches an exponential one in the limit
α→ 1. The interesting feature of these functions, in the
scope of our analysis, is their asymptotic behaviour for
t→∞ which transfers the power law relaxation, proper
of the waiting time distribution, to the mode themselves.
Indeed, in this limit, it holds [30]
Eβ(−tβ) ∼ t
−β
Γ(1− β) , (21)
therefore, in this limit, Eq. 19 can be approximated by
aα(t) =
aαinit
λα
(kαt)
−β
Γ(1− β) =
aαinitτ
β
1− λα
t−β
Γ(1− β) (22)
As for the case λα = 0, by substitution in Eq. 12 we
obtain
a0(s) = τ
βa0inits
β−1, (23)
which can be recast in
s−βa0(s) = s−1τβa0init. (24)
With the same arguments than before, we recognize the
Laplacian transform of the equation
L{D−βa0(t)} = L{a0initτβ} (25)
Thus the modes associated to the eigenvalue λ = 0
evolve, inverting the Laplace transform, as
a0(t) =
τβa0init
Γ(1− β) t
−β (26)
We can now, from Eqs. 22-26, reconstruct the asymptotic
behaviour of the walker probability to be at a given node:
x(t) = a1initv1 +
N∑
α=0,α 6=1
aαinitτ
β
1− λα
t−β
Γ(1− β)vα . (27)
4To further appreciate the implications of Eq. 27, we can
recast it as
x(t) = a1initv1 +
τβ
Γ(1− β)tβ
N∑
α=0,α6=1
aαinit
1− λαvα , (28)
where the eigenvalues λα in the sum are, of course, in the
interval [−1, 1).
It appears then evident that the spectrum of the tran-
sition matrix, and thus the Laplacian, does not organize
any more the diffusion in a hierarchy of timescales, allow-
ing to discriminate between groups of nodes where the
diffusion has already relaxed to the stationary state and
others which, in the worst case, shall relax with the slow-
est possible timescale, i.e. the second smaller eigenvalue
of the Laplacian. In contrast, the introduction of a power
law waiting time probability distribution, asymptotically
induces in all the modes the same relaxation (Eq. 22),
thus effectively wiping out the localization effect brought
by the Laplacian spectrum by itself, as we shall see in
Sec. 2 2.3. We note our result is coherent with the the
findings of [19], derived in situations when the waiting
time distribution has an exponential tail.
Summing up the general gist of this section, we passed
from the integral equation in Eq. 1 of a continuous time
random walk to a fractional differential equation (Eq. 18)
in the limit of t → ∞. Now, to conclude, we would like
to note that this passage might be delicate one as it is
not a mere change of representation. Indeed, the choice
of formulation involves the correct handling of the ini-
tial conditions: as an example, in [31], it was shown how
the solution of a fractional diffusion equation can eventu-
ally turn out not being a proper probability distribution;
in the present case however our starting point, Eq. 1,
was shown to be correctly related to a CTRW process.
Another possible caveat comes from the intrinsic non-
Markovian character embedded by the fractional time
derivative: as the system keeps track its whole history,
in [32], the author considers two waiting time distribu-
tion, differing by a fast decaying term, that can lead to
two different diffusion equations in the continuum limit ;
nevertheless it must be stressed that, in the context of
networks, the Laplacian operator always remains discrete
when passing from a random walk description to a diffu-
sive one and, therefore, such incongruence do not arise.
2.3. Simulations
In this Section, we turned to simulations in order to
get a grip on the analytical results we have shown in the
previous section. We thus explored two paths: we first
considered a simulation meant to reproduce the random
walk biased with a power law waiting time distribution.
Through the simulation we reconstructed the evolution of
the probability x(t) looking at the occupation of the dif-
ferent nodes by N walkers. The latter performed or not
an hop to an adjacent node at times drawn from a wait-
ing time distribution with various exponents β (Figs.1a-
b). As displayed in Figs. 1 we indeed observe a slow
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FIG. 1. Logarithmic plot of the a4(t) and a5(t) mode as-
sociated respectively to λ4 = −0.6876 and λ5 = −0.4050 for
the transition matrix of the simple network in Fig. 2 for 105
walkers and (a) β = 0.3 and (b) β = 0.7.
power law relaxation over several orders of magnitude in
contrast with the fast exponential relaxation that arises
when ψ(t) is exponential as well.
We then performed a second check, which is now meant
to show some implications of the coherent modes relax-
ation in Eq. 28: we took into account a network composed
by two modules of N = 10 each that we can, accord-
ing to some probability p, progressively connect (Fig. 3).
FIG. 2. Toy network used as a substrate for the random walks
of Figs. 1.
5a b
FIG. 3. Examples of networks used for the solutions in Fig. 4:
(a) for small p and (b) for p→ 1.
Therefore for p → 1 the initial two-modules structure
gets blurred and finally, there is no structural signature
evidencing modularity. From the spectral point of view,
this transition towards non-modularity is signalled by the
spectral gap, i.e. the second smaller of the Laplacian ma-
trix: thus, the more it approaches zero, the slower diffu-
sion reaches the equilibrium. Therefore, in a ”classical”
setting in which hops are exponentially distributed there
is a clear fingerprint in the dynamics entailed by a struc-
tural property. Now, in our case of study, the temporal
aspect which accounts for the intermittent nature of the
links, dominates over the structural one: in Fig. 4a we
display the solutions for the asimptotic regime in Eq. 28
where, increasing the p parameter we progressively erase
the modular structure and correspondingly the spectral
gap increases, as displayed in the inset of Fig. 4a. This
latter tendency of the spectral gap would give a faster
relaxation to equilibrium, as in Fig. 4b, but, in our case
of study, this effect is hidden by the complex temporal
behaviours: in Eq. 28, we see that only two factors play
a role in the relaxation, namely the initial conditions and
the exponent β and, indeed, the probability distribution
in Fig. 4a relaxes with the same speed on structures char-
acterized by different spectral gaps.
3. CONCLUSION
In this work, we have focused on the asymptotic prop-
erties of random walk processes taking place on networks,
where the distribution of waiting times between events
presents a power-law tail associated to a diverging aver-
age. As shown in Sec. 2 2.1, this process can be described
by a generalized master equation (Eq. 1) determining the
time evolution of the probability for the walker to be in
a node x(t). We then expressed this vector in the ba-
sis formed by the eigenvectors of the transition matrix
and considered the problem in the Laplace domain, in
order to derive simple algebraic equations for the relax-
ation of the eigenmodes of the process. As a next step,
we considered the asymptotic limit t → ∞, or equiv-
alently s → 0, where the dynamics can be rewritten
in terms of Riemann-Liouville fractional operators. We
first showed that all the non-stationary modes exhibit the
same asymptotic power-law relaxation, independently of
their eigenvalue, in contrast with the standard exponen-
tial relaxation taking place for Poisson processes. In
this classical case, modes do not exhibit the same re-
laxation, but one observes instead a hierarchy of relax-
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FIG. 4. (a) Relaxation towards equilibrium of the probabil-
ity distribution xi at a node for different probabilities p of
connection between the two modules in the case of a power-
law waiting time distribution, here N = 10 for each module
and β = 0.7. (inset) Variation of the spectral gap for the
Laplacian matrix spectrum λL = 1 − λT in correspondence
to the bridging probability p. (b) Probability distribution
x1(t) when ψ(t) ∝ exp(−t/τ) for the same networks of (a).
Different eigenvalues now correspond to different relaxation
times, and modes associated to small eigenvalues tend exhibit
a slower relaxation, therefore dominating for long times.
ation time-scales determined by their eigenvalue. The
existence of different time scales is crucial in order to de-
fine reduced models where fast scales can be neglected in
front of slower ones, but also to uncover interesting struc-
tures from the corresponding eigenvectors. In our case,
however, the extreme fluctuations of the waiting times
hinder the importance of the underlying structure, and
imply that the amplitudes of the different eigenmodes
remain of the same importance, even at large times. As
6expected, the power law tail of the ψ(t) also significantly
slows down the relaxations, as we confirmed by means of
numerical simulations.
Appendix A: Projection on the eigenmodes
The transition matrix Ti,j = Aij/kj does not possess a
basis of orthonormal eigenvectors due to its asymmetry.
Nevertheless, its right and left eigenvector basis, {va} and
{ua} respectively, can be related with the orthonormal
eigenvector basis {na} of the symmetric matrix defined
as Nij = Aij/
√
kikj which is related to the normalized
Laplacian [29]. By definition, for ua it holds
∑
i u
i
aTi,j =
λau
j
a which can be rewritten, using the expression for
Ti,j , as∑
i
uia
√
ki√
kj
Aij√
kikj
=
1√
kj
∑
i
uia
√
kiNi,j = λau
j
a,
(A1)
therefore the eigenvectors of the normalized laplacian can
be expressed by the left eigevectors of Ti,j through n
j
a =√
kju
j
a. With the same reasoning one obtains the equiv-
alent relation for the right eigenvectors nja = v
j
a/
√
kj .
The usefulness of those relations appears in the attempt
to separate the modes aα(t): if we consider Eq. 3 and
we inject the expansions using the right eigenvectors in
Eq. 7 we obtain
xi(s) =
∑
α
aα(s)
√
kin
i
α =
1− ψ(s)
s
∑
α
aαinit
√
kin
i
α+
ψ(s)
∑
α
aα(s)λα
√
kin
i
α, (A2)
where we have expressed the right eigenvectors by the
means of the normalized laplacian ones {nα}. Now, in
order to isolate the different modes, we project the prob-
ability vector x on the left eigenvectors basis {uα} using,
again, their relation with the {nα}
∑
i
niβ√
ki
xi(s) =
∑
α
aα(s)
∑
i
niβ√
ki
√
kin
i
α = aβ(s) =
1− ψ(s)
s
∑
α
aαinit
∑
i
niβ√
ki
√
kin
i
α+
ψ(s)
∑
α
aα(s)λα
∑
i
niβ√
ki
√
kin
i
α. (A3)
Since
∑
i n
i
βn
i
α = δα,β the previous equation gives
aβ(s) =
1− ψ(s)
s
aβinit + ψ(s)λβaβ(s), (A4)
which is our Eq. 8.
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