I. INTRODUCTION
Compliance to EMC directives is nowadays a challenge for electronic designers because of the great amount of electromagnetic phenomena against which an equipment should be immune [1] . In this framework, the electrostatic discharge (ESD) stress represents one of the most severe susceptibility test because the discharge is characterized by an high level excitation as well as by a wide frequency spectrum [2] , [3] .
One of the most effective tools to prevent damage of electronic devices is to use shields of conducting materials, but apertures permit coupling between the internal components and the ESD noise signal. Moreover the intrinsic resonant behavior of the metallic enclosure may give rise to very intense internal fields at the resonant frequencies, and many of these can be excited by the very broad ESD spectrum. So a lot of recent papers in electromagnetic compatibility have addressed the analysis of coupling between the internal and the external regions of a conducting box. The problem can be approached in the frequency or in the time domain.
An earlier formulation is based on the evaluation of the electric field on the aperture by means of the equivalence principle; an initial fast Fourier transform (FFT) is applied to the ESD pulse to achieve the corresponding frequency domain excitation, and an Inverse FFT (IFFT) is used to recover the time history of the internal cavity response [4] .
The problem of a wire passing an aperture in a metallic screen has been analyzed in the frequency domain and analytically solved in [5] .
The finite difference time domain (FDTD) algorithm is also used in the literature to evaluate the nuclear electromagnetic pulse (NEMP) coupling inside a metallic container due to apertures of different sizes and filled by insulating materials [6] , or to estimate radiation from aperture in the presence of cables [7] . The same technique is suitable to treat an ESD excitation [8] of cavities with long, narrow apertures. The FDTD can also be used to handle ESD phenomena [9] . Transmission line method (TLM) has been also applied both in frequency and time domain to evaluate the induced disturbance on a load inside a cavity with aperture, excited by external fields [10] , [11] .
In this paper, a time domain integral equation is proposed to model the coupling between an ESD current and the region inside the cavity. This approach was successfully adopted to analyze field penetration through apertures in conducting screens [12] . The method is based on the application of the equivalence principle which allows one to separately study the source and the load regions. In our case, the load region is represented by the metallic box that, in time domain, is characterized by its impulse response, analytically expressed. In particular, the unknown magnetic current distribution in the aperture (i.e. the electric field) is determined by solving the integro-differential equation representing the continuity of the tangential magnetic field across the aperture. The numerical solution of the final equation is performed applying a time domain formulation of the method of moment (MOM) [13] .
The time domain integral equation (IE), solved by a "marching in time" procedure, seems to be particularly suitable for this kind of problem, when the time history of the disturbance induced by a fast transient source is required; in fact, this approach combines the main advantages of both time and frequency domain methods.
More explicitly: 1) the response is directly achieved in time domain, without use of FFT algorithms; 2) as a consequence of 1), the observation can be stopped at whatever time value, providing a considerable reduction of CPU calculation time; 3) the space domain, where the IE has to be solved, is bounded to the coupling region only, so the discretization in the MOM procedure concerns the aperture and not the whole volume of interest for field evaluation as required in the FDTD technique. This involves an enormous reduction (some order of magnitudes) of RAM memory requirement; 4) no absorbing boundary conditions as in the FDTD algorithm have to be used because radiation conditions at infinity are implicitly taken into account in the free space impulse response; 5) the time domain response is achieved by an iterative procedure, so that its value at any time-step depends on the values at previous time-steps and no numerical matrix inversion is required as in frequency domain MOM; 6) boundary conditions due to the metallic walls are directly accounted by the application of the image principle for the external fields and by the cavity impulse response for internal fields; 7) "a priori" field information can be inserted in the method (for instance edge conditions) in order to better the convergence and reduce the unknowns. Most of these benefits are essentially due to the knowledge of the proper impulse response of the structure; in particular, for the present case, the impulse response of the metallic enclosure considered as a resonant cavity. Since the cavity memory effect due to the internal multiple reflections is analytically represented as a convolution integral, a proper analytical technique is adopted for the calculation, and the convolution is performed by updating a storage parameter.
An efficient computer code is developed to evaluate the field inside a metallic box, penetrating through a long, narrow slot and due to an ESD current flowing outside the box; to validate the model, the voltage induced in a small loop placed inside the cavity is calculated and compared to measurements.
The response to an ESD excitation has been carried out in order to have useful results for a realistic case.
Moreover, as a further validation of the method, the response to a transient plane wave impinging on the box has been computed and measured in a GTEM cell. In this way the experimental data have been achieved in a more controlled ambient, resulting in a uniform field distribution on the slot and a stable and repeatable time waveform.
The paper is organized in seven sections, and more precisely Section II reports the formulation of the problem as well as the field expressions used in the integral equation; in Section III a detailed description of the application of the MOM in time domain to the analyzed structures is given; in Section IV a test to validate the approach based on the impulse response of the cavity is described; Sections V and VI report measurement set-up and results respectively: the two studied cases are presented in details, and theoretical and experimental results are widely discussed; finally brief conclusions are summarized in Section VII.
II. FORMULATION OF THE PROBLEM
The geometry of the two analyzed problems are shown in Fig. 1 (a) and (b): a rectangular metallic box is excited by a field impinging on its external surface; in the first case the exciting field is due to an ESD current applied between points A and B [ Fig. 1(a) ], and in the second case the exciting field is a plane wave, with a normal incidence on the slot, having electric field polarized along the xaxis and amplitude varying in time as a step function [ Fig. 1(b) ]. An electromagnetic coupling between the external region (denoted by superscript "a") and the internal region (denoted by superscript "b") occurs because of the aperture Ap of dimensions 2L 2 2w; centered on the point (x 0 ; y 0 ; 0) of the cavity wall. A square loop of side 2l, placed into the cavity, senses the internal electromagnetic field and is used to compare theoretical and experimental values. Both metallic walls ( = +1) and dielectric (air, = 0) are considered ideal materials. The metallic box, the aperture, and the internal probe are the same in both cases.
The analytical model is based on the equivalence principle, that allows the problem to be subdivided into two simpler problems, for the outer region and for the inner region, respectively. After metallizing the aperture, a proper equivalent magnetic current distribution is introduced j j j a m (r r r; t) = e e e(r r r; t) 2 (0ẑ z z) = 0j j j m (r r r; t) 
where r r r 2 Ap; e e e(r r r; t) is the electric field on the aperture, andẑ z z is the unit vector of the z-axis. 
where h h h a inc tangential short circuited magnetic field due to the external source;
h h h a tangential short circuited magnetic field due to the equivalent magnetic current in region "a;"
h h h b tangential short circuited magnetic field due to the equivalent magnetic current in region "b." The solution of the integro-differential equation (2) gives the unknown distribution of the electric field in the aperture. The formulation that leads to (2) is quite general; in the present case, for the evaluation of terms h h h a inc and h h h a ; we will assume the commonly used approximation that the aperture lies in an infinite metallic plane.
A. Evaluation of h h h a inc
This field represents a known function in (2) and depends on the kind of the source considered to excite the internal region; as stated in Section I, in this paper we analyze two situations and the field expressions for both cases are reported in the following.
1) ESD Source:
We refer to Fig. 2 where the coordinate system fX; Y g is shifted at the centre of the aperture with respect to the system fx; yg of Fig. 1(a) ; the aperture is not shown because it is metallized after application of the equivalence principle. We consider that the ESD current flows along a two-wire transmission line shorted by a metallic plane at points A and B; this assumption allows us to recover the two components of the short circuit magnetic field in a closed form, applying, for instance, the conformal mapping technique [14, ch. 7] h a inc x (X; Y; t)
(3b) i(t) being the actual short-circuit ESD current; in practise the excitation current i(t) is the current generated by a commercial ESD simulator when the discharge is applied to a metallic plane.
2) Plane Wave Excitation: Referring to Fig. 1(b) , the short circuit magnetic field on the aperture is simply given by the field expression of a plane wave impinging on a conducting plane where the factor 2 takes into account the field reflected by the metallic wall.
B. Evaluation of h h h a
Magnetic field radiated in the half-space z 0 by the surface magnetic current is determined by standard free space Green's function. After applying the image principle it can be expressed as is the light velocity in the medium.
C. Evaluation of h h h b
Inside the cavity, the electromagnetic field can be expressed as the convolution integral between the impulse response of the cavity and the source; in the present paper we directly achieve the cavity impulse response by an analytical inverse Fourier transform of the transfer function between source and field, instead of using multiple reflections as proposed in [15] .
In the cavity the only sources are represented by the equivalent magnetic currents in the aperture, so the magnetic field is given by 
where the first summation is extended to all divergenceless modes and the second one accounts for all irrotational modes ("n" means a triple summation extended to all "i," "m," "s" modes); "*" denotes a convolution, sõ
L H (r r r; t) andL G (r r r; t) are the impulse responses of the cavity for the nth orthonormalized divergenceless modeHn(r r r) and irrotational modeGn(r r r) respectively, and are expressed bỹ 
LG (r r r; t) = 0
where ! n is the resonant angular frequency of the nth mode; u(t) is the unitary step function; SH (t) and SG (t) are modal excitation coefficients due to the surface magnetic currents, 
Details for the evaluation of expression (5) are reported in the Appendix.
D. Integral Equation
For sake of simplicity and without losing validity, a long and narrow slot (similar to the ones used for floppy disk insertion or cooling purposes) is considered, so as 2w 2L. Moreover, if 2w min where min is the minimum wavelength of magnetic current spectrum, the aperture electric field exhibits the x-component only (j j j m = jmŷ y y) and therefore (2) assumes a scalar form for the y-component of the magnetic field.
As commonly used, to avoid the time integration appearing in (4), required to evaluate the surface magnetic charge density, (2) is differentiated with respect to the time (see for example [12] ), and substituting the expressions of the magnetic fields given in (3)- (5), also considering (7) and (8) A computer code based on the MoM's in time domain [13] is developed to solve (9) .
The unknown magnetic current distribution is expanded in N basis functions as j m (r r r; t) = n p=1 f p (r r r)V p (t)u(t)
where we suppose that the excitation is applied at time t = 0; moreover f p (r r r) = U(x 0 x 0 )T(y 0 y p ):
yp being the coordinate of the center of the pth basis function on the aperture plane, and
to account for the electric field edge condition, and
A point matching technique both in space and in time domain is adopted for the choice of the testing functions w qk (r r r; t) =(x 0 x0)(y 0 yq)(t 0 t k ) with k = 0;1;2;111 q = 1;2;111;N (14) as well as the following inner product definition is used ha(r r r; t); b(r r r; t)i = 1 01 Ap a(r r r; t)b(r r r; t) dS dt:
Substituting (10) in (9) and applying the inner product (15) with testing functions (14), we achieve A problem is represented by the time integration appearing in (16), due to the cavity memory effect; however, in the hypothesis that the coefficients Vp(t) vary slowly with respect to the time step 1t; we can assume V p (t) = constant for 0<t 0 t k 1t; t k being the kth time sample; more concisely, we suppose that V p (t) is a step-wise function.
In this way, integrals containing the pth magnetic current amplitude
where
We want to point out that the change of t k to t k+1 does not require a complete recalculation of (17) As highlighted by (20), V q (t k+1 ), the unknown amplitude of the magnetic current in the qth cell at time t k+1 , depends on analogous values in the considered qth cell and in the remaining cells at previous time steps, as well as on the source term at time t k . This is the "marching in time" formulation of the problem, which is iterated to recover the time domain solution. Finally, after determining the equivalent magnetic current in the aperture, the electromotive force (emf)
where the electric field inside the enclosure is given by e e e(r r r; t) = nL E (r r r; t) 3 S H (t)
which is evaluated according to the procedure described in Section II-C, and the summation is extended to all divergenceless modesẼ n (r r r):
IV. CONVERGENCY TEST OF THE CAVITY IMPULSE RESPONSE
It is important to verify the validity of the cavity impulse response model, described in the Appendix, and to establish the necessary number of Fourier harmonic components: in fact the accuracy of the field representation inside the cavity depends on the number of modes, but this is related to the spectral content of the source.
To that purpose we consider an elementary magnetic dipole, placed at the centre of the front cavity wall, that radiates inside the box and carries a magnetic current characterized by a time dependence jm(t) = 1 0 cos(! 0 t) 0 t T 0 0 elsewhere
where ! 0 = 2f 0 = 2=T 0 ; T 0 = 1=4t 3 and t 3 = c=v:
In this case the box dimensions are a = b = 2c = 0.6 m to assure that in the time interval [0;T0], the electric field at the center of the box is due to the direct wave only. Therefore, before the radiated field reaches the surrounding cavity walls and is reflected, the internal field (evaluated by (5) and equivalent equations reported in Appendix) can be compared with the one produced by a magnetic dipole over an infinite metallic plane radiating in a free half space and calculated by a rigorous analytical expression.
We adopt the waveform (23) because it is easy to integrate in closed form and it, with its first derivative, is continuos. Fig. 3 shows the time history of the electric field at the centre of the cavity, as a function of time normalized to t 3 . The continuous line represents the modulus of radiated electric field evaluated by standard expressions for a magnetic dipole over a ground plane; the dotted line and dashed-dotted line represent the field reconstructions achieved using modes up to 12 GHz and up to 48 GHz, respectively. This example is particularly stressing for the model because the current, and consequently the radiated field, varies very fast in time: the adopted box dimensions imply T0 = 0.25 ns, to which corresponds a frequency f 0 = 1=T 0 = 4 GHz. 30 GHz in the above example), the current spectrum amplitude jJ m (!)j < jJ m (! = 0)j/1000; in other words, as one expects, the number of harmonics (modes) to be considered for an accurate field reconstruction inside the cavity depends on its spectral content.
The convergence of the field given by the impulse response to the exact field is highlighted by these results and confirms the accuracy of the model.
V. INSTRUMENTATION AND MEASUREMENTS

1) ESD Source:
The experimental validation of numerical results pertaining the ESD excitation was carried out according to the experimental set up shown in Fig. 4 .
The discharge was applied by a commercial ESD simulator, SCHAFFNER model NSG432, equipped with a real contact discharge adapter to ensure repeatable measurements, according to the latest requirements of IEC-801-2. A current probe TEKTRONIX model CT1, connected to the oscilloscope is used to measure the ESD current. The oscilloscope is also connected to the loop output to record the waveform of the induced signal for comparison with theoretical results.
The oscilloscope used, TEKTRONIX model SCD1000, exhibits a 1 GHz 3dB-bandwidth according to the manufacturer's specifications. The roll-off of the instrument frequency response is not given, but in the present case is very important. In fact a great number of cavity resonances are present above 1 GHz and are characterized by an high value of the quality factor Q n so it is necessary to accurately know the instrument's filtering action on the emf spectral components corresponding to the high order modes. We measured the frequency response of the oscilloscope, reported in Fig. 5 (solid line), together with a single pole transfer function that exhibits an half power bandwidth f 3 dB = 1 GHz (dashed line).
It can be noted that the 3 dB bandwidth specification is widely satisfied and that above the frequency of 2 GHz, the slope is characterized by an high roll-off value, about 0210 dB/decade. As a consequence, in the computation of emf by (21), we consider the contribution of all modes up to 2 GHz and neglect all the higher order ones; this is done to simulate from a theoretical point of view the filtering behavior of the oscilloscope for a comparison between numerical and experimental results.
2) Plane Wave Excitation: From a theoretical point of view, a plane wave excitation represents the simplest electromagnetic source and therefore is particularly suitable to test numerical techniques.
On the other hand, it is very difficult to generate transient plane waves, requiring antennas with a flat response in a very wide range of frequencies and a great transmitted power to achieve sufficient sensivity.
In our case, we have used a GTEM cell that assures the bandwidth required for a step excitation, because of its TEM characteristics, and a sufficient field uniformity on the box surface.
Therefore the measurement set-up shown in Fig. 6 (a) represents a controlled ambient suitable for a comparison between numerical and experimental data: the box is placed inside a GTEM cell (5311 EMCO) and the signal input and output cables are connected to the test ports of a vectorial network analyzer HP 8753C.
After a proper instrument calibration, the transmission coefficient s21 is measured up to 1 GHz, and the step response is recovered using the time domain facility of the instrument. Fig. 6(b) shows the step function (continuos line) corresponding to the frequency range used (1 GHz): this bandwidth is chosen in order to achieve a step function rise time quite similar to the ESD waveform rise time.
The same figure also reports the step function used for numerical simulation (dashed line) described in the next Section VI.
VI. RESULTS
A rectangular box with dimensions a = 20 cm, b = 50 cm, c = 30 cm is analyzed and fabricated from copper; a rectangular slot of length 2L = 35 cm and height 2w = 0.4 cm is placed at the centre of the front side (x0 = a=2; y0 = b=2). The square loop of side 2l = 4 cm is centred in P 0 = [a0 l, (b/2) + l, (c=2)] and the output connector is soldered at the centre of the upper cavity wall. The same metallic box is used for both situations described in Section II.
1) ESD Source:
The knowledge of the ESD current is necessary in (3a) and (b) to evaluate the incident field. This current is measured by the current probe according to the set-up described in the previous section. Fig. 7 shows the measured current (continuos line), produced by a 6 kV discharge, and the current adopted for the simulation (dashed line), and expressed by i(t) =[C 1 e 0 t + C 2 e 0 t + C 3 T e 0 t + C4e 0 t sin(!4t)]u(t) C i ; i and ! 4 being empirical parameters chosen for a good fitting of the actual ESD current. We use (25), rather than the commonly adopted double exponential function (dotted line in the Fig. 7) , because of its better approximation of the actual current and, above all, of its first derivative in the early time of discharge, which directly appears in the source term of (9). The discharge current is injected between points A and B, which are separated by a distance d = 10 cm.
A computer code is developed to implement (20). In particular the slot is subdivided into N = 46 equal cells (45 triangular expansion functions), and the time step is 1t = (2L=N)(1=v) , the maximum value allowed by the stability condition [1t (1y=v)].
The computer simulation gives directly the time-history of the electric field in the slot: Fig. 8 shows the electric field waveforms at the centre (expansion function number n = 23), at the end (n = 45), and at a 1/4 (n = 34) of the aperture length (solid, dotted and dashed-dotted line respectively). As expected, the field is more intense at the centre and decreases toward the slot ends, from which we can infer the usual sinusoidal behavior along the y-axis.
One can observe, after 2 ns from the ESD application, the cancellation of the aperture electric field due to the wave reflected by the metallic wall opposite to the aperture: 2 ns is the time taken by the wave to travel forward and backward along a path of length c = 0.3 m. After 4 ns this effect is enforced by a sign change of the slope in the ESD current waveform, which produces a high negative peak of the electric field value. For longer time, this clear wave interference is masked by oscillations of the ESD current and by multiple reflections coming from all other cavity walls. The theoretical emf and the voltage measured at loop output are reported in Fig. 9 (a) and (b): in these figures we show the first ten nanoseconds to allow a better comparison on a large time scale between simulated and experimental values; we can observe a good correspondence both in the peak values (a theoretical voltage maximum of 6.4 V to be compared with a measured one of 7.4 V) and in the voltage waveform.
Therefore the model predicts quite well the induced signal, and the residual discrepancies are within the measurement set-up accuracy. From a practical point of view, it is noticeable that a relatively low level discharge (6 kV) induces an high peak disturbance (7 V) in a very small area circuit (16 cm 2 ), resulting in a very dangerous excitation for an internal operating circuit. The complete time history (50 ns of duration) of the theoretical and experimental emf is reported in Fig. 10(a) and (b) , respectively. It is noticeable the residual field in the long term response due to the cavity memory effect: about 4 V peak-to-peak emf is induced in the loop as shown both in the computed and measured data.
The particular computational efficiency of the method allows the program to run on a personal computer with a 486-DX2 CPU, 66 MHz CPU clock, and a 8 Mbyte RAM; therefore no particularly powerful hardware is needed. It takes about 4 hours for a complete run, without any optimising algorithm to increase computer executing velocity.
2) Plane Wave Excitation: The voltage step function feeding the GTEM cell has been simulated by a properly modified Fresnel integral Vmax t > to (26) and is reported in Fig. 6 (b) (dashed line). V max is the maximum value of the voltage, set to 1000 mV: this numerical value is completely arbitrary and assumes the meaning of a normalization constant because the network analyzer carries out relative measurements; t o = 2 ns is the time for the signal to reach Vmax from 0. Also in this case the parameters appearing in (26) have been chosen to fit the actual waveform.
The magnetic field incident on the slot, and used in (3c), is
= 377 being the free space wave impedance and d1 = 0.95 m the height of the GTEM septum in correspondence of the cavity front wall.
In this case the number of modes for the field representation inside the cavity has been chosen on the basis of the bandwidth used to recover the step response of the network analyzer (1 GHz); therefore we have chosen modes up to 1.8 GHz, after verifying that higher order modes give no appreciable contribution to the waveform. Fig. 11 shows a comparison between theoretical (dotted line) and experimental (continuous line) emf induced in the loop. As expected, the use of a more repeatable excitation with respect to an ESD, and a more controlled ambient enhance the agreement between simulated and measured waveforms, both for time behavior of the response and for peak amplitudes, also considering that the experimental field amplitude uncertainty is of 63 dB (030% < error<40%):
The effect of the electromagnetic fields generated by an ESD in the first case, and by a plane wave with a field step in the second case, coupling through a slot to the internal region of a metallic enclosure is considered. The analysis is performed entirely in the time domain, by means of the so called "marching in time" solution of MOM formulation. The adopted method is computationally more efficient than other time-domain approaches essentially because we can insert in the model all the electromagnetic knowledge of the problem, such as proper impulse responses of free space and of the cavity, edge and boundary conditions.
APPENDIX IMPULSE RESPONSE OF THE CAVITY
The electromagnetic field inside a volume V , bounded by a surface S of perfectly conducting walls and filled with air, can be evaluated for time-harmonic phenomena in terms of the volume sources (J; J m ) and the surface sources (Jms) [17] E E E(r r r; !) = 0 
If we consider, for example, the first term of (A1), we can define the excitation coefficient associated to the n-th divergenceless normalized modeẼn(r r r) and due to the surface magnetic current j j 
Applying this procedure to all terms of (A1) and (A2) and considering that F j! ! 2 n 0 ! 2 = cos(! n t)u(t) 
where the symbol "*" represents the convolution integrals between the impulse responses of the cavityLn and the excitation coefficients S n (t) associated to the nth mode of the structure.
The subscripts in the terms of the summations in (A8) and (A9), takes into account the kind of mode (divergenceless (Ẽn;Hn) or irrotational (Fn;Gn)) and the kind of excitation [magnetic (j j j m ; j j j ms ) or electric (j j j)].
Finally, it is possible to approximately generalize the expressions (A8) and (A9) for a cavity with imperfectly conducting walls, with small apertures or with other low loss mechanism. These small losses can be taken into account defining a damping constant for each divergenceless mode n = !n where Wn and Un are the power dissipated by all lossy mechanisms and the energy stored for the nth divergenceless mode respectively.
In this way we can approximate the divergenceless impulse response time dependence multiplying by the exponential term e 0 t : However from a practical point of view, the damping factor n ; for copper walls, is of order 10 
I. INTRODUCTION
Electro-optical E-Field sensors have been developed for electromagnetic compatibility (EMC) measurements due to the low field distortions of the sensor [1] . This is essentially obtained by replacing the metallic leads with optical fibers. But also the overall size of the sensor is important for reduced field distortion. Sensor concepts with an active electro-optical conversion [2] , [3] have no metallic leads but suffer from large dimensions due to an additional power supply. Using an electro-optical modulator, as described in [4] , [5] , most of the sensor materials is nonmetallic. Furthermore the operating time is not limited by a battery. The dimensions of this sensor type is determined by the length of an external expanded receiving antenna, which is connected to the electrodes of the electro-optical modulator.
