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1Multi-Task Transfer Learning for
In-Hospital-Death Prediction of ICU Patients
Chandan Karmakar, Member, IEEE, Budhaditya Saha, Marimuthu Palaniswami, Fellow, IEEE, Svetha
Venkatesh
Abstract—Multi-Task Transfer Learning (MTTL) is an effi-
cient approach for learning from inter-related tasks with small
sample size and imbalanced class distribution. Since the inten-
sive care unit (ICU) data set (publicly available in Physionet)
has subjects from four different ICU types, we hypothesize
that there is an underlying relatedness amongst various ICU
types. Therefore, this study aims to explore MTTL model for
in-hospital mortality prediction of ICU patients. We used single-
task learning (STL) approach on the augmented data as well
as individual ICU data and compared the performance with
the proposed MTTL model. As a performance measurement
metrics, we used sensitivity (Sens), positive predictivity (+Pred),
and Score. MTTL with class balancing showed the best perfor-
mance with score of 0.78, 0.73, o.52 and 0.63 for ICU type 1
(Coronary care unit), 2 (Cardiac surgery unit), 3 (Medical ICU)
and 4 (Surgical ICU) respectively. In contrast the maximum
score obtained using STL approach was 0.40 for ICU type 1 &
2. These results indicates that the performance of in-hospital
mortality can be improved using ICU type information and
by balancing the ’non-survivor’ class. The findings of the study
may be useful for quantifying the quality of ICU care, managing
ICU resources and selecting appropriate interventions.
I. INTRODUCTION
Estimation of in-hospital mortality in intensive care unit
(ICU) patients is important for quantifying the severity and
outcome of acutely ill patients. It is also used to evaluate
the quality of the interventions provided in critical care
settings. Over last few decades, the prediction models such
as APACHE IV, SAPS 3 and MPM0 III scores have been
developed to compare the efficacy of medications, guidelines
and protocols [1], [2], [3]. However, these methods empha-
size the simple calculations based on a number of common
ICU observations. Motivated by the rich ICU setup, which
is able to collect a lot of different physiological variables,
and the recent development of advanced machine learning
techniques, Physionet organized a challenge to stimulate the
development of models for prediction of in-hospital death
(IHD) of ICU patients [4]. The challenge had resulted in a de-
velopment of 58 software tools and 17 research papers, which
used either state of the art feature engineering or machine
learning techniques [5]. Along with the physiological or
clinical variables, the Physionet challenge 2012 data set also
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provides six demography information including ICU type.
Although ICU type is an important demography information
used by APACHE, SAPS and MPM models, only two of the
previous studies have used this information in developing
IHD prediction model [5]. In this study, we hypothesize that
the predictive performance of the IHD prediction model can
be improved by better exploiting the ICU type information.
For selecting an appropriate machine learning technique,
we considered two characteristics of input data: i) small
number of in-hospital-death cases in the given data set (i.e.,
imbalanced class distribution) (see Table I); and ii) four ICU
types (1: Coronary Care Unit, 2: Cardiac Surgery Recovery
Unit, 3: Medical ICU, or 4: Surgical ICU). Since IHD is
predicted for all ICUs, they can be considered as multiple
related tasks rather than a single task. This type of prob-
lem is efficiently addressed by Multi-Task Learning (MTL)
framework, which improves the predictive performance of
a task by learning related tasks simultaneously. In addition,
MTL methods perform better when there is an imbalance in
samples across predictive classes. Therefore, in this study,
we used the MTL framework for prediction of in-hospital
mortality in ICU patients.
MTL methods exploit task-relatedness to boost the per-
formance of each individual task by combining the related
information from other tasks. However, what information is
“related” or which tasks are related is not known apriori and
is computed from similarities amongst the task parameters.
Given that the tasks are related, MTL techniques employ
various constraints on the task parameters e.g. sampling the
task parameters from a shared Gaussian prior [6], capturing
task relatedness through variance of the distribution of shared
priors [7], [8], [9], modeling the task parameters so that they
lie in a low dimensional subspace [10], [8], [11], or imposing
a task covariance matrix [12]. A detailed study of various
transfer learning approaches can be found in [13].
In this study, we used ICU types as tasks and compared the
performance against single-task (STL) and multi-task (MTL)
learning baselines for mortality prediction in ICU patients.
Table I: Distributions of subjects in data set (Physionet 2012
challenge “SET-A”) accross different ICU types.
ICU Type Total Survivor Non-survivor
All ICU Types 4000 3446 554
ICU Type 1 577 496 81
ICU Type 2 874 831 43
ICU Type 3 1481 1206 275
ICU Type 4 1068 913 155
2II. DATA AND METHODS
A. ICU data
The data is taken from Physionet open database [5]
with three sets namely “Set-A”, “Set-B” and “Set-C”. Since
the mortality outcomes (‘survivor’ and ‘non-survivor’) are
available only for “Set-A”, we used this set to validate our
hypothesis. The data set “Set A” contains 4000 records, each
of which contains the first 48 hours of patient’s ICU readings.
Each ICU reading contained up to six demographic variables,
referred to as “general descriptors” (Record ID, age, gender,
height, ICU admission type, weight) and up to 37 clinical
variables. The ICU types were represented as ICU type 1
(Coronary care unit), 2 (Cardiac surgery unit), 3 (Medical
ICU) and 4 (Surgical ICU) respectively. Each clinical variable
was presented as a number of measurements including the
time stamps and could be recorded for any number of times
i.e., missing values were also possible.
B. Selection of variables, feature extraction and missing
value replacement
As mentioned above although total 37 clinical variables
were recorded, the frequency at which the measurements
recorded were not same, in some cases, no measurements
were available. Therefore, we used frequency and number of
samples per record to select the clinical variables for feature
extraction. In this study, only 14 variables (out of 37), which
were collected for more than 95% records of the study, were
used to extract features. We hypothesize that use of rest of
the variables may add computational bias in the developed
model, which may decrease the performance of the model.
Based on the value of sample per record, we grouped
the selected set of variables into two groups and then two
different set of features were extracted from variable of each
group. Variables of each group and corresponding feature
lists are summarized below:
• Group 1 (‘sample per record’<5): BUN, Creatinine, Glu-
cose, HCO3, HCT, K, MG, Na, Platelets and WBC (10
variables). For these variables median and last sample
value were taken as features.
• Group 2 (‘sample per record’>15): For GCS, HR, Temp
and Urine (4 variables), we considered median, IQR, 1st
quartile, last quartile, a standard deviation of samples
within the range of 1st and 3rd quartile.
Therefore, for each record from 14 variables, we extracted
total 40 features (10×2 + 4×5). Since, all variables were not
observed for all records, there were records with missing
values. In this study, we first divided the records into 4
different cohorts based on ICU types and then replaced the
missing entry by the median value of corresponding feature.
C. Multi-Task Transfer Learning
In our previous study, we have developed a framework
with a goal to improve the generalized performance of related
tasks by jointly modeling them at data level [14]. Given a
domain D = (X ,PX ) where X denotes feature space and
PX is marginal probability distribution , a task T is defined
by a labeled space Y ∈ {0, 1} and a predictive function F (·)
as T = (Y, F (·)). Given a source domain Ds and target
domain Dt with a common feature space X and labeled
spaces Ys,Yt ∈ {0, 1}, the objective is joint modeling of
source and target tasks using labeled instances in domains
Ds and Dt. Let us assume that we have T tasks, where tasks
are indexed by t = 1, 2..., T . The training examples of t-th
task are collectively denoted as Xt =
{
x1t ,x
2
t ......,x
Nt
t
}
, D
is the dimension of feature space, Nt is number of samples in
task t, and yt =
{
y1t , y
2
t , . . . y
Nt
t
}
are labels. We denote the
set of indices corresponding to the examples from the target
task t by Mt and similarly the set of indices corresponding
to the examples from source tasks (i.e. all tasks except target
task t) by M−t. We also denote X−t=
{
xi | ∀i ∈M−t
}
and y−t =
{
yi | ∀i ∈M−t
}
.
In case of in-hospital mortality prediction problem, the
tasks were primarily defined on the basis of ICU type
information. As there were four different ICU types and each
type had examples from both ’survivor’ and ’non-survivor’
class, we represented four ICU type by ICU1(S1, NS1),
ICU2 (S2, NS2), ICU3 (S3, NS3) and ICU4 (S4, NS4)
respectively, where Si and NSi denote the ’survivor’ and
’non-survivor’ examples of ith ICU type. For a rigorous eval-
uations, we used five experimental procedures as following:
1) Single Task Learning (STL) model: In case of Standard
STL approach, we used augmented data set (S, NS)
where S = ∪4i=1Si and NS = ∪4i=1NSi. This model
is similar to a simple binary classification model.
2) Independent STL model on each ICU type: we learned
a STL model for each ICU type (Si, NSi) separately.
Therefore, we have four independent classifiers.
3) Multi-Task Learning (MTL) method: MTL learned all
four classifiers simultaneously in a joint framework.
4) Independent STL models with augmented ’non-
survivor’ records: we combined the ’non-survivor’
records of ICU types. The new tasks were defined as:
Task1 (S1, NS), Task2 (S2, NS), Task3 (S3, NS) and
Task4 (S4, NS), where NS = ∪4i=1NSi.
5) MTL approach on the basis of task relatedness: This
method only considers related tasks. The relatedness
amongst the tasks were measured through task-by-task
covariance matrix Ω. The following section provides
the definition of Ω, which was used in this study.
In MTTL, we learn task parameters (i.e. classifier) for all
tasks in a joint framework. For example, if we seek to learn
the parameters of ICU Type 1, then we consider ICU Type 1
as a target task whereas rest of ICU types are used as source
tasks. The examples from the source and target tasks are
jointly used to estimate the parameter vector (i.e. classifier) of
target task. This approach proved to be effective in improving
estimation of parameter vector caused due to imbalanced
samples in a task [14]. The parameters of target task (t-th
task) is estimated by minimizing a cost function which is
derived from sources and target tasks as
3min
wt
ft(wt) = λtL−t(wt;X−t,y−t) (1)
+(1− λt)Lt(wt;Xt,yt) + βt2 Rt(wt) (2)
where wt is the task-parameter of t, L−t is a empirical loss
function computed from the source tasks (i.e. all tasks except
target task t), Lt is computed from target task examples Xt.
Rt is a regularization function and βt is a regularization
parameter. The weighting parameter λt ∈ [0, 1] depends on
relatedness of the target task with the source tasks and is
estimated from data. Specifically, for λt = 0, there will be no
transfer of information from source tasks to target tasks and
the resultant framework converges to a STL model for task
t. For STL, if we denote Ws = [ws1, . . . ,ws4], where ws1
is task-parameter of t, then task-by-task covariance matrix
Ω is computed as Ω = W
T
s Ws
tr(WTs Ws)
. The covariance matrix Ω
compute the relatedness amongst the tasks. The entries of Ω
may positive, zero or negative. In our MTTL framework, we
only considers tasks which are positively related.
1) Estimation of task relatedness parameter λt : The
weighting parameter λt computed from the relatedness
amongst target task and source tasks. For this, we consider an
information-theoretic divergence measure known as Jensen-
Shannon Divergence (JSD) [15] to compute the weighting pa-
rameter λt. JSD is derived from Kullback-Leibler divergence
(KLD) and measures the divergence between two probability
distributions. Given two discrete probability mass functions
Pt(θ) and Pl(θ) for a discrete random variable θ, the KLD
is given as
KLD(Pt, Pl) =
∑
θi∈θ
Pt(θi) log
Pt(θi)
Pl(θi)
(3)
Assuming data points in task t i.e. (Xt,yt) are i.i.d samples
and drawn from probability distribution Pt. In our setting, we
estimate Pt for task t as Pt(θ) =
S(θ;t)
R(t) , where S(θ; t) =∑Nt
i=1 x
i
t and R(t) =
∑Nt
i=1
∑D
j=1 x
i,j
t . Given this, the JSD
between to related task t and l is computed as
JSD(Pt, Pl) =
1
2
(KLD(Pt, Pm) +KLD(Pl, Pm)) (4)
where Pm = 0.5 (Pt + Pl). Now, λt for task t is computed
as
λt =
1
T − 1 ×
ηt
η−t
T∑
t′=1,t′ 6=t
exp(−JSD(Pt, Pt′)
σ
) (5)
where σ is a scale parameter, ηt = ‖yt‖22 and η−t = ‖y−t‖22.
In this expression, the exponential function maps the JSD to
a similarity value and the summation is used to average the
pair-wise similarity between t-th task and other tasks.
D. Performance Metric
The performance of each model was measured using the
prescribed model validation metric of the challenge [5]. The
performance was considered as the minimum of sensitiv-
ity (Sens) and positive predictivity (+Pred). We define the
numbers of true positives (TP), false positives (FP), false
negatives (FN), and true negatives (TN) as below:
Sens =
TP
TP + FN
+Pred =
TP
TP + FP
Score = min(Sens,+Pred)
III. RESULTS AND DISCUSSIONS
Table IIa showed the performance of STL model learned
from the augmented data set with the score 0.20 . Similarly,
the performance of independent STL models is shown in
Table IIb where a maximum score 0.20 was obtained for ICU
type 3 and minimum score 0.10 for ICU type 2. These results
indicate that in case of STL, it is favorable to learn from
augmented data (Table IIa) than individual ICU types (Table
IIb). The inferior performance of independent STL model
can be attributed to the smaller number of ’non-survivor’
compared to the number of ’survivor’ records. The worst
performance observed for ICU type 2 (IIb) with the lowest
number of ’non-survivor’ record (≈5%, Table I) further
supports our observation of class imbalance in the data set.
The relatedness matrix,Ω, is presented in Figure 1, where
the maximum task relatedness value (0.65) was obtained
between Task 1 and Task 2 and the minimum (0.11) was
between Task 3 and Task 4. Interestingly, no two tasks were
found negatively related to each other (no value is less than
0). Therefore, no two tasks were affecting negatively each
other in MTL approach. The MTL used in this study was
defined based on this relatedness matrix. The MTL model
(Table IIc) outperformed STL on individual ICU types, which
indicates that the MTL model used the mutual information
of all ICU types to improve the mortality prediction for
individual ICU type.
Table IIIshowed the performance of last two experimental
set up (4 and 5) mentioned in subsection II-C. As mentioned
before, we augmented the ’non-survivor’ records of all ICU
types to overcome the class imbalance problem. Since the
number of subjects in ’non-survivor’ groups were lower in
comparison to the ’survivor’ groups, the augmentation of
’non-survivor’ records improved the performance. Results of
the independent STL model with augmented ’non-survivor’
class is presented in Table IVa. As per expectation, the results
showed a significant improvement in score value for all
ICU types compared to the results reported in Table IIb.
This empirical result supports our hypothesis that balancing
the imbalanced class distribution improves the mortality
prediction in ICU patient.
The performance of MTTL models are shown in Table
IVb. The maximum and minimum score obtained using
MTTL models were 0.78 and 0.52 for ICU type 1 and 3
respectively. In contrast, the maximum and minimum score
obtained for STL method was 0.40 and 0.30 for ICU type 1
and 4 respectively. Therefore, MTTL model with balanced
’non-survivor’ class was found to be the best in-hospital
mortality predictor compared to all other models.
4Table II: Performance of STL and MTTL models using
various task definitions 1, 2 and 3 (see subsection II-C). Sen-
sitivity - Sens; Positive Predictivity - +Pred; and minimum
of Sens and +Pred - Score.
(a) Single Task Learning (STL) on augmented data set
Dataset Sens +Pred Score
All data points 0.20 0.65 0.20
(b) Independent STL model on data for each ICU type
Task Sens +Pred Score
ICU Type 1 0.12 0.55 0.12
ICU Type 2 0.10 0.51 0.10
ICU Type 3 0.20 0.43 0.20
ICU Type 4 0.12 0.47 0.12
(c) Multi-Task Learning Method (MTL) on ICU data
Task Sens +Pred Score
ICU Type 1 0.41 0.31 0.31
ICU Type 2 0.25 0.16 0.16
ICU Type 3 0.53 0.32 0.32
ICU Type 4 0.63 0.31 0.31
Table III: Performance of STL and MTTL models using
task definitions 4 and 5 (see subsection II-C). Sensitivity -
Sens; Positive Predictivity - +Pred; and minimum of Sens
and +Pred - Score.
Task Sens +Pred Score
ICU Type 1 0.46 0.40 0.40
ICU Type 2 0.40 0.59 0.40
ICU Type 3 0.36 0.57 0.36
ICU Type 4 0.30 0.49 0.30
(a) Independent STL model with augmented ’non-survivor’
examples
Task Sens +Pred Score
ICU Type 1 0.78 0.78 0.78
ICU Type 2 0.78 0.73 0.73
ICU Type 3 0.62 0.52 0.52
ICU Type 4 0.63 0.65 0.63
(b) MTTL model with augmented ’non-survivor’ samples
IV. CONCLUSION
In summary, the results obtained in this study showed that
the multi-task transfer learning improves the performance
of in-hospital mortality prediction compared to single task
learning approach. The use of ICU types to define tasks for
MTTL modeling was also showed better results than STL
using augmented records. Therefore, ICU type can be used
as a reliable and promising task defining parameter in case of
MTTL modeling for mortality prediction in ICU patients. It
will be interesting to analyze the performance of this model
using “SET-B” and “SET-C” data of Physionet Challenge
2002. To our knowledge, this is the first attempt to use MTTL
in predicting mortality in ICU patients and we believe that
it is possible to develop a reliable and efficient model based
on these preliminary results.
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Figure 1: Task relatedness matrix between tasks defined
based on ICU types. Number 1 to 4 represents Task 1 to
Task 4 and the values corresponding to each color is shown
in the right hand side color map.
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