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We investigate the existence of steady solutions of the Kuramoto-Sivashinsky 
equation. We show that there exists at least one odd periodic solution for small 
wave speed c > 0. Further, we prove that for any c > 0 there exists no monotone 
bounded travelhng wave solution. 0 1992 Academic press, IIIC. 
1. INTRODUCTION 
We investigate the existence of periodic and monotone bounded 
solutions of 
w”’ + w’ = c2 - w2/2, - co < ( < co (1.1) 
for c > 0. In particular, for small c > 0 we are interested in the behavior of 
periodic and quasi-periodic solutions. For the entire range 0 <c < co we 
investigate the existence of bounded monotone solutions leading to +c $ 
as [- *co. 
Before stating our results we give a brief summary of previous studies. 
Equation (1.1) is derived from the Kuramoto-Sivashinsky equation 
u,+V4U+V2U+flVUl*=0. (1.2) 
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Kuramoto et al. [7, 81 developed Eq. (1.2) as a model for phase turbulence 
in reaction-diffusion systems. Sivashinsky [12] proposed Eq. (1.1) as a 
model for plane flame propagation. Subsequently, Sivashinsky and 
Michelson [ 10, 1 l] did an extensive numerical study of solutions of (1.2) 
on a large interval -I < x < 1. They found that for appropriate initial 
conditions obeying a periodic boundary requirement, the solution tends to 
a turbulent state of the form u = -c2t + u([, t). Furthermore, they find that 
for fixed t the function u(c, t) resembles a quasi-periodic wave. Thus, in 
[lo], Michelson assumes that u = -c2t + u(i), sets u’= w, and reduces 
Eq. (1.2) to (1.1). He performs a numerical investigation of Eq. (1.2) with 
the goal of finding odd periodic solutions. His numerical experimentation 
indicates that there are values c* w 0.3 and c* % 1.26 with the following 
properties: 
solutIfJ if 0 < c < c* then Eq. (1.2) has at least one odd periodic 
2 
(ii) if c* <c < c* there are at least two odd periodic solutions, and 
(iii) if c > c* there is no odd periodic solution. 
In addition, Michelson conjectures that the turbulent behavior of solutions 
of (1.2) for c* < c< c* appears to be the result of an interaction of 
solutions with the two odd periodic solutions of Eq. (1.1). 
Recently we have undertaken a rigorous study of the behavior of 
solutions of Eq. (1.1). Troy [ 131 considers the case c = 1 and gives a proof 
that there exist at least two periodic solutions. He uses these solutions 
together with a topological shooting method to prove the existence of two 
heteroclinic orbits, that is, two bounded solutions satisfying w( + cc) = 
-&and w(--co)=&. 
We expect that the two periodic solutions found in [13] will play a key 
role in unravelling the complicated structure of solutions of (1.1). That is, 
we conjecture that the interactions of the periodic solutions with other 
solutions will lead to a topological shooting argument that proves the 
existence of infinitely many heteroclinic orbits. Towards this end we have 
computed (see [13]) one further periodic solution and one further hetero- 
clinic orbit. Recently the computations of Curry et al. [3] have given 
further credence to our conjecture. They employed a finite difference 
scheme and have computed several more periodic solutions as well as 
heteroclinic orbits. 
In this paper we have two specific goals. First, we consider the entire 
range 0 < c < 00 and ask whether there exists a monotone solution satisfying 
w( + co) = fc 3. It is reasonable to ask this question since the lineariza- 
tions of (1.1) around w 3 -c ,/‘? has one positive eigenvalue and the 
linearizations around w = c $ reveals one negative eigenvalue. Secondly, 
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we restrict our attention to small positive values of c and investigate the 
existence of periodic and quasi-periodic solutions. Our results are 
summarized in the following theorems. 
THEOREM 1. For each c > 0 there exists no solution of Eq. (1.1) which 
satisfies w’ > 0 Vi E (-co, co) with limi j fa; w(c) = c 4. 
THEOREM 2. There exists C > 0 such that for each c G (0, C) there is an 
odd periodic solution of Eq. ( 1.1). 
The proof of Theorem 1 appears in Section 2. Basically for the sake of 
contradiction we assume that a monotone heteroclinic orbit does exist. To 
obtain a contradiction we extend the one dimensional stable manifold 
leading to (w, w’, w”) = (c $, 0,O) as an analytic function. We then 
employ Harnack inequalities to control the rate of growth of the real and 
imaginary pacts of our analytic function, and show that the function 
remains analytic over an appropriate semi-infinite strip in the complex 
plane. Once this is established we use the differential equations for the real 
and imaginary parts of the solution and obtain a contradiction at an 
appropriate point on the imaginary axis. While not a new idea, the method 
of extending the stable manifold as an analytic function was also used by 
Amick and McLeod [l] in their analysis of the boundary value problem 
&en’ + 8’ = cos( e) (1.3) 
fY>OV[E(-al, co), e(*c0)=71/2. (1.4) 
They assume that a solution of (1.3)-( 1.4) exists and obtain a contradiction 
at an appropriate point on the imaginary axis. Since cos(8) appears as the 
right hand side of (1.3) they are able to develop a special comparison 
function which allows them to show that their analytic extension is valid 
over the required semi-infinite strip. In order to show that our infinite strip 
an alternate method is used which relies only on Harnack inequalities. 
The proof of Theorem 2 relies on a topological shooting argument and 
appears in Section 3. The existence of at least one odd periodic solution for 
small c > 0 is a first step in analyzing the complex mathematical structure 
of solutions. If we set c = 0 and linearize around the steady state w E 0 we 
find that the resultant eigenvalues are 0 and Ifii. As c increases from zero, 
two steady state solutions, (w, w’, w”) = ( f c fi, 0, 0), bifurcate from zero, 
and the resultant behavior of solutions is extremely complicated. We 
conjecture that there exists a family of quasi-periodic solutions which 
converges into the odd periodic solution of Theorem 2. A further discussion 
of our conjectures of the behavior of solutions for small c > 0 is given in 
Section 4. 
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2. PROOF OF THEOREM 1 
For mathematical simplicity we make the transformation 
x=c[, y=cw, &=C2 (2.1) 
and rewrite Eq. (1.1) as 
EW”’ + w’ = 1 - w2/2. (2.2) 
As we described in Section 1, our method is to assume for the sake of 
contradiction that there exists a solution of Eq. (1.1) with w’ > 0 
V[ E (-co, co) and w( f co) = fc $. This implies that Eq. (2.2) has a 
solution satisfying 
WI>0 VXE(-co, co) and w(+co)= +,,/? (2.3) 
We need to determine several important properties of a solution which 
satisfies (2.3). First, we linearize Eq. (2.2) around w z fi and obtain the 
characteristic equation 
d3f/l+&0. (2.4) 
The eigenvalues of (2.4) can be written as -m and m/2 ) ip, where m > 0 
and p > 0. From the stable manifold theorem we have the following 
behavior of solutions in a neighborhood of (w, w’, w”) = ($, 0,O): 
LEMMA 1. Let R,={(x,,x2,x,)~R3~O~x,<&,x2>0, x,ER}. There 
is a unique one dimensional invariant curve y G R, such that tf (w(a), w’(x), 
w”(x))~ y for some A!ZE R then w’>O, Vx>$ w(x)-J”i= O(epmx) and 
w’ = 0( -meMmx) as x + 00. Furthermore, tf a solution of Eq. (2.2) satisfies 
w’>O for all large x, and w(a) =$, then (w(a), w’(a), w”(.?))E~ for 
some 2 E R. 
Next, we determine a more global description of solutions which 
intersect y. 
LEMMA 2. If a solution of Eq. (2.2) satisfies (w(x), w’(a), w”(a)) E y for 
some 2 E ( - 00, CC ) then there exists a first i < i such that w(Z) = 0, and 
w’>O VXE [.z, a]. 
Proof If (w(a), w’(Z), w”(a)) E y for some i then Lemma 1 implies that 
w + fi and w’ + 0 exponentially fast as x + co. Thus, as shown by Amick 
and McLeod [ 11, we have the identity 
w(x)=[~(~-cos(F)) w(t)w’(t)dt. (2.5) x 
505/96/l-3 
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It follows immediately from (2.5) that w’ > 0 for x < 00 as long as w 2 0. 
Thus it remains to be shown that there is a first f < cc for which w(Z) = 0. 
If such a value does not exist then there are two possibilities to consider. 
First, suppose that w’ > 0 and w > 0, Vx E ( - co, co). Then there exists 
GE W,Jz) such that lim x--m w(x) = G. Let 6 = 1 - @‘/2 and choose 
2 E (- co, co) such that EW”’ + w’ = 1 - w2/2 > 6/2, Vx E (-co, a]. Then 
&W”(X) + w(x) < (6/2)(x - 2) + &w”(Z) + w(Z) for x < .?. It follows from this 
that lim x--r -03 wU= -co, lim X _ m w’ = -co and therefore lim, _ o. w(x) = 
-00, a contradiction. Similarly we can eliminate the second possibility, 
that one of w’ or w” becomes unbounded on some subsequence {x~}~ which 
decreases to some finite value 2 E ( - co, 00). This completes the lemma. 
It follows from Lemmas 1 and 2 that there exists a unique solution of 
Eq. (2.2) such that 
w(0) = 0, w’>0, VXE [0, co) and w(co)=& (2.6) 
We now return to the solution satisfing condition (2.3). We claim that 
such a solution is an odd function. To see this we need two further 
observations. First, we note that - w( -x) is a solution whenever w(x) 
solves Eq. (2.2). Second, a linearization of Eq. (2.2) around w = - 4 
shows that there is one positive eigenvalue and two with negative real 
parts. Thus, by the stable manifold theorem there is a unique one dimen- 
sional unstable manifold of solutions pointing into the region w > - A 
w’ > 0, w” > 0 from (- fi, 0,O). This, Lemma 1, and the fact that both 
w(x) and - w( -x) solve Eq. (2.2) imply that w(x) - -w( -x) so that the 
solution is odd. Therefore there must be a value x,, E ( - co, co) for which 
w(xO) = w”(xO) = 0. Since Eq. (2.2) is autonomous and w’ > 0 on (- 00, co) 
then x0 is uniquely defined and we may set x0 = 0. Thus w(x) must be the 
unique solution satisfying properties (2.6) on 0 QX< c/3. Our goal 
throughout the remainder of this section is to show that w”(0) # 0 so that 
the solution cannot be odd which is a contradiction. 
In order to show that w”(0) # 0 we follow [ 1 ] and extend the unique 
solution of Eq. (2.2) satisfying (2.3) as an analytic function of z = x + iy. To 
do this we need to solve the appropriate integral equation. First, we make 
the transformation u = w - $! and rewrite Eq. (2.2) as 
Ed” + VI + ,/? V = -V2/2. (2.7) 
On the real line the boundary conditions for u are 
u(O)= -2, v’>O on (-co,co) and u(co)=O. (2.8) 
Next, we find from the method of variation of parameters that if u(x) solves 
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Eq. (2.7), u’> 0, Vx >O and U(W) = 0 then u(x) satisfies the integral 
equation 
(2.9) 
where c, , c2, c3 are constants to be determined and 
2 
a’ = 4.5m2 + 2p2’ 
a2 = 1.5(m + ip)/(ip(4.5m2 + 2p2)), a,=ti,. 
Since u(x) is real it must be the case that c2 = C3. Also, u( cc ) = 0 so that the 
first and fourth terms of (2.9) are bounded as x + co. It follows from 
Lemma 1 that U(X) = O(C~~‘) as x + cc. Therefore we require that 
e-(m/2+ip)*U2(1)dl, cg-aa3 
2 s x0 
(2.10) 
Finally we may set x0 = co in the fourth term of (2.9) and use (2.10) to 
rewrite (2.9) as 
s 
m 
u(x) = cedmx + a, emcrpx) 
* 
~~~+a2 jm ,-(@+iP,&f$j~ 
x 
s 
m 
+ a3 
e-(VZ/2-i&3& 
x 2 
(2.11) 
For a given c < 0 it follows from the Picard iteration procedure, with 
uo(x) E ce pmx, that Eq. (2.11) has a solution on an interval of the form 
(x,., cc), that v’ > 0 for all large x, and u(x) = O(eemx) as x --* co. 
The next step in our analysis is to extend the solution of (2.11) described 
above as an analytic function of the complex variable z = x + iy. Thus we 
solve the integral equation 
s 00 U(z) = cepmZ+ a, z em(i-z)Fdc, +a2jm e-(m/2+ip)(:-r)f&Jd~ z 
cc 
+ a3 
s 
e-(m/2-if4)(i--z) v’(i) 
z 
2 4. 
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Here the path of integration consists of the horizontal line .z = x + iy, where 
y > 0 is fixed and x = Re(z) +cc. Thus <=t+iy, dc=dt, and [-z=t-x 
so that (2.12) becomes 
s 
m u* 
u(x+iy)=ce-m(x+iY)+al em(t-x)- 
x 
2 (t+iy)dt 
(2.13) 
Here z is restricted to lie in the strip of the complex plane defined by 
D- {x+iyl --co <x<co and O< y<rc}. Recall that -m is the negative 
eigenvalue of Eq. (2.4). As with Eq. (2.11), Eq. (2.13) is solved by Picard 
iteration with uO(z) = CC*‘, and inductively, 
ui+l (z)=uO(z)+a,~~e”(‘P”‘~(t+iy)dt 
x 
s 
cm 
+a3 
e-(“/*-i~)(L-“~(t+iy)dt. (2.14) 
x 
For the sake of brevity we omit the details of the Picard iteration process 
and summarize the results in the following lemma. 
LEMMA 3. There exists M such that the sequence of functions {vi(z)} iG N 
converges untformly for Re(z) > M and 0 < Im(z) < n/m to a solution u(z) of 
Eq. (2.13) and hence to a solution of Eq. (2.7). Furthermore, we have 
u(z) = cepmz + AeC2”‘+ O(eC3mx) (2.15) 
untformly in 0 < Im(z) < nJm as Re(z) = x -+ co, where A = c2(3/5m - 7mJ 
(8m* + 2p2))/(4.5m2 + 2~~). The function u(z) is real for y = 0 or y = n/m, 
u(Z) = u(z) and u(z) is periodic in y with period 2rclm. 
On the real line the solution described in Lemma 3 satisfies u(x) = 
cepmx + O(e-2mx) as x + co. Since c < 0 it follows that u < 0 for all large x 
and u(co) =O. This and the discussion leading to (2.6) show that the 
corresponding solution w(z) = u(z) + 4 satisfies the conditions of (2.6) on 
the real line. Furthermore, on the line segment y= n/m and x>m, 
KURAMOTO-SIVASHINSKY EQUATION 35 
Lemma 3 shows that w(z) is a real function of x which we define to be y(x). 
It follows from (2.15) that y(x) satisfies 
y(x) - J5- -ceCmX, y’(x) - cmeemx as x--,co. (2.16) 
Similar asymptotic formulas hold for the higher derivatives of y(x) as 
x -+ co. We define (X, co) to be the maximal interval of existence of y(x). 
There are several key properties of y(x) which we prove in the following 
result. 
LEMMA 4. y’(x) -K 0 and y”(x) > 0 for all x E (2, co). 
Proof. y’(x) and y”(x) satisfies the identities 
y’(x)=y (1 -cos (y)),(t) y’(t)dt 
x 
(2.17) 
and 
y’(x)= Jrn (1 --OS (F)) (y(t) y”(t) + (~‘(t))~) dt. 
x 
(2.18) 
It follows from (2.16) that y > fi and y’ < 0 for all large x. If there exists 
a value j2 E (X, co) for which y”(x) = 0 and y’(x) < 0, Vx E (.$ co) then (2.17) 
implies that 
0 = j” (1 - cos (F)) y(t) y’(t) dt. 
x 
(2.19) 
However, (2.19) leads to an immediate contradiction since y > 3 and 
y’ < 0 on (2, cc). A similar argument applied to (2.18) shows that y” > 0 for 
all x E (X, co ) and the lemma is complete. 
Next, we consider the interior of the strip (x - iyl Re(x) > M and 
0 < y 6 n/m}. In this region w(z) is analytic and w(z) can be written as 
w = p + iq, where p and q are real functions of x and y. Since w(z) is a 
solution of Eq. (2.2) it follows that p and q solve the system 
&Pxxx + P, = 1 - P2/2 + q2/2 (2.20) 
%Xx +9x= -P4. (2.21) 
In addition p and q are harmonic and satisfy the Cauchy-Riemann 
equations. That is, p and q satisfy 
P.xx + PY,” = 07 4x.x + 4V.” = 0, px=qy, and py= -qx. (2.22) 
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Using (2.22) we can rewrite Eqs. (2.20~(2.21) in terms of the independent 
variable y, and obtain 
EP yyy - Py = -P4 (2.23) 
&qYYY 
- qy = p2/2 - q2/2 - 1. (2.24) 
On the lines y = 0 or y = n/m the function w(z) is real so that 
4(x, 0) = 4(x, dm) = qh-, 0) = qx(x, dm) = q&, 0) = q&i n/m) = 0. 
(2.25) 
The asymptotic properties in Lemma 3 together with the definitions of 
p, q, w, and 2) imply that 
p N & + cCmx cos(my) (2.26) 
and 
qm -ce --mx sin(my) (2.27) 
as x + co. Furthermore, if x 9 M then 
4(x, Y) ’ 0 and P.“k Y) > 09 b E (0, dm) (2.28) 
Pb, 0) > 0, Pxk 0) > 0, Pxxk 0) < 0. (2.29) 
Finally, on y = x/m we note that 
P’Y+/% px=qy<O, py=qx=o, PAX>0 (2.30) 
for all x E (X, co). 
Our goal is to use (2.20) through (2.30) and show that X < 0 and w(z) 
is analytic on the strip Re(z) > 0 and 0 < y < n/m in the complex plane. If 
w is analytic on this strip then p and q satisfies (2.20) through (2.24). At 
this point we show how these properties lead to a contradiction of the 
assumption that the solution on the real line is odd. If the solution on the 
real line were odd then we would have ~(0, 0) = p,,(O, 0) = 0. Therefore it 
follows from (2.22) that 
p(O, 0) = Pyy@, 0) = 0. (2.31) 
Since qX(x, 0) = 0 we have qX(O, 0) = 0 and again, from (2.22) it follows 
that 
P,v2 0) = 0. (2.32) 
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We conclude from uniqueness of solutions that ~(0, y) = 0, Vy E [0, n/m]. 
In particular we have ~(0, n/m) =O. However, ~(0, n/m) = y(O) > $, a 
contradiction. 
It remains to be shown that ,? < 0 and w(z) is analytic on the strip 
Re(z) > 0 and 0 < y < x/m, The main tool we use is a Harnack inequality. In 
order to use Harnack’s inequality we need the following technical lemma. 
LEMMA 5. Let x0 E (0, a). Zfw(z) is analytic on the strip Re(z) > x0 and 
0<Z,,,(z)<~~/m then 
0) P&, 0) > 0 and pJx, dm) < 0, 
(ii) PJX, Y) > 0 ana’ dx, Y) > 0 (2.33) 
for ~11 (4 y) E Cx,, 00) x (0, dm). 
Proof For large x the asymptotic behavior of p and q gives 
PJX, Y)‘O and dx, Y 1’ 09 VY E (0, dm) (2.34) 
and 
Pyy(X, 0) ’ 09 pyv (4 n/m ) < 0. (2.35) 
Suppose that there exists an 2~ [x0, co) such that (2.34) and (2.35) hold 
for all x E (2, co) yet one of (2.34) or (2.35) fails at x = K. Suppose, in fact, 
that there exists JE (0, n/m) such that pv(f, j) = 0. It follows from the 
definition of X and continuity that p,($ y) 2 0 for all y E [0, z/m] and 
p,(1, jj) = 0. Furthermore qx = -py < 0, V(x, y) E (2, cc) x (0, x/m). This, 
(2.34) and the definition of 2 imply that q(z, y) > 0 for all y E (0, x/m), and 
in particular, q(1, jj) > 0. Also, p(l, 0) > 0 and p,(z, y) > 0, Vy E (0, z/m) 
so that p(& J) > 0. We conclude from these observations and Eq. (2.23) 
that pyyy(z., j) < 0. Thus there is an interval (j, j+ 6) such that 
j,(n, y) < 0 and therefore p,(& y) < 0 for all y E (J, y” + 6), a contradiction. 
Therefore it must be the case that 
P,(-% Y)>O and 4@, Y I> 0, VY E (0, n/m). (2.36) 
The only other possibility is that either pJl, 0) = 0 or pyy(z., n/m) = 0. It 
follows from Lemma 4 and (2.22) that p,(& x/m) = -y”(Z) < 0. Suppose, 
therefore, that py,,(T, 0) = 0. Then a differentiation of Eqs. (2.23) and (2.30) 
leads to P),,,~(& 0) = 0 and pyvvv(i, 0) = -p(& 0) qJ.f?, 0). Thus py,,,,(& y) 
~0, pYv(Z, y) ~0, and p,,(.f, y) ~0 on an interval (0, q), contradicting 
(2.36). This completes the lemma. 
We need one further technical result which is essential to the rest of our 
proof. 
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LEMMA 6. Let xoe [0, 00). Zf pY(x, y) >O for all (x, y)~ (x0, 00) x 
(0, z/m) then w(z) is analytic in the region Re(z) 2 x0 and 0 < Im(z) < it. 
Remarks. Before proceeding with the details of the proof we find it 
convenient to show how Lemmas 5 and 6 are used to complete our 
analysis. Suppose, for the sake of contradiction, that there exists .? E [0, GO )
such that w(z) is analytic on (a, co)x [0, n/m] and that w(z) fails to be 
analytic at some point (a, $), where 0 < j < rc/m. It follows from Lemma 5 
that pY > 0 on (2, co) x (0, n/m). But this and Lemma 6 imply that w(z) 
must be analytic on x = 2, 0 Q y < n/m contradicting our assumption that w 
loses analyticity at (z?, I;). Therefore w(z) is analytic on [0, co) x [0, z/m]. 
Thus p and q are bounded on this same set so that X < 0 and the proof is 
complete. 
We were unable to find a complete development of the necessary 
Harnack inequalities used to prove Lemma 6 in the literature (see [4], for 
example). Therefore we include the details for the sake of completeness. 
Proof of Lemma 6. Suppose, for the sake of contradiction, that there 
exists an .CE [x0, co) and a value 9~ [0, z/m] such that w(z) is analytic on 
(a, co) x [0, n/m] yet w(z) loses analyticity at (a, 9). That is, either p or q 
becomes unbounded at (2, j). As in the proof of Lemma 5, it follows from 
(2.28) and the equation pY = -qX that q(x, y) >O and p(x, y) > 0 on 
(a, co) x (0, n/m). Furthermore p and q are harmonic functions. These 
properties will allow us to employ Harnack inequalities and obtain useful 
rates of growth on p and q. We make the polar transformations tan(B) = 
(y-$)/(x-a) and p=((x-~?)*+(y-j) ) . * “’ We restrict our attention 
to the set B={(p,@(O<p</?, -7r/2<8<0}, where fl~(O,j) is fixed. 
We note that w(z) is analytic, p > 0 and q > 0 on the interior of B. Next, 
set i = Z? + ij and define c = (z-i)* and F(5) - w(& + i). Let i = p + iv. 
Then F(c) is analytic on the interior of the semicircle G = ((r, 4) IO < r d j?’ 
and -n<#<O} in the [ complex plane, where r= I[[, d=tan-‘(q/n). We 
write F(c) = P + iQ, where P and Q are real functions of fi and ‘I. Then 
P > 0 and Q > 0 on the interior of G. Next, let D > 0 such that the rectangle 
E E [ -/I’/2, fl’/2] x C-D, 0) is contained in the interior of G. Finally we 
define K= sup{ Q(p, -D) ( - /?*/2 < p < p2/2}. It follows from Harnack’s 
inequality [4] that 
0 < Qh rl) < 2DWlvl (2.37) 
for all (n, q) E E. Next, we need an estimate on P. For this we let 
p. E [ -/I*/2, /I*/23 be fixed and construct a circle of radius R E (0, D) 
centered at (po, -D). Let (r, 4) denote radial coordinates relative to 
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(pO, -D). Then ‘t f 11 1 o ows from Caretheodory [2, p. 1451 since P>O and 
Q>O on E, that 
We conclude from (2.38) that 
P(Po, -D) - P(r, @I G (R J r)n 1: Q(R, t) dt (2.39) I( 
since 0 < R - r < (R2 - 2rR cos(6 - t) + r2)‘12. Since fTn Q(R, t) dt = 
~~~Q(cLo 9 -D), (2.39) reduces to 
I%b -D) - f’(r, e)l <A Q(po, -D). (2.40) 
The inequality (2.40) extends to the circle of radius R = D. Thus, (2.40) and 
(2.37) lead to 
O<Ph r)<Wlrll +max{Ph -D)l -P2/2<p<B2/2}, 
where 1~1 =D - r. Thus there exists K’ such that 
0 < P@L, rl) d 2K’Wl (2.41) 
for all (p, u) E E. Let l> 0 such that the semicircle C, of radius 1, centered 
at (0,O) in the [ plane, is contained in E. Then C, is transformed under 
[ = (z - 2)’ into the “quarter pie” region F = {(p, 0) IO < p < ,,6, 
-rc/2 < 8 < 0} in the z-plane. Note that p + iv = (z - 2)’ so that 
r] =2(x - a)(~ - 9). This, (2.37), and (2.41) imply that 
0 < 4, 
DK 
p<(x-P)(y-j)’ Vx, Y)EF, 
(2.42) 
where R=max(K, K’}. It remains for us to use (2.42) and show that 
neither p or q can “blow-up” at (a, 9). First we let (a, b)~ F be fixed and 
consider the line segment joining (a, 6) to (a, b). It follows from (2.42) and 
Eq. (2.20) that 
d q j-a & 6 
const 
(Y-Y) x (t-x) (y-j)2(x-.?) (2*43) 
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for x E (a, a) and y = b. Then (2.43) reduces to 
const const 
I&p~~I~~p~+(y-~)2(x-p)~(y-~)2(x-~). 
Two further integrations give 
(2.44) 
const 
1~~~1 d (y _ 9J2 IW - a)l and 
const 
IPI G (y _ j)” (2.45) 
Similar estimates for q, q,, and qxx hold. Thus it follows that p and q are 
well defined on the line segment joining (a, b) to (a, 9). We now integrate 
up this segment in the y-direction. It follows from the estimates given 
above, Eq. (2.23) and the relationship pv = -qx that 
(2.46) 
Therefore IpI < const lln(9 - y)l. Reinserting these estimates into 
Eq. (2.23), followed by three integrations, leads us to the conclusion that 
IpI is bounded along the line segment joining (a, b) to (2, 9). Thus it must 
be the case that p cannot become unbounded at (a, 3). Similarly, it follows 
that q is bounded at (a, E). This contradicts our supposition that w(z) loses 
analyticity at f and our proof is complete. 
3. PROOF OF THEOREM 2 
In this section we show that for each small c >O there is a value 
w(O) >O, dependent on c, such that the solution of the initial value 
problem 
w”’ + w’ = c2 - w2/2 (3.1) 
w(0) = w”(0) = 0 (3.2) 
is periodic. Our proof makes use of the observation that any solution of 
(3.1)-(3.2) must satisfy w(c) c -w( - [). Thus, if we prove the existence of 
values w’(0) >O and [>O such that w(C)= w”(c)=0 then it follows that 
W(-[)=w”(-[)=O, w’( -[) = w’(c) hence the solution is periodic with 
period 2C. We find it convenient o make the transformation w = cy, x = cc, 
and E = c2. Then (3.1)-(3.2) becomes 
,y”’ + y’ = 1 - y2/2 (3.3) 
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y(0) = y”(0) = 0, (3.4) 
where prime = d/dx. The proof of Theorem 2 makes use of a topological 
shooting argument. We let y(x, a) denote the solution of (3.3k(3.4) such 
that ~‘(0, a) = c( and determine the behavior of solutions for various values 
of CC We define the “shooting set” 
A = { oi > 2 1 if u > oi then there exists a first x, > 0 
for which y(x,) = 0, and y” < 0 Vx E (0, x,] }. 
The key properties of the set A are summarized in the following lemma: 
LEMMA 1. A is open, non-empty and bounded below. In particular, 2 4 A. 
We postpone the proof of Lemma 1 for the moment and show how it is 
used in the proof of our theorem. Let Cc = inf A. We claim that the solution - - 
y(x, c() is periodic. That is, there is a first X >O such that y(x, c() = 
~“(2, 6) = 0. For the sake of contradiction let us suppose that y(x, a) is not 
periodic. In order to obtain a contradiction we need the following technical 
result. 
LEMMA 2. For each a82 and E >O there is a first x1 =x1(u) >O such 
that y’(x,, a) = 0, and y”(x, a) < 0 Vx E (0, x1]. 
Proof For each a > 2 let (0, ,u~) denote the maximal interval of existence 
of y(x, a). From Eq. (3.3) we conclude that ~“‘(0, a) < 0 since ~(0, CC) = 
~“(0, rx) = 0. Thus y”(x, a) < 0 on a small interval (0, 6). Suppose, first of 
all, that there are values d 3 2 and xa E (0, pi) such that y’(x, a) > 0 and 
y”(x, a”) < 0 on (0, xB) and y”(xg, L?) = 0. We define the energy functional 
H+y’.)2+;(y’-2+ y”) (3.5) 
which satisfies 
H’ = y( Y’)~. (3.6) 
In particular, for a = B we find that H(0) 2 0 and H’(x) > 0 for all 
x E (0, x,), and therefore 
H(x,-) > 0. (3.7) 
The definitions of d and x, lead us to conclude that y’(xoi, a) 2 0 and 
y”‘(xa_, 5) > 0. This and Eq. (3.3) imply that 0 d y’(xZ, a) < 1 - y2(x,, a)/2. 
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It follows from (3.5) that H(x,)<O, contradicting (3.7). We conclude, 
therefore, that y”(x, a) < 0 for XE (0, p,) as long as y’(x, a) 20. Next, 
suppose that there exists a value oi 2 2 such that p6 = cc and y’(x, 6) > 0 
for all x 20. Then y”(x, 6) < 0 for all x >O so that the value 
m-lim,,, y”(x, 6) is a well defined non-negative number. Furthermore 
j=lim,,, y(x, 6) 20 exists (possibly j= co). If f >a then Eq. (3.3) 
implies that lim,, o. y”‘(x, oi) < 0. This leads to lim, _ o. (y, y’, y”) = 
(-co, - co, - co), a contradiction since 9 > fi. Therefore j E (0, a]. If 
m > 0 then an integration leads to jj = cc which we have just eliminated. 
Therefore m = 0. If lim,, co y”(x, 6) < 0 then again an integration leads 
to m = -co, which contradicts our assumption that m > 0. Therefore - 
lim, + oo y”(x, 6) = 0. It then follows that there exists a sequence {xi}ieN 
such that (xi, y”(xi, oi), y”(xi, 6)) + (co, 0,O) as i -+ cg. Since 
O-C y(xi, 6) <$ for all i we conclude that limi, co H(xJ = 0. However, 
h.L+, H(x)>0 since H(O)>0 and H’(x) >O for all x>O, a contra- 
diction. It remains to consider the possibility that there is an oi E [2, co) 
such that pe < cc and y’(x, 6) > 0, Vx E [0, CL&). Then one of y(x, oi), 
y’(x, 6) or y”(x, 6) must become unbounded on [0, pLB). It follows 
immediately from Eq. (3.3) that y”‘(x, CX) < l/s for all x E [0, pL,). Subsequent 
integrations lead to 
y”(X, oi) < X/E, y’(x, ai) < oi + X2/2&, and y(x,a)<oix+x3/6~ 
(3.8) 
for all XE [0, cl&). It follows from (3.8) that y(x, a), y’(x, oi), and y”(x, 6) 
are bounded above on [0, p,.J. Substituting the inequalities of (3.8) into 
Eq. (3.3), we easily obtain lower bounds and conclude that y(x, oi), 
y’(x, oi), and y”(x, 02) must be bounded below on [0, pa). Thus we have 
arrived at a contradiction of the assumption that pLe < co and our proof is 
complete. 
We are now prepared to continue with the proof that y(x, c1) is periodic. 
Lemma 2 shows that there is a first x1 > 0 such that y’(x,, 6) = 0, and that 
y”(x, a) < 0, Vx E (0, x1]. We claim that there exists a first X > x, for which 
y(X, @) = 0, and that ~“(2, 6) = 0. Suppose, on the contrary that this were 
false. The first possibility to be considered is that y(x, a) > 0, Vx E (xi, pLB) 
and pai < co. Then the trajectory of (y, y’, y”) is unbounded on (x1, pL,). 
However, proceeding exactly as in the proof of Lemma 2, we may easily 
produce polynomials which act as upper and lower bounds on y(x, I?), 
y’(x, E), and y”(x, c1) so that each of these functions remains bounded on 
(0, poi). Therefore, it follows that the solution y(x, 2) is well defined for 
x)x, as long as y(x, CI) 20. Next, suppose that there exists a first 2 >x, 
for which ~“(2, c1) = 0, and that y(x, c() > 0, Vx E [xi, a]. Then ~“‘(2, CL) >, 0 
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by definition of f. Furthermore, ~‘(2, ~1) < 0 since y”(x, ~1) -C 0 on (x1, 2). If 
~“‘(2, &) = 0 then ~““(2, tL) = - ~(2, tl) ~‘(2, CI) > 0. Therefore y”‘(x) 15) < 0 
on an interval (2 - 6,Z). An integration of y”‘(x, a) leads to the conclusion 
that y”(x, 6) > 0 on (2 - 6, i) which contradicts the definition of 1. Thus 
JJ”“(& 8) > 0. But then continuity implies that for a -a > 0 sufficiently 
small the function y”(x, a) has a zero before y(x, ~1) equals zero on (0, 00). 
But this is a contradiction of the definition of C? since A is open and 
non-empty. We conclude, therefore, that y”(x, tl) < 0 for x > x1 as long as 
y(x, a) > 0. Since y/(x,, c1) = 0 this implies that there exists a first X> x, 
such that y(X, G) = 0, and ~“(2, c() < 0. If ~“(2, c1) < 0 then again we appeal 
to continuity and conclude that CI E A if cl - tl > 0 is sufficiently small. But 
this contradicts the definition of i. Therefore ~“(2, 6) = 0 and the proof 
that y(x, 6) is periodic is complete. 
The remainder of this section is devoted to the proof of Lemma 1. It 
follows from continuity that the set A is open. We show in Lemma 3 below 
that a E A for all large a so that A # 4. Finally, in Lemma 4 we prove that 
2$A. 
LEMMA 3. For each E > 0 there is an a* = a*(&) > 2 such that a E A for 
all a > a*. 
ProojI Our method is to construct polynomials which act as comparison 
functions and will enable us to determine the behavior of y(x, a) for large 
~1. First we consider the interval over which y’(x, CC) > a/2. For x > 0, as 
long as y’(x, ~1) 3 a/2 then y(x, a) 2 LXX/:! and it follows from Eq. (3.3) that 
y”‘(x, a) 6 -a’x*/(8&), 
y”(x, a) 6 -a2x3/(24&), (3.9) 
y’(x, a) < a - a2x4/(96&), (3.10) 
and 
y(x, a) < ax - a2x5/(480&). (3.11) 
The right hand side of (3.10) is less than a/2 at x = (4gs/a)‘/4. Therefore 
there exists a first x0 = x,(a, E) in (0, (48&/a)““) such that y’(xO, a) = a/2. In 
order to obtain lower bounds we conclude from (3.9) that y”(x, a) < 0 
while y’(x, a) > a/2. Therefore y”(x, a) < a, y(x, a) < ax and it follows from 
Eq. (3.3) that 
y”‘(x, a) 2 (1 - a)/& - a2x2/(2E), (3.12) 
y”(x, a) > (1 - a)x/E - a2x3/(6&), (3.13) 
y’(x, a) 3 a + (1 - a)x2/(2s) - a2x4/(24s), (3.14) 
y(x, a) Z ax + (1 - a)x3/(6E) - a’x’/( 12OE) (3.15) 
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for x b0 as long as y’(x, a) > a/2. We note that the right hand side of 
(3.14) is greater than a/2 if 0 <x < (1 1&/a)‘/4 and a > 2 sufficiently large. 
Thus it follows from (3.9)-(3.11) and (3.13)-(3.15) that for large a and 
small E, 
-c,as14 < y" ((:)‘-“,a)< -czas/4 
~<y’((~)lil,a)b~a 
c,a314 < ,y((~)“4,a)<c4a3i4, 
(3.17) 
(3.18) 
where c1 = (1 l&)314/5&, c2= (11~)~/~/(24s), c3 = 0.99( 11~)“~ and c4 = (11~)~‘~. 
Next, we analyze the behavior of the solution for x > (1 1E/a)‘/4. We note 
that since Eq. (3.3) is autonomous we may assume that conditions (3.16)- 
(3.18) occur at x = 0. Thus we consider solutions satisfying 
c 3 a3’4 Q ~(0, a) d c,a3’4 (3.19) 
(3.20) 
-cl asI < y”(0, a) Q -c,as’4. (3.21) 
We further assume that a is large enough so that c3a314>,/?. This, (3.19) 
and Eq. (3.3) imply that y”‘(x, a) < 0 for ~20 as long as y’(x, a) 20. 
Therefore y”(x, a)< -c2as’4 and so 
y’(X, a) <g a - c2as/4x and 
85ax c as/4x2 
Ax, a)<x-+. (3.22) 
It follows from (3.22) that y’(f, a) = 0 at some first 2 E (0, 85/(96c2a1/4)) 
and that y(f, a) d ( 85/96)2 a3’4/c2. Next, we analyze the behavior of 
solutions for x > J? while y’(x, a) < 0. Again we may assume that 2 = 0 and 
consider solutions satisfying the initial conditions 
~‘(0, a) = 0, c3a314 d ~(0, a) < csa314, ~“(0, a) < -c2as14, (3.23) 
where cs = (85/96)2/c2. At this point we note that it follows exactly as in 
the proof of Lemma 2 that the solution is well defined and bounded for 
x > 0 as long as y(x, a) 2 0. Furthermore, it follows from (3.23) that 
Ec2asi4 
v’(O,a)+y(O,a)b ----Ji (3.24) 
KURAMOTD-SIVASHINSKY EQUATION 45 
for sufficiently large CI. For x > 0 as long as y(x, U) > $, Eq. (1.3) and 
(2.24) imply that (sy” + y)’ < 0 so that 
EC2 LX514 
&yn(x,cI)+y(x,a)< -y-J?. (3.25) 
Thus y”(x, a) < -~,a’/~/2 for x20 as long as y(x, a)>,,/?. Let f>O 
denote the first value such that y(?-, IX)=,,/? Then ~“(2, a) < -c~c?~/~. 
We need an upper bound on ~‘(2, a). For this we multiply both sides of 
(3.25) by y’(x, c(), integrate from 0 to Z and obtain 
EC2 CF4 I(Y’(i,.))‘,y~-l-(~+~)(~-y(o,~)). 
Therefore it follows that y’(.Z, LX) <~~a~/~/& for large CI since ~(0, CI) > 
c3u314. Again, in order to analyze the behavior of the solution for x 3 2, we 
assume that 2 = 0, that is, the solution satisfies initial conditions 
Y(O, a) = $9 
C3fX314 
y'(0, a) < - - 
c2a5'4 
G' 
y"(0, a) < - 2' (3.26) 
It follows from Eq. (3.3) that (ey” + y)‘< 1 for all x> 0. Thus, an integra- 
tion gives ay”(x, a) + y(x, c() < EC~LX~/~/~ + 3 +x so that sy”(x, a) < 
-c~sc?~/~ + fi + x while y(x, a) > 0. 
cy’(x, u) d 
( 
C2&cF4 
-7’4 
) 
x-c3al”&+; (3.27) 
and 
&Y(X, a) 6 Jx+,/?+f. (3.28) 
Choose a so large that -c2 E ~1~‘~ 6 -10. It follows from (3.27) and (3.28) 
that y(& a) = 0 at some first i E (0, l] and that y”(x, a) 6 -3 on (0, i]. 
Thus ~‘(2, a) < 0 and the lemma is proved. 
In order to complete the proof of Lemma 1 we need to determine 
the behavior of the particular solution y(x, 2) which satisfies y(O,2) = 
y”(O,2) =0 and ~‘(0, 2) = 2. For ease of notation we will delete the 
dependence of y on the parameters a and E throughout the remainder of 
this section. It follows from Lemma 2 that there exists a first x, 3 x1(e) > 0 
such that y’(xi) = 0 and that y”(x) <O for all XE (0, x,]. Our goal is to 
show that for small enough E >O there is a first x2 >x, for which 
y”(x*) = 0, and y(xz) >O. This implies that 2 $A. We do this in the next 
four technical lemmas. 
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LEMMA 4. There is an E > 0 such that if 0 < E < E then $< y’ < 2 
Vx E (0, 0.99 A), ~‘(0.99 4) < 1.76, 1.81 & < ~(0.99 A) < 2 ,/i, 
-(1.01/A) < ~“(0.99 A) < -l/2 4, and 1.6% 6 H(0.99 &) 6 4~. 
ProoJ: For x B 0, as long as y’ > 312 then y > 3x/2 and it follows from 
Eq. (3.3) that y”’ < -l/2& - 9x2/8&, 
2 3x4 yf<2-x-- 
4s 32s 
and 
3 5 
y<2s-5&. 
(3.29) 
(3.30) 
(3.31) 
At x = ,/% the right hand side of (3.30) is less than 312. Thus y’ = 312 at 
some first value a, E (0, ,/%). F or x E (0, a,), y” < 0 so that y’ E (3/2, 2), 
y < 2x and it follows from Eq. (3) hat y”’ >, -l/s - 2x*/s, 
and 
x3 x5 
y82x-&-3oE. 
(3.32) 
(3.33) 
(3.34) 
It follows from (3.32), 
~‘(0.99 6) 2 312 
(3.33), and (3.34) that ~“(0.99 &)a -l.Ol/,,&, 
and ~(0.99 &) >, 1.81 ,,& for sufficiently small E > 0. 
The remaining estimates at x = 0.99 & follow from (3.29), (3.30), and 
(3.31). Finally, since y’ < 2 and y d 2x on (0,0.99 &), we conclude from 
(3.26) that H’<8x, H<4x2 and therefore H(0.99 &) < 4~. Similarly, 
y’> 312 and ya 3x/2 so that H’> 27x/8 and HB 27x2/16 for 0 <x< 
0.99 &. Therefore H(0.99 A) 2 1.65~ and the lemma is proved. 
LEMMA 5. If E> 0 is sufficiently small and 0 -C E < E there is a first 
x0 = X,,(E) > 0 for which y”‘(xO) = 0. Furthermore 1.81 & < y(xo) < 2.3 &, 
and lim, _ 0 (Y'~-a 4 Y”(XO)) = (1, - 1). 
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Proof: It follows from Lemma 4 and the fact that our problem is 
autonomous, that we may assume that the solution of Eq. (3.3) satisfies 
1.81 & ~‘(0~2~ (3.35) 
3 
zj 6 y’(0) < 1.76 (3.36) 
0.99 A!!!< y”(())< -- 
6 2J 
(3.37) 
For x2 0, as long as, y”‘<O then y” < -0.9912 6, 
0.99x 
y’< 1.76-- 
2& 
and y< 1.76x-- 0.99x2 + 2 Ji. 
2& 
(3.38) 
Suppose that y”’ < 0, Vx E (0, 3.56 A). It follows from (3.38) that there is 
a first .?.E (0, 3.56 ,/-) E such that y’(f)=O, and 1.81 &< y(Z) < 8.3 ,,,&. 
These estimates together with Eq. (3.23) imply that y”‘(i) > 0 for small E, 
a contradiction. Therefore, there must be a first a, E (0, 3.56 &) such that 
y”‘(a,)=O. It follows from (3.38) and Eq. (3.3) that 1.81 &< 
y(aO) < 8.3 & and y’(aJ = 1 - (y(~,))~/2. Thus it follows that 
lima,,(a,, ~(a~), y’(uO))=(O,O, 1). It remains to be shown that 
& ~“(a~) + - 1 as E -+ 0. For this we employ the function H(x). It follows 
from Lemma 4 that 1.658 < H(0) d 4s. Since y’ < 1.76 and y d 1.76x + 2 & 
while 0 < x < a, then (3.6) implies that H’ 6 5.46x + 6.2 & hence H(x) < 
4s + 6.2 &i-t- 2.73x2. From this, Lemma 4 and the definitions of H and 
a, it follows that 
l~65s+y~~(u0))2+;(l-~)(-l+~)661s. (3.39) 
Since ~(a,,(&)) -+O as E +O then we conclude from (3.39) that 
fi ~“(a,) -+ -1 as E --) 0 and the lemma is proved. 
Next we determine the behavior of our solution for x > x0 as y’ decreases 
from a value near one down to zero. 
LEMMA 6. If E> 0 is sufficiently small and 0 < E < E there is a first 
x1 =X,(E) > x,, such that y’(x,) = 0. Furthermore 
1.81 ,,& y(xi)<O.56 and -$ y”(x,)< -1.8. 
A 
505196/l-4 
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Proof: For small E we have y’(x,) z 1 by Lemma 5. The existence of a 
first x1 >xO such that y’(xl) =0 is assured by Lemma 2. Furthermore 
H’ > 0 while y’ > 0 and it follows from Lemma 4 that H(x,) > 1.657. The 
definitions of x1 and H imply that (y”(~,))~/2 > 1.65 so that ly”(x,)J 3 1.8. 
From Lemma 5 we see that y”(xO) - -l/& 4 - 1.8 for small E > 0. For 
x>xo, as long as y” < -1.8 then 
y’ < 1 - 1.8(x - x0) (3.40) 
and 
y$8.3~+(x-xo)-0.9(x-xo)2. (3.41) 
It follows from (3.40) that for small E, y GO.56 for XE [x0, x0 + 0.551 as 
long as y” < -1.8. Suppose that there exists a first 2 E (x0, x0 + 0.56) such 
that y”(xl)= -1.8 and that ZCX,. Then (3.40) implies that 0~ y’(g)< 1. 
This and the definition of H lead us to conclude that 
H(z)<;(1.8)2+ 1.628. 
However, this is a contradiction since we have shown that H(Z) 2 1.658. 
Thus it must be the case that, for small E, y”(x) < -1.8 for all x E (x0, x,) 
so that (3.40) and (3.41) hold for all x E (x0, x1). It follows from (3.40) and 
(3.41) hat x1 E (x0, x0 + 0.56) and y(x,) E (1.81 ,/& 0.56) for small E. Thus, 
for small E we conclude from (3.39) that H’ 6 0.56 and H < 0.56(x -x0) + 61~ 
for all XE (x0, x1). Therefore, since x1 E (x0, x0 +0.56) it follows that 
H(x,) < (0.56)* + 61s < 0.32 for small E. This and the definitions of x1 and 
H imply that y”(xl) > -0.8/d and the lemma is proved. 
The final step in the proof that 2 4 A is completed with one last technical 
lemma, namely 
LEMMA 7. If E> 0 is sufficiently small and 0 < E < E there is a first 
x2 > x1 for which y”(x2) = 0, and y > 0 Vx E (x1, x2]. 
Proof. Recall that 1.81 ,/% < y(xl) < 0.56. Therefore, for x > x1, as long 
as y’ < 0 and y > 0 then y < 0.56. This and Eq. (3.3) lead to y”’ > 0.84/s, 
,, > 0.84(x-x1) 0.8 
Y, -- E A 
(3.42) 
, > 0.42(x - x1)* 0.8(x - x1) 
Y, - E h 
(3.43) 
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and 
,0.14(x-x,)3 0.4(x-x,)’ 
Y, - 
A 
+ 1.81 ,,/i. (3.44) 
& 
It follows from (3.44) that y 2 1.5 & for x E [x,, x1 + &I. For 
x=x1 + & the right side of (3.42) is positive. Thus there exists a first 
x,~hxl+J) E for which y”(x2) > 0, and y > 0 Vx E [x,, x,], completing 
the proof of the lemma. 
4. FURTHER DISCUSSION OF SOLUTIONS FOR SMALL c>O 
We will begin with a discussion of the phase space (w, w’, w”) of (1.1). 
We will employ Poincare normalizing transformations to study solutions 
for small values of the wave speed c. Set w, = w, w2 = w’, wj = w”. Then 
(1.1) may be expressed as the autonomous system 
dw ,/dx = w2 
dw,/dx = w3 
dw,/dx = -w2 + c2 - 112~:. 
(4.1) 
As c -+ 0, the stationary points w, = +$c, w2 = w3 = 0 converge into a 
single degenerate stationary point at the origin, so the wave speed plays the 
role of a bifurcation parameter for the system. The linear part of (4.1) may 
be brought into a canonical form by the linear transformation y, = w2, 
y2 = -w3, y3 = w, + w3, yielding 
Y; = -Y2 
Y; = Y1- c2 + ~/xY2 + Y312 (4.2) 
y; = c2 - 1/2(y, + y,)? 
Let B denote the matrix of the linear part of (4.2), and G(y) the nonlinear 
part. The analysis of the unfolding of this degenerate stationary point for 
a generic nonlinear part G can be found in [S]. The vector field (4.2) 
satisfies the zero divergence condition V. (By + G(y)) = 0. Consequently 
the flow is volume preserving. The generic theory fails for this case. 
The fundamental solution for the linear part By of (4.2) is the group of 
rotations about the y, axis. We will ultimately exploit this symmetry by 
introducing cylindrical coordinates. To avoid coordinate singularities we 
first rectify the one dimensional invariant manifold connecting the two 
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stationary points. To this end we construct an asymptotic approximation 
for the invariant manifold. 
Set E = ,,& and define the telescoping variable r = ~JE. Divide the first 
two equations of (4.2) by the third to obtain the non-autonomous ystem 
1/2g dj$/dz = (9, - 1/2g)s (4.3) 
g = E2 - (j2 + ET)2, yi(fl)=O. 
Expand pi and jj2 in powers of c2 to obtain 
y1 = l/2&2( 1 - r)’ + 0(&4) 
j2 = 1/2E42( 1 - T)’ + O(E6). 
(4.4) 
Now transform (4.2) by translating along level y, surfaces so that the 
invariant manifold lies along the y, axis. It is also convenient for the normal 
form discussion to embed the vector field in C3. We will also incorporate the 
bifurcation parameter into the vector field. We set z1 = Z, = (y, - pi( y3)) + 
i(y, - j2)(y3), z3 = y3, z4 = E, obtain 
dz,/dx=dZ2/dx=iz, + 1/2z,z,- 1/2z2z3- 1/8i(zT+zi)+ 1/4z1z2 
dzJdx = 1/2(2:-z:) + 1/2izlz, - 1/2iz,z, + l/8(2, - z2)2 (4.5) 
dz$dx = 0 
+o(lz12). Let A,,, denote the vector space of polynomial vector fields of 
homogeneous degree m and dimension n. Then A, = em A,,, is the vector 
space of formal polynomial vector fields. The matrix D = diag(i, - i, 0,O) of 
the linear part of (4S)‘induces a linear operator L, on A, by L,v = 
CDT VI, v E n4, where [Dz, v] = (dv/dz) Dz - Dv is the lie bracket of Dz 
and v. Each subspace Am,4 is invariant under L,. If h E A,,, consists of all 
terms of degree m which lie in the range R,(L,) of L,, these non-resonant 
terms may be removed by the change of variables z = y - L;‘h(y). Let ek 
denote the standard basis on C4, and let J= (j, , jZ, j,, j,) denote a multi- 
index, ji>O, m = 1JI =Ci ji. Then zJ= (z,)‘~(z,)‘~(z,)” is a monomial 
of degree m. The induced operator L, is diagonal with the characteristic 
basis h,,, = zJek E .JI,,,~ and characteristic values AJ, r = (j, - j, - 1) i, A, 2 = 
(ji -j, + l)i, A,, = A,, = (jr - j,)i. The resonant elements of Am,4, which 
are in the complement of the range of L,, may be identified with the 
non-zero elements of the quotient space Q,(LD) = A,,4/R,(L,). For our 
diagonal L, it is natural to choose as representatives for a basis in Q,(LD) 
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the characteristic vectors h,, corresponding to the zero eigenvalues of L,. 
With this choice the set of permissible resonant vectors is 
elzl j+‘z;p, eZzlz J {+‘p, e,z(z{p, e,z{z{p, (4.6) 
where p(z3, zq) is a polynomial. When the quadratic non-resonant terms 
are removed in (4.5), we obtain a system of the form dz/dx = Dz + 
H(z) + R(z), where 
H=($z1z3, fz2z3, $(z:-z;)-+z,z,), (4.7) 
and the remainder R(z)=o(lz12) and is analytic in a neighborhood of the 
origin in C4. 
Now consider the truncated system dz/dx = Dz + H(z). We are primarily 
interested here in bounded solutions in the region near the two points, so 
we introduce the scaled real cylindrical coordinates (p, [, 0) by setting 
Re(z,) = sp cos 8, Im(z,) = ap sin 8, z3 = EC, and the slow variable s = EX. 
The fourth equation is no longer needed. The result is dtI/ds = E - ‘, and 
dp/ds = $15 
di/ds=;(1-[2)-ip2. 
(4.8) 
The p and [ equations are rotationally invariant and decouple from the 6 
equation. The system (4.8) possesses the first integral 
E(P, 0 = P2(i2 + $P’- 1). (4.9) 
The function E may be interpreted as the energy of the system, in fact 
(4.8) may be related to a hamiltonian system by multiplying through by a 
factor of p; this is just a dilation of the p coordinate and does not effect 
the phase plane topology. In that case, the integral E just becomes the 
Hamiltonian energy. 
The phase plane of (4.8) is shown in Fig. 1. The orbit E = 0 is a homoclinic 
cycle connecting the two saddles p = 0, 5 = 51. The solutions with E < 0 
are in the interior of the homoclinic cycle and consist of a continuous 
family of periodic orbits surrounding an elliptic stationary point ($, 0), 
where the energy E achieves its minimum value (- 1). The solutions with 
E > 0 are unbounded. The elliptic stationary point represents a periodic 
orbit of the full three dimensional flow, and the nested periodic solutions 
represent invariant tori. (We note that the periodic solution proved in 
Theorem 2 corresponds to a periodic orbit of the full three dimensional 
flow.) The outer portion of the homoclinic cycle corresponds to an 
invariant ellipsoid in the three dimensional flow. The [ axis corresponds to 
the one dimensional invariant manifold (4.5). 
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E 
FIGURE 1 
The system (4.8), or its equivalent, may also be obtained more directly 
from (4.1) by transforming to cylindrical coordinates and averaging over 
Nne cycle of 8. This system also arises as the leading order amplitude 
quations in a multiple scale perturbation expansion for (4.1). It is 
tempting from these considerations to adopt this system as the normal 
form for (4.1). This would be incorrect, because the truncated system (4.8) 
is not structurally stable within the class of volume preserving vector fields. 
The outer saddle connection in Fig. 1 corresponds to a coincidence of the 
two dimensional invariant manifolds of the three dimensional system. This 
is an unstable situation, and the saddle connection can be expected to 
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break when the truncated remainder terms are restored. It may be shown 
that the split separatrices will intersect, leading to homoclinic tangles. If 
any connecting orbits survive from the invariant ellipsoid it then predicts 
that the Poincare return map (through, say the half plane Im(z,)=O, 
Re(z, ) > 0) will contain horseshoes, and consequent chaotic behavior of the 
orbits. In addition, the Kolmogorov, Arnold, Moser theorem predicts that 
generically a dense set of the nested tori of small measure will be destroyed 
by the perturbation and replaced by thin stochastic regions. In particular, 
all tori for which the two characteristic periods are rationally related and 
which therefore contain periodic orbits will (generically) be eliminated. The 
set of surviving tori will have positive measure P(E) > 0 (measured, say 
along the r axis between the origin and the elliptic point), where ~(0) = $ 
and P(E) -+ ~(0) as E + 0. A discussion of these topics may be found, for 
example, in [S]. The natural response to these observations is to carry out 
the Poincare normalization to a higher order, until the system stabilizes. 
Unfortunately this fails in the present case, at least if rotational symmetry 
is preserved at each order. Consider a formal Poincart series consisting of 
Sl-symmetric resonant terms as in (4.6), the corresponding real series has 
the form 
dyl/dx= -YZ + f (fj(yx, 8) Y, - gj(y3, ~1 Y~)(Y: + Y:)’ 
j=O 
dYddX=Yl+ f (fiY2+gjYl)(Yf+YS)j 
J=o 
(4.10) 
4,ldx = f hj(y,, 4~: + u3-l. 
j=O 
The zero divergence condition is 2(j + l)f, + LJh,/8y, = 0. After passing to 
cylindrical coordinates as above, we get 
(Fhip’“l) dr-(Fhp”“) dz=O. (4.11) 
The integrability condition for this differential form is precisely the zero 
divergence condition stated above. We have shown that the Sl-symmetric 
Poincare series is integrable to all orders. But the generic behavior outlined 
above is non-integrable. The numerical evidence [3, 10, 111 indicates that 
the original system (4.1) is indeed non-integrable, possessing stochastic 
layers and chaotic orbits. We are lead to conclude that the Sl-symmetric 
Poincare series fails to be topologically equivalent to (4.1) to all orders. In 
particular, the series does not converge. It is likely that this degeneracy 
may be removed by admitting non-Sl-symmetric terms in the normal form. 
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New resonance selection criteria are needed which will optimize the 
convergence rate of the Poincare series. Similarly, the unique, self-consistent 
multiple scale asymptotic approximation for (1.1) is evidently incorrect. 
The non-Sl-symmetric remainder makes an essential contribution to the 
phase space topology. The effects governed by the remainder are smaller in 
magnitude than every power of E. 
If the remainder terms are replaced in (4.8), we obtain a system of the 
form v = F(v) + sG(v, s-is, E). The remainder EG depends explicitly on the 
rapidly oscillating functions sin(e-‘s) and COS(E-‘s). The splitting of a 
homoclinic cycle surrounding an elliptic stationary point is usually 
analyzed by Melnikov’s method, where an approximation is constructed 
for the splitting distance. In the present case, the approximate splitting 
distance is transcendentally small as E + 0, due to the cancellations 
produced by the rapidly oscillating remainder. Since O(s2) terms have 
alreadly been neglected, no conclusions can be reached by a direct applica- 
tion of this method. This phenomenon of degeneracy to all algebraic orders 
is surprisingly common, occurring for example in the WKB approximation 
for the reflection coefficient of a non-homogeneous optical medium [9]. 
The resolution of the stochastic layers between invariant tori also requires 
transcendentally small precision [6]. Only fairly recently have methods 
been evolved to deal with this situation. Transcendentally small splitting of 
separatrices has also been studied in [6], where rigorous estimates are 
obtained for the splitting of separatrices for the forced pendulum. 
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