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1.  Introduction
Semiconductors are an important material in our modern
technological society.  Electronic devices fabricated from
these materials have pervaded almost every aspect of life in
today's world.  At an astonishing pace new discoveries and
innovations in science and engineering bring greater
advances.  It appears that the exploitation of these
materials will continue into the foreseeable future.  Of the
general class of semiconductors, silicon is by far the most
used, studied and understood.  While other group IV
materials are used in numerous applications and devices,
many fundamental properties of the III-V and II-VI compound
semiconductors are not well understood.  As more is learned
about these materials, we expect to see an ever increasing
use of them in a wide range of technologically advanced
applications.  The purpose here is to explore some of the
intrinsic properties of the II-VI semiconductor zinc
selenide (ZnSe) .
A great deal of interest in ZnSe has recently been
stimulated by the laboratory fabrication of a blue-green
diode laser"2.  Such a laser has been sought after by
researchers for well over 20 years.  Device requirements are2 
for a semiconductor possessing a band gap larger than the
energy of the emitted light, and a high density of carriers
for good charge transfer
across a p-n junction.
Au electrode 
Polyimide As shown in table 1.1,
p+2N5e zinc selenide satisfies
pZnSSe 
the energy gap criterion.
p-ZnSe 
Carr1& quantum wd
In order to produce a  n-ZSe
high carrier density it n-ZnSSe 
is necessary to dope one
n+-ZnSe 
::::::::.::......;................................................... n-GaAs buffer portion of the material  ..................":......//::"::::://:::::::::::::::::::::::: . ... ..................  .
..  ..  ::: ":-...::.::.... 
with an n-type dopant and  n-GaAs substrate ::::.-..:.:.:.:.;:;.:...... :.'::::.::.... :::-::........ ...... another portion with a p- M electrode
type dopant.  The
boundary between these
Figure 1.1.  A cross section of
two regions forms the p-n  the first type II-VI laser
diode.
junction.  While easily
n-doped, ZnSe has proven
difficult to p-dope3.  Lithium has been the most common p-
type dopant in ZnSe, but with only limited success.  Though
easily incorporated into the bulk material, some form of
native defect appears to compensate, leaving too few
acceptors for most applications.  More recently, nitrogen
has been used with a great deal more success4'5.
Device stability continues to be a problem however.
Diode lasers fabricated in the laboratory have operational
lifetimes rarely exceeding a few hours6.  Obviously there3 
remain a great many materials questions to be answered.  If
these problems can be solved, commercial blue-green diode
lasers will have a tremendous impact in many fields.  These
include a factor of three improvement in CD and optical
storage densities, improvements in laser printers,
projection TV's, plastic fiber, underwater communication
systems, and sensors'.
Property  Value  Property  Value 
Chemical  ZnSe  Boiling 
Composition  point  1300°C 
Color  Yellow  Refractive  2.89 
index 
Structure  Sphalerite (zinc  Static 
blende)  dielectric 
constant  8.1 
Band gap  2.58 eV (Direct) 
Table 1.1.  Physical properties of zinc selenide.
The method of study used here is the hyperfine
technique of time-dependent perturbed angular correlation
spectroscopy (PAC).  This utilizes a radioactive isotope of
indium as a probe of the local structure of the lattice.
Indium is a donor in II-VI semiconductors with a charge
state of +1.  Acceptors will have a negative charge state
and may be attracted to the indium, forming a defect
complex.  Zinc vacancies are acceptors while selenium
vacancies are donors.  For this reason zinc vacancies may be
readily observable with PAC and selenium vacancies4 
completely invisible.  PAC lends itself well to thermal
studies since the spectrometer may be conveniently arranged
around a high temperature furnace.  The conclusions in this
study are drawn from the PAC data taken on ZnSe at various
temperatures and involving several dopant conditions.5 
2.  Properties and Defects of Semiconductors
Solid materials can generally be divided into three
classifications with respect to their ability to conduct
electric current.  First are the insulators, which ideally
will carry no electric current.  Most common materials, like
plastic, cloth, wood and rubber are insulators.  A second
class is the conductors.  As the name implies, these
materials will pass an electric current with very little
resistance, even at 0 Kelvin.  Generally speaking, metals
are good conductors.  Copper and zinc are commonly used for
electrical wiring.  Gold and silver are also good
conductors.  In between these two classes we find
semiconductors, which in some sense are just very poor
insulators.
2.1.  Properties of Semiconductors
The distinction comes more precisely by considering the
mechanism for electrical conductivity in solid state
materials.  Atoms consist of a positively charged nucleus
surrounded by a cloud of electrons.  An atom will generally
prefer to have no net charge, and so holds onto a number of
negatively charged electrons equal to the number of protons
in the nucleus.  Electrons are fermions, having the property
that no two may occupy the exact same state.  So electrons
bound to a particular atom place themselves in distinct6 
energy levels, which form shells about the nucleus.  Each
electron resides in a particular energy level.  It may move
from one level to another empty level, but cannot reside
between levels.  The inner most shell has room for two
electrons.  Other electrons must take up residence in more
distant shells, each with its maximum occupancy, and are
consequently less tightly bound to the nucleus.  The
electrons in the outermost shell are called the valence
electrons.
When atoms are brought together to form a solid, the
valence electrons interact with their neighbors.  The
fermionic property requires that no two electrons occupy the
same state and so the energy levels in the outermost shells
become distorted and broadened.  In the solid we term an
aggregate of broadened shells a band.  Those valence
electrons which were previously in the outermost shell may
now occupy a valence band.  As with the single atom, where
electron energy levels are distinct and separate, so to is
the case of bands in a solid.  Electrons within a band are
no longer restricted to a single well-defined energy, but
may be found with any energy spanned by its band.  There is
frequently a gap in energy between bands, however, and these
gaps are forbidden territory by the laws of physics.  These
gaps lack energy states to hold an electron.
Two bands are of particular importance in discussing
electrical conductivity.  The outermost filled band is the
valence band.  The next furthest band is the conduction7 
band.  The valence band is, in its ground state, completely
filled.  Electrons in this band cannot move through the
solid because there are no unoccupied states through which
to move.  The conduction band may be partially filled in its
ground state, or be completely empty if the material has
precisely the number of electrons needed to fill its valence
band.  Electrons in these bands are bound not to a shell
about a particular atom, but to the band which spans the
whole of the solid.  These electrons are free to move about,
and will conduct electricity in the presence of a motivating
force.  Insulators are materials which have no electrons in
the conduction band to carry current.  Conductors are
materials which have partially filled conduction bands and
can carry current.  Semiconductors are materials for which
the ground state conduction band is empty, but has a
sufficiently small forbidden band gap that electrons may be
easily excited from the valence band into the conduction
band.
As an example, consider a semiconductor at room
temperature.  The thermal energy of an electron may be
sufficient to excite its transition into the conduction
band.  Once in the conduction band it can freely move about
until it finds an empty state where it can drop back into
the valence band.  If enough electrons are excited into this
band, the solid will be able to carry a measurable electric
current.  Even in this state the distinction between a
semiconductor and a conductor remains strong.  The8 
conduction of a true conductor is still orders of magnitude
greater than of a highly excited semiconductor.  It is
important to note that when an electron is excited into the
conduction band, it leaves behind an empty state, or hole,
in the valence band.  This hole exhibits the characteristics
one would normally ascribe to a positively charged particle.
It is generally treated simply as a positive mobile charge
carrier in the valence band.
The following properties in particular apply to
semiconductors8:
a) In an undoped semiconductor, conductivity rises
with temperature.  The opposite is true of
conductors.
b) In doped materials the conductivity depends
strongly on the impurity concentration.
c) The conductivity can be changed significantly by
the irradiation of light or high energy electrons,
and by the injection of carriers through a metal
contact.
d) Semiconductors may be doped either negatively (n­
type) or positively (p-type) depending on the
relative charge of the dopant atom.
Semiconductors are classified according to the number
of valence electrons in the constituent atoms.  Silicon has
four valence electrons and is thus a group IV semiconductor.9 
Germanium is also a common group IV semiconductor.  A close
look at the periodic table of elements shows likely
constituents of other semiconductor classes.  One may take
gallium, a group III element having three valence electrons,
and combine it with any of the group V elements to form a
III-V semiconductor.  III-V compounds form readily into
covalent materials which form bonds between atoms by sharing
their valence electrons.  Most atoms form bonds involving
eight electrons, corresponding to the number of valence
states of the individual atoms.  A gallium atom with its
three and an arsenic (or other group V) atom with its five
valence electrons form a stable compound semiconducting
material.  Another class is formed by combining a group II
element, such as cadmium or zinc, with an element from group
VI (sulfur, tellurium or selenium.)  These are II-VI
semiconductors and zinc selenide is a member of this class.
Elements within a group, or vertical column on the
periodic table, typically have much in common from a
chemical and materials standpoint.  This is also true for
the classes of semiconductors.  Group IV, III-V, and II-VI
semiconductors have common characteristics within their
class.  Some of the properties of II-VI semiconductors are
that they have fairly wide forbidden band gaps  (z 1.5 to 3
eV), they generally take on a sphalerite (zinc blende) or
wurtzite lattice structure, and they have direct band gaps.
A direct band gap means that the valence band maximum is
directly beneath the conduction band minimum in momentum10 
space.  An electron can then be excited into the conduction
band without an exchange of momentum, which requires the
intervention of a phonon.  In direct band-gap materials,
electrons can be excited optically by absorbing a photon
without requiring any other mediating processes.  Coupled
with the wide-gap nature of many of these materials, they
are excellent prospects for use in optical devices and photo
cells.
By doping semiconducting materials with impurity atoms
containing a different number of valence electrons, energy
states within the forbidden gap are formed.  If boron is
doped into silicon, for instance, the boron atom will occupy
a place on the lattice normally occupied by a silicon atom.
It will not have enough valence electrons to satisfy the
bonding of its neighbors, however.  These neighbor atoms
would like to have an extra electron for the purposes of
bonding, but the lattice site is electrically neutral since
the boron also has one fewer proton in its nucleus.  As a
result, a state is formed in the band-gap which is higher in
energy than the valence band because of charge
considerations, yet lower than the conduction band because
of bonding tendencies.  Intermediate states formed in the
band gap are called trap states since they tend to trap
electrons or holes, depending upon the relative charges of
the host atoms and the impurities.
Solid state materials tend to form in regular, periodic
lattices.  Examples of several common lattice structures"11 
Body Centered Cubic 
(BCC) 
Spholerite (Zinc-blende) Face Centered Cubic 
(FCC) 
Figure 2.1. Common cubic lattice structures.
are shown in figure 2.1.  ZnSe forms the sphalerite lattice
structure.  In compound semiconductors it is often useful to
consider the constituent atoms as sitting on sub-lattices.
For ZnSe, one can consider the zinc atoms as occupying all
of the sites on a single face-centered cubic (fcc) lattice.
The selenium atoms also occupy a corresponding fcc lattice.
These two sub-lattices overlap such that each zinc atom has
a selenium atom along the diagonal through the cubic cell in12 
the zinc sublattice, at a distance 1/4 the way across the
diagonal of the cell.
2.2.  Defects in Semiconductors
It turns out that the usefulness of semiconductors as
electronic materials is determined as much by defects in the
lattice, and by the lattice's response to these defects, as
it is by the intrinsic properties of the semiconductor.  It
is important to understand the type and properties of
defects before the materials can be fully exploited.
Intrinsic (Native)  Extrinsic (Impurity) 
Vacancy  VA  Substitutional  CA 
Anti-Site  AB  Interstitial  C, 
Self- A,  Impurity-Host  CA/VB; 
interstitial  Complex  CB/BA
Anti-Site  A /B Impurity- CA/DB
Pair  Impurity
Frenkel-pair  VA /AI
B A
complex
Double  VA/V,
vacancy
Table 2.1.  Common defects illustrating standard notation.
Defects are classified in several overlapping schemes.
One may consider the source of the defect for
classification, distinuishing as to whether a defect is13 
intrinsic to the material or is extrinsic.  Another
distinction is the dimensionality of the defect.  The work
here deals exclusively with point defects so no examples
will be given of line, plane or volume defects.  There is a
notation used to describe these point defects.  The defect
constituent is written, followed by the lattice site it
occupies as a subscript.  The charge state is indicated by a
superscript.  So if atom A is sitting where atom B is
expected, we would write AB.  This notation is best learned
by example, and table 2.1 lists the most common types.
A more complete explanation of these defects follows.
First consider intrinsic defects, which involve no impurity
atoms and are simply disturbances in an otherwise periodic
lattice.
Simple defects
Vacancy:  A missing atom leaving an empty lattice site,
generally accompanied by a relaxation of the atoms
in the nearest neighbor shells.
Anti-Site:  In a compound semiconductor, the occupancy
of one type of host atom on a sub-lattice site of
the other constituent.  For example, a gallium
atom where one might normally expect to find an
arsenic atom (or vice-versa) in gallium arsenide
is an anti-site defect.14 
Self-Interstitial:  One of the host atoms occupying a
site different from any of the regular lattice
sites.
Complexed defects.
Anti-site pair:  In a compound material, atoms from two
of the different constituents swapping places.
Frenkel-pair:  An atom dislocated from its regular
lattice site into an interstitial position,
leaving behind a vacancy.
Di-vacancy:  A complex formed in a compound
semiconductor by the interaction of vacancies on
two different sub-lattices.
Extrinsic, or impurity defects.
Substitutional impurity:  An impurity atom occupying a
regular lattice site of a constituent atom.
Interstitial impurity:  An impurity atom occupying a
site not on the regular lattice.  Interstitials
are not randomly nor arbitrarily placed within a
lattice cell.  They occupy well-defined sites of
minimum energy.15 
Complexes:  Formed between impurity atoms either on
interstitial or lattice sites and other impurity
or intrinsic defects described above.
These represent the most common types of point defects
in solid state materials.  The defect chemistry varies
greatly within different materials, and a lot of effort goes
into understanding the dominant defect mechanisms.
Understanding which defects are most readily formed and how
they affect the physical and electrical properties of a
given system is essential to the successful application of
electronic materials.  The successful fabrication of stable
devices requires that the motion and equilibrium states of
defects be known.
The experimental method in this work lends itself
especially well to the study of p-type defects in II-VI
semiconductors.  This is due to the use of an n-type dopant
as a radioactive probe.  Complexes involving zinc vacancies
in particular have been studied and characterized.16 
3.  Perturbed Angular Correlations Spectroscopy
There are a number of hyperfine techniques which are
commonly applied to the study of defects in semiconductors.
Each of these utilizes the interaction of the nuclear
moments of probe nuclei with internal or applied
electromagnetic fields.  From this interaction we measure
the local electromagnetic structure, and study the
underlying atomic and electronic structure of the lattice.
In order to understand and appreciate the data to be
presented, it is helpful to review the basis for this type
of experimentation.  This chapter will introduce the
fundamentals of perturbed angular correlation (PAC)
spectroscopy, as well as describe the particular
implementation and experimental arrangements in our
laboratories.
3.1.  PAC Overview
The purpose of doing PAC is to learn more about a
physical system.  We would like a way of looking deep down
into the lattice and observing structure and structural
defects on an atomic scale.  PAC provides such a tool by the
utilization of a radioactive probe atom which is placed into
the lattice, and whose subsequent decay characteristics are
affected by the local electronic structure.  From an17 
9/2+ 
2.83 days 
"lin
99.99% 7/2+ 416 
0.12 ns 
0.01% 398  48.6 in 
0 
5/2+ 245  85 ns 
Ink "1  stable 
Figure 3.1. Schematic illustration of the energy levels and
the decay path of 'In to inCd.
analysis of the radiation emitted by the probe nuclei, one
hopes to work backwards and deduce the environment causing
the observed perturbation on the decay products.
Fundamental to the approach is that the probe must
provide a double cascade along its decay path.  In the case
of  "indium, this occurs after the indium first decays to
cadmium.  The decay scheme is illustrated in figure 3.111,
and the important parameters are catalogued in table 3.1.
The important points here are that indium decays first to an
excited state of cadmium, and that cadmium quickly decays to
its ground state by the sequential emission of two gamma
particles.18 
Parent half-life (111In)  2.83 days 
Energies of cascade gamma-rays 
gamma 1  171.29 keV 
gamma 2  245.43 keV 
Nuclear-spin sequence  7/2 to 5/2 to 1/2 
Angular-correlation coefficients 
A2  -0.180 
A4  = 0 
Intermediate nuclear state 
half-life  85.1 ns 
electric quadrupole moment  +0.83 b 
magnetic dipole moment  -0.766 'IN 
Table 3.1.  Summary of 111Cd nuclear characteristics12.
It is these two gamma particles which define the PAC
experiment.  The first  (y,)  occurs as the cadmium decays
from a spin state of 7/2 to one of 5/2.  Detection of this
radiation marks both the direction of emission and the time
at which this state comes into existence.  Detection of the
second radiation  (12) as the nucleus decays from the spin 5/2
state to the spin 1/2 ground state marks the end of the
intermediate state and defines the time of its existence.
The second radiation, like the first, is detected along a
particular direction of emission from the nucleus.  The PAC
measurement consists precisely of these two quantities,
namely, the lifetime of the intermediate state and the
angular displacement between the emission paths of the two
radiations.
There is a known angular distribution function for an
atom in free space (in the absence of any perturbing fields)19 
emitting two sequential radiations.  The meaning of such an
angular distribution function is that, given the direction
of emission of the first radiation, one can predict with
certain probabilities the direction of emission for the
second.  This probability function can be written as
W(e) = 1 + A2P2(cose), where 8 is the angle between the two
radiation directions.  P2(cos8) is a Legendre polynomial and
is plotted in figure 3.2.  A2 is a constant specifying the
anisotropy for the given nucleus and is -0.18 for "In.
From figure 3.2 it can be seen that for 111In the probability
is greater at 90° than at 180°.  In fact, the ratio for
emission of the second radiation relative to the first is
W(90°)  (1-.18(-.5)) 1.11.
W(180°)  (1-.18(1.0)) (3-1)
The probability for the emission of y2 at 90° relative to y,
is 1.11 times that for the emission of y2 at 180°.
A probe atom placed into the lattice of a solid state
material will interact with its environment in such a way as
to modify this angular distribution function.  The nucleus
is in a particular state after the emission of y,,  and in
the absence of any external influence, remains in that same
state until the emission of 72.  If an extranuclear field is
present at the nucleus, however, one might expect that this
intermediate state would evolve with time.  More
specifically, a magnetic field would interact with the
dipole moment of the nucleus, causing a precession about the20 
1.0 
0.5 
0.0 
OLZ 
-0.5
0  45  90  135  100  225  270  315  360
Angle e [0] 
Figure 3.2. The legendre polynomial P2(0) plotted vs. the
angle O.
quantization axis.  This is Larmor precession, and it causes
the angular distribution function to precess as well.  The
angular distribution function then becomes
w(9,t) = 1,242p2(e),cos(wt). 
(3-2)
where co is the Larmor frequency, or the frequency of
precession.  The cos(Wt) term is called the perturbation
factor and is written as G2(t).  The precession of the
angular distribution function will cause the ratio of
W(90°)/W(180°) to average out to unity, and the angular
correlation seems to disappear.21 
Given that W(0) is known for the zero field case, if
one were to measure not only the occurrence of radiations
along particular directions, but also the time separation,
one would measure W(0,t) and could find the Larmor frequency
as
w(e,t)-1
cos (cat)
w(e,o)-1' (3-3)
From the frequency i  thus obtained, the magnetic field can
be calculated directly.  This field is a result of the
underlying structure and provides direct information about
the lattice.
Another possible interaction is that of the electric
quadrupole moment with an electric field gradient (EFG).  An
EFG at the nucleus will interact with the electric
quadrupole moment of the nucleus and cause a time evolution
of the intermediate state, and consequently a perturbation
of the angular distribution function.  In this case the
intermediate spin state is split into three degenerate
levels (±5/2, ±3/2, ±1/2) with a characteristic frequency
associated with transitions between each.  The resultant
perturbation factor is more complicated,
G2 ( t ) =  So + E
3 
sncos  (ont ) . 
n=1  (3-4) 
In this expression there are three frequencies corresponding
to the energy splitting between the hyperfine levels.  The22 
coefficients sn are related to the transition probabilities,
and contain geometrical factors in the case of a single
crystal experiment.
The electric field gradient is a tensor which can be 
diagonalized in a principal axis system.  By convention the 
diagonal elements are denoted V, Vyy and V.  They are 
assigned so that 1111 <  1Vyy  <  1Vzzl- These components are 
also related by Poisson's equation,  VXX  + Vn + Vzz = 0. 
Since they are not independent, and the EFG tensor is 
diagonal, having only these three non-zero elements, the 
tensor may be completely described by just two parameters. 
These are generally  and d an asymmetry parameter 
Vxx- Vyy 
V (3-5)
TI is related to the ratio of (01 to (02,  and V can be
obtained directly from W.  Therefore, a measurement of
W(e,t) will yield the PAC frequencies, from which the EFG
tensor is obtained.  The EFG tensor may then be used to
deduce structural features, or changes in the tensor as a
function of some externally variable parameter (temperature,
pressure, sample prep conditions, etc.) may be used to
explore physical properties of the system.
The PAC effect has been seen with perhaps 30 different
nuclei.  Of these, however, only two have been much utilized
as solid state probes.  A review of the literature shows
that luIn is used in 95% or more of all PAC experiments.23 
The only other probe receiving any attention is hafnium.
The reason for this dominance is that the decay
characteristics of a potential probe must fit rather
stringent qualifications.  First of all, the probe must
have a double gamma cascade.  This alone is not altogether
unusual, but does define a specific subset of potential
isotopes.  Secondly, the nucleus must have a dipole and/or
nuclear quadrupole moment large enough to give measurable
interactions.  Thirdly, the half lives of the decay stages
must be within appropriate limits.  And last of all, the
probe must have chemical properties allowing for its
incorporation into the material to be studied.  A review of
table 3.1 shows these parameters for "In.
In particular, the question of lifetimes is worth
further comment.  One may ask whether an indium PAC
experiment sees indium as the dopant, or cadmium, the
daughter of the decay.  It is, after all, the intermediate
state of the cadmium nucleus that is under study.  To answer
this question we look at the lifetimes of the nuclear levels
in comparison with the relaxation rates of the lattice.
There are two relaxation processes, the atomic and the
electronic, which must be considered.
When indium decays to cadmium it does so by beta
capture.  It "swallows" an electron.  This changes the
valence state of the atom and requires a redistribution of
electronic charge.  This is further complicated by after
effects of the nuclear decay.  The nucleus absorbs an inner24 
K shell electron, leaving a hole in that shell which is
filled by a cascade from above.  As electrons fall toward
the inner shells in this cascade, other outer electrons get
knocked away from the atom entirely.  It takes a certain
amount of time for this atom to recollect its electrons.
The local electronic structure is in a state of change
immediately following the decay of the indium to cadmium,
and the electronic relaxation rate is a measure of the time
it takes for the electronic state to come to rest, or to
reach its final charge state and configuration.
The relaxation path is not predictable, and if the PAC
measurement occurs during this time, the perturbation will
be from the random relaxation processes and carry no true
structural information.  In metals this is never a problem.
The electronic relaxation rate of a metal is measured in
picoseconds, while the lifetime of the 7/2 state is 0.12 ns.
Further, the time resolution of the spectrometer is of order
one nanosecond.  Any fluctuations occurring on a scale
smaller than this cannot be seen.  In an insulator, however,
the electronic relaxation rate may be as large as
microseconds, depending upon the availability of electrons.
Insulators are generally (though not always) poor candidates
for PAC.  Semiconductors, as the name implies, fall between
the two extremes, and the question of after effects cannot
be easily dismissed.  It can be seen from the data in this
and other studies that after effects are generally not a
problem for the study of semiconductors by PAC.  This25 
implies that there are a sufficient number of charge
carriers in the conduction band to fill the empty states
very rapidly.  When considering the electronic structure of
the probe in indium PAC experiments, it must be treated as
cadmium, since it is cadmium at the time of the measurement.
There is another relaxation process which also concerns
us in interpreting PAC data.  The indium interacts with
other atoms in the lattice, forming bonds and perhaps
complexing with other defects.  Cadmium, however, has a
different valence and consequently behaves differently from
a chemical standpoint.  The cadmium will not bond to the
same atoms in the same way, nor form the same defect
complexes.  Both indium and cadmium occupy the same lattice
site in ZnSe, preferring to sit on the zinc sub-lattice.
Cadmium in particular, being a group II atom, will behave
very much like zinc in this system.  When indium suddenly
becomes cadmium the atoms around it are likely to move
slightly, and any associated defects may be lost.  Does the
PAC experiment show the atomic configuration of indium or of
cadmium?
It is the atomic relaxation rate which must be
considered in this case.  The atomic relaxation occurs
through interactions with the phonon modes of the lattice.
The hopping rate of atomic defects is slow, and any near
neighbor atoms which were bound to the indium will remain at
those sites during the PAC measurement.  There is plenty of
time, however, for the atoms involved to reach equilibrium26 
with the new local configuration.  The local configuration
is that of cadmium substitutional on the zinc sub-lattice,
with the near neighbor atoms being those which were bonded
to the indium.  There are many cases where atomic jump rates
do occur on the time scale of the PAC measurement, giving
rise to more complicated dynamic effects.  Such effects have
not been seen in this work on II-VI semiconductors.
The PAC measurement shows the electronic and atomic
configuration of cadmium sitting on a site previously
occupied by indium, surrounded by the atoms which were bound
to the indium probe atom.  As different structures are made
evident in the analysis of data, these must be considered as
associated with the indium impurity, and it is complexes
with indium that are evident in this work.
3.2.  PAC: A Comparative Look
There are many cases where PAC is a useful tool,
bringing to light unique information not otherwise
available.  This is not always the case, however, and
frequently one of the other hyperfine techniques is more
appropriate to a given situation.  I shall try to point out
some of the main advantages and disadvantages of PAC in
relation to NMR and Mossbauer spectroscopy, two more common
hyperfine experimental techniques.
PAC is at a great disadvantage due to a lack of
suitable probes.  Indium is an excellent probe, hafnium is
workable, and beyond that there is very little.  While it is27 
possible to do PAC with other probes, the difficulties
generally far outweigh any possible advantage.  This often
rules PAC out from the start since indium is not always a
suitable probe.  Mossbauer has a similar problem, in that it
requires the use of a radiative element.  While the list of
Mossbauer isotopes is longer than that for PAC, this still
greatly limits its usefulness in many circumstances.  In the
case of Mossbauer, iron dominates as the probe of choice,
much like indium in PAC.  There are, however, several other
common probes and dozens which receive some limited
attention.  NMR on the other hand, does not require the
introduction of a radiative element, and the list of NMR
active elements is quite extensive.  It is generally
possible to find an NMR isotope to study almost any
environment of interest.
PAC does have a strong advantage in sensitivity. A
typical PAC experiment might involve the introduction of
1013 atoms.  This is considerably less than allowable
impurity levels in high purity materials.  The indium is a
very dilute radiotracer which has no doping effect on the
host material.  Structural properties of the host can then
be studied with minimal impact.  One must remember, however,
that though the indium is very dilute, it is always present
at the sites seen in the data.  Different forms of Mossbauer
and NMR require varying concentrations of their respective
probe, but in no case does the minimum necessary
concentration approach that allowed by PAC.28 
PAC also has a great advantage in the flexibility of
experimental arrangements.  A typical experiment may require
multiple measurements while certain parameters or
constraints on the system are varied.  Common varied
parameters in solid state physics are dopant concentrations
and stoichiometry, temperature, light, pressure, and
externally applied electric and magnetic fields.  All of
these things are readily accessible with PAC, and all have
been utilized in our labs at one time or another.  Most of
these parameters can be made available to other techniques
as well, though not always as easily as with PAC.  Mossbauer
especially has problems at higher temperatures since the
effect diminishes above the Debye temperature of the
material.
An equally important question is cost.  Given that the
experiment is possible, what are the costs involved?
Mossbauer spectroscopy is the least expensive.  A quality
commercial MOssbauer spectrometer can be purchased for under
$10,000.00.  An NMR setup of the same quality would cost
well over $100,000.00.  A PAC spectrometer is not available
from any commercial source, and its price is not so easily
quoted.  The essential components for a quality PAC
spectrometer cost about $50,000.00.  There is no standard
design, nor is there a general agreement on what the best
design would be.  This adds an indeterminant sum to the cost
of the PAC setup.29 
Once the initial purchase and setup are completed, all
hyperfine systems require about the same in maintenance,
upkeep, and operating costs.  Both Mossbauer and PAC require
the use of a radioactive isotope which decays over time and
must be replenished.  This alone requires several thousand
dollars a year.  NMR lacks this expense, but generally makes
up for it someplace else, perhaps in coolant for a
superconducting magnet.
A further cost of doing PAC is dealing with the
radioactivity.  This is also an issue with Mossbauer, though
to a lesser degree because Mossbauer sources are usually
purchased commercially and are tightly sealed.  PAC samples
are prepared in such a way as to incorporate a radiotracer
into the sample material.  In most cases this requires
handling directly the radioisotope.  Indium emits gamma
particles which are highly ionizing, are difficult to
shield, and can be quite dangerous.  Precautions are
necessary to preserve public safety.
In summary, when deciding what technique to apply to a
given problem, one must consider whether the experiment is
possible.  Is there an appropriate probe?  Can the system be
placed into the necessary environment?  Can the sample
material be made or purchased in the necessary form?  If
those questions can be resolved, is the experiment cost
effective?  Is the system available?  If not, what is
required and what are the costs?  These factors must all be30 
weighed and considered when undertaking a new experimental
project.
3.3.  Perturbations in Random Microcrystal Sources
Following the classic treatment of Frauenfelder and
Steffen13, we develop the theory for perturbed angular
correlations.  W(k1,k2,t) is the probability of the decay of
the probe nucleus via the emission of two consecutive gamma
radiations, labeled yl and 12, separated by a time t, and
detected in directions k1 and k2 into the solid angles dS21,
df22.  We start with the well-known expression for this
correlation function in the case of no extranuclear
perturbation:
w(ki,k2, t ) = E  E  mf  IHl  Imaxma 1H2 imb)6.6m, 
111.1,MbI,Mf 
(3-6)
X  (n f111211nal)* (171b/1111 Imi)* 6m. t6mbt 
Here <mal and <ma,1 are the final states after the emission 
of y, and are identical to the initial states  mb> and  Mb.> 
before the emission of /.  H1 and H2 represent the 
interaction between the nucleus and the radiation field.
In the presence of an extranuclear field there will be
an interaction perturbing the intermediate state.  We assume
that this interaction, represented by the Hamiltonian K,
will act throughout the lifetime of the intermediate state.
During this time the states lma> change to different states31 
lmb> under the influence of this perturbing interaction.
This change is represented by the time evolution operator
A(t), a unitary operator describing the change of the state
vectors of the intermediate state I.  Then the perturbed
angular correlation function can be written as:
w(kl,k2,t)= E E (mf1H2A(t)imaxmalHilmi) 
Midilf maim./ 
(3-7)
x (mf1112A(t )1mai)*(madll  Imp 
The states Ima> form a complete set and the state vector can
be written as
A(t ) Oa)  E(niblii(t) Ima)Inid 
mb  (3-8)
The Schrodinger equation for the time evolution operator is:
Tt:A(t)  2(t). (3-9)
The interactions that we are dealing with are static
interactions, meaning that the interaction, or the
perturbing field, does not change during the time interval
(0,t).  The solution to equation 3-9 is then
A(t) = exp[-(i/h)Kt]. 
(3-10)
The perturbed angular correlation function can now be
expressed32 
w(k,k2,t)  E E E (nif1H2imbxinbiA(t)kna) 
1'1"mi  m.'mb 
(3-11)
x  ("alHilmi)(111fiH20)* (llblA(t )  )(m.  i)* 
Throughout this work we will only be considering the
directional correlations.  We do not detect the polarization
of the radiations.  Under this condition, the correlation
function can be simplified to:
N1N2 
1
Ak2(1)11k2(2)G  (t)[(2k1+1)(2k2+1)] 2 
k1k2N1N2  k1k2 
N2  (3-12) N1*
x y  (e1, o0Y (e242)
k1  k2 
where e and 0 refer to the directions of emission relative
to some  arbitrary axis.
The perturbation factor is  equation 3-12  is defined as:
N1N2  I I 
G  (t) = E  (-1)2-1--..mb[(2k1 +1)(2k2+1),  2 
k1k2  in a tinb  \ina  Ina 
I  k2  (3-13) 
MB -MB N2 ) 
(.mb IA( t ) Ima)  (inb  IA( t ) Im)* 
This is the general form of the perturbation factor, and the
effect of the extranuclear perturbation is completely
described by equation 3-13.33 
At t=0 the evolution matrix A(t) reduces to the unit
matrix, and the orthogonality relation of the 3-j symbols in
equation 3-13 yield
r..N11\12,4_\  A  A -1,.  i.  .... i = 
111.^2  (3-14) 
The unperturbed correlation is then obtained as
w(e,o)=EAkk.pk(cose),
k  (3-15)
where
Akk= Ak(1)* Ak(2)
(3-16)
Ak(1) and Ak(2) are numbers which depend only on the spins
of the nuclear states in the transitions and on the
multipolarities of the emitted radiations.
Now define U, the unitary matrix which diagonalizes the
interaction Hamiltonian K:
U K U-1= E,
(3-17)
where E is the diagonal energy matrix with eigenvalues En.
By an expansion of the exponential function one gets the
relation:
--(ip)Et Ue-(iih)Ktu-i=  , 
(3-18)
and equation 3-10 can be written as:34 
A( t ) = u--1 e  (i /h)Et U. 
(3-19)
Writing the matrix elements of A(t) in the
m-representation,
(mblA(t) 'ma) = E(nlind*e-(in')Et(nima), 
n  (3-20) 
the perturbation factor is
GN2 = kiYk2 (t) 
1)2I+ni,*mb 
[ ( 2k1 + 1 ) ( 2k2 +1)1a  eici/N(En-Eni)t 
matmb n;n'  (3-21) 
X (nimb)*(nima)(nImbi)(nlmai)* (ma, -In..  kl ( N,  m 
- ,J -m N -ma , b  2 
For the purposes here we consider a powder sample
containing many randomly oriented microcrystals.  Let
D(a,D,y)  be the rotation operator that transforms the 
interaction Hamiltonian K(z) from the lab frame to a 
principal axis system z' of the microcrystal.  The angles 
a,  0, and y are the Euler angles of the transformation.  We 
then diagonalize the Hamiltonian K in the principal axis 
system.
U D(I)(a,13,y) K(z) D(1) i(a,p,y) II-1 = U K(z') (1-1 =  E. 
(3-22) 
The resultant perturbation factor for a non-axially 
symmetric interaction in the microcrystal becomes: 35 
NiN2  afPrY 
Gkk(t) = G kik2(t)  =  E E (-1) 
N,m,mbn,n, 
I k1)( I I 
( 3-23 )
in/ -m N)ml -m N
X (nlindt (11 Inia) (n I Inid  'ma  I)* ­
Applying the addition theorem of the spherical
harmonics to equation 3-12, and noting that Gkk(t) is
independent of N1 and N2, the directional correlation of a
powder source takes the form:
Wp(e,t) = EAk(1) Ak(2) Gkk(t) Pk(cose). 
(3-24) 
From this it can be seen that the effect of the
perturbation is not to change the form of the angular
distribution, but to apply a time dependent attenuation of
the Legendre Polynomial Pk(cos0).  For this reason the Gkk(t)
factors are frequently called attenuation factors.  These
attenuation factors can be written in the form:
Gkk(t)  2 cos[(Er-Eni)tn].  (3-25) 2k1+ 1  -Li  /1/  -n p
n*ni 36 
3.3.1.  The Electric Quadrupole Interaction
We now consider the specific interaction of an electric
field gradient (EFG) with the quadrupole moment of the
nucleus.  We assume a static interaction, meaning that the
EFG has no time dependence, and begin with the Hamiltonian
describing this interaction:
K = ±Tr T (2) v(2)  1TrE  -1  77(2)v(2).
4 5 5 q q
q  (3-26)
Where T(2) is the second rank tensor operator of the nuclear
quadrupole moment with components
T(2) , e r2 Yq( e q  V' P p  t CP)
2 P 
D 
- P  (3-27)
and V(2) is the tensor operator of the classical external
field gradient.  The ep are point charges in the nucleus at
locations  (rn,  Op, 00.
In the principal axis system the mixed derivatives of
the potential V disappear leaving the diagonal elements
(2)
V = 1 V(5/rr)  V,,,
0  4
(2)
V =  0, 
±1  (3-28) 
V  =  --1­
+2  4
(2) 
V (5/ 67-r) (lc,- Vyy) = 1 f(5 /6rr TiV22. 37 
Here we have introduced the asymmetry parameter Ti,  defined
as
V Vyy
T7­
Vzz  (3-29)
It is conventional to chose the principal axis system such
that 1V1 <  1Vyyl  <  1Vzzl- This restricts the value of 1 to
the interval (0,1) because of the Poisson equation V + Vyy
+ Vzz = 0.  Given that there are only three non-zero terms
(the diagonal elements), and that these three are not
independent, the EFG tensor can be completely described with
just two parameters, typically taken to be  and 1.
Only the diagonal and 2nd off diagonal terms of the
interaction Hamiltonian are non-zero in the principal axis
system.  The non-vanishing elements of the quadrupole
Hamiltonian can be expressed as
1 
(Im-±21HQIIIm)  =  licz,22 [ (I -±m+ 1 ) ( Ii-m+ 1 ) ( IT-m+ 1 ) (I-T-m) ] 2, 
(3-30)
(ImIHQIIIm) =  1,(0,2[3m2-I(I+1) ] .  (3-31)
The quadrupole frequency,  (A),  is defined as:
eQV
W4  4/(2/-1)C (3-32)
The intermediate spin state of our probe nucleus (111Cd)
has I = 5/2.  With this the Hamiltonian matrix can be
written out explicitly.38 
10  0 TIN/10 0  0  0 
0  -2  0  3/71/7  0  0 
riV10  0  -8  0  3r7,12  0 
H01 = 
0  3rW7  0  -8  0  riV10  (3-33) 
0  0 3q/2  0  -2  0 
0  0  0 1740  0  10 
with the secular equation 
E3+ 28E(r)2+ 3) -160(1  r)2) = O. 
(3-34) 
Solving for the eigenvalues gives
Et5 = 2a}ac, cos (icos-1/3), 
2 
Et 3 = -2a1a0 cos (i (rr + cos-113)) , 
(3-35) 
= -2a},coci cos (i (rr  cos-l(3 ) ) , Et 
where
238  80(1  r/2) a=  (ri
2 + 3)  and  p I 
a  3  (3-36) 
The PAC frequencies are defined as
, 
=  1E/2  E112  = 2 N/CICL)(2  sin  ( icos  -1[3 ) , W1 
cot =  1E5/2  E312  = 2 flacoc, sin  (  ( rr  cos-lp) ) , 
(3-37) 
lir
El/2  2\facoc, sin ( -1(n+ cos-1() )
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Figure 3.3.  Coefficients S2,  (upper) and the PAC frequencies
(Lower) plotted vs. the asymmetry parameter 1.
These frequencies are restricted by the relation
(03 = co, +  (i)2 and depend on the asymmetry parameter 1.  This
dependence is illustrated in figure 3.3.
For polycrystaline samples the perturbation factor
becomes
3 
Gkk(t)  Sk0 + E skn cos (  con ( ri ) t ). 
n=1  (3-38) 
The coefficients Skr, defined as
kk Skn = E smm,. 
min,  (3-39)40 
Taking the specific case of interest here, with 111Cd as
the probe nucleus, we have 1=5/2 and A44 < 0.01(A22).  The
angular correlation function can be closely approximated as
w(e,t) = 1 +A22G22(t)p2(cose),
3  (3-40)
G22  S20 + E s2n cos  (con (n)t). 
n=1 
The coefficients Sk, depend on 1, and this dependence is
also shown in figure 3.3.
Equation 3-40 is that which applies to the data taken
in this study, and it is used for the purposes of data
fitting and modeling.  The frequencies con are used as
fitting parameters which completely describe the EFG tensor.
Frequently PAC probes will see more than a single distinct
environment in a given sample.  The complete description is
consequently a superposition of sites modeled with equation
3-40 and weighted with appropriate site fractions.
3.4.  Experimental Arrangements
To make a PAC measurement, one needs to detect the
emission of gamma particles, and to distinguish between them
on a basis of energy.  Furthermore, a timing mechanism is
necessary to measure the time between successive gamma
emissions from a given nucleus.  And lastly, one needs to
measure the angular displacement between the two radiations.
This is accomplished by placing four 7-detectors in a plane41 
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Figure 3.4.  Energy spectrum for the lnIn decay to 111Cd.
about the sample, spaced at ninety degree intervals14.
Since both the timing and the position of the emissions are
important, the detectors are named.  An arbitrary detector
is named 0,  at 90° clockwise is detector 1,  2 is at 180°,
and 3 is at 270°.  Each detector points toward a common
center point, typically four to 8 cm from the front of the
detectors.  The detectors used for this work consist of
cylindrical barium-fluoride15 (BaF2) crystals 1.5 inches in
diameter and 1.5 inches tall.  These are mounted onto the
face of a photomultiplier (PM) tube.  A fine grade silicon
gel is pressed between the crystal and the PM tube to insure
good optical coupling.  When a gamma particle enters the BaF
crystal it may be absorbed, the interaction releasing42 
photons.  These photons are reflected into the PM tube by a
Teflon coating around the outside of the crystal.  In
response to these photons, the PM tube releases electrons
which avalanche through a cascade of high voltage anodes.
The resulting output is a pulse of charge, the intensity of
which corresponds to the energy of the gamma particle.  In
this manner an energy spectrum can be measured for the  "In
radioisotope.  This spectrum is shown in figure 3.4.
Prominent in the energy spectrum are the two peaks at 171
keV and 245 keV.  These peaks correspond to the two gamma
particles released as the excited state cadmium nucleus
decays to its ground state.  The first peak, at 171keV, is
associated with the transition from spin 7/2 to spin 5/2.
The second peak comes from the 5/2 to 1/2 ground state
transition.
Since the nucleus must always fall to the intermediate
5/2 state before it can emit the 245 keV gamma particle,
there is a definite time ordering of these two emissions for
a given nucleus.  The 171 keV gamma is emitted, the nucleus
sits in this intermediate state for some time (t1/2= 83 ns),
then falls to the ground state emitting the 245 keV gamma.
There is an angular correlation between these two
radiations, meaning that given the emission direction of the
first, we can give certain theoretical probabilities
concerning the emission direction of the second.  This
angular correlation is perturbed by the presence of an
electric field gradient.  By measuring the actual angular43 
distribution of gamma emissions and comparing with the non-
perturbed probability distribution function, we can measure
the perturbing electric field gradient.  Since the
perturbation is time dependant in nature, it is not enough
to know the relative angular trajectories of the two
radiations, but of the time between their emission as well.
So, with the detection of a gamma particle, we analyze
it for energy, and start a clock.  If the radiation's energy
falls within one of the energy windows of the 171 or 245 key
transitions, a flag is set indicating which energy was
detected and which detector was involved.  The next
radiation detected stops the clock and is also analyzed for
energy.  When the clock stops, an interrupt is generated at
the controlling computer which reads in the detector
information.  If the first gamma was of the 171 keV variety
and the second a 245 keV gamma, the computer reads in the
time between the two gamma emissions.  This information is
stored in a histogram associated with the particular
detector pair involved, and with an offset given by the time
between events.  The whole system is then reset and waits
for the next event.
There are a number of subtleties involved with this
rather simply stated procedure.  The times involved require
that the clock have a range of one to two microseconds, with
a resolution of less than one nanosecond.  Further, the
nuclear decays are occurring randomly, with many events
overlapping in time.  It is impossible to know if two gammas44 
detected, even with appropriate energy and timing
information, really come from the same nucleus.  It is also
somewhat difficult to insure that events which flag energy
information actually coincide with those for which the
timing was performed.  A more detailed examination of the
spectrometer components is in order.
Starting from the detectors, two outputs are available.
One comes from the dynode and another from the anode.  The
anode signal is available almost immediately, yet contains
very poor energy information.  This signal is used to start
the clock.  Because the shape and intensity of this signal
may vary with each event, it is fed through a constant
fraction discriminator (CFD), the output of which provides a
more stable trigger to the timer.  Since we must start the
clock before the energy analysis can be performed, certain
detectors are tied directly to either the start control or
the stop control on the clock.
The energy analysis comes from the dynode signal, which
has much greater energy resolution.  Because this signal is
shaped and amplified it is not available as quickly as the
anode pulse.  If we wait to start the clock until we know
the energy, the timing signal will have become degraded and
less accurate.  Detectors 0 and 1 are tied directly to the
start control of the clock via the CFDs.  Detectors 2 and 3
are similarly tied to the stop control.  The clock consists
of two components, an Ortec 566 Time-to-Amplitude Converter
(TAC) and a Tracor Northern Analog-to-Digital Convertor45 
(ADC), model 1212.  When the TAC gets a start signal it
begins to charge a capacitor, and it continues charging
until the stop signal arrives.  The stop causes the TAC to
discharge the capacitor.  The output is essentially the
charge on this capacitor.  The longer the time between start
and stop pulses, the greater the charge and the higher the
amplitude of the resulting signal.  Thus, as the name
implies, the TAC converts a time interval into an output
signal whose amplitude or voltage depends linearly on the
time interval.  This signal is input at the ADC, which
converts to a digital representation of the signal
amplitude.
Going back to the detectors, the dynode signal is much
slower coming from the PM tube, but its energy information
is much more accurate.  This signal is routed through a
spectroscopy amplifier and into a twin Single Channel
Analyzer (SCA).  The SCA measures the amplitude of this
signal, which is directly proportional to the energy of the
detected radiation.  If the energy falls between preset
limits, indicating one of the two energy peaks, a
corresponding flag is set indicating which detector and
which peak.  This flag is a TTL pulse of approximately 2
microsecond duration.  If it is not read during that time it
is lost.
When the TAC starts, a TTL signal is generated.  This
signal is delayed by the length of time it takes to complete
the energy analysis, and is then used to latch the energy46 
information.  Whatever energy flags are set at this time
will be held in a buffer until read by the computer  or reset
by another signal from the TAC.  The information in this
buffer is called the routing because it is used to direct
the timing data to a particular sector of memory
corresponding to the detector pair involved.  In order to
insure that the energy flags coincide with the timing
information, the TAC must be turned off until the buffer
containing the energy information is read.  When the ADC
receives a TAC pulse for conversion, it puts out a BUSY
signal, meaning that any information presented to it will be
ignored.  The ADC remains BUSY until it has completed the
conversion process and its output has been read.  This BUSY
signal is used to turn off the TAC, which has a gate input
for this purpose.  In this way no new timing events can be
initiated until the previous has been addressed and the
routing information is read from the buffer.
The ADC BUSY signal also performs another important
function.  It is connected to an I/O card on the expansion
bus of an IBM compatible personal computer.  (The computer
interface is described in detail in appendix B.)  This
signal initiates an interrupt of the computer.  The computer
jumps to a preset address and begins processing our routine
for retrieving and storing the PAC data.
The efficiency of the PAC spectrometer is largely  a
function of the deadtime associated with processing each
event.  The most time consuming part of this process is the47 
interrupt routine in the computer, and the slowest component
of the interrupt service is reading and writing to the I/O
lines.  The fewer reads required to get valid data, the more
quickly we can reset and be back online.  While the ADC is
completing its conversion, the energy information is read.
If a valid event has occurred, meaning that we have detected
precisely two gammas, and that the energies fall one each
inside the two energy windows, then the timing is read,
otherwise the system is immediately reset.
There are eight possible valid detector combinations.
Since detectors 0 and 1 both start the TAC, and neither can
stop it, we cannot process an event combining signals
measured at both 0 and 1.  Likewise detectors 2 and 3 are
tied together at the stop control and a valid event cannot
involve these two detectors together.  This leaves us with
only four possibilities, starting on 0 or 1, and stopping on
2 or 3.  We can double this, however, by delaying the stop
signal before it gets to the TAC.
We use 1024 channels for timing information.  The width
of each channel is typically set to about 1 ns, giving about
1,000 nanoseconds of information.  The lifetime of the
intermediate state is 123 ns.  We can only get useful data
out to four or five lifetimes so half of our time channels
might seem wasted.  By delaying the stop signal, however, we
can shift the data so that instead of time 0 being in
channel 1,  it occurs in channel 512.  If the second
radiation were to follow immediately the first, so that no48 
measurable time passed in between them, the stop signal
being delayed by 500 ns puts this event in the middle of the
data space.  All other events, which must occur in positive
time, will be recorded in the upper half of our data space.
The first half of the data space represents negative time
and is only occupied by background counts.
Consider now an event such that the first radiation is
observed at detector 2, which will stop the TAC.  The
corresponding second gamma is recorded by detector 0 and
starts the TAC.  Since the stop signal is delayed, the
signal from the second radiation, though it originated last,
gets to the TAC first and starts it.  The first gamma, once
through the delay loop, will eventually arrive and stop the
TAC.  If the actual event is near instantaneous, again the
time will be logged near the center of the data space due to
the intentional time delay.  Longer events will seem to
occur at negative times since the second gamma will be
emitted later and not start the TAC as quickly.  In this way
we get four extra sectors of data corresponding to starts on
detectors 2 and 3 and stops on detectors 0 and 1.  These
seem to occur in negative time and are called reverse
sectors.
For notational convenience we denote a particular valid
event as A/B, where the start gamma was detected at detector
A and the stop at detector B.  The eight possible valid
detector pair combinations are summarized in table 3.2.
Typical raw data are shown in figure 3.5.  Reverse time49 
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Figure 3.5. Typical raw data sectors taken from a sample of
zinc metal at room temperature.
events are flipped as they are recorded so that all sectors
show data in the same direction.
Forward time  Reverse Time
0/2  2/0
0/3  2/1
1/2  3/0
1/3  3/1
Table 3.2.  Valid data sectors.50 
3.5.  PAC Data Analysis
The form of the data in a given sector is determined by
a number of factors, the predominant factor being the life
time of the intermediate state.  Since the probability of a
radioactive decay is given as a decreasing exponential in
time, the decay curve is almost entirely specified by this
lifetime.  The only other parameter is the amplitude
(ignoring the perturbation function at this point), which
depends on the activity of the sample, the efficiencies of
the detectors, and the time over which data is collected.
We thus have an equation for Dij, the number of counts in
the sector i/j, of the form
No
D  (6) ,  = EiEjTek 
(3-41)
where Ei and Ej are the ith and jth detector efficiencies, N0
is the activity, and T is the intermediate state half life.
Bij(0,t) is the background for the i/j sector.  When the
perturbation is introduced, this function is modified in
both time and direction.  This perturbation has the form
A2P2(8)G2(t), with A2 being the nuclear anisotropy, P2(0)
giving the angular dependance of the anisotropy, and G2(t)
being the perturbation function.  Including the perturbation
in the expression above,51 
/V,
t) =  1 .E -=e(-,, t)(1+A2G2(t).1:32(e))+Bii(e,t). aj 
(3-42)
We define
w(e,t)  = 1 +A2G2(t)p2(e) 
(3-43) 
to be the angular correlation function.  P2(0) is the
Legendre polynomial
1 ) P2(e) =  (3cos20
2  (3-44)
We are interested in two specific angles and values of
P2(0).  Namely; P2(90°) = -0.5, and P2(180°) = 1.0.  The
background is taken as a simple constant 13,1 (e,t) = Bij.  The
background subtracted count rate can be written as
N ci  =D..(e,t) -Bii=  EiEj7ce  +I G
2 (t)p2(e)) k
(3-45)
Figure 3.5 shows typical raw sector data for both 180°
and 90°'s.  Note that since A2 is negative for the isotopes
we use, and G2(t)  is a sum of weighted cosines, the 90° data
points are higher and more peaked than are the 180° data
points immediately after T.  While A2 is a constant for a .
given isotope, we actually measure an effective A2, which is
a function of detector distance and sample geometry.  A2 is
-0.18 for  n  but the measured value is reduced to about52 
-0.11 by scattering processes and by averaging over the
solid angles associated with the sample and the detectors.
The raw data are essentially a superposition of the
decaying exponential characterized by the life time of the
intermediate nuclear energy level and of the perturbation
function scaled by A2.  A close look at the raw data shows
the oscillations of the perturbation function, and reveals
that the perturbation in the 90° data is scaled down and
180° out of phase with respect to the 180° data.  This is
due to the value of P2(0), which contains all of the angular
dependence in the distribution function.
The next step in the analysis is the formation of the
experimental A2G2(t) function, which we will fit to a
theoretical model based on physical parameters.  We begin by
eliminating 0 from the equation by substituting in the known
angles.  We then form the following ratio.
VCO2C13 -VC03C12  6 R(t) = 2  a+2' VCO2C13 + 2CO3C12  (3-46) 
where
o veocle2E3  e (-tit) W(180°, t )
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Figure 3.6. Typical experimental A2G2(t) function and the
associated discrete fourier transform.
W(180°,t)-W(90°,t) R(t)- 2
W(180°,t)+2W(90°,t)
1+A  G (t)  1 +1/2A2G2(t) 
2  2 2 
1 +A2G2(t)  2-212G2(t)  (3-48) 
= A2G2(t). 
Figure 3.6 shows the experimental A2G2(t) function
formed in this manner and its fourier transform.  Note the
peaks associated with the three PAC frequencies at 125, 250,
and 375 Mrad/sec.  The experimental A2G2(t) function is
modeled with the theoretical expressions developed in
section 2.3.  A least-squares fitting algorithm (described54 
in appendix C)  is applied to the data and the best fit
physical parameters of the model are obtained.55 
4.  PAC measurement in ZnSe
Powder samples of zinc selenide were investigated using
PAC spectroscopy.  This work has shown that indium can be
incorporated into the sample and will form defect complexes
with p-type dopants.  This chapter deals directly with these
measurements, including data presentation and analysis.
4.1.  Sample preparation
The starting material for this work came in two forms;
fine powder and single crystal.  All of the PAC measurements
were made on powder samples.  The single crystals were used
for diffusion studies of the indium radiotracer.  The
powders were obtained commercially from Johnson-Mathey and
certified to 99.999% purity.  All PAC samples were sealed
into quartz ampoules in order to contain the material and
control the environment.  Typically 30 to 50 mg of powder
would be placed into the bottom of a 6 mm I.D. quartz tube.
"In is purchased from New England Nuclear Inc., and comes
as a solution of indium chloride dissolved in HC1.  A
microliter drop of this solution is deposited on a small
clean quartz chip, and placed under a heat lamp for 10 to 15
minutes.  This drys the indium solution, driving off the
hydrogen and chlorine, and leaves a film of indium-oxide.
This chip is placed into the quartz tube with the ZnSe
powder and sealed.56 
Various atmospheric environments were used at different
times.  Before sealing, the tube was pumped down to 50
millitorr then back-filled with hydrogen, argon or air.  The
sample was then sealed under the presence of one of these
gases.  It was found that hydrogen and air both produced
qualitatively similar results with that of argon.  Most
samples were therefore sealed under normal air.  These
samples were then heated and annealed above 600°C to allow
the indium to diffuse into the ZnSe.  Different ultimate
annealing temperatures were tried.  Since the lattice has a
cubic structure, substitutional indium gives a flat PAC
spectrum characteristic of a cubic environment.  Preanneal
PAC measurements clearly showed non-cubic spectra.
Annealing at 800°C for four hours yielded spectra with
greater than 95% of the probe atoms experiencing a cubic
environment at room temperature.  A small fraction of the
probes were frequently not diffused into the sample
material, being deposited instead on the walls of the tube.
It was discovered early in these studies that ZnSe
powder can evolve with time.  Near the end of a particularly
hot and humid summer the PAC spectra collected from the ZnSe
powder changed.  Previous signals disappeared and were
replaced by a PAC signal similar to that for zinc metal.  It
was found that this new signal showed no temperature
dependence between room temperature and 400°C, but by 450°C
it had disappeared.  This is an indication that the new
signal may be associated with zinc, which melts at 420°C.57 
It is known16 that zinc selenide will react with water
vapor in the air to form hydrogen selenide (H2Se).  The
evolution of selenium leaves the material zinc rich.  It
was determined that at anneal temperatures excess zinc will
combine to form micro-precipitates in the bulk powder, and
that indium has a high solubility in these zinc
precipitates.  To avoid their formation, selenium powder was
sealed in the quartz ampoule.  This provided an over­
pressure of selenium vapor during the high temperature
anneals and maintained a near stoichiometric ZnSe powder.
Previous studies have shown that indium will not readily
diffuse into selenium'' so the presence of the excess powder
did not appear in the PAC measurements.
4.2.  Diffusion experiments
The sample preparations were designed to diffuse a
trace amount of "In homogeneously through the grains of the
sample powders.  Diffusion constants for indium in ZnSe have
been measured18 and are available in the literature.  These
constants are known to be highly dependent on the
concentration of indium, as well as other impurities in the
system'.  We wanted to verify these numbers for our own
samples, and for the impurity concentrations we were using.
To do this, several identical single crystal samples were
prepared.  Each sample was sealed in a quartz tube with an
indium-activated quartz chip.  These were placed together
into a box furnace for high temperature annealing.  Two sets58 
of measurements were taken, one annealed at 700°C, the other
at 800°C.  Five samples were placed in the furnace at 700°C.
The first was taken out after one hour, the other samples at
later times as shown in table 4.1.  The level of
radioactivity for each sample was then measured by
integrating over the energy spectrum collected for 60
seconds.  These measurements were repeated on fresh samples
annealed at 800°C.
An etching solution was incorporated to remove a layer
of known thickness from the sample surface.  After etching,
the activity level was again measured.  By repeating this
procedure until the residual activity was reduced to
background levels, a concentration profile was developed for
each anneal time, as shown in figure 4.1.  From this a
penetration depth was calculated for each anneal time and
temperature.  A penetration depth is here defined as that
depth beyond which 50% of the indium-has diffused.
The etching procedure required three separate
solutions20.  The sample was initially washed in sodium
hydroxide to remove any oxidation on the surface.  Each
etching step then consisted of soaking in a bath of 2%
bromine in methanol, followed by a rinse in ammonium
acetate.  After rinsing, the sample was allowed to dry
before measuring the activity level.  It was found that the
sample container used during counting became slightly
contaminated by the frequent contact with the radioactive
sample.  This caused an increase in the background counts of59 
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Figure 4.1. Residual activity vs. etch depth for single
crystal samples annealed at 700°C and 800°C.
each subsequent measurement.  To account for this
contamination, the background was measured on the empty
container after each activity measurement.  The background
subtracted counts were then used in the analysis.60 
700°  800°
Anneal  Penetration  Anneal  Penetration
Time  Depth  Time  Depth
1 hour  1.5 pm  15 mins.  1.7 gm 
2 hours  3.5 gm  30 mins.  3.0 gm 
4 hours  4.2 pm  1 hour  10 gm 
8 hours  7.0 gm  2 hours  20 ,um 
No Data  4 hours  22 gm 
Table 4.1.  Summary of anneal times and penetration depths.
A calibration sample was prepared in which no
radioactivity was present.  This sample was carefully
weighed, etched for 35 minutes, and then weighed again.  The
mass loss was used as a calibration of the etch rate.  It
was found that the etchant would take approximately four
microns per minute, or 1 micron every 15 seconds.  The
uncertainty in this measurement arises primarily from
imprecision of the sample geometry.  The etch rate is
proportional to the exposed surface area.  Each sample was
prepared by cutting a cubical chip approximately 2 mm on a
side from a single crystal wafer.  The uncertainty in
surface area due to imprecise cutting leads to an
uncertainty of 1 gm/min. in etch rate.  The etch rate is
taken to be 4±1 gm/min.
These measurements were used to verify that indium
diffused throughout the bulk of the samples.  The powders
have a maximum grain size of approximately 100 microns.
Therefore, sample preparation required a minimum four hour61 
anneal at 800°C.  Except where otherwise stated, all samples
were annealed under at least these conditions.  Frequently,
anneals at considerably higher temperatures (above 1050°C)
were used in order to enhance the formation of native point
defects.
4.3.  Spectral Characterization
PAC experiments were done on fifty samples prepared as
described above.  Certain parameters were changed with
different samples in order to measure the effects.
Parameters which have been varied include atmosphere,
annealing temperature and time, cooling rates, impurity
levels, over-pressure of constituents, and combinations of
the above.
Shown in figure 4.2 is a typical spectrum for indium
PAC in zinc selenide.  These data were taken at 100°C and
illustrate the three distinct probe environments visible via
PAC.  The spectrum shown includes a line representing the
least-squares fit to a theoretical model.  This model
employs three sites to represent each of the three probe
environments.
The first site is that of the cadmium probe nuclei
experiencing a cubic environment.  In a cubic environment
there is no EFG at the nucleus and consequently no time
dependent perturbation of the nuclear anisotropy.  This case
was considered in the theoretical development of sectioni 
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Figure 4.2. Typical A2G2(t) data set for indium PAC in zinc
selenide.
3.2, with the resultant equation 3-14 representing the
perturbation function.  In this case G2(t) = 1.
In samples containing a large concentration of
intrinsic defects the cubic term was frequently found to be
slightly perturbed.  This perturbation arises from the non-
periodic distortion of the lattice due to a random
distribution of point defects.  This distortion is slight
and is not unique for each probe site, but depends on the
extended environment of each indium probe.  This
perturbation behaves as a damping of the cubic term, and for
the purposes of data fitting was modeled as
450 63 
G2(t) = fce-At. 
(4-1) 
In this expression f, is the fraction of probe nuclei
experiencing this environment and X is the exponential
damping time constant.  Depending upon defect
concentrations, f, varied from 20 to 100%.  The time
constant X was found to vary between 0 and 2 MHz.  PAC data
typically extend out to about 500 ns.  On this time scale a
2 MHz damping rate is still fairly slow, the exponential
decaying by at most a single time constant over the length
of the experiment.
The data in figure 4.2 are dominated by an oscillation
occurring at about every 100 ns.  This is part of the second
site evident in this data.  It represents the physical
presence of a metal (zinc) vacancy trapped in a first
neighbor zinc site to the indium probe atom.  The equivalent
of this site is seen in PAC measurements of all II-VI
semiconductors and its identification is clear21.  The
presence of the vacancy greatly disturbs the local charge
distribution, and consequently introduces an electric field
gradient at the probe site.  This interaction is static in
nature, meaning that neither the probe atom nor the vacancy
move on the time scale of the lifetime of the intermediate
nuclear state.  The mathematical expression for a static EFG
site was developed in chapter 3, and is written as a sum of
cosines.64 
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Figure 4.3. Fourier transform of the data set in figure
4.2.  The line represents the fourier transform
of the least-squares fit to the A2G2 spectrum.
3
G2 ( t = fsi x [So +Esncos(cont)]. 
n =1  (4-2) 
The site fraction fs, is the percentage of probe nuclei
participating in this defect complex.  The 03, are the PAC
frequencies and are illustrated in the fourier transform of
figure 4.3.  The frequencies for this site occur at 67,  131,
and 198 Mrad/s.
There is a second static site evident in this data.
This site has both a lower site fraction and lower
frequencies than the first.  This makes it more difficult to
see by a visual inspection of the data.  The lower65 
frequencies result in only a single minimum in the
experimental A2G2(t) shown in the figure.  This minimum
coincides with the third minimum of the first static site as
a close examination of the figure verifies.  In the fourier
transform this is manifest in the peaks occurring at 20 and
40 Mrad/s.  This site exhibits a high degree of asymmetry,
and, as a consequence, the col and o2 peaks are not resolved
in the fourier spectrum.  This site is modeled
mathematically in the same form as that given in equation
4-2.
The physical nature of the low frequency site (referred
to hereafter as the X site) is not certain.  It is clear
that this site is a bond state between indium and another
native defect.  The most likely possibility (from evidence
to be shown) is that it involves a complex between indium
and a di-vacancy pair.  Such di-vacancies, formed by the
pairing of a zinc vacancy and a selenium vacancy, are
believed to form readily in the material22.  This complex
introduces trap states into the band gap, and in n-type
material these may well be filled, depending on the depth of
the trap state and on the fermi level of the sample.  If the
complex has trapped an electron it will have a negative
charge, and there will exist a potential for binding to the
indium.  Intuitively, the resultant complex would exhibit
the characterizations of this site.  Because the di-vacancy
is neutral the EFG (and the PAC frequencies) would be
smaller than for the In/V, complex.66 
3 
These three sites are summarized in table 4.2.  The
complete modeling function for the purposes of data fitting
is
G2(t) =  E[G2(t)] 
S s=1
3 3
=  fce  -At  fs[so+ E sn cos  ((ono-) t )]  fs2[so+ E sn cos  (con (2) t )1.  (4-3) 
n=1  n=1
Site  Physical origin  Parameters
Damped  Indium probe atom on defect free  ? = 0 to 2 MHz
Cubic  zinc sub-lattice site.
In/Vm  Indium probe bound to a  col= 67 Mrad/s
static  single metal vacancy.  71 = 0.11
X static  Unknown; possibly double vacancy  col= 17 Mrad/s
site  complex with indium. 0.65 i
Zinc  Indium diffuses in ZnO  col= 30 Mrad/s
oxide  substitutionally on the zinc  T1 = 0.0
sub-lattice.
Zinc  Indium diffuses readily in  col= 130 Mrad/s
metal  zinc metal, occupying a zinc  11 = 0.0
lattice site.
Zinc site  This site arises when excess  col= 130 Mrad/s
in ZnSe  zinc agglomerates in ZnSe.  T1 = 0.20
Table 4.2.  Summary of sites in ZnSe, ZnO and zinc.
When identifying PAC sites in any material, it is
necessary to be aware of likely contaminants.  At anneal
temperatures ZnSe readily breaks down in the presence of
oxygen, forming the stable compound zinc oxide (ZnO).
Further, it is possible that during the preparation process
pockets of either zinc or selenium may be formed.  If the_ _ _ 
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Figure 4.4. A2G2(t) and fourier spectrum for zinc (top) and
zinc oxide (middle) .  ZnSe (bottom) is included
for comparison.  Different time calibrations
were used in these measurements.
indium diffuses into one of these other materials the PAC
spectrum will be susceptible to misinterpretation.  Spectra
were taken on ZnO and on zinc metal in order to identify
their signals should they appear in other measurements.  The
PAC signal for indium in selenium is known".  Figure 4.4
shows the PAC spectra for ZnO and zinc, and table 4.2
includes the relevant parameters.  For both ZnO and zinc the
lattice structure is non-cubic, resulting in a static EFG at
lattice sites without the presence of a defect.  It is
evident that these are discernable from the sites seen in
ZnSe.68 
A large problem in working with II-VI semiconductors is
making reproducible PAC samples.  The defect chemistry
varies greatly with slight variations in sample purity,
stoichiometry, and annealing history.  While it is always
possible to diffuse indium into the sample material, it is
not possible to reproducibly prepare given intrinsic defect
concentrations.  Most frequently, samples were prepared in
which only the cubic signal was present in the data.  This
indicates that the indium has been incorporated
substitutionally into the ZnSe (it is the only candidate
with cubic symmetry), but has not formed a complex with the
zinc vacancy.  Either no vacancies are available, or the
charge state of the indium and/or the vacancy is filled.
The charge states of the defects depend on the fermi
leve124, Ef.  If Efis above the trap state energy level the
charge state will be filled, if Efis below this energy the
state will be empty, and if Efis within kT of the trap
energy the charge state will fluctuate.  Ef depends on both
temperature and sample purity.  A fluctuation in the charge
state of a native defect would affect the electric field
gradient at the probe nucleus, and the PAC frequencies would
change accordingly.  During the measurement the probe atom
is not indium, but cadmium.  Cadmium is a group II element
at a site on the group II sub-lattice and has no influence
on the charge state of the defect.  It is evident from the
data that the charge states of the native defects are not
fluctuating.69 
It is not clear, however, what the charge state of the
donor indium is.  If the fermi energy is above the donor
level, however, the indium will trap an electron.  This
makes it electrically neutral and it will not complex with
other defects.  The natural impurities in zinc selenide make
it n-type, and as before stated, p-type ZnSe is hard to come
by.  The more n-type a sample is the higher the fermi level
and the more likely the indium to be neutral.  This is more
than likely the cause for most samples showing no defect
complexes involving indium.  In samples which do show the
defect complexes, the fermi level must be low enough that
most, if not all, of the indium is ionized.
It was found that success in the incorporation of
intrinsic point defects depended on the age of the stock
powder.  Fresh powder from the supplier produced good
results.  However the powder aged, presumably through the
hydrolysis of selenium in to H2Se.  After some time it
became increasingly difficult to incorporate metal
vacancies.  Eventually the powder deteriorated to the point
were the site associated with zinc micro-precipitates
presented itself.  The shelf life of the powder was found to
be a function of how often the bottle was opened and of the
temperature and humidity in the room.  The presence of the
zinc site, shown in figure 4.5, started the consistent use
of a selenium over-pressure.  It was found that supplying
this over-pressure inhibited the formation of the zinc
precipitates.  It was also found that the formation of these70 
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Figure 4.5. The "zinc" site (top) in ZnSe.  Reannealing the
sample under a selenium over-pressure removed
the zinc site (lower).
precipitates is reversible.  Both data sets in figure 4.5
were taken from the same sample at 100°C.  In the upper
graph are data taken before the addition of excess selenium.
This sample was prepared by diffusing indium into the zinc
selenide at 1100°C for two hours.  After the 100° PAC
measurement the sample tube was opened and the contents
resealed in a fresh tube with the addition of selenium
powder.  The sample was then reannealed at 1100°C and the
PAC measurement repeated at 100°C.  It is clear that the
sample has changed.  The zinc site, present at 20% site
fraction in the first measurement, has been removed, and the71 
sites associated with the metal vacancy complexes appear in
its place.
4.4.  In/Vz, Temperature Dependence
Indium substitutes for zinc when diffused into ZnSe.
Being a group III element, it has one more valence electron
than the atom it replaces.  This makes indium a
substitutional donor atom with a charge state of +1.  The
metal vacancy offers no valence electrons where the atom it
replaces offered two.  The vacancy is an acceptor with a
charge state of -2.  It is this difference in the charge
states that is the basis for the bonding and complex
formation.  The vacancy binds to the indium donor where it
is held with a certain binding energy Eb.  Such a complex
will persist until the vacancy receives enough energy to
free itself, or until some other interaction lowers the
binding energy.  By raising the temperature of the sample,
the thermal energy available to each atom is increased.  If
a trapped vacancy receives enough thermal energy it will
remove itself from the complex and be free to diffuse
through the material.  If a free vacancy comes across an
indium atom it may fall into the trap and remain until it
gains enough energy to leave.
Since increasing the temperature decreases the
probability of a vacancy being trapped, we expect to see a
temperature dependence in the fraction of In/Vzn complexes.
Figure 4.6 shows several spectra taken at different72 
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Figure 4.6. Series of measurements on a single sample at
increasing temperatures.  The probability of a
trapped defect decreases with temperature.
measurement temperatures.  The temperature dependence is
seen as the amplitudes of the oscillations decrease with
temperature.  The temperature dependence of the site
fractions for a typical sample is illustrated in figure 4.7.
The data represent a series of measurements taken from a
single sample following an 1100°C anneal and a rapid quench
in air to room temperature.  In particular, the temperature
dependence of the V, site can be broken down into three
distinct regions.
Following the anneal and the rapid quench, the sample
is in a state of non-equilibrium.  A certain concentration
of vacancies is introduced during the high T processing.73 
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Figure 4.7. Site fractions vs. temperature for the two
static EFG sites in ZnSe.
Upon quenching, these vacancies are trapped into the
material and do not represent an equilibrium concentration
of vacancies at the measurement temperatures.  Furthermore,
the rapid cooling does not allow an equilibrium number of
vacancies to become trapped by indium donors as they pass
through that temperature range where they have enough energy
to be mobile but not enough to remain free.  In principle,
the more quickly the sample is cooled, the greater the
number of vacancies that are trapped in the sample, but
fewer the number of vacancies that are allowed to bind to
the indium.74 
It is seen from the figure that below 120°C the
fraction of vacancies participating in a defect complex
remains fixed at the quench value.  In this temperature
range the vacancies have neither enough energy to detrap
themselves from a complex, nor enough energy to diffuse
through the material to form new complexes.  Everything at
these temperatures is static and frozen (everything visible
to PAC that is).
Between 120 and 160°C the data represent time averages
for the site fractions.  At these temperatures the vacancies
are mobile, meaning that they have enough thermal energy to
diffuse throughout the sample.  As a mobile vacancy comes
into the vicinity of an indium atom it can become bound.
More vacancies become bound than unbound for a period of
time until an equilibrium is reached.  At equilibrium the
same number of vacancy complexes form per unit time as are
destroyed, and the fraction remains constant.  The fraction
measured in this case at 140°C is lower than that at 155°C
only because the sample was not given time at 140° to reach
equilibrium.  The equilibrium time at this temperature would
have exceeded the lifetime of the sample.  There are two
values shown in the figure for the site fraction at 155°C.
These are different because the higher number represents
data taken after the sample cooled slowly from a higher
temperature.  In this case we measure a fraction very near
equilibrium.75 
Above 160°C the equilibrium time is much shorter than
the measurement time and the measured fractions are taken as
true equilibrium values.  In this region the site fraction
decreases as the temperature increases.  The thermal energy
available to the vacancies has increased, and on average
they remain trapped for less time.  Even at these
temperatures, however, the total concentration of vacancies
remains higher than the equilibrium value due to thermal
processes.  Although the vacancies are mobile, it is too far
to the surface for a significant number to escape.
The X site fractions are also plotted in the figure.
The site fraction uncertainties are higher in this case
because of an interaction of the site parameters with other
parameters in the fit.  In particular, the damping constant
and site fraction of the cubic term are highly cross
correlated to the fraction of this site, and somewhat with
the frequencies as well.  This problem is made more
difficult by the high asymmetry of this site, making it
impossible to resolve clearly the first two PAC peaks.  It
is evident from the figure, however, that the same trends in
temperature exist for both sites.  The fact that the site
fractions begin to rise and fall at the same temperatures is
further evidence that a constituent of this site is the zinc
vacancy.
The data shown in figure 4.7 indicate that zinc
vacancies are not mobile below 120°C.  Data from other
samples, however, show the site fractions changing at76 
temperatures as low as 60°C.  The temperature at which
vacancies became mobile was found to vary from sample to
sample between 60 and 120°C.  The lower temperature
mobilities correspond to samples sealed under a hydrogen
atmosphere.  It is probable that the presence of hydrogen as
an interstitial impurity may decrease the vacancy jump
barrier allowing the vacancies to diffuse at lower
temperatures.  This would be consistent with the lithium
results to be discussed in the next chapter.
4.5.  Arrhenius Behavior
The fraction of bound vacancies at equilibrium as a
function of temperature can be modeled using a simple
thermodynamic model.  We assume that the concentration of
vacancies remain constant over this temperature range, and
that the complex constituents are not otherwise interacting,
either with each other or with other impurities.  Also, we
assume that the charge states of the constituents do not
change with T.  We begin by writing the Gibbs sum, which has
three terms.
1) For unbound indium donors:  1.
( -Evl
2) For the In/V complex:  12 c e \ icTi. 
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3) For the X complex: 
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E, is the binding energy for the indium/vacancy complex, c
is the concentration of vacancies in the sample, and the
factor of 12 arises because there are 12 equivalent sites77 
for the vacancy in this complex.  E. is the binding energy
of the X site and the prefactor X. is proportional to the
concentration of the X site defect.  The sum is
CEv  t-kT E.\ 
k I z= 1+ 12 cek kT i + 
(4-4)
The probability (site fraction) of each site is its own term
divided by the sum.  Taking the ratio of the In/V, site
fraction with that for the uncomplexed indium, we get the
relation
12c e(;:)
I v\ 
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This gives an Arrhenius relationship for fv/fc, and an
Arrhenius plot will have a slope of -E, and an intercept at
1/(12c).
Figure 4.8 shows this plot with data from four samples.
Three of the lines have similar slopes and give the same
binding energy to within uncertainties, E, = 0.24±0.02 eV.
The third gives a lower binding energy of 0.10 eV.  A
similar analysis from other samples gives a spread in the
binding energies from 0.10 to 0.26 eV.  Because the actual
binding energy must be unique, one or more of the model
assumptions must fail.
The most likely flaw is that either the vacancy
concentration is not constant, or that the charge states78 
10'
13, = 0.25 eV, c = 115 ppm ::=:=::t::=:=:=::=::  :=====:t:=::=:=::=::: 
0  IC,  028 eV, c - 50 ppm  .._.._..t.._.._.._.._..  ..-.._.._.._.._:.C.- _.._.._.._.._ 
- 022 eV, c  85 ppm 
.._.._...._....._.._4._.._.._.._.._.j.._ X  13, = 0.10 eV, c = 1000 ppm 
i i 
0
to°
10.1 
.___________. ____________
.  .  . . . 1  i  i to-a 
16  2.0  2.2  2.6  U 
1000/F [ICI] 
Figure 4.8. Arrhenius plot of the ratio fv/fc.  The slope of
the regression line gives the binding energy of
the complex.  The y-intercept is inversely
proportional to the zinc vacancy concentration.
change with temperature.  The concentration of indium is
negligibly small in all cases so that any interaction
between the two PAC sites is negligible.  If the vacancies
are being annealed out of the sample at the measurement
temperatures, the site fractions would not be reproducible
on thermal cycling.  In most cases, but not all, these
fractions are reproducible.
For sample 4 in figure 4.8, with the calculated binding
energy of 0.10 eV, it was found that after the higher
temperature measurements, the site fractions at lower
temperatures were considerably lower than their initial79 
values.  An initial fraction of 28% was measured at 80°C.
After measuring at 200°C and returning to 80°, only 12%
remained.  Re-annealing at 800°C restored the previous
fraction to 28% at 80°.  This sample was one sealed under a
hydrogen atmosphere and had the lowest measured temperature
for vacancy mobility at 60°C.  In this case the vacancy
concentration was not constant through out the measurements,
but decreased at the higher temperatures.  The out-diffusion
. of zinc vacancies is attributed to the low vacancy diffusion
barrier due to the presence of hydrogen interstitials.  For
each of the other three samples shown in the figure, thermal
cycling between room temperature and 300°C gave reproducible
site fractions.
In other cases the binding energy was not consistent
with those shown in the figure, yet the site fractions were
reproducible on thermal cycling.  In these cases it is more
consistent to assume that the fermi energy shifts with
temperature, causing a change in the charge state of the
indium.  The number of neutral donors25 can be written as
Nd 
Ndn  Ec- Ed- Efl 
1 + p exp[ (4-6) kT i
where Nd is the total number of donors, E, is the conduction
band level, Ed is the donor level, and 0 is the impurity
level spin degeneracy factor.  From this expression we see
that, for Ef <  (E,  Ed), the number of neutral donors80 
increases with temperature, and for Ef  (Ec  Ed),  Nan
decreases with temperature.
For samples which show defect complexes, we assume that
the fermi level is below the trap state energy, though we
can not say how far.  This allows the indium to be ionized
and bind the defect complexes.  We further assume that for
samples which show no defect complex formation, the fermi
level is above the donor energy, leaving the indium neutral.
It is likely that when the fermi level is below the donor
level it is still close to it.  Changes in temperature could
then have a profound effect on the fraction of ionized
indium probe atoms.  It is impossible to accurately model
the number of ionized indium donors through this temperature
range when Ef is within kT of the donor energy level.
Though the stock powder is of high purity, indium is a very
dilute impurity.  There are other natural impurities at
concentrations of a few parts per million which affect the
availability of electrons to the conduction band and to band
states.
The thermodynamic model above can be modified to
include a term for both the unbound ionized indium and for
the neutral indium.  This adds a fourth term to the Gibbs
sum and the ratio fdfc does not reduce to a simple
Arrhenius function.  In this case what we expect to see from
PAC is for the site fractions to not follow the straight
line on the Arrhenius plot, but to still be reproducible on
thermal cycling.  This is seen for several samples and is81 
illustrated with the second sample shown in figure 4.8.  The
best fit line to these site fractions does not pass within
the error bars of any of the data points.  In fact no line
can be drawn which passes within the error bars of more than
two of the five points.
4.6.  Low Temperature Measurements
In order to resolve the WI and 02 peaks of the X site,
measurements were made below room temperature.  The minimum
frequency resolved in the fourier transform is determined by
the length of the data set in the time domain.  Useful data
are collected out to 500 ns, giving a frequency step of
about 6 Mrad/sec (see appendix B for an explanation of the
fourier transformation properties).  Measurements between
room temperature and 300°C indicate that the frequencies
increase at lower temperatures.  If the PAC peaks can be
separated at low temperatures by more than 10 Mrad/sec, they
can be reasonably well resolved in the fourier
transformation.  One measurement was made at 77 K and
another at 10 K.  Data from the 77 K measurement are shown
in figure 4.9, with the 100°C data for the same sample
included in the illustration for comparison.  Figure 4.10
shows the frequencies as a function of temperature.  The PAC
frequencies show a considerable temperature dependence,
moving higher as the temperature is lowered.  At 77 K (01 =
29 and w2= 39 Mrad/sec.82 
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Figure 4.9. A2G2(t) and fourier spectrum at 100°C and at 77
K.  The X site frequencies increase
significantly at low temperatures.
The fourier transform in figure 4.9 shows a single peak
at 18 Mrad/sec at 100°C.  This peak actually contains both
the oh and (02 peaks, which, according to the least-squares
fit, occur at 16 and 20 Mrad/sec.  Shown in the fourier
transform at 77 K are these two peaks partially resolved,
though still strongly overlapping.  Note that the two
separate peaks have about half the intensity of the combined
peak at the higher temperature.  The integrated intensity
over both peaks is the same in each case.  The (03peak is
not visible at 77 K since, at 70 Mrad/sec, it is completely
covered by the (01 peak of the other site.  The fitted line
in the fourier transform includes the amplitude of both83 
150 
130 
110 
V
V
90 
O. 
70 
50 
-300  -400  -100  0  100  200  300 
Temperature [01 
Figure 4.10. PAC frequencies (01 and (02 vs. temperature for
the In/Vni complex.
peaks at 70 Mrad/sec and is seen to fit very well.  From
this analysis it is clear that the low frequency site is
appropriately modeled with the expression for a static EFG
interaction with a high asymmetry.
Linear regression analysis demonstrates a high
correlation of the frequencies with temperature.  The lines
in the figure show the results of the regression.  For the
high frequency site, the change in (01 and (02 over the
typical temperature range of 23 to 300°C was 1.5 and 3
Mrad/sec respectively.  The asymmetry calculated from this
analysis is 1 = 0.117 at 10 K and 71 = 0.104 at 300°C.  These
numbers are the same to within uncertainties.  The84 
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Figure 4.11. PAC frequencies U  and 0)2 vs. temperature for
the X site in ZnSe.
temperature dependence of the X site frequencies is greater,
with co, going from 31.6 at 10 K to 11.2 Mrad/sec at 300°C.
(.02 changes similarly from 40.95 at 10 K to 15.65 Mrad/sec at
300°C.  The asymmetry parameter also changes across this
temperature range, with the site being more asymmetric at
the lower temperatures.  The asymmetry is 0.698 at 10 K
compared with 0.613 at 300°C.
In each of the low temperature measurements a shift in
the site fractions occurred.  Both the 10 and 77 K
measurements were preceded by runs at 100°C, the 77 K run
was followed by a 100°C measurement.  In each case the cubic
site fraction held constant, and the two static sites85 
changed by 8 to 10%.  The high frequency site gaining at the
expense of the low frequency site.  With the assumptions
made for this low frequency site, a breaking of the di-
vacancy pair could conceivably convert the site into the
In/V, complex.  It is not clear what low temperature
mechanism exists for breaking the di-vacancy pair.  One
possible mechanism is for a selenium interstitial, which is
mobile below room temperature, to fill the selenium  vacancy
in the di-vacancy pair.  This would convert the X site into
a In/V, site as seen in the data.
4.7.  Chapter Summary
PAC measurements on powder samples of zinc selenide
have shown that indium is a substitutional donor which forms
complexes with p-type impurities.  Seen in these studies are
the complex between indium and a single metal vacancy, and
another complex assumed to involve indium with the di-
vacancy complex.  Zinc vacancies become mobile (on the time
scale of several hours) above 120°C in undoped ZnSe.
Samples prepared and annealed under a hydrogen atmosphere
have a lower vacancy jump barrier as evidenced by the higher
mobilities of zinc vacancies in these samples at lower
temperatures.  Free vacancies form a complex with indium
with a binding energy of order 0.24 eV,  an asymmetry of
0.11±0.02, and an wi= 67±1 Mrad/sec at 100°C.  The second
complex, believed to involve the di-vacancy pair, has an86 
asymmetry 1 > 0.65 and col = 16±4 Mrad/sec at 100°C.  The
frequencies for the second complex are highly temperature
dependent.87 
5.  PAC in Lithium Doped ZnSe
Until recently, lithium has been the most common p-type
dopant in ZnSe.  Due to unknown compensation effects,
however, a large fraction of the lithium tends to be
electrically inactive, leaving the material with too few
acceptors for most applications.  For this reason ZnSe has
been notoriously difficult to make p-type26.  More recently,
nitrogen has been introduced as a p-type dopant with greater
success, and this has allowed for the fabrication of devices
based on the p-n junction in zinc selenide.  Many questions
concerning lithium remain unanswered, and the solution to
these problems may ultimately lead to more stable devices
and a greater range of technological applications.
5.1.  Sample Preparation
Lithium was incorporated into the sample material by
sealing a small amount of powdered lithium metal into the
quartz ampoule before the initial anneal.  Lithium diffuses
quite rapidly through zinc selenide at even moderate
temperatures so the doping was not difficult to obtain.
Further, since lithium diffuses more rapidly than indium, it
was assured that the lithium was in at least as deep as the
indium probes, and consequently throughout those regions
actually under investigation.  Aside from the presence of
the lithium, the sample preparation was the same as for the88 
non-doped material.  This includes a selenium over-pressure
affected by an excess of selenium powder.  Typical sample
sizes were 50 mg of ZnSe, 2 mg of selenium, and 0.5 mg of
lithium.  It was observed that not all of the lithium
diffused into the sample material as a visible fraction
remained after annealing.  There is no quantitative measure
of the lithium concentration used in these studies.  A best
guess based on the high solubility and the effects of the
doping on the PAC spectra would be a concentration of order
500 ppm.
It was soon discovered that lithium vigorously attacks
quartz above 600°C.  Samples annealed above this temperature
were not contained within the sealed tube as the lithium
reacted with the tube walls.  This leaked oxygen into the
tube and the sample oxidized.  This condition was indicated
by the strong presence of the ZnO signal in subsequent data
runs, and verified by a visual inspection of the sample.
Maximum safe anneal conditions were found to be four hours
at 600°C.  This does not allow for a homogeneous
distribution of indium throughout the powder grains.  It is
known, however, that the diffusivity of indium is enhanced
by the presence of another impurity in the system.  Further,
data collected during the 600° anneal, representing a time
average over the period of anneal, shows that the indium is
in a cubic environment.  It is certain that the probes are
well into the bulk of the sample.  Both the lithium and the
vacancy mobilities are high enough at 600°C that they are89 
taken to be at equilibrium concentrations and to be
uniformly distributed.
5.2.  PAC measurements in Li-doped ZnSe
In order to accurately evaluate the effect of lithium
on the ZnSe PAC, a control sample was prepared.  This sample
was the same for which data was shown in figure 4.2.  After
the activity had decayed below background (about six
months), this sample was opened and the contents split into
two equal pieces.  The first piece was reactivated following
the procedures of section 4.1.  The second piece was also
reactivated, but with the addition of lithium.  Both samples
thus prepared, were annealed together in a box furnace at
600°C over four hours.  After the anneal they were quenched
and placed each into a PAC spectrometer.  The non-lithium
doped sample showed a,very poor PAC spectrum due to poor
penetration of the indium under these preparation
conditions.  This sample was raised to 800°C for two hours
and then requenched.  The resulting data are shown in figure
5.1 and is consistent with that in figure 4.2.
The lithium doped sample shows a very clean spectrum
after this initial anneal.  No further annealing was
necessary, as the indium diffused well into the sample.  A
comparative analysis of these data shows a number of
similarities and differences between the two samples.  The
most obvious is the tremendous increase in the signal-0.02 
90 
1.2 
Los  2.0 
4A 
0.4  ,To 
4.0 
C 
3.2 
4.02 
2.4 
1.6 
4.0$ 
0.8 
-0.15
0  ao  150  240  320  4000  50  120  150  240
Time (ns)  Frequency (Hrad/sec) 
Figure 5.1. A2G2(t) and fourier spectrum for lithium doped
(lower) and non-doped (upper) ZnSe.
associated with the In/V, complex.  This site increased
from a 25% site fraction to a 75% fraction.  The site
frequencies are the same, however, indicating that whatever
effect lithium has had, it is not directly involved in this
complex.  The second site seen previously is again evident
in the data for the non-doped sample shown here, consistent
with previous measurements.  In the lithium doped sample,
however, this site is not present.  At least it is not
present to within statistical uncertainties.  The third
site, that of cubic symmetry, remains slightly perturbed and
again requires fitting with a damping constant.91 
The reason for the suppression of the X site in the
lithium doped sample is not clear.  One possible explanation
would be that the lithium forms a complex with selenium
vacancies.  From the results of a-channeling experiments27
it is believed that lithium is a substitutional  acceptor on
the metal sub-lattice. The selenium vacancies are donors
and might be expected to bind to lithium acceptors.  If the
formation of a complex involving lithium and selenium
vacancies is considerably more favorable to that of other
complexes, this would explain the absence of both the di-
vacancy pairs and of a indium/lithium complex.  Also, the
electrical compensation of the lithium doping could be
explained in this manner.
5.3.  Temperature Dependence
Measurements were again made in which the temperature
was varied for different runs.  As in the previous case, the
site fractions were found to depend on temperature, though
that dependence is not as simple as before.  Figure 5.2
shows several spectra taken on the same sample at increasing
temperatures.  As before, the static site fraction decreases
noticeably at higher temperatures.  These fractions are
shown quantitatively in figure 5.3.  This shows that the
static site fraction increases to a maximum at 140°C.  Above
140° the fraction decreases with temperature.  After the
measurement at 240°, the sample was cooled in incremental92 
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Figure 5.2. Spectra showing that the static site decreases
with temperature in lithium doped ZnSe.
steps, and data collected at each step.  As seen in the
figure, the site fraction remained at the value measured at
240°C, well below the previous values.  This indicates a
decrease in the free vacancy concentration at the higher
temperatures which is not recovered upon cooling.
This loss of free vacancies was reproducible in all
lithium doped samples.  The data shown in figure 5.4 are for
a sample heated from 140 to 300°C, with data taken at
intermediate steps.  Between each higher temperature
measurement, the sample was cooled to 140°C, and a PAC
spectrum collected.  It is seen that between 140 and 220°C
the site fraction decreased as expected, but that the site93 
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Figure 5.3. Site fractions as a function of temperature.
Numbers indicate the order of the measurements.
fraction at 140°C after each of these steps remained about
the same as at the higher temperature.  Above 220°C the site
fraction decreased with increasing temperature, but upon
cooling to 140°C increased again to the 220°C fraction.
Below 220°C, there is a hysteresis effect on the
measured site fraction.  A sample quenched from 600°C has
trapped a non-equilibrium number of defects, both vacancies
and lithium impurities.  Heating to 140°C allows complexes
to form between the indium and the free metal vacancies, and
the associated site fraction increases substantially.  At
temperatures above 140°C the measured site fraction
decreases.  This is due to the thermal breakup of the defect94 
70 
1 
60 
12
3
50 
c 40  5  4 
f 
S.  7 
30  f 11  B 
9 
20  f 
10 
10 
0
120  160  200  240  250  320 
Temperature (0C) 
Figure 5.4. Static site fraction vs. temperature in lithium
doped ZnSe.
complexes.  Cooling the sample back to 140°C does not
recover the previous site fraction, but maintains that
fraction measured at the higher temperature.  This effect is
thought due to an out-diffusion of zinc vacancies.  In the
previous chapter it was seen that hydrogen can significantly
decrease the vacancy jump barrier, effectively increasing
the diffusivity.  Lithium apparently has a similar effect,
allowing the vacancy concentration to move toward
equilibrium at very low temperatures (above 150°C)
A loss of free metal vacancies alone does not
completely explain the data.  Assuming no further
appreciable loss at 140°C, the site fractions are still95 
expected to increase on cooling from the higher
temperatures, though not to their previous values.  A closer
quantitative look at the site fractions is necessary.  The
site fraction at 180°C is 53±1%, then 50±1% at the following
140°C measurement.  The site fraction actually decreased
slightly, rather than the expected increase.  This can be
understood if the equilibrium time at 180°C is longer than a
few hours.  If vacancies are diffusing out at 180°C, then
the 53% at 180° represents a time average of the site
fraction over the 12 hours of that measurement.  It may be
that at the end of the 180°C measurement the true fraction
was not the 53% measured over the 12 hours, but a lower
number nearer to the equilibrium value.  The subsequent
measurement of 50% at 140°C may in fact represent an
increase in the ultimate fraction reached at 180°.  At 200°C
the measured fraction is 36%.  Again this represents a time
average, though at the higher temperature the equilibrium
time is shorter, so 36% is closer to, though still higher
than, the final site fraction.  The subsequent 140°C
measurement yielded 37.6%, a slight increase as expected.
At 220°C the site fraction is 27.6%, followed by 30.1%
at 140°.  An increase of 2.5%.  By the 250° measurement the
equilibrium time should be short on the time scale of the
measurement, and the 20.4% site fraction measured is very
near the equilibrium value.  This is followed by an increase
of 5.6% to 26.2% at 140°.  And finally, 13.7% at 300°C,96 
followed by 26.8% at 140°.  At each increase in temperature
the concentration of free vacancies decreased.  Measurements
at 140°C represent an equilibrium concentration of defect
complexes involving the indium probe atoms and the residual
free vacancy concentration.  The fact that the 140° site
fractions were the same to within uncertainties following
both the 250 and 300° measurements indicates that, when
cooling above 250°, the equilibrium time is short enough
that a significant number of vacancies diffuse back into the
sample.
This model depends largely on the equilibrium time
associated with the free vacancy concentration.  In order to
measure this time constant a sample was prepared by heating
to 800°C for two hours, then quenched in water to room
temperature.  The room temperature measurement has a 53%
In/Vzn site fraction.  This sample was then heated to 175°
and PAC measurements taken in two hour increments.  This
temperature was chosen so that the equilibrium time would be
long enough to be visible over several days.  If the
temperature is too high the sample comes into equilibrium
before a significant number of measurements can be made.  If
it is too cool the sample does not change appreciably over
its lifetime.  Using two hour increments gives many data
points, though with very large error bars.  Data from this
experiment is shown in figure 5.5.  The site fraction is
assumed to change linearly within each time interval, such
that the data after two hours represents an average for97 
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Figure 5.5. Site fraction plotted as a function of anneal
time at 175°C.
t = 1 hour, the second two-hour interval gives a fraction
for t = 3 hours, etc.  Data were taken until two consecutive
measurements yielded the same site fraction.
The site fraction as a function of time was modeled as
an initial value fo decaying exponentially to a final value
fl.  The line drawn through the data represents the least-
squares fit of this model to the data.  An initial site
fraction of 66.2% is found from the fit.  This is a large
increase over the 53% measured at room temperature,
indicating that initially the vacancies, which become mobile
on heating to 175°, begin to find indium and form complexes.
The equilibrium time for this complex formation is very98 
small relative to the two hour measurement times.  After the
initial increase in site fraction, it decays in time to a
final fitted value of 36.3%, with an exponential time
constant of 17.5 hours.  This is consistent with the
behavior seen in previous samples.  The sample, after
quenching, has more vacancies than it can comfortably hold.
Below 150°C these vacancies are trapped in the sample and
the concentration remains constant.  Above 150° the
diffusion barrier is low enough that the vacancy
concentration can move toward equilibrium.  As the reservoir
of free vacancies decreases, the probability of an indium
atom having a first neighbor metal vacancy decreases, and a
lower site fraction is measured.
5.4.  Chapter Conclusions
Lithium doped zinc selenide has been studied using
perturbed angular correlations spectroscopy28.  Though
lithium is expected to be a p-type dopant in ZnSe, it is
often electrically inactive through some compensation
process.  The PAC measurements showed no complex forming
between indium donors and the lithium acceptors.  This is
consistent with the compensation problems of lithium.  The
incorporation of lithium seems to increase the zinc vacancy
concentration.  The presence of the lithium also increases
the diffusivity of the metal vacancies such that their
concentration varies above 150°C.  Lithium also inhibits the99 
formation of the low frequency static site associated with
the di-vacancy pairs.  Since metal vacancies are in
abundance, the missing site might be due to a lack of
selenium vacancies.  A highly favorable formation of Li/Vse
complexes may explain the absence of the second site, as
well as the compensation problem when lithium is used as a
p-type dopant in ZnSe.100 
6.  Summary and Conclusions
Zinc selenide is emerging as an important material in
the fabrication of technologically advanced electronic
devices.  It remains limited, however, by a poor
understanding of its defect chemistry.  We have undertaken a
study of indium related defects through the use of the
hyperfine experimental technique of perturbed angular
correlation spectroscopy.  Powder PAC samples were prepared
through a high temperature diffusion process to incorporate
dilute concentrations of the 111In PAC probe, and to
simultaneously introduce native point defects.  Samples were
sealed and a selenium over-pressure provided in order to
preserve the stoichiometric ratios.  It was found that
indium will diffuse into ZnSe at 800°C, with a penetration
depth of about 25 microns in four hours.
Metal vacancies were introduced in samples after
annealing above 1100°C.  The presence of these vacancies is
evident by the PAC signal associated with the In/V,
complex.  This PAC site has a measured axial asymmetry of
0.11, which arises from an atomic relaxation of the shared
selenium atom in the bonding of the indium and the zinc
vacancy.  This complex gives an appreciable site fraction in
samples for which the estimated vacancy concentration is
greater than 50 ppm.  By measuring the fraction of probe
atoms with a bound zinc vacancy as a function of101 
temperature, and assuming thermodynamic equilibrium with a
fixed reservoir of free zinc vacancies, the binding energy
and concentration of vacancies are found from the Arrhenius
regression.  A maximum in the zinc vacancy concentration of
150 ppm was found in these samples.  The measured binding
energy, which is taken as a lower limit, is 0.24 eV.
A second signal is also visible in the PAC spectra.
This has a lower electric field gradient and a higher
asymmetry than the In/Vzn complex.  Indirect evidence
indicates that this signal may arise from a di-vacancy
complex associated with the indium probe.
The introduction of lithium as an impurity has an
indirect effect on the PAC spectrum.  Lithium is a p-type
dopant in II-VI materials, but tends to be compensated by an
unidentified native defect in ZnSe, leaving the material
with fewer acceptors than expected.  PAC measurements
indicate that the lithium does not form a complex with the
donor indium probes.  Lithium decreases the vacancy
diffusion barriers, consequently increasing the
concentration of zinc vacancies and allowing for lower
temperature processing.  The presence of lithium caused
noticeable vacancy concentration shifts at temperatures
above 150°C.  The formation of the di-vacancy complex is
inhibited by the presence of lithium.  It is suggested that
lithium forms a complex with selenium vacancies, which
compensate the excess charge and suppress the formation of
the di-vacancy pairs.102 
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A.  Mossbauer Studies of High-Nitrogen Steels
A.1.  Introduction
This appendix describes collaborative work shared by
the OSU Department of Physics and the Albany Research Center
of the U.S. Bureau of Mines.  The purpose of the
collaboration was to perform an atomic scale analysis on
samples of high-nitrogen steel using the Mossbauer
spectroscopy apparatus at OSU.  This material was part of an
ongoing research program at the Bureau of Mines.  The
introduction of nitrogen into steel has been shown to
improve many of the physical properties of the material29.
High-nitrogen steels have greater resistance to wear and
corrosion, and have a higher tensile strength.  The role of
Mossbauer spectroscopy is to determine the location of
nitrogen within the lattice structure of varying
compositions of steel.
A.2.  Mossbauer Spectroscopy
The Mossbauer effect was discovered in 1958 by the
German physicist R. L. Mossbauer, who was awarded a Nobel
Prize for his work.  Frequently called recoil-free nuclear
resonant absorption, this technique is very similar to PAC.
Mossbauer, like PAC, utilizes the hyperfine splitting of105 
nuclear energy levels as a probe of the atomic and
electronic structure at the probe site.
We begin with the phenomenon of nuclear resonant
absorption30.  The probe nuclei are radioactive, decaying to
their ground state by the emission of gamma radiation.  The 
photon thus emitted carries the energy separating the 
nuclear excited state and the subsequent ground state.  If 
this photon is incident on a similar nucleus in its ground
state, it might be absorbed, exciting that nucleus into the
higher energy state.
The emission and absorption of the radiation must obey
the laws of energy and momentum conservation.  The emitted
photon carries energy E0, and momentum E0/1.1.  In order for
momentum to be conserved, the atom must recoil from the
emission with momentum E0A in the opposite direction.
Energy conservation requires that
En
Mv = M (v + 6v) +  -= , c  (A-1) 
where M is the mass of the atomic nucleus, v is the atoms
initial velocity in the direction of emission, 817 is the
change in v due to the photonic emission, and E0 is the
energy of the radiation.  Equation A-1 may be simplified as
E 6v = 
Mc  (A-2)
The atom will recoil with energy Er:106 
Er-
E0
2
2Mc2  (A-3) 
As a consequence of this recoil, not all of the energy
released by the nuclear decay is available to the photon.
The energy of the emitted radiation is Ey = E0  Er.
When the photon is incident on the absorbing nucleus,
conservation of momentum must also be observed.  The
absorbing nucleus also recoils with an energy Er.
Therefore, the energy available for nuclear excitation is
Ee = E0-2Er. 
(A-4)
The natural line width of the radiation may be
calculated from the Heisenberg uncertainty principle:
r=  , 
(A-5)
where r is the half width of the energy distribution and T
is the life time of the excited state.  The energy
distribution function has a Lorentzian line shape of the
form:
I(E)  ( r
1
2n) (E-E0)2+ (T/2)2  (A-6) 
Figure A.1 demonstrates the emission and absorption energy
bands relative to E0.  Typical values for Ev Er and r are
shown for a few common Mossbauer isotopes in table A.1.  It107 
EC + Er E Er  E0 0 
Figure A.1. Emission and absorption energy bands for
nuclear 7-radiation.
can be seen that the emission and absorption lines have
widths 4 to 6 orders of magnitude smaller than the line
separation and do not overlap.  This makes nuclear resonant
absorption impossible unless one or both of these lines can
be either shifted or broadened so that there is an
appreciable overlap between them.
Thermal motion of the atoms in a solid state material
will cause a broadening of these energy lines.  As the
nuclei oscillate about their equilibrium lattice positions,
there is at any given moment a velocity difference between
the emitting and absorbing nuclei.  This gives rise to a
Doppler shift in the energy of the emitted photon.  The108 
thermal broadening thus induced is generally much smaller
than Er, and does not allow for any resonant absorption.
Probe  El, (keV)  2Er (eV)  r (eV) 
1911r  129.0  4.71x10-2  4.7x10-6 
125Te  35.5  5.41x10-3  4.4x10-7 
119Sn  23.9  2.58x10-3  4.1x10-9 
57Fe  14.4  1.95x10-9  4.6x10-9 
Table A.1.  Energy values for common Mossbauer probes.
Historically, efforts were made to increase this
broadening in order to induce the resonant absorption.
There are two approaches one might take to increasing the
Doppler broadening.  First, increase the temperature of the
sample.  This usually requires extreme temperatures and at
best gives a small overlap in the tails of the emission and
absorption lines.  There is no shift in the lines and the
center of the distributions remain well separated.
Secondly, bulk motion of the sample relative to the
absorber can be used to shift the whole energy distribution
until there is a complete overlap.  The Doppler shift is
easily calculated as
03( t ) = wo(i. +  "ct ) ), 
(A-7)
and from this we calculate the necessary velocity of the
source.109 
2E,  E0
V= C =  .
E0  Mc (A-8)
For iron this is about 80 m/s, a very hard speed to maintain
in a standard laboratory.
A.3.  Recoil-free Nuclear Resonant Absorption
In 1958 Rudolf Mossbauer tried cooling a sample of 191Ir
in order to reduce the resonant absorption attributed to
thermal broadening.  Instead of decreasing, however, the
resonant absorption increased.  The explanation of this
phenomena earned him the Nobel prize in 1961.
In simplest terms, as the material is cooled the atoms
tend to freeze in place and are unable to recoil as
individual oscillators.  Instead, the entire sample recoils.
In equation A-3 we replace the mass of the single atom by
the mass of the bulk sample, and the recoil energy is
decreased by a factor of order 1022.  This recoil energy is
negligible and the emission and absorption lines overlap
completely.
The Einstein model for a crystal would say that a
nucleus recoils by interacting with phonons, or lattice
vibrations.  The vibrational modes are quantized, with a
separation of W.  If Er < VD then the energy available is
insufficient to change the vibrational state of the nuclei
and the entire sample must absorb the recoil energy.110 
The Debye model, which gives a more realistic
description of a crystal, allows a continuum of vibrational
states with frequencies in the range  (0,(1)10), where Wois the
Debye frequency of the solid.  Different frequencies have
different probabilities, however, and the probability of
recoil-free Nuclear emission is determined by the
y-radiation frequency modulation.  The frequency modulation
is caused by the nucleus vibrating about its equilibrium
position.
Given a nucleus in an excited state In) which goes to
the state In) upon decay, while the lattice changes from
IL) to IL), the nucleus will not recoil if IL) =  The 11-031­
probability of such a recoilless event is given by
f= 
ik.x
E I(Lf (A-9)
Lf
In this equation k is the wave vector of the photon and x is
the coordinate of the center of mass of the nucleus.  Let
x = xo + u, where xo is the equilibrium position of the
nucleus and u the displacement form xo.  Without loss of
generality, the origin can be shifted to xo, and taking the
Harmonic approximation, the expression for f can be written
-A <u 2> 
f = e
(A-10)111 
where uk is the component of u in the direction of the
y-radiation, and
(uP = (Li lug  lLi). 
(A-11) 
Taking the thermal average for a harmonic oscillator in the 
iTH  normal mode of vibration, 
( 2 
L'iith MW1  (A-12) 
with
1 
i)th 
e 
Bk 
1  (A-13)
Averaging over all vibrational modes, the average mean
square displacement is given by
f (td )th g (w) do) 
fg (co)tho  (A-14) 
where g(W)dW = the number of lattice sites in the interval
co to w + dw, and fg(w)dco = 3N, for a lattice with N atoms.
Putting all this together, one can obtain an expression for
f:
2E,
f = exp{  31T1 
1
1  \ g(w) dco. l toncbT  /  (A-15)
The term g(W) may be obtained from many sources.  It
can be determined experimentally from neutron scattering or112 
diffraction measurements, or calculated by means of the
phonon dispersion curve and use of either the Debye or
Einstein crystal model.
Using the Debye model, the probability of recoil-free
nuclear emission, called either the Debye-Waller factor or
the Mossbauer-Lamb factor, can be calculated as
eD 
x dx 11. f  expl- 6Er 11,IT\2r (A-16) kBeDL  4 \ 0DI  Jo ex --1.1 
In this expression we have introduced the Debye temperature
110D 
eD  kB  (A-17)
Equation A-16 may be simplified considerably in two limiting
cases.
Er  3  Tr2T2 \I 
f = exp[-k( +  27<eD, 
2  sco,  (A-18) 
6E  Tl 
f= expr- r . D kBe, 
2 
(A-19) 
From these equations we draw the following general
conclusion:
(1)  f increases when the temperature decreases.
(2) Higher Debye temperature materials have a higher
recoilless fraction.113 
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Figure A.2. Energy level diagram for 57Fe showing Mossbauer
level at 14.4 keV.
(3) The effect decreases rapidly with increasing E0.
The work here reported uses 57Fe as the Mossbauer
source.  This is implanted and sealed in a rubidium matrix.
The absorbers are various compositions of steel.  The Debye
temperatures are about 300 K and f  0.7.  Since we need ---...
both a recoilless emission and absorption, the probability
of an event is f2 = 0.5.  Figure A.2 shows an energy level
diagram for 57Fe.  The Mossbauer level is at 14.4 keV and
has a half life of 99.3 ns.  Note that the parent isotope is
57Cobalt, which has a half-life of 270 days.114 
A.4.  Mossbauer Spectroscopy
In order for this effect to be useful as a technique in
solid state physics, we must be able to use it to learn
about the structure of the material under study.  As in PAC,
we do this by noting that the probe nuclei are under the
influence of local electromagnetic fields.  These fields
cause changes (shifting and splitting) of the nuclear energy
levels.  If one can measure the positions of these affected
energy levels, it is possible to calculate the fields and
deduce the atomic and electronic environment.  There are
three interactions which are typically measured in Mossbauer
experiments.  These are the isomer shift, the electric
quadrupole splitting, and the magnetic dipole interaction.
A.4.1.  Hyperfine Splitting of Energy Levels
The full coulombic interaction between a nuclear charge
distribution pn(rj and an electronic charge distribution
pe(re)  is given by
U = -e  2 if Pe ( re Pn (rn  cited-En. 
(A-20)
With the substitution
1  2rr
3: 3:  r<  ,fin) 1' 0  ) nlmelef +3. I 
(I)
Ire  rni  i=o m=-1  21+1  (A-21) 
the integral can be expressed as a sum of terms of multipole115 
order 1.  It can further be shown that terms of odd 1 are
zero, and that terms for which 1 > 2 are negligible.  The 1
= 0 term is the monopole interaction, or the isomer shift.
The 1 = 2 term gives rise to the quadrupole interaction.
Two factors contribute to the isomer shift, the finite
size of the nucleus and differing chemical environments of
the source and absorber nuclei.  In either case the result
is a simple shift in the absorber energy levels relative to
the source energy levels.  The isomer shift is illustrated
in panel A of figure A.3.
If there is an electric field gradient at the nucleus
there will be an interaction with the quadrupole moment as
described in section 2.3 for PAC.  The Hamiltonian
describing this interaction is
e2q(2  131­ H- _I(' +1) + Ti(Ix2  Iy2 )1­ 4/(2/-1) L  (A-22) 
As before we define the asymmetry parameter T as
xx  yy v V
,  and  117,,Ilvxxla IVyy T7  ' 1 V  (A-23)
For 57Fe I = 3/2 and the eigenvalues are
e2w  n 0
E  [3m2
1 _ /(i, 1)1(1 +  )-2. 
Q  3 4/(211)  (A-24) 
The quadrupole splitting is illustrated in panel B of figure
A. 3  .----
116 
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Figure A.3. Energy level diagrams illustrating the
hyperfine interactions studied by Mossbauer
spectroscopy.  Actual spectra are shown for
various source-absorber combinations.117 
The Magnetic interaction occurs between the magnetic
dipole moment of the nucleus and the local magnetic field.
The Hamiltonian for this interaction is given by
HH = -pH = -gpm.TH. 
(A-25)
where g is the magnetic moment of the nucleus and H is the
magnetic field.  I is the nuclear spin state and g is the
nuclear gyromagnetic ratio.  This Hamiltonian has energy
eigenvalues
Em =  11711 
(A-26)
Panel C in figure A.3 illustrates the magnetic splitting for
57Fe.
A.4.2.  The Spectrometer
Now that we have a basic understanding of the Mossbauer
effect, we can begin to harness it as a technique in solid
state physics.  This is done by counting the number of
absorbed photons at different energies and relating these
numbers to the hyperfine splitting of the nuclear energy
levels.  It was shown previously that a velocity of 80 m/s
would be required to align the emission and absorption lines
of the 7-radiation.  If, however, they are aligned via the
recoilless emission process described above, then very small
velocities may be used to misalign them.  That is to say, by118 
moving the source at a velocity of a few mm/s relative to
the absorber, a Doppler shift greater than the line width is
induced and the resonant absorption is destroyed.
A Mossbauer spectrometer utilizes a vibrating source
which oscillates repeatedly through a range of velocities or
energy shifts.  The absorber has nuclei which may be
experiencing a magnetic field or an electric field gradient
which has split and/or shifted the nuclear energy levels.
This hyperfine splitting is of the order 10-9 eV.  This
energy range is readily accessible to the vibrating source.
At each velocity of the source, a series of counts are
taken.  That is, we count the number of photons which are
emitted from the source, pass through the absorber, and are
detected by a y-detector.  If the Doppler shift at that
velocity corresponds to a nuclear energy level, a fraction
of the photons will be absorbed and the count rate will
decrease.  Scanning the source through a range of velocities
in this manner will map out the energy levels of the nuclei
in the absorber.
The source is attached to a magnetic oscillator similar
in design to a stereo speaker.  A voltage applied to the
magnetic coil will push or pull the source.  By applying an
ac signal, the source can be made to oscillate smoothly
through a series of velocities.  In practice, a triangle
wave is generally applied to the oscillator.  This produces
a motion in the source depicted in figure A.4.  Note that
the velocity changes linearly with time except at the points119 
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Figure A.4. Drive signal and the position, velocity, and
acceleration of the Mossbauer source.
where the acceleration changes sign.
In order to collect meaningful data, the velocity of
the source must be recorded for each detected photon.  This
is accomplished by synchronizing a multi-channel scaler
(MCS) to the drive signal of the oscillator.  A signal is
output at the beginning of each cycle which resets the MCS
to channel 1.  A dwell time is set which causes the MCS to
step through its data channels at a fixed rate.  When a
radiation is detected, the number of counts in the current
MCS channel is incremented by one.  The MCS is calibrated
such that each channel relates to a particular velocity, or
energy.120 
For the OSU spectrometer, the source is driven at a
frequency of 12Hz and data are collected in 1024 channels.
The dwell time of the MCS in each channel is therefore
1  81.38ps/channel. t dwell  1024 channels x12Hz (A-27)
Because there is a slight dead time at the end of each MCS
pass before it can be reset, a dwell of 80 us is used.  The
amplitude of the driving signal can be adjusted so as to
increase the range of velocities.  A maximum velocity of 8
mm/s was typically used in these studies, giving a velocity
calibration of
(vmax -vmin  )  16mm/s Channel width =  15.6pm/s.
# channels  1024  (A-28)
In practice, the spectrometer calibration is performed by
measuring the spectrum of a standard absorber with known
energy splittings.  Then absorption peaks occur at known
velocities which are used to calibrate the channels of the
MCS.
The Mossbauer spectrometer design is quite
straightforward and is illustrated in figure A.5.  We begin
with the driving source, which produces a triangle wave (in
our case at 12Hz.)  This also provides the synchronization
signal to start each pass of the MCS.  The source is driven
at constant acceleration for each pass.  The absorber is
placed 4 to 5 cm in front of the source, and nuclear decays121 
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Figure A.5. Block diagram of the OSU MOssbauer spectrometer
used in these experiments.
are detected at the other side of the absorber.  If the
absorber is too close to the source the signal is distorted
because the motion of the source can change appreciably the
solid angle seen at the absorber, and because the analysis
assumes that the photons travel in a direction parallel to
the axis of oscillation.  The signal from the detector is
shaped and amplified by both a preamplifier and a
spectroscopy amplifier.  The output is then fed into a
single channel analyzer (SCA).  The SCA is used to lock in
on a single photon energy.  If the energy of the photon
falls within acceptable limits a logic pulse is sent to the
PC based MCS board and the current channel is incremented.122 
Also shown in figure A.5 is a comparator used to test
the response of the drive coil to the input signal.  Along
with the drive coil, there is a pickup coil in the Mossbauer
drive.  The signal from the pickup is compared with the
input drive signal to insure that the drive is functioning
properly.
For spectrometer calibration the MCS board also
functions in a pulse height analysis mode.  In this mode the
amplifier output is fed directly through to the computer and
digitized.  The amplitude of the signal is then used as the
offset into the MCS channels and there is no dwell time
scanning.  This produces an energy spectrum for the
MOssbauer isotope and is used to set the energy limits of
the SCA.
A.4.3.  Mossbauer Data Analysis
There are three types of sites evident in Mossbauer
spectroscopy.  The first is for the probe nuclei
experiencing neither a magnetic field nor an electric field
gradient.  The nuclear levels are not split and a single
absorption peak is the result.  All peaks are taken to be
Lorentzian in form and, allowing for a possible isomer
shift, this is modeled32 as
hr2 pi(v) 2+r 2 4(v vo )  (A-29) 123 
In this expression h is the peak amplitude, r is the full
width at half maximum, and vo is the center of the symmetric
distribution.
The electric quadrupole interaction splits the nuclear
energy level, though not completely.  In the case of Fe, the
Mossbauer state is spin 3/2.  This is split into the two
levels ±3/2 and ±1/2.  Consequently, instead of a single
peak in the absorption spectrum there are two.  These peaks
are not independent however.  Both peaks have the same
amplitude, the same width, and are equidistant from a
central velocity.  The expression for this absorption
doublet is
hr2  hr2
P.r.r(v) 4(v-vo+d)2+r2  4(v-vo-c)2-Fr2'  (A-30)
where d is the distant from vo to each peak center.
The magnetic interaction completely lifts the
degeneracy of the nuclear levels.  The Mossbauer transition
can follow one of six possible decay paths for the spin 3/2
state of 57Fe.  These six transitions are shown graphically
in panel C of figure A.3.  The sextet of peaks requires six
lorentzians for modeling.124 
Pv.r(v),
h r2 h r2
4[v  (v0- ) + cli+ 2d2)2 + r2 
+ 
4[v  (v0- ) di+ 2d2j2 +1'2
hr2  hr2  (A-31) + +
2 +  r2 4[v  (v0 + E) ) + di+ 4[v- (v0+6)-d1-d2]2  + r2 
hr2  hr2 +  di]2 + r2  +  dii2 +r2 4[v  (vo+ e ) +  4[v  (vo+ ) 
In this expression d1 is the distance from vo to either peak
3 or 4, and d2 is the distance between peaks 1 and 2,  2 and
3,  4 and 5, and 5 and 6.  If the interaction is combined,
involving the electric quadrupole moment as well, the
additional asymmetric splitting is included with the
parameter E.
A complete MOssbauer spectrum can be modeled as a sum
of such sites and is written
n 
Y(v) = B(v)  EPi(v). 
i=1.  (A-32) 
B(v) is the background and is generally taken as a constant.
The Pi(v) are the appropriate expressions from above which
describe the data, and are summed over n, the number of
distinct probe environments, or sites.125 
A.4.  Mossbauer Spectroscopy of High-Nitrogen Steels
Samples of nitrogen containing steel were prepared at
the Bureau of Mines in one of two processes.  The first was
to melt the steel in a furnace under a high-nitrogen over­
pressure33.  Several pressures were used, ranging from one
to 2,000 atmospheres.  The concentration of nitrogen
increased with pressure up to a few atomic weight percent at
2,000 atmospheres.  Another technique for the incorporation
of nitrogen was a process of mechanically alloying the metal
under an over-pressure of nitrogen.  In the mechanical
alloying process, the constituents are placed in a drum
containing many hardened steel balls.  The drum is sealed
under the nitrogen atmosphere and the contents stirred for a
period of 20 hours.  In this way carbon, aluminum,
manganese, etc., are incorporated into the iron, producing
the desired steel compound in the form of a fine powder.
Mechanically alloyed samples were also found to contain
nitrogen at the level of a few atomic weight percent.
A number of tests have been performed at the Bureau of
Mines to measure the mechanical properties of these
samples34.  It has been found that the incorporation of
nitrogen increases the corrosive and wear resistance of the
steel, as well as yielding a higher tensile strength35.  A
detailed understanding of the role nitrogen plays in these
materials requires an atomic scale analysis.  This is to
determine how the nitrogen interacts with the lattice, and
to measure the fraction of dilute nitrogen precipitates126 
which form in the bulk of the material.  Mossbauer
spectroscopy presents itself ideally to the study of these
materials36.
With this goal in mind a collaborative research effort
was initiated between the Bureau of Mines and the OSU
Department of Physics.  We performed exploratory Mossbauer
measurements on samples prepared at the Bureau using
existing equipment at OSU.  These measurements demonstrate
that Mossbauer is in fact an appropriate tool for this
analysis.  Due to insufficient resources (in time, money,
and expertise), it was determined that further work was
warranted but could be done more efficiently elsewhere.  A
new collaboration was formed to include established experts
in the field of iron Mossbauer in steels, and the work has
continued successfully under their direction.  Results
presented here are to illustrate the utility of the
technique, and to illustrate the exploratory studies
conducted at OSU.  The more detailed work remains in
progress elsewhere with results soon to be published37.
The data presented here are for samples of pure iron
and of a steel compound containing iron with 2% aluminum.
Each of these samples was prepared by the mechanical
alloying process.  Measurements were made on samples with
and without the incorporation of nitrogen.  Figures A.6 and
A.7 show the Mossbauer spectra for the pure iron and for the
iron containing nitrogen.  Included with the data is a line
showing the least-squares fit of the data to a single sextet127 
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Figure A.6. Mossbauer spectrum for pure iron sample showing
a single sextet of lorentzian peaks.
of absorption peaks.  Figure A.6 shows a very clean
spectrum, illustrating the sextet of absorption peaks in
iron.  These six peaks arise from a single probe environment
and are indicative of a high purity sample.  In figure A.7 a
noticeable distortion is present in the spectrum.  The lines
are significantly broadened and the amplitudes are not
consistent with the best fit to a single site.  The simple
interpretation is that a significant number of probe atoms
have a nitrogen atom in the near vicinity which is
distorting the local magnetic field.  A second well-defined
site is not evident, indicating that the nitrogen may occupy
a variety of positions relative to a given probe atom.128 
Velocity [mm/o1 
Figure A.7. Mossbauer spectrum of iron mechanically alloyed
for 20 hours under a nitrogen over-pressure.
Figures A.8 and A.9 show the data from the Fe+A1.02
compounds.  The data in the first figure has two distinct
probe sites.  The first is the same sextet of peaks seen in
the pure iron spectrum.  The second site is a single peak
near Vo.  This peak arises from a probe experiencing no
magnetic field, and is associated with a non-magnetic phase
of the material in which the iron has a near neighbor
aluminum atom.  The least-squares fit of this data to a
two-site model is very good, indicating that the aluminum
has a strong preference as to how it is incorporated into
the lattice, and further, that no other impurities are
present in the material.129 
Figure A.8. Mossbauer spectrum of FeA10.02 after 20 hours of
mechanical alloying.
Figure A.9 shows data taken on a sample prepared
identically with the first, with the exception of a nitrogen
over-pressure.  Again two sites are evident, though not as
clearly due to an overlap of the peaks.  Rather than a
magnetic and non-magnetic mix however, the sample now has
two separate magnetic phases.  One of these phases is
identical to that of the magnetic phase in the previous
sample.  The second phase results from the incorporation of
the nitrogen, which apparently forms a complex or
precipitate with the aluminum.  This conclusion is drawn
because the aluminum phase from the previous sample has
disappeared entirely.  Shown in the figure is the two-site130 
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Figure A.9. Mossbauer spectrum showing the effect of a
nitrogen over-pressure on mechanically alloyed
FeA10.02 samples.
fit to these data.  The second site, which we associate with
an iron-aluminum-nitrogen precipitate, fits well to a single
sextet, however the lines are extremely broad, too broad to
come from a single well-defined site.  A better fit can be
obtained by allowing a distribution of fields, which would
arise if we allow different orientations of the complex with
respect to the probe nuclei.
From the data shown only general conclusions can be
drawn regarding the nitrogen interaction with the host
lattices.  Further measurements are necessary to form a
detailed picture of these systems.  A wide range of
compositions are under study, both with respect to the host131 
and to the nitrogen concentrations.  It has been seen that
this is a useful approach toward understanding the atomic
structure of high-nitrogen content steels.
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B.  The Computer Interface
The PAC spectrometer is interfaced to an MS-DOS
computer via an eight bit I/O board.  Events are detected
and processed by the TAC/ADC and by the twin SCA's.  Once
these components have processed their information, it needs
to be stored for later analysis.  This is accomplished by
generating a hardware interrupt on the I/O bus of the
computer.  This allows the computer to read, process, and
store the information, and then reset the spectrometer
electronics for detection of a new event.  By using an
interrupt the computer is also available for data display
and analysis, for file management, and for other computing
needs without affecting the collection of data.
The I/O board is a commercial digital I/O board from
Computer Boards Inc.  It utilizes a single Intel 8255
peripheral interface chip for all I/O activity.  This chip
has three addressable eight-bit data registers.  Registers A
and B can be individually configured for input or output.
Register C can be configured as two 4 bit ports (labeled CL
and CH,) and each can be configured for input or output.
The four twin SCA's on the spectrometer contain eight
routing lines, which are tied to port A for input on the
8255.  The ADC is set to a full scale of 1024, or 10 bits.
The lowest eight bits are input through port B on the 8255,
and the upper two bits are read into the CL register.  A133 
third bit is read from the ADC into CL to indicate when the
ADC has finished converting.
When the ADC detects a pulse at its input, it puts out
a BUSY signal to tell other devices that it is processing a
signal.  This BUSY signal remains active until the ADC is
externally reset.  The spectrometer uses this signal to turn
off the TAC so that subsequent events cannot reset the
routing information.  This BUSY signal is also used in the
computer interface to interrupt the computer.  When this
signal is detected by the computer, the cpu finishes its
current instruction, saves its registers, and executes the
code pointed to by the associated interrupt vector.
Depending upon the speed of the computer, it may take
several microseconds to interrupt the computer and have it
read from the I/O lines.  By interrupting the computer when
the ADC first begins converting, the computer can be ready
to input before the ADC has finished.  The interrupt routine
first reads the routing information from port A.  If this is
an invalid detector combination the system is immediately
reset.  Otherwise, the routine polls the ADC READY line
until it has finished converting.  By coupling the ADC Ready
line with the high bits of the ADC output it is not
necessary to read the two high timing bits from the ADC as a
separate operation.  Once the ADC READY line is found set,
the two high timing bits are stored and the low timing byte
is read from port B.  The timing is multiplied by four and
this is used as the offset address into the data buffer.134 
The routing information is an eight bit number.  The
interrupt program has a lookup table which relates routing
bytes to memory locations.  The routing byte is used as an
index to this table and an address is read for the
appropriate data sector.  As an example, suppose that an
event occurs where 71 is detected on detector 0,  y2 on
detector 2, and that the two events are recorded 200 ns
apart (assume that the time calibration of the TAC/ADC is 1
ns/channel.)  The computer is interrupted when the ADC
begins converting, and the routing is read.  This would
appear in binary as 0010 0001.  The lowest bit representing
a start event on detector zero and the sixth bit a stop on
detector two.  In decimal this is 21.  We use this number to
lookup the 21st entry in a table of addresses and find
1000H, the offset of the first sector in the data buffer.
There are actually nine sectors of data stored in memory.
The first one, at offset 0,  is for storing invalid events,
and is used primarily for calibration and system debugging.
Normally invalid routing events are ignored so sector 0 is
empty.  Table B.1 lists the valid sectors and their offset
into the data buffer.
The data buffer contains nine 4k sectors and so
occupies 36k of memory space.  The lookup table itself must
contain 256 2 byte elements and generally is empty except
for the eight valid detector combinations.  The spectrometer
operator has access to this table and can reroute any event
into any of the nine sectors.  For timing calibration we135 
have no valid routing information and so route all events
into sector zero.  At times, especially while debugging
spectrometer problems, it is convenient to route certain
invalid events into one of the other data sectors for
inspection.
Sector  Detector  Routing Byte  Offset 
pair  Binary  Decimal 
0  others  Invalids  0 
1  0/2  00100001  21  1000H 
2  0/3  10000001  129  2000H 
3  1/2  00100100  36  3000H 
4  1/3  10000100  132  4000H 
5  2/0  00010010  18  5000H 
6  2/1  00011000  24  6000H 
7  3/0  01000010  66  7000H 
8  3/1  01001000  72  8000H 
Table B.1.  Detector combinations and sector routing.
Under normal operation, valid events are read and
stored in the sector of the data buffer pointed to by the
routing byte.  The data buffer acts as a multichannel
scaler.  Initially all elements are zero.  Each time a valid
event occurs an address is calculated from the routing and
timing information and the channel at that address in
incremented.  This gives us a record of the number of double
decays as a function of time and angle.
The interrupt routine is a terminate and stay resident
(TSR) program written in assembly language for optimum speed136 
and size.  The program occupies about 40k of RAM when
loaded, and can be loaded into the high memory area on the
386 based spectrometer computers.  Of this 40k, 36k is used
by the data buffers and the rest is the program code to
control data input and to interface with analysis programs.
There are several interface functions built into the
interrupt program for data control and transfer.  These
functions are accessed via a software interrupt.  The
interrupt program ties itself into two interrupt vectors.
The first is a hardware interrupt tied to the spectrometer
for data collection.  The second is a software interrupt
accessible from other programs to control and transfer data.
We use interrupt 7 for control since this is generally
unused on standard systems.  The control functions are
accessed by other programs through this interrupt, with
specific cpu registers used to pass parameters and specify
which function to initiate.  The interrupt routine itself
has no file I/O system, and this requires the interaction of
a secondary program for data storage.  Table B.2 describes
each of the functions, along with their calling number and
necessary parameters etc.137 
#(AH)  Description Registers
0  Returns the address of  In  None
the data buffer.
Out  DX = segment
CX = offset
1  Clears the data  In  None
buffer.
Out  None
2 Write a sector of data  In  AL = sector #
to an array at the  ES = segment
specified memory  SI = offset
location.  4 bytes by
None 1024 elements. Out
3  Read a sector into the  In  AL = sector # 
data buffer from an  ES = segment 
array at the specified  SI = offset 
address. 
Out  None 
4  Returns version number  In  None
for the interrupt
routine.  Out  CX = version #
5  Returns the address of  In  None 
the routing table. 
Out  DX = segment 
CX = offset 
6  Sets a flag to show or  AL = 1: flag on 
hide an indicator of  AL = 0: flag off 
activity in a selected 
sector.  None 
Table B.2.  Interrupt function calls for data collection.
Function 6 in the table is used in determining sector
activity.  When this function is used to set a flag in the
interrupt routine, a small display of eight lights shows up
in the lower right corner of the screen.  These lights count
upward in binary every time an event occurs in the selected
sector.  This is only useful on a screen designed to hold
this information.  The program assumes a specific screen138 
mode and writes directly to the video display memory.  The
acquisition program provides such a screen, along with a
display of the routing table.  One can cursor through this
table to all possible detector combinations, from a timing
event for which there is no energy information (routing byte
0000 0000), to one in which every detector records both a
start and a stop (1111 1111).  All but eight of these are
invalid, meaning they can't correspond to the double
emission from a single nucleus, but they are still present
in the system, and for debugging purposes this information
is quite useful. (Even when the spectrometer is operating
correctly the invalid event 0000 0000 is the most frequent
on the system.)
This system has proven to be highly effective and
flexible.  The acquisition routine loads memory resident and
operates almost transparently.  The computer is then free to
run any other standard DOS program.  It is possible to
include software interrupt support through most high-level
language compilers, which are much better suited for
graphical data display, for mathematical manipulations of
the data, and for file transfer.  While extremely high count
rates can affect the computer response to other programs,
such count rates are infrequent since they yield poor PAC
data with problematic backgrounds.
We have found this interface easy to install and
maintain.  It provides reasonable count rates, handling up
to 20,000 counts per second without a noticeable lag in139 
system performance.  The structure allows for the data
transfer and analysis programs to be developed and written
in any high level language to suite changing needs without
worrying about the collection subsystem.140 
C.  PAC Data and Data Analysis
C.1.  Introduction
As a part of this thesis research several computer
programs were developed to facilitate data analysis.
This includes software for spectrometer control, data
collection and on-line processing, file management
utilities and programs for fitting raw data, reduced data
and multiple simultaneous data sets.  The purpose of this
appendix is to present information relevant to the
analysis of data in our labs.  The next section describes
the common problems seen with real data, aspects not
fully described by the theoretical development of section
2.3.  Following sections will discuss the principle tools
of data analysis; the fourier transform and the least-
squares fitting procedures.
C.2.  Real Data
The expressions used to describe PAC data developed
so far have represented idealizations.  If an ideal PAC
spectrometer could be developed, it would have perfect
time and energy resolution, perfect alignment of all
sectors in time, and a truly flat background.  In
practice, however, we cannot obtain any of these
characteristics in real data.  To the extent that each of141 
these deviate from the ideal, our data are not
represented by the theoretical expressions so far
presented.  A look back at the raw data shown in figure
3.6 shows that the background is not flat and that the
initial peak at To is not completely abrupt.  A complete
analysis of data requires that systematic errors be
correctly accounted for.
C.2.1.  Instrumental Broadening
Associated with each detector is an uncertainty in
the time measurement of an event.  We call this the time
resolution of the detector, and model it as a normalized
gaussian with the single parameter, the full width at
half maximum (FWHM).  What this means is that if we were
to measure repeatedly a particular event which we knew
always occurred at a given time relative to our start, we
would actually see a gaussian distribution of times,
centered around the expectation value.
The time resolution function is measured as a part
of our calibration procedure by measuring the prompt peak
of 22Na. This is a two-gamma decay process where the
intermediate state life time is less than the channel
width of our spectrometer.  The stop gamma occurs
essentially simultaneously with the start, and we see a
sharp peak centered at Ty with a width characteristic of
the time resolution of the detectors involved.  The time
resolution function is thus a gaussian of the form142 
h(t) = ae-a2t2 . 
(C-1)
The effect this has on our data is to broaden out
the peaks in the oscillations.  This broadening is
introduced mathematically as the convolution of the time
resolution function with the raw data.  A convolution is
defined as
00 
h(t) *C(t) = fh(t)C(t-r)d-c. 
(C-2)
In the formulation for R(t), we must now include
this convolution with each sector.  We assume that each
detector has the same FWHM so that a single h(t) can be
used for each.  Since the convolution is a linear
operator which only depends on time, we can cancel out
the detector efficiencies and the sample activity as
before.  Then
R(t)- 2  h(t)*[e-t/I(W(180°,t)-W(90°,t))] 
h(t) *[e-t/t(W(180° ,t) + 2W(90° ft))] 
h(t) *e-titA2G2(t)  (C-3) 
h(t) *e -tit 
Since the FWHM for the time resolution function is less
than 1 ns for BaF crystals and less than 3 ns for NaI,
e-t/I looks like a constant under this integral.  The life
time of the probe nuclei is long compared to the time
resolution.  Therefore the exponential can be brought out143 
of the integrals and we get a simplified experimental
A2G2(t) function of the form
R(t) = h(t) *A2G2(t). 
(C-4)
The effect this has on the data is to broaden any
feature which changes on the time scale of the resolution
function.  This applies especially to the peak at to, and
to rapid fluctuations in the G2 spectrum as well.  The
time resolution of the spectrometer is a parameter which
can be fitted when fitting R(t).  It is best however, to
measure this and keep it fixed when fitting, since there
can be a high correlation between this and other fitting
parameters.  The calibrated FWHM is stored in raw data
files and is carried along in the R(t) files as well.
C.2.2.  To Alignment
The next problem to deal with is the To alignment.
Ideally the t = 0 point of each sector would fall exactly
in the same channel as all other sectors.  This,
unfortunately, is seldom the case.  The experimental data
are not a continuous function of time, but rather,
cij(6,t) = cij(9,to+ns), n=0, 1, 2, ...nmx. 
(C-4)
For each sector there is a different To, and when we form
R(t) the oscillations in G2(t) are not precisely aligned.
This again has the effect of broadening the spectrum.
The peaks and valleys become shallower and wider, and in144 
extreme cases, may be washed out altogether.  Since the
physics is often related not only to the frequencies of
the spectrum but to the line broadening as well, we would
very much like to minimize this problem.  Toward this end
each sector is shifted by an appropriate offset such that
each has its To in the middle of the first channel.
This assumes that the To's for each sector are
known.  In practice two methods are used to determine the
To positions of each sector.  The 22Na prompt peak used
for the time resolution calibration gives a precise
measure of the To location.  This, however, is a tedious
process which is only done occasionally.  A good
approximation to the To position can be made by taking
that point in time corresponding to the midpoint of the
To peak above background.  For the purposes of data
analysis, it is not as important that the To's are found
precisely as that they are found consistently.  The
actual To position of the experimental A2G2(t) function is
a fitting parameter and can be adjusted.  As long as the
individual sectors are aligned in time, the peaks and
valleys defining each PAC site will not have additional
broadening introduced through systematic errors.
When aligning the sectors, each is shifted by a
whole number of channels, even though the precise
position of To may fall anywhere within a channel.  A
more precise alignment would use a fractional channel
offset, taking a weighted average of two channels as the145 
true data point at each time point in the R(t)
formulation.  Using whole number offsets may introduce an
additional broadening of up to one half the channel
width.  We use a channel width which is less than the
time resolution of the spectrometer, and uncertainties of
half a channel are not significant.
C.2.3.  Background
We assumed in the ideal case that Bil(0,t) = Bid.
That is, the background for each sector is constant in
time and does not explicitly depend on the angle.
Frequently this is not the case.  Whether or not it is a
good approximation depends largely on how well the
spectrometer is running, since most of the non-flat
background comes from instrumental problems.  Problems
with trigger levels on constant fraction discriminators
have been known to introduce very strange structure into
background, as has improper energy window settings.  A
proper analysis of real PAC data requires an
understanding of several common background problems.
First of all, the background from random events will
not be completely flat.  For uncorrelated events there is
a higher probability for seeing a short time event than
for a long time event.  The reason being that if we get a
start for which there will be an uncorrelated stop at
some long time, there is some probability that an earlier146 
random stop will get through first, stopping the TAC
before the longer event has been recorded.  The
probability for this to occur at shorter times naturally
decreases since the time window through which the
intervening radiation can enter is reduced.  Thus, the
background is expected to decrease exponentially toward
longer times.  This problem is noticeable only at very
high count rates, and is negligible due to lower counting
statistics over most of the life time of a typical
sample.
A more problematic background arises from an overlap
between energy peaks.  When the energy resolution of a
detector is poor, the tails of the 7-peaks often overlap
each other.  If an energy window of the SCA overlaps the
tail of the other peak, then there is an appreciable
opportunity for a radiation of one energy to be recorded
within the window of the other.
Consider a possible 0/2 event for which the low
energy start gamma comes out in the high energy tail of
the low energy peak, and falls into the high energy
window of detector 0.  If the high energy stop gamma from
the same nuclear decay happens to fall in the low energy
tail of the high energy peak and enters the start window
of detector 2, then what we get is a real correlated
event with the timing of a 0/2 event but routed as a 2/0
event.  The slight exponential decay to the left of To
in the data of figure 3.6 demonstrates this effect on147 
background.  At negative times there is an exponential
decay curve which arises from events for which the
routing has been reversed.
This introduces two errors into the data.  The first
is that background becomes harder to estimate since the
negative time counts no longer reflect true background.
The other error is more subtle.  The broadening of the To
peak and the different timing alignment for each sector
cause the misrouted data to overlap the first several
channels of the true data.  This makes it more difficult
to estimate the position of To, and adds counts which can
be misinterpreted in the first few data channels.
It should be noted that the stronger a sample is,
the more exaggerated all background problems tend to be.
The best signal to noise occurs for low sample activity
at the expense of longer runs.
C.3.  Frequency Analysis
The G2(t) function contains all of the interesting
physics, and we would like to extract from R(t)
parameters which describe the environment of our probe
nuclei.  In general, G2(t)  is a sum of cosines.  The
quadrupole interaction splits the intermediate level into
three states for the spin 5/2 system, and three
corresponding frequencies are measured.  A discrete
fourier transform is a convenient method for extracting
these frequencies.  All of our data processing programs148 
have fast fourier transform (FFT) algorithms built in for
display and analysis.  In as much as the fourier
transform is such an important part of the analysis, a
few relevant properties of the transformation process are
presented here.
The algorithms we use for FFTs come from 'Numerical
Recipes3" and are fairly standard.  The discrete FFT
takes N data points evenly separated by time 8 and
returns N corresponding transformed points in frequency
space.  Thus, given some function f(tk), where tk = k8,
and k = 0,  1,  2,  ..., N, the FFT returns a function
n  n=- N F(un);  vn= No  2  2  (C-6) 
From this it can be seen that
. v
1  ,  and vmax = 
1 
num  2N6  26 (C-7) 
For "In PAC, 2N is typically about 1000 and 8 = 1 ns.
This gives a measurable frequency range of 6 to 3000
Mrad/sec.
Frequencies below this range cannot be detected
without increasing the time calibration, which is often
possible.  Even then, the lower limit is bound by the
lifetime of the probe state.  N5 is the length of the
data set in the time domain, and useful data can only be
collected out to about five lifetimes, or 600 ns.  At 600149 
ns, the frequency resolution is 5.2 Mrad/sec, and this
represents the practical limit.
High frequencies are another problem.  The upper
limit corresponds to the Nyquist frequency, and any
frequencies beyond that will be aliased into the measured
range.  It is possible to demonstrate aliasing in a
simple way, as shown in figure C.1.  In this instance a
series of sine functions are plotted, each one increasing
in frequency.  To the right of each curve is the fourier
transform of the simulated data.  One hundred data points
were used to calculate each sine wave.  The first panel
shows a single cycle represented very smoothly by the
data set.  As the number of cycles increases, the curve
becomes more jagged, revealing the underlying discrete
nature of the data.  At fifty cycles (panel d) the
amplitude is severely suppressed, as each oscillation is
represented by only two data points.  This is the Nyquist
limit, and the peak in the fourier transform is only half
visible at the upper edge of the spectrum.  The final
panel shows the discrete curve at 101 cycles.  This is
beyond the Nyquist limit, and the data appear the same as
that of panel a, with a single period.  The Nyquist
frequency of the PAC spectrometer is determined by the
time calibration.  The finer the timing resolution the
higher the frequencies which can be accurately measured.
It is customary to preprocess data before the
fourier transformation.  The purpose of this processing150 
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Figure C.1. Aliasing of a discretely sampled periodic
signal.
is to make the transformation algorithm more efficient,
and to make the resultant spectrum cleaner.  The fast
fourier transformation procedure requires as input 2N
data points.  This necessitates padding the end of the
data set with zeros in order to extend it to the next
power of 2.  Since the frequency resolution of the
fourier spectrum is inversely proportional to the number
of data points, padding with zeros gives more frequency
points over the same band width, and consequently a
smoother frequency spectrum.  Data sets typically have
512 or fewer points, so 512 is the minimum number of
points used in the transformation.  For aesthetic151 
reasons, however, this is often extended to 2048 or 4096
points.
The time data is also windowed before the
transformation.  Data are windowed by multiplying the
entire set with a weighting function.  This is typically
a bell shaped function, centered at To and monotonically
decreasing to zero at long times.  The effect of
windowing is to modify the shapes of the peaks in the
fourier spectrum and to decrease the side bands.  There
are numerous windowing functions available from the
literature, and many of these are coded into the data
analysis routines.
C.4.  Data Fitting
The purpose of data fitting is to model the
experimental data with an empirical or theoretical
mathematical function.  Empirical fits allow for trend
prediction through interpolation and/or extrapolation of
the model.  Fitting to theoretical expressions takes this
a step further by using physically relevant parameters
which describe the system on a more fundamental level.
We use a least-squares fitting procedure to determine
which of several possible models best describe a
particular data set, and to extract from that data
physical parameters associated with the atomic152 
environment of our probe.
C.4.1.  The Marquardt Algorithm
The Marquardt algorithm is the least-squares fitting
procedure. It is used extensively to fit data to
nonlinear functions of many parameters.  It is completely
general in application and easily implemented in
practice39.  We begin by introducing x2.  X2 is a measure
of the goodness of fit of the model to the actual data.
It is defined as
2  E  [yi -Y(Xi) ]2 
(C-8)
where yi is the iv.' data point, oi is the uncertainty of
that point, and y(xi) is the value of the fitting
function.  A more useful form is the reduced x2, which is
scaled by dividing the expression above by the number of
degrees of freedom, u = (number of data points  number
of free parameters).  When we refer to x2 we almost
always mean the reduced x2.
2  X2 
(C-9)
The meaning of statistical uncertainties is that, on
average, the real function will pass within the error
bars of the data 68% of the time.  If the average153 
deviation of the data from the fitting function is given
by the statistical uncertainties, then, for a good fit,
each data point is expected to contribute about 1 to the
value of x2. The reduced x2 then approaches 1 for a good
fit.  As a general rule of thumb, if x2 > 1.5, the data
is not represented by the fitting function.  If X2 < 1.0
the uncertainties have most likely been miscalculated.
On a good fit expect to see x2  1.1.
Least-squares fitting routines try to minimize the
value of x2.  Since the fitting function y(xi) appears in
X2,  X2 it is actually a function of all of the fitting
parameters.  Data fitting algorithms search parameter
space for minima in the value of x2.
The Marquardt algorithm actually is two search
methods built into one.  The first is a gradient search,
or method of steepest descent.  This method calculates
the partial derivatives of X2 with respect to each of the
free parameters, then increments each of the parameters
along the direction of steepest descent.
X2 (ai+ f Aa j)  X2 (ai) ax2
(7'2)3  aa3 
Ce 
fAa  (C-10) 
6a = (7x2 )  Aaj.
The step sizes, Aay are user specified fractions of the
parameter values.  Larger step sizes give a faster
convergence, though less accurate.  This method works154 
very well when the parameters are fairly distant from the
minimum, slowing considerably as it nears convergence.
The second search method used in this algorithm is a
good  compliment to the gradient search.  It converges
poorly for distant initial parameters, but once it gets
close to the minimum it converges quickly.  The method is
to linearize the fitting function by making a first order
Taylor expansion.
Y(x) =Y0(x)  8-17°(x)
j=i  vaj  (C-12)
Inserting this into the equation  for x2gives
x2  fyi  (X  rai1}2). 
ad  °  ci t  j = 1  (C-13) 
This is minimized with respect to the Says by setting the
derivatives equal to zero.
TIaY0(xi)  ilaY0(x) axe  -2 E(  1  yo (xi)  6a  1  )- o.
a6ak  j= 1  aai  aak  (C-14) cri 
This gives a set of n simultaneous equations which can
be solved for the parameter increments Sal.  These
equations are simplified by defining155 
_ 1  ax,!,  v.{  ayo (xi ) 
}
L-d  2[Yi- Yo(xi)] aak  as k Ql  (C-15)
{ 1  aY0 ( Xi )  ayo  ( Xi ) 
ajk  Ea 
2  aa  aak  (C-16) 
It can be shown that, in the linear approximation,
pk = E (6ajajk) .
j=1  (C-17) 
Defining the error matrix e = a-1, the parameter
increments can be written in the matrix form
(5a  = p e. 
(C-18)
p and a can be calculated directly from equations C-15
and C-16 above, and the parameter increments solved for.
Because of the linear approximation to the fitting
function this method is very poor far from the minimum,
but it converges quickly and precisely near the minimum.
The Marquardt algorithm combines both the gradient
search and functional linearization into a single fitting
procedure.  Rather than using some criteria for selecting
one or the other method, this algorithm performs both
simultaneously, weighting the contributions of each so as
to insure that x2  decreases with each step.  Both 
procedures can be cast in a similar form, with the 156 
difference being the diagonal elements of a
parameterization matrix.
p= &ace,
(C-19)
ajk (1+ A)  for j =k 
ajk =  aik  for j* k 
For large values of X.,  pi= Xbajaji,  which gives increments 
in the direction of the gradient search, scaled by kali. 
For small ?  it reduces to the linearization of the 
fitting function. 
As it turns out, the two methods give directions 
which are at nearly 90° from each other.  The gradient 
search tends to move directly toward the minimum, but has 
trouble landing on it.  The Linearization procedure 
actually tends to spiral around the minimum and is very 
inefficient when far away.  As it approaches the minimum, 
however, it does converge more quickly.  The Marquardt 
procedure utilizes both techniques by moving the 
parameter increments in a direction between that 
prescribed by either method alone.  The weighting is such 
that far away the gradient search dominates and closer in 
the linearization takes over.  In practice, we start with 
a small value of X, hoping that our initial parameter 
estimates are good.  At each step x2 is calculated.  If  X2 
increases, X is increased by a factor of 10 and new 157 
parameter increments are found.  Otherwise A. is decreased
by a factor of ten.  The process is done iteratively
until consecutive values of x2 are the same to within a
preset limit.
There are other benefits that each method derives
from the other.  In the straight gradient search the user
must specify the parameter increments.  This is avoided
in the linearization procedure since the step size is
calculated directly.  Also, the first order Taylor
approximation is really only good very near the minimum.
In a program which utilizes only the linearization
technique, higher derivatives are required, and these
derivatives significantly increase the processing time.
By only relying on the linearization near the minimum,
the first order approximation is acceptable.
C.4.2.  Extension to Simultaneous Data Sets
As an aside to the research reported in this thesis,
a program was developed for simultaneously fitting
multiple PAC data sets.  A brief description of the
necessary extensions to the standard fitting routines is
included here for the sake of posterity.  The goal in
this project was to simultaneously fit 60 data sets taken
on twelve different samples.  Each sample having a
different doping level, and with PAC measurements taken
across a wide temperature range.  A model was developed158 
which included dynamic effects of the probe environment,
and in order to extract the most meaningful parameters it
was necessary to fit all the data at once.
The difficulty in this project arises because for
each data set there is a set of parameters which are
local to that data, and also a global set of parameters
which describe all of the data sets at once.  If each
data set depended only on its own parameter set, the
simultaneous fitting reduces to fitting each data set
separately, and could more easily be accomplished as a
sequential fit to independent parameter sets.  On the
other hand, if all the parameters were global, belonging
to every data set, the fitting could again be reduced.
This would be equivalent to a single fitting function
describing a long and discontinuous data set.  While not
as straightforward as the sequential fitting of
independent sets, this would be a relatively simple
extension to the fitting procedures.
The combination of both local and global parameters,
however, is not so trivial.  A major problem is simply
one of book keeping.  The fit involved 60 data sets,
averaging 225 data points each.  Each data set had eight
local parameters which could be varied under the fitting
procedure, and there were fifteen global parameters
belonging to all 60 data sets.  The computer had to keep
track of 13,500 data points and 495 fitting parameters.
A workable user interface requires having access to an159 
editable list of attached data files, along with the
particular parameters belonging to each.  It is necessary
to be able to set each parameter value and to indicate
whether that value should be allowed to vary or not.  In
order to gauge the success of a particular fit, it is
necessary to plot each data set and overlay the fit, and
further, to calculate and report a X2 for each set as
well as the global X2 value.
Each iteration of the fitting algorithm requires two
computationally intensive steps.  The first is to
calculate the partial derivatives of the data with
respect to each parameter and at each data point.  This
is typically calculated and stored in an n x m array, for
n parameters and m data points.  For a single data set
such as those shown in the body of this thesis we have
eight parameters and about 500 data points, so the
derivative matrix takes approximately 16k of memory (4
bytes per data point).  For the simultaneous fit of all
60 sets, however, this array would have over six million
elements and require about 26 megabytes of computer
memory.  Considering also the processing time for the
numerical calculation of this matrix, this approach is
not practical on a desk top personal computer.
The size and processing time of the matrix are
significantly reduced if only the non-zero elements are
calculated and stored.  Since each data set depends at
most on eight local parameters, only about 110,000 of160 
those six million elements can have non-zero elements.
The procedure then, is for each parameter to locate only
that data which depends on it when calculating its
contribution to the derivative matrix.  For the global
parameters this requires stepping through each of the
attached data sets, but for all local parameters only the
associated set need be considered.  Once the derivatives
have been calculated, the a and 0 matrices are summed and
the rest of the fitting follows as before.  This allows
the procedure to work on a reasonably powerful MS-DOS
computer.
The second major computational process involved in
the fitting is in taking the inverse of the curvature
matrix.  This is a symmetric n x n matrix, where n may be
as large as 480.  There is no convenient way to reduce
this step.
In practice, we typically allowed 200 to 250
parameters to vary at any one time.  Each iteration took
three to five minutes on a 33 Mhz 486 based computer.  By
giving some thought to the initial parameter values, four
or five iterations generally gave good convergence, and a
single fit to the data required 15 to 20 minutes.161
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