[1] The main objective of this paper is to study the impacts of climate change on the hydrological cycle of the main French river basins, including the different uncertainties at stake. In particular, the relative importance of modeling uncertainty versus that of downscaling uncertainty is investigated. An ensemble of climate scenarios are statistically downscaled in order to force a hydrometeorological model over France. Then, the main changes in different variables of the hydrological cycle are studied. Despite large uncertainties linked to climate models, some robust signals already appear in the middle of the 21st century. In particular, a decrease in mean discharges in summer and fall, a decrease in soil moisture, and a decrease in snow cover, especially pronounced at the low and intermediate altitudes, are simulated. The low flows become more frequent but generally weak, and uncertain changes in the intensity of high flows are simulated. To evaluate downscaling uncertainties and assess the robustness of the results obtained with the statistical downscaling method, two other downscaling approaches are used. The first one is a dynamical downscaling methodology based on a variable resolution atmospheric model, with a quantile-quantile bias correction of the model variables. The second approach is based on the so-called anomaly method, that simply consists of perturbing present climate observations by the climatological change simulated by global climate models. After hydrological modeling, some discrepancies exist among the results from the different downscaling methods. However they remain limited and to a large extent smaller than climate model uncertainties, which raises important methodological considerations.
Introduction
[2] The fourth report of the Intergovernmental Panel on Climate Change (IPCC) shows that Europe is likely to undergo strong climatic changes in response to anthropogenic forcing, characterized in particular by large changes of the hydrological cycle [Meehl et al., 2007a; Christensen et al., 2007] . Indeed, the state-of-the-art coupled AtmosphericOceanic General Circulation Models (AOGCM) simulations from the World Climate Research Programme's (WRCP) Coupled Model Intercomparison Project phase 3 (CMIP3) multimodel data set [Meehl et al., 2007b] , realized in the context of the IPCC Assessment Report 4 (AR4), generally show an increase of precipitation over northern Europe, and a decrease over southern Europe and the Mediterranean. The latitude where the sign of precipitation anomalies changes evolves during the year and is maximum in the north during summer and minimum in the south during winter [Giorgi and Coppola, 2007] . Over southern and central Europe, the largest changes in precipitation, and probably the most worrying, occur during summer, with for example a decrease in precipitation larger than 20% in ensemble mean over France, at the end of the 21st century using a moderate emission scenario [Christensen et al., 2007] . This decrease in precipitation is accompanied by a large increase in surface temperature. These results suggest that important changes in water resources might occur in southern and central Europe, with potential large impacts on agriculture, ecosystems, and economy.
[3] The detailed situation is however more complex than the one depicted by the general picture previously introduced. Precipitation anomalies vary strongly among the different CMIP3 models and even the sign of precipitation change is not clear over large portions of Europe during some seasons, especially in the transition zone between the northern positive anomaly and the southern negative one. The latitude of this transition zone may vary by a few hundred kilometers among the climate models. Moreover, given the poor representation of the topography in most of the CMIP3 models due to a relatively low resolution, its location may not be very accurate. These limitations may have deep implications when it comes to predicting the impacts of climate change on the hydrological cycle at the country scale. France is located in the transition zone during most of the year and is thus particularly affected by the uncertainties in the evolution of the hydrological cycle under anthropogenic forcing.
[4] The results of global climate models therefore suggest that it is important to quantify the impacts of climate change on the continental hydrological cycle in France and evaluate the associated uncertainties. This is, however, a complex scientific question, and two major difficulties arise. First, when it comes to studying the impacts of climate change, the relevant spatial scales for the physical processes involved and from the practical point of view of policymaking decisions are much smaller than the ones that AOGCMs are currently able to treat. An intermediary step, called downscaling, is thus necessary to derive from the global climate models regional climate scenarios at the relevant spatial scales for the impact study. Second, studying the impacts of climate change involves a large number of uncertainties. The main steps necessary to evaluate the impacts of climate change can be summarized as follows:
(1) construction of emission and/or concentration scenario; (2) global climate modeling; (3) downscaling; (4) impact modeling.
Step 1 involves serious economical/sociological uncertainties.
Step 2 and step 4 are associated with physical and numerical uncertainties, whereas the downscaling step 3 is associated with important methodological issues.
Step 2 includes here both epistemic (linked to biases in the model representation of the climate system) and natural variability uncertainty.
[5] These different uncertainties add up, which may result in major uncertainties in the final results of the impact study. These uncertainties may not necessarily prevent the practical use of the conclusions of an impact study for decisionmaking purpose, but only if they are recognized, correctly treated, and acknowledged. From a practical point of view, effective strategies must therefore be designed to best treat the different uncertainties, but it is a difficult task given the numerous practical issues that may arise in this type of study.
[6] The main goal of this paper is to develop and apply a relevant methodology to study the impacts of climate change on the hydrological cycle in the main French river basins, with a special focus on the different uncertainties involved. In particular, we focus on the effect of climate models and downscaling uncertainties (steps 2 and 3 previously mentioned) on simulated hydrological variables.
[7] Most of our study is focused on the 2046 -2065 period, where the influence of the emission scenario and its associated uncertainties still remain relatively weak. For example, in the 2046-2065 period, the Special Report on Emissions Scenarios A1B and A2 scenarios and projected global temperature change are still rather similar [Meehl et al., 2007a] . This period is chosen as we want to focus on the relatively near future to better meet the societal needs: the 2046 -2065 period is the nearest period for which the necessary daily data are available in the CMIP3 archive.
[8] In this paper, the uncertainties associated with the impact model (i.e., here, a hydrological model) are not treated. Sufficiently realistic hydrological models for presentday conditions are expected to simulate rather consistent responses to climate change. But even if hydrological modeling introduces some non-negligible uncertainties, it is logical from a methodological point of view to first focus on the upstream uncertainties before dealing with the ones involved in the last step of the study. Future work will combine upstream uncertainties with the uncertainties linked to hydrological modeling.
[9] To address the uncertainties associated with step 2, a large ensemble of climate models from the CMIP3 archive is studied. This implies that it is necessary to downscale many climate projections, which has some practical implications concerning the choice of the downscaling method. These methods are generally divided in two families [Mearns et al., 1999] . Statistical downscaling (SD) consists of building an empirical relationship based on observations or pseudo-observations between large-scale atmospheric predictors and the local variables necessary as input to the impact model [Wilby et al., 1998 ]. Then the large-scale predictors from the climate models are used to derive the high-resolution climate scenarios on the basis of this empirical relationship. A wide variety of SD methods exist, as described by Wilby et al. [2004] and Haylock et al. [2006] . The main advantage of SD is that it is computationally inexpensive so that it can be applied to a large ensemble of climate models. The main theoretical issue with SD is that it is based on a partial empirical relation derived in the present climate that may miss important physical processes occurring in the future climate.
[10] The second approach, dynamical downscaling (DD), is based on the use of a Regional Climate Model (RCM), forced at the boundaries by results from a low-resolution climate model, to increase the spatial resolution over a given area of interest [Giorgi et al., 1990] . The RCMs are physically based models able to capture most of the processes occurring in the changing climate. From this point of view, they may be more accurate than a SD approach. However, despite their high resolution, RCMs still have important biases that must be corrected before forcing the impact model, in order to obtain satisfactory results. The problem is that this bias correction step involves the same kind of assumption as SD: a correction function is computed comparing RCM results to the observations in the present climate and then is applied to correct the future regional projections. This present-day bias correction function may not necessarily remain valid in the future climate. A second issue with DD is that it is computationally expensive. Therefore, it is difficult to obtain a large ensemble of regional climate scenarios with a dynamical downscaling method.
[11] In this paper, we use a SD method as the main downscaling tool because we need to downscale a large number of climate projections. However, given the weaknesses of the SD mentioned earlier, two alternative approaches are also used, in order to test the robustness of our results to the choice of the downscaling method. It will also give an idea of the uncertainties associated with the downscaling step compared to the uncertainties associated with global climate models. One of these alternative downscaling approach is based on a variable resolution atmospheric model with a high resolution over Europe and a quantile-quantile bias correction method. The other approach is a very simple and widely used one that uses the climatological anomalies computed from the AOGCM to perturb the observed variables necessary to force the impact model. In this paper, we will conventionally characterize the climate change signal by the ensemble mean of the different climate models and the uncertainty by the intermodel spread.
[12] This paper is divided as follows. In section 2, we describe the downscaling methodologies, the climate models, and the hydrometeorological model used in the study. In section 3 we analyze the results obtained with the statistical downscaling approach and address the question of the uncertainties linked to climate models. In section 4 we address the question of the uncertainties linked to the choice of the downscaling method. Finally, in section 5, we discuss the main conclusions of our study concerning the impacts of climate change on the hydrological cycle in France and the main general methodological insights gained from this study.
Models and Methods

Climate Models
[13] We study the impacts of climate change on the hydrological cycle in France using two sets of coupled climate model integrations from the WRCP CMIP3 multimodel data set archive, realized in the context of the IPCC AR4 and compiled by the Program for Climate Model Diagnosis and Intercomparison (PCMDI) of Lawrence Livermore Laboratory [Meehl et al., 2007b] . The first set (''20c3m'') are 20th century climate simulations, and the second set (''sreasa1b'') uses the SRES-A1B emission scenario. Given the availability of the variables necessary for this study, the following models are used:
(1) CGCM3.1(T63); (2) 
Hydrometeorological System
[14] To simulate the evolution of the continental hydrological cycle in France in response to anthropogenic forcing, the SAFRAN-ISBA-MODCOU (SIM) hydrometeorological coupled system is used. A complete description and validation of SIM is given by Habets et al. [2008] . SIM is the combination of three independent systems. SAFRAN [Durand et al., 1993 ] analyzes the seven low-level atmospheric variables at the hourly time step on a 8 km grid needed by the soil-vegetation-atmosphere transfer (SVAT) scheme ISBA. The seven variables are liquid and solid precipitation, incoming long-wave and short-wave radiation fluxes, 10 m wind speed, 2 m specific humidity, and temperature. A description and validation of the SAFRAN data set is given by Quintana Segui et al. [2008] .
[15] The SAFRAN analysis is based on all available observations collected by Météo-France and the operational analyses of the weather prediction model of Météo-France and some climatological data. ISBA [Noilhan and Planton, 1989] computes the surface water and energy budgets. Then MODCOU [Ledoux et al., 1984] routes the surface runoff simulated by ISBA in the hydrographic network and computes the evolution of the aquifers. Figure 1 shows the topography of the study area as given by the SAFRAN grid and the French hydrographic network. To study the impact of climate changes on the hydrological cycle, the SAFRAN data set is replaced by equivalent (i.e., same time step, resolution, and variables) high-resolution climate scenarios derived using three different downscaling methods. [Déqué et al., 1994] in a variable resolution configuration [Gibelin and Déqué, 2003 ] in order to downscale the global coupled climate [Déqué, 2007] as described by Boé et al. [2007] . This method is intended to correct the statistical distribution of the simulated variables in a nonparametric way. Correction increments for each centile of the model variable are computed by comparing the empirical cumulative probability distribution function (cpdf) of the simulated variable to the corresponding SAFRAN cpdf on the same present climate period. Then, the correction increments are used to correct the simulated variable in the future climate. The ARP-VR simulation is also statistically downscaled with the SD method described in the section 2.4 in order to evaluate the differences of the two downscaling approaches when the same climate model is used.
Statistical Downscaling Method
[17] The SD method used in this study is an evolution of the method described by Boé et al. [2006] for the Seine basin and tested concerning the simulation of river discharges in the present climate in the work of Boé et al. [2007] . The main principles of the method remain identical, but some modifications have been made in order to downscale the forcing variables over the whole French territory (and the adjacent areas necessary to simulate river discharges in France). Two atmospheric predictors are used in this SD scheme: sea level pressure (SLP) and surface temperature averaged over western Europe. The SAFRAN data set previously described provides the pseudo-observed local variables in the learning period. The atmospheric predictors for the learning period are extracted from the NCEP reanalysis. Given the availability of the SAFRAN analysis at the time of this study, the learning period is 1981 -2005.
[18] The SD method is based on weather typing and conditional resampling of the days of the learning period. First of all, the three main steps involved in the development of the SD method during the learning period are described. First, weather types based on SLP and discriminating for French precipitation are extracted as in the work of Boé and Terray [2008a] , using an automatic partitioning algorithm and taking into account precipitation properties during the classification process. The four seasons are treated separately, and between 9 and 10 weather types are obtained depending on the season. The second step is intended to represent the within-type variability of precipitation. Indeed, it is important to take into account the dynamical variability within the weather types to better represent the variability of precipitation [Boé and Terray, 2008a] . There is generally a strong link between the distance of the SLP pattern of a given day to the weather types and the intensity of precipitation. In order to take this effect into account, several multivariate regressions are used. The predictors are the daily Euclidean distances between the SLP pattern of a given day and the weather types of the corresponding season. For each regression, the predictand is the root mean square of daily precipitation averaged over a given area: to facilitate some diagnoses of validation not shown in this paper, the 220 grid points of the ARPEGE model over the region of interest are used to define these precipitation indices. These 220 regressions allow 220 daily precipitation indices over France, that only depend on the large-scale circulation, to be computed. Note that in the work of Boé et al. [2006] , as the precipitation is rather homogeneous on the Seine basin, a single precipitation index was defined. It is not possible to make this assumption when considering the entire French territory, which explains why more indices are used here. The results of the study are, however, not very sensitive to the precise choice of the number and repartition of the precipitation indices. Surface temperature is used as a secondary predictor in the downscaling algorithm: a daily temperature index is finally computed as the average of NCEP temperature over western Europe.
[19] Once the SD scheme has been developed on the learning period, it is possible to downscale each day D of a climate projection, given the SLP and surface temperature fields simulated by the climate model.
[20] 1. Given its SLP pattern, the day D is classified in the nearest weather type established on the learning period.
[21] 2. The 220 values of the precipitation indices corresponding to the day D are computed on the basis of the distances of its SLP pattern to the weather types and on the regression coefficients computed on the learning period.
[22] 3. The average temperature over western Europe of the climate model for the day D is computed.
[23] 4. The final step of the downscaling algorithm consists of conditional resampling of the days of the learning period, by searching for the day of the learning period in the same weather type with the closest precipitation and temperature indices. Once this day has been found, the corresponding 24 hourly values of the seven spatially distributed variables of the SAFRAN analysis are used to force the hydrometeorological model for the day D. However, the temperature of the chosen day in the learning period is not always sufficient to represent the future temperature anomaly of the day D simulated by the climate model. In this case, a correction of the SAFRAN temperature for the chosen day is applied before forcing the hydrometeorological model. This correction is only applied when the difference of temperature between the value of the temperature index of the day D simulated by the climate model and used as predictor and the temperature of the chosen day in the present climate in the same geographical area is greater than 2 K. The partition between snow and precipitation and the long-wave radiation are modified as described by Etchevers et al [2002] in order to be consistent with the modified temperature. The method described in this section is used to downscale the 14 CMIP3 models and the ARP-VR simulation previously described in the present and future climate.
Anomaly Method With CMIP3 Models Outputs
[24] One of the simplest and most widely used downscaling method is the so-called anomaly or perturbation method. It consists of superposing to a high-resolution observed data set the mean climatological anomaly due to climate change estimated using climate models. The perturbed meteorological forcing obtained is then used to force the impact model. This method is easy to implement and can be directly used with low-resolution climate simulations. However, when a global climate model is used, the regional climate change signal may not be correctly captured given the intrinsic limitations due to the low resolution of these models. Moreover, with this method, only the mean climatological change in the atmospheric variables is taken into account. The temporal variability and statistical distribution are assumed not to change in the future climate, which is a strong assumption. This method therefore only allows the effects of mean climate change signal on the impact variable to be taken into account: changes in extremes directly caused by changes in the mean are taken into account, but those resulting from a modification of the shape of the statistical distribution of the climate variables are not. This method is therefore not suitable to study the changes in extremes and the variability of the impact variable, which may be major components of the impacts of climate change. The anomaly method is implemented as described by Etchevers et al. [2002] , using monthly anomalies. The climatological anomalies are computed for each month as the difference between the 2046 -2065 and 1971 -2000 periods. Then, the ensemble mean of the climatological anomalies in the 14 CMIP3 models is computed for each month and added to the hourly historical SAFRAN data separately for each month.
[25] As the anomalies of the atmospheric variables are estimated using the ensemble mean of the CMIP3 models, it allows us to extract an estimate of the climate change signal and then to simulate its impact on the river discharges, using a single hydrometeorological simulation. The different hydrological projections done with the ISBA-MODCOU hydrometeorological system are summarized in Table 1 .
Elements of Validation
[26] In order to illustrate the general ability of the different downscaling approaches to represent regional climate properties properly, several control hydrological simulations in present day are done. The seasonal cycle of the simulated discharges of the four main French rivers are then compared to observations (OBS) (Figure 2 ). In the first simulation (CTRL), the forcing variables come from the SAFRAN data set. In the second one (NCEP Stat.), the forcing variables are obtained through the statistical downscaling of the NCEP reanalysis. Note that a cross-validation procedure has been used to downscale NCEP reanalysis: for each downscaled day, the 15 previous days and the 15 following days are removed from the possible resampling pool in the learning period. Note that a thorough validation of SAFRAN-ISBA-MODCOU is given by Habets et al. [2008] , and a validation and comparison of the SD and DD methods in the present climate for the Seine basin is given by Boé et al. [2007] . As said previously, the SD method used in this previous study was slightly different, but its performances are very similar with the performances of the extended SD method used in this paper.
[27] The NCEP hydrological simulation allows testing of the SD method when high-quality predictors are used. The comparison of the NCEP simulation to the CTRL simulation provides a direct measure of the skill of the SD method. The third simulation (ARP Stat.) is forced by the results of the statistical downscaling of ARP-VR, and the fourth simulation (ARP Dyn.) uses as forcing the variables simulated by ARP-VR and corrected with the quantile-quantile bias correction algorithm. Note that the results obtained with ARP Stat. are representative of the results obtained with the CMIP3 models.
[28] Compared to observations, SAFRAN-ISBA-MODCOU generally simulates realistic river discharges. However, for the Rhône, and the Garonne in a lesser extent, some important discrepancies between OBS and CTRL are seen. They are mainly linked to the presence of dams on these basins that are not taken into account by ISBA-MODCOU.
[29] The discharges of NCEP Stat. are very similar to the discharges of CTRL, showing the intrinsic skill of the SD method, when realistic predictors are used. When the predictors used for SD come from ARP-VR, a small degradation of the results is seen compared to NCEP Stat. It is especially true for the Garonne in winter. These discrepancies arise from the biases in the predictors (SLP and surface temperature) simulated ARP-VR. However, the results of ARP Stat. are globally realistic. As expected, the results of ARP Dyn. are very similar to the ones of CTRL, as by construction, the forcing variables obtained after bias correction have the same statistical distribution as SAFRAN variables. These results show that globally the SD and DD approaches used in this study allows realistic river discharges to be obtained after hydrological modeling.
[30] Note that even if it is critical that the downscaling methods allow realistic river discharges to be obtained after hydrological modeling during the historical period, the realism of hydrological projections obtained under anthropogenic forcing with a given downscaling method may not be directly linked to the realism of simulated present-day river discharges obtained with this method. Indeed, a downscaling method may lead to very realistic simulated discharges in the present climate but nevertheless be unsuitable in the future climate. It is the case, for example, if some important processes under anthropogenic forcing are not taken into account in the downscaling method.
[31] As simulated river discharges may mask compensating errors in the input meteorological variables, in Figure 3 we show a validation diagnostic directly computed on downscaled precipitation for each climate model, precipitation being the most important and difficult variable to downscale in our study. The climatological absolute errors in precipitation depend on the season and climate models, but they are generally limited and most of the time smaller than 10%. Therefore, large-scale predictors from climate models are sufficiently well simulated by the climate models to allow realistic precipitation after downscaling to be obtained. 
Mean Changes
[33] First, the mean relative changes in the main variables of the continental hydrological cycle (downscaled precipitation, evapotranspiration, and discharges simulated by ISBA-MODCOU) in the four principal French river basins (Rhône, Loire, Seine, and Adour-Garonne, simply Garonne hereafter) are computed and analyzed (Figure 4) . The changes in downscaled precipitation are generally rather limited compared to the changes in evapotranspiration and river discharges. The largest changes in precipitation occur in summer and autumn, with decreases between 10% and 30% in ensemble mean, depending on the basins. The sign of the changes in summer and autumn downscaled precipitation is consistent among the climate models. In winter and spring the changes in ensemble-mean precipitation are more limited, and the consistency of the sign of the changes among the climate models is weak, except in the Garonne basin, where precipitation exhibits a 10% decrease in ensemble mean.
[34] The changes in evapotranspiration (ET) exhibit the same seasonal pattern in the four basins, with an increase in winter, spring, and autumn and a decrease during summer. Even with lower precipitation in winter and spring, the climatological availability of moisture in the soil remains large in the future climate. ET may therefore increase, as the energy available at the surface increases in the future climate because of anthropogenic forcing and climate feedbacks. As a result of this increase in ET and small changes in precipitation, the soil moisture progressively decreases during winter and spring (as shown later in Figure 10 ) and becomes limited at the beginning of summer. As precipitation decreases during summer, this hydric stress leads to a decrease of ET during this season, even if more energy would be available for ET in the future climate. This general mechanism likely to affect midlatitudes has been described in pioneering climate studies [Manabe et al., 1992 ] but has been discussed since then [Seneviratne et al., 2002] . Boé and Terray [2008b] show that direct results of some but not all CMIP3 model simulations exhibit such a behavior of summer drying over central Europe, including France. It is thus interesting to note that after statistical downscaling and hydrological modeling, this behavior is seen for all the climate models used in this study. Note that the climatology of downscaled precipitation is generally far less biased than the climatology of the precipitation directly simulated by the CMIP3 models, which may partly explains the greatest consistency among the model responses after downscaling and hydrological modeling. Moreover, the validation of the SAFRAN-ISBA-MODCOU system by Habets et al. gives confidence in the evapotranspiration simulated by this system, and therefore in the changes in evapotranspiration simulated in the future climate. It is then worth noting that the unrealistic increase in ET directly simulated by some CMIP3 models over central Europe and France is likely to lead to an underestimation of temperature increase in summer. As we use temperature as a predictor in our SD model, this could have an effect on the results of our study. This example illustrates how possible biases in climate model processes may have an impact on a downscaling study.
[35] Concerning river discharges, a large decrease affects all basins in summer and autumn, with changes between À20% and À40%. This decrease is consistent among all downscaled models. In winter and spring, the picture is less clear. Except for the Rhône, discharges decrease in ensemble mean, but some downscaled models give an increase of discharges after hydrometeorological modeling. The decrease of discharges in winter is more pronounced for the Garonne, because of a non-negligible decrease of precipitation. Concerning the Rhône, the changes of discharges are weakly positive in winter and negative in spring, but the sign of the response varies among the models, and it is not possible to draw robust conclusions. For the Rhône basin, the change in river discharges is largely influenced by changes of the repartition between solid and liquid precipitation in winter over the Alps and by snowmelt. The intermodel spread in temperature changes therefore plays an important role.
[36] The results shown in Figure 4 indicate that even with limited precipitation changes at the middle of the 21st century, important changes in other hydrological variables may occur, with possible strong impacts on society. Another important result of Figure 4 is that the uncertainties linked to climate models (shown by error bars) are large, concerning all aspects of simulated hydrological changes.
[37] The geographical distribution of changes in river discharges are shown in Figure 5 , a map of the relative annual changes in discharges for selected gauging stations in France. At the annual level, the decrease is generalized with values close to À20%. The changes in southwestern France (mainly the Garonne basin) are slightly greater (À30%), mainly because of the specific decrease of precipitation in winter in this region, but overall, the spatial variability of changes in discharges is rather limited. More details about changes in southwestern France will be given in the following. The intermodel spread measured by one standard deviation is large, between 7% and 17%, but the consistency of the sign of the changes is strong over the whole country.
[38] Figure 6 shows the relative annual changes in river discharges averaged over France for each climate model. The changes vary from À5% to À33% between the models. Figure 6 illustrates the high level of uncertainties in river discharges associated with climate models. 
Case of Winter
[39] The winter season is especially interesting as it illustrates nicely the utility of downscaling, as discussed in this section. It is also the only season which shows a widespread increase in river discharges, in southeastern France (Figure 7, right) . This increase of discharges is partly due to an increase of precipitation (Figure 7 , left) but also to an increase of the ratio between liquid precipitation and solid precipitation over the Alps (not shown). From a practical point of view, the change in the seasonality of river discharges that results from the change in the ratio between solid and liquid precipitation (increase of discharges in winter and decrease in spring or early summer) may have some important impacts.
[40] Both the changes in precipitation and discharges exhibit a strong contrast between southwestern and southeastern France in winter. The increase in precipitation in southeastern France is accompanied by a decrease in precipitation over southwestern France. To understand this small-scale spatial pattern, Figure 8 depicts the ensemble mean changes in sea level pressure and wind over Europe, simulated by the CMIP3 models. An increase of pressure over the Mediterranean Sea is seen, leading to more southerly flows over southern France. This change in atmospheric circulation interacts with the relief and leads to a decrease of precipitation in southwestern France due to the effect of the Pyrenees mountain range and to an increase in southeastern France, mainly on the relief (south of Massif Central and Alps).
[41] The spatial pattern of precipitation changes obtained here after statistical downscaling, based on the large-scale circulation from the CMIP3 models, is not directly captured by the CMIP3 models [see Christensen et al., 2007] . It is probably due to their poor representation of the relief given their low resolution. At the typical horizontal resolution of a CMIP3 model, i.e., around 200 km, the Pyrenees and the Massif Central mountain ranges are either very unrealistic or missing. Therefore, low-resolution climate models cannot correctly represent the effect of the increase of southerly flows on precipitation in southern France, as it is strongly relief-dependent. Downscaling is necessary to capture the effect of changes in circulation on precipitation in this area, which has some important implications concerning changes in the hydrological cycle of the Garonne and Rhône basins.
Changes in Extreme Indicators
[42] Changes in the temporal variability and extremes of the hydrological cycle may be more important from the point of view of the impacts than changes of the mean. However, it is more challenging to deal with the former than the latter. Compared to simple approaches, like the anomaly method previously described, the SD approach allows changes in the temporal variability of the impact variables to be studied. Given the length of the simulations and the inherent limitations of SD methods based on conditional resampling, we cannot deal with changes in real hydrological extremes, as, for example, centennial floods. Nevertheless, we can adopt the conventional and simple approach based on climate extreme indicators in order to provide useful information concerning changes in extremes.
[43] Figure 9 (left) shows the percentage of days in the future climate with a discharge lower than the first decile of present-day daily discharges. For the great majority of gauging stations, a value greater than 20% is seen, indicating that the frequency of occurrence of low flows is more than doubled in the future climate. The sign of the changes in low-flow occurrence is consistent among the different climate models except for two stations in the Alps.
[44] Figure 9 (right) shows the ratio of the 90th centile of daily discharges between future and present climate. The value of the 90th centile decreases over most of France in the future climate, but the decrease remains limited. It is therefore interesting to note that changes in the upper tail of the distribution are much smaller than the decrease in the mean previously shown ( Figure 5 ). Climate change does not simply induce a shift of the mean, but also a modification of the shape of the statistical distribution. Except in southern France, there is no consistency of sign among the changes simulated by the different models. Over northern France, it is thus possible that an increase in high-flow intensity occurs in parallel with an increase in low-flow frequency and a decrease in mean discharges.
Other Variables of the Hydrological Cycle
[45] Regarding the continental hydrological cycle, climate change may have important impacts not only on river discharges but also on other variables like soil moisture or snow cover. Given the decrease in precipitation and the increase in evapotranspiration during most of the year and in particular in spring, soil moisture undergoes large changes, with potential important impact for ecosystems and agriculture. Figure 10 shows the seasonal cycle of the soil wetness index (SWI) in the future and in the present climate, in average on two river basins (Seine in northern France and Garonne in southern France), representative of the changes in the whole country. These two basins are chosen as they are characterized by important agricultural activities. The SWI is defined as SWI = (w tot À w wilt )/(w fc À w wilt ) where w tot is the volumetric water content of the soil column, w fc the field capacity, and w wilt the wilting point). It is a measure of the water available in the soil for the plants. A general decrease of the SWI is seen during all the months and is especially pronounced during spring. The intermodel spread largely increases in the future climate. The climatological minimum value of the SWI in the present climate that is reached around August in the two basins is reached around 1 month earlier in the future climate in ensemble mean and is exceeded from July to October. This may have Figure 9 . (left) Ensemble mean of the percentage of days in the 2046 -2065 period with a discharge lower than the first decile of daily discharges computed on the control period. (right) Ratio of the 90th quantile of daily discharges between future and present climate. In the two cases, the black circles indicate the station where a consistency in the sign of the change exists among (at least 70% of the models with the same sign.) Figure 10 . Seasonal cycle of the Soil Wetness Index in the present (gray and black) and future (blue) climate, averaged over the Seine basin and the Garonne basin. The line gives the ensemble mean, while the shaded areas correspond to the intermodel spread given by one standard deviation. serious implications for agriculture, and in particular irrigation procedures.
[46] Another variable potentially very sensitive to climate change is snow cover. Figure 11 shows for the Alps the present and future seasonal cycle of the snowpack (snow water equivalent) for different altitude ranges. Even if some models simulate an increase in snowfall in some parts of the Alps (not shown), the decrease in snowpack is quasigeneralized. The decrease in relative value is particularly pronounced at low and intermediate altitudes, while a large decrease in absolute value is seen above 1500 m. Above 2000 m, the maximum of snow water equivalent is shifted 1 month earlier than in the present climate. A similar pattern of changes is simulated for the other mountain ranges in France (not shown).
Uncertainties Associated With Downscaling
[47] In section 3, we saw that important uncertainties in the evolution of the hydrological cycle in France are linked to climate models. In this section, we evaluate the role of downscaling methods on the uncertainties in hydrological projections. All the results previously shown are based on a SD method. As explained in section 1, the main theoretical weakness of SD is that it is necessary to make the hypothesis that the empirical relation established in the present climate is still valid under anthropogenic forcing. Moreover, a SD is always based on a simplified representation of the real world processes and thus might not capture all the mechanisms involved in a changing climate.
[48] In order to reinforce our confidence in the results based on SD, it is important to compare the results obtained with the SD method previously described (CMIP3 Stat.) to those obtained using very different approaches. Here, we use the two alternative approaches previously described in section 2, the simple anomaly method (CMIP3 ano.) and a complete dynamical downscaling procedure, with bias correction, based on the ARPEGE variable resolution model (ARP Dyn.). Given the high computing cost of dynamical downscaling, it is applied to a single global climate model (CNRM-CM3). The SD method is also applied to ARP-VR (ARP Stat.) so that we can compare the results of the two methods both in the present and future climate, in a relevant way.
Climatological Changes
[49] Conventionally, we estimate in this paper the signal of climate change as the ensemble mean of the results obtained with different climate models, and the uncertainties as the intermodel spread. A major question is to what extent the signal of climate change in river discharges is affected by the choice of the downscaling methodology.
[50] To answer this question, we compare the estimate of the climate change signal in river discharges based on the SD approach (CMIP3 Stat.) described in section 3 and based on the anomaly method with the anomalies computed as the multimodel average of the variables directly simulated by the CMIP3 models (CMIP3 ano.). Even if only a single hydrological simulation is done for CMIP3 ano., this approach provides a multimodel estimate of the climate change signal on river discharges. Results are shown in Figure 12 .
[51] The main difference between CMIP3 ano. and CMIP3 Stat. is seen for the Garonne in winter. Indeed, the ) in the present (gray and black) and future (blue) climate in the Alps, by altitude ranges. The line gives the ensemble mean, while the shaded areas correspond to the intermodel spread given by one standard deviation.
decrease of CMIP3 Stat. in ensemble mean is more than twice greater than the decrease of CMIP3 ano. This is because of the interaction of the increase in southerly flow with the Pyrenees, that is poorly captured by the CMIP3 models, as previously explained (section 3.2). Except for this particular case, the results of the two approaches are generally similar, in the two seasons and for the four basins.
[52] It is also interesting to note that the differences between these two estimates of the climate change signal are always largely smaller than the range of the responses obtained using different climate models with the SD approach, that is indicated by the error bars in Figure 12 . Indeed, the results obtained using two different climate models may largely diverge. The major conclusion here is that concerning the climate change signal, uncertainties associated with the downscaling methodology are limited.
[53] In a second time, the uncertainties linked to the downscaling methodology are quantified when looking at an individual model (ARP-VR). The results of ARP Stat. and ARP Dyn. are also shown in Figure 12 . The results of the two downscaling approaches with ARP-VR are consistent in all seasons and basins. The differences between ARPEGE Stat. and ARPEGE Dyn. are, however, greater than the ones between CMIP3 Stat. and CMIP3 ano. It is probably due to the fact that in the multimodel estimates, the differences due to the downscaling method somewhat cancel out when the ensemble mean is computed. However, the differences between the two downscaling approaches with ARP-VR remain most of the time largely smaller than the uncertainty range due to the choice of the climate model with the SD approach.
[54] The results shown in Figure 12 therefore indicate that in our case, (1) the signal of climate change in river discharges is not very dependent on the downscaling approach; (2) it is dangerous to try to characterize the impacts of climate change on river discharges using only one or a few climate models; and (3) the changes in the hydrological cycle based on the SD of the 14 CMIP3 models shown in section 3 are robust.
Temporal Evolution of Discharges Obtained With ARPEGE
[55] As the results obtained with ARP-VR after bias correction or SD are relatively close to the multimodel climatological estimate (Figure 12 ) they may provide a relevant picture of the temporal evolution of river discharges. It is also interesting to compare the two downscaling methods on the whole 1950 -2100 period. Here the comparison is made in terms of annual mean and high flows.
[56] Figure 13 shows the series of mean annual discharges for the Garonne, Loire, Seine, and Rhône. A reasonable agreement is seen in the simulated interannual and low-frequency variability using the two downscaling approaches. Interestingly, the decrease in river discharges mainly occurs in the 2010 -2050 period, and a stabilization occurs in the second half of the 21st century.
[57] Figure 14 shows the evolution of the annual maximum of daily discharges obtained with the two downscaling methods. No clear trend is seen, but a strong interannual and low-frequency variability exists. An increase in the interannual variability of the annual maximum during the second half of the 21st century is visible for the Loire, but results are less clear for the other rivers. Note that for all rivers, the maximum of the 1950 -1999 period can be exceeded in the future climate, even if the mean flows decrease. This result is consistent with those shown previously for the CMIP3 models ( Figure 9 ): changes in discharge distributions are not symmetric, and high flows change much less than low and mean flows.
Discussion and Conclusion
[58] Even if large uncertainties remain about the evolution of the hydrological cycle of the main French river basins under anthropogenic climate change, some robust signals appear as soon as the middle of the 21st century, using a moderate emission scenario. A decrease in river discharges at the annual level and during summer and fall is a robust feature obtained with most of the climate models. The different climate models also lead consistently to large negative changes in soil moisture (especially during spring) and in snow cover in the Alps. These results suggest that some serious issues concerning water resources and water management may affect France during this century. While water resources are likely to decrease, the need for water in some activities like agriculture may possibly increase, to Figure 12 . Relative changes in the discharges of the Garonne, Loire, Seine, and Rhône (without units) in winter and summer given by the anomaly method (CMIP3 ano.), the statistical downscaling method of the CMIP3 models (CMIP3 Stat.), ARP-VR after bias correction (ARP Dyn.), and the statistical downscaling of ARP-VR (ARP Stat.). The white error bar gives the intermodel spread (given by the minimum and maximum) of CMIP3 Stat. compensate for summer drying, for example. It raises important concerns about the repartition of water among the different users.
[59] Climate change does not simply lead to a shift in the mean, but also in modifications of the whole statistical distribution of river discharges. While a large increase in the occurrence of low flows and a large decrease in mean flows is simulated, the changes in the intensity of high flows are very limited, despite the decrease in mean precipitation. It must be noted that changes in high flows might be intrinsically more uncertain because they are strongly linked to changes in extreme precipitation, whose evolution at the regional scale is hard to predict. The evolution of low and mean flows may be more dependent on mean precipitation and temperature changes, in which we have more confidence. Moreover, downscaling methods are generally less suitable when it comes to model and analyze extreme precipitation changes. These limitations apart, our results suggest that the negative impacts linked to a decrease in low and mean flow might not be balanced by a decrease in the negative impacts linked to flood occurrence.
[60] A weakness of this study is that a single hydrological model is used. Therefore, uncertainties linked to hydrological modeling are not taken into account. Even if the ability of the ISBA-MODCOU hydrological model to realistically simulate the present-day hydrological cycle gives confidence in the results shown in this paper, ongoing work in the REXHYSS project will specifically address this issue.
[61] More general conclusions also emerge, concerning methodological issues associated with the study of the impacts of climate change. Compared to the perturbation method, an advantage of SD is that it allows the capture of the changes affecting the temporal variability and the statistical distribution of the forcing meteorological variables. We also showed that AOGCMs at the typical current resolution cannot capture local-scale changes involving the complex topography of southwestern France. Statistical downscaling and dynamical downscaling with bias correction have their own strengths and weaknesses and are complementary. One could argue that using a physical model with a complete representation of the important mechanisms that may play in the future climate is preferable. However, the bias correction necessary after dynamical downscaling is based, like SD, on an empirical statistical relationship, established by comparing the present climate regional simulations to the observations. It is therefore necessary to make a stationarity assumption, similar to the SD one, stipulating that the correction function remains valid in the future climate. It may not be the case. From a practical point of view, the main difference between statistical and dynamical downscaling approaches is that SD methods can be easily applied to a large number of AOGCMs, which is more difficult using dynamical downscaling. As shown in this paper, a large ensemble of climate models are necessary to correctly characterize the signal of climate change in the continental hydrological cycle. In this context, the uncertainties linked to climate models are larger than the uncertainties linked to the choice of the downscaling method. It is therefore probably more appropriate to use a simple statistical downscaling method that allows a large number of models to be downscaled rather than to dynamically downscale a single climate model. However, the confrontation of the results obtained with statistical and dynamical downscaling, at least for a single climate model, is very useful to assess the robustness of the hydrological projections. Concerning the European region, the multiple RCM simulations driven by multiple AOGCMs done in the ENSEMBLES project will open new opportunities for the dynamical downscaling approach.
[62] The uncertainties linked to global climate models represent an important part of the total uncertainties that affect the results of an impact study. Moreover, to improve statistical downscaling or bias correction methods, a fine understanding of the physical mechanisms involved in anthropogenic climate change is needed. For these two reasons, it is very important to better understand the physical origin of the discrepancies between the results of the different climate models. This may in particular allow for better constraint of the response of the model given observational evidence, which is a necessary step to provide more reliable climate impacts projection to policy makers.
