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Die Verwendung ungiftiger Halbleiter-Nanokristalle für optoelektronische Anwendungen
erfordert eine genaue Kenntnis deren physikalischer Eigenschaften. Die bisherige Forschung
konzentrierte sich allerdings auf Materialien, die giftige Elemente wie Blei oder Cadmium
enthalten. Für kommerzielle Anwendungen sind diese jedoch nicht geeignet. Daher wurden
für diese Arbeit ungiftige Nanokristalle mittels optischer Spektroskopie untersucht. Somit
konnten Vorteile und Herausforderungen für die Entwicklung von zukünftigen Bauelementen
benannt werden.
Kolloidale Quantenpunkte sind helle Lichtquellen, die in der nächsten Generation von
Leuchtdioden Verwendung finden könnten. Im Gegensatz zu den Cadmium-basierten Varian-
ten werden hier Kern/Schale-Quantenpunkte auf Indiumphosphid-Basis untersucht. Für diese
konnten die genauen Relaxationszeiten von Ladungsträgern bestimmt werden. Mit zunehmen-
der Überschussenergie dauert die Relaxation länger. Interessanterweise relaxieren Elektronen
trotz größerer energetischer Lücken zwischen den diskreten Energieniveaus schneller als
Löcher. Dies konnte mit einem effizienten Auger-ähnlichen Streumechanismus erklärt werden.
Darüber hinaus nimmt die Relaxationszeit sogar um eine Größenordnung zu und erreicht
Pikosekunden, wenn Löcher aus der Schale in den Kern relaxieren müssen. Aufgrund dieses
langsamen Prozesses können Löcher von Fallenzuständen eingefangen werden, was zu strah-
lungsfreier Rekombination führt. Daher ist eine optimierte Ladungsträgerinjektion für die
Entwicklung von effizienten Bauelementen nötig.
Als zweites Materialsystem wurde die Gruppe der Perowskite untersucht. Diese ermögli-
chen eine kostengünstige und einfache Herstellung von hocheffizienten Solarzellen, enthalten
aber meist Blei. Eine mögliche Alternative stellen bleifreie Doppelperowskit-Nanokristalle
dar. Für diese wurde die Ladungsträgerdynamik auf Basis ihrer indirekten Bandstruktur
charakterisiert. Es konnte gezeigt werden, dass defektbedingt gebundene Exzitonen hierbei
eine maßgebliche Rolle spielen. Diese Exzitonen führen nicht nur zu einem deutlichen Ab-
sorptionsmaximum unterhalb des direkten Bandkantenübergangs, sondern auch zu einer
hochenergetischen Emission. Dies ist überraschend, da die Elektronen innerhalb von 10 ps
zum Leitungsbandminimum streuen. Dadurch nehmen die Exzitonen einen indirekten Charak-
ter an und die Photolumineszenz verschiebt sich um 1 eV in den roten Spektralbereich, wo die
Hauptemission beobachtet werden kann. Somit zeigen diese Ergebnisse den großen Einfluss
von Defektzuständen auf die optischen Eigenschaften und die Ladungsträgerdynamik.
Die Resultate dieser Arbeit demonstrieren, dass es möglich ist giftige Elemente bei Nano-
kristallen zu vermeiden und trotzdem vielversprechende optoelektronische Eigenschaften zu
erzielen. Die Charakterisierung der Ladungsträgerdynamik mittels optischer Spektroskopie




The use of nontoxic semiconductor nanocrystals for optoelectronic applications requires
precise knowledge of their physical properties. The previous research, though, has focused
on materials that contain toxic elements such as lead or cadmium. However, these are not
suitable for commercial applications. Therefore, in this thesis, nontoxic nanocrystals were
investigated by optical spectroscopy. Thus, advantages and challenges for the development
of future devices could be identified.
Colloidal quantum dots are bright emitters that may be used in the next generation of
light-emitting diodes. In contrast to the cadmium-based variants, core/shell quantum dots
based on indium phosphide are here investigated. It was possible to determine the exact
relaxation time scales of charge carriers. With increasing excess energy the relaxation takes
longer. Interestingly, electrons relax faster than holes despite larger energy gaps between the
discrete energy levels. This can be explained by an efficient Auger-like scattering mechanism.
Furthermore, the relaxation time increases even by an order of magnitude reaching several
picoseconds if holes have to relax from the shell into the core. Due to this slow process,
hole trapping becomes significant and leads to nonradiative recombination. Therefore, an
optimized charge carrier injection process is necessary for the development of efficient devices.
As a second material system, the group of perovskites was investigated. They enable
a cheap and facile production of highly efficient solar cells, but mostly contain lead. A
possible alternative is given by lead-free double perovskite nanocrystals. For these, the charge
carrier dynamics was characterized based on their indirect electronic band structure. It could
be shown that defect-related bound excitons play a significant role in this process. These
excitons not only cause a strong absorption peak below the direct band edge transition but
also give rise to a high-energetic emission. This is surprising since the electrons scatter within
10 ps toward the conduction band minimum. Thus, the excitons become indirect and the
photoluminescence shifts by 1 eV into the red spectral region, where the main emission peak
can be observed. Hence, these results show the important role of defect states for the optical
properties and charge carrier dynamics.
The results of this thesis demonstrate that it is possible to avoid toxic elements in nanocrys-
tals and still achieve desirable optoelectronic properties. The characterization of the charge
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There’s Plenty of Room at the Bottom—with this famous lecture, Richard Feynman predicted the
enormous potential of nanotechnology already in 1959.1 His main message was that different
physical processes dominate on a nanometer length scale compared to the macroscopic world
and that this will enable new applications. With the development of electron microscopy,
the research on the nanoscale made huge progress in the following decades and a subfield of
nanotechnology focused on colloidal nanocrystals (NCs). Nowadays, there is a huge variety
of NCs showing different shapes such as spheres, cubes, platelets, rods, wires, and tetrapods.
Furthermore, these NCs can be made of various materials: CdSe, Au, Cu2O, PbS, Fe2O3, and
many more. Notably, the diversity of NCs enables multifarious optoelectronic applications
including light-emitting diodes (LEDs), photovoltaics, plasmonics, bioimaging, biomedicine,
and telecommunication.2
However, semiconductor NCs that show a high performance in various applications are
usually made of toxic elements. This hinders further commercialization given the fact that
most of these chemical elements including lead and cadmium are even banned in almost all
electronic products by the European Union.3 Accordingly, there is a need for new nontoxic
material systems with comparable performance. In this thesis, two of them are investigated
in order to characterize the advantages and challenges regarding optoelectronic applications.
The first field of interest are colloidal quantum dots (QDs). They are not only a topic
of fundamental research but also an important component in various applications. Espe-
cially, their size-dependent optical properties and solution-based low-cost synthesis are of
major interest for the industry. So far, QDs are for example used as fluorescent labels in
bioimaging applications,4 as infrared absorbers in solution-processed photovoltaics,5 and as
1
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bright emitters in LEDs.6,7 Notably, the combination of a tunable emission color and a narrow
linewidth enables displays with an enhanced color gamut compared to other technologies.8
Nevertheless, these applications typically rely on toxic components such as cadmium in
order to achieve excellent performance.9,10 Recently, it was shown that InP-based QDs are a
promising candidate that could be used to replace cadmium.11,12 In this thesis, the focus lies
on QDs emitting in the red spectral region. LEDs with such an emission are not only needed
for displays in combination with blue and green ones but also allow for applications on their
own (e. g., as car rear lights). My research on these QDs was conducted in the scope of a
project by the German Federal Ministry of Education and Research named Electroluminescent
Quantum Materials-Based Light-Emitting Device (ELQ-LED). The goal of this project was
to utilize nontoxic QDs for display and lighting applications. With partners from industry
(Merck, Osram) and research (e. g., Fraunhofer IAP ), it was possible to cover many different
aspects concerning the development of a new LED structure. This ranges from the chemical
synthesis of QDs via fundamental investigations of physical properties to the design and
construction of final devices.
The second field of interest is the group of halide perovskites. In particular, the subgroup
of lead halide perovskites became popular in the last decade as a new class of semiconducting
materials owing to their plethora of intriguing optical properties such as a large absorption
cross section, a bright and narrow-band emission, a large diffusion constant of charge carriers,
and a high defect tolerance.13–18 Especially the outstanding efficiency rise of solar cells based
on these perovskites caught the attention of a broad research community. Nowadays, they are
already competing with the established silicon-based photovoltaic technology.19 Furthermore,
perovskites also show great potential for light-emitting applications since their emission
wavelength can be tuned across the complete visible spectrum by changing the crystal
morphology and elemental composition.20–24 Although lead-based halide perovskites facilitate
various optoelectronic applications, they show a few drawbacks. The most important ones are
their intrinsic instability at ambient conditions25–27 and the toxicity of lead, which impedes
commercialization.28 Therefore, various nontoxic materials have already been reported that
could replace lead-based perovskites. These include the new group of double perovskites
(DPs).29 Nevertheless, further investigations of their physical properties are needed to clarify
the real applicability for optoelectronic applications.
A thorough understanding of the physical processes taking place within nanomaterials is
needed for the successful development of applications. In this thesis, optical spectroscopy
was used to characterize the ultrafast charge carrier dynamics after photoexcitation. On
the one hand, colloidal InP/ZnS and InP/ZnSe core/shell QDs will be discussed. On the
other hand, Cs2AgBiBr6 NCs that are a promising type of DPs were investigated. In both
cases, the energetic structure of the respective material system plays a crucial role for the
understanding of the physical processes taking place. Hence, Chapter 2 highlights the needed
1 Introduction 3
theoretical concepts starting from the semiconductor basics. In Chapter 3, the chemical
synthesis of the respective NCs is presented. Moreover, the used experimental techniques of
optical spectroscopy are described. On this basis, the optical properties of InP-based QDs are
characterized in Chapter 4 and the relaxation dynamics of electrons and holes is investigated
in detail. Furthermore, Chapter 5 focuses on the charge carrier dynamics within Cs2AgBiBr6




The following chapter will highlight the physical concepts that are needed for the description
of charge carriers within semiconductor NCs. The fundamental energetic band structure of
semiconductors will be introduced using the unique example of perovskites. Furthermore, it
will be shown how charge carriers behave in such materials. This includes the interaction
with light and the formation of excitons. Moreover, the transition to zero-dimensional QDs
will be discussed in detail. Namely, the discrete energetic structure of QDs will be derived
within the effective mass approximation. Finally, different effects leading to a broadening of
optical spectra will be discussed before the chapter closes with an explanation of the so-called
phonon bottleneck in QDs.
2.1 Halide Perovskites and Double Perovskites
Back in 1839, Gustav Rose characterized the mineral calcium titanate (CaTiO3), which was
found in the Ural Mountains, and named it perovskite in honor of the Russian mineralo-
gist Count Lev Alekseyevich von Perovski.30 Thereupon, all crystals with a general ABX3
stoichiometry that adopt a similar crystal structure were termed perovskites. The group
of cesium lead halide perovskites (CsPbX3, X = Cl, Br, I), which plays a crucial role in the
current development of the field, was first discussed in the 1890s.31 Already in the middle
of the 20th century, perovskites became popular in specific research fields, e. g., due to the
observation of ferroelectricity (BaTiO3),32 photoconductivity (CsPbX3),33 and even layered
structures (K2NiF4).34 Nevertheless, they only became known to a broad scientific community
5
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by the demonstration of their strong potential for solar cells at the beginning of the new
century.35
In this section, various types of halide perovskite crystals including nontoxic DPs will
be presented. At the same time, physical concepts needed to explain their properties will be
highlighted. A special focus lies hereby on their unique band structure and the role of excitons
with regard to their optical properties. Finally, the quantum size effect will be introduced,
which enables many new possibilities for their application.
2.1.1 The Great Variety of Perovskites
There is already a large variety of naturally-occurring minerals with a general ABX3 sto-
ichiometry (e. g., silicates, oxides, fluorides, chlorides, hydroxides, arsenides, antimonides,
and intermetallic compounds).36 However, by employing synthetic methods, crystals can be
obtained spanning across the whole periodic table in terms of elemental composition (e. g.,
metal-free, hybrid organic−inorganic, metallic, and even noble gas-based perovskites).37 Equa-
tion 2.1 defines the Goldschmidt tolerance factor 𝑡G, with 𝑟𝑖 corresponding to the respective
ionic radii.38 To enable a stable perovskite structure, 𝑡G must be in the range of 0.8–1.0.39
𝑡G =
𝑟A + 𝑟X
√2 (𝑟B + 𝑟X)
(2.1)
The highest symmetric structure adopted by some perovskites corresponds to the 𝑃𝑚3̄𝑚
cubic space group (e. g., SrTiO3, KMgF3). As shown in Figure 2.1a, the B and X ions form
corner-sharing octahedra (BX6), while the A ions are located in the voids between them. This
(a) (b)
Figure 2.1: Perovskite Crystal Structure. (a) In case of the general ABX3 stoichiometry, the
highest symmetric structure corresponds to the cubic space group 𝑃𝑚3̄𝑚. The B and X ions
form corner-sharing octahedra, while the A ions are located in the voids between them. A:
yellow (e. g., Cs+), B: black (e. g., Pb2+), and X: brown (e. g., Br– ). (b) In the case of an A2BB′X6
stoichiometry corresponding to DPs, the octahedra are alternately centered by B and B′ ions,
while charge balance is maintained. B: blue (e. g., Ag+), B′: green (e. g., Bi3+).
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ideal crystal structure can be modified by, e. g., introducing ordered vacancies, replacing the
elements on specific lattice sites, or tilting the octahedra. The last case can be associated
with various crystal structure phase transitions depending on the temperature (e. g., from
orthorhombic via tetragonal to cubic as the temperature increases).40 Which structure is
present at room temperature is closely related to 𝑡G.
Besides variations in the crystal structure and composition, the morphology plays an
important role. It may be a macroscopic single crystal or a solid film with similar bulk-like
properties. Using methods of colloidal chemistry, NCs can be obtained, whose properties can
even be influenced by quantum confinement effects.23
In this thesis, the focus lies on perovskite NCs comprising halides. There are the heavily
researched organic-inorganic CH3NH3PbX341 and all-inorganic CsPbX342 perovskites. How-
ever, the toxicity of lead motivates the investigation of lead-free perovskites. Especially DPs
get more and more attention since they may be less toxic (e. g., Cs2AgBiBr6).43 They possess
a general A2BB′X6 stoichiometry as shown in Figure 2.1b. In this case, the crystal structure
shows alternating octahedra, which are centered by B and B′ cations, respectively. This
explains why they are termed double perovskite. In the following sections, the optical and
electronic properties of the established CsPbX3 and CH3NH3PbX3 perovskites are discussed
and compared to recent reports on Cs2AgBiBr6 DP.
8 2.1 Halide Perovskites and Double Perovskites
2.1.2 Does the Simple and Unique Band Structure of
Lead-Based Perovskites Survive?
The periodic arrangement of atoms in a crystalline solid gives rise to many possible delocalized
electron states. They are characterized by a certain relation between energy and wave
vector, which is known as the electronic band structure. The following section outlines the
corresponding basic principles.44 Afterwards, the special case of lead halide perovskites is
discussed. The section closes with a presentation of the band structure of lead-free DPs, which
shows several differences compared to the one of lead-containing perovskites.
Semiconductor Basics
The Hamiltonian ℋ describing a crystalline solid comprising 𝑀 ion cores (including the










































The core and electron positions are noted by 𝑹𝑗 and 𝒓𝑖, respectively. The atomic number 𝑍𝑗
and the mass 𝑚𝑗 of the atomic cores may vary, whereas the electron mass always equals 𝑚0. ℏ,
𝜖0, and 𝑒 represent the reduced Planck constant, vacuum permittivity, and elementary charge,
respectively. Δ𝑥 stands for the Laplace operator (2nd derivative) with respect to the coordi-
nate 𝑥. The first two sums equal the kinetic energy p̂
2
2𝑚 of the cores and electrons, respectively,
whereby the momentum operator p̂ = −iℏ∇ was used in the position representation. The
terms in brackets correspond to the Coulomb interaction between all cores and electrons.
In order to describe all physical properties of a crystal, it would be in principle enough to
solve the corresponding Schrödinger equation: ℋΨ(𝒓𝑖, 𝑹𝑗) = 𝐸Ψ(𝒓𝑖, 𝑹𝑗), where Ψ(𝒓𝑖, 𝑹𝑗) is the
wave function of an eigenstate with energy 𝐸. However, due to the fact that there are roughly
1023 particles per cm3, there is no realistic chance to solve this equation. Accordingly, several
approximations are needed.
The most important one is the so-called adiabatic or Born–Oppenheimer approximation,
which is based on two facts. First, the mass of an ion core is three to five orders of magnitude
heavier than the one of a free electron. Second, the forces that bind the outer electrons to
an atom are comparable to the ones which bind neighboring atoms. Thus, the electrons can
oscillate with a much higher frequency than the cores. Therefore, electrons can instanta-
neously follow the movement of the cores, but not vice versa. Hence, the wave function can
be separated into two parts describing cores and electrons individually.
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The periodicity of a crystal with infinite size leads to the fact that a certain point 𝒓 is
indistinguishable from a point 𝒓+𝑹, where 𝑹 = ∑𝑖 𝑛𝑖𝒂𝑖 with integers 𝑛𝑖 and the primitive lattice
vectors 𝒂𝑖 of the underlying Bravais lattice. It is convenient to introduce the so-called reciprocal
lattice (k-space), which is connected to real space via Fourier transformation. Harnessing
the symmetry of the crystal, it is sufficient to restrict the range of possible 𝒌-values to a
polyhedron in k-space known as the 1st Brillouin zone. Any larger vector is equivalent to a
vector within this zone. Hence, most of the following topics are discussed in k-space instead
of real space.
For ions at their equilibrium position in real space, the surrounding potential can be
approximated by a parabolic one. This leads to the harmonic approximation, which is valid
for small dislocations. Thus, certain longitudinal or transversal oscillating modes are possible.
These can be described as bosonic quasiparticles known as phonons. They are named acoustic
if the atoms within a unit cell oscillate in phase. If they move out of phase, which requires at
least two basis atoms, they are termed optical. In this case, an electric dipole may build up
during oscillation if an ionic crystal is present. Therefore, optical phonons may scatter with
photons, which explains their name. The oscillation of cores in real space can be related to a
phonon wave vector 𝒌ph in reciprocal space. The possible modes are characterized by the
phonon dispersion, which gives the energy 𝐸ph of a phonon with wave vector 𝒌ph. Typically,
optical phonons have a relatively flat dispersion and an energy in the range of several tens of
meV. Acoustic phonons, on the other hand, have a linear dispersion for small 𝒌 and are less
energetic.45,46
When describing electrons, the so-called one-electron approximation comes into play. It
states that the interaction of all electrons and ion cores can be captured in a periodic potential





Δ𝒓 + 𝑉 (𝑟)) Φ(𝑟) = 𝐸Φ(𝑟) (2.3)
There are essentially two approaches possible. On the one hand, 𝑉 (𝑟) can be treated as a
perturbation. As shown in Figure 2.2a, the parabolic dispersion of a free electron, which leads
to plane waves as eigenfunctions, is slightly altered and energetic gaps appear at the border
of the 1st Brillouin zone, where no electron states are possible. Due to the crystal symmetry,
all dispersion branches have an equivalent within the 1st Brillouin zone, which leads to the
reduced zone scheme displayed in Figure 2.2b. On the other hand, a similar result can be
found when looking at overlapping wave functions of electrons bound to individual cores.
As illustrated by Figure 2.2c, the consequence is an energy splitting between bonding and
antibonding states, which results in the formation of energy bands as well.
The electron eigenfunction for such a periodic potential is in both cases given by the so-
called Bloch function Φ𝒌, 𝜈(𝒓) = ei𝒌𝒓𝑢𝒌, 𝜈(𝒓), where 𝜈 is the index of a specific band and 𝑢𝒌, 𝜈(𝒓) is a















Figure 2.2: Formation of Energy Bands in Crystalline Solids. (a) Compared with the
parabolic dispersion of a free electron (dashed line), small energetic gaps open at the boarders
of the Brillouin zones if an electron is located in a weak potential with periodicity 𝑎. (b) The
reduced zone scheme. (c) An alternative approach starts from the atomic orbitals of individual
atoms (black horizontal lines). If the atoms are located in close vicinity, their interaction leads
to a splitting of the atomic levels in as many states as there are atoms. Due to the large number
of atoms, energy bands form as well (red horizontal lines). Figure is adapted from Reference 44.
fast oscillating function having the same periodicity as the crystal lattice: 𝑢𝒌, 𝜈(𝒓) = 𝑢𝒌, 𝜈(𝒓 +𝑹).
Notably, the Bloch function ’remembers’ both, the plane wave describing a free electron ei𝒌𝒓
and the wave function of the parent atoms, which are connected with the 𝑢𝒌, 𝜈(𝒓) function.
The corresponding energies of specific electron states can be summarized in the electronic
band structure 𝐸𝜈(𝒌), which shows certain energetic gaps. The maxima and minima of a
specific band typically appear at high-symmetry points like the center (Γ point) or the edges
of the 1st Brillouin zone. Furthermore, they can be approximated with a parabolic dispersion.
It should be noted, that a quasi-momentum ℏ𝒌 can be associated with each Bloch function.
The band structure depicts all possible electron states, however, not all of them are
occupied in the ground state of the crystal. At 0 K, all states up to the Fermi energy 𝐸F are
occupied. This energy can be either within a band, which is the case for a metal, or in a band
gap. In the latter case, all bands below 𝐸F are named valence bands (VBs), whereas the bands
above are referred to as conduction bands (CBs). The band gap energy 𝐸𝑔 is thus defined as
the energetic difference between the valence band maximum (VBM) and the conduction band
minimum (CBM). If minimum and maximum appear at the same point in k-space, the band
gap is direct, otherwise, it is indirect. Materials with a band gap of 0 < 𝐸𝑔 ≤ 4 eV are typically
classified as semiconductors. If the band gap is larger, an insulator is present. The band gap
energies of some materials are listed in Table 2.1.
Table 2.1: Band Gap Energies at Room Temperature.
InP47 ZnS48 ZnSe49 CH3NH3PbI350 CsPbBr351 Cs2AgBiBr629
𝐸𝑔 (eV) 1.35 3.54 2.67 1.6 2.25 2.19
In the case of an excited state, there is a vacant electron state in the VB and a previously
empty state in the CB is now occupied by the respective electron. While it is comparably
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simple to describe the behavior of a single electron in the CB, it is complicated to do the same
for all remaining electrons in the VB. Hence, a new quasiparticle is introduced. Instead of
describing all electrons in the VB, the ’movement’ of the vacant state named hole is analyzed.
As stated before, the minima and maxima of the electronic band structure can be approx-
imated by a parabolic dispersion. In analogy to the parabolic dispersion of a free electron,










Consequently, the effective mass decreases with increasing band curvature. It should be noted
that the effective mass may be anisotropic. Moreover, a degenerated band extremum may lead
to the existence of heavy and light holes/electrons. Furthermore, spin-orbit coupling may
lead to a split-off band at lower energies, especially for semiconductors comprising heavy
atoms. The effective mass concept allows for an intuitive description of the behavior of the
quasiparticles electron and hole in a solid (e. g., their reaction to an applied electric field).
Table 2.2 lists the effective masses for some materials.
Table 2.2: Effective Mass of Charge Carriers. The values are given in units of the free
electron mass 𝑚0. If only one hole mass is given, the reference does not distinguish between
different hole types. The mass is given for charge carriers located at the respective band
maximum. Perovskites exhibit different crystal structures depending on temperature. The
values given for CH3NH3PbI3 correspond to the low-temperature orthorhombic phase, whereas
the ones of CsPbBr3 are given for the high-temperature cubic phase. In the case of Cs2AgBiBr6,
the effective mass is anisotropic (see discussion of Figure 2.5b for details).
InP47 ZnS52 ZnSe49 CH3NH3PbI353 CsPbBr329 Cs2AgBiBr629
electron 0.079 0.28 0.13 0.22 0.34 0.37
heavy hole 0.45 0.51 0.935 0.23 0.37 0.14
light hole 0.12
split-off hole 0.21
It is useful to define a density of states 𝐷(𝐸) according to Equation 2.5, where 𝑉 is the





𝛿(𝐸 − 𝐸𝜈(𝒌)) (2.5)
Thus, the quantity 𝐷(𝐸)d𝐸 gives the number of all states within an energy interval of width
d𝐸. At elevated temperatures 𝑇, electrons, being fermions, occupy states according to the
Fermi-Dirac statistics 𝑓FD(𝐸, 𝑇 ) given by Equation 2.6, with 𝑘B being the Boltzmann constant.
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At 0 K, this resembles a simple step function, but with increasing temperature, the step ’smears
out’. Hence, some of the electrons possess enough thermal energy to overcome the band
gap and enter the CB. Now, electrons and holes can contribute to the conductivity of the
semiconductor. Nevertheless, the number of thermally excited charge carriers is quite low at
room temperature since 𝑘B𝑇 = 25meV ≪ 𝐸𝑔. Accordingly, they play only a minor role for
the optical experiments conducted within this thesis and can be neglected.
Actually, while changing temperature, the band gap energy varies as well. In a simple
picture, this can be explained as follows. With increasing temperature, the lattice constant
typically increases. Thus, the electron wave function overlap of adjacent atoms decreases,
which leads to a smaller splitting between bonding and antibonding states. The highest VB
of many semiconductors is given by bonding states, whereas the lowest CB corresponds to
the respective antibonding states. Hence, the band gap energy decreases with increasing
temperature. It should be noted that perovskites are an exception to this typical behavior as
will be discussed later. For many semiconductors, the temperature dependence of the band
gap can be empirically described by the Varshni formula given by Equation 2.7, with 𝛼, 𝛽, and
𝛾 being constants.54




Now that the physical foundation of electron and hole states in semiconductors has been
laid, their interaction with electromagnetic waves should be outlined.46 In a semiclassical
approach and with the electric dipole approximation, it can be shown that the interaction
Hamiltonian is given by −𝑒𝒓𝑬, with 𝑬 being the electromagnetic light field. Based on Fermi’s
Golden Rule given by Equation 2.8, the probability per time, i. e., the rate 𝑘𝑖→𝑓, that a photon
with energy 𝐸 = ℏ𝜔 excites an electron from an initial state 𝑖 to a final state 𝑓 leaving a hole






|⟨𝑓 | 𝑒𝒓𝑬 | 𝑖⟩|
2
⋅ 𝛿 (𝐸(𝒌𝑓) − 𝐸(𝒌𝑖) − ℏ𝜔) (2.8)
The term ⟨𝑓 | 𝑒𝒓𝑬 | 𝑖⟩ is the dipole matrix element, which is closely related to the oscillator
strength of the respective optical transition. The Dirac delta function provides not only energy
conservation but also leads in combination with the sum to a joint density of states 𝐷𝑗(𝐸),
which counts the number of possible transitions with a certain energy 𝐸. Thus, the joint
density of states is proportional to the absorption coefficient.
Besides energy conservation, momentum conservation must be fulfilled during an optical
transition. The linear dispersion relation of a photon 𝐸 = ℏ𝜔(𝒌) = ℏ𝑐|𝒌|, with 𝑐 being the
speed of light, is much steeper compared to the band structure of a semiconductor. As can be
seen in Figure 2.3a, this means that mainly energy is transferred between photon and electron
























Figure 2.3: Examples for Optical Transitions. (a) By absorption of a photon, an electron is
excited into the CB of a direct semiconductor leaving a hole behind (the orange line representing
the light dispersion is in reality much steeper). (b) An electron in the CB recombines with a
hole in the VB after a certain average lifetime, whereby a photon is emitted. (c) An incoming
photon stimulates the recombination of an excited electron-hole pair. Thus, a second photon is
emitted in phase with the first one. (d) Purely optical excitation of an electron into the CB of an
indirect semiconductor requires a photon with larger energy than the band gap energy. (e) The
electron can be excited directly to the CBM by involving an additional phonon (gray arrow) in
the absorption process. However, such a process is less likely. (f) Emission stemming from the
indirect band gap transition requires a phonon as well.
the light dispersion is even much steeper than depicted. Therefore, a purely optical transition
can be approximately seen as a vertical transition in the energy band structure.
An electron in the CB can also recombine with a hole in the VB after a certain average
lifetime, while energy and momentum conservation must be given as well. This process may
be radiative and, thus, lead to the emission of a photon as illustrated in Figure 2.3b. However,
there are also nonradiative recombination processes. For example, an electron can be trapped
in a defect state and subsequently recombine with the hole, while the energy is transferred
to phonons. It is also possible that the energy of an electron-hole pair is transferred to a
third charge carrier, which then will occupy a higher energetic state (Auger process). Besides
spontaneous emission, the possibility of stimulated emission should be noted. This case
can be understood as a reversed absorption process where the recombination of an excited
electron-hole pair is stimulated by an incident photon of the corresponding energy (see
Figure 2.3c). As a result, a second photon is emitted in phase with the stimulating one.
In the case of an indirect semiconductor, the photon energy must be larger than the band
gap energy to enable a purely optical excitation of an electron into the CB (see Figure 2.3d).
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Nevertheless, an indirect transition can be excited if a phonon is additionally involved in the
absorption process as illustrated in Figure 2.3e. However, such a process is less likely. The
radiative recombination of electron and hole via an indirect transition must involve a phonon
as well (Figure 2.3f). Hence, long radiative lifetimes are expected in this case and nonradiative
processes may dominate. It is also possible that an electron (or hole) scatters only with a
phonon or with another charge carrier. These are typical processes leading to charge carrier
relaxation toward the band edge states. This topic will be discussed in Subsection 2.2.3.
As the last part of this section, the recombination dynamics of charge carriers at the lowest
excited state should be discussed.50 The recombination of an electron-hole pair happens with
a certain probability per time. Furthermore, the number of excited charge carriers can be
described as a density 𝑛𝑒 = 𝑛ℎ = 𝑛, since there are many optically excited electron-hole pairs.
Therefore, rate equations can be used to describe the corresponding dynamics of the charge
carrier density.
In the case of free charge carriers, electron and hole first have to ’find’ each other before
they can recombine. Accordingly, such a process is named bimolecular. The probability that
they find each other scales with 𝑛 for typical charge carrier concentrations. Hence, the change
of the density with time 𝑛′(𝑡) is given by −𝑘2𝑛(𝑡)2, while 𝑘2𝑛(𝑡) equals the density-dependent
recombination rate. The solution to this differential equation is a reciprocal function given by







Such a ’finding process’ is not always necessary. In the case of trap-mediated recombina-
tion, the change of 𝑛with time is given by−𝑘trap𝑛trap𝑛(𝑡), where 𝑛trap is the density of occupied
trap states, which is assumed to be constant. Furthermore, if a bound electron-hole pair is
already present (see Subsection 2.1.3 for details), the change is simply −𝑘𝑛(𝑡). Such processes
are called monomolecular. The solution to the general differential equation 𝑛′(𝑡) = −𝑘1𝑛(𝑡)
is a monoexponential function given by Equation 2.10. Here, the recombination rate 𝑘1 is
independent of the charge carrier density and can be determined as the inverse of the time at
which the normalized 𝑛(𝑡) decayed to the 1/e-value. This time is defined as the charge carrier
lifetime.
𝑛monomolec.(𝑡) = 𝑛0e−𝑘1𝑡 (2.10)
The case of trimolecular recombination is given when three particles have to find each
other (e. g., Auger process). The corresponding differential equation 𝑛′(𝑡) = −𝑘3𝑛(𝑡)3 is solved









Due to the different 𝑛-dependency of these processes, they are dominating at different
charge carrier concentrations and, thus, in different time regimes. An Auger process requires
a high charge carrier density. Accordingly, it may only become significant directly after
photoexcitation with a strong laser pulse. If subsequently mono- or bimolecular processes
dominate, typically depends on the sample of interest. It is also possible to combine the
different processes in one differential equation: 𝑛′(𝑡) = −𝑘1𝑛(𝑡) − 𝑘2𝑛(𝑡)2 − 𝑘3𝑛(𝑡)3. However,
it is not possible to solve this equation analytically.
It should be noted that the considerations above only hold for a two-level system. If an
additional energy level is relevant (e. g., an optically dark but energetically close-lying state),
the rate equations become more complex. Using further approximations, 𝑛(𝑡) can be modeled
by a biexponential function in this case.55,56
Experimentally, it is is possible to directly probe the charge carrier density using time-
resolved photoluminescence (PL) (see Subsection 3.2.3) and differential transmission (DT)
spectroscopy (see Subsection 3.2.4). Therefore, it is possible to investigate the underlying
physical processes using these methods and comparing the obtained data with the models
described above. Care must be taken to differentiate between radiative and nonradiative
recombination processes since both lead to a similar change of 𝑛(𝑡). How to obtain radiative
and nonradiative rates in the case of monomolecular recombination will be explained in
Subsection 3.2.3.
The Unique Band Structure of Lead Halide Perovskites
InP can be seen as a typical example of a direct semiconductor. The VBM is given by In5s-P3p
and In5p-P3p bonding states. The dominating contribution of p-orbitals causes a degeneracy of
the VBM, which results in the formation of a heavy hole (hh) and a light hole (lh) as well as in
a split-off hole (soh) due to spin-orbit coupling. The CBM, on the other hand, is given by the
respective antibonding states (In5s-P3p and In5p-P3p), while the In5s-orbital is dominating.57
The resulting band structure is sketched in Figure 2.4a.
The band structure of lead halide perovskites differs significantly from this typical one. It
is ’inverted’, meaning that the bonding/antibonding and p/s-orbital character of the VB/CB is
switched compared to InP. In the case of CsPbBr3, the VBM is given by antibonding states
derived from the hybridization of Pb6s and Br4p atomic orbitals, while the s-character is
dominating. The empty Pb6p-orbitals couple to each other and the respective bonding states
form the CB.58 Actually, spin-orbit coupling affects this time the CB in contrast to InP. Thus,
the CBM is purely given by a split-off electron (soe) dispersion, while the corresponding heavy
















Figure 2.4: Origin of the Perovskite Band Structure. (a) Schematic band structure of InP.
The antibonding interaction of In and P atomic orbitals gives rise to an s-like state forming
the CBM. The respective bonding state is p-like and affected by spin-orbit coupling. Thus,
the VBM is given by a hh and a lh dispersion along with a soh band, which is shifted by Δso
to lower energies. (b) Schematic band structure of orthorhombic CsPbBr3. Here, VB and CB
stem from different orbitals. The bonding interaction of Pb6p-orbitals in combination with spin-
orbit coupling results in a single parabola (soe) forming the CBM in k-space. The antibonding
interaction of Pb6s- and Br4p-orbitals leads to an s-like state as the VBM. All energy levels are
drawn at an arbitrary position and just for illustration purposes.
electron (he) and light electron (le) bands are located at higher energies.50,59 It should be noted
that the Cs atoms, like all typical A-site cations, do not contribute to the band edge states.
The resulting band structure is sketched in Figure 2.4b. Interestingly, VBM and CBM are each
only given by a single parabolic band, which is unusual compared to most semiconductors.
The only remaining degeneracy is due to the electron/hole spin. This might be lifted by the
Rashba effect.60 However, this is still under debate in literature and not discussed within this
thesis.61
A remarkable consequence of this band structure is the defect tolerance of perovskites.
This means that typical defect states (e. g., Br dangling bond states as acceptor defects and
Pb or Cs dangling bond states as donor defects, with energies close to the respective atomic
states) appear either within the VB or CB or as shallow defects close to the band edges.58
This is one of the reasons why solution-processed perovskites yield such high efficiencies in
solar cells despite the presence of many defects.62
As mentioned above, VB and CB of perovskites show an opposite (anti-)bonding character
compared to most other semiconductors. This results in an unusual temperature dependence
of the band gap. With increasing temperature, the antibonding VBM moves to lower energies,
whereas the bonding CBM appears at higher energies. Thus, the band gap energy increases
with increasing temperature.63
The elemental composition of perovskites can be easily varied, as already discussed in
Subsection 2.1.1. Depending on the halide content, the band gap energy can be continuously
tuned over the complete visible range. The used cation affects not only the band gap energy
as well but also changes the position of the VBM/CBM in k-space (Γ point for CsPbBr3, R
point for CH3NH3PbI3 at room temperature).50
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Figure 2.5: Band Structure of Cs2AgBiBr6 DP. Band structures of cubic (a) CsPbBr3 and
(b) Cs2AgBiBr6 obtained by DFT calculations. Adapted with permission from Reference 29.
Copyright 2016 American Chemical Society.
At room temperature, CsPbBr3 has an orthorhombic crystal structure and both, VBM
and CBM, are located at the Γ point as illustrated in Figure 2.4b.58 Cs2AgBiBr6, on the other
hand, adopts the face-centered cubic (FCC) phase at room temperature. Hence, the band
structure of Cs2AgBiBr6 should be compared to the one of cubic CsPbBr3, which forms at
high temperatures (≥ 130 °C).40 As shown in Figure 2.5a, the band structure of cubic CsPbBr3
obtained by density functional theory (DFT) calculations64,65 looks similar compared to the
one of orthorhombic CsPbBr3, but the VBM and the CBM are located at the boundary of the
Brillouin zone in the (111) direction. This corresponds to the R point of a primitive cubic cell
and the L point of an FCC cell, respectively. In the case of Cs2AgBiBr6, the CBM is still at the
L point. However, the VBM moved away to the X point, which is in the (010) direction. This
yields an indirect band gap as shown in Figure 2.5b.
The highest VB mainly originates from Br4p atomic orbitals, while a contribution from
Ag4d states leads to several relatively flat bands at lower energies. Those Ag4d states are
also partially responsible for the formation of the indirect band gap. The lowest CB is given
by antibonding states derived from the hybridization of Ag5s and Bi6p atomic orbitals. It is
energetically very narrow and separated from the next higher energetic bands by 1–1.5 eV.
Accordingly, the effective mass of electrons is very high, especially around the X point. Only
due to the participation of both atoms, Ag and Bi, at least some dispersion is maintained.29
Interestingly, another bismuth-based perovskite (Cs3Bi2I9) also shows a large energetic sepa-
ration between the dispersion branch forming the CBM and higher energetic states in the CB.
In this case, the energetic separation was attributed to the presence of quasi-0D subunits and
the formation of minibands.66
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To estimate the potential of Cs2AgBiBr6 DPs for optoelectronic applications, a closer look
at the effective masses at the band maxima is needed. They directly influence the charge
carrier mobility 𝜇, which is given by Equation 2.12, with 𝜏 being a phenomenological scattering




For CsPbBr3, the electron effective mass along the R → X direction is 0.34me. This value is
comparable to the one of Cs2AgBiBr6 (0.37me along the L → W direction). The hole effective
mass, on the other hand, is smaller in Cs2AgBiBr6 compared to CsPbBr3: 0.14me (X → Γ)
and 0.37me (R → X), respectively. Nevertheless, the effective mass of a hole at the X point
is highly anisotropic and strongly increases in the direction of the W point. In terms of
mobility, these values allow only for a qualitative estimation since possible differences in
carrier scattering rates are unknown. Nevertheless, the low hole effective mass is encouraging
since it may result in a large mobility of holes.29
The indirect band gap makes applications, which harness Cs2AgBiBr6 as a light emitter,
challenging. Therefore, this material might bemore suitable for solar cells, e. g., in combination
with silicon in tandem solar cells. Nevertheless, comprehensive knowledge about the charge
carrier dynamics in this material is still missing. However, this is of utmost importance to
enable applications based on Cs2AgBiBr6 DPs. Hence, Chapter 5 will focus on these processes.
2.1.3 What is the Role of Excitons in Perovskites?
Up to now, the Coulomb interaction between electrons and holes was neglected. However,
it has important consequences. On the one hand, there is for example the Sommerfeld
enhancement, which arises from the fact that the presence of an electromagnetic potential
enhances the cross section of photon absorption.67 On the other hand, the attractive force
between electron and hole may lead to a bound state named exciton.
Electrons and holes in a semiconductor are so far represented by Bloch waves. This
means they are not localized but extend over the whole crystal. Nevertheless, by forming
a superposition of many Bloch wave functions in close vicinity of a band maximum, it is
possible to create a wave packet that is well-localized and can move with time. This localized
charge gives rise to a Coulomb potential. Thus, a bound state of electron and hole may have
less energy than the band gap energy.68
If the bound state extends over many lattice sites, the Coulomb interaction between
electron and hole can be seen as equivalent to a hydrogen atom. The only difference is that
the electric charge is screened by the permittivity 𝜖 = 𝜖0𝜖𝑟 of the crystal (𝜖𝑟 corresponds
to the respective dielectric constant) and that the electron mass is replaced by the reduced
mass 𝜇 of the electron-hole pair, which is defined according to Equation 2.13. In this case, a
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Wannier-Mott exciton is present and its dispersion relation is given by Equation 2.14.












2 (𝑚∗𝑒 + 𝑚∗ℎ)
(2.14)
Compared to free charge carriers, the energy of the two-particle state is reduced by the exciton
binding energy 𝐸𝑏(𝑛) = 𝑅∗𝑦
1
𝑛2 , with the exciton Rydberg energy 𝑅
∗
𝑦 given by Equation 2.15 and
the integer 𝑛 being the principal quantum number. The center of mass motion yields the





Since an exciton is a combined state of two particles, it cannot be directly visualized in
the band structure, which only describes the states of individual charge carriers. Hence, a
two-particle picture is introduced to visualize excitonic states as displayed in Figure 2.6. In
this picture, the energy of an excited electron-hole pair is shown as a function of the exciton
wave vector 𝑲. Besides the bound excitonic levels, there is also a continuum of states that
corresponds to free electrons and holes.
If 𝐸𝑏 is larger than the thermal energy 𝑘B𝑇, the bound state is typically stable. The size
of the exciton ground state is characterized by the exciton Bohr radius 𝑎∗B, which relates to
the Bohr radius 𝑎B of the hydrogen atom by Equation 2.16. Table 2.3 lists the values of 𝑎∗B












Figure 2.6: The Two-Particle Picture Illustrating Excitons. The energy of an electron-hole
pair is visualized as a function of their combined wave vector. A bound state between electron
and hole results in discrete excitonic levels below the band gap energy. The center of mass
motion leads to a parabolic dispersion. Furthermore, a continuum of states appears above the
band gap energy. This corresponds to free electron-hole pairs.
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excitons, which are localized to a single unit cell of a crystal. These are named Frenkel excitons
and typically appear in insulators or organic crystals. However, Frenkel excitons cannot be









Table 2.3: Exciton Bohr Radius. The value for Cs2AgBiBr6 was calculated according to
Equation 2.16 using the high-frequency dielectric constant 𝜖𝑟 = 𝜖∞ = 5.870 and the effective
masses given in Table 2.2.
InP71 ZnS72 ZnSe73 CH3NH3PbI374 CsPbBr316 Cs2AgBiBr6
𝑎∗B (nm) 9.6 2.5 8 2.2 3.5 3
It should be noted that excitons can localize at point defects, such as vacant crystal sites.
This results in bound excitons, which have a complex structure of excited states. Since bound
excitons have no degree of motion, the corresponding optical transitions may have a very
narrow linewidth at low temperatures. Furthermore, the defects potentially cause quick
nonradiative recombination. Interestingly, bound excitons can not only be observed in PL
spectra but also in absorption spectra. This might be surprising since the number of defects
causing bound excitons is typically much less than the number of unit cells, which give rise
to normal absorption. Therefore, bound excitons are said to have a giant oscillator strength.
However, this can be explained by the fact that a bound exciton still covers many unit cells,
which increases the cross section.44,75,76
For perovskites, it has been proven to be difficult to determine the exciton binding energy.
There are many contradictory values reported ranging from a few meV to several tens of
meV.50 According to Equation 2.15, the exciton binding energy depends critically on the
dielectric constant. In contrast to many III-V and II-VI semiconductors, the dielectric constant
of perovskites depends strongly on frequency. In CH3NH3PbI3, for example, the dielectric
constant decreases from a static value of roughly 25 to only 5 at high frequencies.77 It is not
obvious which value should be used within the hydrogen-like model.50 Actually, it is not clear
if this model is adequate at all to describe excitons in perovskites. For example, the coupling
between optical phonons and charge carriers is completely neglected. While this is justified
for many traditional semiconductors, it may have a tremendous impact on the electrical and
optical properties of perovskites.78
A charge carrier within an at least partially ionic crystal will polarize the lattice by
attracting or repulsing atoms depending on the charge. This lattice distortion can be described
by a superposition of preferentially longitudinal optical (LO) phonons. Thus, a free charge
carrier is accompanied by a ’phonon cloud’. The entity of charge carrier plus phonon cloud is a
new quasiparticle named polaron. It should be noted that the fundamental Born-Oppenheimer
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approximation does not hold anymore if polarons are present since the atomic cores adjust
their positions depending on the one of the charge carriers. Nevertheless, the coupling
of charge carriers to LO phonons with energy 𝐸LO = ℏ𝜔LO can be characterized by the
dimensionless Fröhlich coupling constant 𝛼e/h. It is defined by Equation 2.17 with 𝜖𝑠 and 𝜖∞















The lattice relaxation leads to a reduction of the band gap by 𝛼e/h𝐸LO for electrons and
holes. Furthermore, the effective mass of a polaron is larger than the mass of a bare charge
carrier by a factor of (1 + 𝛼e/h6 ).
44 For most traditional semiconductors, the Fröhlich coupling
constant takes small values (e. g., 0.068 for GaAs and 0.15 for InP).79,80 Hence, polaronic effects
are usually neglected. However, for perovskites, the value becomes significant (e. g., 1.72
for CH3NH3PbI3) and may explain the contrary reports on the exciton binding energy in
literature.81
To take polaronic effects into account, the hydrogen-like model can be modified by making
the dielectric constant distance-dependent. At a short range, the screening is low, whereas
at larger distances the screening is enhanced since the atomic cores adjusted their position
due to the electric field.82 Accordingly, a higher excitonic state (𝑛 > 1), which has a larger
extension compared to the ground state, feels a stronger screening. Thus, its binding energy
is further reduced compared to the normal 1𝑛2 -dependency of the standard hydrogen-like
model. Moreover, the oscillator strength decreases with increasing screening.78 Therefore, the
higher excitonic states are hardly visible in the absorption spectrum of perovskites. Recent
investigations have shown that several inconsistencies of former reports on the excitonic
properties of perovskites can be solved in this polaron framework. In case of CH3NH3PbI3
and CH3NH3PbBr3 for example, the exciton binding energy can be determined as 10–15meV
at low temperatures.83
The role of excitons within DPs is still under debate. First investigations in 2016 have
shown the potential of DPs for optoelectronic applications.84 However, excitonic effects
are rarely discussed despite a strong absorption feature energetically far below the direct
band gap. Such a high exciton binding energy is unexpected, given that the effective masses
and dielectric constant are comparable to lead halide perovskites. To solve this discrepancy,
confinement effects, the possibility of a localized transition, and exciton self-trapping have
been proposed.85,86 Nevertheless, a consistent picture explaining the origin of the strong
absorption peak, while being consistent with the charge carrier dynamics, remains elusive. In
Section 5.1, it will be shown that this absorption peak can be explained by excitons bound to
defects.
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Figure 2.7: Band Structure: Transition to Crystals of Finite Size. (a) Normal parabolic
dispersion of electron and hole. (b) Due to the finite size of the crystal, only certain k-values are
allowed. (c) In real space, a square well potential can be used to describe the finite crystal size.
Up to now, a semiconductor was treated as a crystal of infinite size. However, the lateral
extension has a huge impact on its properties as soon as the size becomes comparable to the
natural length scale of an electron or hole, i. e., the respective Bohr radius 𝜖𝑟
𝑚0
𝑚∗ 𝑎B. The easiest
way to come to this conclusion is to consider the fact that the charge carriers represented by
Bloch waves with wavelength 𝜆 = 2𝜋𝑘−1 must ’fit’ into a crystal with edge length 𝐿. This
restriction can be written as 𝐿 = 𝑛𝜆2 or 𝑘 = 𝑛
𝜋
𝐿 with an integer 𝑛. Accordingly, charge carriers
can only occupy states, which are separated by 𝜋𝐿 in k-space. For an infinite crystal, this
becomes the known continuous dispersion as shown in Figure 2.7a. However, discrete states
appear for small crystals (Figure 2.7b). This phenomenon is known as the quantum size effect
and leads to atomic-like optical behavior of NCs as the bulk bands become quantized. Hence,
NCs are sometimes referred to as artificial atoms.
Typically, the Bohr radius is larger than the atomic spacing (e. g., 5.869Å for InP).87 Thus,
the effective mass approximation can be used to describe electron and hole from a theory point
of view. To this end, charge carriers are placed in a 3D potential well and the corresponding





Δ𝒓 + 𝑉 (𝒓)) Ψ(𝒓) = 𝐸Ψ(𝒓) (2.18)
The wave function Ψ(𝒓) should be understood as an additional envelope function adjusting
the normal Bloch function of a charge carrier in a bulk semiconductor. The obtained energies
arising from the confinement are added to the normal band gap energy. Therefore, valence
and conduction bands are quantized into a ladder of hole and electron levels, respectively
(Figure 2.7c). Importantly, even the ground state has a confinement energy larger than zero.
Hence, the observed optical band gap increases and the absorption spectrum shows discrete
transitions instead of a continuum.88 Accordingly, NCs showing such a behavior can be
treated as zero-dimensional objects and are termed QDs.
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The discrete nature of the energy states has also consequences for the description of the
charge carrier dynamics in QDs. The rate equations introduced in Subsection 2.1.2 can be
used to describe the dynamics of the charge carrier density in higher-dimensional systems.
However, in QDs the concept of a charge carrier density breaks down since a certain state
of an individual QD is either occupied or not. Furthermore, relaxation and recombination
are random processes and, therefore, do not depend on the average occupation number of
a certain state within a QD ensemble. Hence, each QD has to be modeled on its own and
only thereafter an ensemble average can be made. To this end, microstates describing all
possible occupation scenarios of a single QD can be introduced and these states are linked
by equations that take care of possible relaxation and recombination processes. Such an
equation system is known as master equation. Nevertheless, it was shown that rate equations
still yield comparable results even for higher energetic states. Thus, the dynamics of the
average occupation numbers of the lowest energetic electron and hole states can be described
by exponential functions as a good approximation.89–91
It should be noted that excitonic as well as confinement effects modify the normal charge
carrier states. Accordingly, the question arises how to combine them. Typically, the model
describing the energetically stronger effect is used, while the other one is considered using
perturbation theory. In small QDs, for example, the confinement energy is much larger than
the exciton binding energy in a bulk crystal. Thus, electron and hole adopt specific states and
the formation of an exciton is not possible. The Coulomb attraction between electron and
hole may then be treated using perturbation theory leading to a small correction. This leads
to the more sophisticated model of pair states.92
Besides spatial confinement, a variation in the dielectric environment may strongly affect
the energy of electronic states. For example, solving the exciton model in two dimensions
(representing NCs in form of platelets) yields a four times higher exciton binding energy.
However, experimental observations demonstrate that the binding energy increases even
more reaching several hundreds of meV.93 This can be attributed to the low dielectric constant
of the medium surrounding the NCs (e. g., a solvent), since the Coulomb attraction between
electron and hole is hardly screened.23
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2.2 Quantum Dots in the Strong Confinement Regime
2.2.1 Discrete Energy States Instead of a Dispersion
In the following section, the quantum states of electron and hole in a spherical QD will be
derived within the effective mass approximation.94 This model will be extended in Section 4.1
to describe core/shell QDs as well. The relevant Schrödinger Equation 2.18 was already
introduced in the previous section. In order to model a QD with radius 𝑅QD, a spherical
potential 𝑉 (𝑟) according to Equation 2.19 is used.
𝑉 (𝒓) = 𝑉 (𝑟 , 𝜃 , 𝜙) = 𝑉 (𝑟) = {
0 for 𝑟 ≤ 𝑅QD
∞ for 𝑅QD < 𝑟
(2.19)
The spherical symmetry suggests treating the Schrödinger equation in spherical coordinates,








𝜕𝜃 (sin 𝜃𝜕𝜃) +
1
𝑟2 sin2 𝜃
𝜕2𝜙)Ψ(𝑟 , 𝜃, 𝜙)+
+ 𝑉 (𝑟) Ψ(𝑟 , 𝜃 , 𝜙) = 𝐸Ψ(𝑟 , 𝜃, 𝜙) (2.20)
By separating the radial and angular parts of the wave function according to Ψ(𝑟, 𝜃, 𝜙) =
𝑅(𝑟) Θ(𝜃) Φ(𝜙), three individual differential equations can be obtained, where 𝑚2 and 𝑙(𝑙 + 1)
are constants of separation.
𝜕2𝜙Φ(𝜙) = −𝑚
2Φ(𝜙) (2.21)




𝑟2 [𝑉 (𝑟) − 𝐸] 𝑅(𝑟) = 𝑙(𝑙 + 1) 𝑅(𝑟) (2.23)
Equation 2.21 is solved by Φ𝑚(𝜙) = (2𝜋)
1/2e−𝑖𝑚𝜙. The solution to Equation 2.22 is pro-
portional to the associated Legendre function 𝑃𝑚𝑙 (cos 𝜃), while 0 ≤ |𝑚| ≤ 𝑙. 𝑃
𝑚
𝑙 (𝑥) derives
from the 𝑙th Legendre polynomial 𝑃𝑙 (𝑥), defined by Equation 2.24, according to 𝑃𝑚𝑙 (𝑥) =




𝜕 𝑙𝑥 (𝑥2 − 1)
𝑙 (2.24)
The product Θ(𝜃) Φ(𝜙) equals the spherical harmonics 𝑌𝑚𝑙 (𝜃, 𝜙) and is given by Equation 2.25.










The radial part, given by Equation 2.23, can be rewritten as Equation 2.26.
𝑟2𝑅″(𝑟) + 2𝑟𝑅′(𝑟) + (2𝑚
∗𝑟2
ℏ2
(𝐸 − 𝑉 (𝑟)) − 𝑙(𝑙 + 1)) 𝑅(𝑟) = 0 (2.26)
Since the potential is infinite outside of the QD, 𝑅(𝑟) = 0 for 𝑟 > 𝑅QD. Within the QD,
the differential equation is solved by spherical Bessel functions 𝑗𝑙 (𝑘𝑟) and 𝑦𝑙 (𝑘𝑟) defined by
Equation 2.27 with 𝑘 = √
2𝑚∗𝐸
ℏ2 .














However, 𝑦𝑙 (𝑘𝑟) diverges at the origin, which is physically impossible. Hence, it is not a
solution of interest. Focusing on 𝑗𝑙 (𝑘𝑟) and using the boundary condition that 𝑅(𝑅QD) = 0,
only certain wave vectors 𝑘𝑛𝑙 or energy values 𝐸𝑛𝑙 are possible and given by Equation 2.28 with
𝛽𝑛𝑙 being the 𝑛th zero of the 𝑙th spherical Bessel function 𝑗𝑙(𝑥) given by Table 2.4. Interestingly,









Table 2.4: Zeros 𝜷𝒏𝒍 of the Spherical Bessel Function 𝒋𝒍(𝒙).
𝛽𝑛𝑙 𝑙 = 0 1 2 3 4 5
𝑛 = 1 𝜋 4.49 5.76 6.99 8.18 9.36
2 2𝜋 7.73 9.10 10.42 11.70 12.97
3 3𝜋 10.90 12.32 13.70 15.04 16.35
The quantum states are labeled in analogy to atomic physics as 𝑛𝑙𝑋, with 𝑋 being the
underlying charge carrier type: e, hh, lh, or soh. The quantum number 𝑙 (angular momentum)
is encoded using the typical letters 𝑠 = 0, 𝑝 = 1, 𝑑 = 2, and so on. The electron ground state,
for example, is accordingly named 1𝑠e. Figure 2.8a shows the corresponding energy levels of
electron and hole along with some radial wave functions. An InP QD with 1.7 nm radius and
the effective masses of charge carriers given by Table 2.2 were used for the calculation. The
energy levels related to the soh were shifted by the splitting energy Δso = 0.108 eV47 arising
from the spin-orbit coupling. The density of hole states is much higher compared to the one
of electron states. This is caused by the presence of hh, lh, and soh and the higher hole mass
in general. The full envelope wave function is given by Ψ𝑛𝑙𝑚(𝑟 , 𝜃 , 𝜙) ∝ 𝑌𝑚𝑙 (𝜃, 𝜙) 𝑗𝑙 (𝑘𝑛𝑙 𝑟) and
illustrated in Figure 2.8b.















(a) (b) n=1, l=0 n=1, l=1 n=1, l=2 n=1, l=3
n=2, l=3n=2, l=2n=2, l=1n=2, l=0
Figure 2.8: Spherical QD: Energies and Wave Functions. (a) Energy levels of electron and
hole. The radial part of some wave functions (𝑟2|𝑅(𝑟)|2) is shown for illustration (blue: 1𝑠e, red:
1𝑝e, green: 1𝑠hh, purple: 1𝑠lh, orange: 1𝑑hh). (b) The full wave function Ψ𝑛𝑙0(𝑟 , 𝜃 , 𝜙) of the first
few quantum states. If the wave function exceeds a certain threshold to the positive or negative,
it is shown by the red and blue regions, respectively.
Optically active transitions between these quantum states can be identifiedwhen analyzing
the dipole matrix element (see Equation 2.8).95 The wave function including the Bloch part
at the band maximum reads Ψ𝑛𝑙𝑚(𝑟 , 𝜃 , 𝜙)Φ𝜈(𝒓). The dipole matrix element for a transition
between VB and CB is thus given by Equation 2.29 and can be separated in the integration of
the fast oscillating Bloch part and the integration of the envelope part.
⟨Ψ𝑛𝑙𝑚(𝒓)ΦCB(𝒓) | 𝑒𝒓𝑬 | Ψ𝑛′𝑙′𝑚′(𝒓)ΦVB(𝒓)⟩ = ⟨ΦCB(𝒓) | 𝑒𝒓𝑬 | ΦVB(𝒓)⟩ ⟨Ψ𝑛𝑙𝑚(𝒓)|Ψ𝑛′𝑙′𝑚′(𝒓)⟩ (2.29)
The Bloch part equals the dipole matrix element of a bulk crystal (e. g., it takes care that
angular momentum is conserved during absorption or emission of a photon). The part with the
envelope function, however, introduces new selection rules for possible interband transitions.
Since the spherical harmonics are orthogonal to each other, only transitions between states,
where 𝑙 and 𝑚 are not changing, show an overlap integral different from zero. Furthermore, it
turns out that the radial wave functions are orthogonal as well: ∫ 𝑗𝑙 (𝑘𝑛𝑙 𝑟) 𝑗𝑙 (𝑘𝑛′𝑙 𝑟) 𝑟2𝑑𝑟 ∝ 𝛿𝑛𝑛′ .
Therefore, the only possible transitions are between electron and hole states with equal
quantum numbers, while their oscillator strength is proportional to (2𝑙 + 1) due to the
degeneracy with respect to the quantum number 𝑚.92
In reality, the electronic structure of QDs is more complex showing a fine structure of the
energy levels (e. g., mixing of hole bands, Coulomb interaction, non-spherical shape, splitting
of states). Interestingly, it turns out that the lowest energetic transition is optically dark.92
However, the energetic separation to the lowest bright transition is less than the thermal
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Figure 2.9: Semiconductor Heterostructures. Energy band alignment of type I, II, and III
semiconductor heterostructures. Figure is adapted from Reference 96.
temperature. Since all measurements discussed within the scope of this thesis are conducted
at room temperature, the model introduced above is already sufficient to interpret the results
of the presented experiments.
When discussing core/shell QDs, the interface between semiconductors becomes impor-
tant. Using the simplest model, it is sufficient to align the energy bands of both materials
with respect to the vacuum energy level 𝐸vac according to the respective electron affinity 𝜒.97
This leads to a step-like potential for electrons and holes. As shown in Figure 2.9, it can
be distinguished between three different types of heterostructures depending on the band
alignment. In the case of type I, the energetically higher VBM and the lower CBM are both in
the same material showing the smaller band gap of the two semiconductors. Thus, electron
and hole will localize there. This is the case for the core/shell QDs investigated in Chapter 4. A
type II heterostructure shows a staggered lineup of the band maxima. Accordingly, electrons
and holes will localize in different materials. Finally, a type III structure is present if the band
gaps of both semiconductors do not overlap.96
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2.2.2 Broadening of Optical Transitions
According to Equation 2.28, the confinement energy 𝐸𝑛𝑙 depends on 𝑅−2QD and therefore is
strongly affected by the QD size. Since QDs obtained by colloidal chemistry show a certain size
distribution, the transition energies observed in an ensemble are inhomogeneously broadened.
Nevertheless, this is not the only reason for a spectral width of optical transitions due to the
presence of fundamental homogeneous broadening mechanisms.
The emission from a single emitter at 0 K would show a full width at half maximum
(FWHM) of Δ𝐸 = 𝛾. This is caused by the finite lifetime 𝜏 of the excited state due to Heisen-
berg’s uncertainty principle. In the case of monoexponential recombination, the line shape
would be Lorentzian according to a Fourier transformation.98
At elevated temperatures, additional broadening mechanisms affect the line shape. The
most dominant one is due to charge carrier scattering with optical and acoustic phonons. The
resulting FWHM Γ(𝑇 ) can be modeled according to Equation 2.30.99







In the case of acoustic phonons, the broadening is proportional to the temperature with a
coupling constant 𝜎𝑎𝑐. The contribution from optical phonons is proportional to the population
of an average phonon state with energy ℏ𝜔𝑜𝑝 according to the Bose-Einstein statistics, with
Γ𝑜𝑝 being the coupling strength. It should be noted that in the case of large charge carrier
densities, carrier-carrier scattering can influence the FWHM as well. However, this is not
relevant for the experiments discussed within this thesis as the charge carrier density was
kept low.
The aforementioned sample inhomogeneity (e. g., varying crystal size, defects) results
in a temperature-independent contribution Γinhom. This inhomogeneous broadening leads
to a Gaussian line shape. The convolution of Gaussian and Lorentzian profiles results in a
so-called Voigt function. However, this function depends on many free parameters, which
is why a simple Gaussian function (see Equation 2.31) is used in most cases to analyze the
FWHM of a certain transition.98






To distinguish between the inhomogeneous and homogeneous broadening, either optical
experiments on the single-particle level, which will be presented in Subsection 3.2.2, or
four-wave mixing spectroscopy may be used.100 The latter technique measures the loss of
coherence (dephasing time 𝑇2) of oscillating dipoles, which are initially excited in phase by
the light field. According to Equation 2.32, the dephasing time can be related to the lifetime of
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the excited state 𝑇1 and scattering times 𝑇 ∗𝑖 , which can be associated with various scattering














optical transition, it is possible to measure Γhom without influences of the sample inhomo-
geneity.92
Typically, dephasing becomes faster if a charge carrier is excited with excess energy. This
is caused by the increasing density of states within a band at higher energy, which facilitates
scattering processes. Hence, homogeneous broadening exceeds inhomogeneous broadening
for higher energetic transitions, whereas the inhomogeneous onemainly influences transitions
in the vicinity of the optical band gap.
2.2.3 The Charge Carrier Relaxation Problem
The dephasing process mentioned in the previous section is only the first stage after photo-
excitation of a semiconductor with an ultrashort laser pulse (typically ≤ 100 fs).101 The
excitation process generates a coherent population of free electron-hole pairs or excitons,
depending on the chosen excitation energy. Due to scattering processes, the phase relation
between the individual excited charge carriers becomes lost over time. This coherent regime
typically has a maximum duration of a few hundred femtoseconds and can be seen as the
time until the first collision.
Subsequently, scattering processes first lead to a thermal equilibrium among the charge
carriers before a thermal equilibrium with the lattice is reached. Such processes typically
take place on a time scale reaching several picoseconds and involve carrier-carrier as well as
carrier-phonon scattering processes. During this stage, intervalley scattering may take place
in indirect semiconductors. Finally, when all charge carriers relaxed to the vicinity of the
band edge, recombination becomes the dominating process, which takes place on a time scale
reaching several nanoseconds in the case of the materials investigated within this thesis.
There are multiple processes leading to carrier-phonon scattering.46,92 On the one hand,
there is the aforementioned polar Fröhlich coupling between electrons/holes and optical
phonons. In this case, the electric field created by the vibrating ionic nuclei couples to the
Coulomb field of the electron-hole pair. On the other hand, charge carriers may couple to
acoustic phonons via a deformation potential or piezoelectric interactions. The deformation
potential enables coupling to longitudinal acoustic (LA) phonons. The variations of the ion
bond length induce a modulation of the band gap and of the exciton energy. Furthermore, the
polar coupling arising from piezoelectric interactions leads to charge carrier scattering with
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Figure 2.10: The Phonon Bottleneck. (a) In bulk semiconductors, charge carriers may relax
via individual scattering events with phonons. For simplicity, only the relaxation of an electron
is shown. (b) In QDs, charge carriers (especially electrons) have to overcome large energetic
gaps in order to relax. Accordingly, an unlikely multi-phonon process is required, which leads
to the so-called phonon bottleneck. Please note that the phonon energy associated with the
arrows is exaggerated for better visualization. Hence, even more phonons need to be involved
in reality. (c) This issue can be circumvented by an Auger-like process. The electron transfers
its excess energy to the hole, which then will occupy a higher energetic state. The subsequent
hole relaxation is less affected by the phonon bottleneck due to the higher density of available
hole states.
transverse acoustic (TA) phonons. For all of these processes, it is possible that a phonon is
either absorbed or emitted, while the temperature influences the probability for the respective
event.
All of these processesmust conserve energy andmomentum. As can be seen in Figure 2.10a,
there are always suitable phonons for scattering events available due to the continuous
dispersion of energy bands in bulk semiconductors. These are predominantly LO phonons.
Only if the excess energy of charge carriers with respect to the band edge is smaller than the
LO phonon energy, scattering must involve acoustic phonons. In the case of QDs, momentum
conservation is relaxed due to the quantum confinement. However, the large energetic
separation between individual states leads to a problem. As sketched in Figure 2.10b, the
energy of an individual phonon is not sufficient to overcome this energetic gap. Accordingly,
a less likely multiple phonon emission process is required. Moreover, the number of final
states, where the charge carrier may scatter to, is dramatically reduced in QDs compared to
bulk semiconductors. Hence, scattering rates are expected to decrease according to Fermi’s
Golden Rule. This issue is known as the phonon bottleneck.
Interestingly, early QD structures showed only a low emission efficiency, which was at-
tributed to the phonon bottleneck.102 However, it was demonstrated that Auger-like processes
circumvent the phonon bottleneck and, thus, lead to a quick charge carrier relaxation.103
As shown in Figure 2.10c, the excess energy can be transferred between electron and hole.
While this process may happen in both directions, it is much more likely that the electron
transfers its excess energy to the hole. The reason is that the energetically close-lying hole
levels offer more final states for the scattering event. Thus, the hole subsequently occupies an
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even higher energetic state. Fortunately, the density of hole sates is large enough to allow for
a quick subsequent hole relaxation.
In Chapter 4, the charge carrier relaxation in InP-based QDs will be analyzed in detail. So
far, mainly cadmium-based QDs were subject of research. Hence, there are open questions if
InP-based QDs show similar or different behavior. A focus will be on the exact relaxation times
depending on the excess energy of charge carriers. Moreover, the charge carrier relaxation
from a QD shell into the core will be analyzed. This topic is hardly discussed in the literature
so far. Finally, the question if all charge carriers successfully relax to the band edge states
will be investigated. The obtained insights may help to improve the efficiency of future LEDs
harnessing such QDs as direct emitters.
Furthermore, the new field of DPs is the topic of Chapter 5. Especially the relaxation
dynamics of charge carriers will be discussed. Since these NCs have lateral dimensions larger
than the exciton Bohr radius, quantum confinement effects are not dominating, but the band
structure plays an important role for the interpretation of the experimental observations.
Interestingly, the indirect band structure gives rise to strongly varying effective masses of
charge carriers during the relaxation process. In combination with the investigation of the




Materials and Experimental Methods
Optical spectroscopy enables the investigation of physical processes within semiconductors
that were discussed in the previous chapter. The following chapter will introduce several of
the corresponding techniques. Steady-state spectroscopy reveals not only the basic optical
properties but can also be used to characterize more complex processes like the relaxation
efficiency of charge carriers. In the case of an ensemble of semiconductor NCs, inhomogeneous
broadening of optical spectra is an undesired issue. Therefore, spectroscopic methods can
be applied on the single-particle level in order to circumvent this problem. Finally, time-
resolved PL and DT spectroscopy will be introduced as they allow to characterize the charge
carrier dynamics. But first, the chemical syntheses of the used semiconductor NCs will be
highlighted.
3.1 Synthesis of Semiconductor Quantum Dots
The ELQ-LED project and its objectives were already mentioned in Chapter 1. Our project
partners, Merck and Fraunhofer IAP, synthesized the QDs used in my research. The synthesis
of DP NCs, on the other hand, was done by my colleague Dr. Amrita Dey. Accordingly, this
section will only give a brief description of the hot-injection method, which is used for the
synthesis of both nanomaterials. Further details on the underlying chemical processes can be
found in the referenced literature.
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3.1.1 The Principle of the Hot-Injection Method
The experimental realization of the hot-injection method dates back to 1993 when Murray,
Norris, and Bawendi introduced a high-temperature synthesis in organic solvents for cadmium
chalcogenide NCs.104 It appears that temporal separation of nucleation and growth processes
is crucial for obtaining particles with a narrow size distribution.105 To achieve this, one can
distinguish between two strategies: heterogeneous and homogeneous nucleation. An example
of the first one is seeded growth. Here, seed particles are formed and isolated. In a second
step, they are injected in a solution containing suitable precursors and ligands, which allow
for controlled growth. Homogeneous nucleation, on the other hand, limits itself. In this case,
the precursors irreversibly form monomers, which subsequently aggregate in an equilibrium
process to NCs of defined size. Accordingly, this method falls in the category of a one-pot
synthesis.106
Hot-injection is to be understood literally. The reagents are rapidly injected in a hot
solvent, whereby the concentration rises above a critical threshold leading to a nucleation
burst. But this is quickly quenched as the supersaturation vanishes and the temperature
decreases since the injected solution is cold. Now, the reaction medium can be heated again
in a way that the remaining precursors lead to a controlled growth of the nuclei. Typical
processes taking place at this stage are size focusing107 and Ostwald ripening,108 which narrow
or broaden the size distribution, respectively. If desired, the obtained NCs can be transferred
in a second reaction medium, where a shell material can be grown.109 During all those steps
ligand molecules are present in the solution. Specific head groups (e. g., thiols or amines)
allow them to attach at (preferential) sites of the NCs. This stabilizes the colloidal dispersion
and can also give rise to a nonspherical geometry of the NCs.106
It should be mentioned that there exists also a second popular procedure for NC synthesis,
the heat-up method. In this case, the reaction mixture is prepared at low temperature and
then heated up until controlled nucleation starts. This slower process can lead to higher
reproducibility, however, a challenging fine-tuning of the precursor reactivity is needed to
prevent a broad size distribution of the final product.110,111
In the following two sections, this theoretical overview will be illustrated by the synthesis
of Cs2AgBiBr6 DP NCs and InP-based core/shell QDs.
3.1.2 Cs2AgBiBr6 Double Perovskite Nanocrystals
The synthesis of Cs2AgBiBr6 DP NCs follows a slightly modified procedure reported by
Creutz et al.112 and is illustrated in Figure 3.1. First, 0.7mmol cesium acetate (Cs(OAc), 99.9%
metal basis, Alfa Aesar ), 0.5mmol anhydrous silver acetate (Ag(OAc), 99%, Alfa Aesar ), and
0.5mmol bismuth acetate (Bi(OAc)3, 99.99% trace metal basis, Sigma-Aldrich) are dissolved
in a solution comprising 1.5mL oleic acid (90%, Alfa Aesar ), 0.37mL oleylamine (70%, Sigma-


















Figure 3.1: Synthesis of Cs2AgBiBr6 DP NCs. The hot-injection procedure is depicted in the
top row, whereas the bottom row shows the purification process.
Aldrich), and 6mL 1-octadecene (90%, Sigma-Aldrich). Using a Schlenk line, this mixture
is heated to 120 °C under vacuum for 30min to remove residual gases and water from the
precursors. During this drying process, the color of the reaction mixture changes from pale
yellow to dark brown. Subsequently, a nitrogen atmosphere is applied and the solution
temperature is increased to 145 °C. Now, 0.2mL trimethylsilyl bromide (TMSBr, 97%, Sigma-
Aldrich) are swiftly injected under vigorous stirring, which induces a color change to yellow.
Finally, the reaction is immediately quenched by applying an ice water bath for 30 s.
The obtained NCs must be purified by centrifugation to remove excess ligands and remain-
ing precursors. In the first step, the reacted solution is centrifuged at 7000 rpm for 20min.
The obtained yellow sediments contain the majority of the NCs and the remaining precursors,
whereas the excess ligands along with small seeds stay in the supernatant. Accordingly, the
supernatant is discarded and the sediment is then redispersed in 10mL toluene (99.5%, Carl
Roth) by sonication for 5min. In the last step, the dispersion is centrifuged again at 6000 rpm
for 20min. Now, only the remaining precursors form the sediment, whereas the NCs stay in
dispersion due to the different solvent. Thus, the supernatant is collected as the final product
containing Cs2AgBiBr6 DP NCs.
The morphology of these NCs was characterized by a transmission electron microscope
(TEM) operating at an accelerating voltage of 80–100 kV (JEOL JEM-1011). As can be seen
in Figure 3.2a, the NCs are cubic in shape and of uniform size. An average edge length of
(8.9 ± 0.2) nm was determined by analyzing 100 particles (see Figure 3.2b).
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Figure 3.2: Morphology of Cs2AgBiBr6 DP NCs. (a) TEM image. (b) Edge length distribu-
tion (red bars) obtained from the analysis of 100 particles. A Gaussian fit (black line) gives
(8.9 ± 0.2) nm for the average edge length.
3.1.3 InP Quantum Dots
Starting from the first report of colloidal InP QDs back in 1996,113 the synthesis procedure
constantly improved yielding NCs of increasing quality. Besides the classical core-only QDs,
it is possible to grow a shell around the core leading to a core/shell structure. The shell serves
the purpose of passivating surface defects and, thus, reducing nonradiative recombination
channels. Especially ZnS and ZnSe have proven to be suitable shell materials although their
lattice parameters are not perfectlymatchingwith the core (see Table 3.1). This discrepancy can
be reduced by creating a gradient shell or adding multiple shells of different materials.106,114,115
Table 3.1: Lattice Parameters.
InP87 ZnS116 ZnSe117
𝑎 (Å) 5.869 5.4159 5.67
There are two established but very different chemical syntheses of InP QDs reported in the
literature.118 The first one uses tris(trimethylsilyl)phosphine as the phosphorus precursor and
probably yields QDs with the best quality. However, the precursor is costly and a pyrophoric
substance, which produces the highly toxic gas PH3 in contact with air. Nevertheless, the
Samsung Advanced Institute of Technology recently made great progress with this synthesis
and the subsequent fabrication of LEDs. A detailed description of their synthesis protocol
can be found in the corresponding publication.119
The Fraunhofer IAP used the same phosphorus precursor and they obtained InPZnS hybrid
core-only QDs by modifying a previously reported synthesis protocol.120 Their approach will
be outlined in the following as an example of a QD synthesis. Indium acetate (1mmol) and
zinc octanoate (2mmol) were heated to 150 °C under vacuum and stirred for 30min. Then,
the temperature was reduced to 120 °C under argon flow and 1-dodecanethiol (0.5mmol),
as the sulfur precursor, and acetic acid were injected. The mixture was stirred for 5min
before the temperature was reduced to 100 °C and tris(trimethylsilyl)phosphine (1mmol) was
rapidly injected. Then, the mixture was stirred for 10min, heated to 300 °C, and kept at that
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temperature for up to 30min. Finally, the reaction mixture was cooled to room temperature
and purified by centrifugation using different solvents (acetone and hexane). Interestingly, the
amount of used acetic acid (0–5.25mmol) allows tuning the mean diameter of the obtained
QDs from 2.2 nm to 4.8 nm, which results in a varying strength of quantum confinement.
Consequently, the emission wavelength varies as well (535–628 nm). Further details on these
QDs can be found in the corresponding publication.121
The second synthesis variant is based on the less dangerous tris(dimethylamino)phosphine
as the phosphorus precursor.122 Interestingly, the QD growth process during this synthesis
differs from the typical one. Here, nucleation and growth are not temporally separated but
continuous nucleation takes place. A narrow final size distribution is achieved since smaller
particles grow faster than larger ones.123
In the scope of my thesis, the focus lies on InP/ZnS and InP/ZnSe core/shell QDs, which
were used as received from Merck. Since there are some patents pending, it is unfortunately
not possible to report their exact synthesis procedure. The corresponding TEM images are
shown in Figure 3.3 and the respective dimensions are listed in Table 3.2 as determined by
Merck.
Table 3.2: QD Dimensions.
core shell
material diameter material diameter
InP 3.4 nm ZnS 8–10 nm
InP 3.0 nm ZnSe 10.5–11 nm
The QDs are dispersed in toluene and the received solutions are highly concentrated
having a mass content of 50mgmL−1, while the mass ratio between QDs and (excess) ligands
is roughly 2:1. The mass of a single QD is 1.6 ⋅ 10−21 kg, given the density of InP (4.79 g cm−3)
and ZnS (4.1 g cm−3) and assuming a spherical shape. Hence, the density of QDs in the highly
concentrated dispersion is approximately 2.2 ⋅ 1016 cm3.
(a) (b)
20 nm 20 nm
Figure 3.3: Morphology of InP-Based QDs. TEM images of (a) InP/ZnS and (b) InP/ZnSe
QDs, respectively.
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While the experimental setups are explained in the following sections, the general sample
preparation is already described here. For measurements in solution, approximately 10 µL
of the QD dispersion and 5–10 µL ligand (hexanethiol, 95%, Sigma-Aldrich) are added to a
cuvette containing toluene (2mm or 1 cm optical path length and 3mL or 600 µL volume,
respectively). This yields an optical density of approximately 0.1 at the absorption onset. The
additional ligands enhance the stability of the QDs, presumably by preventing detaching of
the original ligands (see Section 4.1 for details).
By calculating the volume that is illuminated by a laser, it is possible to estimate the
average number of generated electron-hole pairs on a single QD for a given laser pulse energy.
In case of the DT measurements that will be discussed in Chapter 4, the excitation volume is
0.7mm3 and the maximum concentration of QDs is 8.5 ⋅ 1014 cm−3. Therefore, 6 ⋅ 1011 QDs
are located within the excitation volume. The highest used pulse energy of 255 nJ at 525 nm
corresponds to 6.7 ⋅ 1011 photons per pulse. In this case, 50% of the photons are absorbed,
which means that on average 0.6 electron-hole pairs are excited on a single QD. Assuming a
Poisson distribution, more than one electron-hole pair is generated on only 10% of the QDs.
Since this scenario constitutes the most extreme case, effects due to multiple electron-hole
pairs should be negligible for the experiments discussed in Chapter 4.
For the investigation of single QDs, the original dispersion was diluted by a factor of 106
in toluene (containing an equivalent concentration of hexanethiol as described above). The
diluted dispersion was immediately spin-coated (100 µL, 5000 rpm) onto a 1 cm2 silicon wafer
in a static way. Thus, individual QDs are separated by a few microns and can be distinguished
by optical microscopy.
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3.2 Optical Spectroscopy of SemiconductorQuantumDots
A powerful technique for the investigation of NCs is optical spectroscopy since it can yield a
coherent picture of the photophysical processes taking place. Already simple experiments
like steady-state absorption or PL spectroscopy can give a hint to more complex processes.
Those can be studied in detail by employing time-resolved methods (e. g., DT spectroscopy).
A typical challenge in the investigation of NCs is their size distribution, which can lead to an
inhomogeneous broadening of optical spectra. This issue can be circumvented by employing
measurement techniques on the single-particle level. Combining all these methods, it is
possible to specify the advantages and challenges which need to be taken under consideration
for the development of applications based on a new material.
In the following section, the spectroscopic methods used in my research will be presented.
The focus lies more on specific topics, which I encountered during my time as a PhD student,
and less on general experimental details since these are well described in the literature.124
It will be shown how to get an impression of the charge carrier relaxation efficiency using
only steady-state spectroscopic methods. As mentioned before, it is desirable to investigate
individual NCs. To this end, a µ-PL setup can be used, which was modified and improved
during my research. Here, I want to give a guide to the key points, which need to be considered
for building such an instrument. While this setup can resolve the PL decay, a modern streak
camera enables the investigation of the PL signal with a much better time resolution of
1 ps. During my research, such a device was installed and I will give an overview of the
working principle. Finally, DT spectroscopy is introduced as another important technique to
study charge carrier relaxation processes in detail. In literature, the signals obtained from
DT spectroscopy are presented following two different conventions: either as a change in
transmission or in absorbance. As this may lead to confusion, I will compare both conventions.
3.2.1 A Simple Measure for the Charge Carrier Relaxation Efficiency
One of the most important photophysical characteristics of a material is the linear absorption
spectrum. It must be distinguished between the absorption taking values between 0% and
100% and the absorbance, which is also called optical density (OD). When light with an
intensity 𝐼0(𝜆) transmits through a sample, the intensity decreases to 𝐼 (𝜆) (see Figure 3.4a).
This is caused by absorption 𝐴(𝜆), reflection 𝑅(𝜆), and scattering 𝑆(𝜆). In many cases, it is
justified to neglect the contributions from reflection and scattering compared to the dominating
absorption. If not otherwise stated, this is always the case in the following. Thus, the
transmission 𝑇 (𝜆) can be calculated according to the Lambert-Beer law, which states that the
transmitted light intensity decreases exponentially with the sample thickness 𝑑 (Equation 3.1).
Therefore, the absorption coefficient 𝛼(𝜆) is the characteristic physical quantity. Please note
40 3.2 Optical Spectroscopy of Semiconductor Quantum Dots
(a)




Figure 3.4: Measurement Scheme for Absorption, PL, and QY Determination. (a) Light
with intensity 𝐼0(𝜆) is partially absorbed by a sample resulting in a transmitted intensity 𝐼 (𝜆). (b)
A sample is excited by light with intensity 𝐼0(𝜆ex) yielding PL with a spectrum 𝐼 (𝜆em). The light
can be emitted in all directions (not shown for simplicity). (c) A (blank) sample located in an
integrating sphere is excited by light with intensity 𝐼0(𝜆ex). Emission and transmitted/scattered
excitation light (not depicted) are reflected multiple times within the sphere until they leave it
through a small hole. The direct way to the exit is blocked. The QY can be calculated using the
intensity spectra 𝐼 (𝜆em/ex) obtained from the real and blank samples.




= 1 − 𝐴 − 𝑅 − 𝑆 ≈ 1 − 𝐴 = 𝑇 = e−𝛼𝑑 (3.1)
As can be seen in Figure 3.5, typical spectra do not show the absorption coefficient itself but
OD(𝜆), which differs only by a constant factor of 𝑑 log10(e) as can be seen in Equation 3.2.
Unfortunately, the definition of OD(𝜆) uses a basis 10 instead of the basis e, which appears in
the Lambert-Beer law. Therefore, a decadic absorption coefficient 𝛼∗(𝜆) can be introduced
to simplify the formulas. It should be noted that if a colloidal sample is in dispersion the
absorption coefficient depends linearly on the sample concentration, with the molar attenua-
tion coefficient being the corresponding proportionality constant. The absorption spectra
presented in this thesis are measured using either a Cary 60 UV-VIS or a Cary 5000 UV-Vis-NIR
spectrometer by Agilent Technologies.
OD = − log10(𝑇 ) =
Equation 3.1
− log10 (e
−𝛼𝑑) = 𝛼𝑑 log10(e) = 𝛼
∗𝑑 (3.2)
If a sample absorbs a photon, an excited state is created, which can lead to emission
as illustrated in Figure 3.4b. This phenomenon is called PL. Typically, a sample is excited
with monochromatic light 𝐼0 (𝜆ex) coming from a laser or the combination of a lamp with a
monochromator. The emitted light 𝐼 (𝜆em) can be directed through another monochromator
onto a photodetector. Thus, the PL intensity can be measured as a function of the emission
wavelength (an example is shown by the black line in Figure 3.5). The ensemble PL spectra
presented in this thesis were acquired using a Fluorolog 3 by Horiba with a xenon lamp being
the excitation source. Sometimes it is useful to analyze the PL intensity as a function of
emission energy 𝐸em. In this case, the reciprocal relation of wavelength and energy (𝐸 = ℎ𝑐/𝜆)
must be considered by adjusting the intensity values according to Equation 3.3, with ℎ and 𝑐
being the Planck constant and speed of light, respectively.125

































Figure 3.5: Linear Optical Spectroscopy. A typical absorption spectrum of InP/ZnS QDs
dispersed in toluene is given by the gray area. The black line corresponds to the PL spectrum
(𝜆ex = 470 nm), whereas the red line shows a PLE spectrum (𝜆em = 680 nm).




This measuring scheme can be reversed leading to photoluminescence excitation (PLE)
spectroscopy. In this case, the PL intensity at a fixed emission wavelength is determined as a
function of the excitation wavelength. Obviously, the emitted intensity 𝐼 (𝜆em) needs to be
normalized by the (varying) excitation intensity 𝐼0 (𝜆ex). A typical PLE spectrum is shown
in Figure 3.5 by the red line. Interestingly, this method can quantify to which extend an
absorbing state leads to emission.46 To this end, it is needed to make a connection between
OD and PLE spectra. Since the light intensity is proportional to the number of photons 𝐼 ∝ 𝑁,
the Lambert-Beer law can be used to calculate the number of absorbed photons 𝑁abs (𝜆ex)








Taylor, 𝛼𝑑 ≪ 1






Every absorbed photon creates an electron-hole pair, which relaxeswith a certain efficiency
𝜂relax (𝜆ex) to the emitting state. Now, the charge carriers can recombine radiatively with a
probability 𝜂recomb. Assuming that charge carriers ’forget’ how they were excited during the
relaxation processes, 𝜂recomb is independent of the excitation wavelength. Taken all together,
this means that the PLE intensity 𝐼PLE (𝜆ex), which is proportional to the number of emitted
photons 𝑁em, is given by Equation 3.5.
𝐼PLE ∝ 𝑁em = 𝑁abs ⋅ 𝜂relax ⋅ 𝜂recomb =
Equation 3.4
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This means that the charge carrier relaxation efficiency can be deduced from the difference
between OD and PLE spectra. As can be seen in Figure 3.5, such a deviation is present in
case of the investigated InP/ZnS QDs, which points to a reducing charge carrier relaxation
efficiency with increasing excitation energy. This will be analyzed in detail in Section 4.4. It
should be noted that care must be taken when comparing absorption and PLE spectra because
PLE spectra might be influenced by effects, which are not considered above. These include
varying reflection of the excitation light at the sample surface depending on wavelength,
diffusion processes within the sample, and reabsorption of emitted light.44 Furthermore, PLE
spectroscopy can probe a subset of the sample if inhomogeneous broadening plays a role.
For example, the PLE spectrum can be determined at an emission wavelength corresponding
to the high energetic side of the PL peak. Thus, only a subset of the sample emitting at this
wavelength is probed (e. g., smaller crystals having a larger optical band gap due to enhanced
quantum confinement). This technique is known as size-selective PLE.46,126
The product 𝜂relax (𝜆ex) ⋅ 𝜂recomb is known as quantum yield (QY) and equals the ratio
of emitted to absorbed photons as can be seen from Equation 3.5. It is one of the most
important quantities characterizing the radiative efficiency of materials. The QY as a function
of excitation wavelength can be used as well to investigate the charge carrier relaxation
efficiency. However, determining the QY is not trivial. One needs a trick to obtain values,
which are equally proportional to the number of absorbed and emitted photons, while at the
same time scattering, reflection, and the angular dependence of the emission need to be taken
into account. There exist two popular methods for the QY determination: a comparative
procedure based on dye molecules and a direct method using an integrating sphere, which is
explained in the following paragraph.127
As illustrated by Figure 3.4c, a sample is placed and excited in the center of a sphere. The
sample may be dispersed in a solvent or placed on a transparent substrate. It is even possible
to investigate a powders if it is encapsulated between two glass plates.128 The direct path from
the excitation spot to the exit of the sphere is blocked. Accordingly, all reflected, scattered,
and emitted light will be equally reflected multiple times within the sphere before it leaves.
To prevent reflection losses, the interior is coated with a barium sulfate-based material (e. g.,
Spectralon®) leading to efficient diffuse reflection. Thus, the signal measured at the exit will
be proportional to all photons, which were present within the sphere, independent of the
angular dependence of emission or scattering processes. However, it is crucial to correct for
the wavelength-dependent reflectivity and detector sensitivity. Furthermore, the absorption
of the sample at the excitation wavelength should be smaller than 20% (OD ≤ 0.1) to minimize
disturbing influences (e. g., reabsorption), which would bias the following measurements.
Now, one can acquire spectra showing either the emission signal 𝐸𝑀sample or the remaining
intensity of the excitation light 𝐸𝑋sample under equal experimental conditions. Together with
data obtained from a blank sample (e. g., clean substrate or cuvette with pure solvent), the QY










































Figure 3.6: Determination of the PL QY. InP/ZnS QDs were dispersed in 3mL toluene
at a concentration corresponding to OD(470 nm) = 0.08. A small amount of ligands (10 µL
hexanethiol) was added to improve the colloidal stability. A 3mL-cuvette filled with the same
amounts of toluene and hexanethiol served as the blank sample. The excitation wavelength is
set to 470 nm. (a) Measurements covering the wavelength range of the excitation light. The
highlighted area is proportional to the number of absorbed photons. (b) Measurements covering
the wavelength range of the PL. The highlighted area is proportional to the number of emitted
photons. As expected, the signal from the blank sample is close to zero since the solvent is not
showing any PL. Now, the QY is given by the ratio of both highlighted areas, which is in this
case 75%.
can be calculated. A typical measurement is shown in Figure 3.6. The difference signal of
the remaining excitation light is proportional to the absorbed photons, whereas the intensity
change within the PL region is proportional to the emitted photons. Accordingly, the QY can








It should be noted that only an apparent PL QY can be measured when dealing with an
ensemble of many NCs. The reason is that it is impossible to distinguish between the following
two scenarios. On the one hand, a QY of 50% will be measured if all individual NCs have
this QY. On the other hand, a similar value would be obtained if half of the ensemble shows
a perfect QY of 100%, whereas the other half remains completely dark due to nonradiative
recombination. Therefore, experiments on the single-particle level as presented in the next
section are an important tool to characterize the heterogeneity of an NC ensemble.
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3.2.2 How to Build a Setup for Single-Particle Spectroscopy
As mention in Subsection 3.1.1, colloidal NCs show a size distribution. This might affect the
optical transition energies (e. g., due to varying strength of quantum confinement) and, thus,
lead to a broadening of optical ensemble spectra. A possible way to circumvent this issue is
to apply the spectroscopic methods previously described on the single-particle level. In this
section, a setup called µ-PL will be introduced. The name refers to its spatial resolution in
the micrometer range. The focus of this section lies on the experimental realization of such
a setup providing the key points, which need to be considered during construction.129 The
setup is capable of recording PL-images close to the optical diffraction limit, measuring PL
and PLE spectra of individual emitters, and obtaining corresponding PL decay traces with
nanosecond resolution. Furthermore, the sample is located in a cryostat allowing to work at
temperatures down to 4 K. A Hanbury Brown–Twiss intensity interferometer can be used to
characterize the photon statistics of the emitted light (e. g., photon antibunching). It should
be mentioned that this setup can easily be modified using polarizers and wave plates in order
to characterize the PL anisotropy as well.130,131 However, this is not discussed in this section
since such measurements are not presented in this thesis.
To meet the requirements for the desired spectroscopic methods, a versatile excitation light
source is needed. It should provide short laser pulses in a broad wavelength range at a variable
repetition rate. The white-light laser (WLL) SuperK EXTREME EXR-20 by NKT Photonics is a
suitable option. It is based on a pulsed ytterbium-doped fiber laser (1064 nm), which is coupled
into a photonic crystal fiber leading to supercontinuum generation (470–2400 nm), whereby
the fundamental Gaussian mode is maintained.132 An acousto-optic tunable filter within the
SuperK SELECT unit can be used to choose a single wavelength as the final laser output
(visible: 470–670 nm, infrared (IR): 690–1100 nm). Wavelengths in the ultraviolet (UV) region
(330–480 nm) can be obtained using the SuperK EXTEND-UV unit, which is based on second-
harmonic generation (SHG). Unfortunately, the beam quality slightly deteriorates in this
case (e. g., non-Gaussian beam profile). A built-in pulse picker can adjust the repetition rate
within 0.15–78MHz, which is favorable for time-correlated single photon counting (TCSPC)
measurements as described later. The final laser pulses have a duration of 20–100 ps and a
spectral width smaller than 12 nm, depending on the chosen wavelength. The laser power
varies between 2–20mW in the visible and IR range, while it decreases to only 30–130 µW
in the UV. This laser system is shown as the first part of Figure 3.7, which illustrates the
complete µ-PL setup.
The laser beam is directed through a movable neutral density gradient filter and on a
photodiode (PD) power sensor, which can be flipped out of the beam path. Both components
can be remotely controlled using a computer. This enables a quick and reproducible power
adjustment during a measurement series. The laser beam is reflected from a dichroic mirror










Figure 3.7: The µ-PL Setup. A SuperK EXTREME EXR-20 WLL in combination with an Extend-
UV or Select unit provides laser pulses with adjustable wavelength (330–1100 nm). The laser
power can be controlled using a neutral density gradient filter on a linear stage in combination
with a PD power sensor on a motorized flip mount. The laser beam is directed to an attoDRY800
cryostat. After entering the vacuum chamber and the cold shield, the laser beam is focused on
a diffraction-limited spot using an objective on a vertical linear stage. The sample is located
on an x,y-stage, thus, allowing for a full 3D positioning control. The emission is collected by
the same objective, separated from the laser beam using a dichroic mirror, and focused on the
entrance slit of an Acton SpectraPro 2300 imaging spectrograph. It is possible to record a PL
image of the sample or to measure the PL spectrum of an individual spot using a CCD. A flip
mirror can direct the beam to a second exit, which is connected to two APDs via a beamsplitter.
Based on a TCSPC technique, it is possible to record the PL decay and the second order intensity
correlation function of individual emitters.
and send to the head of an attoDRY800 cryostat (Attocube), which controls the temperature of
a sample in the range of 3.8–320 K. The sample is mounted on a stack of two linear translation
stages, which enable a lateral movement of 6mm with an accuracy of 200 nm. To ensure a
good thermal coupling, silicon or sapphire substrates should be used and fixed to the cryostat
using either vacuum grease (Apiezon N ) or conductive silver lacquer (Busch). The laser beam
is focused on the sample using an objective (LT-APO/532-RAMAN/0.82) by Attocube with an
apochromatic range of 520–695 nm. Notably, it is located within the cryostat and mounted on
a similar vertical translation stage. This enables a close working distance of 0.64mm, which
is needed to reach a large numerical aperture (NA) of 0.82. According to Equation 3.7, the
NA characterizes a solid angle 𝜙 up to which emitted light can be captured, with 𝑛 being the
refractive index of the medium between objective and sample. Here, the medium is either air
or vacuum, which results in 𝑛 = 1. Obviously, it is advantageous to collect as many emitted
photons as possible when looking at single NCs.
NA = 𝑛 sin 𝜙 (3.7)
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The collimated PL beam is separated from the scattered excitation light by the previously
mentioned dichroic mirror and focused on the entrance slit of an Acton SpectraPro 2300
spectrograph (Princeton Instruments). Details on the imaging process will follow later. Since
the parabolic mirrors of the spectrograph are silver-coated, light must have a wavelength
larger than ~400 nm to be efficiently transmitted. As shown in Figure 3.7, a turret can be used
to change between different gratings and mirrors. If a mirror is chosen, the open entrance slit
(12mm × 8mm) is simply imaged with a one-to-one ratio on the exit port, where a charge-
coupled device (CCD) is mounted (Pixis400, Princeton Instruments). Thus, a PL image of the
sample can be recorded. In order to adjust the size of the excited area, a lens with (long) focal
length may be put in the excitation beam path in front of the dichroic mirror. Depending on
the specific lens, this will slightly (de-)focus the excitation spot, while the sample stays in the
focal plane of the objective.
In principle, such an imaging process can be done with a grating at zero order as well.
However, the reflection efficiency is much worse compared to a real mirror. On the other
hand, if a grating is chosen instead of the mirror, the light can be diffracted according to its
wavelength and a PL spectrum can be recorded. In this case, the entrance slit should be closed
to 10–100 µm. Accordingly, only emission from a small region on the substrate can enter the
spectrograph. While the horizontal component of the detector now relates to wavelength, the
vertical component still contains the lateral information. This means that if two emitters are
by chance located on a vertical axis next to each other, it is possible to record the PL spectra
of both emitters at the same time. It should be mentioned that the wavelength resolution Δ𝜆
scales in theory with the number of illuminated grating lines 𝑁 according to Equation 3.8,
with 𝑚 being the diffraction order. Accordingly, the focusing lens in front of the spectrograph
should be chosen in such a way that the grating is fully illuminated. To meet this requirement,
the lens must match the f-number (𝑓/#) of the spectrograph. It is given by Equation 3.9 for a
lens with focal length 𝑓 and diameter 𝐷 of the collimated light beam.
𝜆
Δ𝜆





The spectrograph has an f-number of 3.9 and the clear aperture of the objective is 4.7mm.
Accordingly, the lens should have a focal length of only ~2 cm. This would have two experi-
mental disadvantages. Not only the alignment of such a lens is very sensitive, but also the
optical aberrations become significant. Furthermore, the focal length of the lens directly
affects the magnification of the objective-lens system and, thus, the spatial resolution.
Figure 3.8 illustrates the objective-lens system, while a simple lens replaces the objective
to simplify the picture. As an example, two point-like particles emitting light at 600 nm are


















Figure 3.8: Spatial Resolution of the µ-PL Setup. Two point-like particles, separated by
Δ𝑟 = 446 nm on a substrate, emit light at 600 nm. A fraction of the emission is collimated by the
first lens with focal length 𝑓1 = 2.88mm and diameter 𝐷. The light beam is then focused on a
CCD with 20 µm-pixels by the second lens (𝑓2 = 300mm). The red and blue lines indicating the
light beams are calculated using ray transfer matrix analysis. The optical diffraction limit states
that the light is not focused to a point-like spot, but an extended Airy disk. The light intensity
profile of both particles is shown by the black line. According to the magnification of the lens
system, the two intensity maxima are separated by 46.5 µm. This scenario exactly matches the
Rayleigh criterion.
located on a substrate. The first emitter lies on the optical axis, whereas the second particle is
slightly shifted. While the particles emit light in all directions, only a fraction is collected
by the first lens according to its NA. The advantage of an objective compared to a simple
lens is that it allows for a large NA combined with a small diameter of the collimated PL.
Furthermore, it produces less optical aberrations since it consists of multiple lenses, which
try to correct them. As a consequence, the working distance is typically shorter than the
focal length. The collimated PL beam is then focused by the second lens on the spectrograph
entrance slit, which is imaged one-to-one on the exit port. Accordingly, the CCD is directly
shown in the focal plane and records the light intensity. Due to the optical diffraction limit,
the point-like particles are imaged as extended diffraction patterns called Airy disks. The
angular spatial resolution Δ𝑟 of such a system is given by Equation 3.10 reflecting the Rayleigh
criterion, which states that two point-like emitters are just distinguishable if the intensity
maximum of the one diffraction pattern coincides with the first minimum of the other.
Δ𝑟 = 1.22 ⋅ 𝜆
2 ⋅ NA
(3.10)
The above-mentioned objective has an NA of 0.82 leading to a minimum resolvable
distance of 446 nm at a wavelength of 𝜆 = 600 nm. Given this theoretical resolution limit,
a closer look at the detection of the intensity profile makes sense. To apply the Rayleigh
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criterion in practice, the intensity profile must be recorded with sufficient spatial resolution.
Since a pixel of the CCD is a square of 20 µm edge length, the magnification of the diffraction
pattern is crucial. A rule of thumb states that Δ𝑟 should be magnified to cover 5–10 pixels to
resolve the diffraction pattern with sufficient resolution. This would require a magnification
of 220–440. The magnification of the objective-lens system is given by the focal length ratio
of lens to objective. Thus, the focal length of the lens should be 65–130 cm, given an objective
focal length of 2.88mm.
The required focal length of at least 60 cm needed for optimal spatial resolution is in clear
contradiction with the 2 cm needed for optimal wavelength resolution. As a trade-off, a lens
with 30 cm focal length is used, which leads to a magnification of 104. Relating this to the size
of the open slit, the field of view is 115 µm × 77 µm. While most of the laser is focused onto a
small spot (~1 µm2), there is still enough light intensity at a distance of a few tens of microns
from the focal spot away allowing to record an extended PL image. However, Δ𝑟 equals only
2.3 pixels (in other words, one pixel corresponds to 192 nm). Accordingly, it is difficult to
distinguish the diffraction patterns if the Rayleigh criterion is exactly matched. To be realistic,
the intensity maxima should be separated by at least 5 pixels to be distinguishable. Thus,
the practical spatial resolution limit is only ~1 µm. Accordingly, NCs should be deposited
on a substrate in a way that they are separated by a few micrometers (e. g., by spin-coating).
To check that the detected emission stems from single emitters and not from small clusters,
the concentration of the NC dispersion used for spin-coating can be varied. The density of
emitters on the substrate should change accordingly. Furthermore, blinking is a typical sign
for single emitters as discussed later.
The used lens reduces not only the spatial resolution but has also the consequence that
only ~7% of the grating is illuminated. This seems to be a huge problem, but that is not
the case. In reality, the wavelength resolution is not limited by the number of illuminated
grating lines (Equation 3.8) but due to the spot size of the imaged slit, which is ~50 µm and
corresponds to 2–3 pixels under ideal conditions. Thus, the real spectral resolution is more
than an order of magnitude worse than the theoretical value. Therefore, it does not matter too
much if the grating is not fully illuminated since the theoretical resolution will be still better
than the device limited one.133 Actually, if a better wavelength resolution is needed, a grating
with 1200 linesmm−1 can be used instead of the usual 300 linesmm−1, which increases the
resolution again. The only drawback, in this case, is that the signal is spread over more pixels.
Accordingly, the signal per pixel decreases and the detector noise becomes more significant.
This demands longer integration times.
The spectrograph has a second exit port, which can be reached using a flip mirror. At
this port, there is no CCD connected, but an optical multimode fiber by AMS Technologies
with the maximum transmission in the range of 500–700 nm. Its refractive index has a step
profile with a core and shell diameter of 105 µm and 125 µm, respectively. The fiber has an
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NA of 0.22, which is larger than the NA of the lens in front of the spectrograph. Thus, all light
focused on the fiber can be coupled in. The position of the fiber corresponds to the center
pixel of the CCD. Accordingly, it is possible to couple either a specific wavelength into the
fiber if a grating is used or all light from a small sample region if the mirror mode is chosen.
The fiber is split into two equal arms by a non-polarizing broadband beamsplitter. Both
fiber ends are connected to single-photon detectors based on avalanche photodiodes (APDs)
for the wavelength range of 400–1060 nm (SPCM-AQRH-16-FC by Excelitas Technologies).
They feature a very low dark count rate of only 25 cps, which enables the detection of weak
signals from single emitters. Their timing resolution is 350 ps, which will affect the temporal
resolution of the measurements discussed below.
This configuration allows for three types of experiments. First, by relating the arrival
time of emitted photons to the timing of the laser pulses, it is possible to obtain PL decay
traces. This method is called TCSPC and will be discussed in detail below.134 Since only
one APD is used in this case, the beamsplitter may be omitted if a sample shows only a
weak emission. Nevertheless, the beamsplitter leads to an intensity interferometer known as
Hanbury Brown–Twiss configuration, which enables the second experiment. By measuring
the second-order correlation of the arriving photons, the photon statistics can be determined.
In the case of single emitters, this may lead to a phenomenon known as antibunching.135
It is possible to determine the biexciton QY from such a measurement.136 Finally, it can be
informative to simply look at the PL intensity of a single emitter over time. It may fluctuate
between ’on/off’-states, which is known as blinking. A typical example is that a single emitter
is occasionally charged, which leads to a high probability for nonradiative recombination due
to an Auger process.137
TCSPC is based on the correlation of two signals as illustrated in Figure 3.9. The first one
is given by a trigger corresponding to the repetition rate of the laser. This is represented by
the vertical lines in panel (a). The second one is given by the detection of individual photons,
which is shown by the green and orange dots representing photons from the laser and PL,
respectively. Accordingly, two measurements are needed. During the first one, the central
wavelength of the spectrograph is chosen to direct laser photons to the APD. The second one
records the PL photons. When taking a closer look at the laser photons, it appears that they
arrive with a slightly varying delay after the trigger. To characterize this delay, a timer always
starts when the trigger pulse arrives from the laser and stops when a laser photon is detected.
The obtained start/stop delays are plotted as a histogram with a bin width of 25 ps. If a second
photon is detected after a certain laser trigger pulse, it would not yield a second start/stop
delay. To minimize such events, the light hitting the APD should be attenuated as much that
the count rate of detected photons is only 1% of the laser repetition rate (rule of thumb). This
start/stop technique gives a probability distribution for the detection of a photon after the
laser trigger pulse arrived. Accordingly, the start/stop delay can be interpreted as a time axis.
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Figure 3.9: TCSPC and Time Resolution. (a) Sketch showing the detection of individual
photons over time. The vertical lines correspond to the trigger signal from the laser. The green
and orange dots refer to detection events of photons at the laser and PL wavelengths, respectively.
The delay between the trigger and a detection event is called start/stop delay. (b) Histogram
showing the distribution of start/stop delays in case of laser photons, which equals the IRF. It
is broader than the pure laser pulse width. (c) A similar histogram for the case of PL photons,
which resembles the PL decay. The observed trace deviates from the expected decay, especially
during the signal rise.
The solid line in panel (b) sketches a typical result. There is a time offset due to different
path lengths of the optical and electrical signals. Furthermore, the curve has a characteristic
width of typical ~1 ns, which is much larger than expected given a laser pulse duration of
less than 100 ps (dashed line). The solid line is a good estimation of the instrument response
function (IRF), which is defined as the system’s response to an infinitesimal short signal. Thus,
it characterizes the time resolution of the system. It is worse than the laser pulse width due
to additional factors affecting the timing (e. g., APD resolution of 350 ps, jitter of laser trigger
and detection system). The zero of the time axis is defined to be at the maximum of the IRF.
The orange dots representing the detection of PL photons are distributed over a larger time
interval. This reflects the fact that the excited state of an emitter has a certain lifetime. The
corresponding histogram is shown in panel (c) by the solid line. To capture the complete decay
and to avoid measurement artifacts, the laser repetition rate must be adjusted in order to give
the sample enough time to fully relax to the ground state before the next laser pulse arrives.
In the case of monomolecular recombination of charge carriers after resonant excitation, the
PL signal should rise as a step function and decay monoexponentially as shown by the dashed
line. Due to the finite time resolution of the system, the obtained decay trace is given by a
convolution of the real decay with the IRF. One should keep this in mind when investigating
signals in the range of a few nanoseconds. In some cases, it might be reasonable to apply a
reconvolution procedure to analyze such short-lived signals. Nevertheless, the limited time
resolution is a small drawback of this versatile setup. In the next section, a streak camera is
presented, which enables PL measurements with a time resolution of 1 ps using a sophisticated
technique.
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3.2.3 Time-Resolved Photoluminescence Spectroscopy:
What a Modern Streak Camera Measurement Can Tell Us
PL measurements with high time resolution can resolve ultrafast processes within a sample.
This could be the relaxation of charge carriers, which takes place on a time scale ranging
from femto- to picoseconds. In the last section, TCSPC was introduced as a technique to
record time-resolved PL signals. Nevertheless, due to a time resolution of only ~1 ns it is
mainly capable of characterizing the PL decay. There are two other prominent techniques
revealing the temporal evolution of PL signals. On the one hand, fluorescence upconversion
can give a time resolution, which is only limited by the laser pulse width (~100 fs). However,
its experimental realization is quite complex and it is not that sensitive for weak signals.138
On the other hand, a modern streak camera can resolve the PL dynamics over a large spectral
range with a time resolution of 1 ps. During my PhD, such an instrument (Universal Streak
Camera C10910, Hamamatsu) was set up and this section will give an overview of the required
laser system, the working principle of the streak camera, and some physical processes that
can be observed with such a setup.
For the investigation of fast phenomena, the sample must be excited with laser pulses
that are shorter than the process of interest. A Mira Optima 900-F (Coherent) can deliver
suitable pulses with a temporal width of less than 200 fs. Its working principle is outlined in the
following. Figure 3.10 shows the laser cavity with all relevant elements. The heart is a Ti:Al2O3
(Ti:sapphire) crystal, which is excited by a continuous wave (CW) pump laser (Verdi G12,











Figure 3.10: The Mira Optima 900-F. A Verdi G12 is used as the pump laser (532 nm, 12W).
It is focused on a Ti:sapphire crystal, which leads to population inversion. The laser cavity is
folded many times using high-reflective mirrors. The laser wavelength can be tuned in the range
of 700–1020 nm using a BRF. A vibrating piece of glass (butterfly) induces small changes to the
cavity, which lead to intensity fluctuations. Due to nonlinear self-focusing of the laser beam
within the Ti:sapphire crystal, the laser beam narrows at high intensity. An adjustable slit can
block all but this intense mode, which enables mode-locking in the range of 730–900 nm. This
leads to laser pulses with a duration of less than 200 fs, while two prisms compensate the chirp
introduced by various elements within the cavity. The laser beam exits the cavity through an
output coupler. The cavity length corresponds to a repetition rate of 75.6MHz, which can be
slightly adjusted by translating the output coupler.
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A fraction will travel along the optical axis of the cavity and will be back-reflected. By
introducing a tunable birefringent filter (BRF), only light within a small wavelength range can
efficiently travel in the cavity (obviously, the reflectance efficiency of the mirrors affects this
as well). If the Ti:sapphire crystal is excited strong enough population inversion is reached
(more titanium atoms are in the excited state than in the ground state). Thus, the reflected
light is amplified due to stimulated emission when it passes through the crystal again. This
leads to CW lasing at a certain wavelength (700–1020 nm), while the cavity length must equal
to an integer multiple of the half-wavelength (longitudinal mode). In principle, there are
many longitudinal modes possible within the range defined by the BRF. However, the mode
that has initially the highest power by chance is amplified the most, while the other modes
die out.
To achieve a pulsed laser operation, a kind of ’shutter’ must be put into the cavity, which
only allows intense pulses to transmit. In this case, the pulse would stimulate nearly all
excited titanium atoms when it passes, which prevents the formation of a second pulse. There
are various ways to realize such a ’shutter’ (e. g., optical modulators or organic dyes, which
are only transparent for intense light). In case of the Mira, the ’shutter’ is based on the optical
Kerr effect. The refractive index of the Ti:sapphire crystal depends on the intensity of the
light passing through. Due to the radial intensity profile of the laser beam, the crystal acts as
a lens for intense light, which leads to a smaller beam diameter. By inserting a variable slit
in the cavity, it is possible to block the broad CW beam, while an intense laser pulse is not
affected. Obviously, a starting mechanism for this pulsed operation is needed.
A pulse can be interpreted as a superposition of many modes with a fixed phase relation.
Therefore, the pulsed operation is also called mode-locked (ML). However, as mentioned
before, only one mode is stable within the cavity (neglecting the effect of spatial hole burning,
which may allow for a second mode). Nevertheless, rapid changes in the cavity length can
lead to the presence of several modes with random phase at the same time, which causes
strong power fluctuations. Accordingly, a vibrating piece of glass (butterfly) is put in the
cavity, which slightly alters the optical path length. Now, if the light intensity is by chance
high enough to activate the ’shutter’ mechanism, a laser pulse builds up. Furthermore, a
nonlinear process, called self-phase modulation, creates additional adjacent modes, which
intensify the pulse even more. Accordingly, a short laser pulse has a considerable spectral
width. As soon as ML operation is established, the butterfly is halted to stabilize the laser. It
should be noted that the wavelength range, where ML operation is possible (730–900 nm), is
considerably smaller than the range for CW lasing.
The last challenge is to keep the pulse short and stable. As the index of refraction is
wavelength-dependent, the spectral parts of the pulse travel at different speeds, which leads to
a temporal broadening known as chirp. Furthermore, since the refractive index of the crystal
depends on the light intensity, which differs between pulse maximum and rising/falling edges,













Figure 3.11: The Streak Setup. AMira Optima 900-F is pumped by a Verdi G12 and emits short
laser pulses at a repetition rate of 75.6MHz. Using a glass plate, a small fraction of the beam is
deflected to a PD, which delivers trigger pulses needed for the streak operation. The output of
the Mira can be converted to other wavelength ranges using SHG/THG processes or an OPO. If
needed, the repetition rate can be reduced using a pulse picker. The laser beam is focused on a
sample and the corresponding PL is collected and focused on the entrance slit of a spectrograph.
Here, the light is horizontally separated according to its wavelength and sent to the streak main
unit, which converts the arrival time of the photons in a certain vertical deflection. The resulting
2D image is recorded using a camera. If the streak is operated in the slow single sweep mode, it
is also possible to use LDs or a WLL as the excitation source.
the pulse shape changes as well while passing through the crystal. These effects can be
compensated by introducing two prisms in the cavity, which produce slightly different path
lengths for different wavelengths. Thus, the relative phases of the modes forming the pulse
stay constant after each cavity round trip. Accordingly, a steady-state is reached, which is
known as a soliton. Always when the pulse hits the output coupler, a small fraction of the
pulse exits the cavity. Thus, the cavity length determines the repetition rate of the laser
(75.6MHz), which can be slightly adjusted by translating the output coupler.
The wavelength range supported by the Mira is not sufficient for the excitation of typical
samples. Accordingly, some processes are required to convert the wavelength to other parts
of the spectrum. The combination of them on an optical table is shown in Figure 3.11. The
easiest way is to use SHG or third-harmonic generation (THG) provided by theHarmonics unit
(Coherent). In this case, the laser beam is focused on a BaB2O4 (BBO) crystal. By adjusting
the angle of the crystal, phase-matching is achieved leading to SHG. Optionally, the time
delay between the remaining fundamental and new SHG pulse resulting from the dispersion
within the crystal is reduced to zero using a prism pair. Furthermore, a tunable wave plate
can be used to match the linear polarization of fundamental and SHG pulses. Thus, the
fundamental and SHG pulses can interact in a second nonlinear crystal leading to THG, while
phase-matching is again achieved by adjusting the angle of the crystal.
Alternatively, an optical parametric oscillator (OPO) can cover large wavelength ranges in
the IR and visible spectrum harnessing nonlinear optical processes. Since the OPO is not used
for the measurements presented in this thesis, only a quick overview of its working principle
is given in the following. In short, it is based on collinear, noncritically phase-matched
parametric interaction in KTiOPO4 (KTP) or CsTiOAsO4 (CTA) crystals. This means that
the photons coming from the Mira are converted within a birefringent crystal in two lower



























Figure 3.12: Available LaserWavelength and Power at the Streak Setup. TheMira Optima
900-F enables CW lasing from 700 nm to 1020 nm, whereas ML operation is only possible in the
range of 735–895 nm. Wavelengths in the UV can be reached by SHG and THG processes (exact
power not determined). Using an OPO with a KTP or CTA crystal, the IR region can be reached.
If the OPO is operated in a ring configuration, where an SHG process takes place in a second
beam waist, visible wavelengths in the range of 545–620 nm can be obtained.
energetic photons called signal and idler, while energy and momentum conservation is given.
The refractive index mismatch at the three wavelengths can be minimized harnessing the
birefringence of the crystal. Accordingly, the pulses have the same speed and stay in phase
leading to an efficient conversion. The term noncritical refers to the fact that the propagation
of light is along the optic axis of the crystal, which makes the process insensitive to small
alignment deviations. One has to distinguish between an OPO and an optical parametric
amplifier (OPA). In the latter case, only one pulse is present in the crystal at any given
time. In the case of an OPO, signal or idler are confined within a cavity and its length is
adjusted in a way that the oscillating pulse is synchronized with the repetition rate of the
Mira. Accordingly, the next laser pulse from the Mira enters the crystal simultaneously
with the previously generated signal pulse, which leads to optical gain. The possible signal
wavelengths are in the IR ranges of 1100–1240 nm and 1380–2015 nm for KTP and CTA
crystals, respectively. Furthermore, in case of the KTP crystal, a ring configuration of the
cavity allows for a second beam waist, where the IR signal can be converted to the visible
range (545–620 nm) using highly efficient intracavity SHG. For this, a LiB3O5 (LBO) crystal
is used and phase-matching is achieved by tuning its temperature. The available power for
all possible wavelength ranges is shown in Figure 3.12.
In some cases, it may be useful to reduce the repetition rate, with which the sample
is excited. As indicated in Figure 3.11, this can be done using a pulse picker based on an
acousto-optic modulator (PulseSelect, APE). In this case, the laser beam is focused on a SiO2
quartz crystal, which is mounted on a piezoelectric transducer. By applying an oscillating
electric field, the crystal starts vibrating, which generates a standing sound wave within the
crystal. The corresponding modulation of the refractive index acts as a 3D optical grating.
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Accordingly, individual pulses can be deflected by a certain amount (first diffraction order) if
the electric field is applied at an appropriate time. Thus, specific pulses are separated from
the other ones, which will be blocked. Accordingly, the pulse repetition rate can be reduced
(up to a factor of 260 000).
A streak allows also for the measurement of slow processes where less time resolution is
required. In this case, it is possible to use laser diodes (LDs) by Hamamatsu providing 375 nm,
465 nm, 510 nm, and 655 nm or the WLL presented before as an excitation source.
Whatever excitation source is used, the light is focused on a sample in a thin cuvette or on a
substrate and the PL is collected and focused on the entrance slit of a spectrograph (SpectraPro
HRS-300, Princeton Instruments) using two achromatic lenses as shown in Figure 3.11. It should
be noted that these lenses may introduce a significant chirp to the signal, which needs to
be considered when analyzing the final data. The spectrograph horizontally separates the
PL photons according to their wavelength and the light enters the streak camera, which is
described in detail in the following.
The different components of a streak camera are illustrated in Figure 3.13. Light is focused
on a horizontal slit, which is imaged on a photocathode by a lens system. There might be
already some information stored in the horizontal direction (e. g., the light wavelength by
employing a spectrograph, or a real spatial coordinate if an object is imaged directly on the slit,
which enables the recording of an ultra-slow-motion video).139 At the photocathode, 10–20%
of the incident photons will generate single electrons due to the photoelectric effect. Using
a charged mesh (7–15 kV), they are accelerated and fly horizontally through the evacuated
streak tube. However, due to the presence of a capacitor they can be deflected vertically.
By applying a time-dependent voltage, it is possible that the electrons are deflected by a
certain amount depending on their arrival time. This effect will be discussed in detail later.





Figure 3.13: Illustration of a Streak Camera. Photons are focused on a variable horizontal
slit. A lens system (light blue) images the slit on a photocathode (orange). Here, a photon
may generate an electron, which is accelerated by a charged mesh. If no voltage is applied to
the vertical capacitor, the electrons horizontally travel through the evacuated streak tube. By
applying a time-dependent voltage, the electrons are deflected by a certain amount depending
on their arrival time. There exists also a horizontal capacitor, which is not shown for simplicity.
A charged MCP (purple) is used to multiply the electrons. Now, they hit on a phosphorous
screen (blue), which is imaged using a camera. Thus, the vertical axis of the image can be related
to a time axis.
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be discussed below as well. Finally, the electrons will hit the tilted tubes of a multi-channel
plate (MCP), which is charged by 400–900V. This has two purposes. First, a single electron
will be multiplied due to the avalanche effect by a factor of up to 104. Second, the MCP
blocks remaining photons, which were not absorbed by the photocathode. Directly behind
the MCP, the electrons will hit on a phosphorous screen, which thus emits photons. These are
detected using a camera (ORCA Flash 4.0 V3, Hamamatsu). The obtained image still contains
the horizontal information as in the beginning, while the vertical component can now be
related to a time axis. This also explains the name streak, since the photons are streaked
over the detector with time. Notably, this technique works in principle on a single-shot
basis. This means that the emission originating from a single excitation event may yield a
useful signal. Summing over many excitation cycles just improves the statistics. This is in
contrast to TCSPC, where only the histogram acquired over many cycles contains meaningful
information. A single start/stop delay is useless.
Nevertheless, it is disadvantageous to take the streak camera image as obtained due to
the following problem. On the one hand, a single electron is not multiplied by an exact factor
within the MCP. On the other hand, a certain number of electrons will not always generate
the same amount of photons at the phosphorous screen. Thus, an electron generated by a
single photon can lead to a (strongly) varying signal at the camera. To compensate for this
issue, the raw data are analyzed in order to count individual incoming photons. To this end, it
is necessary to attenuate the signal in such a way that only individual spots appear on a single
camera image. The centers of these spots are determined and a photon count is increased
by one for the corresponding pixels. Accordingly, this procedure is called photon counting.
It circumvents not only the problem mentioned above but also removes nearly all detector
noise. Accordingly, the signal to noise ratio of the final measurement, consisting of a sum of
many frames, is purely given by the photon counting statistics (Δ𝑁 = √𝑁).
Now, as the general working principle of a streak camera has been presented, the focus
lies on the different operation modes named single sweep, synchroscan, and shift-blanking.
In the case of single sweep, an LD at a low repetition rate (≤ 4MHz) is used as the excitation
source. When it emits a laser pulse, an electric trigger signal is sent to the streak with a certain
delay in order to match the arrival of the first PL photons. Figure 3.14 visualizes what is then
happening in the capacitor section of the streak tube. Initially, a constant voltage is applied
to the vertical capacitor, which deflects the electron beam to the top of the phosphorous
screen. When the trigger pulse arrives, the voltage linearly decreases until it corresponds to
an electron deflection to the bottom of the phosphorous screen. Depending on the slope of
this voltage ramp, the length of the measurable time window can be adjusted between 1 ns
and 1ms. Now, the voltage must be reset, allowing the streak to wait for the next trigger pulse.
However, some photons may still arrive at the streak after the voltage sweep has finished.
If the vertical voltage is now simply increased again, these photons would yield an artifact
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Figure 3.14: Streak Operation: Single Sweep. The time-dependent voltage applied to the
vertical (horizontal) capacitor is shown in the top (bottom) panel. The trace of a continuous
electron beam on the phosphorous screen is sketched on the right-hand side.
in the image. This is known as the back-sweep problem. In order to circumvent it, a second
capacitor is needed, which is horizontally oriented. It can deflect the electron beam to the
side of the phosphorous screen during the vertical back-sweep. The time resolution of such a
measurement is roughly given by 0.8% of the used time window. In case of the shortest time
window, the trigger jitter affects the time resolution. This can be minimized using a cable
delay instead of an electrical delay unit. In this case, the maximum time resolution reaches
20 ps for a time window of 1 ns, which is actually shorter than the pulse width of the used
LDs (~50–100 ps).
To improve the time resolution further, the streak operation needs to change from a
slow ’sweep on demand’ to a fast and continuous sweep mode, which is synchronized with
the repetition rate of the used laser. Accordingly, this mode is called synchroscan. In this
case, the laser system based on the Mira is used as the excitation source. Directly behind
the laser exit, a glass plate directs a small fraction of photons to a fast PD, which generates
precise trigger pulses. Within the streak, an electric resonant circuit is synchronized with this
trigger pulses and generates a sinusoidal voltage, which is applied to the vertical capacitor.
Similar to the single sweep-mode, the electron beam will be deflected over the phosphorous
screen (see Figure 3.15). Using different voltage amplitudes, the observable time window
can be adjusted (70 ps, 200 ps, 600 ps, 1200 ps, and 2200 ps). Obviously, a correction factor
compensating for the nonlinearity of the sine is needed. Again, a certain delay can be added
to the incoming trigger pulse to position the signal of the first arriving photons in the top
region of the phosphorous screen. Now, the time resolution can reach less than a picosecond
in case of the shortest time window. Unfortunately, it is not possible to solve the back-sweep
problem using the horizontal capacitor, since the electronics is too slow. This means, that if
there are still photons arriving after ~6 ns, they will yield an erroneous signal as well. In case
of the shortest time window, their signal may be assumed to be constant and, thus, simply













Figure 3.15: Streak Operation: Synchroscan. The time-dependent voltage applied to the
vertical capacitor is shown for two different amplitudes, which result in different measurement
time windows. The trace of a continuous electron beam on the phosphorous screen is sketched
on the right-hand side.
subtracted. However, this is not always the case, but fortunately, there is a solution to this
problem.
The shift-blanking mode of the streak camera can be used to solve the back-sweep problem
of the synchroscan mode. Here, a pulse picker reduces the repetition rate of the laser pulses
as much (≤ 10 kHz) that the electronic controlling the horizontal capacitor is fast enough
to shift the electron beam in time to the side of the phosphorous screen. This process is
visualized in Figure 3.16. The vertical capacitor behaves as in the synchroscan mode. When a
laser pulse arrives, the electron beam streaks once over the phosphorous screen and is then
quickly shifted to the side by the horizontal capacitor. Now, it sweeps up and down for several
microseconds before it slowly moves back to reach the initial position in time when the next
























Figure 3.16: Streak Operation: Shift Blanking. The time-dependent voltage applied to the
vertical (horizontal) capacitor is shown in the top (bottom) panel. The trace of a continuous
electron beam on the phosphorous screen is sketched on the right-hand side. The blue spots
indicate when a (blocked) laser pulse would arrive.
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advantage that the sample has fully relaxed to the ground state before it is excited the next
time. This can also be an issue in the normal synchroscan mode, which is why it might be
reasonable to use the pulse picker in this case as well, but not reducing the repetition rate as
much.
The time resolution can reach 1 ps in case of synchroscan or shift-blanking and is only
limited by the laser pulse width (~50–100 ps) in case of the single sweep mode. This is
a great improvement compared to the 1 ns resolution obtained by TCSPC measurements.
Nevertheless, the time resolution may be affected by several factors, when using the shortest
time window. Under unfavorable circumstances, the time resolution can deteriorate to several
picoseconds. Some critical factors are:
• The spectrograph stretches the signal due to varying path lengths. Hence, the grating
is intentionally not fully illuminated.
• The width of the horizontal entrance slit should be small (10–20 µm), since it is imaged
onto the CCD. Otherwise, the signal is broadened along the time axis.
• The signal might be stretched if the sample is excited at multiple points (e. g., in a
cuvette) and if the imaging process onto the spectrograph slit is not perfect.
• The lens systems, which image the horizontal slit on the photocathode and the phos-
phorous screen on the camera, need to be optimized.
The final result of all these measurement procedures is a 2D map showing the PL intensity
as a function of emission wavelength and time. Such data can yield versatile information about
physical processes. Some of them will be highlighted in the following. Based on the physics
of optical transitions presented in Subsection 2.1.2, a requirement for the emission of a photon
is that both, electron and hole, are present at the states involved in the respective transition.
This can be characterized by the Fermi distributions 𝑓e/h(𝜆) of electron and hole, which give
the normalized occupation number of states involved in a transition with wavelength 𝜆.
Accordingly, the PL signal is proportional to the product of the Fermi distributions of electron
and hole (see Equation 3.11). The proportionality constant is influenced by the presence
of nonradiative recombination channels and can even be zero if the transition is optically
inactive.
PL ∝ 𝑓e ⋅ 𝑓h (3.11)
If charge carriers are excited with excess energy, they will typically relax to the band edge,
while 𝑓e/h(𝜆) changes during this process. Such relaxation processes can take up to several
picoseconds. Accordingly, a quickly vanishing high energetic emission may be observed
initially. Furthermore, the main PL signal stemming from the band gap transition will rise
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with a certain delay. This is also observable if the high energetic transitions are optically
inactive. Thus, one can investigate the charge carrier relaxation dynamics as a function of the
initial excess energy. This effect can be observed for DPs and will be discussed in Section 5.2.
It is difficult to distinguish energetically close-lying transitions in steady-state PL spectra.
However, their time-resolved signals may show distinct decay characteristics (e. g., lifetime
or shape), which can be identified using streak images. A typical example is given by the
exciton, biexciton, and trion transitions.140
As mentioned before, nonradiative recombination of charge carriers can influence the sig-
nal. In the case of monomolecular recombination, the PL decays with a rate 𝑘PL that comprises
two components due to radiative (𝑘r) and nonradiative (𝑘nr) processes, whereby 𝑘PL = 𝑘r+𝑘nr.
The number of emission events with respect to all recombination events is thus given by
𝑘r
𝑘PL
. Actually, the number of absorption processes equals the number of all recombination
processes due to particle conservation. Consequently, this ratio can be identified as the QY
according to Equation 3.6. Thus, it is possible to determine the radiative and nonradiative
rates using the QY and the observed PL decay rate 𝑘PL as stated in Equation 3.12. It should
be noted that PL, radiative, and nonradiative lifetimes can be defined as the inverse of the
respective rates.
𝑘r = 𝑘PL ⋅ QY 𝑘nr = 𝑘PL ⋅ (1 − QY) (3.12)
Typically, it is impossible to differentiate between different types of energy transfer
mechanisms using only steady-state spectroscopy (e. g., PLE). Therefore, time-resolved PL
spectroscopy is a prominent tool for the investigation of such processes. A simple reabsorption
event, for example, would just lead to feeding of the acceptor’s excited state population, thus
prolonging its decay. Förster resonance energy transfer (FRET), on the other hand, introduces
an additional ’decay channel’ for the donor’s excited state population. Therefore, the PL
lifetime of the donor reduces in addition to the prolonged decay of the acceptor.141
Last but not least, it should be mentioned that time-resolved PL spectroscopy is even able
to characterize some mechanical properties of colloidal NCs. For example, if the sample is
dispersed in a solvent, it undergoes Brownian rotational diffusion. A linearly polarized laser
may lead to a biased excitation of NCs depending on the current direction of their transition
dipole moments. Consequently, the emission is initially polarized in the same plane. However,
the orientation of the transition dipole moments becomes arbitrary again due to diffusion.
If the relevant period of time is comparable to the PL lifetime, an effect is observable using
appropriate polarizers and the Brownian rotational diffusion constant can be determined.131
As already stated, the PL signal is proportional to the product of the Fermi distributions
of electron and hole. As a consequence, it is difficult to distinguish between them. This
challenge can be simplified using DT spectroscopy, which yields a signal that is proportional
to the sum of both Fermi distributions (under certain circumstances). This technique will be
discussed in the following section.
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3.2.4 Differential Transmission Spectroscopy:
A Comparison of Δ𝑇/𝑇0 with ΔOD
DT spectroscopy is a pump/probe technique. A pump laser pulse excites a sample before a
second laser pulse probes the current state. The transmitted intensity of the second pulse is
recorded as a function of the time delay between both pulses. Since the presence of excited
charge carriers affects the transmission of a sample, this simple idea leads to a well-established
measurement scheme, which enables the investigation of the charge carrier dynamics taking
place. For my research, I used a custom-built Transient Absorption Spectrometer by Newport.
A detailed description of the setup with all modifications can be found in the PhD thesis of
my colleague Bernhard Bohn.132
As mentioned before, the transmitted intensity of the probe pulse is the quantity of
interest. By relating this value to the initial intensity of the probe beam, it is possible to
calculate the transmission or absorption of the sample in the excited state. This leads to two
quantities that are frequently used in literature. First, the change in transmission relative to
the transmission of the ground state: Δ𝑇/𝑇0(𝜆). Second, the change in optical density: ΔOD(𝜆).
While this section starts with a brief explanation of the experimental setup, both conventions
are described and compared in the second part.
As discussed in the previous sections, charge carrier relaxation takes place on a femto- to
picosecond time scale. Accordingly, short laser pulses are needed to investigate such processes.
Here, a Libra-HE+ amplifier system by Coherent provides 800 nm-laser pulses with a duration
of approximately 100 fs at a repetition rate of 1 kHz. Using a laser beamsplitter, two beams











Figure 3.17: Illustration of DT Spectroscopy. (a) The pump beam (blue) is directed through
a chopper wheel, which blocks every second laser pulse, onto the sample. The fundamental
beam of the Libra-HE+ amplifier (red) is focused on a CaF2 crystal to generate a white-light
spectrum 𝐼0(𝜆). This is centered on the excitation spot given by the pump beam, while the
beam diameter is smaller. The transmitted intensity profile is detected using a spectrometer.
A translation stage (Δ𝑥) generates a controlled time delay between the pump and probe laser
pulses. (b) If the pump beam is blocked by the chopper, the transmission of the ground-state can
be calculated using the transmitted intensity 𝐼no pump(𝜆). (c) If the pump beam is not blocked,
the sample will be excited. Now, the transmission of the excited state can be obtained using
𝐼with pump(𝜆). Generally, the result depends on the pump wavelength, the pump intensity, and
the time delay Δ𝑡 between pump and probe pulses.
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The first beam serves as the pump. Obviously, its wavelength must be adjusted to enable
the desired excitation process. This can be done using either SHG in a BBO crystal or an
OPA (OPerA Solo, built by Light Conversion and distributed by Coherent).142 The first method
leads to laser pulses with rather low intensity fluctuations from pulse to pulse. However, the
wavelength is fixed to 400 nm. The second option can be used to generate wavelengths in
the range of 190 nm up to 12 µm, but with slightly larger intensity fluctuations, which will
affect the signal in the end. As illustrated in Figure 3.17a, the pump beam shown in blue is
focused onto the sample (on a substrate or in a thin cuvette). Before, it passes through a
chopper wheel, which is synchronized to the laser repetition rate, to block every second pulse.
Thus, the transmitted intensity of the probe pulse can be recorded for both cases, ground and
excited state of the sample.
Focusing on the probe part of the setup, a crucial step is to control the time delay between
pump and probe pulses. For this, a retroreflector mirror is mounted on a translation stage,
which enables a variation of the probe beam path length. Up to now, the probe beam,
sketched by the red line, still has a wavelength of 800 nm. It would be possible to adjust
this wavelength similar to the pump beam and measure the sample transmission at a fixed
wavelength. However, it is much more favorable to record a complete transmission spectrum
at once. To generate the needed white-light spectrum, the probe beam is focused on a CaF2
crystal. The dynamic interplay of several nonlinear effects (mainly self-phase modulation)
leads to a huge spectral broadening of the laser pulse.143 There are also other crystals allowing
for a white-light generation (e. g., Y3Al5O12 (YAG) or sapphire), however, CaF2 leads to a
spectrum reaching far into the UV region, which is advantageous for the investigated samples.
Unfortunately, CaF2 is prone to photodamage. Accordingly, the crystal is mounted on a
translation stage, which moves the crystal in plane. It should be noted, that parabolic mirrors
are used to focus and collimate the probe beam. This is done to avoid a large chirp of the laser
beam arising from the wavelength-dependent speed of light in matter (e. g., a lens), which
would cause a delay of shorter probe wavelengths. The white-light beam is directed onto
the excitation spot given by the pump beam. Importantly, the beam diameter of the probe
is smaller than the one of the pump beam (𝑑pump = 650 µm, determined by an SP928 Beam
Profiling Camera, Ophir Spiricon Europe GmbH ). This ensures that the probed sample volume
is uniformly excited. The transmitted probe beam is sent to a spectrometer, which can record
the wavelength-dependent intensity. Interestingly, it is possible to calculate both, Δ𝑇/𝑇0(𝜆)
and ΔOD(𝜆), without the knowledge of the probe beam intensity 𝐼0(𝜆) in front of the sample
(as discussed below). Nevertheless, the recorded intensity spectra are divided by 𝐼0(𝜆), which
is measured in a separate detection path (not shown in Figure 3.17a), to reduce noise arising
from power fluctuations in the white-light spectrum.
Figure 3.17, b and c, show a magnification of the sample region depending on the chopper
position. Since there is always some chirp in the probe beam (e. g., the white-light needs to
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travel out of the CaF2 crystal), this effect is illustrated by the color gradient. The transmitted
intensity of the probe beam is termed 𝐼no pump(𝜆) or 𝐼with pump(𝜆) depending on the respective
chopper position. Both intensity spectra are saved together with the current time delay Δ𝑡
between pump and probe pulses. Now, Δ𝑇/𝑇0(𝜆) and ΔOD(𝜆) can be calculated according to
Equations 3.13 and 3.14, respectively. Here and in all following equations, the zero subscripts































Now, the big question is how to interpret these signals. Typically, the dominant effect is
phase space filling, which will also be the case for the measurements discussed in this thesis.
Nevertheless, one should always bear in mind that there are many other effects possible (e. g.,
excited state absorption, band gap renormalization, optical Stark effect, carrier induced Stark
effect, transition broadening, … ).101,144–154 Phase space filling may decrease the absorption
coefficient of a certain transition as some of the final states are already occupied or some of
the initial states are not filled. On the other hand, stimulated emission enters stage due to
the presence of excited charge carriers. When neglecting all other aforementioned effects
possibly influencing the signal, Δ𝑇/𝑇0(𝜆) and ΔOD(𝜆) can be related to the Fermi distributions
𝑓e/h(𝜆) of electrons and holes, respectively.
If the sample is in an excited state, the intensity decreases not only according to the








Here, 𝑒(𝜆) characterizes stimulated emission and 𝛼(𝜆) determines the absorption of the excited
state. Both quantities can be related to 𝛼0(𝜆) using the Fermi distributions 𝑓e/h(𝜆) of electrons
and holes, respectively. As discussed in Subsection 3.2.3, the Fermi distributions take values
between 0 and 1 depending on the presence of electrons or holes at states participating in
transitions with wavelength 𝜆. A certain transition absorbs less if final states are already
occupied or initial states are empty. This is a crucial difference compared to the interpretation
of PL signals, which require the presence of both, electrons and holes, at a certain transition.
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Accordingly, phase space filling leads to 𝛼(𝜆) = 𝛼0(𝜆)(1 − 𝑓e(𝜆))(1 − 𝑓h(𝜆)). On the other
hand, stimulated emission is only possible if electron and hole are present, which yields
𝑒(𝜆) = 𝛼0(𝜆)𝑓e(𝜆)𝑓h(𝜆). Comparing the scenarios with and without the pump beam exciting
the sample, an effective change of the absorption coefficient Δ𝛼(𝜆) can be defined according
to Equation 3.16.
Δ𝛼 = (𝛼 − 𝑒) − 𝛼0 = (𝛼0(1 − 𝑓e)(1 − 𝑓h) − 𝛼0𝑓e𝑓h) − 𝛼0 = −𝛼0 (𝑓e + 𝑓h) (3.16)




















= e−Δ𝛼𝑑 − 1 =
Taylor, Δ𝛼𝑑 ≪ 1
(1 − Δ𝛼𝑑 + 𝒪 ((Δ𝛼𝑑)2)) − 1 ≈ −Δ𝛼𝑑 =
Equation 3.16
𝛼0𝑑 (𝑓e + 𝑓h) (3.17)
ΔOD = OD − OD0
Equation 3.2
= (𝛼 − 𝑒)𝑑 log10(e) − 𝛼0𝑑 log10(e)
Equation 3.16
=
= Δ𝛼𝑑 log10(e) =
Equation 3.16
−𝛼0𝑑 (𝑓e + 𝑓h) log10(e) =
Equation 3.2
−OD0 (𝑓e + 𝑓h) (3.18)
In both cases, it turns out that the signal is proportional to the sum of the Fermi distributions of
electrons and holes, but with a different sign. In the case of Δ𝑇/𝑇0(𝜆), a Taylor expansionmust be
used. Accordingly, the relation holds only for smallΔ𝛼𝑑, which equalsΔOD ≪ log10(e) ≈ 0.43.
The fact that the DT signal due to phase space filling is proportional to the sum of both Fermi
distributions is a further important difference compared to the interpretation of PL signals,
which are proportional to the product of the same.
To summarize all these considerations, both conventions are equally applicable to inves-
tigate the excited state transmission. ΔOD(𝜆) has the advantages that no Taylor series is
needed to find a simple connection to the Fermi distributions and that its value can be directly
compared to the OD spectrum. However, talking of absorption might be misleading since an
excited state may result in stimulated emission, which is a different physical process com-
pared to absorption. Therefore, Δ𝑇/𝑇0(𝜆) is in terms of nomenclature closer to the measured
quantity. Furthermore, in the case of quantitative analysis, it is always possible to use an
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exact relation to the Fermi distributions if the assumption needed for the Taylor series is not
valid. Accordingly, I will stick to Δ𝑇/𝑇0(𝜆) in this thesis.

4
InP Quantum Dots: Fast Electron and
Slow Hole Relaxation
In order to replace cadmium-based colloidal QDs in LEDs, InP-based core/shell QDs are
a promising candidate, whereby the shell plays a crucial role in enhancing the radiative
efficiency through surface passivation.11,12 Nevertheless, besides the need for bright and stable
QDs, their energetic structure must be taken into account when designing an LED. Depending
on the energetic alignment of charge transport and injection layers with respect to the QDs,
charge carriers may initially possess excess energy compared to the emitting transition. Thus,
a relaxation process is needed before the desired emission is possible. As this process takes
time (e. g., due to the phonon bottleneck issue discussed in Subsection 2.2.3), competing
nonradiative processes may become significant, thus reducing the radiative efficiency of the
device. Accordingly, a fundamental understanding of the charge carrier relaxation in colloidal
QDs is needed. While there are reports focusing on core-only QDs comprising cadmium155–159
or InP,160–163 the influence of a shell material is hardly discussed in the literature.
The following chapter is mainly based on Reference 164 and will present the charge
carrier relaxation dynamics in InP-based core/shell colloidal QDs. The focus is hereby on the
exact relaxation time scales as a function of the initial excess energy of electrons and holes.
Furthermore, the question if actually all charge carriers eventually arrive at the states leading
to emission is investigated. But first, the general optical performance of these QDs will be
discussed.
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4.1 What is the Performance?
During my research, two kinds of core/shell colloidal QDs were investigated: InP/ZnS and
InP/ZnSe. The synthesis was optimized to reach a high PL QY in the red spectral region and
is described in Subsection 3.1.3. The QDs have core and shell diameters of approximately
3 nm and 10 nm, respectively (see Table 3.2). As the exciton Bohr radius in InP is 9.6 nm, it
can be expected that the quantum size effect plays a crucial role.71 Figure 4.1 displays the
absorption (gray area) and PL spectra (black line) of (a) InP/ZnS and (b) InP/ZnSe QDs. For
both samples, the absorption spectra show an onset at approximately 600–650 nm and a
continuously increasing signal toward shorter wavelengths. Furthermore, the absorption
spectrum of InP/ZnSe QDs shows a constant offset, which is attributed to scattering caused
by the presence of larger particles (e. g., precursors) in the dispersion. The band gap energy
of bulk InP is 1.35 eV, which corresponds to a wavelength of 920 nm.47 The correspondingly
large blueshift of the absorption onset observed for the QDs (~300 nm) can be explained by
the quantum size effect (see Subsection 2.1.4). The strongly increasing absorption toward
350 nm (InP/ZnS QDs) and 450 nm (InP/ZnSe QDs) can be related to transitions involving
the shell material since the band gap energy of bulk ZnS is 3.54 eV (350 nm)48 and the one of
ZnSe is 2.67 eV (464 nm).49
The emission maxima of both samples are located at 627 nm (InP/ZnS QDs) and 631 nm
(InP/ZnSe QDs). The PL FWHM is 58 nm and 44 nm, respectively. These values are slightly
larger compared to cadmium-based QDs emitting in a similar spectral range, which show
an FWHM of ~30 nm.165 Interestingly, the PL signals of individual InP/ZnS QDs, displayed
in Figure 4.2, show a significantly smaller FWHM of only (28 ± 11) nm (mean value deter-
mined by the analysis of 16 spectra) compared to the 58 nm obtained from the ensemble PL
spectrum. At the same time, the positions of the PL maxima slightly vary, which leads to




























































Figure 4.1: InP/ZnS and InP/ZnSe Core/Shell QDs. The absorption (gray area) and PL
spectra (black line, 𝜆ex = 470 nm) of (a) InP/ZnS and (b) InP/ZnSe core/shell QDs dispersed in
toluene.
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Figure 4.2: PL of Single InP/ZnS QDs. Representative PL spectra of individual QDs (dots
correspond to raw data, solid lines to fitted functions obtained by a smoothing filter). The
ensemble spectrum is given for reference by the black dashed line.
position is probably the size distribution of the colloidal QDs, which alters the degree of
quantum confinement. Hence, roughly half of the observed FWHM of the whole QD ensemble
is caused by inhomogeneous broadening. Thus, an optimized chemical synthesis yielding
QDs with a sharper size distribution could further narrow the ensemble emission bandwidth.
Accordingly, these QDs could show a similar FWHM as their cadmium-based counterparts.
A closer look at the absorption spectra leads to some confusion since such a continuous ab-
sorption is typically observed for higher-dimensional systems. In the case of zero-dimensional
QDs, continuous absorption should give way to individual peaks as the energy levels and the
corresponding transitions become discrete due to the confinement in all three dimensions. To
understand this apparent discrepancy, the energetic structure of these QDs will be calculated
in the following within the effective mass model introduced in Subsection 2.2.1.
The model of an infinite spherical potential well was used to describe electron and hole
states within a core-only QD. This model can be extended by introducing a step in the radial





0 for 𝑟 ≤ 𝑅core
𝑉shell for 𝑅core < 𝑟 ≤ 𝑅shell
∞ for 𝑅shell < 𝑟
(4.1)
The height of the potential step (𝑉shell) depends on the energy band alignment between the core
and shell materials. InP/ZnS and InP/ZnSe represent a type I semiconductor heterostructure
(see Figure 2.9a) and the VB offsets Δ𝐸VB amount to 1.1 eV and 0.57 eV for ZnS and ZnSe,
respectively.97 Using the band gap energies, the CB offsets Δ𝐸CB can be calculated (1.09 eV
for ZnS and 0.75 eV for ZnSe). Accordingly, the potential step has a similar height in VB and
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CB for both heterostructures. Thus, electron and hole are expected to localize within the core
region.
𝑟2𝑅″(𝑟) + 2𝑟𝑅′(𝑟) + (2𝑚
∗𝑟2
ℏ2
𝐸 − 𝑙(𝑙 + 1)) 𝑅(𝑟) = 0 for 𝑟 ≤ 𝑅core (4.2a)
𝑟2𝑅″(𝑟) + 2𝑟𝑅′(𝑟) + (2𝑚
∗𝑟2
ℏ2
(𝐸 − 𝑉shell) − 𝑙(𝑙 + 1)) 𝑅(𝑟) = 0 for 𝑅core < 𝑟 ≤ 𝑅shell (4.2b)
Using such a step-like potential, the radial part of the Schrödinger equation is given by
Equation 4.2 in analogy to Subsection 2.2.1. Similar to the core-only QD, the wave function
must be finite at the origin (𝑅(0 nm) ≠ ∞) and vanish at the border of the QD (𝑅(𝑅shell) = 0).
Furthermore, the wave function should be continuous at the core/shell interface and the
slopes coming from either side must match according to Equation 4.3 taking into account










Obeying these boundary conditions, the energies and wave functions of the respective quan-
tum states can be calculated. In contrast to the core-only QD calculation in Subsection 2.2.1,
𝑅(𝑟) is this time given by a superposition of both spherical Bessel functions. Furthermore,
possible energy values can only be determined numerically, which was done using Wolfram
Mathematica 11.
Figure 4.3 shows the energy level diagram for (a) InP/ZnS and (b) InP/ZnSe QDs along
with some radial wave functions (𝑟2|𝑅(𝑟)|2). The effective masses of charge carriers used
for the calculations are given in Table 2.2. Based on Table 3.2, the used QD dimensions
equal the average values obtained by analyzing TEM images (InP/ZnS QDs: 𝑅core = 1.7 nm,
𝑅shell = 4.5 nm and InP/ZnSe QDs: 𝑅core = 1.5 nm, 𝑅shell = 5.4 nm). For the calculation of
the soh states, the potential step was reduced by 0.108 eV accounting for the splitting energy,
which arises from the spin-orbit coupling.47
The density of hole levels is much higher compared to the one of the electrons. This has
already been observed for the core-only QDs and can be explained by the higher hole effective
mass and the valence band degeneracy. Furthermore, the density of energy levels increases
significantly as soon as energies corresponding to the shell material are reached, especially
for the hole. In fact, there are just two electron levels that can be seen as core states in case
of the InP/ZnS QD: The wave function of the 1𝑠e state is clearly confined to the core region,
whereas the one of the 1𝑝e state indicates that the electron is mainly located at the interface
between core and shell. The corresponding energy is close to the bulk CB of the ZnS shell,
yet it is slightly below it. In case of the InP/ZnSe QD, the only electron state within the core
is 1𝑠e.






























































































Figure 4.3: Energy Levels of Core/Shell QDs. Energy level diagram of (a) InP/ZnS and (b)
InP/ZnSeQDs obtained by the effectivemassmodel with somewave functions (𝑟2|𝑅(𝑟)|2) depicted.
Calculated wave function overlap (𝑟2| ⟨𝑅𝑛𝑙𝑚(𝑟)|𝑅𝑛′𝑙𝑚(𝑟)⟩ |2) for optically allowed transitions in (c)
InP/ZnS and (d) InP/ZnSe QDs. The most prominent transitions below the band gap of the
respective shell material are (1) 1𝑠e−1𝑠hh, (2) 1𝑠e−1𝑠lh, (3) 1𝑠e−1𝑠soh, (4) 1𝑝e−1𝑝hh, (5) 1𝑝e−1𝑝soh,
and (6) 1𝑝e−1𝑝lh. For better visualization, each transition was broadened with a Gaussian profile
of 25 nm width, which results in the dashed line. The red solid line corresponds to the measured
linear absorption coefficient for reference.
To identify possible optical transitions, the wave function overlap between electron and
hole states becomes important (see Equation 2.29). This leads to the selection rules introduced
in Subsection 2.2.1. For the core-only QD, all quantum numbers (𝑛, 𝑙, and 𝑚) had to be constant
during an optical transition. For the core/shell QD, however, it turns out that these selection
rules are a little bit more relaxed. Namely, radial wave functions with different principal
quantum number 𝑛 are no longer orthogonal. Accordingly, Δ𝑛 can take any integer value, but
the wave function overlap strongly reduces for large Δ𝑛. Nevertheless, there are many possible
optical transitions. The corresponding wave function overlap of them (𝑟2| ⟨𝑅𝑛𝑙𝑚(𝑟)|𝑅𝑛′𝑙𝑚(𝑟)⟩ |2)
is shown in Figure 4.3 by the length of the vertical lines (panel (c) represents InP/ZnS and
panel (d) InP/ZnSe QDs). At long wavelengths, a few transitions are dominating. At short
wavelengths, on the other hand, there are many transitions, which involve states within the
shell.
The wave function overlap is proportional to the absorption strength of the respective
optical transition according to Fermi’s Golden Rule (see Equation 2.8).95 Furthermore, each
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transition has a certain FWHM. In reality, this broadening is very complex and depends on
many factors (see Subsection 2.2.2). Nevertheless, a general trend is that higher energetic
transitions become broader due to quicker dephasing. For simplicity, a constant broadening on
a wavelength axis, which corresponds to an increasing energetic broadening toward shorter
wavelengths, will be used in the following. This procedure might be justified given the
simplicity of the model in general. Thus, each transition has been broadened by a Gaussian
of 25 nm and the sum of all transitions is shown by the dashed line in Figure 4.3c, d. The
respective absorption spectrum is given by the red line for reference. While there are some
deviations at long wavelengths, both curves match surprisingly well given the simplicity of
the model. The remaining deviations between calculation and experiment could probably be
decreased if a more detailed model were used (e. g., by including effects due to valence band
mixing, pair states, or deviations from spherical symmetry),92 but this goes beyond the scope
of this thesis. In summary, the measured continuous absorption of the QD ensemble can be
understood as a consequence of the energetically closely spaced hole levels in combination
with large linewidth broadening.
Besides PL peak position and FWHM, the PL QY is an important quantity characterizing
the applicability of a material as a light emitter in an LED. To quantify the QY, the QD
dispersion must be diluted such that OD(𝜆ex) = 0.1, in order to minimize disturbing influences
(e. g., reabsorption). The QYs of InP/ZnS and InP/ZnSe QDs are 65% and 40%, respectively,
directly after the dilution process. However, theQY immediately starts to decrease significantly.
This trend is shown in Figure 4.4 by the black dots for InP/ZnS QDs. After three days, the
QY is only 23%. In the case of InP/ZnSe QDs, a similar trend can be observed and the QY
decreases to 25% after three days (not shown).














Figure 4.4: Addition of Ligands Enhances the PL QY of InP/ZnS QDs. The PL QY of a QD
dispersion was measured as a function of time (black dots). The sample was excited at 470 nm
and the concentration of QDs corresponds to OD(470 nm) = 0.1 (cuvette with 1 cm optical path
length). If additional ligands (10 µL hexanethiol) were added during the dilution of the highly
concentrated QD dispersion, the QY is enhanced and decreases less with time (red dots).
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A similar trend has been reported for CdSe QDs and was attributed to surface ligand loss
during the dilution process. Interestingly, the emission intensity could be enhanced again if
certain ligands were added after some time.167 Based on this observation, a small amount of
ligand molecules (hexanethiol) was added during the dilution process of the QD dispersion
investigated here. The effect is shown by the red dots in Figure 4.4. Now, the PL QY of
InP/ZnS QDs is initially even 75% and decreases only slightly within the first few hours until
it stabilizes at 60%.
In a dispersion containing QDs, ligands will attach and detach from the QD surface until
an equilibrium is reached.167 If this dispersion is diluted, the equilibrium will shift toward
a scenario where fewer ligands are attached on the surface. Hence, surface defects appear
and nonradiative recombination is facilitated, which leads to a lower QY. If ligands are added
during the dilution process, the equilibrium shifts less and more ligands stay on the surface.
Accordingly, the QY remains high. For all measurements presented in this chapter, ligands
were added to the QD dispersion during dilution and the respective measurements were
conducted after the QY has stabilized.
Radiative and nonradiative recombination processes determine the lifetime of excited
charge carriers. Hence, it is a further important step regarding optoelectronic applications
to characterize them. For example, in the case of a long radiative lifetime, unintended
processes may impair the efficiency of devices based on these QDs. In order to quantify these
recombination processes, the time-resolved PL intensity was recorded after nonresonant
photoexcitation at 470 nm. The corresponding signal is shown in Figure 4.5 for (a) InP/ZnS
and (b) InP/ZnSe QDs. In both cases, the PL intensity decays over several nanoseconds. The
increased noise in the case of InP/ZnSe QDs is caused by the lower PL QY of 36% compared
to 60% in the case of InP/ZnS QDs. If the data are visualized on a logarithmic y-axis (see










































Figure 4.5: PL Decay of QDs in Solution. The concentration of (a) InP/ZnS and (b) InP/ZnSe
QDs in toluene corresponds to OD(470 nm) = 0.08 − 0.09. The sample was excited by a 470 nm
LD (900 kHz, 10.5 µW and 21 µW, respectively). The signals were obtained at the emission
maximum (620–630 nm). The main panel shows the data on a linear scale, whereas the inset has
a logarithmic y-axis. A monoexponential fit of the decay (red line) yields a PL lifetime (1/e-value)
of 20 ns for InP/ZnS and 26 ns for InP/ZnSe QDs.
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inset), the decay looks linear. This indicates monomolecular recombination of electron-hole
pairs, which is expected for zero-dimensional systems. The decay can be reproduced by a
monoexponential function (red line) and the corresponding PL lifetimes (1/e-value) are 20 ns
for InP/ZnS and 26 ns for InP/ZnSe QDs. (Non-)radiative lifetimes and rates can be calculated
using the QY according to Equation 3.12 and are summarized in Table 4.1.
Table 4.1: (Non-)radiative Lifetimes and Rates of InP-Based QDs.
QY (%) 𝜏PL (ns) 𝜏𝑟 (ns) 𝜏𝑛𝑟 (ns) 𝑘PL (ns−1) 𝑘𝑟 (ns−1) 𝑘𝑛𝑟 (ns−1)
InP/ZnS 60 20 33 50 0.050 0.030 0.020
InP/ZnSe 36 26 72 41 0.038 0.014 0.025
The radiative lifetime of InP/ZnSe QDs is larger compared to the one of InP/ZnS QDs.
This might be caused by the smaller wave function overlap of the relevant sates (1𝑠e, 1𝑠hh) in
the case of InP/ZnSe QDs (see Figure 4.3), which results in a lower transition rate according
to Fermi’s Golden Rule (Equation 2.8). These findings illustrate that InP/ZnS QDs might be
the better candidate for LED applications since the shorter radiative lifetime may reduce the
influence of nonradiative processes. Furthermore, InP/ZnS QDs show the higher PL QY.
The time-resolved PL signals discussed above resemble the ensemble average. Since
they can be reproduced by a monoexponential function, it is likely that most of the QDs
behave in the same way. If there were strong differences between individual QDs a multi-
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Figure 4.6: PL Decay of Individual InP/ZnS QDs. (a) Single QDs on a silicon substrate were
excited at 480 nm (6.49MHz). The PL decay was recorded without spectral resolution. The
shown data represent the full range of observed decay shapes. The main panel shows the data
on a linear scale, whereas the inset has a logarithmic y-axis. All QDs show a monoexponential
decay. Since the raw data are very noisy, a smoothing filter was applied (low pass Fourier filter),
which did not affect the decay shape. (b) The PL lifetimes (1/e-value) of 14 QDs obtained by a
monoexponential fit are shown as a box plot: The crosses correspond to individual QDs, the
average lifetime is (25 ± 7) ns (brown line), and the central range containing 50% of the data
points is highlighted in yellow.
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aforementioned sample inhomogeneity in detail, the PL decays of 14 single InP/ZnS QDs were
recorded. Figure 4.6a displays the full range of observed signals, which show some variation
in the decay time. The crosses in Figure 4.6b correspond to the PL lifetimes (1/e-value) of all
investigated QDs. As marked by the brown line, the average lifetime is (25 ± 7) ns, which is
only slightly longer compared to the 20 ns of the ensemble measurement. Furthermore, the
central range containing 50% of the data points, which is highlighted in yellow, agrees with
the ensemble measurement as well. While most of the QDs show a PL decay comparable to
the ensemble signal, the PL decay of some QDs is clearly quicker or slower. Interestingly,
all QDs show a monomolecular recombination process. This can be seen in the inset of
Figure 4.6a, which has a logarithmic y-axis. Accordingly, the varying lifetimes could thus be
a consequence of different contributions from (non-)radiative processes. Since the number of
defects may vary from QD to QD, some of them might be more or less prone to nonradiative
recombination. Nevertheless, the effect of the sample inhomogeneity on the recombination
dynamics is limited as most of the QDs behave in the same way.
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4.2 Electron or Hole – Who is Faster?
The general optical performance of InP-based colloidal QDs has been characterized in the
previous section. Now, the charge carrier relaxation will be investigated in detail using DT
spectroscopy, which is a versatile tool for this purpose (see Subsection 3.2.4 for further details).
As the interpretation of DT spectra can be quite complex, InP/ZnS QDs are excited at the
optical band gap (𝜆ex = 600 nm) in the first step. In this case, no significant charge carrier
dynamics is expected besides recombination, which will simplify the interpretation of the
obtained DT signals. The pump pulse energy is set to allow for, at maximum, only one excited
electron−hole pair on each QD in order to avoid multi-carrier effects (e. g., Auger process). To
this end, the number of QDs in the excitation volume and the number of absorbed photons
were estimated (see Subsection 3.1.3 for details). The obtained DT signal is shown in Figure 4.7
for pump-probe time delays up to 100 fs. A spectrum showing two positive peaks uniformly
rises. The main peak is located at 600 nm, which matches the onset of the absorption spectrum
shown by the gray area. The second smaller peak appears at shorter wavelengths around
540 nm.
A positive DT signal means that the transmission at the respective wavelength has
increased. This can be explained by state filling since the presence of excited charge carriers
reduces the number of available initial/final states for optical transitions and, thus, enhances
the transmission. Accordingly, state filling is expected to be the dominant mechanism causing
the DT signal. This assignment is also in agreement with former reports on cadmium-based
QDs.155,168 It should be noted that the term state filling is preferred compared to the typically
used term phase space filling as it emphasizes the discrete nature of the energetic structure of
















Figure 4.7: Resonant Excitation of InP/ZnS QDs. Temporal evolution of the DT spectrum
after photoexcitation at 600 nm (pulse energy 200 nJ). The gray area corresponds to the linear
absorption spectrum as reference. The QDs were dispersed in toluene in a cuvette with an
optical path length of 2mm at a concentration that equals an OD of 0.3 at the absorption onset.
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QDs. Since the change in the transmission is only weak (Δ𝑇𝑇0
≪ 1), the signal is interpreted to
be directly proportional to the sum of the Fermi distributions at the electron and hole states
relevant for the respective transition (see Equation 3.17). It should be noted that the Fermi
distribution refers to the average value of the QD ensemble, a certain state of an individual
QD is either occupied or not.
As shown in Figure 4.8a, the DT spectrum can be reproduced by two Gaussian peaks,
which are located at 540 nm and 600 nm, respectively. The corresponding energetic distance of
230meV matches perfectly with the energetic gap between the 1𝑠hh and the next energetically
higher lying 1𝑠lh and 1𝑠soh states based on the calculation in the previous section. These
higher energetic hole states are located at nearly the same energy and, for convenience, are
referred to as 1𝑠lh/soh in the following.
Based on the considerations above, both DT signals are related to the transitions shown in
Figure 4.8b. The main peak at 600 nm (orange) is assigned to the 1𝑠e − 1𝑠hh transition, which
is named transition I in the following. The signal is caused by state filling, where probably
both charge carriers, electron and hole, contribute, as they have been resonantly excited to
the respective states.
The weaker signal at 540 nm (green) is attributed to the 1𝑠e − 1𝑠lh/soh transition, which
is named transition II in the following. Notably, the higher energetic 1𝑠lh/soh state has not
been populated during excitation. Furthermore, it is unlikely that a hole, which was excited
to the 1𝑠hh state, thermally occupies this state since the thermal energy at room temperature




























Figure 4.8: Interpretation of the DT Spectrum. (a) The brown curve is the same as in
Figure 4.7 at a pump-probe delay of 100 fs. The spectrum can be reproduced by the sum of two
Gaussian peaks located at 540 nm (green) and 604 nm (orange) with an FWHM of 76 nm (green)
and 47 nm (orange). The red line shows the sum of both peaks. (b) After resonant excitation
(black arrow), electron and hole occupy the 1𝑠e and 1𝑠hh states, respectively. The DT signal
at 600 nm (orange peak) is attributed to state filling of the 1𝑠e − 1𝑠hh transition (orange arrow)
by both charge carriers. The higher energetic signal at 540 nm (green peak) is associated with
partial state filling by the electron of the 1𝑠e − 1𝑠lh/soh transition (green arrow).

















Figure 4.9: Step-Like Signal after Resonant Excitation. The sample was excited at 600 nm
(see Figure 4.7). The temporal evolution of the DT signals at probe wavelengths of 540 nm (green
dots) and 600 nm (orange dots) shows a step-like behavior. The solid lines are a fit to the data
(see main text).
hole cannot contribute to the state filling of transition II and only the electron occupies a
state relevant for this transition (1𝑠e). Accordingly, the DT signal is interpreted as partial
state filling caused by the electron.
The DT signal at both transitions is shown in Figure 4.9 as a function of the time delay
between the pump and probe laser pulses. A maximum is reached within ~200 fs and both
signals remain roughly constant afterwards. Since the recombination of charge carriers takes
place on a much longer time scale compared to the depicted picosecond range, it makes
sense that both signals remain constant after the initial rise. Therefore, effects due to the
recombination of charge carriers can be neglected. The very short rise time of these step-like
signals can be related to the laser pulse width of 𝜏laser = 80 fs. The temporal overlap of pump









Thus, both signals can be reproduced (solid lines) using the convolution of a step function with
IRF(𝑡) as stated in Equation 4.5, where Θ(𝑡) is 0 for negative 𝑡 and 1 for positive 𝑡. The obtained
width Δ𝑡 = (110 ± 20) fs matches with the expected time resolution of the experimental setup
(Δ𝑡 = √2𝜏laser = 113 fs). This instrument-related effect is taken into account for all further
time scales.
𝑓step(𝑡) = 𝐴Θ(𝑡) ∗ IRF(𝑡) = ∫
∞
−∞
𝐴Θ(𝑇 ) IRF(𝑡 − 𝑇 ) 𝑑𝑇 (4.5)
In the following, electron and hole will initially receive excess energy with respect to the
energetically lowest states by exciting the QDs at shorter wavelengths. Hence, it is possible
to investigate the electron and hole relaxation dynamics by analyzing how the DT signal
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Figure 4.10: Observation of Hole Relaxation. (a) Temporal evolution of the DT spectrum
after photoexcitation of InP/ZnS QDs at 525 nm (pulse energy 225 nJ). The gray area corresponds
to the linear absorption spectrum for reference. The QDs were dispersed in toluene in a cuvette
with an optical path length of 2mm at a concentration that equals an OD of 0.3 at the absorption
onset. (b) Dynamics at probe wavelengths of 540 nm (green dots) and 600 nm (orange dots). The
solid lines are a fit to the data (see main text). (c) After photoexcitation (black arrow), electron
and hole occupy the 1𝑠e and 1𝑠lh/soh states, respectively. Hence, the hole will relax to the 1𝑠hh
state (red wavy arrow), which leads to the gradually increasing signal observed in panel (b).
builds up over time. First, the QDs are excited by a laser at 525 nm to pump transition II. Thus,
the hole receives a small amount of excess energy with respect to the 1𝑠hh state, whereas
the electron still occupies the 1𝑠e state. To ensure that only transition II and not the lower
energetic transition I is excited, the pump wavelength is intentionally slightly blueshifted
compared to the maximum of transition II at 540 nm, but well within its FWHM. The observed
rise of the DT signal is shown in Figure 4.10a for a pump-probe time delay of up to 400 fs. As
before, the spectrum shows both transitions I and II. However, the temporal evolution of the
spectra is different compared to the resonant excitation of the transition I discussed before.
The DT signals at the probe wavelengths corresponding to the transitions I and II are shown
in Figure 4.10b as a function of the time delay between the pump and probe laser pulses. The
signal of the resonantly excited transition II (green dots) resembles the same step-like rise as
observed before. The signal of transition I, on the other hand, shows a different trend as it
rises now gradually (orange dots). As illustrated in Figure 4.10c by the red arrow, this can
be explained by the holes that were initially excited to the 1𝑠lh/soh state and subsequently
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relax to the 1𝑠hh state, which leads to a gradually increasing state filling (on average over all
QDs) causing the signal at transition I. The subsequent evolution of both signals appears to
be nearly constant, as it has already been observed for the resonant excitation of transition I.
It should be noted that the contribution of holes to the state filling at transition I, which is
observed here, was questioned for a long time in case of cadmium-based QDs, since the hole
might also occupy close-lying but optically dark states.155 However, a recent publication on
cadmium-based QDs shows that the hole indeed contributes to the signal.169
As discussed above, the signal at transition I looks as expected for the intended hole
relaxation process. However, one might predict a decreasing signal at transition II after
the initial rise due to holes leaving the 1𝑠lh/soh state, which should reduce the state filling.
Interestingly, such a feature is not observed. This can be explained by the small energetic
spacing and degeneracy of the higher energetic hole states. Their close proximity allows
for a distribution of the hole occupation probability over adjacent states. Some of them are
even involved in an optically dark transition with the 1𝑠e state. Therefore, the state filling
contribution of the hole to the signal at transition II is strongly reduced or even negligible,
although the hole is resonantly excited to the respective state.170 Consequently, the signal at
transition II (green) is a direct measure of the electron population of the 1𝑠e state.
In contrast to transition II, the signal at transition I (orange dots) stems from both charge
carriers: the electrons, which are resonantly excited to the 1𝑠e state, and the holes that relax
to the 1𝑠hh state with time. Thus, the rise of this signal can be modeled by Equation 4.6, which
corresponds to the sum of a step function (representing the resonantly excited electrons) and
an exponentially rising function (corresponding to the arriving holes).
𝑓biexp. rise(𝑡) = 𝐴Θ(𝑡)[𝐵 + (1 − 𝐵) (1 − e
− 𝑡𝜏)] ∗ IRF(𝑡) (4.6)
The free parameters of this model are the rise time 𝜏 of the monoexponential function and the
relative contribution 𝐵 of electron and hole to the signal. It appears that a 50:50 ratio (𝐵 = 0.5)
leads to the best reproduction of the experimental data (orange solid line in Figure 4.10b).
Using this value, a rise time of (200 ± 50) fs can be deduced. Thus, this time scale can be
ascribed to the hole relaxation time from the 1𝑠lh/soh to the 1𝑠hh state, as illustrated by the red
arrow in Figure 4.10c. This is an extremely fast process, given that an energetic spacing of
the two levels of 230meV, which is more than five times the energy of an LO phonon in bulk
InP (43meV),161 should result in a phonon bottleneck (see Subsection 2.2.3). Apparently, the
closely spaced optically inactive hole levels still permit rapid relaxation.
Since electron and hole contribute differently to the DT signals at both transitions, it
is possible to differentiate between them. With this ability, a scenario where both charge
carriers initially receive excess energy will be investigated in the following. To this end, the
QDs are excited by a laser at 400 nm. As sketched in Figure 4.11a by the black arrow, this
4 InP Quantum Dots: Fast Electron and Slow Hole Relaxation 81










































Figure 4.11: Fast Electron Relaxation. (a) Schematic illustration of the relevant electronic
transitions. (b) Temporal evolution of the DT spectrum after photoexcitation of InP/ZnS QDs at
400 nm (pulse energy 145 nJ). The gray area corresponds to the linear absorption spectrum as
reference. The QDs were dispersed in toluene in a cuvette with an optical path length of 2mm
at a concentration that equals an OD of 0.22 at the absorption onset. (c) Dynamics at probe
wavelengths of 540 nm (green dots) and 600 nm (orange dots). The solid lines are a fit to the
data (see main text).
corresponds to a transition between the second electron state (1𝑝e) and one of the higher
energetic hole states (e. g., 1𝑝lh or 1𝑝soh). During excitation, roughly 1 eV of excess energy is
delivered to the excited electron−hole pair with respect to transition I. Comparing this value
with the excess energy of the previous scenario (230meV), a much slower relaxation is this
time expected, especially for the electron owing to a suspected strong phonon bottleneck.
The observed DT spectra are shown in Figure 4.11b for a pump-probe time delay up to 1300 fs.
While the spectra resemble the known shape, the rise of the signal takes indeed significantly
longer compared to the scenarios discussed before. Figure 4.11c shows the temporal evolution
of the signal at both probe wavelengths, which correspond to transitions I and II. Both signals
show a considerably longer rise time compared to the previous cases.
As before, the signal at transition II (green dots) can be related to the electron population
of the 1𝑠e state. Using Equation 4.7, it can be reproduced by an exponentially rising function
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(green solid line) representing the electron arrival.
𝑓exp. rise(𝑡) = 𝐴Θ(𝑡) (1 − e
− 𝑡𝜏) ∗ IRF(𝑡) (4.7)
Hence, the corresponding time scale of (230 ± 20) fs can be related to the electron relaxation
time from the 1𝑝e to the 1𝑠e state. As the energetic gap between the electron states is roughly
580meV, a strong phonon bottleneck was expected. Therefore, this fast time scale is a
counterintuitive and surprising result. Actually, the electron relaxation time is comparable to
the hole relaxation time observed in the previous scenario. In that case, phonon scattering
could explain the observed fast relaxation. Here, however, with no additional states between
the two electron levels, phonon scattering should be strongly impeded. This apparent conflict
will be discussed in detail in the next section. But before that, a closer look at the signal of
transition I (orange dots) should be taken.
The signal at transition I is caused by the increasing state filling due to the arrival of both
charge carriers. Accordingly, it can be modeled by a biexponential function (Equation 4.8)
representing the arrival of electron and hole, respectively.
𝑓biexp. rise(𝑡) = 𝐴Θ(𝑡)[𝐵 (1 − e
− 𝑡𝜏1 ) + (1 − 𝐵) (1 − e
− 𝑡𝜏2 )] ∗ IRF(𝑡) (4.8)
As already determined, the time scale of the electron relaxation can be fixed to a value of
230 fs. Based on this, the data can be well reproduced (orange solid line). The ratio of electron
and hole contribution to the signal does not affect the result strongly. Consequently, as before,
this ratio is fixed to 50:50. Thus, the hole relaxation time is found to be (600 ± 40) fs, which
is three times longer than the hole relaxation from 1𝑠lh/soh to 1𝑠hh observed in the previous
scenario and significantly longer than the electron relaxation discussed above. Accordingly,
the surprising conclusion is that the electron relaxes faster than the hole despite the large
energetic gap between the corresponding electron levels. An explanation for this intriguing
observation will be given in the following section.
4.3 Auger Speeds Up the Electron
It has already been proposed for cadmium-based QDs that electron-hole scattering is an
efficient Auger-like process.103 During such an event, the electron transfers its excess energy
to the hole, which thus occupies an even higher energetic state as sketched in Figure 4.12 by
the brown arrows. Notably, no third particle participates in the scattering process, which
would be the case for a typical Auger process. While the scattering process could also take
place in favor of a hole relaxation, it is much more likely that the electron relaxes. This is
caused by the larger number of final states to which the hole might scatter, in contrast to










Figure 4.12: Auger-Like Process Leading to Fast Electron Relaxation. Schematic illustra-
tion of the Auger-like electron−hole scattering event as straight brown arrows and the subsequent
hole relaxation by phonon scattering as a red wavy arrow.
the few higher energetic electron levels above the 1𝑝e state which still show a significant
energetic spacing. This mechanism explains the rapid relaxation of the electron from the
1𝑝e to the 1𝑠e state even though the energetic gap between the states is large. The hole, on
the other hand, has now to dissipate an even larger amount of excess energy by phonon
scattering as the only scattering process available (shown by the red wavy arrow). Thus, its
relaxation takes longer.
So far, both charge carriers were always excited to states energetically within the QD
core. As a next step, the relaxation of charge carriers from the shell into the core will be
investigated. In the case of InP/ZnS QDs, more than 3.54 eV are required to excite an electron
hole-pair within the ZnS shell. This requires a laser wavelength of ≤ 350 nm. While the used
OPA can deliver such wavelengths, the white-light generated within the CaF2 crystal and
serving as the probe beam has no significant intensity at such short wavelengths. Hence,
InP/ZnSe QDs are used for the following experiment, since a laser wavelength of 400 nm is
sufficient to excite an electron-hole pair within the ZnSe shell.
The obtained DT signal is more complex than the one of the scenarios discussed before. It
is shown in Figure 4.13a as a color map for a pump-probe time delay up to 10 ps. Two strong
positive signals can be observed. The first one appears at the optical band gap and can, thus,
be identified with the known transition I. The second signal is located at shorter wavelengths.
Within 1–2 ps after photoexcitation, this signal shifts from 400 nm to 450 nm and an intensity
maximum is reached after ~400 fs. This observation is comparable to the signal caused by
the relaxation of excited charge carriers down to the band gap of a bulk material.171 As can
be seen in Figure 4.13d, the hole levels with energies corresponding to the shell are very
dense, which leads to this bulk-like behavior. Subsequently, this signal stays at 450 nm and
slowly decays, whereas the signal at 600 nm increases in intensity. The signal at 450 nm can
be related to (partial) state filling of the energetically lowest transition within the ZnSe shell.
This transition is sketched in Figure 4.13d by the blue arrow and termed transition III in the
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Figure 4.13: Charge Carrier Relaxation from Shell to Core. (a) Color map showing the
temporal evolution of the DT spectrum after photoexcitation of InP/ZnSe QDs at 400 nm (pulse
energy 50 nJ). The QDs were dispersed in toluene in a cuvette with an optical path length of
2mm at a concentration that equals an OD of 0.1 at the absorption onset. (b) A representative
DT spectrum taken from panel (a) at a time delay of 4 ps between the pump and probe laser
pulses. The gray area corresponds to the linear absorption spectrum as reference. (c) Dynamics
at probe wavelengths of 450 nm (blue dots), 525 nm (green dots), and 600 nm (orange dots). The
solid lines are a fit to the data (see main text). (d) Schematic illustration of the relevant electronic
transitions, the Auger-like electron−hole scattering event as straight brown arrows, and the hole
relaxation by phonon scattering as a red wavy arrow.
following. Figure 4.13b shows a representative DT spectrum corresponding to a pump-probe
time delay of 4 ps. Besides the signals at 450 nm and 600 nm, a broad shoulder in between can
be identified (525 nm). As sketched in Figure 4.13d, this signal can be related to the known
transition II involving a higher energetic hole state and the lowest electron state.
The dynamics at these three probe wavelengths are shown in Figure 4.13c. Similar to
the InP/ZnS QDs discussed before, the recombination of charge carriers in InP/ZnSe QDs
takes place on a nanosecond time scale and should not influence the fast relaxation dynamics
discussed here. The signal at transition II (green) rises within the first picosecond and then
stays constant. As this signal is only caused by the presence of electrons on the 1𝑠e state,
this signal can again be modeled by an exponential function (Equation 4.7) representing the
arrival of electrons at the 1𝑠e state, which yields an electron relaxation time of (370 ± 40) fs.
This time scale is longer compared to the electron relaxation time of 230 fs obtained for the
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InP/ZnS QDs discussed before. Interestingly, the energetic difference of the involved electron
levels is smaller in InP/ZnSe QDs (420meV compared to 580meV in InP/ZnS QDs). As before,
the signal of transition I (orange) reflects both, electron and hole arrival at the 1𝑠e and 1𝑠hh
states. As can be seen by the solid line in panel (c), the signal can be again well reproduced
by a biexponential function, where both components contribute equally (Equation 4.8). The
obtained rise times are (520 ± 40) fs and (7.1 ± 0.3) ps. The 520 fs rise time is in reasonable
agreement with the 370 fs obtained from the analysis of transition II and, therefore, explained
by the electron relaxation. The remaining 7.1 ps can thus be related to the hole relaxation
time, which appears to be an order of magnitude slower compared to the hole relaxation in
the InP/ZnS QDs investigated previously. Finally, as shown by the blue dots in Figure 4.13c,
the signal of transition III rises more or less instantaneously and then decays on two time
scales to zero. This can be ascribed to the disappearance of electrons and holes from the
shell states involved in the respective transition, which results in a reduced state filling. A
biexponential fit (solid line) yields (510 ± 140) fs and (8.8 ± 0.3) ps using Equation 4.9. Again
both components contribute equally.
𝑓biexp. decay(𝑡) = 𝐴Θ(𝑡) (𝐵e
− 𝑡𝜏1 + (1 − 𝐵) e
− 𝑡𝜏2 ) ∗ IRF(𝑡) (4.9)
These time scales are in good agreement with the ones of electron and hole relaxation obtained
by the previous analysis of transitions I and II. Thus, the interpretation of the various signals
is consistent and reveals two distinct time scales for the electron and hole relaxation from
the shell into the core within InP/ZnSe QDs. In case of the electron, the analysis of the
DT signals at the three probe wavelengths resulted in relaxation times of 370 fs, 520 fs, and
510 fs, respectively, which yields an average value of 470 fs. In case of the hole relaxation, the
analysis of the DT signals at transitions I nd III resulted in much longer relaxation times of
7.1 ps and 8.8 ps, respectively, which yields an average value of 8 ps.
Again, the electron relaxes much faster than the hole, which can be explained by the Auger-
like scattering mechanism as before. This is indicated by the brown arrow in Figure 4.13d.
However, the relaxation time scales of both charge carriers are significantly longer compared
to the previous case of InP/ZnS QDs, while the initial excess energy is comparable. In order
to understand the longer relaxation time scales, a closer look at the energetic structure of
the QDs is needed. In case of InP/ZnS QDs, the excited electron and hole still occupied states
related to the core, whereas, for the InP/ZnSe QDs, the excited charge carriers occupied
states that are associated with the shell. Accordingly, a large part of the spatial probability
distribution characterized by the wave function lies outside the core material (see Figure 4.3b).
Therefore, the wave function overlap with states in the core is strongly reduced, and according
to Fermi’s Golden Rule, this leads to a slower relaxation.
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4.4 Auger Scenario and Hole Trapping Explains Quan-
tum Yield
Up to know, only the dynamics of the DT signal was analyzed, which revealed the charge
carrier relaxation time scales as a function of the initial excess energy. However, further
insight can be obtained when focusing on the spectral shape of the DT signal after the charge
carrier relaxation took place. Specifically, the ratio of the DT signals at transitions I and II
can be used to characterize the relaxation efficiency of charge carriers as described in the
following.
Based on the findings in the previous sections, the signal of transition I is proportional to
the Fermi distribution of both, electron (𝑓1𝑠e) and hole (𝑓1𝑠hh), whereas the signal of transition II
is simply proportional to the state filling by the electron (𝑓1𝑠e). Accordingly, the above-














Assuming that fewer electrons (on average over all QDs) arrive at the 1𝑠e state, 𝑓1𝑠e
decreases and therefore the ratio increases. On the other hand, if fewer holes relax to the 1𝑠hh
state, 𝑓1𝑠hh reduces and thus the ratio decreases. Hence, variations of this ratio for different
excitation scenarios can hint toward a varying charge carrier relaxation efficiency.
Indeed, small variations of this ratio can be observed when comparing the different
excitation scenarios of InP/ZnS QDs discussed in the previous sections. In case of the resonant
excitation at 600 nm, the ratio of the signals corresponding to transitions I and II is 3 (see
Figure 4.9). This is still the case for the excitation with slight excess energy at 525 nm
(see Figure 4.10b). However, for the excitation with the pump laser set to 400 nm, the ratio
decreases to 2.5 (see Figure 4.11c). Accordingly, the ratio decreases with increasing excess
energy, which means that fewer holes arrive at the 1𝑠hh state.
The decreasing hole relaxation efficiency with increasing excess energy can be explained
by a hole trapping process. As sketched in Figure 4.14, the hole occupies a high energetic state
directly after the Auger-like process took place. Since the subsequent relaxation takes time
due to the phonon bottleneck, the hole may become trapped on a defect state (indicated by the
blue arrow). Since the hole relaxation from the 1𝑠lh/soh to the 1𝑠hh state is not affected, these
traps may lie energetically above the 1𝑠lh/soh state. The trap states might be caused by an
imperfect core/shell interface or dangling bonds on the surface of the QD. Possibly, the hole
leaves the trap state after some time, thus, eventually arriving at the 1𝑠hh state. This may also
explain the long hole relaxation times obtained in the previous sections. However, trapped












Figure 4.14: Trapping of Holes. Schematic illustration of the Auger-like electron−hole scat-
tering event by the straight brown arrows, the hole relaxation by phonon scattering marked
by a red wavy arrow, the hole (de-)trapping process indicated by the blue wavy arrows, and
nonradiative recombination by a gray wavy arrow.
charge carriers are prone to nonradiative recombination, which is a competing process (gray
arrow). Thus, the trapping process can lead to non-emitting QDs.
This in turn implies that less emission of the QD ensemble is expected if they are excited
with large excess energy. Indeed, the PL QY decreases significantly for excitation wavelengths
shorter than 500 nm, as can be seen in Figure 4.15. This is in good agreement with the
decreasing relaxation efficiency of holes for increasing excess energy, which was deduced
from the DT measurements.
As discussed in Subsection 3.2.1, a simple measure for the relaxation efficiency of charge
carriers can be obtained by comparing absorption and PLE spectra. According to Equation 3.5,
the ratio of the PLE intensity with respect to the OD is proportional to the PL QY. This is, in
turn, given by the product of the excitation wavelength-dependent charge carrier relaxation














Figure 4.15: Reducing PL QY with Increasing Excess Energy. The PL QY of InP/ZnS QDs
in toluene as a function of the excitation wavelength. For each measurement, the concentration
of QDs was adjusted to yield OD(𝜆ex) = 0.1.

























































Figure 4.16: PLE, Absorption and the Relaxation Efficiency. (a) The absorption spectrum
of InP/ZnS QDs dispersed in toluene is given by the gray area. The black line corresponds to
the PL spectrum (𝜆ex = 470 nm), whereas the red line shows the PLE spectrum (𝜆em = 680 nm).
(b) The ratio between PLE and absorption is shown by the blue line. It is proportional to the PL
QY in the wavelength range from 400 nm to 600 nm (black dots).
the emitting transition. It should be noted that this procedure does not allow to distinguish
between electrons and holes. Furthermore, it does not give an absolute value, but only a
relative trend of the relaxation efficiency of charge carriers as a function of the excitation
wavelength. Nevertheless, this method is applied in the following to check for consistency
with the previous results.
Figure 4.16a shows again the absorption and PL spectrum of InP/ZnS QDs (gray area and
black line, respectively) along with the PLE spectrum obtained at an emission wavelength of
680 nm, which was normalized to match the absorption onset. The PLE spectrum resembles
the absorption spectrum very well. However, there are small deviations at wavelengths shorter
than 500 nm. The ratio of the PLE signal with respect to the OD is shown in Figure 4.16b by
the blue line and is a measure of the charge carrier relaxation efficiency. For reference, the PL
QY is shown by the black dots. Notably, both data sets match perfectly in the wavelength
range of 400–600 nm. Only for shorter wavelengths, they differ significantly. The deviations
might be related to the sample inhomogeneity since the QY measurement and the absorption
spectrum represent the whole QD ensemble, whereas the PLE spectrum corresponds to a
subset of QDs emitting at the specific wavelength. Nevertheless, this procedure shows the
consistency of the data and allows to characterize the charge carrier relaxation efficiency for
excitation wavelengths of 400–600 nm. This quantity is constant above 500 nm and decreases
by roughly 25% toward 400 nm.
In summary, these results may be helpful for the fabrication of future LEDs harnessing
QDs as direct light emitters. They demonstrate that it is crucial to inject charge carriers
energetically close to the states leading to emission. To this end, the energetic alignment
of charge transport and injection layers should be optimized. Thus, a slow hole relaxation
leading to trapping can be circumvented and high radiative efficiency can be reached.
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Cs2AgBiBr6 Double Perovskite:
Interplay of Bound Excitons
and Intervalley Scattering
In this chapter, Cs2AgBiBr6 NCs are investigated as one of the potential alternatives to the
established lead-based perovskites. They are a member of the new group of DPs.29,172–177
Interestingly, Cs2AgBiBr6 has an indirect band gap, which gives rise to substantially different
properties compared to lead-based perovskites.112,178 Up to now, DPs have been mainly used
as UV and X-ray detectors harnessing a long charge carrier diffusion length and a large
band gap.179–181 Consequently, the dynamics of long-living charge carriers received most
of the attention so far, while there is a lack of understanding of the early timescale.182
However, the knowledge about the initial charge carrier dynamics after photoexcitation is of
utmost importance for complete utilization and subsequent development of optoelectronic
applications based on DPs. Accordingly, the initial relaxation dynamics of charge carriers
will be investigated in this chapter.
The presented results are mainly based on Reference 183. It will be shown that directly
after photoexcitation hole trapping leads to the formation of defect-related bound excitons at
the direct band gap transition. Furthermore, the transfer of direct to indirect bound excitons
will be investigated. Finally, the general prospects in terms of applications that utilize this
material will be discussed.
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5.1 UnexpectedHighExcitonBindingEnergy due to Large
Effective Masses
The synthesis of cubic Cs2AgBiBr6 DP NCs with an average edge length of (8.9 ± 0.2) nm has
already been presented in Subsection 3.1.2. It should be noted that the size of these NCs is
larger than the estimated exciton Bohr radius of 3 nm (see Table 2.3). Accordingly, strong
quantum confinement effects as they have been observed in the previous chapter are not
expected this time. For all following experiments, these NCs have been dispersed in toluene.
The linear absorption spectrum of such a dispersion is shown in Figure 5.1 by the gray area. A
strong peak at 430 nm (2.88 eV) dominates the absorption onset. Toward shorter wavelengths,
the absorption strength continuously increases. Interestingly, this strong absorption peak
was not observed in all previous reports on Cs2AgBiBr6 DPs.29 If it was observed, it was
simply attributed to excitons without further explanation.173 It should be noted that this
would correspond to a surprisingly large exciton binding energy of several hundreds of meV
compared to the few meV observed for conventional bulk-like perovskites. Actually, there
is a discussion in the literature about the reason for this strong absorption peak, which was
observed for several kinds of DPs. In the case of Cs2AgInCl6 showing a direct band gap, for
example, this feature is assigned to self-trapped excitons that originate from a distortion of
the AgCl6 octahedron in the excited state.184 A similar explanation involving polarons is
proposed for defect halide perovskites (e. g., Cs3Bi2I9). Nevertheless, the origin of the strong
absorption peak in case of the herein investigated Cs2AgBiBr6 DP NCs is not clear. In the
following, it will be shown that the electronic band structure plays a crucial role in order





































Figure 5.1: Linear Spectroscopy of Cs2AgBiBr6 DP NCs. The normalized absorption spec-
trum of NCs dispersed in toluene is depicted as the gray area. The PL spectrum is shown by the
black line (𝜆ex = 365 nm) and the PLE spectrum detected at 𝜆em = 650 nm is given by the red
line.
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to understand the optical properties of Cs2AgBiBr6 DP. Furthermore, it will be possible to
explain the strong absorption peak by defect-related direct bound excitons.
The electronic band structure of Cs2AgBiBr6 DP obtained by a DFT calculation is depicted
in Figure 5.2.29 Obviously, the effective mass of charge carriers is highly anisotropic, especially
at the X point, which corresponds to the direct band gap (see Figure 2.1.2 for details). While
the CB around the X point is relatively flat (especially toward the W point) leading to a
very large effective mass of electrons, the VB shows a strong dispersion at the X point. This
results in a low effective mass of holes (0.14me in the X → Γ direction).29 Thus, according
to Equation 2.13, the reduced mass of an electron-hole pair is low as well despite the large
electron effective mass. However, a small reduced mass should result in a low exciton binding
energy based on Equation 2.15, which is in strong contrast to the observation of a pronounced
exciton-like feature in the absorption spectrum.
Halide DPs possess intrinsic defects, and the most important and easily formed stable
shallow defects are Ag+ vacancies. These shallow defects act as hole acceptors leading to the
localization of holes. A localized state, however, corresponds to a flat level in the electronic
band structure. This is depicted as the brown horizontal line in Figure 5.2. Hence, the trapped
holes will possess an infinite effective mass. Now, as both charge carriers have a large effective
mass, the reduced mass of an electron-hole pair is huge as well. Thus, an electron can form
an exciton with a hole that is bound to a trap state. Due to the huge reduced mass, such a
bound exciton has a large binding energy. Furthermore, while the exciton is bound to the



















Figure 5.2: Band Structure of Cs2AgBiBr6 DP: Intervalley Scattering and Trapped
Holes. The indirect band structure leads to intervalley scattering of electrons from the X
to the L point (blue arrow). Holes may localize due to trap states (e. g., Ag+ vacancies), which
causes an infinite effective hole mass. This hole acceptor level is depicted as the brown horizontal
line. The band structure shown here and in the following figures is adapted with permission
from Reference 29. Copyright 2016 American Chemical Society.
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oscillator strength, which can explain the strong absorption peak at 430 nm. Very recently,
theoretical calculations showed that the first absorption peak in Cs2AgBiBr6 and Cs2In2X6 is
consistent with bound excitons using ground- and excited-state ab initio methods.185
The bound excitons discussed above rely on the presence of Ag+ vacancies, which serve
as shallow hole acceptor states and may introduce some disorder in the crystal. Therefore,
it should be noted that a disordered arrangement of the Ag+ and Bi3+ ions may tune the
band gap from indirect to pseudodirect at the Γ point.186 Nevertheless, in order to achieve
such strong disorder, synthesis temperatures beyond 3000 K are required, which is far more
than the 140 °C (413 K) used in the present synthesis. Furthermore, it has been shown that
Ag+ vacancies form spontaneously during synthesis, in contrast to deep acceptor defects like
Bi3+ vacancies or AgBi antisites.187 Thus, the existence of bound excitons seems reasonable,
whereas a general change of the electronic band structure due to a disordered crystal lattice
is unlikely.
The Cs2AgBiBr6 DP NCs show only a very weak emission given by the black line in
Figure 5.1. In fact, the PL QY is below the resolution limit of the experimental setup (≪ 5%).
The PL spectrum shows two peaks. The main one is very broad and centered at 650 nm
(1.91 eV). Notably, this signal is redshifted by 1 eV compared to the excitonic absorption peak.
Furthermore, a high energetic but less intense signal can be observed at 460 nm (2.7 eV) close
to the excitonic absorption peak. Such a high energetic emission has already been reported
for Cs2AgBiBr6 single crystals179 and Na-doped Cs2AgInCl6 DPs.184 However, the origin of
the emission has not been discussed yet. Actually, if charge carriers are excited at the X point,
intervalley scattering should lead to a quick electron relaxation toward the L point. This
is indicated by the blue arrow in Figure 5.2. Hence, a noticeable emission from the direct
transition at the X point seems unlikely. Nevertheless, the high exciton binding energy leads
to a short radiative lifetime of direct bound excitons. Thus, the lifetime is comparable to the
time scale of intervalley scattering, which will be discussed in the following section. Therefore,
the high energetic emission from defect-related direct bound excitons is still observable.
As mentioned above, the electrons will scatter toward the CBM at the L point. Since
the holes remain trapped, the bound excitons at the X point will transform into indirect
ones. Furthermore, the dispersion of the CB at the L point is larger compared to the X point,
which leads to a decreasing effective mass of electrons. Accordingly, the reduced mass of the
electron-hole pair decreases as well. Thus, the indirect bound excitons show a smaller binding
energy and may even dissociate at room temperature. Therefore, the main emission signal at
650 nm is attributed to the recombination of indirect bound excitons and free electrons with
trapped holes.
The PLE spectrum obtained at an emission wavelength of 650 nm corresponding to the
recombination of indirect bound excitons is shown in Figure 5.1 by the red line. It follows
the absorption spectrum qualitatively, but the excitonic peak is less prominent compared to
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the continuum absorption. Hence, a lower relaxation efficiency of direct to indirect bound
excitons is expected compared to the one of free electron-hole pairs. This agrees with the
interpretation that some direct bound excitons recombine before intervalley scattering takes
place. It should be noted that the PLE spectrum of Cs2AgBiBr6 single crystals strongly
deviates from the spectrum observed here. An additional peak appears in the PLE spectrum
at roughly 500 nm (2.5 eV) and is attributed to color centers.188
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5.2 Transfer of Direct to Indirect Defect-Related Bound
Excitons
The observed signals from steady-state linear spectroscopy have been consistently explained
by defect-related excitons. In this section, the process of intervalley scattering that leads to the
formation of indirect bound excitons will be investigated using time-resolved PL spectroscopy.
Figure 5.3a shows the time-resolved emission from Cs2AgBiBr6 DP NCs as a color map.
The crystals have been excited using a laserwavelength of 375 nm (3.31 eV), which corresponds
to continuum transitions. Directly after photoexcitation, a spectrally broad signal starting
from 400 nm (3.1 eV) with a maximum at ~430 nm (2.88 eV) can be observed. As described in












































































Figure 5.3: Time-Resolved Emission of Cs2AgBiBr6 DP NCs. (a) The PL signal from
Cs2AgBiBr6 DP NCs after photoexcitation at 375 nm (56mW) is depicted as a color map. The
NCs have been dispersed in toluene in a 2mm cuvette showing a transmission of 10% at the
excitation wavelength. (b) PL spectra at various times after photoexcitation (indicated by the
arrows in panel a). (c) The PL signal as a function of time at specific emission wavelengths. The
dots represent the raw data, whereas the lines are a result of a data smoothing process.
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the previous section, this high energetic emission can be related to the recombination of direct
bound excitons. Within 10 ps, the PL signal gradually redshifts to longer wavelengths (see
also Figure 5.3b). During this time, electrons scatter from the X point via the Γ valley down
to the CBM at the L point leading to the emission at 650 nm (1.91 eV), which corresponds to
the steady-state PL maximum.
The efficiency of intervalley scattering strongly depends on the electron-phonon coupling
strength. As it has already been discussed in Subsection 2.1.3, the Fröhlich interaction is
more significant in perovskites than in classical semiconductors. Furthermore, recent results
show that electron-phonon coupling is even more enhanced in DPs compared to lead-based
perovskites.189 This is consistent with the observation of quick intervalley scattering.
Figure 5.3c shows the PL intensity as a function of time at certain emission wavelengths.
The emission maximum is reached later in the red spectral region and the decay is significantly
slower compared to shorter wavelengths. The PL at 460 nm (2.7 eV) associate with direct
bound excitons reduces strongly within 3 ps. This short lifetime confirms the previous
interpretation that the high exciton binding energy leads to quick radiative recombination.
The bound excitons at the X point are sketched in Figure 5.4. During the intervalley
scattering process taking place on a time scale of 10 ps, the bound excitons become indirect
and their binding energy reduces (indicated by the larger exciton Bohr radius). This is in
agreement with the observed longer PL lifetime at longer wavelengths as this emission stems
from the indirect transition. It should be noted that the PL lifetimemostly reflects nonradiative
processes due to the very low PL QY. Accordingly, the radiative lifetime of indirect bound
excitons is even much longer. For example, in the case of Cs2AgBiBr6 single crystals, a PL























Figure 5.4: Transfer of Direct to Indirect Bound Excitons. While electrons scatter toward
the L point, excitons become indirect and the emission wavelength redshifts. Furthermore, the
changing effective mass of electrons leads to a reduced exciton binding energy. Thus, the exciton
Bohr radius increases.
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5.3 The Hole Trapping Process
To obtain a consistent picture of the initial charge carrier dynamics, the hole trapping process
that leads to the formation of defect-related direct bound excitons is investigated in this
section using DT spectroscopy. To this end, free charge carriers were generated by exciting
the NCs at 330 nm (3.76 eV), which corresponds to a transition involving higher energetic
branches of the electronic band structure. The change in transmission of the sample in the
first 3 ps after photoexcitation is shown in Figure 5.5 as a color map. A broad negative signal
indicated by the purple arrow appears directly after photoexcitation (blue area). This means
that the transmission has decreased compared to the steady-state. A possible explanation may
be excited state absorption. This corresponds to a scenario where a charge carrier, which has
already been excited by the pump pulse, absorbs a second photon (of the probe pulse) thus
occupying an even higher energetic state. The closely-spaced higher energetic branches of the
band structure (especially for the hole) suggest that such intraband transitions are possible.
Furthermore, two positive DT signals can be observed. The first one is located at 430 nm
(2.88 eV), which matches the position of the absorption peak related to direct bound excitons
at the X point (blue arrow). The second one appears at shorter wavelengths (≤ 350 nm), where
transitions involving higher energetic bands are dominating (black arrow). Both positive











3.6 3.2 2.8 2.4 2.0



















Figure 5.5: DT Signal after Excitation within the Continuum. A color map showing
the temporal evolution of the DT signal from Cs2AgBiBr6 DP NCs dispersed in toluene after
photoexcitation at 330 nm (excitation photon density ~1.2 ⋅ 1015 cm2). The concentration of NCs
equals an OD of 0.4 at the excitonic peak in a 2mm cuvette. The gray spectrum displayed in the
top panel corresponds to the linear absorption for reference.
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Figure 5.6: Spectral and Temporal Evolution of the DT Signal. (a) DT spectra at various
time delays after photoexcitation, taken from Figure 5.5. The linear absorption spectrum is
shown for reference by the gray area. (b) The DT signal as a function of time at specific probe
wavelengths that are indicated by the arrows in (a). Note the logarithmic time axis after 3 ps.
Figure 5.6a shows the temporal evolution of the DT spectra again. Panel (b), on the
other hand, displays the time-resolved signals at the probe wavelengths that correspond to
the above mentioned three features. The probe wavelengths are indicated by the arrows in
panel (a). Interestingly, only the signal associated with direct bound excitons (430 nm, blue)
shows a significant rise time. It reaches the maximum 1 ps after the pump pulse has arrived.
Subsequently, all signals decay on a similar timescale of several tens of picoseconds to zero.
The fact that all three signals decay on a comparable time scale suggests that they are caused
by the same charge carriers, which is consistent with the previous interpretation regarding
















Figure 5.7: The Hole Trapping Process. As indicated by the red arrow, holes become trapped
within 320 fs. The blue arrow again represents intervalley scattering talking place on a time
scale of 10 ps.
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Figure 5.8: DT Signal after Excitation of the Excitonic Transition. (a) A color map show-
ing the temporal evolution of the DT signal from Cs2AgBiBr6 DP NCs dispersed in toluene
after photoexcitation at 400 nm (excitation photon density ~1.4 ⋅ 1015 cm2). The gray spectrum
displayed in the top panel corresponds to the linear absorption for reference. (b) The DT signal
as a function of time at specific probe wavelengths that are indicated by the arrows in (a). Note
the logarithmic time axis after 3 ps.
The finite rise time of the signal at 430 nm (2.88 eV) can be determined as 320 fs using an
exponential model. Accordingly, this time scale can be related to the formation of defect-
related direct bound excitons. As the hole trapping process induces the formation of these
excitons, the 320 fs can be ascribed to the hole trapping time. This is indicated by the red
arrow in Figure 5.7.
This interpretation is consistent with the (nearly) resonant excitation of direct bound
excitons discussed in the following. If the sample is pumped at 400 nm (3.1 eV), a similar
DT signal as before can be observed (see Figure 5.8a). However, as can be seen in panel (b),
a closer look at the three probe wavelengths reveals that the signal at 430 nm (blue) rises
this time instantaneously. This confirms the previous interpretation as the direct bound
excitons causing this phase space filling are resonantly excited and do not have to form first.
Interestingly, the induced absorption in the spectral range between both positive signals can be
observed in both excitation scenarios. However, the transitions relevant for the excited state
absorption and the relative contributions from electrons and holes are not fully understood
yet.
It has already previously been mentioned that the DT signal can be interpreted as the
sum of the Fermi distributions at the states relevant for a specific transition (phase space
filling). On the other hand, the PL signal is proportional to the product of them. Hence, a
comparison of both signals is presented in the following. Figure 5.9 shows the PL signal of
direct bound excitons after photoexcitation of continuum transitions as the red line. The
corresponding DT signal is given by the black line. The PL signal quickly decays to zero,
which has already been explained by the short radiative lifetime of direct bound excitons and
the intervalley scattering process. The DT signal, on the other hand, shows two time scales.




























Figure 5.9: Comparison of PL and DT Signals. The black line corresponds to the time-
resolved PL signal at 430 nm after photoexcitation at 375 nm (the data are taken from Fig-
ure 5.3a). The red line shows the DT signal at 430 nm after photoexcitation at 330 nm (taken
from Figure 5.6b). The fast decay component stems from electron intervalley scattering and the
recombination of direct bound excitons. The long-living component in case of the DT signal is
due to partial phase space filling by the holes.
There is a short component (≤10 ps), which may be explained by the intervalley scattering
process of electrons as well since they can no longer contribute to the phase space filling at
the direct excitonic transition. Furthermore, there is a long-living signal. This can be related
to partial phase space filling of the direct excitonic transition by the trapped holes.
If the excitation density increases, a second electron-hole pair may be excited on an
individual NC. This increases the phase space filling and can thus be observed by DT spec-
troscopy. Figure 5.10 shows the time-resolved DT signal at a probe wavelength of 430 nm,
which corresponds to the direct bound excitonic transition, for an increasing excitation photon

















Figure 5.10: Exciton Annihilation. Pump intensity dependence of the DT signal at the direct
excitonic transition (430 nm) after photoexcitation at 330 nm. The data are normalized to the
long decay component, which is independent of the pump intensity. Dots correspond to the raw
data, whereas lines represent a monoexponential fit. Note the logarithmic time axis after 100 ps.
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density. Independent of the excitation power, there is a decay component on the order of
10 ps. This can be related to the intervalley scattering process of electrons, which reduces the
phase space filling at the direct excitonic transition as discussed above. Furthermore, a new
decay component appears with increasing excitation power. Using an exponential function,
a power-independent decay constant of 20 ps can be determined. The increased signal at
early times can be explained by the excitation of a second electron-hole pair on an individual
NCs. Accordingly, the reduction of this signal is related to the recombination of this second
electron-hole pair. Possibly, this recombination is due to exciton-exciton annihilation. In
this process, one exciton recombines and transfers its energy to the second one, which thus
occupies a higher energetic state and subsequently quickly relaxes by phonon scattering.
5.4 What is this Semiconductor Good for?
It has been shown that the initial charge carrier dynamics within Cs2AgBiBr6 DP NCs can
be consistently explained by the interplay of defect-related bound excitons and intervalley
scattering. The presence of Ag+ vacancies leads to hole trapping within a few hundred
femtoseconds, which increases the effective mass of holes. Accordingly, the trapped holes
can form bound excitons together with heavy electrons at the direct band gap. Thus, these
excitons possess a huge binding energy of several hundred meV and a giant oscillator strength,
which explains the dominant peak in the steady-state absorption spectrum. Furthermore,
the direct bound excitons are responsible for a high energetic emission. Given the fact that
intervalley scattering of electrons takes place on the order of 10 ps, the high energetic emission
stems from the first few picoseconds after photoexcitation and can be explained by the large
oscillator strength of the bound excitons. As the direct bound excitons become indirect, the
emission redshifts by 1 eV. At the same time, the effective mass of the electrons decreases due
to an increasing dispersion of the CB toward the CBM. Hence, the exciton binding energy
reduces and, in combination with the indirect character of the transition, the radiative lifetime
increases strongly. Finally, it has been observed that the lifetime of a second electron-hole pair
on an individual NC is only 20 ps, which might be related to an exciton-exciton annihilation
process.
So far, nontoxic Cs2AgBiBr6 DP has been mainly applied in the fabrication of solar
cells,190–192 X-ray and UV detectors,180,181,193–195 and photocatalysts.196–198 Such applications
benefit from long charge carrier diffusion times within Cs2AgBiBr6 DP43,179 and its excellent
structural stability.199 However, the strong electron-phonon coupling may prevent a desired
large charge carrier mobility.189,200 Furthermore, the large band gap energy is not ideal for
photovoltaic applications.201
Despite these few drawbacks, solar cells with a power conversion efficiency of 2.84%
have been realized using Cs2AgBiBr6 DP.202 Though this efficiency is an order of magnitude
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worse compared to solar cells based on lead halide perovskites,19 it shows that DPs are a
promising new candidate for nontoxic perovskite-based solar cells. The main challenge for a
further improvement of their efficiency is to deal with intrinsic and extrinsic defects, which
impede a quick charge carrier extraction. Especially, the fabrication process of devices needs
to be optimized to obtain high-quality DP films. Furthermore, a suitable energetic alignment
between the individual layers of a device is critical. In the case of photodetectors, Cs2AgBiBr6
DP shows already similar device characteristics as lead-based perovskites. Moreover, such
devices exhibit excellent stability at ambient conditions and elevated temperatures.193
While the low PLQY of Cs2AgBiBr6 DPNCs is discouraging for light-emitting applications,
it has been shown that surface treatment can enhance the radiative efficiency by passivating
defect states.203 Nevertheless, the major drawback for light emitting-applications is the large
indirect band gap. This can be overcome by using DPs of different composition (e. g., by
replacing Bi3+ ions with In3+ or Sb3+ and Ag+ with Cu+).204,205 For example, Cs2AgInCl6 DP
with some Bi3+ impurities has a direct band gap and allows for the generation of warm white
light with a high emission yield of up to 86%.184
Cs2AgBiBr6 DP is utilized in further interesting research fields including environmentally
robust memristors for information storage,206 real‐time humidity sensing,207 and photoelec-
trochemical cells that store solar energy.208 All these diverse applications, in which DPs
are already used, show the future potential of this versatile material. In light of the results
presented in this chapter, the applications mentioned above may be further improved by




The goal of this thesis was to investigate the charge carrier dynamics in nontoxic semicon-
ductor QDs, which are needed for optoelectronic applications. On the one hand, InP/ZnS
and InP/ZnSe colloidal core/shell QDs emitting in the red spectral region were characterized.
Such QDs have already shown promising characteristics as a substitution of cadmium-based
QDs that are used in state-of-the-art LEDs. On the other hand, Cs2AgBiBr6 DP NCs were
studied as they are a potential alternative to the established lead-based halide perovskites,
which are used for solar cells and light-emitting applications. To design efficient devices,
it is of utmost importance to have a fundamental understanding of the physical processes
taking place in these materials. Especially the initial ultrafast dynamics of charge carriers
after photoexcitation plays thereby a crucial role.
In the case of InP-based QDs, it was possible to determine the exact charge carrier re-
laxation times as a function of the initial excess energy with respect to the states leading to
emission. As expected, the relaxation takes longer if the excess energy increases. Notably,
the relaxation takes up to an order of magnitude longer, reaching several picoseconds, if the
charge carriers are excited to states within the shell material. Based on Fermi’s Golden Rule,
this is due to a small wave function overlap between core and shell states. Furthermore, it
turned out that the electron relaxes faster than the hole despite large energetic gaps between
the discrete electron states, which should result in a phonon bottleneck. Similar to their
cadmium-based counterparts, this was explained by an efficient Auger-like scattering process
where the electron transfers its excess energy to the hole, which thus occupies even higher
energetic states. Subsequently, the hole relaxes by phonon scattering. As this process takes
time, a competing trapping process becomes significant and leads to nonradiative recombina-
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tion. Thus, some QDs turn dark and the PL QY decreases with increasing excess energy. With
regard to devices, these results demonstrate that it is crucial to consider the injection of charge
carriers into the QDs. Specifically, the energetic alignment between charge transport/injection
layers and the QDs should be optimized such that the charge carriers enter the QDs close to
the states leading to emission. Thus, a trapping-prone slow relaxation can be avoided leading
to a large radiative efficiency.
In the case of LEDs, a narrow emission linewidth is needed to reach a large color gamut.
While the PL linewidth determined for an ensemble of InP-based QDs is larger compared
to cadmium-based QDs, measurements on the single-particle level showed that this can be
related to inhomogeneous broadening. This is caused by the size distribution of the QDs,
which results in a varying strength of quantum confinement. Hence, a further improvement
of the chemical synthesis leading to a sharper size distribution may be needed. Nevertheless,
nontoxic InP-based QDs show a similar characteristics compared to cadmium-based QDs,
which is encouraging for future applications based on these QDs.
In contrast to conventional lead-based halide perovskites, Cs2AgBiBr6 DP NCs show an
indirect band gap, which results in a substantially different charge carrier dynamics. Besides
the indirect band gap, the energetic band structure leads to strongly varying and anisotropic
effective masses of charge carriers. Furthermore, defects play a crucial role as they cause the
formation of direct bound excitons showing a huge binding energy. Namely, silver vacancies
cause hole trapping within a few hundred femtoseconds. The trapped holes, having an
infinite effective mass, can thus form excitons with the heavy electrons at the direct band
gap transition. As such bound excitons show a giant oscillator strength, a high-energetic
emission close to the direct band gap transition can be observed despite the fact that intervalley
scattering of electrons takes place on a time scale of 10 ps. As the bound excitons become
indirect, the emission redshifts by 1 eV leading to the main PL signal at 650 nm. At the same
time, the effective mass of electrons reduces due to an increasing dispersion of the band
structure toward the CBM. This results in a reduced exciton binding energy and the radiative
lifetime of the charge carriers increases.
This consistent picture of the initial charge carrier dynamics within Cs2AgBiBr6 DP NCs
may facilitate the improvement of applications based on DPs. Especially the role of defects
is a key point in order to understand the physical processes taking place. While the low
radiative efficiency is a challenge for light-emitting applications, this material may be used in
solar cells and photodetectors.
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