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Weyl semimetals are materials with topologically nontrivial band structure both in the bulk and on the surface,
hosting chiral nodes which are sinks and sources of Berry curvature. Weyl semimetals have been predicted, and
recently measured, to exhibit large nonlinear optical responses. This discovery, along with their high mobilities,
makes Weyl semimetals relevant to a broad spectrum of applications in optoelectronic, nanophotonic and
quantum optical devices. While there is growing interest in understanding and characterizing the linear and
nonlinear behavior of Weyl semimetals, an ab initio calculation of the linear optical and optoelectronic responses
at finite temperature remains largely unexplored. Here, we specifically address the temperature dependence of
the linear optical response in type-I Weyl semimetals TaAs and NbAs. We evaluate from first principles the
scattering lifetimes due to electron-phonon and electron-electron interaction and incorporate these lifetimes in
evaluating an experimentally relevant frequency-, polarization- and temperature-dependent complex dielectric
function for each semimetal. From these calculations we present linear optical conductivity predictions which
agree well where experiment exists (for TaAs) and guide the way for future measurements of type-I Weyl
semimetals. Importantly, we also examine the optical conductivity’s dependence on the chemical potential, a
crucial physical parameter which can be controlled experimentally and can elucidate the role of the Weyl nodes
in optoelectronic response. Through this work, we present design principles for Weyl optoelectronic devices that
use photogenerated carriers in type-I Weyl semimetals.
Weyl semimetals, one class of materials with topolog-
ically nontrivial electronic behavior, have generated con-
siderable recent attention1–3 for their novel responses to
applied electric and magnetic fields. These materials ex-
hibit linearly dispersive electronic band touchings in the
bulk states of the crystal, which can be described by the
Weyl equation4 and appear in pairs of opposite chirality.5,6
Weyl nodes are connected by characteristic Fermi arcs
when projected onto the surface Brillouin zone; therefore
Weyl semimetals are distinguished from other topologi-
cal systems in having both unique bulk and surface states
which are protected only by translational symmetry. Per-
haps most promising, due to their separation of chirality,
theWeyl nodes have diverging Berry connection, leading to
predictions7–12 and observations13–17 of strongly nonlinear
optical responses in Weyl semimetals. In the context of the
study of optoelectronic materials, nonlinearity has proven
to be a powerful method for elucidatingmaterial properties,
including the symmetries of electronic structure and their
associated Berry curvature. Technologically, nonlinearity
and harmonic generation is a key mechanism to generate
high frequencies for electronics and optoelectronics, enable
light-sources and lasers across broad wavelength ranges,
and allow single and pair photon generation for quantum
information science.18–20 Further, the high mobilities21–31
of Weyl semimetals, as well as their low carrier densities,
make them especially well-suited for these device plat-
forms.
Among different materials which have been proposed
as Weyl semimetals, the most well-studied of these is
TaAs,32–37 often in comparison to the structurally and
compositionally related TaP,38,39 NbAs,40 and NbP.41,42
A requisite condition for Weyl nodes to exist in a mate-
rial is the breaking of inversion symmetry,43 time-reversal
symmetry,44 or both.45 Being of the first type, TaAs thus
simultaneously satisfies the condition for a nonzero second-
order nonlinear optical response. Realization of this con-
cept has been observed in both experimental and theoret-
ical studies of second-harmonic generation13,14 and shift
current,15 both second-order nonlinear responses. With the
intense interest in the linear and nonlinear optoelectronic
properties of TaAs and NbAs, we note a critical gap in
the literature: ab initio predictions of the optical behav-
ior of these materials, in particular the frequency- and
temperature-dependent dielectric response and optical con-
ductivity. The temperature dependence of these quantities is
of utmost importance for the application of these materials
to realistic nanophotonic and optoelectronic devices.46,47
However, this has been largely inaccessible in prior work48
because a first principles understanding of the electron and
phonon states, as well as the electron-electron and electron-
phonon coupling and scattering lifetimes incorporating the
temperature dependence49 is essential to elucidate the com-
plex dielectric function and transport coefficients in these
materials.
In this Article, we address the linear optical response in
type-I Weyl semimetals TaAs and NbAs from first prin-
ciples, evaluating an experimentally relevant frequency-,
polarization- and temperature-dependent complex dielec-
tric function for each material. We start by identifying the
positions of the Weyl nodes and evaluate the lifetimes as-
sociated with different scattering in TaAs and NbAs from
first-principles calculations, building towards a fully ab
initio complex dielectric function for each material. We
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Figure 1. (a) Body-centered tetragonal crystal structure (I41md)
of TaAs and NbAs. (b) The first Brillouin zone of each semimetal
hosts 12 pairs of Weyl nodes, denoted as W1 (in the kz = 0 plane)
and W2 (above or below the kz = 0 plane). (c) The locations of
these are shown more precisely with contour plots for TaAs and
NbAs (left and right panels, respectively) denoting the energy sep-
aration of the two touching bands in the kz = 0 plane (top) and
in the kz = ±0.578(2pi/a) (TaAs) or kz = ±0.559(2pi/a) (NbAs)
plane (bottom), with the precise locations drawn on top in black.
then present the temperature-dependent optical conductiv-
ity, finding our calculations to be in excellent agreement
with experimental observations of the real linear optical
conductivity in TaAs; we expect our predictions for NbAs
will spur optical measurements of this material and would
show similar agreement with our calculations. Finally, we
examine the chemical potential dependence of the optical
conductivity in these semimetals and explore the relative
contributions of the Weyl nodes to the linear optical re-
sponse.
Structure and symmetry of transition metal monopnic-
tides. TaAs and NbAs crystallize in a body-centered tetrag-
onal structure (I41md, No. 109) as shown inFigure 1(a). The
first Brillouin zone of each material (Figure 1(b)) contains
24Weyl pointswhich fall into two symmetrically nonequiv-
alent categories. As presented in Figure 1(c), there are 4
pairs which lie in the kz = 0 plane (denoted as W1, to fol-
low convention1) and 8 pairs which lie equidistantly above
or below kz = 0 (W2). Each pair straddles either the kx = 0
or ky = 0 mirror plane. For TaAs and NbAs, respectively,
we locate one such W1 at [kx , ky , kz] = [0.008, 0.505,
0.000] and [0.003, 0.475, 0.000] at energies −33 meV and
−30 meV, and W2 at [kx , ky , kz] = [0.020, 0.280, 0.578]
and [0.007, 0.277, 0.559] at energies −37 meV and −20
meV, in the fractional k-space coordinates of each standard
conventional unit cell (Figure 1(a)). We note that these
Weyl point coordinates agree well with previous theoreti-
cal and experimental studies,32,33,36,37,40,48,50 though their
energetic positions relative to the Fermi energy (as well as
the energy difference between W1 and W2) are different
from other theoretical reports which lack consensus.32,48,50
Scattering lifetime evaluation. First principles calcula-
tions of scattering lifetimes for TaAs and NbAs at room
temperature (T = 298 K) are shown as functions of en-
ergy in Figure 2 at randomly sampled k-points throughout
the first Brillouin zone. Here, we consider electron-electron
and electron-phonon scattering, and the total scattering rate
is given by Matthiessen’s rule
τ−1kn =
(
τ
e-ph
kn
)−1
+
(
τe-ekn
)−1 (1)
for electrons in band n at wave vector k. We calculate
the temperature-dependent electron-phonon scattering rate
using Fermi’s golden rule, as presented in Ref. 51–54:
(
τ
e-ph
kn
)−1
=
2pi
~
∫
BZ
Ωdk′
(2pi)3
∑
n′α±
δ(εk′n′ − εkn ∓ ~ωk′−k,α)
×
[
nk′−k,α +
1
2
∓
(
1
2
− fk′n′
)] gk′−k,αk′n′,kn2 (2)
where Ω is the unit cell volume, εkn and fkn = f (εkn,T)
are energies and Fermi occupations for an electron in band
n at wave vector k, ~ωqα and nqα = n(~ωqα,T) are energies
and Bose occupations for a phonon with polarization index
α at wave vector q, and gq,αk′n′,kn is the electron-phonon cou-
pling matrix element. By momentum conservation, only
processes where q = k′ − k are allowed, and this is already
substituted into (2). The electron-electron scattering rate
is calculated from the imaginary part of the electron self-
energy within the random phase approximation (RPA)51,55
as:
(
τe-ekn
)−1
=
2pi
~
∫
BZ
dk′
(2pi)3
∑
n′
∑
GG′
ρ˜k′n′,kn(G)ρ˜∗k′n′,kn(G′)
× 1
pi
Im
[
4pie2
|k′ − k +G|2 
−1
GG′(k′ − k, εkn − εk′n′)
]
(3)
where ρ˜k′n′,kn are density matrices expressed in the plane-
wave basis and GG′ is theRPAdielectricmatrix for recipro-
cal lattice vectors G and G′. The temperature dependence
3Figure 2. Room temperature (T = 298 K) carrier scattering lifetimes near the Fermi level (εF) for (a) TaAs and (b) NbAs. The color
bar indicates the relative contribution to scattering by electron-phonon (green) and electron-electron (orange) processes. As would be
expected of a metal in a Fermi liquid theory regime, electron-phonon scattering dominates near εF, and electron-electron scattering
dominates far away from εF. However, electron-electron scattering also dominates for some wavevectors k at energies very close to εF.
of (τe-ekn )−1 is approximated with an analytical correction
using Fermi liquid theory for electrons at temperature Te:
(
τe-ekn
)−1 (εkn,Te) ≈ De
~
[(εkn − εF)2 + (pikBTe)2] . (4)
We extract De by fitting (τe-ekn )−1 from (3) and then add
(De/~)(piBTe)2 to (3) for finite temperature results.56
In Figure 2, we observe that the lifetimes for TaAs and
NbAs look qualitatively very similar. As expected for a
normal metal conforming to Fermi liquid theory, electron-
electron scattering dominates far away from the Fermi en-
ergy (εF) due to a much larger phase space for such scat-
tering events, reflected in the (ε − εF)2 dependence of (4).
Moving closer to εF, electron-phonon scattering begins to
dominate, again as in a Fermi liquid. This is where the
largest carrier lifetimes occur due to the nearly-vanishing
density of states at the Weyl point energies within tens of
milli-electron volts of the Fermi level. Note, however, that
close to εF, we also see the scattering rates at some points in
reciprocal space dominated by electron-electron processes
rather than by electron-phonon scattering, deviating from
this conventional Fermi liquid theory picture, as we might
expect at εF for a vanishing density of states.
Dielectric function from first principles. Next, we incor-
porate these lifetimes to study the optical responses of TaAs
and NbAs, now computing the complex dielectric function
of each as:51,54
¯(ω) = 1 + i 4piσ¯0
ω(1 − iωτD) + ¯d(ω) + ¯ph(ω) (5)
where ¯d(ω) and ¯ph(ω) are the contributions from direct
interband and phonon-assisted intraband excitations, re-
spectively. The first term of (5) accounts for the Drude
response near εF, with τD being the average momentum
relaxation time andσ0 being the zero-frequency conductiv-
ity tensor. We calculate this conductivity using a linearized
Boltzmann equation within a full-band relaxation-time ap-
proximation (RTA) as follows:
σ¯0 =
∫
BZ
e2dk
(2pi)3
∑
n
∂ fkn
∂εkn
(vkn ⊗ vkn)τMRkn (6)
where vkn are the band velocities and(
τMRkn
)−1
=
2pi
~
∫
BZ
Ωdk′
(2pi)3
∑
n′α±
δ(εk′n′ − εkn ∓ ~ωk′−k,α)
×
[
nk′−k,α +
1
2
∓
(
1
2
− fk′n′
)] gk′−k,αk′n′,kn2
×
(
1 − vkn · vk′n′|vkn | |vk′n′ |
)
(7)
is identical to (2) except for an additional factor accounting
for the change in momentum between final and initial states
based on their relative scattering angle. Then the Fermi-
surface averaged momentum relaxation time we use in (5)
is weighted by the Fermi occupation and square of the
velocity:
τD =
∫
BZ
dk
(2pi)3
∑
n
∂ fkn
∂εkn
|vkn |2 τMRkn∫
BZ
dk
(2pi)3
∑
n
∂ fkn
∂εkn
|vkn |2
. (8)
4Figure 3. For (a) TaAs and (b) NbAs, the (i,ii) imaginary and (iii,iv) real parts of the complex dielectric function (ω,T) polarized along a
(panels i,iii) and c (panels ii,iv) crystallographic directions. The inset of each (i) shows the contribution from direct interband and phonon-
assisted intraband transitions to Im[] (dashed), dominated by direct transitions in the infrared regime. The insets of each (iii) and (iv)
zoom in on where Re[] changes sign for the a and c polarizations.
In addition to the above components of the Drude con-
tribution to the frequency dependent dielectric function,
we also explicitly calculate the imaginary components of
the dielectric function due to direct and phonon-assisted
electronic transitions, as in our prior works.51,56–58 The
corresponding expressions are Equation 10 and 11 in the
Computational Methods. We then also predict the real part
of the dielectric function via the Kramers-Kronig relation.
Importantly, the temperature dependence of Equation 5 is
embedded primarily in Fermi (electron) and Bose (phonon)
occupations which have explicit roles in each component
of Equation 5 as well as implicit roles in renormalization
involving the calculated scattering lifetimes.
The real and imaginary parts of the complex dielectric
function are presented for TaAs and NbAs as functions of
frequency in Figure 3 for polarizations along the a (x, y)
and c (z) crystallographic directions at several different
temperatures (T = 160, 200, 250 and 298 K) through the
entire infrared (IR) range. As expected for a metal, start-
ing at low frequencies (here, low mid-IR and below), the
Drude component dominates, manifesting in a character-
istic decay of Im[] with increasing frequency. However,
further into the mid-IR, a large contribution from direct in-
terband transitions has almost the effect of broadening this
decay of Im[] with frequency. This contribution, added
to the much smaller contribution from phonon-assisted in-
traband transitions, is shown as the dashed curve in the
insets of Figure 3(a,b)(i) for room temperature. Intuitively,
we interpret the relatively small contribution from off-shell
phonon-assisted transitions to result from the small inter-
band threshold for TaAs and NbAs, as any such transition
with energy exceeding this threshold is really a sequential
process involving a direct transition, which we do not dou-
bly count. This is in strong contrast to common plasmonic
noble metals, for which this phonon-assisted contribution
is significant.51
The anisotropy of TaAs’s and NbAs’s optical response is
most apparent in comparing Im[] for a and c polarizations
(Figure 3(a,b)(i,ii)). Knowledge of this anisotropy would
guide fabrication efforts and devices based on thin films as
well as single-crystals of these materials. In general, loss in
the linear regime of light polarized along the c axis is lower
than for along the a or (equivalent) b axes for the far and
mid-IR. This is in part due to a narrower frequency band
over which the Drude response dominates for the c axis po-
larization compared to the a axis for bothmaterials.We also
observe that the temperature dependence of the dielectric
function is noticeably stronger in NbAs than in TaAs at low
frequencies. This stems mainly from varying accessibility
of direct interband transitions below ∼170 meV for the two
materials; while TaAs exhibits a similar trend in the tem-
perature dependence of the interband contribution, such
transitions happen where the Drude response dominates
and therefore are not as apparent in the overall dielectric
function. We emphasize that the temperature dependence
of the plasma frequency where Re[] changes signs, high-
lighted in the insets of Figure 3(a,b)(iii,iv), agrees well with
previous experimental reports for TaAs.59,60
Linear optical conductivity prediction.Next, we evaluate
the optical conductivity of TaAs and NbAs. The real part
5Figure 4. Real part of the optical conductivity tensor σ1 as a func-
tion of frequency ω for both TaAs and NbAs polarized along the a
crystallographic direction at different temperatures. For TaAs, we
also plot available experimental data from Kimura et al.59 on top
for comparison.
of optical conductivity is related to the imaginary part of
dielectric function as:
σ¯1(ω) = 0ω Im[¯(ω)]. (9)
We plot in Figure 4 this frequency-dependent linear optical
conductivity for the same four temperatures as in Figure 3
for light polarization along the a crystallographic direction,
up to 0.2 eV along the frequency axis. For TaAs, in Fig-
ure 4(a)-(d), we overlay experimental data from Kimura et
al.59 (grey ‘x’s) for each temperature and find that our re-
sults are in excellent agreement both qualitatively and quan-
titatively. Our calculations deviate slightly from experiment
in the diminishing of the Drude weight and corresponding
onset of dominance by direct interband transitions, but this
is readily explained by experimental uncertainty.
Effect of chemical potential variation.Finally, we explore
the role of the chemical potential in the optical response of
TaAs and NbAs as another experimental parameter for op-
timizing these materials for optoelectronic devices. Specif-
ically, we examine how the optical conductivity changes
when the material is gated so that its chemical potential
is shifted below εF to near the Weyl node energies. This
is realized computationally by the inclusion of energetic
adjustments to the chemical potential µ (otherwise equal to
εF) in the exponential arguments of the Fermi and Bose oc-
cupations of Equations 6, 7, and 8, as well as Equations 10
and 11.
In Figure 5, we present the real part of the linear op-
tical conductivity for both TaAs and NbAs at 160 K (the
lowest temperature considered in this work) with differ-
ent chemical potential shifts below εF, down to a mini-
mum value of approximately twice the energy of the W1
Weyl node in each material (-33 meV in TaAs and -30 in
NbAs). It is readily apparent that the slope and qualita-
tive frequency dependence of the optical conductivity in
NbAs does not change very much with chemical potential
shift. This behavior of NbAs can be explained by the W1
nodes dominating the optical response in the photon en-
ergy range above ∼20 meV at a chemical potential µ = εF.
The optical conductivity for energies above ∼20 meV in
NbAs is only reduced once µ crosses below the energy of
W1, where the phase space of allowed transitions near the
W1 points diminishes, as less direct interband transitions
and no phonon-assisted intraband transitions near the W1
points occur. In contrast, lowering the chemical potential
in TaAs does change the qualitative behavior of its optical
conductivity. When µ is tuned to be closer to the TaAs’s
Weyl node energies (W1 at -33 meV and W2 at -37 meV),
the slope ofσ1(ω) near 20-50meV becomes noticeably less
steep, with this linear behavior extending farther out along
the frequency axis with decreasing chemical potential. This
suggests that transitions near the Weyl nodes dominate at
µ = εF only in this range from ∼20-50 meV and that with
decreasing µ, this frequency band widens while the optical
conductivity decreases as in NbAs.
Importantly, these results place limitations on the com-
mon use of linear-in-ω behavior of σ1(ω) as a clear op-
tical diagnostic of Weyl physics, as the frequency range
in which we might experimentally observe such behavior
can be quite narrow and quantitatively dependent on the
chemical potential of the sample. Further, we note that this
frequency regime where we might target transitions near
the Weyl nodes specifically for use in “Weyltronic” devices
is one where these materials are very lossy, as seen in Fig-
ure 3(a,b)(i,ii).
Conclusions. This work presents a comprehensive first
principles study of the optoelectronic response of type-
I Weyl semimetals TaAs and NbAs. By calculating the
frequency-, polarization- and temperature-dependent com-
plex dielectric function using a microscopic picture of
the relevant electron-electron and electron-phonon inter-
actions in each material, we establish a concrete link be-
tween Weyl physics, scattering processes and experimen-
tally relevant optical quantities. Our work goes beyond the
6Figure 5. Real part of the optical conductivity tensor σ1 as a function of frequency ω for both (a) TaAs and (b) NbAs polarized along the
a crystallographic direction and gated at different chemical potentials. The colorbar denotes the chemical potential shift referenced to the
Fermi level. The same experimental data as in Figure 4 (Kimura et al.59) is plotted for TaAs.
consideration of direct interband transitions and an esti-
mated Drude contribution by including phonon-assisted
intraband transitions and explicitly incorporating ab ini-
tio quasiparticle lifetimes. We are thus able to predict the
temperature-dependent linear optical conductivity without
semi-empirical parameters and obtain excellent agreement
with existing experimental observations for TaAs. Addi-
tionally, in examining the chemical potential dependence
of the optical conductivity in these semimetals, we find the
linear-in-ω behavior of σ1(ω) to be a poor optical signa-
ture of Weyl node existence and urge experimentalists to
use other methods in confirming the topological nature of
new candidate materials.
The first principles methodology presented here is gen-
eral and in future work could be used to calculate the
response of newly discovered type-I and type-II Weyl
semimetals. A similar study including the impact of chem-
ical potential variation on nonlinear optical properties is an
exciting topic of future work.
Computational Methods. We first calculate the elec-
tronic structure of the two semimetals from first prin-
ciples using density functional theory (DFT) as imple-
mented by JDFTx.61 We use fully relativistic ultrasoft
pseudopotentials62,63 for the PBEsol exchange correlation
functional64 and obtainwell converged results for a 3×3×3
k-point mesh uniformly distributed across each 4-atom
standard primitive unit cell. For TaAs and NbAs, we use
plane-wave energy cutoffs of 22 and 24 Hartrees, respec-
tively, and Marzari-Vanderbilt (“cold”) smearing65 with a
0.001Hartreewidth. The phonon states are calculated using
a frozen phonon approximation with a 3 × 3 × 3 supercell.
From the electronic states obtained through DFT,
we construct a basis of maximally localized Wannier
functions66 which we then use to interpolate all electron,
phonon, and electron-phonon properties tomuch finer elec-
tronwave vectork- and phononwave vectorqmeshes.67We
are thus able to very efficiently evaluate energies and ma-
trix elements at arbitrary wave vectors for effective Monte
Carlo Brillouin zone integration involved in calculating
scattering rates and optical responses.
The imaginary component of the dielectric function of
Equation 5 due to direct interband transitions is calculated
as68
λ · Im ¯d(ω) · λ = 4pi
2e2
ω2
∫
BZ
dk
(2pi)3
∑
n′n
( fkn − fkn′)
× δ(εkn′ − εkn − ~ω)
λ · 〈v〉kn′n2 , (10)
and similarly, the contribution from phonon-assisted elec-
tronic transitions is
λ · Im ¯ph(ω) · λ = 4pi
2e2
ω2
∫
BZ
dkdk′
(2pi)6
∑
n′nα±
( fkn − fk′n′)
×
(
nk′−k,α +
1
2
∓ 1
2
)
δ(εk′n′ − εkn − ~ω ∓ ~ωk′−k,α)
×
λ ·∑n1 ©­«
gk
′−k,α
k′n′,kn1 〈v〉
k
n1n
εkn1 − εkn − ~ω + iη
+
〈v〉k′n′n1 gk
′−k,α
k′n1,kn
εk′n1 − εkn ∓ ~ωk′−k,α + iη
ª®¬

2
.
(11)
Discussion of these contributions and details of how se-
7quential processes above the interband threshold are elim-
inated from Equation 11 can be found in Ref. 51.
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