Abstract. We prove a reformulation of the multiplicity upper bound conjecture and use that reformulation to prove it for three-dimensional simplicial complexes and homology manifolds with many vertices. We provide necessary conditions for a Cohen-Macaulay complex with many vertices to have a pure minimal free resolution and a characterization of flag complexes whose minimal free resolution is pure.
Introduction and preliminaries
The Multiplicity Conjecture of Herzog, Huneke, and Srinivasan provides a powerful connection between combinatorics and commutative algebra. Let us first review the conjecture.
Throughout the paper we consider the polynomial ring S = k[x 1 , . . . , x n ] over an arbitrary field k. If N is a finitely-generated graded S-module, then the (Z-graded) Betti numbers of N , β i,j = β i,j (N ), are the invariants that appear in the minimal free resolution of N as an S-module: In the above expression, S(−j) denotes S with grading shifted by j, and l denotes the length of the resolution. In particular, l ≥ codim (N ). Our main objects of study are the maximal and minimal shifts in the resolution of N , defined by M i = M i (N ) = max{j : β i,j = 0} and m i = m i (N ) = min{j : β i,j = 0} for i = 1, . . . , l, respectively. The following conjecture, due to Herzog, Huneke, and Srinivasan [16] , is known as the multiplicity conjecture. 
Moreover, if N is Cohen-Macaulay, then also
It is furthermore conjectured ( [17, 24] ) that if e(N ) attains the upper bound, or if e(N ) attains the lower bound and N is Cohen-Macaulay, then N has a pure resolution, which means that m i = M i for 1 ≤ i ≤ c.
In their remarkable new paper, Eisenbud and Schreyer [7] prove the Boij-Söderberg conjecture [3] , which in turn implies both bounds of the multiplicity conjecture in the case that N is Cohen-Macaulay.
This conjecture was motivated by the following result due to Huneke and Miller [19] . If I is a homogeneous ideal of S and if S/I is Cohen-Macaulay and has a pure resolution, then e(S/I) = ( c i=1 m i )/c!. Starting with the paper of Herzog and Srinivasan [16] , a tremendous amount of effort has been made in establishing Conjecture 1.1 for various classes of rings S/I. In particular, the non-Cohen-Macaulay case of the conjecture was proved in the following cases: I is a stable or squarefree strongly stable ideal [16] , I is a codimension 2 ideal [12, 16, 30] , and I is a codimension 3 Gorenstein ideal [23] .
We investigate Conjecture 1.1 for squarefree monomial ideals or, equivalently, Stanley-Reisner ideals of simplicial complexes. A simplicial complex Γ is a collection of subsets, called faces, of [n] , such that Γ is closed under inclusion and for all i ∈ [n], {i} ∈ Γ. We will also refer to [n] as V (Γ), or the vertex set of Γ. If F ∈ Γ, the dimension of F is |F | − 1. The dimension of Γ is the largest dimension of its faces.
The link of a face F , denoted lk Γ (F ), is defined by {G − F : F ⊆ G, G ∈ Γ}. by Γ − v. We say that Γ is r-neighborly if every r vertices of Γ form a face. If Γ is a simplicial complex on the vertex set [n] := {1, 2, . . . , n}, then its Stanley-Reisner ideal (or the face ideal ), I Γ , is the ideal generated by the squarefree monomials corresponding to non-faces of Γ, that is,
and the Stanley-Reisner ring (or the face ring) of Γ is S/I Γ [32] . We denote the reduced simplicial homology of Γ with coefficients in k byH(Γ; k). We useH(Γ) when k is implicit. Also,β p (Γ; k) =β p (Γ) = dim kH (Γ; k) denotes the p-th Betti number of Γ.
Various combinatorial and topological invariants of Γ are encoded in the algebraic invariants of I Γ and vice versa [4, 32] . The Krull dimension of S/I Γ , dim S/I Γ , and the topological dimension of Γ, dim Γ, satisfy dim S/I Γ = dim Γ + 1 and so codim (I Γ ) = n − dim Γ − 1.
The Hilbert series of S/I Γ is determined by knowing the number of faces in each dimension. Specifically, let f i be the number of i-dimensional faces. By convention, the empty set is the unique face of dimension −1. Then,
where (S/I Γ ) i is the i-th graded component of S/I Γ , d = dim Γ + 1 = dim S/I Γ , and
(1)
The multiplicity e(S/I Γ ) is the number of (d − 
The above expressions for m i and M i follow easily from Hochster's formula on the Betti numbers β i,j (S/I Γ ) [32, Theorem II.4.8] . Thus, for face ideals, Conjecture 1.1 can be considered as a purely combinatorial-topological statement. In the case of Stanley-Reisner rings, we refer to the multiplicity on simplicial complexes and write L(Γ) := L(S/I Γ ) and U (Γ) := U (S/I Γ ).
We say that a (d − 1)-dimensional simplicial complex Γ with n vertices is CohenMacaulay if its Stanley-Reisner ring is Cohen-Macaulay. Equivalently, by Reisner's criterion [18] , Γ is Cohen-Macaulay if the following condition holds: for all F ∈ Γ, H p (lk Γ (F ); k) = 0 if −1 ≤ p < d − 1 − |F |. Equivalently, by Hochster's theorem [29] , for W ⊂ V (Γ),H p (Γ[W ]; k) = 0 when |W | > n − d + 1 + p. Similarly, Γ is Gorenstein if its Stanley-Reisner ring is Gorenstein.
The simplicial join of simplicial complexes Γ 1 and Γ 2 , denoted by
Say that Γ is Gorenstein* if Γ is Gorenstein and not a cone. Every Gorenstein complex is the simplicial join of a Gorenstein* complex and a simplex.
In [28] , the multiplicity conjecture is established for matroid complexes, complexes of dimension at most 2, and Gorenstein* complexes of dimension at most 4. Our work uses many of the same techniques as in [28] . Our main results are the following.
• In Section 3, we prove the upper bound part of Conjecture 1.1 for the Stanley-Reisner rings of three-dimensional simplicial complexes.
• In Section 4, we prove the upper bound part of Conjecture 1.1 for the Stanley-Reisner rings of (d − 1)-dimensional homology manifolds with sufficiently many vertices, where d is odd (Theorem 4.4) or d ≤ 10 and the manifold is orientable over k (Theorem 4.5).
• In Theorem 5.1, we provide conditions under which a simplicial complex with sufficiently many vertices can attain the lower bound of Conjecture 1.1.
• As a corollary to Theorem 5.1, we characterize in Corollary 5.3 and Lemma 5.4 when the lower bound is attained for (d − 1)-dimensional Gorenstein complexes with sufficiently many vertices.
• In Theorem 6.1, we classify all quadratic monomial ideals that have a pure resolution.
By the minimality of the resolution, the minimal shifts of a graded S-module are strictly increasing: m i < m i+1 . If Γ is a (d − 1)-dimensional Cohen-Macaulay simplicial complex with n vertices, then the codimension of I Γ is n − d. Hence there are d integers in the set [n] that are not minimal shifts of Γ; we call them lower skips of Γ. By Lemma 2.1, there are also d integers in [n] that are not in the first n − d maximal shifts of Γ; we call them upper skips of Γ and denote them Q i (Γ),
Recall that the i-skeleton of a simplicial complex Γ, Skel i Γ, is the complex consisting of all faces of Γ of dimension i or less. If Γ has n vertices and dimension d − 1, we say that Γ is i-Cohen-Macaulay if Γ[W ] is Cohen-Macaulay of dimension d−1 whenever |W | > n−i. For 0 ≤ i ≤ d−1, let q i (Γ) be the maximum j such that Skel i (Γ) is j-Cohen-Macaulay. The Cohen-Macaulay connectivity sequence of Γ is (q 0 (Γ), q 1 (Γ), . . . , q d−1 (Γ)). Since all 0-dimensional complexes are Cohen-Macaulay, q 0 (Γ) = n, while q 1 (Γ) is the maximum j such that the graph of Γ is j-connected. It is proven in [8] 
, and it is proven in [28] that the set {n − q i (Γ) + 1 : 0 ≤ i ≤ d − 1} is precisely the set of lower skips of Γ. We will use the reformulation of the multiplicity lower bound conjecture from [28] : 
.
Suppose Γ is a (d − 1)-dimensional simplicial complex with n vertices. We say that Γ is t-Leray if for all W ⊂ V (Γ) and 
There is also an analogous restatement of the multiplicity lower bound conjecture. We discuss both of these restatements in the next section.
A reformulation of the multiplicity conjecture
In this section we prove useful reformulations of the multiplicity upper bound and lower bound conjectures. By the minimality of the resolution, the minimal shift sequence is strictly increasing. First we verify a similar statement regarding the maximal shift sequence of a graded module.
Lemma 2.1. Let N be a graded S-module with codimension c. Then for
Proof: Let F be the minimal free resolution of N , and consider F * := Hom S (F, S). It is well known that for i < c, Ext i S (N, S) = 0 (e.g. follows from I.12.3 of [32] ), which implies H i (F * ) = H i (F ) = 0 for i < c. Hence the portion i < c of F * is exact and a minimal free resolution. The degrees of the generators of F * j are the negatives of the degrees of the generators of F j . Hence the top degree generators of F j correspond to the bottom degree generators of F * j for j < c. Since the minimal shift sequence of F * is strictly increasing, M i (F ) < M i+1 (F ) for i < c.
The maximal shift sequence might not be strictly increasing beyond the cth entry. For example, let Γ be the simplicial complex given by the disjoint union of a cycle of length 3 and a vertex. Then M (S/I Γ ) = (3, 4, 4) . Now we want to use Lemma 2.1 to find a recharacterization of the multiplicity conjecture. The computations below have a flavor similar to and are motivated by the computations from [16] used there to prove the multiplicity conjecture for ideals with a quasi-pure resolution. Let Γ be a (d−1)-dimensional simplicial complex with n vertices and upper skips Q i . Recall the Euler-Poincaré formula, which states
By definition of Q j , the right-hand side of this equation reduces to
In Equation (4), take f 0 = n and f −1 = 1 to build a system of linear equations in the remaining f i :
Solving for f d−1 using Cramer's rule yields
and
For the moment, take A(i, Q j ) = 0. The above reduces to
. . .
The previous equality follows by factoring terms out of each row in the matrices. In the fraction of Equation (7), the numerator is a polynomial of degree (d − 2)(d − 1)/2 in the variables Q i , which vanishes when
d−2 appears with coefficient 1. Hence the numerator is (−1) For some positive numbers c ′ i that depend on the Q j and not on the A(i, Q j ),
, where D is the absolute value of the denominator of Equation (6). Next we aim to calculatec i for 1 ≤ j ≤ d − 1. By expanding along the rightmost column of the numerator of Equation (6), we find
(
In the above expression, the hats indicate that the specified row is removed. The factor of (−1) d−1 is present since we are expanding along the d-th column, while the factor of (−1)
d accounts for the removal of a factor (−1) d in Equation (6) .
The next theorem summarizes the foregoing discussion. 
Note that each c i > 0. For our applications, it is often more useful to work with
A stronger version of the multiplicity conjecture also asserts that if Γ attains the upper bound, then Γ is Cohen-Macaulay and has a pure resolution. Our next theorem proves that fact in one important case. Suppose that A(j, Q i )(Γ) = 0 for some 0 ≤ j < i ≤ d−1. Then either Q i −j−1 > n − d and Γ is not Cohen-Macaulay by Hochster's criterion, or m Qi−j−1 (Γ) ≤ Q j and hence X i (Γ) > Q i (Γ) and Γ does not have a pure resolution. Therefore, the conjecture that if Γ satisfies the multiplicity upper bound with equality, then Γ is Cohen-Macaulay and has a pure resolution is equivalent to the following conjecture.
If Γ has a quasi-pure resolution (that is, m i+1 ≥ M i for all i), then A(j, Q i ) = 0 unless j = i − 1, and also A(j, X i ) = 0 unless j = i. Hence from Theorem 2.2, we recover the multiplicity conjecture for Cohen-Macaulay simplicial complexes with quasi-pure resolutions from [16] , and equality is attained only when Γ has a pure resolution: [17] ). Our first application of Theorem 2.2 is the following result that in particular implies the multiplicity upper bound conjecture for two-dimensional complexes and non-flag, three-dimensional complexes. (Recall that a simplicial complex Γ is flag if I Γ is a quadratic ideal.)
First we need a lemma. This calculation was used in the proof of the multiplicity upper bound conjecture for matroid complexes, and it is useful in a wider context. Proof:
Now suppose Γ attains the upper bound. Then each inequality above holds with equality, and so Γ − v also has dimension d − 1 and attains the upper bound for all v ∈ V (Γ). Furthermore in this case,
By hypothesis, all Γ − v are Cohen-Macaulay and have pure resolutions. It follows that
Then Γ is Cohen-Macaulay and has a pure resolution by Proposition 2.3.
Proof of Theorem 2.5:
First we will show that we may assume without loss of generality that Γ is (d − 2)-neighborly. Suppose Γ is not (d − 2)-neighborly, and that F is a minimal non-face of Γ with at most d − 2 vertices. Let Γ ′ := Γ ∪ {F }. Adding F can only increase homology of induced subcomplexes in dimension |F | − 1, decrease it in dimension |F | − 2, and does not change homology in other dimensions.
this is a contradiction since in this case,
. Hence, we may assume that Γ is (d − 2)-neighborly.
Next we will assume, without loss of generality, thatH d−1 (Γ) = 0. Supposẽ
By induction on n, Γ − v satisfies the multiplicity upper bound conjecture. Hence Γ satisfies the multiplicity upper bound conjecture by Lemma 2.6.
Next we want to assume, without loss of generality,
. By repeating this procedure we may assume without loss of
In Equation (9) , all A(i, Q j ) terms with negative coefficients vanish. Hence Γ satisfies the multiplicity upper bound conjecture by Theorem 2.2.
The last step of the proof also follows from Theorem 1.5 of [16] . 
′ is Cohen-Macaulay and has a pure resolution.
If Γ = Γ ′ , then Γ ′ is not pure. Hence Γ ′ does not attain the upper bound, and Γ does not attain the upper bound.
Upper Bound on Three-dimensional complexes
For this section, Γ always refers to a three-dimensional simplicial complex, and Γ has upper skips Q 1 , Q 2 , Q 3 . Our main theorem is the following. The outline of the proof is as follows. We show
and that if (11) is an equality, then each A(i, Q j ) = 0. This implies Theorem 3.1 by Theorem 2.2. By Lemma 2.6, we may assume Γ is 3-Leray, or that Q 3 = f 0 (Γ) := n. More generally, we will show that for integers R 1 ≥ Q 1 , Q 2 ≤ R 2 < n, and R 3 = Q 3 , the following holds:
In (12) and in all the following lemmas that use the R i , take
We prove the above result by induction on R 3 − R 2 , and we may then assume
with equality only when A(0, R 3 ) = A(0, R 2 ) = A(0, R 1 ) = 0. Next we argue that we may assume, without loss of generality, that no edge of Γ is a maximal face. Then we will show that one of the following conditions holds:
, or Γ contains two vertices p and q such that ||Γ|| − {p, q} is disconnected (here ||Γ|| denotes the geometric realization of Γ). Finally, in the latter case, we use a shifting operation on Γ that preserves c 3 (
and strictly reduces A(1, R 3 ). This proves Theorem 3.1.
Our main effort will be to prove the following lemma.
equality is attained if and only if each
Assuming Lemma 3.2, we show how Theorem 3.1 follows.
Proof: We use induction of R 3 −R 2 . By Lemma 3.2, the result holds for R 3 = R 2 −1. Now suppose the result is proven for R 3 − R 2 ≤ k − 1, and suppose
Applying the inductive hypothesis with values (R 3 , R 2 + 1, R 1 ) and dividing the equation by c 3 yields
Applying Lemma 3.2 to all induced subcomplexes with R 2 + 1 vertices, using values (R 2 + 1, R 2 , R 1 ), and averaging the results yields
Take the appropriate linear combination of these inequalities to obtain the desired result.
The multiplicity upper bound conjecture on Γ follows by taking R 1 = Q 1 and R 2 = Q 2 in Lemma 3.3. If Γ attains the multiplicity upper bound, then it follows that for all 0 ≤ i ≤ 1 and 1 ≤ j ≤ 3, A(i, Q j ) = 0. Hence, also A(2, Q 3 ) = 0, and by Proposition 2.3, Γ has a pure resolution.
Our first step in the proof of Lemma 3.2 is the following lemma.
Proof: If G is the 1-skeleton of Γ and 2 ≤ r ≤ n, then A(0, r)(G) = A(0, r)(Γ).
Hence we will prove Lemma 3.4 as a purely graph theoretic result: if G is a graph with n ≥ 4 vertices, then for integers 2 ≤ R 1 < R 2 < R 3 = n,
with equality only when each term is zero. We will prove the result by induction on the number of edges of G. The base case is that G is the complete graph on n vertices, which has n(n − 1)/2 edges. Then A(0, R 3 ) = A(0, R 2 ) = A(0, R 1 ) = 0 and the result holds. Now suppose that for any graph with more than e edges, the lemma holds, and suppose G has e edges, with e < n(n − 1)/2. We will show that c 2 A(0,
Case 1: G is disconnected. Choose vertices p and q in different components of G, and add the edge pq to form
Calculation shows that
Also, A ′ (0, R 2 ) > 0, which we can see by choosing a vertex subset of size R 2 that excludes either p or q and includes at least one vertex from each of two components of G. Since G ′ satisfies Equation (13) without equality by induction, G also satisfies Equation (13) without equality.
Case 2: G is connected. Choose vertices p and q such that pq is not an edge of G, and p and q share a common neighbor v. Construct G ′ from G by adding the edge pq and define A ′ (0, R j ) := A(0, R j )(G ′ ). For i = 1, 2, define 
. Case 2:
Consequently,
The following lemma implies that for integers 2 ≤ R 1 < R 2 < R 3 ≤ n, the quantity 1≤i≤3,0≤j≤3 c i (−1) i+j A(j, R i ) is determined entirely by f 3 and does not depend on f 2 or f 1 . This fact will be necessary in the proof of Lemma 3.6. The proof follows immediately from calculation of f 3 in Section 2.
Lemma 3.5. Let R 1 , R 2 , and R 3 be integers satisfying 2 ≤ R 1 < R 2 < R 3 ≤ n. Then for some positive constant c that depends only on the R i and not on the f i , c 1≤i≤3,0≤j≤3
The next lemma justifies our assumption that no edge of Γ is a maximal face.
Lemma 3.6. Suppose Γ has an edge pq that is a maximal face. Let integers R 1 ≤ Q 1 , Q 1 < R 2 < n, and R 3 = n be given, and suppose
Proof: By Lemma 3.5 and the fact that
1≤i≤3,0≤j≤3
For 1 ≤ r ≤ n, A(2, r)(Γ) = A(2, r)(Γ ′ ) and A(3, r)(Γ) = A(3, r)(Γ ′ ). Also, since A(1, R 1 )(Γ) = 0, then A(1, R 1 )(Γ ′ ) = 0. The lemma follows from this.
Define the 2-components of Γ be the maximal induced subcomplexes of Γ that are graph theoretically 2-connected. By the assumption that no maximal face of Γ is an edge, the conclusion is stronger than that Γ is not 3-connected, and that extra strength will be needed later. The conclusion can be false if a maximal face of Γ is an edge.
The proof of Lemma 3.7 requires several more technical lemmas. In the following, we use the fact thatH 1 (Γ) is generated by cycles of the form
. . , v k and signs (−1) pi chosen appropriately. We freely identify C with the graph theoretic cycle (v 1 v 2 . . . v k v 1 ), which is a subcomplex of Γ.
and label the components of lk Γ (p) by ∆ 1 , . . . , ∆ s+1 . Let C = {C 1 , . . . , C r } be a set of simple cycles in Γ that form a basis forH 1 (Γ). Let C be the graph theoretic union
3) IfC is a cycle in Γ that passes through p exactly once from one component of lk Γ (p) to another, and C ′ is a cycle that avoids p, then
Proof: Let W p be a graph with vertices p ∈ Γ and new vertices p 1 , . . . , p s+1 , and edges (pp i ) for 1 ≤ i ≤ s + 1. Construct Γ p by replacing p in Γ with W p so that lk Γ ′ (p) = {p 1 , . . . , p s+1 } and for 1 ≤ i ≤ s + 1, lk Γ ′ (p i ) = ∆ i {p}. For 1 ≤ i ≤ r, C i naturally extends to a cycle in Γ p in the following way: if pv is an edge in C i and v ∈ ∆ i , replace pv with pp i v. Since Γ p is homotopy equivalent to Γ, (C 1 , . . . , C r ) is a basis forH 1 (Γ p ). Since pp i is a maximal edge in Γ p , and Γ p − (pp i ) is connected by the hypothesis that Γ is 2-connected, there exists a cycle C j ∈ C such that in Γ p , C j contains pp i . It follows that C j in Γ contains a vertex of ∆ i , and the first claim holds. The third claim holds since in Γ p , for some
contains the edge (pp i ) with a nonzero coefficient. The second claim follows from the portion of the Mayer-Vietoris sequence
If (C 1 , . . . , C r ) is a basis forH 1 (Γ), call G = C 1 , . . . , C r a cycle graph of Γ. Call the operation of replacing p with W p in the first paragraph of the proof of Lemma 3.8 the expansion of p in Γ. , v wi+1 , . . . , v wi+li ) for w 1 < w 2 < . . . < w q and l i , 1 ≤ i ≤ q.
C i with endpoints v wj +l1 and v w k , if such a P ′ exists, and in that case let C ′ = (v wj +l1 , v wj +l1+1 , . . . , v w k ) + P ′ (here + denotes concatenation of paths). If no such P ′ exists, thenβ 1 (C ∪ ∪ m−1 i=1 C i = m, and we may take
decomposes into at most q − 1 paths and the result follows inductively on q.
decomposes into at most q − 1 paths, and the result again follows inductively on q.
Let φ G :H 1 (G) →H 1 (Γ) be the map on homology induced by i, the inclusion of G into Γ. If G is as in Lemma 3.9, then φ is an isomorphism.
Let G be a graph, and let W 1 , . . . , W l be a collection of topological closed line segments such that ||G|| = W 1 ∪ . . . ∪ W l and that distinct W i intersect only at their endpoints. Call (W 1 , . . . , W l ) a segment decomposition of G. 
Proof of Lemma 3.7:
The hypothesis c 3 A(1, R 3 ) ≥ c 2 A(1, R 2 ) is equivalent tõ
A(1, n − 1).
Ifβ 1 (Γ) = r, then it follows by R 1 ≥ 2 that A(1, n−1) ≤ r−3 r n . By applying part 2 of Lemma 3.8 to all p ∈ V (Γ), we assume the weaker hypothesis p∈Γβ 0 (lk Γ (p)) ≥ 3r.
First we show that we may assume, without loss of generality, that Γ is 2-connected. Let Γ 1 , Γ 2 , . . . , Γ b be the 2-connected components of Γ. Choose p ∈ V (Γ) so thatβ 0 (lk Γ (p)) = s and |{i : 1 ≤ i ≤ b, p ∈ V (Γ i )}| = t. The exact Mayer-Vietoris sequence
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and the result follows inductively on n. Hence, we now assume Γ is 2-connected.
By Lemma 3.9, there exists a cycle graph G of Γ satisfyingH 1 (G) = r. By Lemma 3.10, there exists a segment decomposition (W 1 , . . . , W l ) of G so that l < 3r. Suppose p ∈ V (Γ) with lk Γ (p) containing b ≥ 2 components. Then p is contained in at least b−1 =H 0 (lk Γ (p)) of the W i . By the assumption p∈V (Γ)β 0 (lk Γ (p)) ≥ 3r, there exists a segment W i for some 1 ≤ i ≤ l such that W i contains two vertices p and q withH 0 (lk Γ (p)) = 0 andH 0 (lk Γ (q)) = 0. It follows that ||G|| − {p, q} is disconnected. We finish the proof by showing that ||Γ|| − {p, q} is disconnected.
Expand p and q in G and Γ to construct 
is also injective. It follows again by the Euler-Poincaré formula thatβ 0 ((Γ ′ − {pp ′ ,′ })) > 0. We conclude that Γ ′ − {p, q} and hence ||Γ|| − {p, q} are disconnected.
Suppose Γ is a 2-connected simplicial complex with no maximal face an edge and two vertices p and q such that ||Γ||−{p} and ||Γ||−{p} are connected and ||Γ||−{p, q} is disconnected. Let Γ = R ∪T be a union of complexes so that ||R||∩||T || = {p, q}. Also suppose that no maximal face of Γ is an edge. Then define a shifting operation S(Γ, p, q, R) as follows. First form Γ ′ by replacing q with two vertices q 1 and q 2 so that the identification of q 1 and q 2 in Γ ′ gives Γ, lk Γ ′ (q 1 ) = lk Γ (q) ∩ R, and
′ with p 1 and p 2 identified. Observe that shifting preserves f 3 and n.
Our next two lemmas allow us to use shifting as an inductive tool in proving Lemma 3.2.
Lemma 3.11. Let Γ be as above. Then shifting preserves c 3 (A(0,
Proof: We will show that the following quantities are preserved by shifting: A(p, r) when p ≥ 2, and A(1, R 1 ). From this, it follows from Lemma 3.5 and the observation that shifting preserves f 3 that shifting then preserves c 3 (A(0,
Let R and T be as above, and let Γ ′ = S(Γ, p, q, R) be a shift of Γ. To show A(p, r)(Γ) = A(p, r)(Γ ′ ) for 2 ≤ r ≤ n and p ≥ 2, observe that
The same calculation hold for Γ ′ , and so A(p, r)(Γ) = A(p, r)(Γ ′ ).
To prove A(1, R 1 ) is preserved under shifting, observe that Γ ′ = R ∪ T and that
Proof: If Γ is disconnected, restrict attention to the component of Γ in which the shift occurs. Let R and T be as above. For Γ, there is a Mayer-Vietoris sequence
SinceH 1 (R ∩ T ) = 0 and R and T are connected, this reduces to
Thus,β 1 (Γ) =β 1 (R) +β 1 (T ) + 1. For Γ ′ , there is a similar Mayer-Vietoris sequence
Proof of Lemma 3.2:
By Lemma 3.6, assume no maximal face of Γ is an edge. The quantity c 3 (A(0,
is preserved under shifting, so if Γ admits a shift, construct Γ ′ by shifting Γ repeatedly until Γ does not admit any more shifting. By Lemma 3.12, this occurs after a finite number of steps. Since Γ ′ does not admit shifting, by Lemma 3.7, This completes the proof of Theorem 3.1.
Multiplicity Upper Bound on Homology Manifolds with Many
Vertices
Γ is a homology manifold over k if the previous conditions hold for all F = ∅. If Γ is a connected homology manifold, thenH d−1 (Γ) is either 0 or k. In the latter case, we say that Γ is orientable over k. The class of homology manifolds is an extension of the class of triangulations of topological manifolds.
Let Γ be a (d − 1)-dimensional homology manifold with n vertices and Euler characteristic χ = β 0 (Γ) − β 1 (Γ) + . . . + (−1) d−1 β d−1 (Γ) (here we used non-reduced Betti numbers). The main result of this section is that if d is odd and if n is sufficiently large relative to d and |χ|, then Γ satisfies the multiplicity upper bound conjecture. Furthermore, if d ≤ 10, Γ is orientable over k, and n is large, then Γ satisfies the multiplicity upper bound conjecture.
First we need the following lemma.
By induction on r, we assume without loss of generality that F is a single vertex v. Let i be given, and suppose that
, and let ∆ 1 be the v-cone over ∆ ′ . Then we can write ∆ ′′ = ∆ 1 ∪ ∆. Also ∆ 1 ∩ ∆ = ∆ ′ , and we have the following exact sequence, which is part of the Mayer-Vietoris sequence on homology:
∆ 1 is a cone, and henceH
, which proves the result.
We state a natural analog of Lemma 4.1 for minimal shifts. The proof is similar and will be omitted.
For the rest of this section, let Γ be a (d−1)-dimensional homology manifold with n vertices and Euler characteristic χ. Assume that n is sufficiently large relative to d and |χ|. The next lemma is an important ingredient in our calculations.
Lemma 4.3. There exists a function
2 ⌋, and let F ∈ Γ be a face of dimension d − 2k − 2. By definition of a homology manifold, lk Γ (F ) is a homology sphere of dimension 2k. By Lemma 4.1 and the fact thatH 2k (lk Γ (F )) = 0, it suffices to prove that
Use the Dehn-Sommerville equation h k = h k+1 on lk Γ (F ) and the formula F ) ). These inequalities follow from the fact that each i-face contains (i + 1) faces of dimension (i − 1), and each (i − 1)-face is contained in at least (2k + 1 − i) i-faces. This yields
is a homology sphere of dimension k with at most kz ′ (k) vertices. Another application of Lemma 4.1 yields
If k = (d − 1)/2, we have the following Dehn-Sommerville equation for homology manifolds [21] :
Since n is large relative to χ, the term (−1)
) is small relative to f d−k−1 (Γ) and the reasoning of the above paragraph applies.
Note that the assumption for Γ to be orientable over k is unnecessary for Lemma 4.3. The critical property is that lk Γ (F ) is orientable when dim F ≥ ⌊ d−2 2 ⌋. This is always the case for homology manifolds. Now we are ready to prove the main result when d is odd. Proof: For all simplicial complexes, h i is bounded above by a polynomial of degree i in n.
) and the fact that χ is small relative to n, we have that
Hence, it suffices to show that
The latter term is bounded below by a polynomial in n of degree (d + 1)/2, which proves the result.
The condition that n is large is necessary for the assertion that Γ does not attain the upper bound. For example, the boundary of the cross polytope of dimension d has 2d vertices and it has a pure resolution.
For the remainder of this section, we will assume that Γ is orientable over the base field k. 
Lemma 4.6 differs from the multiplicity upper bound conjecture in that Q d−1 is replaced by d. Since the maximal shift sequence of ∆ is strictly increasing, Q d−1 ≥ d is always satisfied, and Lemma 4.6 is weaker than the multiplicity upper bound conjecture.
Proof of Lemma 4.6:
The multiplicity upper bound conjecture is known to hold for d ≤ 4 (Theorem 3.1), so we restrict our attention to d = 5. First consider the case thatH 4 (Γ) = 0. Then for each v ∈ V (Γ),
The first inequality follows by the multiplicity upper bound conjecture for d = 4 and the second inequality follows by Lemma 4.1 and the fact that codim lk Γ (v) ≤ n − d for all v ∈ V (Γ). Since each 4-face of Γ contains 5 vertices, summing the inequalities of Equation (14) over all v ∈ V (Γ) yields the result. Now consider the caseH(Γ) = 0. The result follows by a variant of the calculation in Equation (10) . 
Lemma 4.7 differs from the multiplicity upper bound conjecture in that Q i is replaced by i + 1 for 1
We also need the following refinement to Lemma 4.6. 
Note that the minimum choice for n might depend on ξ. is not an integer. Then for W ⊂ V (∆) and |W | = n 0 , ∆[W ] is a complex with n 0 vertices, dimension at most 4, and upper skips Q i or greater. By Lemma 4.6,
and so
If n > n 0 , sum over all W ⊂ V (∆) with |W | = n 0 to obtain the result.
We also need the upper bound theorem for homology manifolds, which is Theorem 1.4 of [27] . 
The right-hand side is the number of facets of a (d/2)-neighborly Gorenstein*
We are now ready to prove Theorem 4. . This is true by Theorem 4.9, and equality is treated in Lemma 4.10. Henceforth we will assume Q 4 > 5.
By Lemma 4.3, for 1 ≤ i ≤ 4, Q i ≤ z 10 (i), and hence
We assume
. 
For an arbitrary fixed δ > 0, (again is n large relative to 
By the reasoning of the above proofs, if the multiplicity upper bound conjecture is proven on simplicial complexes of dimension up to r−1, then Theorem 4.5 follows for d ≤ 2r + 2.
Multiplicity Lower Bound on Complexes with Many Vertices
In this section we look at the multiplicity lower bound conjecture for complexes with many vertices. If a Cohen-Macaulay Γ has many vertices and attains the multiplicity lower bound, then our main theorem places restrictions on the structure of Γ. 
Proof: Fix a sequence of small positive real numbers ǫ 0 < ǫ 1 < . . . < ǫ d that depend only on d. Choose t to be the smallest integer such that f t < (1 − ǫ t ) n t+1 . If no such t exists, take t = d. By hypothesis, t ≥ r − 1. Then
Since every t-face contains t + 1 faces of dimension t − 1, there exists a (t − 1)-face contained in at most 1−ǫt 1−ǫt−1 (n − t) t-faces. The Cohen-Macaulay connectivity is nondecreasing under taking links [1] , and so q t (Γ) < 1−ǫt 1−ǫt−1 (n − t). Also since the Cohen-Macaulay connectivity sequence of Γ is strictly decreasing,
The above formula implies that L(Γ) =
is bounded above by a degree t polynomial in n. If, for some small ν > 0 independent of n, f t ≥ ν n t+1 , then h t+1 > δ n t+1 for some δ > 0 independent of n, and since the h-vector of a Cohen-Macaulay complex is nonnegative, f d−1 > δ n t+1 . This contradicts the hypothesis that Γ attains the multiplicity lower bound, so in fact f t < ν n t+1 . Using that f t f t−1 < ν 1 − ǫ t−1 n t+1 n t , we obtain
Hence, by taking q i ≤ n − i − 1 for i < t and taking ν sufficiently small,
, to complete the proof of the two claims, it suffices to show that Γ is j-neighborly for j ≤ t, or that r = t + 1. Observe that, since Γ is (r − 1)-neighborly but not r-neighborly,
, or q r−1 < n − r + 1. If r < t + 1, it follows that
By choosing ǫ sufficiently small and using f d−1 > (1 − ǫ) n t , we derive a contradiction to the assumption that Γ attains the multiplicity lower bound. Hence Γ is (t − 1)-neighborly.
Our first corollary looks at a class of simplicial complexes with many vertices. The following corollary holds since a complex satisfying the conditions will violate Condition 2 of Theorem 5.1.
Then for n sufficiently large, Γ does not attain the multiplicity lower bound.
Corollary 5.2 applies to ear-decomposable complexes (as defined in [6] ) with sufficiently many vertices, provided that if d is even, then Γ is not (d/2)-neighborly. It is conjectured (Problem 4.2 of [33] ) that all 2-Cohen-Macaulay complexes satisfy
Our next two results consider equality for the multiplicity lower bound conjecture for Gorenstein complexes with many vertices. We explore the case r = 2 Theorem 5.1 in greater detail in Section 6.
Pure Resolutions
In this section, our goal is to classify the set of simplicial complexes that have a pure resolution. We give a complete characterization of flag simplicial complexes with a pure resolution and mention the non-flag case. To prove Theorem 6.1, we first need this technical lemma. 
