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Abstract—A new hybrid particle swarm optimization (PSO)
that incorporates a wavelet-theory-based mutation operation is
proposed. It applies the wavelet theory to enhance the PSO in
exploring the solution space more effectively for a better solution.
A suite of benchmark test functions and three industrial applica-
tions (solving the load flow problems, modeling the development of
fluid dispensing for electronic packaging, and designing a neural-
network-based controller) are employed to evaluate the perfor-
mance and the applicability of the proposed method. Experimental
results empirically show that the proposed method significantly
outperforms the existing methods in terms of convergence speed,
solution quality, and solution stability.
Index Terms—Load flow problem, modeling, mutation opera-
tion, neural network control, particle swarm optimization, wavelet
theory.
I. INTRODUCTION
PARTICLE swarm optimization (PSO) is a recently pro-posed population-based stochastic optimization algorithm
which is inspired by the social behaviors of animals like
fish schooling and bird flocking [6]. Comparing with other
population-based stochastic optimization methods, such as evo-
lutionary algorithms, the PSO has comparable or even superior
search performance for many hard optimization problems with
faster and more stable convergence rates [7]. The PSO has
been used in different industrial areas, such as power systems
[1], [18]–[21], parameter learning of neural networks (NNs)
[16], [22], control [23], [24], prediction [25], and modeling
[26], [27]. However, observations reveal that the PSO sharply
converges in the early stages of the searching process, but
saturates or even terminates in the later stages. It behaves
like the traditional local searching methods that trap in the
local optima. As a result, it is hard to obtain any significant
Manuscript received June 28, 2007; revised December 3, 2007. This work
was supported in part by The University of Western Australia, Perth, W.A.,
Australia, and in part by a Grant (Project code G-U414) from The Hong Kong
Polytechnic University, Kowloon, Hong Kong. This paper was recommended
by Associate Editor H. Ishibuchi.
S. H. Ling is with the Department of Electrical and Computer Engineering,
National University of Singapore, Singapore 117576.
H. H. C. Iu is with School of Electrical, Electronic and Computer Engineer-
ing, The University of Western Australia, Perth, W.A. 6009, Australia.
K. Y. Chan is with the Department of Industrial and Systems Engineering,
The Hong Kong Polytechnic University, Kowloon, Hong Kong.
H. K. Lam is with the Department of Electronic Engineering, Division of
Engineering, The King’s College London, WC2R 2LS London, U.K.
B. C. W. Yeung and F. H. Leung are with the Centre for Multimedia Signal
Processing, Department of Electronic and Information Engineering, The Hong
Kong Polytechnic University, Kowloon, Hong Kong.
Color versions of one or more of the figures in this paper are available online
at http://ieeexplore.ieee.org.
Digital Object Identifier 10.1109/TSMCB.2008.921005
improvements by examining neighboring solutions in the later
stages of the search.Vaessens et al. [11] and Reeves [14] put
these searching methods into the context of local search or
neighborhood search.
Recently, different hybrid PSOs have been proposed to over-
come the drawback of trapping in the local optima. The hybrid
PSO was first proposed in 1998 [43], in which a standard
selection mechanism is integrated with the PSO. A new hybrid
gradient descent PSO (HGPSO), which is integrated with gra-
dient information to achieve faster convergence without getting
trapped in the local minima, is proposed by Noel and Jannett
[16]. However, the computational demand of the HGPSO is
increased by the process of the gradient descent. Juang [17]
proposed a hybrid PSO algorithm named HGAPSO, which in-
corporates a genetic algorithm’s (GA’s) evolutionary operations
of crossover, mutations, and reproduction. Ahmed et al. [1]
proposed a hybrid PSO named HPSOM, in which a constant
mutating space is used in mutations. In the HGAPSO and the
HPSOM, the solution space can be explored by performing
mutation operations on particles along the search, and prema-
ture convergence is more likely to be avoided. However, the
mutating space is kept unchanged all the time throughout the
search, and the space for the permutation of particles in the PSO
is also fixed. It can be further improved by varying the mutating
space along the search.
For GAs, the solution space is more likely to be explored
in the early stage of the search by setting a larger mutating
space, and it is more likely to be fine-tuned for a better solution
in the later stage of the search by setting a smaller mutating
space based on the properties of the wavelet [2]. This idea
can be applied to introduce the hybrid PSO with the GA’s
mutation. In this paper, a mutation with a dynamic mutating
space by incorporating a wavelet function is proposed. The
wavelet is a tool to model seismic signals by combining the
dilations and the translations of a simple oscillatory function
(the mother wavelet) of finite duration. The PSO’s mutating
space is dynamically varying along the search based on the
properties of the wavelet function. The resulting mutation op-
eration aids the hybrid PSO to perform more efficiently and
provides faster convergence than the PSO with constriction
and inertia weight factors [9] and other hybrid PSOs [1], [16],
[17], [28] in solving a suite of benchmark test functions. In
addition, it achieves better and more stable solution quality.
Application examples on solving some load flow problems [the
multicontingency transient stability constrained optimal power
flow (MC-TSCOPF) problem and the economic load dispatch
with valve-points loading (ELD-VPL) problem], modeling the
development of fluid dispensing for electronic packaging, and
1083-4419/$25.00 © 2008 IEEE
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designing a NN-based controller (NN-BC) are employed to
demonstrate that better performance can be achieved by the
proposed hybrid PSO.
This paper is organized as follows. Section II presents the
operation of the hybrid PSO with a wavelet mutation (WM).
Experimental studies and analysis are discussed in Section III.
Eighteen standard benchmark test functions are given to eval-
uate the performance of the proposed method. Also, five
additional benchmark test functions are given in which the
global optimal points are shifted and rotated. Furthermore, the
sensitivity of the shape parameter and the parameter g for
the WM is discussed in this section. Application examples
on the load flow problems, modeling of fluid dispensing for
electronic packaging, and the NN-BC are given in Section IV.
A conclusion will be drawn in Section V.
II. HYBRID PSO WITH THE WM
The PSO is a novel optimization method developed by
Kennedy and Eberhart [6]. It models the processes of the
sociological behavior associated with bird flocking and is one of
the evolutionary computation techniques. It considers a number
of particles that constitute a swarm. Each particle traverses the
search space looking for the global optimum. The standard PSO
(SPSO) with constriction and inertia weight factors is shown in
Fig. 1. In this paper, a hybrid PSO with the WM (HPSOWM) is
proposed and shown in Fig. 2. The details of the SPSO and the
HPSOWM will be discussed as follows.
A. SPSO With Constriction and Inertia Weight Factors
In Fig. 1(a), X(t) denotes a swarm at the tth iteration. Each
particle xp(t) ∈ X(t) contains κ elements xpj (t) ∈ xp(t) at
the tth iteration, where p = 1, 2, . . . , γ and j = 1, 2, . . . , κ; γ
denotes the number of particles in the swarm, and κ is the
dimension of a particle. First, the particles of the swarm are
initialized and then evaluated by a defined fitness function. The
objective of the PSO is to iteratively minimize the fitness values
(cost values) of particles. The swarm evolves from iteration t to
t + 1 by repeating the procedure as shown in Fig. 1. The SPSO
[6] operations are discussed as follows.
The velocity vpj (t) (corresponding to the flight speed in a
search space) and the position xpj (t) of the jth element of
the pth particle at the tth iteration can be calculated using the
following formulae:
vpj (t) = 2 · randpj () ·
(
pbestpj − xpj (t− 1)
)
+ 2 · randpj () ·
(
gbestj − xpj (t− 1)
) (1)
xpj (t) =x
p
j (t− 1) + vpj (t) (2)
where
pbestp = [pbestp1 pbest
p
2 · · · pbestpκ]
gbest = [gbest1 gbest2 · · · gbestκ]
j =1, 2, . . . , κ.
The best previous position of a particle so far is recorded from
the previous iteration and represented as pbestp; the position
of the best particle among all the particles is represented as
gbest; rand() returns a uniform random number in the range of
Fig. 1. Pseudocode for (a) SPSO and (b) HPSOM.
Fig. 2. Pseudocode for HPSOWM.
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[0, 1]. In [5], an improved version of the PSO is presented,
where the constriction and inertia weight factors are introduced.
Here, when the SPSO with the constriction and inertia weight
factors is used, (1) will be changed to
vpj (t)=k ·
{
w·vpj (t−1) + ϕ1 ·randpj ()·
(
pbestpj − xpj (t−1)
)
+ϕ2 ·randpj ()·
(
gbestj − xpj (t− 1)
)} (3)
where w is an inertia weight factor; ϕ1 and ϕ2 are acceleration
constants; k is a constriction factor derived from the stability
analysis of (3) to ensure the system to be converged but not
prematurely [5]. Mathematically, k is a function of ϕ1 and ϕ2
as reflected in the following equation:
k =
2∣∣∣2− ϕ−√ϕ2 − 4ϕ∣∣∣ (4)
where ϕ = ϕ1 + ϕ2 and ϕ > 4.
The SPSO utilizes pbestp and gbest to modify the current
search point to avoid the particles moving in the same direction,
but to converge gradually toward pbestp and gbest. A suitable
selection of the inertia weight w provides a balance between the
global and local explorations. Generally, w can be dynamically
set with the following equation:
w = wmax − wmax − wmin
T
× t (5)
where t is the current iteration number, T is the total number of
iterations, and wmax and wmin are the upper and lower limits of
the inertia weight and are set to 1.2 and 0.1, respectively, in this
paper.
In (3), the particle velocity is limited by a maximum value
vmax. The parameter vmax determines the resolution with which
regions are to be searched between the present position and
the target position. This limit enhances the local exploration of
the problem space, and it realistically simulates the incremental
changes of human learning. If vmax is too high, particles might
fly past good solutions. If vmax is too small, particles may not
sufficiently explore beyond local solutions. From experience,
vmax is often set to 10%–20% of the dynamic range of the
element on each dimension.
B. Hybrid PSO
We observe that the SPSO [5], [9] works well in the early
stage, but usually presents problems on reaching the near-
optimal solution. The behavior of the SPSO presents some
problems with the velocity update. If a particle’s current po-
sition coincides with the global best position, the particle will
only move away from this point if its inertia weight and velocity
are different from zero. If their velocities are very close to
zero, then all the particles will stop moving once they catch
up with the global best particle, which may lead to premature
convergence, and no further improvement can be obtained. This
phenomenon is known as stagnation [4].
Ahmed et al. [1] proposed to integrate the GAs’ mutation
operation into the PSO, which aids to break through stagnation.
Here, we called this hybrid PSO as HPSOM. The mutation
operation starts with a randomly chosen particle in the swarm,
which moves to different positions inside the search area
through the mutation. The following mutation operation is used
in the HPSOM:
mut(xj) =xj − ω, r < 0 (6a)
mut(xj) =xj + ω, r ≥ 0 (6b)
where xj is a randomly chosen element of the particle from the
swarm, and ω is randomly generated within the range [0, 0.1×
(parajmax − parajmin)], representing one tenth of the length of
the search space. r is a random number between +1 and −1,
and parajmax and para
j
min are the upper and lower boundaries
of each particle element, respectively. The pseudocode of the
hybrid PSO with the mutation operation is shown in Fig. 1(b),
in which the mutation on particles is performed after updating
their velocities and positions. It can also be seen from Fig. 1(a)
and (b) that the pseudocodes of both PSO methods are identical
except that the mutation operation is introduced.
However, it can be noticed from (6) that the mutating space
in the HPSOM is limited by ω. It may not be the best ap-
proach in fixing the size of the mutating space all the time
along the search. It can be further improved by a dynamic
mutation operation in which the mutating space dynamically
contracts along the search. We propose a WM that varies the
mutating space based on the wavelet theory. The resulting
HPSOWM (Fig. 2) is identical to the HPSOM except for the
mutation operation used. The proposed WM is discussed in
Section II-C.
C. WM
1) Wavelet Theory: Certain seismic signals can be modeled
by combining translations and dilations of an oscillatory func-
tion within finite duration called a “wavelet.” A continuous-
time function ψ(x) is called a “mother wavelet” or a “wavelet”
if it satisfies the following properties.
Property 1:
+∞∫
−∞
ψ(x)dx = 0. (7)
In other words, the total positive momentum of ψ(x) is equal to
the total negative momentum of ψ(x).
On the other hand, it is possible to show that the admissibility
condition implies that ψˆ(0) = 0, so that a wavelet must inte-
grate to zero. Notice that ψˆ is the Fourier transform of wavelet
ψ, and the admissibility condition is defined as follows:
0 < Cψ < +∞ (8)
where
Cψ =
+∞∫
−∞
∣∣∣ψˆ(ν)∣∣∣2
|ν| dν. (9)
Property 2:
+∞∫
−∞
|ψ(x)|2 dx <∞ (10)
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Fig. 3. Morlet wavelet.
where most of the energy in ψ(x) is confined to finite duration
and bounded. The Morlet wavelet (as shown in Fig. 3) [2] is an
example of the mother wavelet, i.e.,
ψ(x) = e−x
2/2 cos(5x). (11)
The Morlet wavelet integrates to zero (Property 1). Over 99%
of the total energy of the function is contained in the interval of
−2.5 ≤ x ≤ 2.5 (Property 2).
To control the magnitude and the position of ψ(x), a function
ψa,b(x) is defined as follows:
ψa,b(x) =
1√
a
ψ
(
x− b
a
)
(12)
where a is the dilation parameter, and b is the translation
parameter. Notice that
ψ1,0(x) = ψ(x). (13)
As
ψa,0(x) =
1√
a
ψ
(x
a
)
(14)
it follows that ψa,0(x) is an amplitude-scaled version of ψ(x).
Fig. 4 shows different dilations of the Morlet wavelet. The am-
plitude of ψa,0(x) will be scaled down as the dilation parameter
a increases. This property is used to do the mutation operation
to enhance the searching performance.
There are two reasons why the wavelet theory is applied to
the mutation operation.
1) Improve the solution stability. From (8) and (9) (Property
1), the mother wavelet must satisfy an admissibility crite-
rion (which is a kind of half-differentiability). As a result
of this admissibility criterion, the stability of the opera-
tion is improved. The solution stability is reflected by the
standard deviation of the solutions and can be proved by
a set of empirical results. The empirical results will be
given in Section III to demonstrate the performance of
the solution stability.
2) Fine-tuning ability. By controlling the dilation parameter
of the wavelet function, the amplitude of the function
can be adjusted. We can use this property to realize a
fine-tuning effect to the mutation operation by decreasing
Fig. 4. Morlet wavelet dilated by different values of parameter a [x-axis: x,
y-axis: ψa,0(x)].
the amplitude of the wavelet function to constrain the
searching space when the number of iterations increases.
Thus, the solution quality can be improved.
2) Operation of the WM: The mutation operation is used to
mutate the elements of particles. In general, various methods
like uniform mutations or nonuniform mutations [8], [10] can
be employed to realize the mutation operation. The proposed
WM operation, however, exhibits a fine-tuning ability. The
details of the operation are as follows. Every particle element
of the swarm will have a chance to mutate that is governed by
a probability of mutation pm ∈ [0 1], which is defined by the
user. For each particle element, a random number between 0
and 1 will be generated such that if it is less than or equal to
pm, a mutation will take place on that element. For instance,
if xp(t) = [xp1(t), x
p
2(t), . . . , x
p
κ(t)] is the selected pth particle,
and the element of particle xpj (t) is randomly selected for the
mutation [the value of xpj (t) is inside the particle element’s
boundaries [parajmin, parajmax]], the resulting particle is given
by xp(t) = [xp1(t), x
p
2(t), . . . , x
p
κ(t)], i.e.,
xpj (t) =
{
xpj (t) + σ ×
(
parajmax − xpj (t)
)
if σ > 0
xpj (t) + σ ×
(
xpj (t)− parajmin
)
if σ ≤ 0 (15)
where j ∈ 1, 2, . . . , κ; κ denotes the dimension of the parti-
cle, and
σ =ψa,0(ϕ) (16)
=
1√
a
ψ
(ϕ
a
)
. (17)
Different kinds of mother wavelets have been considered during
the development of the algorithm, e.g., the Mexican hat wavelet
(normalized), the Mexican hat wavelet, the Morlet wavelet, the
Gaussian wavelet, and the Meyer wavelet. By trial and error
through experiments for good performance, various wavelet
functions have been investigated in terms of cost values. Last,
we choose the Morlet wavelet as the mother wavelet in the WM
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Fig. 5. Effect of the shape parameter ζwm to a with respect to t/T .
operation because the selected wavelet function offers the best
performance.
By using the Morlet wavelet in (11) as the mother wavelet
σ =
1√
a
e−(
ϕ
a )
2
/2 cos
(
5
(ϕ
a
))
. (18)
If σ is positive approaching 1, the mutated element of the
particle will tend to the maximum value of xpj (t). Conversely,
when σ is negative (σ ≤ 0) approaching −1, the mutated
element of the particle will tend to the minimum value of xpj (t).
A larger value of |σ| gives a larger searching space for xpj (t).
When |σ| is small, it gives a smaller searching space for fine-
tuning. Referring to Property 1 of the wavelet, the sum of the
positive σ is equal to the sum of the negative σ when the number
of samples is large, and ϕ is randomly generated, i.e.,
1
N
∑
N
σ = 0 for N →∞ (19)
where N is the number of samples.
Hence, the overall positive mutation and the overall negative
mutation throughout the evolution are nearly the same. This
property gives better solution stability (a smaller standard de-
viation of the solution values upon many trials). As over 99%
of the total energy of the mother wavelet function is contained
in the interval [−2.5, 2.5], ϕ can be randomly generated from
[−2.5a, 2.5a]. The value of the dilation parameter a is set to
vary with the value of t/T to meet the fine-tuning purpose,
where T is the total number of iterations, and t is the current
number of iterations. To perform a local search when t is large,
the value of a should increase as t/T increases to reduce the
significance of the mutation. Hence, a monotonic increasing
function governing a and t/T is proposed as follows:
a = e− ln(g)×(1−
t
T )
ζwm+ln(g) (20)
where ζwm is the shape parameter of the monotonic increasing
function, and g is the upper limit of the parameter a. The
effects of the various values of the shape parameter ζwm and
the parameter g to a with respect to t/T are shown in Figs. 5
and 6, respectively. In this figure, g is set as 10 000. Thus,
Fig. 6. Effect of the parameter g to a with respect to t/T .
the value of a is between 1 and 10 000. Referring to (18), the
maximum value of σ is 1 when the random number of ϕ = 0
and a = 1 (t/T = 0). Then, referring to (15), the resulting
particle is given by xpj (t) = x
p
j (t) + 1× (parajmax − xpj (t)) =
parajmax. It ensures that a large search space for the mutated
element is given. When the value t/T is near to 1, the value of
a is so large that the maximum value of σ will become very
small. For example, at t/T = 0.9 and ζwm = 1, the dilation
parameter a = 4000; if the random value of ϕ is zero, the value
of σ will be equal to 0.0158. With xpj (t) = x
p
j (t) + 0.0158×
(parajmax − xpj (t)), a smaller searching space for the mutated
element is given for fine-tuning. Changing the parameter ζwm
will change the characteristics of the monotonic increasing
function of the WM. The dilation parameter a will take a value
to perform fine-tuning faster as ζwm is increasing. It is chosen
by trial and error, which depends on the kind of the optimization
problem. When ζwm becomes larger, the decreasing speed of
the step size (σ) of the mutation becomes faster. In general, if
the optimization problem is smooth and symmetric, the solution
can be found easier by the searching algorithm, and fine-tuning
can be done in the early stage. Thus, a larger value of ζwm can
be used to increase the step size of the early mutation. More
details about the sensitivity of ζwm to the WM will be discussed
in the next section.
After the operation of the WM, an updated swarm is gener-
ated. This swarm will repeat the same process. Such an iterative
process will be terminated when a defined number of iterations
are met.
3) Choosing the HPSOWM Parameters: The HPSOWM is
seeking a balance between the exploration of new regions and
the exploitation of the already sampled regions in the search
spaces. This balance, which critically affects the performance
of the HPSOWM, is governed by the right choices of the
control parameters: the swarm size γ, the probability of mu-
tation pm, the shape parameter ζwm, and the parameter g of
the WM. Some views about these parameters are given as
follows.
1) Increasing swarm size γ will increase the diversity of
the search space and reduce the probability that the
HPSOWM prematurely converges to a local optimum.
However, it also increases the time required for the
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population to converge to the optimal region in the search
space.
2) Increasing the probability of mutation pm tends to trans-
form the search into a random search such that when
pm = 1, all the elements of the particles will mutate. This
probability gives us an expected number (pm × γ × κ) of
elements of particles that undergo the mutation operation.
In other words, the value of pm depends on the desired
number of elements of particles that undergo the mutation
operation. Normally, when the dimension is very low (the
number of elements in a particle is less than 5), pm is set
to 0.5–0.8. When the dimension is around 5–10, pm is set
to 0.3–0.4. When the dimension is in the range of 11–100,
pm is set to 0.1–0.2. When the dimension is in the range
of 101–1000, normally, pm is set to 0.05–0.1. Last, when
the dimension is very high (the number of elements in
a particle is larger than 1000), pm is set to <0.05. In
principle, when the dimension is high, pm should be
set to a smaller value. It is because if the dimension
is high, and pm is set to a larger value, the number of
elements of particles undergoing the mutation operation
will be large. It will increase the searching time and,
more importantly, destroy the current information about
the application in each time of an iteration, as all elements
of particles are randomly assigned. Generally, by properly
choosing the value of pm, the ratio of the number of
elements of particles undergoing the mutation operation
to the population size can be maintained to prevent the
searching process from turning to a random-searching
one. Thus, the choices of the values of pm for all the
following benchmark functions and application examples
are based on this selection criterion and are set by trial
and error through experiments for good performance for
all functions.
3) The dilation parameter a is governed by the monotonic
increasing function (20), and this monotonic increasing
function is controlled by two parameters. They are the
shape parameter ζwm and the parameter g. Changing
the parameter ζwm will change the characteristics of the
monotonic increasing function of the WM. The dilation
parameter a will take a value to perform fine-tuning faster
as ζwm is increasing. It is chosen by trial and error, which
depends on the kind of the optimization problem. When
ζwm becomes larger, the decreasing speed of the step
size (σ) of the mutation becomes faster. In general, if
the optimization problem is smooth and symmetric, it is
easier to find the solution, and fine-tuning can be done
in an early iteration. Thus, a larger value of ζwm can be
used to increase the step size of the early mutation. The
parameter g is the value of the upper limit of dilation
parameter a. A larger value of g implies that the maxi-
mum value of a is larger. In other words, the maximum
value of min(|σ|) will be smaller (i.e., a smaller searching
limit is given). Conversely, a smaller value of g implies
that the maximum value of a is smaller. In other words,
the maximum value of min(|σ|) will be larger (i.e., a
larger searching limit is given). From our point of view,
fixing one parameter and adjusting the other parameter
to control the monotonic increasing function are more
convenient to find a good setting. In Sections III-D and E,
the sensitivity of ζwm and g to the WM with experimental
results will be discussed. Based on the results, we suggest
fixing the parameter g to 10 000 and tuning the parameter
ζwm to optimize the monotonic increasing function for
different applications.
III. BENCHMARK TEST FUNCTIONS:
RESULTS AND ANALYSIS
A. Benchmark Test Functions
A suite of 18 standard benchmark test functions [8], [13]
is used to test the performance of the HPSOWM. Many dif-
ferent kinds of optimization problems are covered by these
benchmark test functions. They can be divided into three cat-
egories. The first one is the category of the unimodal function,
which is a symmetric model with a single minimum; f1−f7
are unimodal functions. The second one is the category of
multimodal functions with a few local minima; f8 and f13
belong to this type. The last one is the category of multi-
modal functions with many local minima; f14−f18 belong
to this type. The expressions of these functions are tabulated
in Table I. (The details about parameters a, b, and c and
function u(·) for functions f8 and f9 and f12−f14 are given
in [13].)
1) Experimental Setup: The performance of the HPSOM
[1], the HGAPSO [17], the HGPSO [16], the SPSO [9], and the
proposed HPSOWM on solving the benchmark test functions is
evaluated.
The following simulation conditions are used.
• The shape parameter of the WM (ζwm): it is chosen by
trial and error through experiments for good performance
for all functions. (A discussion for the value of ζwm will
be given in Section III-D.)
• The parameter g of the WM: 10 000. (A discussion for the
value of g will be given in Section III-E.)
• Acceleration constant ϕ1: 2.05 [9].
• Acceleration constant ϕ2: 2.05 [9].
• Maximum velocity vmax: 0.2 [9].
• Swarm size: 50.
• Number of runs: 50.
• The probability of mutation for the HPSOWM, the
HPSOM, and the HGAPSO (pm): it is chosen by trial
and error through experiments for good performance for
all functions. (pm = 0.1 for f2−f7; pm = 0.2 for f1,
f14−f18; pm = 0.3 for f13; pm = 0.5 for f8, f9, f11, and
f12; pm = 0.8 for f10.)
• The probability of crossover for the HGAPSO (pc): 0.8.
• The initial population: it is uniformly generated at random.
• The learning rate of the HGPSO is chosen by trial and
error through experiments for good performance for all
functions.
2) Results and Analysis: In this section, the results for the
18 benchmark test functions are given to show the merits
of the HPSOWM. The experimental results in terms of the
mean cost value, the best cost value, the standard deviation,
and the convergence rate are summarized in Tables II–IV and
Figs. 7–9.
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TABLE I
BENCHMARK TEST FUNCTIONS
Category 1—Unimodal function: Function f1 is a sphere
model, which is smooth and symmetric. The main purpose
of testing this function is to measure the convergence rate of
searching. It is probably the most widely used test function.
For this function, the results in terms of the mean cost value
and the best cost value of the HPSOWM are much better
than those of the other methods; the mean cost value of
the HPSOWM is about 180 to 1.2× 107 times better. Also,
the standard deviation is much better, which means that the
searched solutions are more stable. In Fig. 7(a), the HPSOWM
displays a faster convergence rate than other methods thanks to
its better searching ability. It reaches approximately 1× 10−3
in around 500 times of iterations, whereas other optimization
methods offer about 1× 10−1. Function f2 is a generalized
Rosenbrock’s function, which is strongly nonseparable, and
the optimum is located in a very narrow ridge. The tip
of the ridge is very sharp, and it runs around a parabola.
The HPSOWM performs better than the other methods in
terms of the mean value and the standard deviation. Also,
a good convergence rate for the HPSOWM is shown in
Fig. 7(b). Function f3 is a function that is a representation
of flat surfaces. Flat surfaces are obstacles for optimization
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TABLE II
COMPARISON BETWEEN DIFFERENT PSO METHODS FOR BENCHMARK TEST FUNCTIONS (CATEGORY 1).
ALL RESULTS ARE AVERAGED ONCE OVER 50 RUNS (RANK: 1—BEST, 5—WORST)
TABLE III
COMPARISON BETWEEN DIFFERENT PSO METHODS FOR BENCHMARK TEST FUNCTIONS (CATEGORY 2).
ALL RESULTS ARE AVERAGED ONCE OVER 50 RUNS (RANK: 1—BEST, 5—WORST)
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TABLE IV
COMPARISON BETWEEN DIFFERENT PSO METHODS FOR BENCHMARK TEST FUNCTIONS (CATEGORY 3).
ALL RESULTS ARE AVERAGED ONCE OVER 50 RUNS (RANK: 1—BEST, 5—WORST)
Fig. 7. Comparisons between different PSO methods for unimodal functions.
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Fig. 8. Comparisons between different PSO methods for multimodal functions with a few local minima.
Fig. 9. Comparisons between different PSO methods for multimodal functions with many local minima.
algorithms because they do not give any information about
the search direction. Unless the algorithm has a variable
step size, it can get stuck in one of the flat surfaces. All
hybrid PSOs that involve the mutation operation are good for
this function because it can generate a long jump by using
mutation operations in the PSO. Function f4 is a quadratic func-
tion that is padded with noise, which increases the difficulty
for searching the minimum value since the function would not
return the same value at the same point every time. Comparing
with other optimization methods, the HPSOWM gives the
best mean cost value. Function f5 is Schwefel’s problem 2.21.
From Table II, although the best cost value of the HPSOWM
is a little bit worse than that of the HPSOM, the mean cost
value and the standard derivation of the HPSOWM are the best.
Thus, the HPSOWM gives better solution quality and stability.
Function f6 is Schwefel’s problem 2.22, and function f7 is
Eason’s function. For these problems, the performance of the
HPSOWM is better than that of the other methods. The rapid
convergence of the HPSOWM, as shown in Fig. 7(c) and (d),
supports our argument. In short, the HPSOWM is the best to
tackle unimodal functions comparing with the other methods.
Category 2—Multimodal function with a few local minima:
For functions f8−f13, which are multimodal functions with
only a few local minima, different results from the proposed
methods are obtained. The experimental results for these func-
tions are tabulated in Table III. Among these functions, four
of them (f8 and f10−f12) do not show significant differences
among the different optimization methods. They all reach or get
near to the global optima; however, the HPSOWM still provides
the smallest standard deviation in most cases. For functions f9
and f13, different results from the HPSOWM and the other
methods are obtained. The HPSOWM gives better results in
terms of the mean cost value and the standard deviation. Thus,
the solution’s stability and quality are good. According to
Fig. 8(a) and (b), the convergence rate of the HPSOWM is faster
than those of the others.
Category 3—Multimodal functionwithmany localminima:
Functions f14−f18 are multimodal functions with many local
minima. The experimental results for these functions are tab-
ulated in Table IV. Functions f14 and f16 are the generalized
penalized function and the generalized Rastrigin’s function,
respectively. It can be clearly seen from Fig. 9(a) and (b)
that if the PSO does not involve any mutation operation (the
HGPSO and the SPSO), it will be easily trapped at some local
minimum. From the results obtained, the mean cost value, the
best cost value, and the standard deviation of the HPSOWM
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TABLE V
t-VALUE BETWEEN HPSOWM AND OTHER PSO METHODS
are better than those of the other methods. The HPSOWM can
provide more stable and high-quality results. Functions f17 and
f18 are Ackley’s and Schwefel’s functions, respectively. From
Table IV, we can see that the HPSOWM gives better results
than the others. In general, the HPSOWM is good for handling
multimodal functions with many local minima.
In conclusion, the HPSOWM gives the best performance
for all kinds of optimization problems, particularly unimodal
functions and multimodal functions with many local minima. It
generally outperforms other hybrid PSOs and the SPSO.
B. t-Test
The t-test is a statistical method to evaluate the significant
difference between two algorithms. The t-value will be positive
if the first algorithm is better than the second, and it is negative
if it is poorer. The t-value is defined as follows:
t =
α2 − α1√(
σ22
ξ+1
)
+
(
σ21
ξ+1
) (21)
where α1 and α2 are the mean values of the first and second
methods, respectively; σ1 and σ2 are the standard deviations of
the first and second methods, respectively; and ξ is the value of
the degrees of freedom.
When the t-value is higher than 1.645 (ξ = 49), there is a
significant difference between the two algorithms with a 95%
confidence level. The t-values between the HPSOWM and other
optimization methods are shown in Table V. We see that most
t-values in this table are higher than 1.645. Therefore, the
performance of the HPSOWM is significantly better than that
of other optimization methods with a 95% confidence level.
C. Additional Benchmark Test Functions With Shift
In addition, a suite of five benchmark test functions [44] with
shift is used. To avoid the problems existing in some benchmark
TABLE VI
EQUATION OF BENCHMARK TEST FUNCTIONS WITH SHIFT
functions [45] (that they have the same values among all
independent variables at the global optima, and that there is no
linking among these variables), we shift the global optimum
points and rotate the test functions. That means, to make
the variables have different numerical values at the optimum
point, we randomly generate the global optimum point within a
given search space. The search ranges of the variables are also
adjusted according to the randomly generated global optimum
point to avoid different variables to have the same numerical
value after normalization at the global optimum point. We test
five additional functions with shift: the shifted sphere function
(f1−shift), shifted Schwefel’s problem 1.2 (f2−shift), the shifted
rotated high-conditioned elliptic function (f3−shift), shifted
Rosenbrock’s function (f4−shift), and shifted Rastrigin’s func-
tion (f5−shift). The first three functions are unimodal functions,
and the last two are multimodal functions. The equations, the
dimension, and the range of the variables are given in Table VI.
The experimental results in terms of the mean cost value, the
best cost value, the standard deviation, the t-value, and the
convergence rate are summarized in Table VII and Fig. 10.
The basic experimental setup is the same as that mentioned in
Section III-A1. The shape parameters of the WM for
f1−shift−f4−shift are set to 5, and that for f5−shift is set to 2.
The probability of mutation for the HPSOWM, the HPSOM,
and the HGAPSO is set to 0.2 for all functions, which is chosen
by trial and error through experiments for good performance.
From the table and the figure, we can see that the HPSOWM,
the HPSOM, and the HGAPSO show better performance in
terms of the mean cost value and the standard deviation than
the HSPSO and the SPSO. Based on this observation, we can
see that when the PSO is without the mutation operation (the
HSPSO and the PSO), it is hard to solve the optimization
problems with the global optimum points shifted and rotated.
Comparing with the PSO with the mutation operation (the
HPSOWM, the HPSOM, and the HGAPSO), the performance
of the HPSOWM is the best in terms of the mean value, the
standard deviation, and the convergence rate.
D. Sensitivity of the Shape Parameter for the WM
The mean cost values offered by the HPSOWM with dif-
ferent values of the WM’s shape parameter ζwm for all test
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TABLE VII
COMPARISON BETWEEN DIFFERENT PSO METHODS FOR BENCHMARK TEST FUNCTIONS WITH SHIFT.
ALL RESULTS ARE AVERAGED ONCE OVER 50 RUNS (RANK: 1—BEST, 5—WORST)
functions in Section III-A are tabulated in Table VIII. The
functions are tested by using ζwm = 0.2, 0.5, 1, 2, and 5. In
this experiment, the parameter g is fixed at 10 000. If the op-
timization problem needs a more significant mutation to reach
the optimal point, a smaller ζwm should be used. Conversely, if
the HPSOWM needs to perform the fine-tuning faster, a larger
ζwm should be used. For example, the function f1 is a sphere
model that is smooth and symmetric. Searching algorithms
should be fast to jump to the area near the global optimum
and then perform fine-tuning. Therefore, a larger ζwm can be
set (ζwm = 5) so that the HPSOWM will perform the fine-
tuning faster. On the other hand, ζwm can be set as 0.2 for f3
(the step function problem), where the mutation operation is
playing a significant role at the later stage. In some cases, ζwm’s
value is not very critical, e.g., in f7 and f11. For f7, the mean
cost values for different values of ζwm are nearly the same.
(The best performance is obtained when ζwm = 0.5 because
the standard deviation of the HPSOWM for ζwm = 0.5 is the
smallest.) However, in some cases, the value of the parameter
ζwm is sensitive to the performance of the searching, e.g., in f1
and f16. In conclusion, no formal method is available to choose
the value of the parameter ζwm; it depends on the characteristics
of the optimization problems.
E. Sensitivity of the Parameter g for the WM
The mean cost values offered by the HPSOWM with dif-
ferent values of the WM’s parameter g for all test functions
are tabulated in Table IX. The functions are tested by using
g = 100, 1000, 10 000, and 100 000. In this experiment, the
parameter ζwm is fixed at 5. If we want a smaller value of
the upper limit (the searching limit) of the particle σ’s mutated
element, a larger value of g should be used. In some cases,
the parameter g is not very sensitive, such as f1−f3, f5−f8,
f10−f14, and f16−f18. The mean cost values with different
values of g have no significant difference. However, in some
cases, such as f9, the value of the parameter g is sensitive to
the performance of the HPSOWM. In f9, the mean cost value
is 5.1478× 10−3 when g = 100, and the mean cost value is
1.3275× 10−3 when g = 100 000. Their difference is around
four times. In conclusion, similar to the parameter ζwm, no
formal method is available to choose the value of the parameter
g, and it depends on the characteristics of the optimization
method. Comparing with the sensitivity of the shape parameter
ζwm, the parameter g is less sensitive to the performance of
the searching. With the results in Table IX, we can see that
g = 10 000 gives better performance in general. As mentioned
in Section II, we suggest fixing one parameter and adjusting
another parameter to control the monotonic increasing function.
By doing so, it is more convenient to find a good setting. Thus,
we fix the parameter g to 10 000 and adjust the shape parameter
ζwm to obtain an optimal monotonic increasing function for the
WM operation.
IV. INDUSTRIAL APPLICATIONS OF THE HYBRID PSO
In this section, three industrial application examples on solv-
ing some load flow problems (the MC-TSCOPF problem and
the ELD-VPL problem), modeling the development of the fluid
dispensing process for electronic packaging, and designing
of an NN-BC are used to illustrate the performance and the
applicability of the proposed hybrid PSO.
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Fig. 10. Comparisons between different PSO methods for benchmark functions with shift.
A. Application I: Load Flow Problems
In this section, two application examples on load flow prob-
lems are given to show the performance of the HPSOWM. The
problems are the MC-TSCOPF and the ELD-VPL. The load
flow problem is a multimodal problem, which is suitable to be
solved by the PSO.
1) MC-TSCOPF: It aims to achieve an optimal solution of a
specific objective function, such as fuel cost and network loss,
by setting some system control variables while ensuring the
system to withstand specified contingencies (disturbances) and
reach an acceptable steady-state operating condition [29]. On
solving the MC-TSCOPF problem, the difficulty mainly comes
from the nonconvexity nature of the OPF and the nonlinear dif-
ferential algebraic equations that describe the transient stability
constraints of the power system. Nonlinear and semidefinite
programming [30], [31] techniques have been proposed to solve
the MC-TSCOPF problem. However, not only their formulation
is complex and heavily tied to the system models but also
they rely on convexity to obtain the global optimum solution
and, as such, are forced to simplify some conditions to ensure
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TABLE VIII
SENSITIVITY OF THE SHAPE PARAMETER FOR WAVELET MUTATION ζwm
TABLE IX
SENSITIVITY OF THE PARAMETER g IN THE
WAVELET MUTATION OPERATION
convexity [32]. Similar to the MC-TSCOPF problem, reactive
power and voltage control problems, which are also mixed-
integer nonlinear optimization problems, can be solved by
the MC-TSCOPF with more promising results than the tested
methods [47]. Here, a global optimization method, such as the
PSO, is a good tool for handling the MC-TSCOPF problem.
a) Mathematical model for the MC-TSCOPF: The prob-
lem of the MC-TSCOPF is mathematically defined as follows:
min f(x,y) (22)
such that
g(x,y) = 0 (23a)
H(x,y) ≤ 0 (23b)
U (x(t),y) ≤ 0, t ∈ T (23c)
where x(t) is a dependent vector that includes the active and
reactive power of the swing bus, the voltage angle and the
reactive power of the generator buses, and the voltage angle
and magnitude of the load buses; T = [t0, tcl) ∪ (tcl, te] is the
transient period from the occurrence of the disturbance at time
t0 to the clearing time tcl and then to the ending time te; x
represents the initial value of x(t) at t = 0. y is a control that
includes the active power and the voltage magnitude of the
generator buses, the voltage angle and magnitude of the swing
bus, and the tap position of load tap changers (LTCs). f(·) can
be expressed as the total generation cost, the total network loss,
the corridor transfer power, the total cost of compensation, etc.
g is the set of equality constraints that are usually the power
flow constraints for a specified operating condition. H is the
set inequality constraints for the steady-state security limits
such as bus voltage magnitude limits, generator power limits,
and thermal limits for transmission lines. The dynamic security
constraints set U is infinite in the functional space. For more
details, readers are referred to Mo et al. [33].
Since the equality constraints g are implicitly imposed by
the power flow calculation incorporated within the algorithm,
and the inequality constraints H are directly satisfied by the
PSO, the MC-TSCOPF can be formulated as a penalty function
problem, i.e.,
F˜ (x) = min
{
f (x,y) + β max
[
U (x(t),y)2
]}
. (24)
Generally, transient stability constraints can be considered as
hard constraints that should not be violated, whereas the static
constraints are soft in nature that slight violation could be tol-
erated. Comparing with other constraint-handling approaches
[34], [35], the penalty function offers a simple and flexible
strategy to effectively deal with mixed hard and soft constraints.
In addition, there is no need to have separate penalty factors
for each type of constraints. In (24), any transient instability
would introduce a huge angle deviation and, thus, produce large
violation and discrimination, although the same penalty factor
is used for all types of violations. Typically, β = 1000 works
very well in most power systems [33].
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TABLE X
COMPARISON BETWEEN DIFFERENT PSO METHODS FOR MC-TSCOPF. ALL RESULTS
ARE AVERAGED ONCE OVER 50 RUNS (RANK: 1—BEST, 5—WORST)
b) Case study: As a case study of solving the opti-
mal power flow problems with stability constraints, the New
England 39-bus system is used to demonstrate the effectiveness
and the robustness of the proposed hybrid PSO-based ap-
proach for solving the MC-TSCOPF problems. For comparison
purposes, the HPSOM [1], the HGAPSO [17], the HGPSO
[16], and the SPSO [9] are also used in this case study. The
system data of the power system are collected in [36] and [37].
The New England 39-bus test system comprises 10-generator,
39-bus, and 46-line. The Power System Toolbox [36] is em-
ployed to perform time-domain transient stability simulations
for determining the generator rotor trajectories. The time step
adopted is 0.01 s, and the integration time interval is fixed at
1.5 s. The total loads for the operating condition considered are
6.098 MW and 1.409 MVar. There are three LTCs connecting
buses 11–12, 12–13, and 19–20.
After a complete scan of all possible single line fault con-
tingencies, the following two conflicting contingencies were
identified.
1) Contingency 1: A three-phase fault occurred at the end of
line 26–27 near bus 26. The fault was cleared by tripping
the line at bus 26 after 110 ms and at bus 27 after 120 ms.
2) Contingency 2: A three-phase fault occurred at the end of
line 16–17 near bus 16. The fault was cleared by tripping
the line at bus 16 after 80 ms and at bus 17 after 100 ms.
The case of the transient stability constrained OPF with
contingencies 1 and 2 is considered. The basic settings of the
parameters of the PSOs are the same as those in Section III.
The number of iterations is set to 150. The dimension of this
case is 22. The probability of mutation pm and the shape
parameter of the WM ζwm are set to 0.1 and 0.5, respectively.
The shape parameter of the WM ζwm is chosen by trial and
error through experiments for good performance. In this case,
ζwm = 0.2, 0.5, 1, 2, and 5 are tried. Among them, ζwm = 0.5
gives the best result. The experimental results are tabulated
in Table X, and the comparison between different PSOs is
shown in Fig. 11. The table shows that the mean cost value,
the best cost value, and the standard deviation offered by the
HPSOWM are the smallest. The small standard deviation of
the HPSOWM implies that it provides a stable and quality
solution (the solution is robust). Also, the t-values between
the HPSOWM and other optimization methods are higher than
2.06, and, thus, the HPSOWM is significantly better with a
98% confidence level. From these results, we can see that the
proposed HPSOWM provides a stable and quality solution for
the MC-TSCOPF problem.
2) ELD-VPL: The ELD is a method to schedule power gen-
erator outputs with respect to the load demands and to econom-
ically operate a power system so as to minimize the operation
Fig. 11. Comparisons between different PSO methods for the MC-TSCOPF.
cost of the power system. The input–output characteristics
of modern generators are nonlinear by nature because of the
valve-point loadings and rate limits. Thus, the characteristics of
ELD-VPL problems are multimodal, discontinuous, and highly
nonlinear. The PSO has been employed to solve the ELD-VPL
problem.
a) Mathematical model for the ELD-VPL: The ELD-
VPL problem can be formulated into the following objective
function:
min
n∑
i=1
Ci(PLi) (25)
where Ci(PLi) is the operation fuel cost of generator i, and
n denotes the number of generators. The problem is subject
to balance constraints and generating capacity constraints as
follows:
D =
n∑
i=1
PLi − PLoss (26)
PLi,min ≤ PLi ≤ PLi,max , i = 1, 2, . . . , n (27)
where D is the load demand, PLi is the output power of the
ith generator, PLoss is the transmission loss, and PLi,max and
PLi,min are the maximum and minimum output power of the ith
generator, respectively.
The operation fuel cost function with valve-point loadings of
the generators is given by
Ci(PLi) = aiP
2
Li
+ biPLi + ci
+
∣∣ei × sin (fi × (PLi,min − PLi))∣∣ (28)
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TABLE XI
COMPARISON BETWEEN DIFFERENT PSO METHODS FOR A 40-GENERATOR SYSTEM.
ALL RESULTS ARE AVERAGED ONCE OVER 50 RUNS (RANK: 1—BEST, 5—WORST)
where ai, bi, and ci are the coefficients of the cost curve of
the ith generator, and ei and fi are the coefficients of the valve-
point loadings. (The generating units with multivalve steam tur-
bines exhibit a greater variation in the fuel cost functions. The
valve-point effects introduce ripples in the heat-rate curves.)
b) PSO for the ELD-VPL: In this section, the PSO is used
to solve the ELD problem. The particle (solution representa-
tion) is defined as follows:
p = [PL1 PL2 PL3 · · ·PLn−1 ] (29)
where n denotes the number of generators, and PLi,min ≤
PLi ≤ PLi,max , i = 1, 2, . . . , n. From (26), we have
PLn = D −
n−1∑
i=1
PLi + PLoss. (30)
In this paper, the power loss is not considered. Therefore
PLn = D −
n−1∑
i=1
PLi . (31)
To ensure that PLn falls within the range [PLn,min , PLn,max ],
the following conditions are considered:
if PLn >PLn,max
{
PL1 = PL1 + (PLn − PLn,max)
PLn = PLn,max
(32)
if PLn <PLn,max
{
PL1 = PL1 − (PLn,min − PLn)
PLn = PLn,min .
(33)
It should be noted from (32) and (33) that if the value of PLn
is outside the constraint boundary, the exceeding portion of
the power will be shared by other generators to make sure
that the output power of all generators is within the safety
range. The objective is to minimize the cost function of (28) by
using the PSO.
c) Case study: In this section, different hybrid PSO meth-
ods are applied to a 40-generator system, which is adopted as
an example in [46]. The system is a very large one with nonlin-
earities. The load demand (D) is 10 500 MW. The HPSOWM,
the HPSOM [1], the HGAPSO [17], the HGPSO [16], and the
SPSO [9] are used to solve the ELD-VPL problem. The basic
settings of the parameters of the PSOs are the same as those in
Section III. All the simulation results are averaged once after
50 runs. The dimension of this case is 39. The probability of
mutation pm and the shape parameter of the WM ζwm are set to
0.1 and 0.5, respectively. Similar to the example MC-TSCOPF,
Fig. 12. Comparisons between different PSO methods for the ELD-VPL.
the shape parameter of the WM ζwm is chosen by trial and
error through experiments for good performance. In this case,
ζwm = 0.2, 0.5, 1, 2, and 5 are tried. For all approaches, the
number of iterations is 2000. The statistical results in terms of
the mean cost value, the best cost value, the standard deviation,
the t-test value, the running time, and the ranking are shown in
Table XI. The convergence rates of different PSOs are shown
in Fig. 12. From Table XI, we can see that the HPSOWM is
the best in terms of cost, t-values, and standard deviations. The
average cost for the 40-generator system is $122 844.40, and
the best (minimum) cost is $121 915.30. All t-values are higher
than 2.06, implying that the HPSOWM is significantly better,
with a 98% confidence level, than other hybrid PSOs. Due to the
wavelet properties, the stability of the optimization is improved,
and the smallest standard deviation is obtained by using the
HPSOWM. To conclude, the solution quality and the stability
of the HPSOWM are better.
B. Application II: MFD-EP
Fluid dispensing is a manufacturing process by which fluid
materials are delivered to substrates, boards, or workpieces in
a controllable manner. This process is widely used in various
packaging processes in the electronics and semiconductor man-
ufacturing industries, such as integrated circuit encapsulation,
die bonding, and surface mount technology. In the competitive
market of today, this manufacturing process needs to be well
controlled at each of the many processing steps in the manu-
facturing line. The process directly affects the overall quality of
the finished product, as well as the throughput of the production
line. All the variables controlling the desired outputs in a given
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Fig. 13. Encapsulation of the microchip.
process need to be understood and optimized for tight control.
To achieve this, it is necessary to develop an accurate model for
describing the process.
Neural networks have been used to develop the process mod-
els for various manufacturing processes, such as abrasive flow
machining [38], grinding [39], and die casting [40]. They have
the capability to transform a nonlinear mathematical model into
a simplified black-box structure. The advantage of using the NN
approach to process modeling is that it can provide learning
and generalization abilities for nonlinearities. In this paper, a
feedforward NN trained by the hybrid PSOs for modeling fluid
dispensing for electronic packaging is given to illustrate the
merits of the proposed PSO.
1) Fluid Dispensing Process for Electronic Packaging:
Fluid dispensing is an important and popular process for elec-
tronic packaging. In this paper, modeling the fluid dispensing
for microchip encapsulation is studied. Normally, silicon chips
are covered using an X−Y numerically controlled dispensing
system that delivers a fluid encapsulant through a needle. The
material is commonly dispensed in a pattern, working from the
center out. A fluid dam around the die site and second wire
bond points can be made to contain the flow material and make
a uniform shape, as shown in Fig. 13.
Modeling the fluid dispensing process is critical for un-
derstanding the process behavior and achieving the process
optimization. To develop a model for relating the process
parameters to the quality characteristics of the fluid dispensing,
significant process parameters and quality characteristics have
to be identified first. With the assistance from the support-
ing company of this research, three significant process para-
meters and their normal operating ranges were identified as
follows:
• the compressed air pressure (1–4 bar), x1;
• the pump motor speed (400–1000 r/min), x2;
• the height between the substrate and the needle (250–2000
steps of stepping motor), x3.
Two quality characteristics were studied, which are the en-
capsulation weight (in milligrams) y and the encapsulation
thickness (in millimeters) z.
2) Modeling With the Neural Network: A three-layer feed-
forward NN is used to model the fluid dispensing process.
Its structure, as shown in Fig. 14, consists of an input layer
in which the input vectors (including process parameters x1,
x2, and x3) are fed, the output layer that produces the output
response (either one of the quality characteristics y or z),
and one hidden layer in between. The hidden layer links the
input and output layers together and allows for complex non-
Fig. 14. Structure of the feedforward neural network.
linear interactions among the inputs to produce the desired
output.
Referring to Fig. 14, the input–output relationship of the
proposed three-layer NN for the encapsulation weight y and the
encapsulation thickness z can be written as follows:
y =
nh∑
j=1
wj logsig
[
3∑
i=1
(
vjixi − b1j
)]− b2 (34)
z =
n
′
h∑
j=1
w
′
j logsig
[
3∑
i=1
(
v
′
jixi − b1
′
j
)]
− b2
′
(35)
where nh (or n
′
h) denotes the number of the hidden nodes;
wj (or w
′
j), j = 1, 2, . . . , nh (or n
′
h), denotes the weight of
the link between the jth hidden node and the output node;
vji (or v
′
ji), i = 1, 2, 3 and j = 1, 2, . . . , nh (or n
′
h), denotes
the weight between the ith input node and the jth hidden node;
b1j (or b
1
′
j ) and b2 (or b2
′
) denote the biases for the jth hidden
node and the output node, respectively; logsig(·) denotes the
logarithmic sigmoid function, i.e.,
logsig(α) =
1
1 + e−α
, α ∈ . (36)
To develop the NN-based model for the fluid dispensing
process, the values of the neural network parameters (i.e., wj ,
vji, b
1
j , and b2 with i = 1, 2, 3 and j = 1, 2, . . . , nh) and the
number of hidden nodes nh used in the hidden layer need
to be determined. These two settings are important because
they affect the prediction accuracy of the NN-based process
model.
To tune the parameter values of the network, we use the
hybrid PSO to minimize the mse by setting the swarm particle
to be [vji wj b1j b2] for all i and j. The mse for the
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TABLE XII
COMPARISON BETWEEN DIFFERENT PSO METHODS FOR MFD-EP (TRAINING). (a) ENCAPSULATION WEIGHT.
(b) ENCAPSULATION THICKNESS. ALL RESULTS ARE AVERAGED ONCE OVER 50 RUNS (RANK: 1—BEST, 5—WORST)
encapsulation weight y and for the encapsulation thickness z
are defined as follows:
msey =
npat∑
k=1
(dyk − yk)2
npat
(37)
msez =
npat∑
k=1
(dzk − zk)2
npat
(38)
where dyk and dzk denote the desired value of the encapsulation
weight y and the encapsulation thickness z, respectively; npat
denotes the number of patterns. After training, the values of
these network parameters will be fixed during the operation.
The total number of tuned parameters npara of the neural
network is the sum of the number of parameters between the
input and hidden layers, and the number of parameters between
the hidden and output layers. Hence
npara = (nin + 1)nh + (nh + 1)nout (39)
where nin and nout denote the number of input nodes and
the number of output nodes, respectively. For this application,
nin = 3, and nout = 1. Thus, npara = 5nh + 1.
3) Case Study: Modeling the fluid dispensing for elec-
tronic packaging (MFD-EP) is a multimodal system. To train
the neural network of the MFD-EP system, 87 experimen-
tal data of encapsulation weight and encapsulation thickness
are used. The training patterns consist of the input vectors
and their corresponding expected outputs. To test the learn-
ing ability of the NN trained by the proposed HPSOWM,
a set of nine testing patterns is used. For comparison pur-
poses, the NN models are also trained by the HPSOM [1],
the HGAPSO [17], the HGPSO [16], and the SPSO [9]. The
basic settings of the parameters of the PSOs are the same
as those in Section III. The initial ranges of the weights
of the neural networks for the encapsulation weight and the
encapsulation thickness are bounded between −4 and 4. The
number of iterations is set to 2000. The probability of mutation
pm and the shape parameter of the WM ζwm are set to 0.1
and 1, respectively. The number of hidden nodes nh of the
Fig. 15. Comparisons between different PSO methods for the MFD-EP
(encapsulation weight).
Fig. 16. Comparisons between different PSO methods for the MFD-EP
(encapsulation thickness).
neural network for the encapsulation weight and the neural
network for the encapsulation thickness are set to 5 and 7,
respectively. In other words, the total numbers of parameters
(the dimension) are 26 and 36, respectively. The training re-
sults are tabulated in Table XII, and the comparisons between
different PSOs are shown in Figs. 15 and 16. The table shows
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TABLE XIII
COMPARISON BETWEEN DIFFERENT PSO METHODS FOR MFD-EP (TESTING). (a) ENCAPSULATION WEIGHT.
(b) ENCAPSULATION THICKNESS. ALL RESULTS ARE AVERAGED ONCE OVER 50 RUNS
that the mean value, the best cost value, and the standard
deviation offered by the HPSOWM are the smallest. Also,
the t-values between the HPSOWM and other optimization
methods are higher than 2.06, and, thus, the HPSOWM is
significantly better than other methods with a 98% confidence
level. The computational time of the HPSOWM is near to that
of the other PSOs. (The HGPSO needs much more time than
others.) Nine validation tests are carried out to evaluate the
generalization ability of the NNs with different PSO methods.
Table XIII shows the validation results yielded by the NN mod-
els for the encapsulation weight and the encapsulation thick-
ness. From the table, the HPSOWM gives the smallest mean
error and standard deviation. The proposed HPSOWM, indeed,
provides a quality and stable solution for tuning the neural
network model for the fluid dispensing process in electronic
packaging.
C. Application III: NN-BC
In this application, an NN-BC realized by a three-layer feed-
forward fully connected neural network is proposed to stabilize
a mass-spring-damper system [41]. The open-loop system can
be described as follows:
x¨(t) = −1.27x(t)− 0.1x(t)3 − 0.1x˙(t)
+
(
1.5387− 0.13x˙(t)2)u(t) (40)
where u is the force, and x(t) and x˙(t) are the displacement
and the velocity of the mass, respectively. This problem is
considered as a multimodal optimization problem. A two-input
two-output NN with four hidden nodes is employed to close the
feedback loop. The total number of network parameters is 22.
Denoting the outputs of the NN as y1(t) and y2(t), the NN-BC
takes x(t) and x˙(t) as the inputs and a scalar s as the gain to
produce the control signal u(t). Hence, the NN-BC is defined
as follows:
u(t) = s (y1(t)x(t) + y2(t)x˙(t)) . (41)
The control objective is to stabilize the mass-spring-damper
system of (40), i.e., x(t) → 0 and x˙(t) → 0 as t→∞. To
measure the system performance, we consider the following
scalar performance index [42]:
J =
5∫
0
x(t)TWx(t)dt (42)
where x(t) = [x(t) x˙(t)]T and W = [ 500 00 1 ]. It can be
seen that the performance index J is contributed by the integral
of the energy of the system state vector of x(t). A smaller
value of J indicates better system performance. By employing
different weighting matrix W, the contribution of the system
states to the performance index can be changed to meet a
different system performance specification. In this example, the
weight for x(t) is 500 times higher than that of x˙(t), as the
response of x(t) is more concerned. The proposed HPSOWM
is employed to minimize the values of J by searching the best
values of the connection weights of the neural network and the
scalar of s under the initial system state x(0) = [ 22π45 0 ]
T
.
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TABLE XIV
COMPARISON BETWEEN DIFFERENT PSO METHODS FOR NN-BC. ALL RESULTS ARE AVERAGED
ONCE OVER 50 RUNS (RANK: 1—BEST, 5—WORST)
For comparison purposes, the NN-BC is also trained by the
HPSOM [1], the HGAPSO [17], the HGPSO [16], and the
SPSO [9]. The basic settings of the parameters of the PSOs
are the same as those in Section III. The initial values of the
connection weights and the scalar s are randomly generated
in the ranges of −1 to 1, and −200 to 200, respectively. The
number of iterations is set to 50. The probability of mutation pm
and the shape parameter of the WM ζwm are set to 0.05 and 0.2,
respectively. Fifty runs of training for each learning method are
conducted. The training results for various learning methods are
tabulated in Table XIV, which shows the mean cost values, the
best cost values, and the standard deviations offered by various
learning methods. It can be seen that the HPSOWM offers the
best performance. Also, the t-values between the HPSOWM
and other optimization methods are higher than 2.06, and, thus,
the HPSOWM is significantly better than other methods with a
98% confidence level.
V. CONCLUSION
In this paper, we have proposed a hybrid PSO incorporated
with the WM (the HPSOWM). Our objective is to apply the
properties of the wavelet theory to enhance the PSO so that
it can explore the solution space more effectively on reaching
the solution. Simulation results have shown that the proposed
WM-based hybrid PSO is a useful tool to solve optimization
problems. Due to the properties of the wavelet, the solution
stability and quality of the hybrid PSO are improved. On solv-
ing a suite of benchmark test functions, the HPSOWM gives
better results than the methods of the HPSOM, the HGAPSO,
the HGPSO, and the SPSO. Also, a faster convergence speed
can be achieved by the HPSOWM. Comparing their runtime
(computation time), the HGPSO consumes more time because
of the process of the gradient descent. The other methods,
including the HPSOWM, consume almost the same amount of
time. To illustrate the applicability of the proposed hybrid PSO,
three industrial applications are studied. From the obtained
results, the HPSOWM shows better performance than other
existing PSO methods.
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