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In this paper we consider integral equations of the form 
v(P) = X j-, W, 8) v(Q) dQ +f(Q), (1) 
where D is a bounded measurable set of RQ, Euclidean space of dimension d, 
K(P, Q) is defined and square integrable over D x D (not necessarily sym- 
metric), f is defined and square integrable over D, and v  is the unknown 
function. 
It is our purpose (i) to show that the eigenvalues of (1) can be approximated 
by the reciprocal eigenvalues of a finite matrix K” = (KJ of order m that is 
easily determined from K, (ii) to derive an explicit error estimate for the 
approximation that depends on K and m, and (iii) to apply the results of (i) 
and (ii) to the problem of effectively approximating the eigenvalues of a self- 
adjoint ordinary differential equation. 
Let us form, for some complete orthonormal set in L,(D), the matrix 
(Kij) of Fourier coefficients of K. We shall show (Theorem 1) that the prob- 
lem of finding the eigenvalues and eigenfunctions of (1) is equivalent to the 
problem of finding the eigenvalues and eigenvectors of the infinite matrix 
(Kij). Having done this, we shall prove (see Theorem 2) a generalization of 
the Gerschgorin circle theorem that applies to the infinite matrix (Kij). 
In Theorem 3, we shall consider the case when an upper left hand m x m 
matrix Km of (Kij) is similar to a diagonal matrix and show that the eigen- 
values of (Kij) lie in the union of circles centered at zero and the eigenvalues 
of Km, with radii depending only on m, those Kij for 1 < i < m, j > m + 1, 
and the norm of the matrix used to diagonalize K”. Moreover, exactly as 
many eigenvalues, counting multiplicities, lie in each connected component 
659 
0 1972 by Academic Press, Inc. 
660 SLOSS AND KRANZLER 
as circles that make up the component. When the matrix P’ is symmetric, 
the radii depend only on m and Kfj , 1 ic i .< m, j 2 m f 1. 
In the event the radii diminish with m, the explicit bounds on the radii 
can be used to give error bounds on how closely the eigenvalues of the upper 
left matrix approximate the reciprocal eigenvalue of (I). Thus the problem of 
finding eigenvalues of (1) to a prescribed degree of accuracy, reduces to 
choosing m judiciously and then computing the eigenvalues of the m x m 
matrix. 
We apply the results to self-adjoint ordinary differential equations with 
periodic boundary conditions. In this case, K becomes the Green’s function 
(or a minor variant of it) and the eigenvalues of the differential equation 
are those of the integral equation. Using the complex exponentials as the 
orthonormal set, the matrix (Kij), whose reciprocal eigenvalues are the 
eigenvalues of the differential equation, is made up of the Fourier coefficients 
of the Green’s function. Moreover, (Kij) is symmetric. The error estimate 
can be written as Ar,(n), where n is the order of the differential equation, 
A is a constant depending on the Green’s function and the differential 
equation, and 
r,(n) = 0 (-‘j . mn-3/2 (2) 
The error estimate for second-order equations, though of theoretical interest, 
is of little practical value. For the fourth and higher order differential equa- 
tions, the estimate, because of (2), p roves to be of great practical value. By 
consulting a table for m(n) and computing A, the size of the matrix (Kij), 
that will give desired accuracy, can be determined by inspection. A table 
for rm(2) and ~~(4) is given. 
For references to the literature, see e.g., [l-3, 5-6, 8-101. The method 
developed in this paper, as applied to differential equations, is dependent on 
finding the Green’s function, and thus its use is more restrictive than the 
variational methods. However, because of the error estimate, the problem of 
finding an upper bound for an eigenvalue and the problem of finding a lower 
bound for an eigenvalue (in general, a much more difficult problem) are 
solved simultaneously and to any preassigned accuracy. 
Since working out the results of this paper, we have come across the results 
of LGsch [6], who proved that the eigenvalues of (KiJ converge to the 
reciprocal eigenvalues of the integral equation with kernel K. However, in 
his paper he did not derive an error estimate. 
1. EQUIVALENCE 
We prove in this paragraph the equivalence of the given integral equation 
with an infinite system of linear equations. Even though the result is undoubt- 
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edly known, we include this proof since the localization of the eigenvalues is 
based on investigating the equivalent linear system. Before proving the 
theorem we prove two lemmas. 
LEMMA 1. Ij K(P, Q) is a complex-valued function in L,(G x G), 
{c@) : i = 1, 2,...}, is a complete complex-valued orthonormal set in L,(G), and 
v(P) E L(G), then, for 
Pi(Q) = j, W, Q> G’) dp, 
WE Q) v(Q), v(Q) 2 aj(P) &(Q) E L,(G) 
i=l 
for almost all P, (l-1) 
W, 8) v(Q), v,(Q) 5 @> h(Q) E -G(G) for almost all Q, (1.1.1) 
j=l 
j, WC 8) dQ2) dQ = j, ~(8) f G=> /h(Q) dQ 
j=l 
for almost all P, 
and 
(1.2) 
j for almost all Q. (1.2.1) 
G 
W’, Q) dp = j f o~i(f-')/6.4Q) dp 
G j=l 
Proof. To show (1.1) and (1.1.1) it suffices to show that K(P, Q) and 
(l-3) 
are equivalent L,(G x G) functions, since, by Schwarz’s inequality, 
ss I W, Q> v(Q)1 dQ dp G G 
< j 1 !K(P,Q)ladPdQj /v(P)j2dPxmeasureG 
G ti 0 
and thus, by Fubini’s theorem, K(P, Q) q(Q) ELM for almost all P and in 
L,(G) for almost all Q. Similarly, (1.2) will follow upon showing K(P, Q) and 
(1.3) are equivalent L,(G x G) functions. 
Note 
h(Q) = /,I W’, Q> - il 4p> i%(Q) 1’ dp + 0 as n-+co, 
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for almost all Q in G, since {a+(P)] is a complete set in&(G). Thus given any 
E > 0, by Egorov’s theorem, there exists a measurable subset G of G such 
that 
J ch”(Q)dQ -+ 
and the measure of G\c? < l /[8 !/ K II;]. Also 
< 2 [j, I K(P,Q)12 dp + f I Pi(P) 
i=l 
<4 s I KP,QYdP, G 
where use has been made of the orthonormality of 01~ and Bessel’s inequality. 
Thus 
11 W, Q) - gl 4’> A(Q) 11; = j h(Q) dQ = ( jG,c + jcj h(Q) dQ 
which proves the assertion. 
Next we prove 
LEMMA 2. Let K(P, Q) EL,(G x G), q(P) and pi(P) be as in Lemma 1. 
Then 
for almost all P in G and 
(i) (f y(P) EL,(G), then for almost all P in G 
j f ,,o A(Q) v(Q) dQ = f’ ,,o j Pi(Q) v(Q) dQ- 
G <=I i=l G 
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Moreover, for 
we have 
G = j v(P) B,(P) dp G 
f GA(Q) E -b(G). 
k=l 
Similarly, 
(ii) if C = (C, , C, ,...) E 1, then 
j, fl GA(Q) ,4(Q) dQ = k$l G j, Pi(Q) 4Q) dQ. 
Proof. Note that by Lemma 1, Schwa&s inequality and compactness, 
,$4=>Bi(Q> E&P x G), 
Applying Fubini’s theorem, we obtain 
8$1 ,i(p)j?I(Q) E&(G) for almost all P. 
By the Riesz-Fischer theorem, we obtain immediately that 
and by Schwarz’s lemma it is also in L,(G). 
(i) Let 
and 
SW, Q> = i 4P) Pi(Q) v(Q) 
id 
SnP, Q) = i d’) Pi(Q) dQ> (n = 1, 2,...). 
2=1 
First note that 
SI I SF’> 8) - f%(P, Q)l dQ dp G G 
< I G I2 j, j ,  / W'> 9) - W’> Q>l” dQ dp, 
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where 1 G j = measure of G. Now 
j,j, I S(P, ~2) - &S,(P, 811” dQ dP s f ll fik !I: 11 v II”, . 
kTL:l 
Here use has been made of Schwarz’s lemma, and Parseval’s equality. Since 
we see that 
li,m f II Pk II: = 0 
k=n 
and thus 
lim n ss I S(P, Q) - &(P, QY dQ dp = 0. G G 
Applying Fatou’s lemma, we obtain 
j 
G 
[lip j 
G 
I W’, Q) - &SP, Q)I do] dp = 0% 
and hence 
lip j I W’, 8) - &(P, Q)l dQ = 0 for almost all P in G. 
G 
But this clearly implies the conclusion. 
(ii) Similarly, since 
where Schwarz’s inequality, Bessel’s inequality, and Parseval’s equality have 
been used. The result follows. 
Now we are in a position to prove the equivalence theorem, viz., 
THEOREM 1 (Equivalence of integral equation with infinite system of &ear 
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equations). Let {ai :j = 1, 2,...) b e a complete orthonormal set in L,(G) 
and let K(P, Q) E L,[G x GJ Consider the integral equation 
W'> = P j, W', Q> #(Q> dQ. (1.4) 
Let h be an eigenvalue and v(P) be a corresponding eigenfunction in L,(G) of (1.4). 
Let 
Pi(Q) = j, W, 8) 4P> dp, (1.5) 
Kj = j, 1, K(P, Q> 4P) &Q) df’ dQ (1.6) 
G = j dp) ,W') dp. (1.7) 
Then h is an eagenvalue for the infinite system 
and C = (C,, C, ,...) is a corresponding eigenvector in I2 . 
Conversely, if X is an eigenvalue of (I .8), C = (Cl , C, , C, ,...) in 1, , is a 
corresponding eigenvector and 
p(P) = h f  C&(P>, 
i-l 
w 
then A is an eigenvalue for (1.4) and v(P) is a corresponding eigenfunction in 
L,(G). Moreover, 
II TJ II = I A I II c II * (1.10) 
Proof. Assume X is an eigenvalue and v(P) is a corresponding eigenfunc- 
tion of (1.4) which is in L,(G). By Lemma 1, we obtain for almost all P in G 
dp) = h j, dQQ) 5 4P> As,(Q) dQ 
i=l 
= h f 4P> j, 48) h(Q) dQ 
i=l 
by Lemma 2 
by (1.7). 
40913713-9 
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Substituting back into (1.4), for ~JI we obtain 
But 
by Lemma 2. 
jC rS,(Q) 4Q) dQ = J’,S, K(R, Q) 4R) 4Q) dR dQ = Kjk * 
Thus since the ol@)‘s are linearly independent, the X and Ci satisfy (1.8). 
Next note that 
where use has been made of Bessel’s inequality. Thus C is in Z, and the first 
part of the theorem is established. 
The argument is reversible and thus if X is an eiegenvalue and C a corre- 
sponding eigenvector in 1,) of (1.8), then v  defined by (1.9) is an eigenfunction 
corresponding to the eigenvalue h of (1.4). We showed in Lemma 2 that 9) 
as defined by (1.9) is in L,(G). But since the ai are orthonormal, 
II F II2 = I h I2 f I cj i2- 
j=l 
2. LOCALIZATION OF EIGENVALUES 
Because of the equivalence of the integral equation with the infinite linear 
system, expressed in Theorem 1, it suffices to study the location of the eigen- 
values of the infinite system. The localization of these eigenvalues is expressed 
in Theorems 2 and 3. 
THEOREM 2. Consider the injinite system 
AXi = 5 Ki,p~j , 
i=l 
where f I Kij I2 < M. U-8) 
i&l 
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Given any Q , e2 > 0, choose m and q such that 
and let 
pk2 = 2m C I & 12, l<k<m 
j#k 
and 
‘yi2 = 2q 1 I Kkj 12, 1 <jbq. 
k#j 
Let h be an eigenvalue of (1.8) and C = (C, , C, ,...) be a corresponding esgen- 
vector in 1, . Then h lies in 
jl + : ’ z - Kkk 1 < Ps) u {x : / z 1 < c1> (2.2) 
and in 
j=l 
Moreover, each component of (2.2) (resp. (2.3)) contains exactly as many eigen- 
values as circles, where the eigenvalues and circles are counted with their multi- 
plicities. 
In case (1.8) corresponds to the integral Eq. (1.4), then (2.1) becomes 
i=g+l II Pi II; < g 9 f lIPill; +. (2.1.1) 
i=(l+1 
Proof. Let X be an eigenvalue of (1.5) (without loss of generality assume 
h # 0) and C = (C, , C, ,...) b e a corresponding eigenvector of unit length. 
Then 
(A - Kkk) ck = C K&j 
j#k 
(k = 1, 2, 3 ,... ). (2.4) 
Note that 
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If 1 h 1 < E, the result is clear. Assume that 1 h 1 3 E. Then by (2.5) and (2.1), 
5 IcjI”<~-” i fIKj,12<$, 
i=m+l i=m+l k=l 
(2.6) 
and there exists 1 < 2 < m such that / C, I2 > (2nt)-l. Hence (2.4) becomes 
I h - Kll I2 < I CL l-2 1 I J-G, I2 c I G I2 
j#l j#l 
G I c, l-2 [1 - I G I”1 1 I K,j I2 
j#l 
The conclusion (2.2) follows immediately. (2.3) follows analogously and the 
argument involving components follows exactly as in the case of Gerschgorin 
circles. 
Consider now the integral Eq. (1.4) and the corresponding system (1.8). 
By the definition (1.5) of pi(Q), t i is clear from Schwarz’s lemma that 
pi(Q) EL,(G), and thus it has an expansion 
Pi&?) = f &kOLk(!i?b 
k=l 
where the Kik’s are given in (1.6). Thus 
f i=VZ+1 II A II: = i-g+, I, I Bi(Q)12dQ 
by Parseval’s equality, which concludes the proof. (2.3) follows similarly. 
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Next we shall apply the results of Theorem 2 to a particularly important 
special case, i.e., when the upper left matrix of the infinite system is similar to 
a diagonal matrix. These results are given in: 
THEOREM 3. Consider the injinite system 
AXj = f KpiXj 3 
j=l 
Kij is in general complex. 
Let T be an m x m matrix for which 
I 
fi 
f2 
T-lKmT=F= (T is in general complex), 
0 
where 
K” = (Kgj)“xm, 1 <i,j<m, 
(2.7) 
t&w > 1, (2.8) 
where T = (tik), T-l = (T,~). Let 
Pm2 = to2 g f I Ktj 12, rm2 = 2mpm2, 
i=m+l z-1 
qm2 = to2 k ;+l Fl I &z I29 sm2 = 2mqm2. 
If h is an eigenvalue of (2.7), and (C, , C, ,. . .) a corresponding eskenvector in l2 , 
then h lies in 
and in 
P-9) 
(2.10) 
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Moreover, each component of (2.9) (respectively (2.10)) contains exactly as many 
eigenvalues as circles where the eigenvalues and circles are counted with their 
multiplicities. 
Proof. Let 
B = (Kd, l<i<m, m+l<j, 
c = (Kid, m+l<i, l<.i<m, 
D = (Kij), m+l<i, mf1b.L 
Note that R has the same eigenvalues as K. If we let 
Pk” = 2m j;k I Iz,i I2 = 2m F I Kkj 12, l<k<m, (2.11) 
j=m+l 
and 
j,“=2mk~j/R,/2=2m 2 /Kkj12, l<j<m, (2.12) 
k=m+l 
then we can conclude from Theorem 2 that the eigenvalues of K lie in 
;I{z:b-fki <%~“@:~x~ <‘I) (2.13) 
and in 
Q {a: I 27 -fi I < 5% u {z: 1 z 1 < E2}, (2.14) 
where 
(2.15) 
Butforl<k<m,m+l<j, 
I KM I2 = I(~-‘% I2 = 1 5 7kZKZ5 Ia, 
14 
< f / TkZ I2 f 1 KZ3 I2 
Z=l 1-l 
(2.16) 
< to2 2 I Kz, Ia- 
kl 
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Thus combining (2.11) and (2.16) gives 
i&k2 < 2mto2 C 1 1 Ktj I2 = rm2, 
j=m+1 Z=l 
1 < k < m, (2.17) 
and, similarly, 
m  na 
73’ < 2mt,,2 ,J+, zl I &z I2 = sm2, 1 G j G m- 
Finally, we note that 
= i=;+l j $+1 I & I2 + f i! NC% l2 
i=m+l j-1 
&la+ f 
c 
: 
i=m+1 'al 
671 
(2.18) 
m  2 
SK’ I] 
xztz3 
Lli, 1 
m 
2 
al m 14312 
I=1 Z=l 
r=m+1 Lj=m+l 1=1 J 
< mto2 j+, g1 143 I2 since mto2 > 1 
= sma 
2 - 
(2.19) 
Thus for the q of (2.15) we can take s, . Combining (2.13) (2.14), (2.17), 
(2.18), and (2.19) we obtain the conclusion (2.9) and, similarly, (2.10). 
COROLLARY. In the event that Km is Hermitian we can take t, = 1. 
Proof. This follows, since for T we can take unitary matrix, thus each 
row and column has Euclidean length one and T* = T-l. 
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3. APPLICATION TO ORDINARY DIFFERENTIAL EQUATIONS 
Consider the ordinary differential equation of degree n 3 2: 
L[u] + Au = Y(X) 
on the interval [0, I] with the system of boundary conditions 
(3.1) 
where 
M&4] = A,[u] + B&] = 0, i = 1, 2 ,...) 1z, (3.2) 
and A,[u] are boundary conditions relative to the end point 0 and &[u] are 
relative to the end point 1. Let G(x, 5) be the Green’s function for this 
system. Then, as is well known (see, e.g. [4]), if the system is self adjoint, then 
G is symmetric, G(x, 6) E Cn-2[0, 11, 
D?G(f + (45) - Z-lG(S - 0, t) = $ , 
n 
and (3.1) and (3.2) are equivalent to the integral equation 
44 + X j; ‘3x, 5) 46) d5 = f(x), 
where 
f(x) = j: G@, 5) G9 dt. 
In the event we take the orthonormal set to be 
~--tei(2n/W , /.l = 0, 1, 2 I..., 
we can state the following 
LEMMA 3.1. Let L[u] on [0, Z], n 3 2 with the boumhzry condzhims 
u(j)(o) = u(i)(Z) j = 0, 1, 2 ,..., k, O<k<?z--2 
Aqu] = A&] + Bj[U] = 0, j = k + 1, K + 2,..., It - 1 
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form a selfadjoint system. Let G(x, 4) be the Green’s function for the system 
and let 
g,,(G) = f I’ dt 1’ ds G(s, t) e(z~ilz)(~s-~t). 
0 0 
Then 
where 
I g,,(G)1 d 4-(k+2), P+O 
(3.3) 
with 
and 
V(t) = total variation in s over [O, I] of Dt+lG(s, t) for$xed t. 
Proof. Since 
D,jG(O, t) = D,iG(I, t), j = 0, l,..., k 
we obtain upon integrating by parts that 
g,,(G) = f 11 dt e-zniutlz & [ezri‘@ G(s, t) I:=, - 1: ds e2+fis/z D,G(s, t)] 
But k + 1 < n - 1 and thus D, k+lG(s, t) is of bounded variation for each t 
and thus 
II ’ e2xiusiz D:+lG(s, t) ds 2 V(t) < - 0 P 
see e.g. [II]. Thus the proof is complete. 
We are now in a position to state the general 
THEORRM 4. Let, for G of lemma 3.1, 
g,, = f ,I& sz &G(s, t)e+~(2~lU(@s-vt) 
0 
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and consider the matrix (guy); p, v  = 0, - 1, 1, - 2, 2 ,..., I, where 
1 = - (m - 1)/2 if m is odd and - m/2 if m is even. If  fi , & ,..., fm are the 
eigenvalues of (g,J then the eigenvalues of (3.1) lie in 
where 
with 
il {z : I z - fk ! < rml U {z : I z i < rflJ, 
rm2 = 2mpm2, 
(3.8) 
(3.9) 
,.~~)~~~! B,,, - 
-2m+21 m/z-1 
- 2 c ( v pk+2) 
1 
(3.10) 
v=l 
for m even and 
h-1) 12 
Pm2 = mAa r!$)~~l! Bkft - 2 ;I 1 y  J-~cK+~) 1 (3.11) 
for m odd. B, is the I-th Bernoulli number (B, = 9, B, = $6, B3 = &, 
B, = &, and A is given by (3.3) of L emma 3.1. Moreover, each component of 
(3.8) contains exactly as many eigenvalues as circles, where the eigenvalues and 
circles are counted with their multiplicities. 
Proof. Since (gay) is H ermitian, there exists a unitary matrix T such that 
T*(gJ T = F, 
where F is a diagonal matrix with eigenvalues of (guy) down the diagonal, and 
T* is the Hermitian conjugate of T. Thus we can take to = 1 in Theorem 3. 
Let 
(h} = [$] (- 1p+1, [I] denotes the greatest integer < 1. 
From Theorem 3, we obtain 
But, by Lemma (3.1), 
I m,~,~ I2 < A2W-2(k+2), 
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where A is given by Lemma 3.1. We must now consider the cases where m 
is even and where m is odd. 
Case I (m even). Here we have (m + l} = m/2 and thus 
pm2 < A2 5 5 I{v}~-~(~+~) 
u=m+l u=l 
<mA2 2 
I 
5 IV/- 2(k+2) 
!J=m/2+1 
+ 17 T’k+2’] 
< mA2 2 f I v I-2(k+2) _ 1 3 /-2(k+21 _ 2 mf-l j  v I-2(k+2) 
“=I “=I 1 
-2(k+2) 
where B,,, denotes the (k + 2)-th Bernoulli number. 
Case 2 (m odd). Similarly, we obtain 
m-112 
~‘~~~li B,+, - 2 vz 1 v I-2(k+2) . 1 
Since the radii r, of the circles in Theorem 4 depend only on the order of 
the differential equation and the constant A we give below Table I for r,/A 
for n = 2 and n = 4. 
TABLE I 
m r,,,lA, n = 2 t-,/A, n = 4 
4 1.80793 .366 
6 1.40176 .117 
8 1.18939 .0532 
10 1.053 .02937 
20 .734 .00489 
30 .598 a0175 
40 s17 .000850 
50 .462 a00486 
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