Abstract: Sectoral responses to oil price shocks help determine how these shocks are transmitted through the economy. Textbook treatments of oil price shocks often emphasize negative supply effects on oil importing countries. By contrast, the seminal contribution of Lee and Ni (2002) has shown that almost all U.S. industries experience oil price shocks largely through a reduction in their respective demands. Only industries with very high oil intensities face a supply-driven reduction. In this paper, we re-examine this seminal finding using two additional decades of data. Further, we apply updated empirical methods, including structural factor-augmented vector autoregressions, that take into account how industries are linked among themselves and with the remainder of the macro-economy. Our results confirm the original finding of Lee and Ni that demand effects of oil price shocks dominate in all but a handful of U.S. industries.
Introduction
This paper re-examines the existing evidence on the effects of oil price shocks on U.S. manufacturing industries. Oil price shocks have been historically interpreted as negative supply shocks (e.g. Kim and Loungani 1992 , Rotemberg and Woodford 1996 , Finn 2000 . Since energy is an intermediate input, a rise in the price of oil increases the costs of producing goods and services, thereby reducing supply. Conventional wisdom until the millennium therefore focused on oil price shocks as negative supply shocks. This direct cost mechanism was expected to prevail in the aggregate economy as well as at the industry-level.
In a seminal article, Lee and Ni (2002) 1 discovered that industry responses to oil price shocks did not generally conform to the conventional wisdom. Supply effects were dominant only in a limited number of industries with very high shares on energy costs (petroleum refineries, chemicals). Most of the other industries, including the automobile industry, experienced oil price shocks primarily through demand channels. It was the energy share in production that largely determined if an industry experienced oil price shocks as net demand shocks, rather than net supply shocks. Their formal econometric assessment of the relative importance of the supply and demand effects of oil price shocks relied on the joint dynamics of industry output and prices. Interestingly, the inference from the econometric models was corroborated by the narrative accounts expressed by industry experts in trade journals during the oil crises of 1973-74 and 1978-81. Since then, the literature has documented the importance of demand channels in the transmission of oil price shocks. A reduction in demand can be caused by a terms of trade shock that reduces the disposable income of consumers in the oil importing economy (e.g. Kilian (2008 ), Hamilton (2009 , Edelstein and Kilian (2009) ), a fall in the demand for final goods that are energy-intensive in consumption (e.g. Wei (2013) ), a change in the composition of demand (e.g. Ramey and Vine (2011) ), increased uncertainty about future oil prices (e.g. Bernanke (1983) , Elder and Serletis (2010) ) and endogenous monetary policy responses to oil price shocks (e.g. Bernanke et al. (1997) , Leduc and Sill (2004) ). In addition, industry supply and demand can be affected by sectoral shifts and costly factor reallocation (e.g. Hamilton (1988) , Davis and Haltiwanger (2001) ).
The results of LN have enhanced the economic profession's understanding of the transmission of oil price shocks, particularly in the U.S. economy. The influence of this seminal finding is evidenced 1 We will denote Lee and Ni (2002) by LN thereafter. by the 442 citations it has received in Google Scholar at the time of writing this article. At the same time, the Journal of Monetary Economics, where the article was originally published, claims 161 citations in published articles. However, there are several reasons to believe that the relative strengths of supply and demand effects may have changed since 1997, the end of the LN's data sample. First, improvements in energy efficiency in production technologies have likely weakened the input cost effects of oil price shocks. Second, the U.S. dependence on the imported oil has fallen, suggesting that the degree to which global oil prices show up as terms of trade shocks may have diminished. Third, reduced energy-intensities of consumer durable goods may have lowered oil price demand elasticities of those goods. Fourth, the extent to which monetary authorities react to oil price shocks may have changed. Finally, the structure of U.S. industrial production and the nature of interindustry relations have evolved over time. For example, shale oil extraction technology requires lower adjustment cost in changing the flow of production or investment than conventional oil.
Given the reasons above, it is worthwhile to re-examine the original findings of LN to see whether the pattern of industry responses to oil price shocks still holds, and whether there are substantive differences in the strengths of the demand and supply effects of oil price shocks across different industries and across time. We therefore (i) replicate the method of LN, (ii) extend it to a more recent sample and (iii) supplement their approach with an alternative empirical framework.
The econometric results of LN are based on structural vector autoregression (SVAR) models.
For each industry, a separate model is set as a block-recursive structural VAR in which industryspecific output and price are added to a common macroeconomic block. The model identifies industry effects of oil price shocks, controlling for the effects of other macroeconomic shocks. The approach of LN is able to offer some insights on contemporaneous effects of oil price shocks on industry demand and supply in a large number of industries.
A possible limitation of the original LN's approach was to assess effects of oil price shocks on one industry at a time. Even though interindustry connections were one of the motivating factors for LN's analysis, it was "not feasible to incorporate all industries in one model" (LN, p. 831) with the econometric methods of the late 1990s. We address this limitation by using factor-augmented vector autoregression (FAVAR) models.
Our FAVAR models combine all industry variables in a single common block and estimate factors that determine industry comovement. It is well known that the behavior of U.S. industries is rather synchronized over the business cycle (e.g. Christiano and Fitzerald (1998) ). If the common industry dynamics are important, then the estimated impulses responses from the SVAR models of LN will be consistent but biased. The FAVAR framework can further be extended to consider a large set of macroeconomic indicators. This property resolves a problem of choosing the most relevant macro-variables. In addition, it also allows us to comment on the origin of demand effects.
Our key identifying assumption, which is also consistent with that in LN, is that oil price changes are predetermined with respect to the U.S. macroeconomy at monthly frequency. This assumption is maintained in all empirical specifications of the paper. It implies that oil price shocks drive innovations to the oil price, while other shocks can influence the oil price with a delay of a month. The assumption of oil price being predetermined has been widely used in both empirical and theoretical work (e.g. Rotemberg and Woodford (1996) , Edelstein and Kilian (2007) , Blanchard and Gali (2007) , Blanchard and Riggi (2013) ). More importantly, it has some empirical support. For example, Hamilton (1983 Hamilton ( , 1985 argues that the historical behaviour of the crude oil price prior to the 1980s was explained by events exogenous to the U.S. economy. Kilian and Vega (2011) formally test the hypothesis of oil price predetermination and find no convincing evidence of feedback from U.S. macro-variables to monthly innovations in energy prices.
Overall, our results support the original findings of LN even with the updated sample, a new econometric framework and alternative oil price measures. Reductions in demand remain the key transmission mechanism via which oil price shocks affect U.S. manufacturing industries. Supply effects dominate only in the industries with very high energy costs.
The rest of the paper is organized as follows. Section 2 reviews our empirical framework. Section 3 describes the data. Section 4 presents the replication results from the SVAR models. Section 5 discusses the results from several FAVAR specifications. Section 6 concludes.
The empirical framework
A starting point of the analysis is a reduced-form VAR with N variables Y t ,
The N -dimensional vector c has constant terms. B (L) is a matrix of polynomials of the lag operator L. The vector of error terms ε t has a zero mean and the variance-covariance matrix Ω. Elements of Y t are partitioned into two subvectors Y 1t and Y 2t with dimensions N 1 and N 2 .
The SVAR and FAVAR approaches differ in their choice of the variables, as explained below.
Identification of oil price shocks is based on a structural representation
where A 0 is an invertible N ×N matrix. The structural shocks u t are orthogonal to each other, with the unitary variance matrix. This section summarizes the restrictions imposed on A 0 and discusses identification and estimation of SVAR and FAVAR models. The key identification assumption is that the oil price is predetermined with respect to current changes in the U.S. economy.
The SVAR approach of LN
LN propose a non-recursive identification strategy that fully identifies structural shocks. In their model, a set of Y 1t macro-variables includes a money stock measure, a short-term interest rate, an aggregate price index, a long-term interest rate, industrial production and an oil price measure (N 1 = 6). The vector Y 2t consists of industry-specific output and price measures (N 2 = 2). There are N 2 elements in the matrix A 0 , but only N (N + 1) /2 independent moments in the variancecovariance matrix Ω. Since A −1 0 A 0 = Ω, the full identification of the structural shocks requires at least N (N − 1) /2 restrictions on A 0 . For identification purposes, the matrix A 0 and the structural shocks u t are partitioned into the macro and industry elements, as in
where the identity matrices I 1 and I 2 have dimensions N 1 × N 1 and N 2 × N 2 . The restrictions are chosen as follows.
First, the oil price is assumed to be predetermined with respect to U.S. macroeconomic and industry-specific variables within a month. This means that the only non-zero element in the oil price equation in the matrix A 0 corresponds to the oil price shock. The oil price, however, is allowed to respond to other U.S. macro-shocks in the following months.
As mentioned early, the assumption that oil price changes are predetermined is supported by the results of Kilian and Vega (2011) . It is worthwhile to note that LN do not identify the origin of oil price shocks. Dynamic responses of economic variables to oil price shocks are known to differ depending on whether oil price changes are triggered by supply shocks or by demand shocks in energy markets (e.g. Kilian 2009 ). However, incorporating global energy markets into the structural model of LN is not straightforward, and we do not attempt to do so. Our identified oil price shocks thus reflect the influence of the unknown composition of supply and demand shocks in energy markets. As in Edelstein and Kilian (2007, 2009) , the impulse responses, reported in LN and in our paper, are best viewed as an average of historical responses to oil price shocks of the different origin over the sample period.
Second, it is assumed that the macro-variables do not respond to industry-specific shocks contemporaneously: A 12 = 0. Further, the lagged effects of the industry shocks on the macro-variables are also excluded by imposing the zero restrictions B 12 (L) = 0. The block-recursive structure of B (L) is not critical for identification. However, combined with the assumption on A 12 , it enables the estimation of all macro-block parameters (c 1 , B 11 , Ω 11 and A 11 ) independently from the industry data. As a result, the identified macroeconomic shocks remain the same across the VAR models for different industries (see section 4.1 in LN for details). We have found that the block-recursive restrictions on B 12 were supported by likelihood ratio tests in all but one case. Even in that exceptional case, the estimated covariance of macro-variables Ω 11 was not substantially altered by the presence of the industry-specific variables. 2
Third, identification of other macroeconomic shocks relies on the "information-based" approach, developed by Sims (1994) , Gordon and Leeper (1994) and Sims and Zha (2006) . LN hypothesize that the macro-block is driven by the structural shocks in money demand, money supply, price setting, bond yield and aggregate demand, in addition to oil price shocks. The shocks are identified via exclusion restrictions imposed on A 11 . This matrix determines the relationship between the structural shocks u 1t and the residuals ε 1t from (1). The exclusion restrictions correspond to the views that (i) the money supply does not respond to current output and the price level, due to the publication lag for these series; (ii) the money demand is determined by the level of prices, aggregate income and short-term interest rates; (iii) the goods market does not react to current money disturbances, and (iv) long bond rates reflect the term structure of interest rates and react quickly to any new information. These structural equations are detailed in section 4.2 in LN.
Overall, the non recursive identification strategy of LN imposes 16 zero restrictions on the elements of the A 11 matrix. The model has one overidentification restriction. The 20 parameters of A 11 are estimated with the maximum likelihood method from the 21 independent moments of the OLS-based estimateΩ 11 . In addition, macroeconomic theory gives guidance for the signs of 17 elements of A 11 . While the sign restrictions are not used in the estimation, they are nevertheless useful for detecting any major flaws with identification.
The final set of restrictions applies to A 21 ε 1t +A 22 ε 2t = u 2t , i.e., the two equations with industry variables. Conditional on the macro-variables, the residuals of the output and price equations in the reduced-form VAR y i and p i are related to the structural shocks u yi and u pi as
where the coefficients c kl represent the corresponding elements of A 21 and A 22 . These equations correspond to the equations (9) and (10) in LN.
Equations (4) and (5) A classification of equations (4) and (5) Following LN, we also tried two separate exclusion restrictions for the off-diagonal elements of A 22 for the shorter replication sample. The restriction c 28 = 0 implied that output in (4) was perfectly price inelastic. The restriction c 35 = 0 assumed that output in (5) was perfectly price elastic. We found that the estimates of the matrix A 21 as well as the industry responses to the oil price shocks were not materially affected by the different industry identification assumptions.
The FAVAR approach
A FAVAR model augments the VAR model (1) with a dynamic factor model. The model postulates the existence of K unobservable factors F t that drive comovement of M economic variables X t ,
where Λ is an M × K matrix of factor loadings. The M × 1 vector of error terms e t has mean zero and satisfy the cross-correlation restrictions defined in Stock and Watson (2002) . The factors can be viewed as capturing the influence of unobserved shocks, common to all the variables in X t .
Error terms reflect idiosyncratic shocks. or 'supply-side drivers.' In this context, a large FAVAR data set is more likely to adequately capture these economic concepts. Fourth, analyzing a large data set simultaneously can also help understand the transmission of oil price shocks. Finally, the factor block of the macro-variables in Bernanke et al. (2005) is shown to capture well the information about U.S. real activity and prices.
We estimate the FAVAR model, defined by (1) and (6), following a two-step procedure of Bernanke et al. (2005) . During the first step, factors in (6) In the second step, the factors are put into the factor-augmented VAR (1). We identify oil price shocks recursively, by placing the oil price measure first in the VAR. As noted earlier, this assumption implies that innovations in the oil prices are not affected contemporaneously by innovations in any other variable. The VARs include a constant and 12 lags of the endogenous variables. The estimated factors are "generated regressors." The uncertainty in the factor estimation is taken into account in computing the bootstrap confidence intervals. 5
The principal components are estimated from stationary data, so all series in the factor blocks are transformed to induce stationarity. Industry output and price series enter in log-differences, demeaned and normalized by their standard deviations. The other variables and their transformations are listed in Appendix 1 of Bernanke et al. (2005) . For comparability with the SVAR analysis, we recover and report the impulse responses of the log-levels of industry series. The benchmark oil price variable is the net oil price increase (NOI) of Hamilton (1999) , as in LN. The measure is defined as the percentage change of the oil price over the maximum value of the preceding year if the price of the current month exceeds the previous year's maximum, and zero otherwise. 6 The oil price series selected for the construction of the NOI is refiners' acquisition cost of crude oil (composite) after 1974:1 and the producer price index (PPI) for crude petroleum, adjusted for the effects of the price controls in the 1970s, as in Mork (1989) , which we denote as RAC. 7 For robustness, we also use three alternative oil price variables: (i) the RAC series, (ii) the RAC series adjusted by the PPI for all commodities (RACR), and (iii) the WTI series, equal to the West Texas Intermediate spot oil price until 2013:7 and Cushing WTI spot price after.
The macro-blocks in the SVAR model of LN and in the IND-FAVAR model include the M2 money stock, the 3-month treasury bill rate, the Consumer Price Index (CPI), the interest rates on 10-year treasury notes, industrial production (IP) and an oil price variable. All data are seasonally adjusted. The original data set of LN is not available. Given that macro-variables go through revisions (e.g. Kozicki (2004)), we use historical data for M2, CPI and IP that were available in January 1999 to replicate the results for the macro-block. The macroeconomic series in the FULL-FAVAR model are the same as in Bernanke et al. (2005) .
LN selected 14 manufacturing industries with different oil-intensities. Partly due to a switch from the Standard Industry Classification (SIC) system to the North American Industry Classification System (NAICS), industry-level data prior to 1972 are no longer available on a consistent basis.
Thus, our industry matching has been hindered by a number of definitional, classificational and statistical changes. In particular, we were unable to find the exact NAICS match for the electronic machinery and office and computing machines industries. These industries were substituted with electrical equipment except appliances and computer and peripheral equipment. Table 1 summarizes the concordance between LN's and NAICS industries. The order of the industries here and in 6 LN divide the measure by 100, to avoid large discrepancies in the scales of the estimated structural parameters. 7 The use of Ramey-Vine (2011)'s full cost of gasoline instead of NOI had minimal effects on our results.
the rest of the paper follows that in LN, by decreasing total oil and gas costs. Notes: Direct and total costs correspond to direct and total requirements for the products produced by the NAICS industries 211000, 324110, 324121 and 324122 in industry production costs. The calculations are based on the detailed Industry-by-Commodity Direct and Total Requirement tables from 2016 Survey of Current Business. The order of the industries follows Lee and Ni (2002) . Industries with the superscripts A and B do not have direct NAICS equivalents. Table 1 also reports two indicators of oil-intensity of production. Direct combined costs of oil and natural gas correspond to the dollar amount spent by an industry on oil and gas products to produce a dollar of the industry's output. The total costs represent the sum of direct and indirect purchases of oil and natural gas to produce a dollar of industry's output. For example, total requirements of oil and gas for automobile production include energy costs to produce the aluminum, which was used in the production of the car's engine and frame. 
Replication results
This section discusses our best attempt to replicate the findings of LN. We were rather successful in reproducing their results for the macro-block of the identified SVAR. In replicating the industry results, we faced a challenge of data availability. As explained in the previous section, our data differed in the time coverage and industry compositions. Our estimated patterns of industry responses to oil price shocks were not completely identical to that in the original study of LN. Yet, we confirm their main conclusions: reduction in supply has consistently dominated the industry adjustment to positive oil price shocks only in highly oil-intensive industries, while reduction in demand has historically played an important role in explaining the effects of the oil shocks in the majority of the industries.
The macro-block from the non-recursive SVAR
In replicating the results of LN for the six macroeconomic variables, we first analyze the parameter estimates for the variance-covariance matrix of the VAR residualsΩ 11 and the structural matrixÂ 11 .
Similar to LN, all VAR models include a constant and 12 lags of the endogenous variables. The confidence intervals are computed using the bootstrap-after-bootstrap method of Kilian (1998) .
We reproduce LN's estimates of the macro-block parameters in Tables 2 and 3 , and report our replication of these statistics with the 1999-vintage data and the same sample period. We then focus on the effects oil price shocks on IP. Since monetary policy shocks are not central to our analysis, we delegate the discussion of these shocks to the Appendix. Overall, we are able to closely match the estimates of the macro-block. Notes: The diagonal elements correspond to the variances of the reduced-form residuals from the VAR with six macro-variables. The off-diagonal elements are the correlation coefficients.
The size and the signs of the variances and correlations in Table 2 are comparable to each other, except for the variance of the CPI residuals. 8 Table 3 summarizes the estimates of the structural macro-block parameters in a matrix form. As in LN, the signs of all coefficients are consistent with prior economic theory predictions. Although the coefficients in panel B are less precisely estimated than in panel A, the magnitude of the estimates is similar in most cases. 9 Our standard errors are bootstrap-based, which may explain the differences with LN's estimates. 
The industry results from the non-recursive SVAR
The key novelty of LN was to document the relative importance of supply and demand effects of oil price shocks in U.S. industries. The structural identification of equations (4) and (5) Table 4 records peak output and price responses, while Table 5 describes the pattern of industry effects of oil price shocks.
Oil price shocks affect industries differently through various supply and demand channels. For example, higher production costs, reduced discretionary income of consumers, increased uncertainty about the future path of oil prices, monetary policy tightening in anticipation of higher prices, in the aftermath of the oil price shock will all have negative effects on industry's production. However, it is also possible for an industry to experience positive supply and demand effects. Industry supply can increase if the higher energy costs are offset by inflows of labor and capital. Demand effects may be positive for industries that produce energy-efficient products. Table 7 in Lee and Ni (2002) . "+" and "-" denote positive and negative responses. Our results in Figure 2 and Table 4 corroborate the evidence of LN that oil price shocks tend to reduce industrial production. 10 The impulse responses of output in the shorter sample have many similarities with the results of LN, despite the differences in the industry data composition and periods. Output dynamics are relatively synchronized across most of the industries. With an exception of motor vehicles and parts, output responses are typically small and often insignificant for about ten months. Inventory buildups likely act as an initial shock absorber, explaining a delay in these responses. As the industry adjusts, production declines and reaches its trough some time between 13 to 18 months. The negative effects of oil price shocks on production are transitory, and output usually recovers by the end of the second year. In the full sample, however, the effects on oil price shocks become more persistent (except in the apparel industry).
The responses of producer prices to oil prices shocks can signal the relative strengths of supply and demand effects. LN rely on the peak responses to identify the type of oil price shock effects on 10 The peak effect of ouput is positive only in the apparel industry in the full sample. each industry. According to their classification, the dominant effect is on the supply side if output and price move in the opposite direction. The dominant effect is on the demand side if output and price move in the same direction. In the case when the positive and negative peak responses are of comparable magnitudes, the effects are mixed.
In contrast to output responses, price responses to oil price shocks tend to be more heterogeneous across the time periods and industries. This heterogeneity may arise when the strength of supply and demand channels varies across industries. It may also reflect changes in the underlying causes of oil price shocks. Since we do not identify supply and demand shocks in the global oil market, our oil price shocks can be viewed as an unknown combination of such shocks. However, we do find important differences for the final goods industries 11 in the shorter sample.
The initial significant price decline in those industries, within the first four months of the oil price shock, is followed by the price increase. The price typically peaks around the fifteen months mark, after which the effects of the shock dissipate. Thus, in contrast to LN, we find that supply effects of oil price shocks for the furniture, household appliances and motor vehicles and parts industries were as equally important as supply effects in the shorter sample .
Demand effects of oil price shocks become more evident in the full sample. There are no doublepeaked price responses, and producer prices fall significantly in ten out of fourteen industries.
Only three energy-intensive industries (petroleum refineries, chemicals and nonferrous metals), experience oil price shocks as negative supply shocks. This conclusion supports the statistical as well as narrative evidence presented by LN based on econometric models and trade journals.
The impulse responses are based on the estimates of the structural parameters in A 0 and VAR coefficients. Table 6 in LN reports the parameter estimates of the contemporaneous effects of oil price shocks on U.S. industries. Due to a large number of the coefficients, we reproduce this table along with our parameter estimates in the Appendix. Instead, we highlight two main results here.
First, similar to LN, we find that the coefficients c 28 and c 35 are rather small. As discussed in section 2.1, the signs of these coefficients determine the identification of (4) and (5) as supply and demand. The parameter estimates imply one of the two possibilities: (i) the industry demand curve is nearly vertical and supply curve is nearly horizontal; (ii) the industry demand curve is nearly horizontal and supply curve is nearly vertical. Second, the implied contemporaneous output and price elasticities with respect to oil price shocks are rather small and often insignificant. This property can also be seen from the impact responses on Figure 2 .
Extensions
In this section, we first focus on the industry effects of oil price shocks estimated with the FAVAR models. These models take inter-industry connections into account and provide additional insights on the oil price shock transmission. We next evaluate if the pattern of industry output and price responses to oil price shocks is robust to the use of alternative oil price measures. We conclude the section with a discussion of different demand effects of oil price shocks.
Results from the FAVAR models
One advantage of the FAVAR framework is its ability to take into account industry interactions. If such interactions are important in explaining industry responses to oil price shocks, then the SVAR results from Section 4 will be consistent but biased.
We find that the common industry factors do contain additional information, relative to industry- An increase in the price of oil generally has a negative impact on industrial production, with the peak response occurring some time between fifteen to twenty months. Price responses exhibit even a larger degree of synchronization. Higher oil prices increase producer prices only in the four energy-intensive industries (petroleum refineries, chemicals, iron and steel and nonferrous metals).
In all other industries, prices fall quickly and remain low for about a year after the shock. We report the impulses responses and the confidence intervals for both models, in comparison with the SVAR, in the Appendix. Taken together, our FAVAR results confirm the findings of LN that oil price shocks have dominant demand effects in most of the U.S. manufacturing industries (see Table 5 ).
The impact of alternative oil prices
The net oil price increase (NOI) measure is a non-linear transformation of the oil price. It has been put forward to capture three distinct ideas. First, firms and consumers respond only to large increases in the price of oil. Second, they do not respond to net decreases in the price of oil, and hence the net decreases can be omitted from the model. Put differently, the economic responses to oil price shocks are asymmetric. Finally, the transformation presumes that it is the nominal, rather than the real price of oil, that matters for the transmission of oil price shocks.
The net oil price increase is based on behavioral arguments, and is not derived explicitly from theoretical models. Further, the evidence on asymmetric effects of oil price shocks is mixed. A number of authors confirm this property (e.g. Mork (1989) ; Hamilton (2003); Davis and Haltiwanger (2001) , Herrera et al. (2011) ), while others reject (e.g. Kilian and Vigfusson (2011 and 2013) ). In this section, we evaluate the robustness of the industry patterns to the use of alternative oil prices. To this end, we re-estimate the FULL-FAVAR model with three oil price measures and the full data sample.
The first two measures, RAC and the WTI spot prices, are expressed in current dollars. Despite large similarities, these two series reflect changes in the costs of energy to a different degree. We expect that fluctuations in the spot price may be less relevant for firms' production decisions, due to the existence of contracts with energy providers and hedging options. The choice of the last measure, RACR, is motivated by predictions of economic theory that firms' responses to changes in the real and nominal costs of energy may be different. Finally, the models with nominal and real oil prices exhibit some disagreement related to the strengths of the supply and demand effects in the paper, rubber and plastic, lumber and nonferrous metals industries. These industries produce largely intermediate goods and have above average energy cost shares. Identifying changes in those industries as largely supply or demand-driven is particularly difficult. The inference is sensitive to the method used as well as to the sample periods.
Interestingly, LN also report mixed prices effects, and find evidence for reduction in both supply and demand.
Discussion and implications
Output responses to oil price shocks follow a very similar pattern across industries and mimic the path of total IP. Production declines with a delay of about ten months but recovers relatively quickly (typically by the end of the second year). The analysis of the industry price dynamics reveals that the reduction in production after an oil price shock is often triggered by negative demand rather than negative supply effects. In this subsection, we explore the data structure of the FULL-FAVAR model to obtain some insights on the origin of the negative demand effects.
The discretionary income effect is viewed as the main transmission channel of oil price shocks by policy-makers and oil experts (e.g. Edelstein and Kilian (2009 ), Hamilton (2009 ), Yellen (2011 , 2015 ). Baumeister and Killian (2016) explain that oil price shocks are terms of trade shocks that alter domestic spending in the U.S. economy. An increase in the price of oil leads to higher prices of gasoline. Since the demand for gasoline is price inelastic, a positive oil price shock acts like an unanticipated tax for consumers. This "oil tax" is repatriated outside the U.S., the net oil importer, rather than re-circulated within the economy. A positive shock to oil prices thus reduces consumers' real disposable income, leading to a fall in consumption.
The discretionary income effect of oil price shocks on private consumption is a negative demand shock for final goods producers, such as motor vehicles and electronic products. Our results suggest that not only industries producing final products but also producers of intermediate goods may
experience negative demand effects (e.g. lumber, iron and steel) . The discretionary channel alone will not be sufficient to explain reduced demand for intermediate products.
Interindustry input-output connections, emphasized by LN, provide a possible explanation for why a fall in demand for final goods is passed to intermediate goods producers. Narrative accounts of industry experts expressed in trade journals and reported by LN provide concrete examples. For instance, demand for steel and nonferrous metals plummeted after a sharp decline in demand for automobiles during the two oil crises.
Additional negative demand effects have been proposed in the literature. First, oil price shocks can reduce demand for final goods that are complementary to energy consumption (Wei (2013) ).
Second, changes in the composition of industry demand can adversely affect the industry in total (Ramey and Vine (2011) ) Third, uncertainty about future price of oil is likely to lead firms and consumers to postpone major purchases, thereby reducing industry demand (Bernanke (1983) , Elder and Serletis (2010) ). Finally, negative demand effects may be triggered by monetary policy tightening, put in place in anticipation of future inflation (e.g. Bernanke et al. (1997) , Leduc and Sill (2004) 
Conclusion
This paper analyzed the dynamic effects of oil price shocks on U.S. industries. Identification of the effects of oil price shocks on industry-level output and price was based on two econometric approaches. The first approach closely followed the work of Lee and Ni (2002) . For the replication purposes, we estimated a series of fully identified SVAR models, focusing on one industry at a time.
The second approach was based on a FAVAR framework. FAVAR models combined all industry variables in a single common block and isolated economic dynamics via common factors. Economic agents typically consider a wide range of economic and financial variables when taking a decision.
Sparse VAR miss this rich set of interlinkages between variables that underlie agents decisions. In our context, the inter-industry dependence as well as dependence on a number of different economic concepts, such as the status of the labour market or credit availability, were missing in a sparse Lee and Ni (2002) . As in many other VAR models, the effects of the policy shock accumulate gradually, with the maximal impact at around 18 months. The estimated responses are significant during a very short period. Since the confidence bands were not reported in LN, it is hard to say whether they experienced the same problem.
The middle and the right panels report the estimates for the two periods that we use for replicating industry results. In both cases, the estimated response for the LN's sample is represented by the red lines with stars. The model predicts smaller but more precisely estimated effects of monetary policy shocks on industrial production for the 1972:1-1997:9 sample. The predicted effects are even less significant in the full sample. However, this sample, from 1972:1 to 2017:2, encompasses the Great Recession and a prolonged period of unconventional monetary policy.
The most important point to note is that possible differences in the estimated coefficients and effects of monetary policy shocks do not have an effect on the results related to oil price shocks. Table 6 in Lee and Ni (2002) and reports our estimates of the same structural parameters. Notes: Industry equations (9) and (10) are classified as demand or supply, depending of the signs of the estimated output and price coefficients, as explained in Lee and Ni (2002) . For each industry, the first two rows are from Table 6 of Lee and Ni (2002) . The subscripts A and B denote the electronic machinery and office and computing machines industries in LN (2002) . The RAC price is equal to refiners' acquisition cost of crude oil (composite) after 1974:1 and to the producer price index (PPI) for crude petroleum, adjusted for the effects of the price controls in the 1970s, as in Mork (1989) . The RACR measure is the RAC series adjusted by the PPI for all commodities. The WTI series, equal to the West Texas Intermediate spot oil price until 2013:7
A.2 Industry-level estimates of the SVAR model
and Cushing WTI spot price after. 
