This investigation employs a square lattice and Glauber dynamics methodology to probe the effects of diluteness in the crystal-field interaction in a Blume-Capel Ising system under an oscillating magnetic-field. Fourteen different phase diagrams have been observed in temperature-magnetic-field space as the concentration of the crystal-field interactions is varied. Besides, a comparison is given with the results of the pure spin-1 Ising systems.
Introduction
Ising spin-1 systems, with density as an added degree of freedom, have been utilizied to investigate a diverse range of systems: materials with mobile defects, structural glasses [1] , the superfluid transition in He 3 − He 4 mixtures [2] , frustrated Ising lattice gas systems [3] , binary fluids, binary alloys and frustrated percolation [4] . Recently, Blume-Capel (BC) [6] and Blume-EmeryGriffiths (BEG) models have been used to probe the phenomenon of inverse melting, a phenomena observed in diverse class of systems such as colloids, polymers, miscelles, etc [5] .
On the other hand, it is well known that the effects upon criticality and resulting phase diagrams, due to underlying competing interactions in various spin-1 Ising systems can be complicated. Since then, many previous investigations have been focused on various novel types of competing interactions have been the focus of previous studies using the BEG model in conjunction with renormalization-group [7, 8, 9, 10] and/or mean-field methodologies [11, 12, 13] .
Besides, effects of disorder on magnetic systems have been systematically studied, not only for theoretical interests but also for the identifications with experimental realizations [14, 15, 16] . It has been shown by renormalization group arguments that first-order transitions are replaced by continuous transition, consequently tricritical points and critical end points are depressed in temperature, and a finite amount of disorder will suppress them [17] .
An special magnetic system with disorder is spin-1 Ising model with quenched diluted single ion anisotropy is used to model phase separations of superfluidity for helium mixtures in aerogel [18, 19] . Due to this fact, various researchers have been motivated to study the effect of the crystal field disorder on the multicritical phase diagram of BC model via effective field theory [20] and mean field approach [21, 22] ,cluster variation method [23] , as well as by introducing an external random field [24] . Whereas, Branco et al. considered the effects of random crystal fields using real-space RG [8, 9] and mean-field ap-proximations [9, 25] for both BC and BEG model Hamiltonians, respectively.
Recently, Snowman has employed a hierarchical lattice and renormalizationgroup methodology to probe the effects of competing crystal-field interactions in a BC model [26] . Finally, Salmon and Tapia have studied the multicritical behavior of the BC model with infinite-range interactions by introducing quenched disorder in the crystal field ∆ i , which is represented by a superposition of two Gaussian distributions [27] .
While the equilibrium properties of the BC model with random single ion anisotropy have been studied extensively, as far as we know, the kinetic aspects of the model have not been investigated via Glauber dynamics. Therefore, the purpose of the present paper is, to present a study of the kinetics of the spin-1 BC model with a quenched two valued random crystal field in the presence of a time-dependent oscillating external magnetic field. We make use of Glaubertype stochastic dynamics to represent the time evolution of the system [28] . found by Keskin and co-workers [30] .
Meanwhile, it is worthwhile to stress that the DPT was first found in the study of the kinetic Ising system in an oscillating field [32] , and it was followed by Monte Carlo simulation researches of kinetic Ising models [33, 34] .
Further, Tutu and Fujiwara [35] represented a systematic method for obtaining the phase diagrams in DPTs, and constructed a general theory of DPTs near the transition point based on a mean-field description, such as Landau ′ s 4 general treatment of the equilibrium phase transitions. DPT may also have been observed experimentally in ultrathin Co films on Cu(001) [36] by means of the surface magneto-optic Kerr effect and in ferroic systems (ferromagnets, ferroelectrics and ferroelastics) with pinned domain walls [39] and ultra-thin [Co/P t] 3 multilayer [37] . In addition, reviews of earlier research on the DPT and related phenomena are found in Ref [34] .
The paper is organized as follows: In Sec.2, we discuss the kinetic BC model with single ion isotropy briefly. Moreover, the derivation of the mean-field dynamic equations of motion is given by using a master equation formalism in the presence of an oscillating external magnetic field is also given in Sec.2.
In Sec.3, the DPT points are calculated and the phase diagrams presented.
Finally, Sec.4 represents the summary and conclusions.
DYNAMICAL EQUATIONS FOR THE MEAN VALUES
The generalization of the kinetic BC model for a quenched random crystal field is given by the Hamiltonian,
where the spin variables S i = 0, ±1 on a square lattice. The first and the second sums are over nearest neighbor pairs. The exchange interaction with strength J > 0 is responsible for the ferromagnetic ordering, while the random single ion anisotropy ∆ i is given by the following joint probability density:
Finally, H is a time-dependent external oscillating magnetic field and given by,
here H 0 and ω = 2πν denote the amplitude and the angular frequency of the oscillating field respectively.
When we put this system in contact with a heat reservoir at temperature T, the spin variables S i can be considered as stochastic functions of time. The system evolves according to a Glauber-type stochastic process at a rate of 
where β = 1 kT and τ defines a time scale (characteristic mean time interval for one spin flip), and
give the changes in the energy of the system in the case of flipping of the i th spin in the lattice. If we define P (S 1 , S 2 , ..., S N ; t) as the probability that the system has the configuration {S 1 , S 2 , ..., S N }, at time t. Making use of master equation formalism [28] , one can write the time derivative of P (S 1 , S 2 , ..., S N ; t)
as,
The detailed balance condition reads,
In addition, substituting the possible values of S i new and S i old , one obtains:
,
where δ = J j S j + H. At this point one can notice that w i (S i old → S i new )
does not depend on the value S i old , we can write w i (S i old → S i new ) = w i (S i new ), then the master equation becomes:
On the other hand, the sum of probabilities is normalized to one so that by multiplying both sides of Eq. (9) by S p and taking the average, one obtains,
Finally, after integration over the distribution of P (∆ i ) and making use of mean field approximation, the kinetic equation of the magnetization becomes,
where ξ = ωt, m = S , T = (βzJ) −1 , d = ∆/zJ, h = H 0 /zJ . In these equations the variable Ω was defined as the ratio between the external field frequency ω and the frequency of spin flipping (f = 1/τ ), i.e., Ω = ωτ = ω/f . Here we consider a cooperatively interacting many-body system, driven by an oscillating external perturbation, an oscillating magnetic field so that the thermodynamic response of the system, the magnetization, will then also oscillate with necessary modifications in its form [34] . Moreover, the time dependence of magnetization can be one of two types according to whether they have or do not have the property:
A solution that satisfies Eq. (12) is called symmetric solution; it corresponds to a paramagnetic (P) phase. In this solution, the magnetization m(ζ) oscillates around the zero value and is delayed with respect to the external field.
Solutions of the second type, which do not satisfy Eq. (12), are called nonsymmetric solutions; they correspond to a ferromagnetic (F) phase. In this case, the magnetization does not follow the external magnetic field any more, but, instead, oscillates around a nonzero value. Eq. (11) we can see three different solutions: F,P and coexistence of F and P (F+P).
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In Fig.1(a) , only the symmetric solution is always obtained, and, hence, we have a paramagnetic (P) solution; but, in Fig.1(b) , only the nonsymmetric solutions are found, and we, therefore, have a ferromagnetic (F) solution. One can observe from these figures that these solutions do not depend on the initial values. On the other hand, in Fig.1(c) , both the F and P phases exist in the system this case corresponds to the coexistence solution (F + P). As can be seen in Fig.1(c) explicitly, the solutions depend on the initial values.
DYNAMIC PHASE TRANSITION POINTS AND PHASE DI-AGRAMS
In order to obtain the dynamic phase boundaries between three phases or regions in that are given Figs.1(a) -(c), one should calculate the DPT points.
The DPT points are obtained by investigating the behavior of the average magnetization in a period as a function of the reduced temperature.
Here m(ξ) is a stable and periodical function. In general our solution stabilizes after 6000 periods. In this manner, ξ 0 can take any value after this arrows denote the transition temperatures. In Fig.2(a) , we give the case for h = 0.70, p = 0.50. In this case, the system represents re-entrance with two sequential first order phase transitions which take place at T t1 and T t2 . While We can now focus on the phase diagrams of the system. In Figs. 3-5 we represent the calculated mean field dynamical phase diagrams in the (T,h) plane which exhibit the effect of the randomness in the crystal field on the five different phase diagram topologies of the pure kinetic BC model [30] . First in Fig.3(a) This result is consistent with the RG theory predictions given in Ref. [17] . Finally, we should stress that similar phase diagrams were also obtained in the kinetic of the mixed spin- Ising model [32] . The reason that the phase diagram is similar to the one obtained for the kinetic spin- We have found that the behavior of the system strongly depends on the values of random crystal field or random single-ion anisotropy. For all (p) and positive values of reduced crystal field (d) the system behaves as the standard kinetic Ising model [32] , and also kinetic mixed Ising spin-(1/2,1) model [29] .
We have observed that there exist F+P coexistence and first order dynamical phase transitions in the low temperature and high field regime. Whereas, the dynamical phase transitions turns out to be second order with increasing temperature and decreasing magnetic field. Consequently, it shows that the system exhibits dynamical tricritical point (DTCP). As we have mentioned in detail in the previous section, the introduction of random ion-anisotropy in kinetic 
