ABSTRACT This paper examines the uniform parallel-machine scheduling problem in which the objective aims to minimize the total resource consumption (TRC) with a bounded makespan. A matheuristic is proposed to deal with this strongly NP-hard problem. The performance of the proposed matheuristic is compared with that of the state-of-the-art particle swarm optimization (PSO) meta-heuristic and the lower bound (LB) of TRC on a set of benchmark instances. Computational results show that the proposed matheuristic significantly outperforms the PSO meta-heuristic and its solution is very close to the tight LB. Given the critical need for environmental protection, this paper provides an effective and efficient algorithm for diminishing the gap between the theoretical progress of scheduling and the practical need for environmental protection.
I. INTRODUCTION
The parallel-machine scheduling problem (PMSP) is commonly encountered in the machinery, electronics, textiles, transportation, telecommunications, pharmaceuticals, chemicals and service industries [1] . Since the first relevant study by McNaughton [2] , various PMSPs have attracted continuing interest among researchers. Based on the characteristics of parallel machines, a classical parallel-machine system (PMS) can be categorized as identical, uniform, or unrelated [3] . In an identical PMS, jobs can be processed on any one machine with the same speed factors; in an uniform PMS, jobs can be processed on any one machine with different speed factors, which are in fixed ratios with each other; while in an unrelated PMS, each job can be processed on some specific but not all machines with different speed factors, which are not in fixed ratios with each other. This paper focuses on minimizing the total resource consumption (TRC) with a bounded makespan (i.e., maximum completion time) in a particular uniform parallel-machine scheduling problem (UPMSP).
The uniform PMS typically arises when factories buy new machines but retain slower and older machines. Owing to its academic and industrial importance, the UPMSP has been extensively investigated in recent decades. Regarding the exact methods, Bulfin and Parker [4] made a variety of modifications to uniform and unrelated PMSPs with two processors to minimize the makespan. Their experimental results showed that relatively large problems can always be handled routinely. Panneerselvam and Kanagalingam [5] proposed a mathematical model for solving the UPMSP while minimizing the makespan, and discussed industrial applications of such a scheduling problem. Azizoglu and Kirca [6] presented a branch-and-bound method aiming at minimizing total weighted flow time in the identical PMSP, and extended the algorithm to the UPMSP. Liao and Lin [7] studied the twomachine UPMSP, the objective is to minimize the makespan. They transformed the UPMSP into a special identical PMSP and then proposed an exact algorithm to solve it optimally. In spite of the fact that the proposed exact algorithm had an exponential time complexity, it is guaranteed to obtain the optimal schedules in large test instances within a short computational time. Subsequently, Lin and Liao [8] developed two theorems to minimize the makespan in the UPMSP. They developed an approach with exponential time complexity, incorporating the two theorems, for effectively finding the optimal solution. Lin [9] proposed several linear programming (LP) formulations and heuristic algorithms for solving UPMSPs with identical jobs while minimizing several performance measures. The proposed LP models provided insights into the structures of the studied problems and yielded optimal schedules with a speed and efficiency that were required to satisfy practical requirements.
Zou et al. [10] studied several UPMSPs in which the processing times of jobs increased with their starting times. The objective was to minimize the total load on all machines and the total completion time of all jobs. They showed that these UPMSPs to be solvable in polynomial-time while the increasing rates of processing times were identical for all jobs. Zhang and Luo [11] considered the UPMSP, in which the processing time of a job increased with its starting time and jobs could be rejected via giving penalties. They presented an approximation scheme for minimizing the delivery time of all jobs. In view of the fact that most non-preemptive UPMSPs with more than two machines are strongly NP-hard [1] , finding optimal solutions to large problems, in particular, is a challenge for researchers and practitioners. For practical purposes, most researchers inevitably develop heuristic algorithms trying to find a near-optimum in polynomial time.
Two categories of heuristic algorithms -constructive heuristics and improvement heuristics -exist for solving UPMSPs. With respect to constructive heuristics, Friesen and Langston [12] examined the UPMSP and proved the worst-case bound on the makespan of a multifit heuristic algorithm is within 1.4 times of the optimal solution. Dobson [13] presented a worst-case bound with respect to the makespan of the longest processing time (LPT) rule that is applied to the UPMSP. He derived tight bounds for the ratio of the solution obtained by the LPT rule to the optimum. Friesen [14] further proved that the worst-case bound that was obtained by the LPT rule for solving this problem was in the interval (1.52, 1.67). Chen [15] evaluated the performance of LPT rule for the same problem under different ratios of the fastest speed to the slowest speed of the system, and presented a worst-case analysis. Mireault et al. [16] dealt with the UPMSP to minimize the makespan when sequencing independent tasks on two machines, and computed the maximum relative error of the LPT rule. Burkard and He [17] combined the multifit heuristic with LPT rule in an incumbent algorithm to solve the same problem, and presented a very tight worst-case bound. Koulamas and Kyparisis [18] extended the EDD rule to solve the UPMSP with the objective of minimize the maximum lateness, which can yield a near-optimal solution.
Many improvement heuristics have been proposed to solve the strongly NP-hard UPMSPs more completely and effectively. De and Morton [19] developed an algorithm for solving both identical and uniform PMSPs. Experimental results revealed that the makespan values that were obtained by their heuristics for solving identical and uniform PMSPs are within 1.3% and 5%, respectively, of the best solutions that were obtained using a truncated branchand-bound procedure. Bulfin and Parker [4] presented a heuristic scheme for solving PMSPs with two identical, uniform, and unrelated processors and precedence constraints to minimize the makespan. Their computational experiments revealed that relatively large problems could be handled routinely. Hochbaum and Shmoys [20] used the dual approximation approach to present a family of polynomial approximation scheme to minimize makespan in UPMSPs such that the suboptimal solution had an error relative to the optimum that was less than that obtained by previously developed algorithms. Burkard et al. [21] presented a linear compound algorithm to minimize makespan on twomachine UPMSPs, which had a worst-case bound of 7/6. Panneerselvam and Kanagalingam [5] presented an algorithm for solving the makespan minimization UPMSP with two processors. Koulamas and Kyparisis [22] developed a heuristic for minimizing the makespan in the UPMSP with specified release times, and presented a worst-case bound for the proposed algorithm.
Agarwal et al. [23] proposed 12 combinations of singlepass heuristics in conjunction with augmented-neuralnetwork (AugNN) formulations for solving UPMSPs, in which the objective was to minimize the makespan. The computational results demonstrated that AugNN considerably improved upon single-pass heuristics. developed an evolutionary algorithm (EA) and a genetic algorithm (GA), respectively, for minimizing the makespan in the UPMSP. The analytical results revealed that the proposed algorithms outperformed other compared meta-heuristics, including particle swarm optimization (PSO), simulated annealing (SA), multi-objective evolutionary algorithm (MOEA), and another GA. Li and Cheng [24] presented a robust variable neighborhood search (RVNS) algorithm to solve the UPMSP with release dates. The effectiveness of the proposed RVNS algorithm was proven in a computational experiment that was performed on 2000 random instances. Elvikis et al. [25] dealt with a two-agent UPMSP that involved sequencing two jobs, each of which required multiple operations to minimize the makespan and cost functions. They provided special properties of the strict Pareto optima set, and polynomial-time algorithms for finding that set. Senthilkumar and Narayanan [26] developed three variations of the SA meta-heuristic to solve the same problem. They compared them using ANOVA and found that no significant differences between the three variations.
Senthilkumar and Narayanan [27] also presented four GA-based meta-heuristics that involved various combinations of crossover methods to minimize the makespan on the UPMSP. The computational results showed that the GA-based meta-heuristic with single point crossover method outperformed other compared meta-heuristics. Lee et al. [28] proposed PSO and GA meta-heuristics for minimizing the makespan in the UPMSP. The computational results in various scenarios revealed that PSO outperformed GA, which was therefore recommended. Lin [29] studied the UPMSP of scheduling identical jobs on machines with positionbased learning effects to minimize the total weighted completion time, total tardiness, total weighted tardiness, and maximum lateness, respectively. Their computational results demonstrated that formulating these problems as assignment problems was more efficient than formulating them as linear programming models. The comprehensive review by Senthilkumar and Narayanan [30] presents more on related theoretical and practical advances, and discussed 17 classes of UPMSPs. An overview of the literature revealed that most studies of UPMSPs assumed that the required resources for processes were unconstrained, at odds with the fact that resources were always limited in practice.
Although various UPMSPs have been extensively investigated in the past decades, the consumption of resources has seldom been considered. As increasing emphasis is being placed on environmental protection, Ji et al. [31] recently introduced a UPMSP whose objective was to minimize the TRC with a bounded makespan. Using the regular 3-tuple notation of Graham et al. [32] , this UPMSP can be specified as Q|C max ≤Ĉ|TRC Ji et al. [31] proved that the Q|C max ≤Ĉ|TRC problem was NP-hard in the strong sense, and then derived a very tight lower bound (LB) and developed a PSO meta-heuristic for solving it. Their experimental results revealed that the PSO meta-heuristic performed extremely well with a maximum average relative error rate (RER) of 0.811% compared with the LB among all tested cases. Ji et al. [31] has tried to encourage more research on scheduling problems in the field of environmental protection. In spite of its importance, the Q|C max ≤Ĉ|TRC problem has so far received only little research attention.
To reduce the gap between theoretical progress of scheduling and the practical need for environmental protection, this work proposes a matheuristic for solving the Q|C max ≤ C|TRC problem. To the best of our knowledge, this study is the first to propose a matheuristic for solving resourcedependent scheduling problems. The rest of this paper is organized as follows. Section 2 formally defines the Q|C max ≤Ĉ|TRC problem. Section 3 describes in detail the proposed matheuristic. Using a benchmark problem sets, Section 4 evaluates the performance of the proposed matheuristic by comparing it with that of the PSO metaheuristic. Section 5 provides conclusions and suggests directions for future research.
II. PROBLEM FORMULATION
To formulate the Q|C max ≤Ĉ|TRC problem of interest herein, consider a set of n jobs ϑ = {J 1 , J 2 , . . . , J n } to be processed on a set of m uniform parallel-machines M = {U 1 , U 2 , . . . , U m } that are functionally equivalent but differ in terms of processing speed. Each job J j ∈ ϑ requires a single operation on either of the machines with a processing time p ij = p j /v i that depends on the absolute processing time p j of job J j and the processing speed v i of machine U i to which it is assigned. Moreover, processing jobs on machine U i consumes β i (i = 1, . . . , m) of resources per unit time; these resources may be water, electricity usage, or a carbon emission equivalent. Given the above definitions, the objective is to get a schedule = {π 1 , π 2 , . . . , π m } for the n jobs that minimizes the TRC without violating the constraint that all the jobs must be completed before a bound on the makespan (Ĉ): C max = max 1≤j≤n {C j } ≤Ĉ, where π k (k = 1, 2, . . . , m) is the sequence of jobs on machine U k , and C j represents the completion time of job J j . Notably, any job that cannot be completed beforeĈ using the m uniform parallel machines is processed on a set of outsourcing machines with higher resource consumption rates. If the outsourcing machines are assumed to be identical, then the problem can be reduced to one with a single outsourcing machine U m+1 , which consumes β m+1 of resources per unit time. This machine is not subject to the constraint that all of the jobs that are assigned to it must be completed beforeĈ.
The Q|C max ≤Ĉ|TRC problem that is considered herein satisfies the following basic assumptions.
• The number of machines, the number of jobs, the bound on the makespan, the processing times, and the resources consumed by the jobs are given by deterministic nonnegative integers.
• All jobs are prepared for processing at the start of the scheduling horizon, and no precedence constraints among the jobs are imposed.
• Every machine is persistently available for work whenever required, and can process just one job at a time.
• The number of jobs is more than the number of machines to eliminate trivial cases.
• The setup times are sequence independent, and have been integrated in the processing times of those jobs.
• Each job has to be processed without preemption on its assigned machine.
III. PROPOSED MATHEURISTIC
The proposed matheuristic comprises three phases. In the first phase, a simple heuristic rapidly yields an initial solution to the Q|C max ≤Ĉ|TRC problem. In the second phase, the initial solution is improved using the SA algorithm to yield a better solution. At last, in the third phase, the obtained better solution is set as the initial feasible solution and the upper bound (UB) of the proposed MILP model of the Q|C max ≤ C|TRC problem. Then, the MILP model is solved using the Gurobi optimizer to find an optimal solution. The three phases of the proposed matheuristic are described in detail as follows. order of the value β i /v i ; the initial solution is then generated using the simple heuristic as follows.
Step 1. Arrange the jobs in ascending order of their processing times; Step 2. Set the starting time of each machine ST i = 0(∀i);
Step 3. Find the unscheduled job j with the shortest processing time;
Step 4. Assign jobs j to machine i, where i is the smallest machine index that satisfies (
Step 5. Update the starting time of machine i by adding p j /v i to it; Step 6. If all jobs have been scheduled, then terminate the assignment procedure; Else go to Step 3;
Step 7. Use the pairwise interchange local search (presented in Fig. 1 ) to improve the obtained initial solution 0 . Notably, the local search is designed to find as many feasible neighborhood solutions as possible within the specified period. All infeasible solutions found by the local search will be discarded. Since exchanging the jobs that are processed in the same machine does not improve the solution quality, such cases are not considered.
B. PHASE II: APPLYING THE SA HEURISTIC TO IMPROVE THE INITIAL SOLUTION
In phase II of the proposed metheuristic, an SA algorithm is used to improve the initial solution 0 to obtain a better solution. Figure 2 presents the steps for implementing the proposed SA algorithm. Given the initial solution 0 , the initial temperature T 0 , the maximum number of iterations at a specific temperature I iter , the rate of decrease of temperature α, and the maximum permitted number of successive temperature reductions without the improvement of the incumbent solution, N non−improvement , the proposed SA algorithm initializes the temperature T e , the number of temperature reductions N , the incumbent solution , and the best solution best . In each iteration, a new solution new is obtained from the incumbent solution by randomly selecting and swapping two jobs in . Let = TRC( new ) − TRC( ); if ≤ 0, then the incumbent solution is replaced by the new solution new ; otherwise, the probability of substituting with new is e (− /T e ) . Replacement is performed by generating a random number, r, from a uniform distribution U(0,1) and replacing with new if r < e (− /T e ) . The current temperature T e is decreased after I iter iterations from the preceding reduce, along with the formula T e = αT e , where 0 < α < 1. If the current best solution is not recovered in N non−improvement consecutive temperature reductions, then the process is terminated. Upon termination, the (near-) optimal solution best with its penalty cost TRC( best ) are output.
C. PHASE III: OPTIMALLY SOLVING THE MILP MODEL
Let x ij be a binary variable that equals 1 if job J j is assigned to machine U i , and 0 otherwise. The Q|C max ≤Ĉ|TRC problem that is considered herein can be formulated as an MILP model Ji et al. [31] as follows.
The objective function is as follows.
The constraints are,
x ij ∈ {0, 1}, ∀i, j. The objective function (1) is to minimize the TRC. Constraint set (1) specifies that each job is assigned to exactly one machine. Constraint set (1) ensures that all jobs must be completed before the bound on the makespanĈ. Constraint set (4) defines the binary variables.
To shrink the solution space and solve the MILP model more efficiently, the solution that is obtained by the SA algorithm is set as the initial feasible solution and the UB of the model. Then, by using Gurobi (version 7.0), a (near-) optimal solution can be obtained within a predefined maximal computing time. This advantage is significant, especially for large-scale Q|C max ≤Ĉ|TRC problems.
IV. EXPERIMENTAL RESULTS AND DISCUSSION
This section describes the details of the benchmark problem set of Ji et al. [31] , the execution environment, the parameter selection and the computational results of the proposed matheuristic are compared to those of the PSO meta-heuristic, and the LBs of the optimal solutions [31] are discussed.
A. TEST PROBLEMS
In this study, the well-known Ji et al. [31] benchmark problem instances were employed for the performance evaluation. The benchmark problem set of Ji et al. [31] has three data sets. In the first data set, 2400 problems with 11 jobs -a fixed small number -are generated as follows. The number of machines (m) is set to two values, m ∈ {2, 3}. The resources consumed per unit time by machine U i , β i (i = 1, . . . , m), and the processing speed of machine U i , v i (i = 1, . . . , m), are created from uniform distributions U(1, 5) and U(1, 10). The speed and resource consumed per unit time of the outsourcing machine are set to 1 and 100, respectively. The processing times (p j ) are created from discrete uniform distributions U(1, 100), U(100, 200), and U(100, 800). The bound on the makespan (Ĉ) is created from a discrete uniform distribution U(
For each combination of parameters, 100 test instances are generated. Therefore, 24 (2 × 2 × 2 × 3) combinations of parameters are used, yielding a total of 2400 test instances in the first data set of the computational experiment.
In the second data set of the experiment, 2000 problems with a large number of jobs are created as follows. The number of machines m ∈ {10, 20, 30, 40, 50}. The number of jobs n ∈ {100, 200, 500, 1000}. The processing times are created from a discrete uniform distribution U(1,100). The resource consumed per unit time by machine U i , β i (i = 1, . . . , m) , and the processing speed of machine U i , v i (i = 1, . . . , m), are created from a uniform distribution U (1, 5) . The speed and resource consumed per unit time of the outsourcing machine are set to 1 and 100, respectively. The value ofĈ is created from a discrete uniform distribution U( yielding a total of 2000 problems in the second data set of the computational experiment.
The third data set of the experiment clarifies the change in resource consumption with the value ofĈ. The test instances are created using n = 100, m = 5, andĈ = ( 
B. EXECUTION ENVIRONMENT AND PARAMETER SELECTION
The algorithm is coded in C and run on a PC with a 2.66GHz Intel Core2 Quad CPU Q9400 and 4 GB RAM, running Table 1 presents the results of the computations that were performed on the first data set. Columns 1 to 4 represent the different combinations of parameters. Columns 5 and 6 present the mean and maximum relative percentage deviations, calculated as (PSO−LB)/LB, for each combination of parameters, while columns 7 and 8 present the mean and maximum relative percentage deviations, calculated as (PSO−OPT)/OPT, for each combination of parameters. The LB was obtained by Ji et al. [31] , and OPT is the optimal solution that was obtained using MILP. Columns 9-10, 11-12, and 13-14 present the mean and maximum relative percentage deviations, calculated as (Phase 1−OPT)/OPT, (Phase 2−OPT)/OPT, and (Phase 3−OPT)/OPT, for the first, second, and third phases, respectively. Table 1 reveals that the solutions that are obtained in Phase II almost equal those of PSO meta-heuristic. The final column presents the number of optimal solutions that are getting by the proposed matheuristic. As revealed in Table 1 , the proposed matheuristic yields optimal solutions to all test problems with a small number of jobs. Table 2 presents the quality of the solutions to the test problems with a large number of jobs that are obtained by PSO and the three phases of the proposed matheuristic. Table 2 present the number of machines and the number of jobs for various combinations of parameters. Columns 3-4 present the mean and the maximum relative percentage deviations, calculated as (PSO−LB)/LB, for each combination of m and n. Columns 5-6, Columns 7-8, and Columns 9-10 provide corresponding information for VOLUME 5, 2017 solutions that were obtained in Phase 1, Phase 2, and Phase3, respectively. As revealed in Table 2 , all of the solutions that were obtained in the three phases are better or equal than those obtained using PSO and very close to the tight LB. Table 3 presents the computational time (in seconds) of PSO and the three phases of the proposed matheuristic for the test problems with a large number of jobs. Columns 1 and 2 in Table 3 present the numbers of machines and jobs for various combinations of parameters. Columns 3-4 present the mean and maximum computational times, obtained by PSO, for each combination of m and n. Columns 5-6, Columns 7-8, and Columns 9-10 present corresponding information obtained in Phase 1, Phase 2, and Phase3, respectively. As revealed in Table 3 , the average computational times of the three phases of the proposed matheuristic are all shorter than that of PSO. In summary, Phase I, Phase II, and Phase III of the proposed matheuristic find solutions better than those found by PSO and is close to the tight LB, in less computational time. The computational efficiencies could not be directly compared because it vary with the hardware, software and programming skill. However, the average computational times, presented in Table 3 , demonstrated that the proposed matheuristic outperformed the PSO meta-heuristic within a reasonable computing time. Fig. 3 , the total resource consumption decreased with b when PSO, Phase I, Phase II, or Phase III is used to solve the problem. Since a larger b represents a larger makespan budget, a more efficient machine can process more jobs, yielding a lower value of the total resource consumption. This result is in agreement with the findings of Ji et al. [31] . The TRC that is used by Phase I, Phase II, or Phase III of the proposed matheuristic is slightly lower than that used by PSO. Figure 4 reveals that the computational time that is required for the PSO meta-heuristic decreases as b increases. Interestingly, the computational time that is required by Phase I, Phase II, or Phase III varies only little with b, indicating the proposed matheuristic is not greatly affected by the makespan budget. Additionally, as revealed in Fig. 4 , the computational times that are used by Phase I, Phase II, and Phase III of the proposed matheuristic are shorter than that used by PSO. In summary, the Phase I, Phase II, and Phase III of the proposed matheuristic require less computational time to find better solutions than found by PSO, and those solutions are very close to the tight LB, when the third data set is used. This fact confirms again that the proposed matheuristic outperforms the state-of-the-art PSO meta-heuristic.
Columns 1 and 2 in

V. CONCLUSIONS AND RECOMMENDATIONS FOR FUTURE RESEARCH
The Q|C max ≤Ĉ|TRC problem is an important production scheduling problem for industries that consume very large amounts of natural resources. This work develops a matheuristic for solving this strongly NP-hard problem, subject to the desired makespan, reducing the excess use of natural resources. The computational results reveal that the proposed matheuristic outperforms the best algorithm to date and the solution is very close to the tight LB. Since little theoretical progress has been made on this problem, this work represents a significant development that should encourage the application of the proposed matheuristic to real-world Q|C max ≤Ĉ|TRC problem.
Given the little available research on the Q|C max ≤Ĉ|TRC problem, much research is yet to be done on scheduling problems that are associated with environmental protection. First, additional meta-heuristic algorithms for solving the Q|C max ≤Ĉ|TRC problem are worthy of research. Second, the proposed matheuristic can be applied to solve the UPMSP whose objective is to minimize the total resource consumption with a bound on other significant performance metrics. Third, the UPMSP in which the objective is to minimize the makespan with a bound on the resource consumption warrants further study. Fourth, mathematical programming methods to find optimal solutions of the Q|C max ≤ C|TRC problem should be pursued, given that the problem is NP-hard in the strong sense. Finally, theoretical research should go beyond the static Q|C max ≤Ĉ|TRC problem to address corresponding dynamic problems.
