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ABSTRACT 
A Feed Forward Neural Network Approach for Matrix Computations 
A new neural network approach for performing matrix computations is presented. The idea of this 
approach is to construct a feed-forward neural network (FNN) and then train it by matching a desired 
set of patterns. The solution of the problem is the converged weight of the FNN. Accordingly, unlike 
the conventional FNN research that concentrates on external properties (mappings) of the networks, 
this study concentrates on the internal properties (weights) of the network. The present network is 
linear and its weights are usually strongly constrained; hence, complicated overlapped network needs 
to be construct. It should be noticed, however, that the present approach depends highly on the 
training algorithm of the FNN. Unfortunately, the available training methods; such as, the original 
Back-propagation (BP) algorithm, encounter many deficiencies when applied to matrix algebra 
problems; e. g., slow convergence due to improper choice of learning rates (LR). Thus, this study will 
focus on the development of new efficient and accurate FNN training methods. One improvement 
suggested to alleviate the problem of LR choice is the use of a line search with steepest descent 
method; namely, bracketing with golden section method. This provides an optimal LR as training 
progresses. Another improvement proposed in this study is the use of conjugate gradient (CG) 
methods to speed up the training process of the neural network. 
The computational feasibility of these methods is assessed on two matrix problems; namely, the 
LU-decomposition of both band and square ill-conditioned unsymmetric matrices and the inversion of 
square ill-conditioned unsymmetric matrices. In this study, two performance indexes have been 
considered; namely, learning speed and convergence accuracy. Extensive computer simulations have 
been carried out using the following training methods: steepest descent with line search (SDLS) 
method, conventional back propagation (BP) algorithm, and conjugate gradient (CG) methods; 
specifically, Fletcher Reeves conjugate gradient (CGFR) method and Polak Ribiere conjugate 
gradient (CGPR) method. 
The performance comparisons between these minimization methods have demonstrated that the 
CG training methods give better convergence accuracy and are by far the superior with respect to 
learning time; they offer speed-ups of anything between 3 and 4 over SDLS depending on the severity 
of the error goal chosen and the size of the problem. Furthermore, when using Powell's restart criteria 
with the CG methods, the problem of wrong convergence directions usually encountered in pure CG 
learning methods is alleviated. In general, CG methods with restarts have shown the best performance 
among all other methods in training the FNN for LU-decomposition and matrix inversion. 
Consequently, it is concluded that CG methods are good candidates for training FNN of matrix 
computations, in particular, Polak-Ribidre conjugate gradient method with Powell's restart criteria. 
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CHAPTER 1 
Introduction 
1.1 Rationale of The Problem 
Matrix computations are very important and basic problems in science and engineering. 
The existing technologies for these problems can be classified into: (1) traditional algorithm- 
based methods [1-3]; and, (2) parallel processing approaches, based on (very large scale 
integration) VLSI-inspired systolic and wave-front array processors [4-6]. Although these 
methods are successful in solving a lot of practical problems, they do have some limitations 
and disadvantages. 
The main disadvantages of the traditional algorithm-based approaches are: (1) they are 
not parallel algorithms and cannot be realized directly by VLSI hardwares, so that the speed 
of processing is quite limited; and, (2) divisions are usually involved in the calculations, so 
that correct solutions cannot be obtained for ill-conditioned matrices. 
For the parallel processing approaches, although the first disadvantage of the algorithm- 
based approaches is overcome, the second disadvantage still exists. This is because the key 
procedure of the parallel processing approaches is to modify and decompose the traditional 
algorithms to make them suitable for VLSI architectures and realizations [4-6]. 
Consequently, the calculations performed by these two approaches are the same when 
viewed from a higher conceptual level, i. e., the difference is only in the specific ways to 
realize the calculations. For example, the parallel approach for matrix inversion described in 
[6] is still based on Gaussian elimination; hence, the parallel processing approaches still do 
not work for ill-conditioned matrices. 
The parallel processing approaches have another weak point; they do not give a general 
framework for matrix algebra problems, i. e., they are quite problem dependent. This is 
because the first step of the parallel approaches is to obtain a set of parallel equations for the 
specific problem, and then to use parallel hardware to perform the calculations of these 
equations. Hence, from a general conceptual point of view, the parallel processing approach 
is not a unified method for matrix algebra problems. 
Furthermore, it is often required to compute the inverse of a matrix as fast as possible 
for real time applications such as adaptive signal processing [7] and adaptive spectral 
estimation [8]. From a practical viewpoint, it is difficult to deliver the desired real time 
performance if conventional digital and sequential computations methods are used, especially 
for a matrix with large dimension, because the inversion of a matrix is computationally 
intensive. 
Therefore, it is desirable to construct a computation model for matrix algebra problems 
that enjoys the following features: asynchronous parallel processing and continuous-time 
dynamics. Fortunately, neural networks have been found [13-24] to be good candidates for 
such models. This is because they provide a novel type of parallel processing that has 
powerful capabilities and potential for creative hardware implementations, meet the demand 
for fast computing hardware, and provide the potential for solving matrix application 
problems. Neural networks utilize a parallel processing structure that has large numbers of 
processors and many interconnections between them. These processors are much simpler 
than typical central processing units (CPUs). In a neural network each processor is linked to 
many of its neighbors (typically hundreds or thousands) so that there are many more 
interconnects than processors. Hence, the power of the neural network lies in the tremendous 
number of interconnections. 
Two main approaches are found in the literature to perform the above matrix 
computations. The first approach is based on feed-forward neural network (FNN), which is 
the most popular neural network model that has been playing a central role in applications of 
neural networks. The second approach is based on recurrent neural networks now called 
Hopfield models. In the latter approach, the neural networks are considered as dynamic 
systems that have a mapping error function to be minimized as time evolves. The steady state 
solution of the system gives the solution to the matrix problem. 
On the other hand, the basic idea of the first approach is to represent a given matrix 
algebra problem by a linear FNN so that if the network matches a set of desired patterns, the 
weights of the linear neurons give the solution to the problem. Hence, the matrix problem 
solution is a byproduct of the training process and is obtained once the training of the 
networks is performed successfully. In other words, the matrix computation in this approach 
depends highly on the success and efficiency of the training algorithm of FNN. This 
approach will be adopted in the present study. 
Back-propagation (BP) algorithm is currently the most widely used training algorithm in 
FNN applications. Its popularity can be attributed primarily to the fact that this algorithm, in 
conjunction with a three layer feed-forward architecture, is capable of approximating to any 
degree of accuracy, any reasonable arbitrary nonlinear input-output mapping, provided that 
the neural network has a sufficient number of hidden neurons. Basically the BP algorithm is 
nothing but a descent algorithm, which attempts to minimize the difference (or error) 
between the desired and actual outputs of the network in an iterative manner. For each 
iteration, the algorithm adjusts the weights involved in the network so as to make the error 
decreasing along a descent direction. In doing so, many parameters are introduced in the 
literature for controlling the size of weight adjustment along the descent direction and for 
dampening oscillations of the iterations. 
Despite its popularity, the BP algorithm has some drawbacks, for example, converging 
to local minima instead of the global minimum, temporal instability and poor scaling 
properties. However, its main difficulty is slow convergence, which is a typical problem for 
simple gradient descent methods. Therefore, there is a need for developing an efficient 
training method that could overcome the aforementioned drawbacks when applying the 
algorithm to matrix computations. 
In the next section, available models for matrix computations via neural networks are 
presented along with various existing improvements to the BP algorithm. 
1.2 Literature Survey 
As mentioned in the previous section, the neural networks that have been used recently 
for matrix computations are the recurrent networks (RNN) and the feed-forward networks 
(FNN). The available literature on these models as well as the back propagation training 
algorithm of FNN are reviewed below: 
1.2.1 Recurrent Neural Networks (RNN) for Matrix Computations 
In a breakthrough paper published in 1982, John Hopfield [9] introduced the network 
architecture that has come to be known as the Hopfield model. In his work, he also 
introduced outer product rules as well as equivalent approaches based on the early work of 
Hebb [10] for training a class of recurrent networks [11]. Hopfield and Tank have applied 
neural network for solving optimization problems [12]. Since their work, recurrent neural 
networks have been developed for solving numerous optimization and constraint satisfaction 
problems. 
Recently, recurrent neural networks have been proposed for solving a wide variety of 
matrix algebra problems. Wang and Wu [13] presented two recurrent neural networks for 
LU-decomposition and Cholesky factorization. These networks consist of two bi- 
directionally connected layers and each layer consists of an array of neurons. They proved 
that these networks are asymptotically stable in the large and capable of LU-decomposition 
and Cholesky factorization. 
Later, Jang et al [14] and Luo and Zheng [15] used modified Hopfield networks for 
matrix inversion. They showed both analytically and by simulations that this network is 
guaranteed to be stable and could perform the inversion within an elapsed time of a few 
characteristic constants of the network. However, their examples cannot be generalized. 
Differing from Luo and Zheng, Wang [16] developed a linear recurrent neural network for 
matrix inversion, which can be decomposed into n independent sub-networks and can be 
easily implemented in an electronic circuit. 
Recurrent Neural Networks have also been proposed for solving real-time problems 
involve simultaneous linear equations [17]. Wang [18] proposed an electronic neural 
network that was able to generate real time solutions to large-scale simultaneous linear 
equations. Its application includes image processing, experimentation of the neural network 
to image processing, experimentation of the neural network using IC chips and discrete 
components, and the implementation of the neural network in analogue VLSI circuits. 
Carvalho and Barbosa [19] proposed a neural network model comprising linear neurons, 
tailored to solving linear system of algebraic equations by the minimization of a quadratic 
error function. Simulations showed that the neural system had excellent stability properties 
and that consistent or inconsistent linear systems can be solved fast. Along the same line, 
Cichocki and Unbehauden [20] proposed various circuit architectures of simple neuron- 
like analog processors for an on-line solving of a system of linear equations with real 
constant 
1.2.2 Feed-forward Neural Networks (FNN) for Matrix Computations 
Recently, a so-called structured network was developed for solving a wide variety of 
matrix algebra problems in massively parallel fashion. Structured networks are feed-forward 
neural networks with linear neurons that have a special training algorithm. Wang and Mendel 
[21-23] used two-dimensional structured networks for solving linear equations. Because of 
the network being 2-D, the massively parallel processing advantage of it wasn't fully 
utilized. Wang and Mendel [24] extended the method of [21-23] to three-dimensional (3-D) 
structured networks. The proposed structure introduced more parallelism into the processing, 
but they were more complicated than 2-D structured networks. In their study, Wang and 
Mendel [23-24] introduced a modified version of the BP algorithm for training structured 
networks. Unfortunately, this method has been developed based on a heuristic argument in a 
somewhat ad hoc manner, and consequently, it cannot be generalized for different matrix 
computations. 
1.2.3 Training Algorithm For FNN 
As pointed out earlier, the training algorithm is one of the key elements when solving 
matrix algebra problems using FNN. Currently, Back propagation algorithm is the most 
widely used training algorithm in FNN applications. Park [25] rediscovered the Back 
propagation training technique after Werbos [26] developed the work of Madaline. In 1985, 
Parker published a report on this algorithm at MIT [27]. Not long after Parker published his 
findings, Rumelhart, Hinton and Williams [28] modified the technique and succeeded in 
making it widely known. Despite these modifications, the BP algorithm still encounters two 
difficulties in practice; firstly, the convergence tends to be extremely slow, and secondly, 
convergence to the global minimum is not guaranteed. Although these two seem to be closely 
related, existing improvements to overcome these drawbacks are summarized into two 
aspects below. 
For the former problem (slow convergence), various acceleration techniques have been 
proposed and discussed below: 
1. Dynamically modifying learning parameters. Many researchers have pointed out that a 
constant learning rate is not suitable for a complex error surface. Research into dynamic 
change of the LR and the momentum factor (MF) of the BP algorithm has been 
extensively carried out by many authors. Jacobs [29] presented a simple method for 
updating the LR and W. He suggested dynamically increasing or decreasing the LR and 
MF by a fixed factor based on the observations of error signals. Variations of Jacob's 
method were reported by Vogel et al [30] and compared in detail by Allred and Kelly 
[31]. Hush and Salas [32] have also proposed a method for learning rate (LR) adaptation 
based on a heuristic technique. On the other hand, Weir [33] considered an optimum 
step length and established a method for self-determination of the adaptive learning rate. 
Most of these techniques can be considered as a kind of line search. Although this kind 
of method has been proven to work well for many cases, it may lead to overadjustment 
of the weights, resulting in dramatic divergence. As a matter of fact, the optimal LR 
varies almost randomly from iteration to iteration, as observed by Yu et al. [34]. This 
fact implies the difficulty in adjustment of the LR based on observations of previous LR 
and MF and error signals. 
In 1997, Yu et al [35] proposed another version of the dynamic LR optimization 
where they used the first two order derivative information of the objective function with 
respect to LR. Since this approach does not involve explicit calculation of derivatives in 
weight space, but rather uses the information gathered from the forward and backward 
propagation, the computational and storage burden scales with the network size exactly 
like the conventional BP algorithm. This makes the BP learning accelerated with a 
remarkable reduction in the running time. However, there is still a room for speeding-up 
of the convergence, since dynamic optimization of the MF has not been thoroughly 
considered there. 
2. Second-order method Another kind of accelerating method that can be treated as a 
generalized version of dynamic variation of the LR is of the second-order type, 
including the Newton method suggested by Becker and leCun [36] and Battiti [37]; the 
Broyden-Fletcher-Goldgarb-Shanno method; the Levenberg-Marquardt method reported 
by Webb et al. [38], and others. These methods converge rapidly as compared to the 
conventional BP algorithm; however, the computational and storage burden is increased 
quadratically with the number of weights because they have to calculate and store the 
Hessian matrix. It would be too costly to implement these methods even for intermediate 
scale applications (e. g., network training with 103 weights). The extended Kalman 
learning algorithm developed by Singhal and Wu [39] and Pushkorius and Feldkamp 
[40], and the nonlinear recursive least-squares learning algorithm suggested by Kollias 
and Anastrassiou (411 also roughly belong to this category. A simplified version of this 
kind algorithm has recently been reported by Monhandes et al. [42], in which they used 
the estimate of the Hessian matrix norm to update the LR 
Although the above techniques have been successful in speeding up learning for some 
problems, there is not enough discussion or experiments about their abilities to avoid local 
minima. Moreover, they usually introduce additional parameters that are problem-sensitive 
[43 ]. 
The second type of drawback of the BP method (local minima) is very common among 
nonlinear optimization techniques; and the following techniques have been proposed to 
overcome this drawback: 
1. On-line weight updating. Two different schemes of updating weights can be found in 
the literature. One approach is to accumulate partial derivatives of the error function 
with respect to weights over all the input-output patterns before updating weights (batch- 
mode or epoch learning). In this mode, a more accurate estimate of the true gradient is 
achieved. The other is to update weights after every input-output pattern. This is called 
on-line mode learning or learning by sample. By choosing each pattern randomly, it will 
produce small fluctuations that sometimes deteriorate the error mapping function. 
Consequently, it can get out of shallow local minima as reported by Xu et al. [44]. 
2. Starting with appropriate weights. Kolen and Pollack [45] have shown that the BP 
algorithm is quite sensitive to initial weights. Weights are usually initialized with small 
random values. However, starting with inappropriate weights is one reason for getting 
stuck in local minima or slow learning progress. For example, initial weights that are too 
large easily cause premature saturation as reported by Lee et al. [46]. Nguyen and 
Widrow [47] have shown that the learning progress can be accelerated by initializing 
weights in such a way that all hidden units are scattered uniformly in the input pattern 
space. Wessels and Barnard [48] have proposed a similar technique to avoid local 
minima for neural net classifiers. They refer to the local minima that do not satisfy the 
criterion imposed for stopping a learning process as false local minima (FLM). Hence, it 
is always desirable to start the training process with appropriate weights that avoid both 
FLM and slow learning progress. 
From an optimization theory point of view, the difference between the desired output 
and the actual output of FNN produces an error value that can be expressed as a function of 
the network weights. Hence, training the network becomes an optimization problem to 
minimize the error mapping function, which may also be considered as an objective or cost 
function. One possibility for improving the convergence behavior of such problem is to 
modify the procedure by which the objective function is optimized. Alpsan et al. [49] have 
suggested several modifications on this procedure but none of them was examined on matrix 
problems. 
1.3 Present Work 
A new approach to overcome all the disadvantages of the existing training methods 
mentioned in section 1.2.3 is presented. From a general conceptual viewpoint, the approach 
here views matrix algebra problems as special pattern recognition problems. Since these 
types of problems are amenable to the solution via feed-forward neural networks (FNN), 
matrix computations are represented by a linear FNN such that when the network matches a 
set of desired patterns, the weights of the linear neurons give the solution to the problem. In 
other words, the matrix problem solution is considered as a byproduct of the training process 
and is obtained once the training of the networks is performed successfully. Accordingly, the 
matrix computations in the present approach depend highly on the success and efficiency of 
the training algorithm for FNN. 
The present approach could be summarized as follows: (1) represent a given problem by 
a structured network architecture (FNN); this is the "construction phase"; (2) train the 
structured network to match some desired patterns; this is the "training phase"; and, (3) 
obtain the solution to the problem from the weights of the resulting structured network; this 
is the "application phase". The neuron used to construct such structured network is a linear 
multi-input single-output weighted-summer, i. e. a neuron whose output equals the weighted 
sum of its inputs. The weights are adjusted by a training procedure during the "training 
phase". 
In the present study, several training algorithms for structured networks are investigated 
and compared as of the avoidance of local minima and as of their simplicity when 
performing the matrix LU decomposition and matrix inversion. The goal is to train the FNN 
and, consequently, to get the solution of matrix problem in a reasonable time. On the basis of 
three performance indexes, learning time, accuracy and stability, it will be demonstrated that 
some of the BP algorithm modifications mentioned in the previous section may not be worth 
the effort for those matrix problems that do not often require finding the exact global 
minimum of the objective function. A thorough discussion of these modifications will be 
given in this study. 
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This dissertation is organized as follows: chapter 2 deals with the architecture and 
theoretical analyses of the FNN considered in this study. Also, this chapter is devoted to an 
explanation of the steepest descent method and an overview of the original BP algorithm. To 
overcome the problems of the standard BP algorithm when applied to matrix computations, 
all possible extensions of the first derivative-based back-propagation are investigated in 
chapter 3. Presentations of the feedforward neural networks used for computing matrix 
decompositions and inversions are included in chapter 4. The training procedures for these 
FNNs under the minimization methods discussed in chapter 3 are also included in chapter 4. 
Furthermore, the potential for parallelisation of these procedures is discussed in this chapter. 
The simulation results are presented and discussed in chapter 5. Finally, the conclusions of 
this study as well as the possible future studies and recommendations are given in chapter 6. 
CHAPTER 2 
Feed-Forward Neural Network and the Back propagation 
Algorithm 
As mentioned in chapter 1, the approach adopted in this study views matrix algebra 
problems as special pattern recognition problems. Usually, this type of problems appears 
amenable to solution with feed-forward neural networks (FNN) through which desired 
patterns are matched. Customarily, the design of FNN for a specific application involves 
many issues, most of which require problem-dependent solutions. Some of such issues are 
shown in figure 2.1. Of course, the essence of these neural networks lies in the connection 
weights between neurons. The selection of such weights is referred to as training or learning, 
and consequently, the weights are referred to as the learning parameters. Presently, the most 
popular algorithm for training FNN is called the back propagation algorithm. It is based on 
unconstrained optimization problem and on the associated gradient algorithm applied to the 
problem. 
The overall computational approach used in the present study for exploring the FNN and 
training algorithm is shown in figure 2.2. The situation may be viewed as comprising two 
parts: feed-forward (implementation) of the learned mapping and training of the network. 
The training algorithm will use the feed-forward implementation as part of training; in this 
sense they are coupled. 
This chapter is devoted to present the theoretical analysis of feed-forward neural 
network that are used for matrix computations. Included also is an illustration of their major 
components. The existing algorithm for training these networks is also discussed and its 
drawbacks when applied to matrix computations are pointed out 
2.1 Structure of Feed-forward Network 
The feed forward network [50-51] is composed of a hierarchy of processing units 
(neurons), organized in a series of two or more mutually exclusive sets of neurons (or layers). 
The first, or input, layer serves as a holding site for the inputs applied to the network. The 
last, or output, layer is the point at which the overall mapping of the network input is 
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available. Between these two extremes lie zero or more layers of hidden neurons, it is in 
these internal layers that additional remapping or computing takes place. 
Links, or weights, connect each neuron in one layer only to those in the next higher 
layer. There is an implied directionality in these connections, in that the output of a neuron, 
scaled by the value of a connecting weight, is fed forward to provide a portion of the 
activation for the neurons in the next higher layer. Figure 2.3 illustrates the structure of a 
typical feed-forward network. 
In figure 2.3, note that the information flow in the network is restricted to flow layer by 
layer from the input to the output. For a given input, the computation of the output is 
achieved through the collective effect of individual input-output characteristic of each 
neuron. Thus, from architecture viewpoint, FNN allows parallelism (parallel processing) 
within each layer, but the flow of interlayer information is necessarily serial. Hence, the 
neural network can be regarded as a parallel computation device [52]. 
2.2 A Functional Viewpoint of FNN Architecture and Mappings 
The mathematical characterization of the neuron of the present FNN is a linear multi- 
input single-output weighted-summer, i. e. a neuron whose output equals the weighted sum of 
its inputs. The weights are adjusted by the training procedure during the "training phase". 
For the present study, a neural network structure consisting of three layers, as depicted 
in figure 2.4, is considered. As mentioned earlier, the three layers are referred to as the input, 
hidden, and output layers. There are n inputs x,, where i =1, ....., n. There are m output y,, s= 
1, ..... m. There are 
I neurons in the hidden layer. The outputs of the neurons in the hidden 
layer are zz, where j=1, ...., 
1. The role of the input layer is somewhat fictitious, in that input 
layer neurons are used only to hold input values and to distribute these values to neurons in 
the next layer. Thus, the input layer neurons do not implement a separate mapping or 
conversion of the input data, and their weights, strictly speaking, do not exit. In other words, 
the input layer is static and performs linear branching only and, thus, the inputs x,,...., x are 
distributed only to the neurons in the hidden layer. The neurons in the hidden and output 
layers are thought of as multi-input-single-output linear elements, with each activation 
function being the identity map. In Figure 2.4, the neurons are not explicitly depicted in the 
input layer; instead, they are illustrated as signal splitters. 
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The weights for inputs into the hidden layer are denoted by wý ,i =1,....., n, j =1,...., 
1. 
The weights for inputs from the hidden layer into the output layers are denoted by w, j= 
1,....., 1; s=1,...., m. Given the weights weh., and w, the neural network implements a map 
from Rn to Z. To find an explicit formula for this map, the input to the jth neuron in the 
hidden layers is denoted by v,. In case of linear hidden neurons, the output from the jth 
neuron in the hidden layer denoted by zj is equal to v;. That is, 
of =Iwf; xi (2.1) 
r=t 
zj = wý xi (2.2) 
Similarly, in case of linear output neurons, the input to s`h neuron in the output layer is equal 
to the outputys from the st' neuron of the output layer. Mathematically, this gives 
r 
ys =Iwzf (2.3) 
Therefore, the relationship between the inputs x;, 1=1,....., n, and the s`h outputy, is given by 
rn 
y, =1 w# Iw. '#xr (2.4) 
j--I i=1 
=Fs(xl........... x») (2.5) 
Thus, the overall mapping that the neural network implements is given by the following 
function relating FNN input to output: 
Yý =F, (x,........... x) (2.6) 
y«= 
Y. = Fm 
(X1........... xn) (2.7) 
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23 Training Algorithm 
After choosing an appropriate network structure, much of the effort in designing the 
FNN for a specific application will involve the design of a training algorithm. The objective 
of the training process is finding the set of weights that will minimize the mismatch between 
desired values and network's output. In other words, the FNN training involves the 
adjustment of the network weights such that the actual or computed output generated by the 
network y for a given input xd = [xdl, ...... , xJ' 
is as "close" as possible to a desired or target 
outputya. 
Mathematically, the training process can be formulated as an optimization problem 
where the objective function (mapping error function, EP) is typically chosen as the sum 
squared-error over the outputs of the output neurons (training-by-sample or pattern). That is, 
Minimize E" (2.8) 
where E°=1 ý(y - ys )2, and m is the number of the output neurons of the FNN. Here, 2 S=I 
the superscript p indicates that the mapping error function EP is based on thepth input/output 
pair of the training set (patterns) H. The training set (patterns) for FNN often consists of 
ordered pairs of vectors and is denoted by 
((xä, Yä 
)IP 
=1,2,...., N (2.9) 
where N is the number of patterns or samples. From equation (2.4), the computed output y, 
for the given input xQ can be written as 
I 
ys - woo 
ýwxdi (2.10) 
j=1 i=1 
The network weights to be estimated via optimization may be arranged into a vector, 
denoted w=[ w°, Wh ]7. Thus, equation (2.8) can be rewritten as 
Minimize Ep (w) (2. i i) 
All possible weights for the network that satisfy this equation lie in a vector space 
having the same dimension as w. Since the dimensionality of w is often large, visualization of 
this space is often difficult. 
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2.3.1 Steepest Descent Method 
The problem of weight estimation in the FNN is one of the parameter estimation using 
nonlinear programming schemes. The values of the weight vector are chosen to minimize the 
objective function given by equation (2.11). Hence, beginning with an initial guess wO an 
iterative method to solve this equation is to update w using, 
w(k+i) _ w(k) +Ow(k) (2.12) 
In case of steepest descent method, Aw°° is chosen to be 
dw(k) _ -, l g 
ý(k)) 
(2.13) 
In this expression, g is the error gradient vector and 17 is a small positive scalar referred to as 
the learning rate (LR) or the step size (usually taken as a fixed value). 
Accordingly, to formulate this algorithm, it is necessary to compute the gradients of the 
mapping error function (2.11) in weight space or the partial derivatives of E (the objective 
function to be minimized) with respect to each component of w" and weh., . 
For this, the 
objective function of equation (2.8) is rewritten as 
m12 
Ep =1zy- woz j (2.14) 2s 
=1=1 
where, for each j =1,...., 1, 
n 
p 
zi = u'xa, (2.15) 
Using the chain rule, the error gradient for the output layer can be computed as, 
aEP 
awo = -ý3 j 
(2.16) 
where 8, is the output error (y, - y, ). 
Next, the partial derivative of E' with respect to weh.,. is computed. For this, we start with 
the equation 
Ep 
1 
Yý 1w; (ýW xä; (2.17) 2 
s=1 J=1 i=1 
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Using the chain rule once again, the error gradient for the hidden layer can be computed as 
ÖE P/ 
-j \yds -. Ys) wsj xdi 
(2.18) 
(ýW ji p=1 
Simplifying the above yields 
OE pm 
= -18 W; Xä (2.19) 
J+ s=1 
Now, it is ready to formulate the gradient algorithm for updating the weights of the 
present FNN. The update equations for the two sets of weights w, *, and w; are written 
separately as follows: 
W3(k+l) = Wo(k) + AW; 
(k), (2.20) 
where the weight adjustment Owýký is set proportional to the gradient as follows: 
OWoýk) _ 175 
(k) (k) (2.21) 
and for the hidden layer 
w? +ýý _ wh(k) + Ownýk), (2.22) 
where the weight adjustment Owý, (k) is set proportional to the gradient as follows: 
dwý; k) = l7 f ýk)xä;, (2.23) 
where 
m 
wo(k) (2.24) 
J=1 
R 
Z(k) -ZK'J1(k)xäý, (2.25) 
1=i 
Y; p(k) _ IWsjýk)Zfk), (2.26) 
j=1 
Ssk) (yam ya 
(k)). 
(2.27) 
The update equation for the weights w* of the output layer neurons is illustrated in 
figure (2.5), whereas the update equation for the weights w of the hidden layer neurons is 
illustrated in figure (2.6). 
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2.3.2 Pattern Presentation and Weight-Updating Strategies 
Given the power of the weight correction strategy developed in section 2.3.1, numerous 
options are possible. Part of the rationale for these strategies is explored below. Most 
important, training by sample versus training by epoch is considered. 
2.3.2.1 Training by Sample 
Equations (2.21) and (2.23) give product forms for individual weight correction, or 
update, based on the difference between y; , yS, 
for a pre-specified xä. Equation (2.21) 
can be rewritten as: 
R 
dpw = 783 W, 
(k) 
X19 (2.28) 
r =1 
where rl could be viewed as an adjustment or scaling parameter and the error of the sth 
output neuron is defined by Equation (2.27). The superscriptp in Apwcýk) indicates that the 
weight correction is based on the pth input/output pair of H. The network weights are 
corrected for the pth training pair using Equations [(2.20) and (2.22)] for all i, j and s. This is 
called training by sample, or pattern-based training. A closer look to this weight correction 
technique (Equation (2.28)) suggests the following two potential deficiencies: 
1. If xä = 0, there is no correction, even for nonzero Ss . 
2. The effect of this weight correction on the network response to other pattern pairs in 
the training process has not been considered. 
The above deficiencies may lead to three serious phenomena: "premature saturation", 
"occurrence of saddle points", and "entrapment in a local error minimum". To overcome 
these phenomena, the pattern mode of training is usually coupled with a random pattern 
selection strategy. This allows a weight correction that is somewhat random in nature. A 
"good" weight selection (initialization) procedure would be to initialize neurons (with 
random weights) such that the expected value of neuron activation is zero [48]. This, in turn, 
helps the neurons to be in their "active regions" to obtain maximum weight correction, i. e., 
where the derivative of the activation function is not too small or not equals zero. Of course, 
this makes back-propagation training more efficient Fortunately, there is no need to use this 
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random pattern selection strategy in the present study where the neurons are linear since the 
derivative of the activation function in this case is always equal to one. 
2.3.2.2 Training by Epoch (Batch) 
Weight corrections based on individual input patterns usually guide the gradient descent 
procedure. If it is desired to use the total epoch error, E 
1, to guide the gradient descent 
procedure, the gradient 
aäN 
is required [53]. Fortunately, this does not require a separate 
derivation since the total epoch error can be formed by summing the mapping error function 
EF, given by equations (2.14), over all the pattern pairs in the training set (epoch) as follows: 
N 
E'v =>E", 
p=1 
Hence, the gradient is given by 
(2.29) 
aEN aE (2.30) 
aw 
p_, 
aw 
Thus, an alternative is training by epoch, where the following form of weight correction 
based on equation (2.28) is formed 
N 
QNW °(k) =ZQ pW °(k) 
p=1 
(2.31) 
This represents an overall or accumulated correction to the weight set after each sweep of all 
pattern pairs in the training set, or training epoch. This approach is also referred to as batch 
training. Epoch-based training represents a smoothing of the weight corrections. Therefore, 
this approach will be adopted in the present study. 
2.3.2.3 Mixed Strategies 
Intermediate or hybrid training methods are also possible. In one such approach, 
suggested by Munro [54], a pattern is presented repeatedly until its error is reduced to a 
certain preselected value. A generalization of this [55] is a set of educational pattern 
presentation strategies. These strategies have the common property that the frequency of 
presentation of an individual pattern is related to its mapping error. Patterns that have high 
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errors, or are "difficult to train, " may be presented more frequently. Of course, care must be 
taken not to undo prior training. 
2.3.3 The Search for w 
The overall mapping implemented by the FNN (Eq. 2.7) may also be characterized as 
y=f (x, w. H) (2.32) 
Assuming a fixed topology, a fixed training set, and weight-independent neuron 
characteristics, Equation (2.32) may be viewed in several ways. One of such ways is that, for 
fixed x and y, it may be viewed as a constraint on the allowable values of w. Specifically, 
there may be no solutions, a unique solution, or many solutions for w depending upon the 
given values ofx andy. 
Assuming there is at least one solution to Equation (2.32), this solution space may be 
visualized as the subspace of weight space in which Equation (2.32) is satisfied. As shown 
below, this space has several properties. Most importantly, however, this is the space where 
solutions should be searched. The network training or learning algorithm guides this search. 
It is noted that 
" Some algorithms may only explore a limited region of weight space, denoted the 
algorithm search space, thereby missing the solution if the solution and algorithm 
search spaces are non-overlapping. 
" Some algorithms maybe more efficient at this search than others. 
" The computational complexity of this search is worth investigating. 
The formulation of Equation (2.32) is based on H, which is given by equation (2.9). 
Requiring Equation (2.32) to be satisfied for all elements of H is thus a more critical 
constraint. Specifically, it is the conjunction of each of the N constraints given by Equation 
(2.32). Equations (2.9) and (2.32) may then be combined to define an epoch mapping error, 
E'(w, H), as follows: 
INm 
EN(w, H) =2 Zt (y -YS )2 (2.33) 
p =1s=1 
where the training objective is to minimize E Notice that Equation (2.33) does not require 
the gradient descent, or any particular procedure. It merely stipulates that there exists a 
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problem-specific function of w and H that is to be minimized. Most often this is done by 
some guided search over weight space. For example, the search could be guided by gradient 
descent, where w is iteratively updated as follows: 
w(k+i) _ w(k) + 77 -N (2.34) 
As a search procedure for w Equation (2.34), however, may be "fooled" into a local 
minimum and may be inefficient. A limiting argument applied to Equation (2.34) shows that 
the temporal derivative of w during training, (i. e., Ow/L9t), and the gradient, aEr'/ativ, are 
related. Using Equation (2.34) yields 
aw 
at = 
fn(w, H) (2.35) 
This shows that learning is characterized by a (usually) nonlinear differential equation. 
2.3.4 Error Surface 
Equation (2.33) is even more important in that it defines a training set- (and 
architecture-) specific surface in weight space. For a fixed architecture this surface will 
change with changes in H. Although it is impossible to visualize this surface when the 
dimension of w exceeds 3, it nonetheless is one of the most important tools in characterizing 
training. The search for a reasonable or optimal w is highly dependent on the shape of EM; for 
some H the surface shape (coupled with a choice of training or search algorithm) may yield 
miserable results. Another H, with the same parameters, may yield impressive learning 
algorithm performance [28]. 
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2.4 An Overview of the Back-propagation (BP) Algorithm 
The back-propagation algorithm [28] is a product-learning rule for a feed-forward, 
multiple-layer, neural network that uses steepest descent method with fixed step size to 
achieve training or learning by error correction. This algorithm consists of the following 
steps: 
1) Initialize all neuron weights in the network. 
2) Apply an input (stimulus) vector to the network. 
3) Feed forward or propagate the input vector to determine neuron outputs. 
4) Compare neuron responses in the output layer with the desired or target response. 
5) Compute and propagate an error sensitivity measure backward (starting at the output 
layer) through the network, using this measure as the basis for the weight correction. 
6) Minimize the overall error at each stage through neuron weight adjustments. 
Based on the steepest descent method mentioned in section (2.3.1), this algorithm can be 
summarized qualitatively as follows: Using the inputs xd, and the current set of weights, we 
first compute the quantities zj , ys , and 
8; 
, 
in turn. This called the forward pass of the 
algorithm, because it involves propagating the input forward from the input layer to the 
output layer. Next, we compute the update weights using the quantities computed in the 
forward pass. This is called the reverse pass of the algorithm, because it involves propagating 
the computed output errors Ss backward through the network This is shown in figure 2.7. 
2.5 Comments on the BP Training Algorithm 
Several problems may be encountered when using the BP algorithm in matrix 
computations and the probable reasons of these problems are explored below. 
2.5.1 Error Trajectories During Training 
The BP procedure described before is based on first-order gradient descent and therefore 
may find a local minimum in E. Unfortunately, as shown in Figure 2.8, local minima found 
by the solution procedure may correspond to sub-optimal solutions with respect to the global 
minima. In addition, the particular minimum found, and corresponding network weights, is a 
function of many parameters, including wo. This is shown in figure 2.9. 
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A valuable tool for monitoring training is to plot E as a function of the iteration. This 
may take many forms, including quick, direct convergence, oscillatory behavior (both stable 
and unstable), and "plateauing, " as shown in Figure 2.10. 
2.5.2 Back-propagation Starting Points 
As mentioned above, the error surfaces of most mapping problems are subject to local 
minima, which result in inferior mappings. In the next chapter several approaches that 
attempt to avoid local minima are introduced. However, many algorithms that rely on a 
sequential search over the error surface may become caught in local minima. As will be seen 
in Section 3.4, adding a momentum term to the back-propagation equations may help to 
overcome this problem. Another important concept that attempts to overcome local minima 
and make back-propagation-based training more efficient is proper initialization of weights. 
2.5.3 Effect of the Error Surface on the BP Algorithm 
In addition to the problem of local minima, which may be encountered in the BP 
algorithm, at least two problems can occur when DE'lalf =0 is used in BP algorithm to 
guide the search for w. These problems are premature saturation and saddle points that are 
mentioned in section 2.3.2.1. 
2.5.4 Learning Rate (LR) 
Usually, the learning rate determines what amount of the calculated error gradients will 
be used for the weight correction [56]. The "best" value of learning rate depends on the 
characteristics of the error surface, i. e., a plot of E versus w. If the surface changes rapidly, 
the gradient calculated only on local information will give a poor indication of the true "right 
path. " In this case, a smaller rate is desirable. On the other hand, if the surface is relatively 
smooth, a larger learning rate will speed convergence. This rationale, however, is based on 
knowledge of the shape of the error surface, which is rarely available. Some indication may 
be given by calculation of E at each iteration and by observation of the impact of previous 
weight corrections. A general rule might be to use the largest learning rate that works and 
does not cause oscillation. A rate that is too large may cause the system to oscillate and 
thereby slow or prevent the network's convergence. 
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To overcome the above deficiencies, the use of line search method (bracketing with 
golden section method [57]) is investigated in the next chapter to obtain the optimum 
learning rate i as training progresses. This will not only increase the rate of convergence but 
it will also have a great influence on the stability of the method. 
To increase the rate of convergence in the above approach, and consequently, to speed up 
the training of the network, the use of the conjugate gradient (CG) techniques [36] as well as 
the use of momentum terms [58] are investigated in the next chapter. 
2.6 Design of Training Strategy 
The design of a reasonable training strategy necessitates some engineering judgment as 
to the following training concerns: 
1) Whether to train by sample or by an epoch (a single pass through the training set). 
2) Sequential versus random ordering of the training set data. 
3) Determining whether the training algorithm has diverged, has converged, is 
oscillating, or is stuck at a local error minimum. 
4) Determining appropriate initial conditions on weights, etc. 
5) Whether to use first-order algorithm or higher-order algorithm. 
6) Whether to use momentum or not. 
7) When using momentum, what would be the appropriate value for momentum to 
use? 
Accordingly, FNN training algorithm is judged by a set of often-conflicting 
requirements, namely; simplicity, flexibility, and efficiency. Simplicity is a measure of the 
effort required to apply the algorithm, including computational complexity. Flexibility relates 
the extendibility of the algorithm to training different architectures, and efficiency relates the 
computational requirements for training and the success (i. e., resulting network performance) 
of the training phase. 
Since the matrix problem solution is considered as a byproduct of the training process 
and is obtained once the training of the networks is performed successfully, a "good" design 
of the training algorithm pertaining to simplicity, flexibility, and efficiency is very crucial to 
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the matrix computation via FNN. Hence, in this study an effort is devoted to reach a "good" 
design for training strategy. 
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CHAPTER 3 
Minimization Methods for Training FNN 
The back-propagation training algorithm, as shown in Chapter 2, employs the back 
propagation of error gradients and gradient descent. Numerous improvements and extensions 
have been proposed, the most popular of which is probably momentum. A large number of 
other, mostly heuristic, modifications also exist [48]. For example, adaptive learning rates 
have been investigated by a number of researchers [29]. 
Conventional numerical analysis and optimization theory, on the other hand, provide a 
rich source of alternative and more sophisticated approaches. Especially noteworthy is the use 
of second-derivative information For example, when the objective function (total mapping 
error function, 
Z) is represented by a second-order Taylor series, the global minimum can be 
found in V iterations, where V is the number of degrees of freedom of the system [59]. 
The problem of minimizing 
Z is one of unconstrained optimization; that is, only an 
objective function is specified and no other constraints are specified. Hence, all variants of 
optimization can be understood as ways of solving the problems of the BP algorithm; such as, 
the temporal instability, the poor convergence, and scaling properties. 
In this chapter, in an effort to overcome the above problems of standard BP algorithm 
when applied to matrix computations, all possible extensions of the first derivative-based 
back-propagation are investigated below. 
3.1 Taylor Series Expansion for the Epoch Mapping Error 
From Section 2.3.3, the epoch mapping error L''(& for weight values w is defined as the 
total sum of square errors and has the form 
1Nm 
N(w, H)= jZ(y -ys )Z (3.1) 
P=l s=l 
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Equation (3.1) defines hyper-surfaces in w space, which are rarely expressible in closed form, 
and cannot be visualized (except in low-dimension spaces). EN may be expanded in a Taylor 
series about wo, yielding: 
EN (w) = EN(wo)+ 
aýN 
(w-wo) 
w=wa 
2N 
+ 
2! 
w- wo )T 
Owe 
(w - wo) + higher order terms (3.2) 
- w= wo 
It is worth noting that the third term in Equation (3.2) contains Hessian matrix, 
a2EN a2EN 
awe , 
which is often computationally very significant. This is because 
awe 
is a matrix of 
dimension na, x nw, where n,, is the total number of weights in the network (i. e., the dimension 
of J. 
3.2 First-Order Methods 
As shown in figure 3.1, even when a local minimum in 
? is found by the search 
algorithm, the trajectory in weight space is not unique, or perhaps even direct or efficient. 
Figure 3.1 shows two somewhat extreme cases. In one, convergence to the local minimum is 
achieved in two iterations, whereas the other requires a series of somewhat oscillatory weight 
changes. In most cases, the former is preferred. 
In first-order methods only the first two terms on the right-hand side of Equation (3.2) 
N 
are used. The second term; namely, 
ýä 
is used as the basis for the weight correction: 
N 
ANw=-rß°ä (3.3) 
This equation was derived in Chapter 2. Here, we seek a point in weight space, denoted 
2N 
W, for which 
aEN 
= 0. This also requires the second derivative matrix, 
a E2 
to be positive äw öw 
definite; that is, 
T 
a2EN 
(w- w, ) (w-wo)>0 forllw-w0IIýO (3.4) awy 
W. E. 
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3.2.1 Limitations of First Order (Steepest Descent) Methods 
In addition to the fundamental problem of finding local minima in L, several other 
limitations in first derivative-based (first-order) methods exist if constant step size is used: 
" Step sizes (denoted by i) must be carefully chosen. 
" The direction of minimization at each step is orthogonal to the contour of constant EW 
(i. e., in a direction opposite to the gradient at that point), and therefore the trajectory of 
w may zigzag toward a minimum One of the most significant aspects of this, however, 
is that subsequent weight corrections are not orthogonal to those previously applied 
and thus may undo some previous training. Figure 3.2a illustrates this concept. 
For example, in Figure 3.2a the weight vector wl, computed after w is used, has the 
undesirable property that some of the correction from w is undone. Thus, a desirable feature 
of any multi-step algorithm is that new search directions should not interfere with the minima 
found in previous search directions. This is one of the aims of higher-order methods, 
especially conjugate gradient methods (figure 3.2b) as will be seen in Section 3.5.3. 
3.3 Steepest Descent with a Line Search Method 
One extension to gradient descent is to constrain the direction of the search to be along 
a line determined by the gradient, with length determined by adjusting the learning rate (LR) 
77 (k) at each step: 
w(k+l) _ w(k) _ 17 
(k) 
DE' 
17 
(k) 
>0 (3.5) 
ow 
iy=wýk) 
The rate rf 
) is chosen such that the weight correction moves along a line (in the negative 
gradient direction) until a minimum is reached. Extra computation is required to determine 
the "length" of this line. A more general form of Equation (3.5) leads to line minimization 
techniques, which are related to the conjugate gradient strategies that will be discussed later in 
this chapter. The basic formulation is 
w(k+l) _ w(k) +77 
(k)d(k) (3.6) 
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where d (k) is the direction of the search in weight space at iteration k The strategy is to 
choose both d (k) and 17(k) to minimize EN (21: (k+1)). Suppose d (k) has already been chosen using 
gradient descent, i. e., 
d(k) =_ 
OEN 
LW (k) 
3.7 
aw () 
then 77(k) must be found such that 
aEN LW (k+1) 
=0 (3.8) 
all 
Notice that no specific technique for the determination of rj(k) has been chosen yet to achieve 
the objective of Equation (3.8). The conceptually simplest strategy is to try 71 (k) for a 
sequence of values; compute EN 
Ly (k+1) ) along It(k) for each 17(') ; and stop when 
q(') becomes large enough to cause Eg( k+1) to increase; in this case 77(k) will be the 
optimal learning rate (LR) at this direction. The most important thing to note about this 
strategy is that successive weight correction steps are orthogonal to the gradient; therefore 
this strategy has the quadratic convergence properties of the conjugate gradient approach. To 
verify this property, observe that 
aEN w(k+i) aEN 
LW (k) 
+77 
(k)d(k) 
all 1377 
- 
aEN w(k+l) 
T 
[a( w(k) + 77k) d (k) 
Öw(k+1) 1517 
[ýEN 
w(k+1) 
z 
d (k) 
aW(k+1) 
wN 
)0 
P, 
wN 
Lw (k) ) 
=0 
In fact, a common way to develop the conjugate gradient methods, as will be seen later, 
is to begin with a choice of a direction d and then require that the length of the weight 
correction be such that the minimum of EW in this direction is obtained [60]. 
3.3.1 A Hybrid Line Search Method 
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As pointed out, the speed of the first order and conjugate gradient methods depends to a 
large extent on the efficiency of the line-search The search methods discussed in this section 
allow us to determine the minimizer of a function 
Z 
over a closed interval, say [ao, b d. The 
only property assumed for the objective function 
Z is that it is unimodal, which means that 
if has only one local minimizer. An example of such a function is depicted in figure 3.3. The 
methods discussed are based on evaluating the objective function at different points in the 
interval Sao, bdd. These points are chosen in such a way that an approximation to the 
minimizer of 
Z 
may be achieved in as few evaluations as possible. Hence, the goal is to 
progressively narrow the range until the minimizer is boxed in with sufficient accuracy. 
In this study, to control the degree of inexactness of the line search, a hybrid line-search 
method is examined. This method combines two line search algorithms; namely, a bracketing 
algorithm (using function evaluations only) with golden section search algorithm [57]. As the 
name suggests, this method before using the golden section search, it uses the bracketing 
algorithm described below to bracket the minimum of the function to be minimized between 
two points, through a series of function evaluations. Then, these two end points of the bracket 
are used as the initial points for the golden section search algorithm described below to locate 
the minimum to a desired degree of accuracy. 
3.3.1.1 Golden Section Search Algorithm 
Consider a unimodal function E of one variable and the interval Sao, b j. If E is evaluated 
at only one intermediate point of the interval, the range within which the minimizer is located 
cannot then be narrowed. The function E has to be evaluated at two intermediate points, as 
illustrated in Figure 3.4. The intermediate points will be chosen in such a way that the 
reduction in the range is symmetric, in the sense that 
al -ao = bo -b1= p(bo -ao), 
where p<Y 
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The function E is then evaluated at the intermediate points. If E(a, ) < E(b, ), then the 
minimizer must lie in the range [a0 , 
b! J. If, on the other hand, E (a, ) > E(b, ), then the 
minimizer is located in the range dal, bo J (see figure 3.5). 
Starting with the reduced range of uncertainty the process can be repeated and similarly 
two new points, say a2 and b2 , using the same value of p< 1/2 as before can be 
found. 
However, it is desired to minimize the number of the objective function evaluations while 
reducing the width of the uncertainty range. Suppose, for example, that E(a, ) < E(b, ), as in 
figure 3.5, then, it is known that we[ao, b, ]. Since a, is already in the uncertainty range and 
E(al) is already known, al can be made to coincide with bz. Thus, only one new evaluation of 
E at az would be necessary. 
The question that addresses itself is what value of p would be that results in only one 
evaluation of E. The answer to this question is found in reference [57] where it is proven that 
when pis equal to 0.382, only one evaluation of E is required. Hence, using the Golden 
section algorithm means that at every stage of the uncertainty range reduction (except the first 
one), the objective function E need only be evaluated at one new point. The uncertainty range 
is reduced by the ratio (1 - p) = 0.618 at every stage. Hence, Ng steps of reduction using the 
Golden section method reduce the range by the factor 
(1-p)Ns 
=0618 g 
Consequently, the following recurrent relations are used to determine the optimal location of 
the points in the golden section search algorithm: 
hi =ao +0.38210 
172 = bo - 0.3 8210 
and 
ilk+l = ak + 0.3 821k 
= bk - 0.3 821k 
(3.10) 
where Ik is the length of the kth interval (ak, bk). 
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3.3.1.2 Bracketing Search Algorithm 
In this algorithm, the minimum of the function to be minimized is bracketed between two 
points, through a series of function evaluations. The algorithm begins with an initial point a0, 
a function E(ao ), a step size ßo , and a step expansion parameter y>1. The steps of the 
Bracketing algorithm [57] are outlined as: 
1. Evaluate E(ao) and E(ao + /30). 
2. If E(ao + ßßo) < E(ao ), let a1 = ao +ßo and-ß1 = yß0, and evaluate E(al+ ßl ). 
Otherwise, go to step 4. 
3. If E(al+ ßi) < E(al ), let a2 = a1 + X31 and X32 = yß1, and continue incrementing the 
subscripts this way until E(ak+ ßk) > E(ak). Then go to step S. 
4. Let a1= ao and /31= - 4/30, where ý is a constant that satisfies 0<ý< 1/y, and evaluate 
E(a1+ Q1). 
5. IfE(al+ 81) > E(al) go to 7. 
6. Let a2 = a1 + X31 and 82 = yß1, and continue incrementing the subscripts this way until 
E(ak+ 8k) > E(ak). Then, go to step S. 
7. The minimum has been bracketed between points (ao - x/30) and (ao + X30). Go to step 
9. 
8. The last three points satisfy the relations E(ak _ 2) > 
E(ak 
- 1) and 
E(ak 
- 1) 
< E(ak), 
and hence, the minimum is bracketed. 
9. Stop. 
3.4 BP Training Procedure with Momentum 
BP without momentum is a first order minimization that utilizes gradient information to 
follow a path of steepest descent. While in theory such a procedure is guaranteed to find a 
minimum, in practice it depends much on appropriate scaling parameter (LR). Moreover, at 
points in the weight space where the Hessian matrix has a large condition number, gradient 
descent is extremely slow to converge because it oscillates from side to side across the 
minimum [61]. Often, in gradient approaches LR is adjusted as training progresses. This type 
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of adjustment allows for large initial corrections but does not avoid weight oscillations around 
the minimum near the solution. To help overcome this problem, a momentum term is added 
and in this case the step direction is no longer steepest descent but modified by the previous 
direction [58]. In effect, momentum utilizes second order information but requires only one 
step memory and uses only local information. This can be seen from the addition of 
momentum to the output weight update at the (k+1)th iteration which results in the following 
modified correction 1f equation: 
ANwo(k+l) _ dpwý(k+l) +a APwo(k)) ý3.1 1 
p=1 
In this equation a is called momentum factor (MF) that needs to be carefully chosen. The 
second term in Equation (3.11), for positive ca yields a correction at step (k + 1) that is 
somewhat different from the case if Equation (2.31) alone is used. As will be shown soon, this 
extension is related to a second-order weight correction technique. 
3.4.1 Significant Aspects of Momentum 
N 
" In training formulations involving momentum, wheno has the same algebraic sign 
on consecutive iterations, dW w, *, grows in magnitude and so w, * is modified by a large 
amount. Thus, momentum tends to accelerate descent in steady downhill directions (ie., 
giving momentum to the correction). 
N 
" In training formulations involving momentum, when 
aE 
has alternating algebraic äw° 4 
signs on consecutive iterations, dNw , becomes smaller and so the weight adjustment is 
small Thus, momentum has a stabilizing effect on learning. 
Thus, momentum may prevent oscillations in the system and help the system escape local 
error-function minima in the training process by making the system less sensitive to local 
changes. Momentum value selection, c is much like the learning rate in that it is peculiar to 
specific error surface contours. Also, if the system enters a local minimum that is steep on one 
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side and less so on another, the momentum built up during entry into the minimum may be 
enough to push it back out. 
Furthermore, it is noted that the use of Ep versus EN in training causes the weight 
corrections to be averaged over H. Momentum, on the other hand, causes weight corrections 
to be averaged over time (iteration). 
3.5 Second-Order Methods 
In these approaches the following term is not ignored, as in the first-order methods: 
2N ýI L -wo)T 
Ö EZ 
Lw- (w-wo) öw 
3.5.1 Approximation of Local Shape of the Epoch Mapping Error 
Assume that around w=w 
W'v 
äw =0 
(3.12) 
w=w 
The local shape of Equation (3.2) is then dominated by the second term: 
2N 
EN (w) = EN (w) + 
2! 
(w 
- 
w)T 
2E 
(w 
- 
w) (3.13) 
aW2 
W=w 
The shape of the error surface in this region is that of a hyperparaboloid, and the loci of 
contours of constant 
Z 
are hyperellipsoids. 
3.5.2 Second-Order Equations and the Hessian Matrix 
To begin, rewrite Equation (3.2): 
ENU=EN(wo)+glw_w (w-wa) 
- -0 
+ 
2! 
(w - wo)T Qlw=wo (w - x'o) + higher order terms (3.14) 
where the notation 1w _ ! f,, is used as a reminder that quantities are evaluated at the point 
about which the linearization takes place. In addition, the following vector and matrix are 
defined: 
41 
_7EN gw (3.15) 
43W 
a2EN 
awe 
(3.16) 
The vector g in Equation (3.15) is the familiar gradient, and the matrix Q of second partial 
derivatives in Equation (3.16) is referred to as the Hessian matrix 
In the second-order formulation of Equation (3.14), minima are located where the 
gradient of Equation (3.14) is equal to zero. Differentiation of Equation (3.14) with respect to 
w yields 
aEN 
_ 
E 
=g+Qw-Qw° (3.17) 
where g and Q are evaluated at w= w0. From Equations (3.17) and (3.12), we establish that 
&= W. _Q-lg (3.18) 
which shows that the optimal weight vector may be found using second-order techniques if g 
(the gradient) and the Hessian Q are available. Unfortunately, the calculation of Q is 
prohibitively expensive, and the inversion of this (typically) large matrix further complicates 
the issue. Therefore, we resort to approximation techniques. 
3.5.3 Conjugate Gradient (CG) Methods 
In conjugate gradient methods, successive steps in dw are chosen such that the 
learning at previous steps is preserved. A direction for the weight correction is computed and 
line minimization in this direction is performed, generating w' + ". Successive weight 
corrections are constrained to be conjugate to those used previously. Interestingly, this is 
achieved without inversion of Q, as in Equation (3.18). 
Denote the weight correction direction in weight space for minimization of E at iteration k 
as ( and the gradient of E'(w(v ) as 
e. For example, in the back-propagation algorithm daý is 
equal to -gý`ý. The traditional conjugate gradient updates the weights for the kth iteration as 
follows: 
wok+iý _W (k) +77 (k)d (k) (3.19) 
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where f) is the step size, a scalar which minimizes the objective function in the conjugate 
direction dm. 
Up to this point we have not said how the conjugate directions are found. Several 
techniques [62] exist for the determination of the conjugate directions Suppose the initial 
weight correction direction is, d(°' = g(0). Beginning with k=0, we require subsequent 
gradients to be orthogonal to the previous weight correction direction; that is, 
(k)T 
9(k+i) =0i =1,2 ....... 
kmar (3.20) 
which yields 
d(k)T (g(k+2) _ g, 
(k+l)` 
= O (3.21) 
(k + 2) (k + 1) (k * 1) (k + 2) 
Notice that (g -g) is the change of gradient of E from w tow . From Equation 
(3.17), 
9(k) = Q(! f(k) - wo) + g1 , _, 
(3.22) 
and thus, Equations (3.21) and (3.22) may be manipulated to yield 
d(k)T ^(w(k+2) _ w(k+l) 
)=o (3.23) 
Since dw(k+i) = (E (k+2) _ w(k+i) )=d 
(x+i) 
, we get 
d(c)TQd(k+l) =0 (3.24) 
Equation (3.24) may be rewritten as 
(d2), [Qd»T 
=0 (3.25) 
Hence, weight correction directions d 
ft + 2) and d (k +') are said to be conjugate to one 
another in the context of Q, or Q-conjugate. 
There exist several ways to find the conjugate vectors required in Equation (3.24). For an 
n,. x n matrix Q, iterative techniques are available to find the nw solutions to Equation (3.24). 
However, because of the dimensions of Q and the effort involved in computing Q, we choose 
alternative techniques. Instead, consider the following weight space search strategy: 
d(k+l) = _g(k+l) +ß(k+1)d(k) (3.26) 
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where 83 is a weight factor for the previous directions. Equation (3.26) defines a path or 
sequence of search directions r, k=0,1, ..., nom, 
in weight space, where each weight 
correction direction vector d" is 
" Computed sequentially, beginning with dry' 
" Different from that found using gradient descent, where d°`) _- g(V 
" Formed as the sum of the current (negative) gradient direction and a scaled version of 
the previous correction. 
Forcing Equation (3.26) to satisfy Equation (3.24) yields 
d (k)T Qd (k+l) = _d 
(k)T Qg (k+1) +d 
(k)T Qß (k+1) g(k) =0 (3.27) 
from which ,6 
(k +') is found as 
ß(k+1) 
_d 
(k)T ^_(k+l) 
d (k)T 
lýQg 
(k) 
(3.28) 
Although Equation (3.28) seems to require Q for the computation of /3, numerous 
algebraically equivalent forms exist. For instance, when using the Fletcher Reeves formulation 
[57], ß (k+') is given by 
(k+l)T (k+l) 
ß(k+1) _gg 
9 
(k)T 
9 
(k) (3.29) 
Whereas, when using the Polak-Ribiere's formulation [57], ß (k ") is given by 
(k+l) 
_ 
9(k+1)T 
( (k+1) 
- 9(k) ß 
9(k)T9(k) 
(3.30) 
It can be shown that if the conjugate directions just discussed may be found and the 
approximation of E" by a second-order Taylor series is precise, then the minimum will be 
found by this method in nw steps, where n,,, is the number of weights. The proof is relatively 
simple, and makes use of the fact that the search directions, djk), are linearly independent. 
Starting with - g(O) as the first weight correction direction, after n, applications of Equations 
(3.26) and (3.29) or (3.30), nW conjugate directions would be found. Referring to Equation 
(3.20), the next gradient must be orthogonal to the n,, previously computed dam, or at least 
satisfy this equation. In a vector space of dimension n,., there are at most n, V linearly 
independent vectors. Therefore, the only way for Equation (3.20) to be satisfied is for 
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0; i. e., the minimum is reached. This shows that the conjugate gradient approach 
has quadratic convergence. It should be kept in mind that the conjugate gradient strategy 
developed in this section was based upon the assumption that the mapping error function was 
quadratic; i. e., the higher-order terms were neglected. 
3.5.4 Comments on CG Methods 
Performance comparisons of the standard BP and the traditional CG methods seem to be 
task dependent. For example, in comparing percentage of trials that converged on a global 
minimum, Van der Smagt [59] reported that the Fletcher-Reeves CG method [57] was not as 
good as standard BP on the XOR task but was better than standard BP on two function 
estimation tasks. A somewhat similar result is reported by Aylward et al. [63]. They reported 
that faster learning is obtained by CG on a function estimation problem but a slower learning 
(compared to standard BP) is obtained on a task involving classification of handwritten 
numerals. Since the performance of the CG methods when applied to matrix computations is 
not known, it is desirable to investigate this issue in the present study. 
Another point of comparison between methods is their ability to reduce error on learning 
of the training set. De Groot and Wurtz [64] reported that CG was able to reduce error on a 
function estimation problem some 1000 times smaller than standard BP in 1 Os of CPU time. 
Barnard [65] compared the CG method and the standard BP method without momentum on 
three different classification tasks. He found that the CG method is able to reduce the error 
more rapidly and to a lower value than the BP method for a given number of iterations. In 
another study by Barnard and Holm [66] the CG method was compared with a first order 
adaptive step size algorithm. They found that the CG method achieves lower errors and higher 
generalization in the early iterations but the adaptive algorithm gradually approached the same 
performance with extra iterations. Hence, in the present study, a comparison between 
algorithms is necessary to determine their ability to achieve small errors on matrix algebra 
problems. 
Traditional CG method restarts the search direction every nw iterations (where nx, is the 
number of weights in the network) by setting ß =0, that is, resetting the search direction to the 
negative gradient. It also assumes exact line searches in order to calculate step size. Since this 
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restart rule is inefficient because a step in the steepest descent direction seldom reduces the 
error by much and since exact line searches are computationally expensive, much effort has 
gone into developing more efficient algorithms. 
An improvement involving restarts was suggested by Beale [67]. It uses equation (3.26) 
for the first nw iterations and for restart steps, but for subsequent non-restart steps the search 
direction includes an extra term to provide conjugacy to the previous restart direction. 
Additional restart criteria have been suggested by Powell [68] to improve the speed, that is 
restart when 
Ig(k+1)r 
9(k)I ý 0.2IIg(k+1)112 
or 
(3.31) 
-1.2IIg(k+1)II2 
<d(k+l)g(k+l) <-O. 8IIg(k+0112 (3.32) 
Equation (3.31) ensures orthogonality between consecutive gradient vectors and equation 
(3.32) ensures that the new search direction is sufficiently downhill. The use of both restart 
criteria showed promising results in training of multi-layer perceptrons on function estimation 
problems [59]. 
Since most of the computational burden in algorithms involves the line search, it would be 
an advantage to avoid line searches by calculating the step size analytically. Moller [69] has 
introduced an algorithm that does this, making use of gradient difference information. He 
reported that the algorithm is about twice as fast as the traditional CG method on a parity 
problem, partly due to a reduction in the number of iterations. Despite of this computational 
savings, this algorithm has a drawback of incorporating arbitrary tuning parameters whose 
values are critical to performance. 
While higher-order approaches attempt to find a minimum in 
Z 
efficiently, notice that the 
computational cost at each iteration may be significantly increased. Thus, while a (slightly) 
better correction at each step may be achieved, the overall computational cost may actually be 
higher, when compared with simply using first-order techniques. This partially explains why 
second-order techniques have not found widespread adoption. Nevertheless, in this study, the 
Fletcher-Reeves CG (CGFR) method, the variant of CG method given by equation (3.29), and 
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Polak-Ribiere CG (CGPR) method (equation (3.30)) will be examined and assessed when 
applied to matrix computation problems. 
3.5.5 Relation between CG Method and Momentum Formulations 
The conjugate gradient-based strategy of Equation (3.26) shows a strong similarity to the 
momentum formulation of Equation (3.11). The first-order gradient descent-with-momentum 
approach produces weight correction of the form 
öEm 
(k+l) 
dNWoý(k+l) _ _1 o+ 
Q' Q 
NWo(k) (3.33) 
ÖWý 
which is equivalent to the correction of Equation (3.26) if the learning rate i and momentum 
coefficient a were chosen to make the weight search directions conjugate. In other words, 
when comparing the traditional CG to the standard BP with momentum, the difference is that 
in the latter both step size and momentum are fixed, while in the former the step size is 
computed by a line search and /3 
(k+1) is computed analytically. 
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Figure 3.1 Two very different trajectories for weight correction 
(a) 
(b) 
Figure 3.2 Conjugate versus gradient directions weight correction: 
(a) Gradient-guided search with constant step size; 
(b) Conjugate directions leading directly to the minimum. 
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Ew 
Figure 3.3 A typical unimodal function 
a, - ao bo_ b, 
a a, bb o, o 
Figure 3.4 Evaluating the objective function at two intermediate points. 
a° bo x, 
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EU 
E(bi) 
E(al) 
Figure 3.5. The case when E(al) < E(bl); The minimizer w* E [ao, bl] 
as w a, bl ho 
CHAPTER 4 
FNNs for Large-Scale Matrix Algebra Problems 
To analyze the performance of the minimization methods discussed in chapter 3 when 
applied to matrix computations, only two matrix algebra problems are considered in the 
present study. These problems are matrix LU-decomposition and matrix inversion. It should 
be emphasized here that the performance of these minimization methods would be assessed on 
large-scale problems as compared to the small-scale matrix problems considered previously by 
Wang and Mendel [21-23]. 
Included in this chapter are presentations of the feedforward neural networks used for 
the above matrix computations. The training procedures for these FNNs under the 
minimization methods discussed in chapter 3 are also included. The potential for 
parallelisation of these procedures is also discussed in this chapter. 
4.1 FNN for L U-Decomposition Problem 
The first test problem considered in this study is the matrix LU-decomposition. 
Following the work of Wang and Mendel [21-23], this problem can be formulated as follows: 
Given a matrix AC RN "N the task is to obtain a lower-triangular matrix (with unity 
diagonal elements) LC RN xN and an upper-triangular matrix UC RN XN such that LUA. 
Consider the two-layer linear FNN of Figure 4.1. We constrain the connections between the 
inputs and the lower-layer neurons so that the output of the lower-layer, z, equals Ux, where x 
is a given input vector and U is an upper-triangular matrix. Similarly, we constrain the 
connections between the lower-layer and the upper-layer neurons so that the network output, 
y, will be L Ux, where L is a lower-triangular matrix with all diagonal elements equal to unity. 
Since the desired overall transformation LU =A is known, the desired output Ax is also 
known when network input x is specified. Hence, (x, Ax) constitute the training patterns. 
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There are two basic issues to implementing this structured network: 
1. How to choose the input patterns (the x's) so that if their associated patterns are 
matched, the weight matrices give the solution to the problem; and 
2. How to train this linear FNN. 
The following Theorem that is given by Wang and Mendel [23] is used to tackle the first 
issue: 
For a given matrix AC RNx 
N 
and the network of Figure 4.1, we choose N desired input 
patterns x4'1, x(),... ..., x' which are any 
linearly independent Nx1 vectors, and choose the 
corresponding desired output patterns to be Ax(')"4X(2) ......... Ax(N). 
If the network matches 
all the n input-output pattern pairs (x('), Ax()) (i = 1,2,....., N), then the final weights of 
the lower-layer neurons give the desired U matrix, and the final weights of the upper-layer 
neurons give the desired L matrix, i. e., LU=A. 
On the basis of the above Theorem the input and associated patterns are chosen for the 
LU-decomposition linear FNN to be (e;, Aed (i = 1,2, ..., 
N), where e; is the ith unit vector, 
i. e., all elements of e, equal zero except the ith element which equals unity. The purpose is to 
train the network to match these patterns. 
The second issue is very important in the network implementation and needs special 
attention since the LU solution is a byproduct of the training. As a matter of fact, the 
performance of the training algorithm highly affects the success of the LU-decomposition. As 
stated earlier, the BP algorithm described in section 2.4 suffers a lot of problems as a result of 
the improper choice of the scaling parameter or the learning rate, i, e. g., slow convergence 
and the possibility of converging at a local minimum. These problems could be overcome 
either by using the Steepest Descent with Line Search (SDLS) method or by using the 
Conjugate Gradient (CG) methods. The training algorithms under these methods are 
developed below. 
4.1.1 Training Formulation for LU-Decomposition FNN under SDLS Method 
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In case of adopting the steepest descent method as described in section 2.3.1, the update 
equations (2.20) and (2.22) need to be modified by replacing w, * with l# and wh; with uni. 
Specifically, to update the upper-layer neuron weights I;, the following equation is used: 
1(k+1) = I(k) + ý(k) (4.1) SJ SJ S1 ' 
The gradient of the mapping error function with respect to the weights l, is given by 
(v`. (EP(k))) 
=-ö(k)Zj(k), (4.2) 
The weight correction dl(9 in equation (4.1) is set proportional to the negative of gradient as 
follows 
dl(k) =1Ssk)z(kj ) (4.3) 
where 
n 
z _Y-ufkýXd (4.4) 
i=1 
ask' _ (Yap - Y; k' ), (4.5) 
I 
YS I#k'Zjk' (4.6) 
J =l 
In the above equations, ys is the actual output of the sth neuron of the upper layer, yds is the 
corresponding desired output (which equals the ith component of Ax), z, is the output of the 
jth neuron of the lower layer, and k denotes the steps of updatings (k = 0,1,2,..., k.. ). To 
update the lower-layer neuron weights u;;, the following equation is used 
u +i) = uý, k) + AU (k), (4.7) 
The gradient of the mapping error function with respect to the weights uj, is given by 
(vu, (EP(") ))fi 
Sfk)lVk) 
xi (4.8) 
S. 1 
Hence, the weight correction Au; () in equation (4.7) is set proportional to the negative of 
gradient as follows: 
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durký _77 ýSskýlýký Xi (4.9) 
s=i 
Since the connections are constrained, some weights are not updated and are kept 
constants. These weights are 
Iss = 1, 
IS, =O fors=1,2,..., m, j=s+1, s+2........... 1, 
u;; =0 forj = 2,3, ..., n, 
i= 1,2 
.................. 
j-1. 
Notice that in the present case, the index m is equal to n and 1, and they are all equal to the 
order of the matrix (IV). The optimum value of learning rate, rl, in equations (4.3) and (4.9) is 
obtained at each updating step via the hybrid line search method described in chapter 3. 
4.1.2 Training Procedure for LU-Decomposition FNN under SDLS Method 
The training procedure comprises one forward computation of z= Ux and y= Lz; and 
one computation of the equations (4.1) and (4.7), i. e., one backward training iteration. 
Accordingly, the SDLS training procedure using epoch (batch) training strategy is 
summarized in the following steps and its flow chart is shown in figure 4.2: 
1. Start with k=0 and set the initial L(0' and U (° to zero matrices. 
2. Present an input-desired output pair P, and do steps (2. a)-(2. c) for all PC [1, N], to 
compute the total (epoch) sum of squared error, E' 
m, and the total gradient, gýk) , 
using equations (2.29) and (2.30), respectively, where in this case, 
(YP ......... ". y ,m 
)T = Aep is the Pth desired output vector, and (y1 ,........., ym 
)T is 
the actual output vector for input ep. Notice that the patterns are presented to the 
network in the following order: (el, Ael), (e , Ae? )............. (e,, Aer). Where, N is 
equal to the matrix order (n). 
a. Compute z and y. 
b. Calculate the sum of squared error, E", given by equation (2.14). 
c. Calculate the gradient DES for this pattern from equations (4.2) and (4.8). 
3. Check the epoch based-error, 
9'k) < El, or [jell <e 2' 
If one of these conditions is 
met, go to step 8. 
4. Otherwise, set the search direction d(k(=-g (k) 
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5. Perform line search along k' using the hybrid method described in chapter 3 to 
determine the optimal value 17 that minimizes L. (1 k', Lek', Usk) 
6. Update L(k"' and üfk+" using equations (4.1) and (4.7), respectively. 
7. Set k= k+1. If k>k, go to step 8, otherwise, repeat from step 2. 
8. Stop. 
4.1.3 Training Formulation for LU-Decomposition FNN under CG Methods 
In case of adopting the conjugate gradient method as described in section 3.3, the update 
equations (2.20) and (2.22) need to be modified by replacing w* with ISS and w with uji. 
Specifically, to update the upper-layer neuron weights lsj, the following equation is used: 
l(k+l) = l(k) + AI(k) (4.10) 
The weight correction dl(') in equation (4.10) is set proportional to the search direction as 
follows: 
dl ý``ý = rid ýký (4.11) 
The search direction do) in this equation is determined using one of the following equations: 
a(k) = _g(k) k=0 (4.12) 
d(k+l) 
_ _g(k+l) + 
ß(k+1) d(k) k>0 (4.13) 
The gradient of the mapping error function with respect to the weights IS, g(k), is given by 
equation (4.2). The value of in equation (4.13) is obtained using one of the following 
equations: 
(k+1) 
(k+l) (g (k+l) 
J6 _t 
rg 
(9(k) (g(k)) (4.14) 
Fletcher-Reeves Equation [57] 
ß(k+1) = 
9(k+1) 
T 
g(k+l) _ g(k) 
(g(k) ) (9(k) ) 
Polak - Ribiere Equation [68] 
(4.15) 
Similarly, the lower-layer neuron weights, u;;, are updated using the following equation: 
u(k+l) = u(k) +iiu 
1= P jr 
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(4.16) 
The weight correction Aug, in equation (4.16) is set proportional to the search direction as 
follows: 
AU (k) = l7d ýký (4.17) 
The search direction e in this equation is determined using either equation (4.12) or equation 
(4.13). The gradient of the mapping error function with respect to the weights uf;, g(k), in these 
equations is given by equation (4.8). 
The optimum value of learning rate, i, in equations (4.11) and (4.17) is obtained at each 
updating step via the hybrid line search method described in chapter 3. 
4.1.4 Training Procedure for LU-Decomposition FNN under CG Methods 
The training procedure comprises one forward computation of z= Ux and y= Lz; and 
one computation of the equations (4.10) and (4.16), i. e., one backward training, iteration. 
Accordingly, the CG training procedure using epoch (batch) training strategy is summarized in 
the following steps and its flow chart is shown in figure 4.3: 
1. Start with k=0 and set the initial L(° and U(O)to zero matrices. 
2. Present an input-desired output pair P, and do steps (2. a)-(2. c) for allP C [1, IV], in 
order to compute the total (epoch) sum of squared error, e k), and the total gradient, 
gk) 
, using equations 
(2.29) and (2.30), respectively, where in this case, 
(Yä. ß ' Yä. m)T = 
Aep is the pth desired output vector, and (y; ,........., ym)T 
is 
the actual output vector for input e1,. Notice that the patterns are presented to the 
network in the following order: (e1, Ael), (e , Ae ),..., (eN, AN). Where, N is equal 
to the matrix order (n). 
a. Compute z and y. 
b. Calculate the sum of squared error, E"k), given by equation (2.14). 
c. Calculate the gradient VE °' for this pattern from equations (4.2) and (4.8). 
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3. Check the epoch based-error, e (k) < £1, or 11 gk'ý! < E2. If one of these conditions is 
met, go to step 13. 
4. Otherwise, set the search direction (k)= - 
jk) 
5. Perform line search along ( using the hybrid method described in chapter 3 to 
) 
determine the optimal value rj(k) that minimizes (77(k), L 
(k), 
uk). 
6. Update L(k+) and U (k+') using equations (4.10) and (4.16), respectively. 
7. Set k= k+1. If k> kmax go to step 13. 
8. Otherwise, present an input-desired output pair P, and perform steps (8. a)-(8. c) for 
all PC [1,1V], to compute the total (epoch) sum of squared error, E"k, and the total 
gradient, ggk), using equations (2.29) and (2.30), respectively 
a. Compute z and y. 
b. Calculate the sum of squared error, E P(k), given by equation (2.14). 
c. Calculate the gradient VE Pk' for this pattern from equations (4.2) and (4.8). 
9. Check the epoch based-error, f(k) < el, or llgk)11 < c2. If one of these conditions is 
met, go to step 13. 
10. Otherwise, check Powell's restart criteria given by equations (3.31) and (3.32). If 
one of these conditions is met, set dk) = -g(k), go to step 12. 
k) (k) k) 1) 
11. Otherwise, set the search direction -_-g 
+g It'- where k) is given by 
equation (4.14) in case of Fletcher-Reeves (CGFR) variant of the method and is 
given by equation (4.15) in case of Polak-Ribiere (CGPR) variant of the method. 
12. Repeat from step S. 
13. Stop. 
4.2 FNN for the Inversion of Large Scale Matrix 
The second matrix computation problem considered in this study is the Matrix Inversion. 
Following the work of Wang and Mendel [21-23], this problem can be formulated as follows: 
Given an invertible matrix AC RN"N the task is to determine BC R"xN such that BA =1 
i. e., (B = A'). Consider the two-layer structured network of figure 4.4, where the lower layer 
performs the transformation A and the upper layer performs the transformation B. According 
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to BA = I, the desired overall transformation is IN., Since A is given, the lower layer weights 
are fixed at A and do not change in the training procedure. 
The following Theorem given by Wang and Mendel [23] is used to choose the desired 
patterns: 
For invertible AC R'vs" and the network of Figure 4.4, we choose the following n pairs 
of patterns: (J, x4'))) where i=1,2, ... ,N and . z»'»'s are 
linearly independent Nx1 vectors. 
If the structured network matches all these n pattern pairs, the upper-layer weights B will 
satisfy BA = NxN 
Therefore, on the basis of the above Theorem the desired patterns are chosen for the 
matrix inversion linear FNN as (e;, ej (i = 1,2, ..., 
N), where e; is the ith unit vector, i. e., all 
elements of e; equal zero except the ith element which equals unity. Once again, the purpose is 
to train the network to match these patterns. 
4.2.1 Training Formulation for Matrix Inversion FNN under SDLS Method 
In case of adopting the steepest descent algorithm as described in section 2.3.1, the 
update equation (2.20) needs to be modified by replacing w, *,. with b;. Specifically, to update 
the upper-layer neuron weights b51, the following equation is used: 
box+>> = b(k) + db(k) v (4.18) 
The gradient of the mapping error function with respect to the weights bsj is given by 
(Qb' (E., 
_5 
k)Zjk), (4.19) 
Hence, the weight correction db(. 9 in equation (4.18) is set proportional to the negative of 
gradient as follows: 
dbýký _ 5(k)z %sa 
where 
n 
zýk) = a1k)x 
1=i 
Sský _ (Yds - Ysk) ), 
(4.20) 
(4.21) 
(4.22) 
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Y(k) = Ev s)z(k) (4.23) a=1 
In the above equations, ys is the actual output of the sth neuron of the upper layer, yds is 
the corresponding desired output which equals the sth component of the input x, z. is the 
output of thejth neuron of the lower layer, and k denotes the steps of updating (k = 0,1,2, ..,. 
k.. ). In equations (4.21) through (4.23), 1 and n are equal to the matrix order N. 
The lower-layer weights in this case are set equal to A initially and are not updated. 
Similar to the LU-decomposition problem, the optimum value of rJ in equation (4.20) is 
obtained at each updating step via the hybrid he search method described in the chapter 3. 
4.2.2 Training Procedure for Matrix Inversion FNN under SDLS Method 
The training, procedure comprises one forward computation of z= Ax and y= Bz; and 
one computation of the equation (4.18), i. e., one backward training iteration. Accordingly, the 
SDLS training procedure using epoch (batch) training strategy is summarized in the following 
steps and its flow chart is shown in figure 4.5: 
1. Start with k=0 and set the initial Y)to zero matrices. 
2. Present an input-desired output pair P, and do steps (2. a)-(2. c) for all PC [1, N], in 
order to compute the total (epoch) sum of squared error, e(k), and the total gradient, 
gk) 
, using equations 
(2.29) and (2.30), respectively, where in this case, 
I ........... yp. 
)T =ep is the pth desired output vector, and (y; ........... yp 
)T is the (Y P d, d, M 
actual output vector for input ep. Notice that the patterns are presented to the 
network in the following order: (el, el), (e,, es ), ... , (e,, e , 
). Where, Nis equal to the 
matrix order n. 
a. Compute z and y. 
b. Calculate the sum of squared error, E P(`), given by equation (2.14). 
c. Calculate the gradient VE p1' for this pattern from equation (4.19). 
3. Check the epoch based-error, i. < el, or llgk'11 < E2" If one of these conditions is 
met, go to step 8. 
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4. Otherwise, set the search direction dýký= - g(k) 
5. Perform line search along ( using the hybrid methods mentioned in chapter 3 to 
determine the optimal value 71(k) that minimizes EW (l), Bak). 
6. Update , 
F+1) 
using equation (4.18), respectively. 
7. Set k= k+1. If k>k., go to step 8, otherwise, repeat from step 2. 
8. Stop. 
4.2.3 Training Formulation for Matrix Inversion FNN under CG Methods 
In case of adopting the conjugate gradient algorithm as described in section 3.3, the 
update equation (2.20) needs to be modified by replacing w. with bs;. Specifically, to update 
the upper-layer neuron weights bsj, the following equation is used: 
+ Ab (k) (4.24) 
The weight correction db, (, 9 in equation (4.24) is set proportional to the search direction as 
follows: 
AV) =l7d(k) q 
(4.25) 
The search direction ( in this equation is determined using either equation (4.12) or equation 
(4.13). The gradient of the mapping error function with respect to the weights bs,, g(k), in 
equations (4.12) and (4.13) is given by equation (4.19). Similar to the case of the LU- 
decomposition problem, the value of k+l) in equation (4.13) is obtained using either equation 
(4.14) for Fletcher-Reeves variant of the algorithm or equation (4.15) for the Polak-Ribiere 
variant of the algorithm. Also, the optimum value of rl in equation (4.25) is obtained at each 
updating step via the hybrid line search method described in the chapter 3. 
It should be noted here that the lower-layer weights in this case are set equal to A initially 
and are not updated. 
4.2.4 Training Procedure for Matrix Inversion FNN under CG Methods 
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The training procedure comprises one forward computation of z= Ax and y= Lz; and 
one computation of the equation (4.18), i. e., one backward training iteration. Accordingly, the 
CG training procedure using epoch (batch) training strategy is summarized in the following 
steps and its flow chart is shown in figure 4.6: 
1) Start with k=0 and set the initial Bý° to zero matrices. 
2) Present an input-desired output pair P, and do steps (2. a)-(2. c) for all PC [1, N], in order 
to compute the total (epoch) sum of squared error, E"(`), and the total gradient, g(k, using 
equations (2.29) and (2.30), respectively, where in this case, (yd",, ,........., Yä. m 
)T =ep is 
the pth desired output vector, and (y; ,........., ym 
)T is the actual output vector for input e,,. 
Notice that the patterns are presented to the network in the following order: (el, el), 
(e 
, e) , .........., 
(ems e , 
). Where N is equal to the matrix order n. 
a) Compute z and y. 
b) Calculate the sum of squared error, E "M, given by equation (2.14). 
c) Calculate the gradient VE' for this pattern from equation (4.19). 
3) Check the epoch based-error, Eý'ý) < c1, or 11 gýkýýý < e2. If one of these conditions is met, go 
to step 13. 
4) Otherwise, set the search direction (= - g(k) 
5) Perform line search along (k) using the hybrid method described in chapter 3 to determine 
the optimal value 77 that minimizes -Y, (k) , B(k). 
6) Update Bak+l) using equation (4.24), respectively. 
7) Set k= k+J. If k> k, go to step 13. 
8) Otherwise, present an input-desired output pair P, and do steps (8. a)-(8. c) for all PC [1, 
N], in order to compute the total (epoch) sum of squared error, E"), and the total 
gradient, 9 (k), using equations (2.29) and (2.30), respectively 
a) Compute z and y. 
b) Calculate the sum of squared error, E pa), given by equation (2.14). 
c) Calculate the gradient VE P(k) for this pattern from equation (4.19). 
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9) Check the epoch based-error, ENS) < c1, or Ile'11 <82. If one of these conditions is met, go 
to step 13. 
10) Otherwise, check Powell's restart criteria given by equations (3.31) and (3.32). If one of 
these conditions is met, set (= -gk), go to step 12. 
11) Otherwise, set the search direction d'k) =- g(k)+ 
k) k -1), 
where 1k) is given by equation 
(4.14) in case of Fletcher-Reeves (CGFR) variant of the method and is given by equation 
(4.15) in case of Polak-Ribiere (CGPR) variant of the method. 
12) Repeat from step 5. 
13) Stop. 
4.3 Potential for Parallelisation 
An analysis of SDLS and CG training reveals that the batch (epoch) gradient calculation 
and the step-size calculation (line search) are by far the most computationally intensive 
components, amounting to 98 to 99% of the computation in the SDLS and CG algorithms. 
Thus, if these training procedure components are parallelised, a considerable time saving can 
be achieved. 
4.3.1 Batch (Epoch) Gradient Calculation 
This can be parallelised in terms of either the weights (nw) or the training set (N). The 
former would involve implementing the FNN in parallel on an array of processors. This would 
give very little advantage, if any, because there is a large amount of communication between 
neurons in the forward and back propagation stages resulting in an excessive communication 
load. 
The alternative therefore is to partition the algorithms in terms of the training set vectors 
(1V), that is, divide up the calculation of the batch gradient over a number of processors, each 
process calculating partial batch gradients, which are combined to produce the overall batch 
gradient. This approach has a number of advantages: 
a. The parallel algorithms are relatively easy to create, since the subsets of the 
partitioned training data can be considered as new training sets. Consequently, 
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existing sequential routines for the FNN and back propagation routines can be 
employed directly without change. 
b. Each parallel process works with only a portion of the training set; hence, much 
larger problems can be accommodated than if the complete training set is required 
on each processor. 
4.3.2 Step-Size Calculation 
Here there are three choices for parallelisation, on the weights, on the training set or on 
the function evaluations. The comments made above on the first two possibilities, in relation 
to the batch gradient, also apply here. 
Parallelisation in terms of the function evaluations cannot be done directly as the 
bracketing with golden section (hybrid) line-search method is essentially sequential. However, 
if a bisection approach is used, where a number of points are evaluated uniformly over a given 
interval and the minimum chosen, then each evaluation can be assigned to a parallel processor. 
To get the desired accuracy, the bisection can be done twice, the second time using the 
interval around the lowest points obtained in the first interval Thus if T seconds is the 
duration of one evaluation over the training set then the bisection method when parallelised 
takes about 2T seconds. Increasing the number of parallel processes simply increases the 
accuracy with which the step-size is calculated. For 6 processors a total of 12 evaluations 
would be carried out which would take approximately 12T seconds if implemented 
sequentially. This method has a number of disadvantages: 
a. It requires the complete training set to be available on each processor. 
b. Increasing the number of processors does not improve speed-up. 
c. If there are a limited number of processors then the accuracy of step-size 
determination will be restricted. 
Consequently parallelisation of the training set is favored here also. In this instance the 
evaluation of the sum squared-error over all the training set is divided up over a number of 
parallel processors so that each one evaluates a sum squared-error for the portion of the 
training set assigned to it. 
Adopting this approach the sequential hybrid line-search technique can be parallelised, 
without affecting the structure of the method. For NP processors the speed-up will be of the 
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order of nit, xT/ NP while the sequential implementation takes approximately nw xT seconds. 
For a hybrid line-search with NP =8 (a value which would give an accuracy greater than the 
12 point bisection method) the speed-up will be greater than that achievable with the bisection 
technique whenever NP > 4. The advantages of partitioning the step-size calculation in this 
manner are: 
a. It is compatible with the batch gradient calculation in that only a portion of the 
training set is stored on each processor, hence memory saving. 
b. Speed up improves with the number of processors and accuracy is the same 
irrespective of the number of processors. 
c. The algorithm is numerically equivalent to the sequential version. 
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Figure 4.1 Structured network for LU- decomposition. 
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Figure 4.2 Flow chart of the SDLS method in case of LU-decomposition 
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Figure 4.4 Structured network for Matrix Inversion. 
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Figure 4.5 Flow chart of the SDLS method in case of matrix inversion 
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CHAPTER 5 
Simulation Results and Discussion 
As mentioned in chapter 1, the development of a new approach for matrix computations 
depends highly on the training algorithms ofFNN. Since the minimization method represents 
one of the key elements of the training algorithm, Section 5.1 is devoted to the assessment of 
those minimization methods described in chapter 3, especially the conjugate gradient 
methods. Some demonstrations showing the capability of the new approach as applied to 
various matrix computations are given in Sections 5.2 and 5.3. Specifically, Section 5.2 
covers a series of computer simulations to assess the accuracy and feasibility of the FNN 
used for the LU-decomposition of square and band large unsymmetric matrices of various 
dimensions. Whereas, Section 5.3 presents an assessment of the FNN approach performance 
as applied to the inversion of large square unsymmetric matrices of different dimensions. 
The condition numbers have been calculated for all tested matrices and it is found that 
their values are relatively large and vary between 8000 and 10000. This means that all tested 
matrices are not only large and unsymmetric but also ill-conditioned. 
In all test cases of the above matrix computation problems, the step sizes of the 
conventional BP method are calculated using the following variant of the equation introduced 
by Wang and Mendel [23], 
1J= 0.00005x0.9Xm ; xm = 0,1,2,3 ...... 
(5.1) 
In this equation, the value of the coefficient is different from that recommended by Wang 
and Mendel. In fact, the value of 0.00005 is carefully chosen to achieve the fastest 
convergence. The value of xm in the above equation varies according to the following rule: If 
the value of the total squared error L(w keeps decreasing as training proceeds, the step size 
is kept constant. Whereas, if the total squared error E (w) does not reach its threshold value 
and, at the same time, starts to increase, then xm takes a larger value and the step size is 
updated using this equation. 
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The learning processes terminate when one of the following conditions is met: First, 
when the total number of iterations exceeded a specified iteration limit (km); Second, when 
the total squared error 
Z(w) is less than a small threshold value (e); Third, when the norm 
of the batch gradient error Igfl is less than a small threshold value (s). To make sense, the 
convergence performance versus time is compared. All programs for the simulations were 
written in standard Fortran language and performed on an IBM PC/Pentium 400 MHz 
microcomputer. 
5.1 An Assessment of Conjugate Gradient Minimization Methods 
Figure 5.1 shows the learning curves obtained when using the conjugate gradient (CG) 
methods with various reset values (r) as applied to one of the test problems considered in the 
present study. This problem is the LU-decomposition of a band matrix having a dimension of 
19 x 195; i. e., where the upper- and lower-band width is equal to 9. Conjugate gradient with r 
=1 in this figure is simply SDLS (steepest descent with line search) while conjugate gradient 
with r= oo corresponds to pure conjugate gradient (i. e., no reset). As can be seen, conjugate 
gradient with reset performs in general much better than pure conjugate gradient and 
conjugate gradient with some reset values is significantly better than SDLS. For all reset 
values greater than 3, the learning curves of this problem reach plateau which sometimes 
cannot be lowered below 10-2 (r =4 and r= 7). From this figure, it is also clear that the 
performance varies considerably depending on the choice of reset (r). For instance, the 
performance improves as r increases from 2 to 3 and it deteriorates when r takes a value of 4. 
Then, the reset values (r) of 5 and 6 tend to give better results than that of r=4. Finally, the 
performance deteriorates when r takes a value of 7. 
Accordingly, there is no clear choice for the optimum reset value. However, for the 
problems under consideration, this value is evidently 3; but it cannot be generalized for other 
problems since it could vary widely from one problem to another. Thus, rather than keeping 
the reset value fixed throughout training, it could be allowed to vary as training proceeds. 
This can be done manually; that is, starting with a large value and reduce it as training 
proceeds or visa versa, or it can be done automatically based on some rules. Possible rules for 
determining (r) could be a function of some or all of the following: the total squared error, 
the number of iterations, the number of weights, and the magnitude of the gradient. Some 
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variable resetting criteria, based on the last of these, have been developed by Powell [68] 
and are given in chapter 3 by equations (3.31) and (3.32). 
After applying the Powell's restarting criteria to the above problem, it is found that the 
learning curve, which is denoted by (r = computed) in figure (5.1), is much better than those 
obtainable using a fixed reset parameter (r = 4,5,6). Moreover, this approach of resetting 
gives much greater consistency in performance as compared to the use of fixed reset 
parameters. Surprisingly, when checking the values of resetting for this case as training 
proceeds, it is found that they vary between 2 and 3. Actually, this is consistent with the 
above obtained optimum reset value. In other words, Powell's restarting criteria given by 
equations (3.31) and (3.32) result in reset values very close to the optimal value. This is 
because the effect of resetting can be thought of as building up a quadratic model of the 
objective function over a number of iterations. In the earlier stages of training the algorithm 
may be operating in a region of the error space that is highly non-quadratic and, 
consequently, the validity of the model being built is very localized. Frequent resetting under 
these conditions is advantageous because it discards information that is only locally 
applicable, information that would distort the model in the later stages of training. As training 
moves the weights nearer to a minimum the quadratic model will become more widely valid 
and, consequently, resetting should be employed less frequently or not at all. A second 
interpretation of the effect of resetting is that it limits the accuracy of the quadratic model. 
and, hence, it limits the search directions produced by the algorithm. Consequently, the 
algorithm is less likely to be attracted towards a shallow minimum, which is of course 
advantageous. However, once in the basin of attraction of a minimum, resetting has a 
detrimental effect and should be phased out. 
Despite of these advantages of automatic resetting, it is clear from figure (5.1) that the 
number of iterations required to reduce the total error to a value of 10"' is twice as much as 
those required for the cases of fixed reset parameter (r = 2) and (r = 3). This indicates that the 
computational cost required in case of using Powell's resetting criteria is much higher than 
those for the cases of r=2 or 3. Consequently, in the present study, in order to achieve the 
fastest convergence when using conjugate gradient methods, a fixed reset value of 3 is taken 
for all similar problems considered herein since this value produces the best results. 
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In figure 5.2, a set of the optimal step sizes, il (k), gathered from different learning 
procedures applied to this problem is shown. As can be seen, the optimal step size (LR), q, in 
case of conjugate gradient methods (Fig. 5.2a and Fig. 5.2b) varies almost randomly from 
iteration to iteration with relatively large dynamic range. This implies, in a sense, the 
difficulty in updating LR based on their previous values and also gives a sound support in the 
necessity of using dynamic LR Comparing these optimal step sizes (r) with those obtained 
when using the SDLS algorithm (Fig. 5.2c), one can find that they cover a much wider range 
than those of the SDLS algorithm and are on average 10 times larger. This is an indication 
that conjugate gradient is a much better method, that is, large step values occur because the 
search directions are much more accurate. The oscillatory pattern of the SDLS step sizes can 
be interpreted as an indication to the inefficiency of this method because it contains 
information not utilized by the algorithm. In case of the conjugate gradient methods, it is 
clear that there is no any particular pattern in the il values, which are almost random. 
5.2 The LU-Decomposition Problem 
The first group of test cases considered in this study is the matrix LU-decomposition. In 
this group, the present approach is examined on two classes ofLU-decomposition problem. 
The first class is the LU-decomposition of large unsymmetric ill-conditioned square matrices, 
whereas, the second class is the LU-decomposition of large unsymmetric ill-conditioned band 
matrices. In both classes, the three training methods presented in chapter 4; namely, SDLS, 
CGFR, and CGPR methods are applied to several test cases to compare their performances as 
to the successful convergence within an iteration limit or when the termination condition of 
learning is met. For comparison, the corresponding results for the conventional BP method 
are also included. In this method, the step size is calculated through equation (5.1) to achieve 
the fastest convergence. 
Since the BP method is sensitive to different initial weights, trials starting from several 
initial weights, wo, were carried out It is found that only when the initial weights take the 
values of zeros, the training is successful. Therefore, for comparison purposes, all methods 
will start from the same initial weight vectors (wo = 0) and will receive the same sequence of 
training patterns. 
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For all test cases, the threshold value (e) of the total squared error is kept the same at 
a value of 10 -9, whereas, the threshold value (c) of the batch gradient error is kept the same 
at a value of 10 -8. The iteration limit is taken as 10000 iterations for the SDLS and BP 
methods and as 81 cycles for the conjugate gradient methods. 
5.2.1 LU-Decomposition of Large Square Matrices 
For all cases considered in this class of problem, the network structure is similar to the 
one given in figure 4.1. In this network, the total number of weights to be updated in the 
network each training cycle is equal to the matrix dimension (n x n). Table 5.1 gives a 
summary of the test cases considered for this class of problem. 
Table 5.1 
A Definition of training tests ofLU-decomposition of square matrices 
Name Matrix dimension Training set size 
Case 1 100 x 100 100 vectors 
Case 2 130 x 130 130 vectors 
Case 3 200 x 200 200 vectors 
Case 4 260 x 260 260 vectors 
An inexact line search; namely, bracketing with golden section method, is used with the 
SDLS method. Various degrees of inexactness were tested and the best learning curves 
obtained in each case are given in figure 5: 3. In this figure, each graph expresses the total 
squared error, EN(w), as a function of the number of gradient evaluations (iterational number) 
for CGFR, CGPR, and SDLS training methods. Whereas, in case of the BP method, the total 
squared error is expressed as a function of the number of objective function evaluations 
(iterational number). Except for BP method, all runs converged successfully to a total 
squared error value, which is below 10'. All runs for BP method reach plateaus that vary 
between 10 5 and 10'6. As can be seen, the learning curves for the CGFR method are very 
similar to those of the CGPR method in convergence speed and accuracy. 
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The terminated number of iterations, averaged running time, convergence accuracy, 
number of objective function evaluations, and number of gradient evaluations for all the 
simulated methods are summarized in Tables (5.2) - (5.5) for Cases (1) - (4), respectively. 
Table 5.2 
Detailed simulation results for Case 1 under four training methods 
Method CGFR (r = 3) CGPR (r = 3) SDLS Conventional BP 
Running time (s) 45.19 57.51 203.93 210.58 
Terminated iteration no. 51 66 193 1208 
Terminated E 8.4 x 10'9 1.18 x 10 -8 9.5 x 10 
9 1.38 x 10 -6 
Function evaluations 674 880 2255 1208 
Gradient evaluations 50 66 193 -- 
Table 5.3 
Detailed simulation results for Case 2 under four training methods 
Method CGFR (r = 3) CGPR (r = 3) SDLS Conventional BP 
Running time (s) 137.70 155.4 337.39 481.90 
Terminated iteration no. 73 81 154 1233 
TerminatedE 4.62x10-9 1.79x10 5.36x10-9 1.53x10-6 
Function evaluations 963 1014 1843 1233 
Gradient evaluations 73 81 154 -- 
Table 5.4 
Detailed simulation results for Case 3 under four training methods 
Method CGFR (r = 3) CGPR (r = 3) SDLS Conventional BP 
Running time (s) 573.58 557.82 1977.81 1737.48 
Terminated iteration no. 81 81 250 1078 
Terminated E 5.97 x 10 5.61 x 10 5.93 x 10 
$ 1.88 x 10 
Function evaluations 1066 1052 2826 1078 
Gradient evaluations 81 81 250 
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Table 5.5 
Detailed simulation results for Case 4 under four training methods 
Method CGFR (r = 3) CGPR (r = 3) SDLS Conventional BP 
Running time (s) 1325.68 1338.25 4798.07 3526.65 
Terminated iteration no. 81 81 250 1002 
Terminated E 2.82 x 10'8 2.98 x 10 
$ 9.26 x 10's 3.1 x 10 -6 
Function evaluations 1046 1020 2803 1002 
Gradient evaluations 81 81 250 -- 
As can be observed from the above tables, the CG methods require significantly less 
function evaluations for small size network despite their dependency on accurate line 
searches. Also, the iteration times of both CG training methods are comparable and much 
less than those of other methods, even though the method for determining the search 
direction is much more computationally intensive. In fact, the CG methods require less 
iterations because it can provide better estimates of the step size (learning rate). Therefore, it 
can be concluded that the present CG methods have remarkable advantages in accelerated 
convergence, accuracy, and time savings. 
Thus far the performance of the various training methods considered has been assessed 
in terms of the rate of convergence to a minimum as a function of the number of iterations. 
This is useful when determining the power of an algorithm, but it does not take into account 
the algorithm iteration time and hence is not a true reflection of performance. 
When comparing training methods the essential criterion is clearly the error reduction 
obtainable in a given amount of time. This can easily be assessed by plotting the learning 
curves as a function of time. Those obtained for the problem of LU-decomposition of square 
matrices are given in figure 5.4 and clearly show that the CGFR method is the best for test 
Cases 1 and 2, followed by CGPR method. Also, as can be seen, each of these two methods 
stopped training after only couple of seconds, having reached minima in the error surface. 
From figures (5.4a) and (5.4b), it is clear that each of these methods ended up in a different 
local minimum with the CGFR method finding a much deeper minimum than other methods. 
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Furthermore, for relatively large problems (Cases 3 and 4), figures (5.4c) and (5.4d) 
indicate that both CG training methods are very much superior to other methods. CGFR and 
CGPR methods perform reasonably well when compared to the SDLS method. Nevertheless, 
the CGFR has a better rate of convergence for large problems as compared to the CGPR 
method. This observation is true in general and appears to be related to the ability of the 
CGFR method to find its way out of plateau type regions on the error surface. The BP 
method also gives very good results for this problem though, in general, it tends to be inferior 
to the CG methods. 
The size of the network, the number of training vectors and the degree of accuracy with 
which the line searches are carried out all influence the iteration time. The effect of these 
parameters is investigated and the results are plotted in figure 5.5. From this figure, it can be 
stated that the iteration time for all methods increases as the size of the network (matrix 
dimension) increases. Also, the rate of convergence decreases for all methods as the size of 
the problem increases. 
The effect of the size of the network and the number of training vectors on the optimal 
step size is also clear from figures (5.6) through (5.9). For clarity purposes, each curve is 
plotted in a separate graph. On average the CG methods optimal step sizes are much larger 
than those of the SDLS method. Furthermore, the size of the network has no effect on the 
behavior of the optimal step size for the CG methods. This indicates the superiority of these 
methods over the SDLS method. Moreover, by comparing figures (5.6) - (5.9), it is clear that 
the SDLS optimal step size behavior deteriorates as the size of the network increases. 
5.2.2 LU-Decomposition of Large Band Matrices 
The efficiency of a given matrix algorithm depends on many things. Most obvious is 
the amount of arithmetic and storage required by a procedure. As an example of exploitable 
structure, the property of bandedness is chosen. Band matrices have many zero entries and so 
it is no surprise that band matrix manipulation allows for many arithmetic and storage 
shortcuts. Formally, it is said [1] that A= (a) has upper bandwidth (superdiagonals) m, if 
a0 whenever j>i+m, and lower bandwidth (subdiagonals) in2 if a. =0 whenever i >j + 
m2. Substantial saving can be realized when solving banded linear system of equations since 
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the triangular factors in LU-decomposition are also banded. In practice, a band linear 
equation solver would be organized around a data structure that takes advantage of the many 
zeros in A. Therefore, if A has a lower bandwidth m2 and an upper bandwidth ml, it can be 
represented in a (m1+ m2+1)-by-n array A. band where band entry aY is stored in A. band (i -j 
+ ml + 1, j'). In this arrangement, the nonzero portion of A's jth column is housed in thejth 
column ofA. band. 
In this section, the results of several test cases used to examine the performance of the 
present approach on the LU-decomposition of band matrix are presented. Table 5.6 lists a 
definition of these test cases as well as both matrix and training set size used. As can be seen 
from this table, these cases are grouped into two categories. Using the first category, the 
effect of changing the matrix size (n) on the performance of training methods is investigated. 
Hence, the bandwidth in all cases of this category is kept the same at a value of 19 (Cases 5- 
8). Whereas, the second category is used to investigate how changing both the bandwidth 
(mI+ m2+l) and the dimension (n) affect the performance of the training methods (Cases 9- 
11). 
Table 5.6 
A Definition of training tests ofLU-decomposition of band matrices 
Name Matrix dimension Training set size 
Same bandwidth Cases 
Case 5 19 x 100 100 vectors 
Case 6 19 x 130 130 vectors 
Case 7 19 x 160 160 vectors 
Case 8 19 x 195 195 vectors 
Different bandwidth Cases 
Case 9 104 x 200 200 vectors 
Case 10 134 x 260 260 vectors 
Case 11 164 x 320 320 vectors 
For all of the above cases, the network structure is similar to the one given in figure 
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4.1. In this network, the total number of weights to be updated in the network each training 
cycle is equal to the band matrix dimension (m1+ m2+1)-by-n. Accordingly, the number of 
weights to be updated in the lower layer (U) is equal (m1+ 1) x n, whereas, the number of 
weights to be updated in the upper layer (L) is equal m2 x n. 
Similar to the LU-decomposition of square matrices, an inexact line search; namely, 
bracketing with golden section method is used with the SDLS method. Various degrees of 
inexactness were tested and the best learning curves obtained for the two categories of band 
matrix are given in figures (5.10) and (5.11). In the following two sections, these results are 
discussed. 
5.2.2.1 LU-Decomposition for Band Matrices of Same Bandwidth 
In this section, the matrix bandwidth in all test cases is kept constant at 19 and the 
effect of changing the matrix dimension (n) on the performance of the training methods is 
investigated (Cases 5-8). The results of these cases are plotted in figure (5.10). In this figure, 
each graph expresses the total squared error, EN (w), as a function of running time. From 
figure (5.10), it is clear that, except for the SDLS method, all methods have almost the same 
convergence rate for the test Cases (5-8). Performance comparison of all training methods 
reveals that the CGFR method gives the best convergence speed and accuracy followed by 
the CGPR and SDLS, respectively. As can also be seen, all runs for these three methods 
converge successfully to a total squared error value of 10-8 . Therefore, it can be stated that the 
learning curves for the SDLS method are very similar in accuracy to those of the CGFR and 
CGPR methods, but are different in convergence rates and this difference increases as the 
size of both matrix and training set increases. 
It is also interesting to note from figure (5.10) that all runs for BP method reach, in 
general, the same plateau value of 10"6, regardless of the size of the matrix or training set 
used. This may be in consequence of the use of equation (5.1) for the calculation of the step 
size and, hence; it suggests the needs for a better learning rate adaptation technique such as 
the line search method used in the SDLS method. Therefore, it can be stated that BP method 
does not have the capability of reaching global minimum when using fixed learning rates. 
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Comparison between the learning curves, shown in figure (5.10), for SDLS and BP 
methods indicates that the BP method has a better convergence rate than the SDLS method, 
which means that SDLS method takes longer actual computational time. However, the BP 
method achieves much worse accuracy than SDLS method. The difference between 
convergence rates of these two methods becomes more pronounced as the size of both matrix 
and training set increases. On the other hand, comparison between the learning curves, shown 
in figure (5.10), for the CGFR and CGPR methods reveals that these two methods have the 
same convergence rate, but they differ in accuracy for small size problems. This difference in 
accuracy becomes less pronounced as the size of the problem increases. Accordingly, it can 
be stated that, for same bandwidth, as the size of the problem increases the performances of 
both CGPR and CGFR methods become identical. 
It is interesting to compare the performance of each method separately as the size of the 
problem increases keeping the bandwidth fixed. This is shown in figure 5.12. In this figure, 
each graph expresses the total squared error, 
E Uw 
, as a 
function of the number of gradient 
evaluations for CGFR, CGPR, and SDLS training methods. Whereas, in case of the BP 
method, the total squared error is expressed as a function of the number of objective function 
evaluations. From these graphs, it can be stated that for all methods, the performance does 
not change as the size of the problem changes. In other words, in each method, the number of 
iterations required to reach a specified convergence accuracy is the same regardless of the 
size of the problem. Of course, the time required for reaching this convergence accuracy 
increases as the size of the problem increases since the time per training cycle increases as 
the number of updated weights increases. This can also be seen from Tables (5.7 - 5.10) for 
Cases (5 - 8), respectively. Listed in these tables are the terminated number of iterations, 
averaged running time, convergence accuracy, number of objective function evaluations, and 
number of gradient evaluations for all the simulated methods. 
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Table 5.7 
Detailed simulation results for Case 5 under four training methods 
Method CGFR (r = 3) CGPR (r = 3) SDLS Conventional BP 
Running time (s) 5.64 6.37 22.51 15.08 
Terminated iteration no 67 74 241 1208 
TerminatedE 4.26x10-9 1.63 9.69x10-9 1.38x10-6 
Function evaluations 878 951 2789 1208 
Gradient evaluations 67 74 241 -- 
Table 5.8 
Detailed simulation results for Case 6 under four training methods 
Method CGFR (r = 3) CGPR (r = 3) SDLS Conventional BP 
Running time (s) 9.88 11.42 32.03 26.81 
Terminated iteration no 67 81 216 1232 
Terminated E 7.77 x 10 -9 1.79 x 10 -8 9.69 x 10"9 1.53 x 10 
Function evaluations 891 1014 2493 1232 
Gradient evaluations 67 81 216 -- 
Table 5.9 
Detailed simulation results for Case 7 under four training methods 
Method CGFR (r= 3) CGPR (r= 3) SDLS Conventional BP 
Running time (s) 16.58 17.12 51.47 41.70 
Terminated iteration no 76 81 222 1252 
Terminated E 9.93 x 10 -9 4.13 x 10 
4 9.99 x 10,9 1.67x 10 -6 
Function evaluations 985 1014 2657 1252 
Gradient evaluations 76 81 222 -- 
Table 5.10 
Detailed simulation results for Case 8 under four training methods 
82 
Method CGFR (r = 3) CGPR (r = 3) SDLS Conventional BP 
Running time (s) 25.54 27.62 91.06 63.07 
Terminated iteration no 81 81 250 1254 
Terminated E 5.59 x 10 
4 6.22 x 10 
$ 5.84 x 10"s 1.88 x 10 
Function evaluations 1032 1025 2845 1254 
Gradient evaluations 81 81 250 -- 
A consideration that is worth mentioning is the difference between epochs (weight 
vector updates) and objective function evaluations: for the BP method, the number of 
function evaluations equals the number of epochs; for the SDLS, CGFR and CGPR methods, 
there is a number of additional objective function evaluations due to the line search problem. 
Thus, a comparison in terms of function evaluations is preferable in order to readily obtain 
the computational efficiency of these three methods. For instance, BP method in Case 5 
requires 1208 function evaluations to reach the global minimum, while SDLS, CGFR, and 
CGPR require 2789,878, and 951 function evaluations, respectively, under the same 
conditions. In general, as can be seen from the tables, the number of function evaluations in 
all cases is almost the same for the CG methods and equals almost one third of that required 
for the SDLS methods. This explains why the running times for all CG methods are almost 
the same in all cases and, also, explains why the running times for all CG methods are equal 
to one third of that required for the SDLS method under the same conditions. Accordingly, it 
can be stated that the CG methods require significantly less function evaluations for all 
network sizes despite their dependency on accurate line searches. Also, the iteration times of 
both CG training methods are comparable and are one third of the SDLS method, even 
though the method for determining the search direction is much more computationally 
intensive. In fact, the CG methods require a lesser amount of iterations because they can 
provide better estimates of the step size (learning rate). Therefore, it can be concluded that 
the present CG methods have remarkable advantages in accelerated convergence, 
accuracy, and time saving when applied to LU-decomposition of band matrices. 
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The effect of the size of the network and the number of training vectors on the optimal 
step size is clear from figures (5.13) - (5.16). For clarity purposes, each curve is plotted in a 
separate graph. Similar to the Cases (1-4), the CG methods optimal step sizes on average are 
much larger than those of the SDLS method. Also, the size of the network has no effect on 
the behavior of optimal step size for the CG methods. Of course, this indicates once again the 
superiority of the CG methods over the SDLS method. Unlike the Cases (1-4), when 
comparing figures (5.13) - (5.16), it is clear that the SDLS optimal step size behavior 
improves as the size of the network increases. 
5.2.2.2 LU-Decomposition for Band Matrices of Different Bandwidth 
In this section, the effect of changing both the bandwidth (m f+ m2+1) and the 
dimension 
(n) on the performance of the training methods is investigated (Cases 8-11). The results of 
these cases are plotted in figure (5.11). In this figure, each graph expresses the total squared 
error, EN&), as a function of running time. It is clear from this figure that, the CGFR method 
gives the best convergence rate and accuracy followed by the CGPR and SDLS, respectively. 
As can be seen, all runs for these three methods converge successfully to a total squared error 
value in the range between 10' and 10$. Also, from this figure, it can be stated that the 
learning curves for the SDLS method are very similar in accuracy to those of the CGFR and 
CGPR methods, but are different in convergence rates and this difference stays the same as 
the size of both matrix and training set increases. 
Similar to Cases (5-8), all runs for BP method, in general, reach the same plateau value 
of 10-", regardless of the size of the matrix or training set used. This implies that BP method 
does not have the capability of reaching a global minimum for this class of problems. 
Comparison between the learning curves of both SDLS and BP methods indicates that the BP 
method has a better convergence rate than the SDLS method, which means that SDLS 
method takes longer actual computational time. However, the BP method achieves much 
worse accuracy than SDLS method. It is clear from figure (5.11), that the CGFR and CGPR 
methods have the same convergence rate and accuracy for all cases. Accordingly, it can be 
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stated that, for different bandwidths, the performances of both CGPR and CGFR methods 
are identical regardless of the problem size. 
Using another performance index, the effect of changing both bandwidth (ml+m2+1) and 
dimension (n) on the performance of each method is investigated. Here, rather than 
expressing the total squared error, E(w), as a function of time, it is expressed as a function of 
the number of gradient evaluations for CGFR, CGPR, and SDLS training methods and as a 
function of the number of objective function evaluations in case of the BP method. This is 
shown in figure 5.17. From this figure, it can be stated that for all methods, the performance 
does not change as the size of the problem changes. In another word, in each method, the 
number of iteration required to reach a specified convergence accuracy is the same regardless 
of the size of the problem. Of course, the time required for reaching this convergence 
accuracy increases as the size of the problem increases since the time per training cycle 
increases as the number of updated weights increases. This can also be seen from Tables 
(5.10 - 5.13) for Cases (8 - 11), respectively. Listed in these tables are the terminated 
number of iterations, averaged running time, convergence accuracy, number of objective 
function evaluations, and number of gradient evaluations for all the simulated methods. 
From tables (5.10 - 5.13), it is clear that the CG methods require significantly less 
function evaluations for Cases (9-11) despite their dependency on accurate line searches. 
Same conclusion has been reached earlier for Cases (5-8). It is interesting to note that the 
iteration times of both CG training methods are comparable and are one third of the SDLS 
method, even though the method for determining the search direction is much more 
computationally intensive. As stated earlier, since CG methods can provide better estimates 
of the step size (learning rate), they require a lesser amount of iterations. Therefore, it can be 
concluded once again that the present CG methods have remarkable advantages in 
accelerated convergence, accuracy, and time saving when applied to LU-decomposition of 
band matrices. 
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Table 5.11 
Detailed simulation results for Case 9 under four training methods 
Method CGFR (r = 3) CGPR (r = 3) SDLS Conventional BP 
Running time (s) 505.21 503.17 1772.56 1431.51 
Terminated iteration no 81 81 250 1251 
TerminatedE 1.86x10 4.13 5.54x104 2.79x10-6 
Function evaluations 1054 1057 2830 1251 
Gradient evaluations 81 81 250 -- 
Table 5.12 
Detailed simulation results for Case 10 under four training methods 
Method CGFR (r= 3) CGPR (r= 3) SDLS Conventional BP 
Running time (s) 1119.32 1086.90 4150.93 3484.70 
Terminated iteration no 81 81 250 1286 
TerminatedE 2.82x10-8 3.27x10 8 4.75 x 108 3.10 x 10 
Function evaluations 1054 1081 2816 1286 
Gradient evaluations 81 81 250 -- 
Table 5.13 
Detailed simulation results for Case 11 under four training methods 
Method CGFR (r = 3) CGPR (r = 3) SDLS Conventional BP 
Running time (s) 2088.60 2007.26 7412.18 6839.71 
Terminated iteration no 81 81 250 1309 
Terminated E 5.22 x 10 4.80 x 10 4 5.49 x 10 
$ 3.4 x 10 
Function evaluations 1054 1030 2811 1309 
Gradient evaluations 81 81 250 -- 
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The effect of the size of the network and the number of training vectors on the optimal 
step size is clear from figures (5.18) - (5.20). Once again, for clarity purposes, each curve is 
plotted in a separate graph. Similar to Cases (5-8), the CG methods optimal step sizes, on 
average, are much larger than those of the SDLS method. Furthermore, the size of the 
network has no effect on the behavior of CG methods optimal step size, which indicates the 
superiority of the CG methods over the SDLS method. From figures (5.18) - (5.20), it is 
clear that the SDLS optimal step size behavior improves as the size of the network increases. 
5.3 The Matrix Inversion Problem 
To further demonstrate the capability of the present approach, it is examined on another 
matrix computation problem. In this section, the results of this problem; namely, the 
inversion of six large unsymmetric ill-conditioned square matrices, are presented. Table 5.14 
lists a definition of the test cases considered herein as well as both matrix and training set 
size used. 
Table 5.14 
A Definition of training tests for the matrix inversion problem 
Name Matrix dimension Training set size 
Case 12 100 x 100 100 vectors 
Case 13 130 x 130 130 vectors 
Case 14 160 x 160 160 vectors 
Case 15 200 x 200 200 vectors 
Case 16 260 x 260 260 vectors 
Case 17 320 x 320 320 vectors 
For all of the above cases, the network structure is the same as the one given in figure 
4.4. In this network, only the weights of the output layer are updated each training cycle, 
whereas, the weights of the hidden layer are kept unchanged. Hence, the number of updated 
weights in each case is equal to the dimension of the matrix to be inverted. The training 
procedures presented in chapter 4; namely, SDLS, CGFR, and CGPR methods are applied to 
all of these test cases to compare their performances as to the successful convergence within 
an iteration limit or when the termination condition of learning is met. For comparison, the 
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corresponding results for the conventional BP method are also included where the step size 
of this method is calculated through equation (5.1). Similar to the LU-decomposition 
problem, it is found that only when the initial weights, wo, for the BP method take the values 
of zero, the training is successful. Therefore, for comparison purposes, all methods start from 
the same initial weight vectors (ly = 0) and receive the same sequence of training patterns. 
Also, the threshold value (e) of the total squared error is kept the same at a value of 10 -9 
whereas, the threshold value (c) of the batch gradient error is kept the same at a value of 
10 -8. The iteration limit is taken as 10000 iterations for the SDLS and BP methods and as 
210 cycles for the conjugate gradient methods. 
Similar to the LU-decomposition problem, an inexact line search; namely, bracketing 
with golden section method is used with the SDLS method. Various degrees of inexactness 
were tested and the best learning curves obtained for selected cases are given in figure 5.21. 
In this figure, each graph expresses the total squared error, EN`w), as a function of the 
learning time for all training methods. From the figure, it is clear that, except for the SDLS 
method, all methods have almost the same convergence rate in all test cases. Furthermore, 
the CGFR method gives the best convergence speed followed by the CGPR and BP, 
respectively. As can be seen, all runs for SDLS and CGPR methods converge successfully to 
a total squared error value, which is below 10"'. In fact, the learning curves for the SDLS 
method are very similar in accuracy to those of the CGPR method, but are different in 
convergence rates and this difference increases as the size of both matrix and training set 
increases. It is also interesting to note that all runs for BP and CGFR methods reach, in 
general, plateaus that become closer to one another as the size of both matrix and training set 
increases. Comparison between the learning curves of both SDLS and BP- methods indicates 
that the BP method has a better convergence rate than the SDLS method, which means that 
SDLS method takes longer actual computational time. However, the BP method achieves 
much worse accuracy than SDLS method. The 
difference between convergence rates of these 
two methods becomes more pronounced as the size of both matrix and training set increases. 
The terminated number of iterations, averaged running time, convergence accuracy, 
number of objective function evaluations, and number of gradient evaluations for all the 
simulated methods are summarized in Tables 
(5.15 - 5.20) for Cases (12 - 17), respectively. 
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In order to further assess the computational efficiency of the training methods, a 
comparison in terms of function evaluations is carried out For instance, SDLS, CGFR, and 
CGPR methods in Case 12 require 2766,1855, and 1849 function evaluations, respectively, 
to reach the global minimum, while the BP method requires 1616 function evaluations to 
-s 
reach a plateau of 10 under the same conditions. This explains why the running times for 
CGFR, and CGPR methods are almost in the same of order of magnitude for Case 12. 
Another interesting comparison is between Cases 16 and 17, where it is clear that the CGPR 
and SDLS methods reach almost the same convergence accuracy (global minimum); 
however, the CGPR method is much superior to the SDLS method in terms of convergence 
speed. 
Table 5.15 
Detailed simulation results for Case 12 under four training methods 
Method CGFR (r= 3) CGPR (r= 3) SDLS Conventional BP 
Running time (s) 136.40 121.32 206.98 172.70 
Terminated iteration no 210 154 233 1616 
TerminatedE 6.17x104 9.80x10 9 6.97x10'9 2.70x10-5 
Function evaluations 1849 1855 2766 1616 
Gradient evaluations 210 154 233 -- 
Table 5.16 
Detailed simulation results for Case 13 under four training methods 
Method CGFR (r = 3) CGPR (r = 3) SDLS Conventional BP 
Running time (s) 360.58 274.19 690.74 423.04 
Terminated iteration no 210 126 336 1659 
Terminated E 4.93x10-7 9.55x10 1.32x10'9 3.73x10 
Function evaluations 2036 1583 3803 1659 
Gradient evaluations 210 126 336 -- 
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Table 5.17 
Detailed simulation results for Case 14 under four training methods 
Method CGFR (r= 3) CGPR (r= 3) SDLS Conventional BP 
Running time (s) 858.37 623.19 2471.88 1130.90 
Terminated iteration no 210 137 434 1698 
TerminatedE 1.67x10 7.80x10-9 1.88x10 9 4.88x10-5 
Function evaluations 2127 1722 4822 1698 
Gradient evaluations 210 137 434 -- 
Table 5.18 
Detailed simulation results for Case 15 under four training methods 
Method CGFR (r = 3) CGPR (r = 3) SDLS Conventional BP 
Running time (s) 1383.70 1283.5 2720.35 1735.20 
Terminated iteration no 210 165 317 1661 
Terminated E 1.47 x 10 -5 9.04x109 8.15 x 10 -9 5.40 x 10 
Function evaluations 1935 1999 4693 1661 
Gradient evaluations 210 165 317 -- 
Table 5.19 
Detailed simulation results for Case 16 under four training methods 
Method CGFR (r= 3) CGPR (r = 3) SDLS Conventional BP 
Running time (s) 3560.87 2573.48 8664.06 4228.94 
Terminated iteration no 210 130 427 1681 
TerminatedE 1.42x10-6 8.29x10-9 8.62x10-9 7.45x10 
Function evaluations 2088 1631 4847 1681 
Gradient evaluations 210 130 427 -- 
90 
Table 5.20 
Detailed simulation results for Case 17 under four training methods 
Method CGFR (r = 3) CGPR (r = 3) SDLS Conventional BP 
Running time (s) 8088.70 8189.70 29171.55 13100.00 
Terminated iteration no 210 175 490 1751 
TenninatedE 6.98x10-6 1.50x10-9 2.11x10-9 9.7x10-5 
Function evaluations 1809 2090 5489 1751 
Gradient evaluations 210 175 490 -- 
The superiority of the CGPR method is also reflected in the optimal step sizes, 77, 
obtained when using it. These are compared with the optimal step sizes obtained using the 
CGFR and SDLS methods in figures (5.22) - (5.27). On average the CGPR optimal step 
sizes are much larger than those of the CGFR and SDLS methods. In addition, by the 
inspection of the optimal step size values of the CGFR method, it is found that the method 
gives zero optimal step sizes at final training stages. This explains why the CGFR learning 
curve reaches a plateau. By comparing figures (5.22) - (5.27), it can be stated that SDLS 
method provides optimal step sizes that are one magnitude smaller than the optimal step size 
of other two methods. 
To study the effect of matrix size on the behavior of all methods, the values of the total 
squared error versus the number of gradient updates are plotted in figure (5.28). Since the BP 
method does not use gradient updates, its learning curve is plotted against the number of 
objective function evaluations. Obviously, the CG methods have much faster rate of 
convergence than SDLS and BP methods while the CGPR method has a superior 
performance to the CGFR method. These results are consistent with those reported in 
literature on general optimization problems. As shown in figure (5.28a), BP method does not 
succeed to converge to the global minimum rather it reaches a plateau. Similarly, from figure 
(5.28c), it can be seen that the CGFR method also fails to reach the global minimum for the 
Cases (14-17). However, for the Cases (12-13), CGFR method has succeeded to reach the 
plateau of the global minimum. This implies that CGFR method performs better for relatively 
small size matrices. Comparing the SDLS and CGPR methods, [figures (5.28b) and (5.28d)], 
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it can be stated that the SDLS and CGPR methods generally reach the global minimum in 
a similar fashion although their optimal step sizes behave differently. This can be seen from 
figures (5.22) - (5.27), which show that the optimal step size of the SDLS is kept small in 
early stages of training to prevent oscillations and becomes similar to that of CGPR at the 
final stages of training, i. e., when reaching the neighborhood of the global minimum. 
It is interesting to note in figure (5.29) how the variation of matrix size affects the 
performance of the methods. For all methods, comparing the learning curves at various 
values of matrix size, it can be stated that the rate of convergence slightly decreases as the 
matrix size increases till it becomes (200 x 200); afterwards, the decrease in convergence rate 
becomes more significant. 
Despite the fact that the SDLS and CGPR methods have similar learning curves for this 
problem, their performances differ much as far as the rate of convergence is concerned (see 
figure 5.29). For all cases, the time required to reach the global minimum in case of CGPR 
generally is one third of that required for the SDLS method. Also, as can be seen from CGPR 
learning curves (figure 5.29d), there are a lot of plateau type regions on the error surface (flat 
regions) which increase significantly as the size of the inverted matrix increases. Thus, it can 
be stated that CGPR has the ability to find its way out of plateau type regions on the error 
surface and gives a good performance. 
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Figure 5.9 Illustration of optimal step size behavior for Case 4 under different 
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1.006+1 
I. OOE4O 
Imlr1 
1.00E-2 
1.00E-7 
1.00&{ 
q 
LODES 
F 
1A0&6 
1.00&7 
IAO&t 
f -Mr-9 
I 
IIIIIIIIIIILIIII 
j Me 
--&- BP --- - 
-ý SDLS 
CGFR 
-"ý- CGTR 
_- -- ------ ----- 
1 
'r' - -t----- 
1.00E+1 
I. OOE+O 
1.00E-1 
1.00E-2 
1.00E-3 
WC 
1.00E-4 
v 
" 1. OOE. 5 
1. OOE. 6 
1.00E-7 
1.00E4 
1.00E-9 
101 
II I 
1I 7nhieg Mahd 
--ý- SDLS 
CGFR 
CGPR 
---------- -------------- 
----- 
C 
-"--- 0.00 ä00 10.00 MOD 20.00 
Running time in seconds 
(a) Convergence history for Case S. 
1.00E+1 
I. OOE+O 
1.00&I 
I. OOE-2 
I. 00&3 
u4 
1.00E-4 
x 1.00E-5 
1.0066 
1.00E-1 
:. OOE- aL 
. 00&9 0.00 
25.00 0.00 10.00 20.00 30.00 
Running time in second& 
(b) Convergence history for Case 6. 
11 
LII1 
1I TnIninS Method 
I1 
JBP 
SDLS 
CGFR 
fý CGPR 
-------------- 
. 
20.00 40.00 60.00 
Running time in seconds 
(c) Convergence history for Case 7. 
I. OOE+1 
1.00E+0 
I. OOE-l 
1.00E. 2 
1.00ß. i 
,. OOE, 
9 
H 
" 1.00E-5 
1.00E. 
1.00E-7 
1.00E. f 
1.00&9 
0.00 
I1III 
IIt1 
I11 
11 
iII1 I 
:: t::::::::::::::::: 
7aalafag Method 
BF 
SDLS 
CGPR 
At- CGPR 
L-- J---1--_I_-"L- 
20.00 40.00 60.00 80.00 100.00 
Running time in seconds 
(d) Convergence history for Case 8. 
Figure 5.10 Performance of training methods as a function of time for the LU-decomposition 
of band matrices having the same band-width. 
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Figure 5.13 Illustration of optimal step size behavior for Case 5 under different 
training methods: (a) CGPR (r = 3); (b) CGFR (r = 3); and (c) SDLS. 
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Figure 5.14 Illustration of optimal step size behavior for Case 6 under different 
training methods: (a) CGPR (r = 3); (b) CGFR (r = 3); and (c) SDLS. 
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Figure 5.15 Illustration of optimal step size behavior for Case 7 under different 
training methods: (a) CGPR (r = 3); (b) CGFR (r = 3); and (c) SDLS. 
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Figure 5.16 Illustration of optimal step size behavior for Case 8 under different 
training methods: (a) CGPR (r = 3); (b) CGFR (r = 3); and (c) SDLS. 
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Figure 5.17 Effect of matrix size of the performance of training methods used for 
the LU-decomposition of band matrices of different bandwidth. 
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Figure 5.18 Illustration of optimal step size behavior for Case 9 under different 
training methods: (a) CGPR (r = 3); (b) CGFR (r = 3); and (c) SDLS. 
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Figure 5.19 Illustration of optimal step size behavior for Case 10 under different 
training methods: (a) CGPR (r = 3); (b) CGFR (r = 3); and (c) SDLS. 
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Figure 5.20 Illustration of optimal step size behavior for Case 11 under different 
training methods: (a) CGPR (r = 3); (b) CGFR (r = 3); and (c) SDLS. 
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Figure 5.21 Performance of training methods as a function of time for the inversion of 
square matrices having different dimansions. 
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Figure 5.22 Illustration of optimal step size behavior for Case 12 under different 
training methods: (a) CGPR (r = 3); (b) CGFR (r = 3); and (c) SDLS. 
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Figure 5.23 Illustration of optimal step size behavior for Case 13 under different 
training methods: (a) CGPR (r = 3); (b) CGFR (r = 3); and (c) SDLS. 
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Figure 5.24 Illustration of optimal step size behavior for Case 14 under different 
training methods: (a) CGPR (r = 3); (b) CGFR (r = 3); and (c) SDLS. 
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Figure 5.25 Illustration of optimal step size behavior for Case 15 under different 
training methods: (a) CGPR (r = 3); (b) CGFR (r = 3); and (c) SDLS. 
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Figure 5.26 Illustration of optimal step size behavior for Case 16 under different 
training methods: (a) CGPR (r = 3); (b) CGFR (r = 3); and (c) SDLS. 
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Figure 5.27 Illustration of optimal step size behavior for Case 17 under different 
training methods: (a) CGPR (r = 3); (b) CGFR (r = 3); and (c) SDLS. 
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Figure 5.29 Effect of matrix size on the convergence history of training 
methods used for the inversion of square matrices. 
CHAPTER 6 
Conclusions and Recommendations 
The utility of feedforward neural networks (FNN) for matrix computations has been 
established in this study via the development of new efficient and accurate FNN training 
methods based on steepest descent method and conjugate gradient methods. This FNN 
approach has been assessed on only two matrix problems; namely, the LU-decomposition of 
both band and square ill-conditioned unsymmetric matrices and the inversion of square ill- 
conditioned unsymmetric matrices. However, the basic idea of this approach can be easily 
extended to a lot of other matrix algebra problems. This basic idea is: first, represent a given 
problem by FNN; then, train this network to match some desired patterns; finally, obtain the 
solution to the problem from the weights of the resulting FNN. 
Although the present FNNs have some similarities with conventional FNNs, e. g., both 
are parallel networks composed of simple elements connected together, and both use training 
to match the desired patterns, they are different in some fundamental aspects. First, in 
conventional FNN approaches, only input-output mappings are of interest and the weights 
are not directly utilized. In the present networks, however, it is the weights, which are of 
prime interest, i. e., the final converged weights give the solution to the problem. Second, 
conventional FNNs perform non-linear transformations, whereas the present networks are 
linear networks. Since what we require are the final converged weights, not the input-output 
mapping, the present multi-layer networks cannot be simplified into single-layer networks. 
Third, in conventional FNNs the weights are usually unconstrained; in the present networks, 
however, the weights are usually strongly constrained, so that we need to construct 
complicated overlapped networks and develop new training algorithms. In summary, 
conventional neural network research concentrates on external properties (mappings) of the 
networks, while the present network research focuses on internal properties (weights) of the 
network. 
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Several techniques have been presented in developing the present approach including; 
line search method to determine the optimal step size as training proceeds, network 
implementations of some matrix computation problems, first- and second-order minimization 
methods for updating the weights of the FNN, and restart criteria for second-order methods 
to insure correct convergence directions. The theoretical analysis presented in this study not 
only uncovers the nature of the training methods for the FNN, but also provides important 
insight into developing efficient second-order training methods for training FNNs. The 
second-order training methods developed herein (i. e., CG methods) have solved the major 
drawbacks of the standard back-propagation algorithm and of the steepest descent method. 
In this study, two performance indexes have been considered; namely, learning speed 
and convergence accuracy. Extensive computer simulations have been carried out using 
different training methods; namely, the steepest descent with line search (SDLS) method, 
conventional back propagation (BP) algorithm, and conjugate gradient (CG) methods; 
specifically, Fletcher Reeves conjugate gradient (CGFR) method and Polak Ribiere 
conjugate gradient (CGPR) method. The performance comparisons between these 
minimization methods have demonstrated that CG methods give an approximate increase in 
the rate of convergence of about an order of magnitude as compared to both SDLS method 
and BP algorithm when applied to matrix computations. Simulation results have also shown 
that the CG methods have higher convergence accuracy than both SDLS method and BP 
algorithm do. The simulation results have also shown that the present second-order training 
methods have quadratic convergence speed; hence, they, unlike the conventional back 
propagation algorithm, avoid the phenomena of being trapped in the flat region of error 
surface. This property generates a higher learning speed and probabilities of locating better 
local minima than the conventional back propagation. 
Further improvement to the CG methods has been achieved by using Powell's 
restarting criteria. This is because these criteria overcome the problem of wrong convergence 
directions usually encountered in pure CG training methods. In general, conjugate gradient 
methods with restarts, especially the Polak Ribiere conjugate gradient method, have shown 
the best performance among all other methods in training the FNN for LU-decomposition 
and matrix inversion. 
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Accordingly, it is concluded that, of the minimization methods examined herein, the 
CG methods are by far the superior with respect to learning time; they offer speed-ups of 
anything between 3 and 4 over SDLS depending on the severity of the error goal chosen and 
the size of the problem. In fact, they are at least an order of magnitude faster than other 
training methods and they give better convergence accuracy. 
Therefore, the present CG methods could be considered good candidates for training 
FNN of matrix computations, in particular, Polak Ribiere conjugate gradient with Powell's 
restart criteria, which has shown promising results. Even though, CG methods can be viewed 
as BP algorithm with momentum, they are still much better. This is because BP with 
momentum requires high level of expertise to choose the momentum factor that could 
produce best training results. It is worth mentioning here that the present second-order 
training methods have two important advantages: Firstly, the explicit computations of the 
second-order derivative in weight space are not needed and; Secondly, no heavy 
computational and storage burden is necessary. Accordingly, the convergence of the training 
process is significantly accelerated and the overall running time for the training procedure is 
consequently reduced to a great extent. 
The effect of the use of line search method on the performance of BP algorithm is clear 
from the comparison between learning curves of SDLS method and those of BP algorithm. 
The simulation results show that the rate of convergence for the SDLS method is half of that 
for the BP method; on the other hand, the convergence accuracy of BP method is much 
worse than that of the SDLS method. Consequently, the advantage of getting good accuracy 
when using SDLS method is hindered by the increase in training time as a result of 
performing line search to determine the optimal learning rate (LR). Of course, the other 
alternative would be the use of a trial and error approach commonly used for choosing the 
LR in conventional BP algorithm. This practice usually results in slow convergence, 
inaccurate results, and may lead to a trapping in a local minimum. Evidently, this practice is 
no longer required and, consequently, the dependence of the training convergence upon the 
initial weight values has been eliminated when using SDLS method. 
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The effect of network size, the degree of accuracy with which the line searches are 
performed, and the number of training vectors on both iteration time and optimal step size is 
investigated. Simulation results have shown that, for all test cases, the iteration time of all 
methods increases as the size of the network (matrix dimensions) increases. Whereas, the rate 
of convergence decreases for all methods as the size of the problem increases. 
Simulation results have shown that the optimal step sizes of the CG methods are on 
average much larger than those of the SDLS method. It is interesting to note that the size of 
the LU-decomposition network has no effect on the behavior of the optimal step size for the 
CG methods. Again, this indicates the superiority of these methods over the SDLS method. 
Moreover, the results have shown that, for square matrices, the SDLS optimal step size 
behavior deteriorates as the size of the network increases. Thus, it can be stated that the 
performance of the SDLS method for the LU-decomposition of square matrices slows down 
as the size of the problem increases. 
As compared with existing methods for matrix algebra, the present approach in case of 
LU-decomposition involves 211/3 flops (floating point operations) like the Gaussian 
elimination formulations presented in reference [I]. Whereas, it involves N flops in the case 
of matrix inversion. However, it has some very important advantages. First, the present 
approach uses parallel architectures (i. e., FNN) to represent the problems, and can use 
parallel algorithms to train the networks, so that it is suitable for VLSI realizations. Second, 
no divisions are involved in any of the calculations, so that the new approach is free of the 
divide-by-zero problem. Third, the present approach is so simple and straightforward that no 
complicated matrix algebra knowledge is required in order to understand and to use this new 
method. Fourth, the basic idea of the present approach is quite general and can be used for 
most matrix algebra problems, i. e., the new approach presents a general framework for 
solving a large variety of matrix algebra problems. Accordingly, the present approach 
represents an attractive alternative to standard matrix computation algorithms. 
Formal mathematical analysis on the convergence speed and accuracy of the present 
second-order training methods protected by the restart criteria should be a subject of future 
work Furthermore, to further reduce the training times, parallelisation of the training 
methods is suggested. It should be emphasized here that this FNN parallelisation is achieved 
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through the hardware implementations. This subject needs to be investigated and 
demonstrated on different training methods to find out the speed-ups when implemented on 
various matrix computation problems. 
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