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1. Introducció 
 1.1. Introducció 
 
Aquest document es la memòria del projecte de final de carrera: Estudi d'una aplicació per 
processament dels logs del Campus Virtual fet per a l'enginyeria tècnica en informàtica de sistemes. 
Aquest projecte s’ha desenvolupat amb la modalitat PFC empresa amb el suport de la Universitat 
Oberta de Catalunya. La motivació principal del projecte ha estat fer un estudi amb dades reals de 
certs algoritmes de processament i anàlisi de fitxers logs del campus virtual de la UOC. Les dades 
utilitzades han sigut proporcionades per la UOC.  
 
Després de la realització de l'eina Biclustering Analyzer desenvolupada per Albert Molina Gómez al 
seu projecte "Processament i anàlisi de fitxers log d’un sistema col·laboratiu volem estudiar el seu 
comportament en diferents estructures de computadors en un entorn de producció com podria ser un 
clúster del departament LSI o la infraestructura del PlanetLab que explicarem més endavant. 
Primerament farem  proves en un entorn de desenvolupament com podria ser una maquina local 
qualsevol per comprovar que funciona en un entorn rudimentari. L'objectiu del projecte es estudia si 
implanta la aplicació es factible i rentable econòmicament fent un estudi de la mitjana de temps en 
les diferents entorns que podem utilitzar. També analitzarem el rendiment de la aplicació i veurem 
els resultats que podem extraure de la implementació. 
 
La aplicació Biclustering Analyzer ha sigut desenvolupada al any 2010 però fins ara encara no 
s'havia posat en practica ni ningun havia testejat que funciones amb dades reals. Degut a la seva 
antiguitat caldrà adaptar-la per poder fer-la funcionar amb els canvis que s’han produït al campus 
virtual tant al aspecte del campus com als logs que es generen actualment. També caldrà millorar la 
seva eficiència i adaptar la aplicació perquè suporti una gran quantitat de log. Utilitzarem un entorn 
molt similar al que ens podrien trobar als servidors de la UOC i per fer-ho més real utilitzarem logs 
de diversos dies que s'han generat als servidors de la UOC. 
 
La aplicació Biclustering Analyzer es una eina per fer processament i anàlisi d'un fitxer de logs per 
extraure informació com el comportament del usuaris al portal, pics d'activitats d'usuaris, espais 
més visitats etc. La aplicació ens permet tenir un node principal que distribuirà la feina en altres 
grids que analitzaran las línies de logs de forma independent de la resta de línies que composa el 
diari.  
 
El treball estarà dividit en tres parts concretes: pre-processament, enregistrament i generació del 
bicluster. La primera consisteix en la adaptació dels logs que es generen al campus virtual perquè 
sigui compatible amb la nostra aplicació BIclustering Analyzer. La segon part, el enregistrament, 
tracta de guarda tota aquesta informació a la base de dades. I l’ultima la generació del biclustering 
extraurà la informació que hi ha a la base de dades i agruparà als usuaris que tenen una conducta 
similar en grups.  
 
1.2. Objectius 
 
El nostre objectiu es posar en funcionament la aplicació en un entorn molt semblant al entorn que 
ens trobarien a la UOC i processant dades generades a la UOC. Però no només ens conformarem 
amb que funcioni, es important que sigui el més eficient possible, que utilitzi el mínim possible de 
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recursos i una resposta de temps raonable. A més no ens podem oblidar de l'objectiu principal de la 
aplicació que es trobar patrons de comportament als logs que disposem. Els objectius del projecte 
serien els següents 
 
* Adaptar la aplicació per als logs actual i el nou portal.  
 
* Millorar la seva eficiència i fer que funcioni per logs grans. 
 
*  Instal·lar i configurar la aplicació en diferents entorns.  
 
* Analitzar el seu funcionament en distintes plataformes i amb diferents numero de nodes.  
 
* Extraure conclusions sobre la implantació reals dels algoritmes de processament anàlisis en 
infraestructures reals i donar suport al campus virtual de la UOC ja sigui pels professors com pels 
gestors i administradors dels recursos del Campus Virtuals. 
 
1.3. Beneficis 
 
La adaptació e implantació de la aplicació Biclustering Analyzer ens proporcionarà informació de la 
activitat del usuaris del Campus virtual de L'UOC. A partir de la informació extreta dels diaris 
poden trobar patrons de conducta que ens permetran el desenvolupament d’ una web intel·ligent, 
això vol dir que si tenim la informació de que un usuari el que més utilitza es el email al accedir es 
podria dirigir directament al email o que el botó del correu estigui més accessible.  
 
També ens permetrà obtenir patrons de conducta d'una classe per exemple conèixer a quina hora 
acostumen accedir la majoria d'usuaris i amb aquesta informació aprofitar per penjar en aquesta 
franja horària documents per la classe.  Aquesta aplicació també esta enfocada de cara al 
dissenyador web que podrà conèixer quins botons son útils i si alguna nova secció te èxit o no o el 
tipus d’usuari que acostuma a visitar aquesta secció si es un alumne, un professor etc. Inclús es 
podria aprofitar per fer campanyes de màrqueting.  
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2. Estudi del preprocessament de logs 
2.1. Introducció 
 
L’eina Biclustering Analyzer treballar amb un logs que prèviament ja han sigut pre-processat per 
altres dos aplicacions anomenades: UOCLogExtractor i UOCLogPreproces. Els logs que utilitza 
contenen la següent informació: 
 
QUAN s’ha materialitzat l’acció 
QUI ha dut a terme l’acció 
COM ha realitzat l’acció 
QUÈ ha succeït, què s’ha realitzat 
 
Quan serà una data que ens indicarà en quin moment s’ha efectua la acció, qui serà una IP+Hash 
que ens permetrà sabé qui ha sigut el que ha fet l’acció. Després tenim el com que ens diria la forma 
com ha fet l’acció que podria ser com a Administrador o com un usuari normal. Finalment tenim el 
Què que ens permetrà conèixer que ha realitzat l’usuari.  
 
Tota aquesta informació serà un esdeveniment que serà enregistrat a la base de dades, però abans 
tenim que obtenir aquesta informació amb el format acceptar per la aplicació Biclustering Analyzer, 
llavors tenim que parla de un pre-processament de logs.  
 
Abans de fer el enregistrament de logs i obtenir dades amb la generació del bicluster primer tenim 
que fer un preprocessament dels logs per neteja els logs i obtenir les dades necessàries per evitar 
treballar amb més informació de la que necessitem. Això ens porta a fer un treball previ al 
processament de dades que anomenem preprocessament. Degut a l'antiguitat de la aplicació 
Biclustering Analyzer que va ser elaborada entre el 2009 i 2010 han canviat una mica el format del 
logs que genera el Apache i els botons disponibles que hi havia en aquella època al portal amb els 
que hi ha ara.  
 
Quan entrem al portal de la UOC amb el nostre usuari i contrasenya  ens trobem aquests botons: 
 
 
Ara hi apareixen botons que abans no hi eren i altres que abans si que hi eren ara ja no hi son per 
això primer tenim que adaptar l'aplicació que realitza el preprocessament però prèviament tindrem 
que cerca quins son els nous patrons del botons que hi son actualment. 
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 2.2. Cerca de nous patrons 
 
Ara tenim que trobar quines traces deixa'n aquest botons als logs de la UOC. Amb l'eina Speed 
Racer que es troba disponible al Google Chrome poden guardar els rastres HTTP que va deixant 
quan fem click a un boto concret i ens endinsem per aquest.  
 
Un cop hem obtingut diverses mostres d’un mateix boto mirem de trobar un o uns patrons únics que 
ens serveixi per identificar la pregunta QUE ha succeït o que es lo mateix on ha fet click l'usuari i 
en que apartat del campus es troba. Aquesta cerca la tenim que fer per a cada boto que tenim. 
 
Després de endinsar-nos i anar provant els botons varis cops i amb el portal en diferents idiomes 
arribem a la conclusió de que hi ha un patró que es repeteix cada cop que fem click en els seus 
respectius botons. A continuació tenir una taula amb el botó, el seu patró i un exemple de direcció 
HTTP que ens va sortit i es va servir per trobar el patró.  
 
BOTÓ EXEMPLE DIRECCIO HTTP PATRÓ 
Mi Uoc http://cv.uoc.edu/rb/inici/grid http://cv.uoc.edu/r
b/inici/grid 
Serveis http://cv.uoc.edu/UOC2000/b/extern_0.html?s=f45fe2cef7e32e1
c0a63855c4fb1205ada24339c8d9eca53bb3d165e21e74a7407ae
95bc0dcbbeda884addf7d8997739c927211938eb014cd684a7f1e
8b47d9b&img=normas&htm=/servicios/index.html 
 
/servicios/ - 
/serveis/ 
Comunitat  http://cv.uoc.edu/UOC2000/b/extern_0.html?s=34bbf20ad7a26
eb5ba9d15964f1130db1afcf3a54db6aa3cebf8764581089a74a73
5755c4d848e27c8d1fde1f8188725f9cfe11de81da168e6bbb7e06
8de6d76&img=ser_temp&htm=/comunidad/index.html  
/comunidad/  -  
/comunitat/  
Aules http://cv.uoc.edu/UOC2000/b/cgi-
bin/hola?s=044e929dc7b20eedfa03d54fcfa1e0262aaad39c5d5f3
ab1dbbc86acc1fe3afb57b7a505ad833e84b8071d1908f9f736a99
171ba681211503609a7e2c8040de9&tmpl=p://cv.uoc.edu/UOC2
000/b/ext_breakcam.htm?s=044e929dc7b20eedfa03d54fcfa1e0
262aaad39c5d5f3ab1dbbc86acc1fe3afb57b7a505ad833e84b807
1d1908f9f736a99171ba681211503609a7e2c8040de9&t=docenc
ia/generic.tmpl&domainFather=cv112_pg03&img=aules 
aules - 
/docencia/sala/ - 
aula 
Secretaria http://cv.uoc.edu/UOC2000/b/docs/secretaria_comu/index.html 
 
/secretaria 
Tutoria http://cv.uoc.edu/UOC2000/b/ext_breakcam.htm?s=f45fe2cef7e
32e1c0a63855c4fb1205ada24339c8d9eca53bb3d165e21e74a74
07ae95bc0dcbbeda884addf7d8997739c927211938eb014cd684a
7f1e8b47d9b&t=docencia/tutories.html 
 
/tutories - 
TUTORIA 
Biblioteca http://biblioteca.uoc.edu/esp/ biblioteca 
Investigació http://cv.uoc.edu/UOC2000/b/extern_0.html?s=34bbf20ad7a26e
b5ba9d15964f1130db1afcf3a54db6aa3cebf8764581089a74a735
755c4d848e27c8d1fde1f8188725f9cfe11de81da168e6bbb7e068
de6d76&img=in3_presentacio&htm=../../recercacv/ca/index.ht
/recercacv/ 
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ml 
Intrauoc http://cv.uoc.edu/UOC2000/b/extern_0.html?s=34bbf20ad7a26e
b5ba9d15964f1130db1afcf3a54db6aa3cebf8764581089a74a735
755c4d848e27c8d1fde1f8188725f9cfe11de81da168e6bbb7e068
de6d76&img=intrauoc&htm=http://cv.uoc.edu/UOC/a/intrauoc
/index.html 
intrauoc/ 
Noticies http://cv.uoc.edu/UOC2000/b/docs/novedades/index.html  /novedades/ -  
/novetats/ 
Bolonya http://cv.uoc.edu/UOC2000/b/docs/espaibolonya/index.htm /espaibolonya/ 
Bústia ttp://cv.uoc.edu/UOC2000/b/cgi-
bin/ma_mainMailFS?s=34bbf20ad7a26eb5ba9d15964f1130db1
afcf3a54db6aa3cebf8764581089a74a735755c4d848e27c8d1fde
1f8188725f9cfe11de81da168e6bbb7e068de6d76 
ma_ o mail.jsp 
 
Nova bústia  WebMail 
Agenda http://cv.uoc.edu/UOC2000/b/extern_0.html?s=34bbf20ad7a26e
b5ba9d15964f1130db1afcf3a54db6aa3cebf8764581089a74a735
755c4d848e27c8d1fde1f8188725f9cfe11de81da168e6bbb7e068
de6d76&img=blanc&htm=http://cv.uoc.edu/webapps/Agenda/N
avigationServlet?s=34bbf20ad7a26eb5ba9d15964f1130db1afcf
3a54db6aa3cebf8764581089a74a735755c4d848e27c8d1fde1f8
188725f9cfe11de81da168e6bbb7e068de6d76 
/Agenda/  
Perfil  http://cv.uoc.edu/UOC2000/b/extern_0.html?s=34bbf20ad7a26
eb5ba9d15964f1130db1afcf3a54db6aa3cebf8764581089a74a73
5755c4d848e27c8d1fde1f8188725f9cfe11de81da168e6bbb7e06
8de6d76&img=directori&htm=/club_uoc/comunidad/mi_perfil/
index.html 
mi_perfil/ -  
meu_perfil/ 
Grups de 
treball 
http://cv.uoc.edu/UOC2000/b/cgi-
bin/hola?s=34bbf20ad7a26eb5ba9d15964f1130db1afcf3a54db6
aa3cebf8764581089a74a735755c4d848e27c8d1fde1f8188725f9
cfe11de81da168e6bbb7e068de6d76&tmpl=p://cv.uoc.edu/UOC
2000/b/ext_breakcam_0.htm?s=34bbf20ad7a26eb5ba9d15964f1
130db1afcf3a54db6aa3cebf8764581089a74a735755c4d848e27c
8d1fde1f8188725f9cfe11de81da168e6bbb7e068de6d76&t=gru
ps_tb/grups.tmpl&domainFather=grc 
 
 
grups_tb/ 
Servei 
Atenció 
 http://cv.uoc.edu/UOC2000/b/docs/sae/at_th/index.html /sae/ 
Favorits  http://cv.uoc.edu/UOC2000/b/cgi-
bin/bmMainFS?s=34bbf20ad7a26eb5ba9d15964f1130db1afcf
3a54db6aa3cebf8764581089a74a735755c4d848e27c8d1fde1f8
188725f9cfe11de81da168e6bbb7e068de6d76  
 
/bmMainFS 
Cerca de 
Persones 
http://cv.uoc.edu/UOC2000/b/extern_0.html?s=34bbf20ad7a26e
b5ba9d15964f1130db1afcf3a54db6aa3cebf8764581089a74a735
755c4d848e27c8d1fde1f8188725f9cfe11de81da168e6bbb7e068
/cercaPersones/ 
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de6d76&img=directori&htm=http://cv.uoc.edu/webapps/cercaP
ersones/cercaContextualServlet?jsp=%2Fjsp%2FcercaContextu
al%2FcercaBasica.jsp&activeView=&l=/b&s=34bbf20ad7a26e
b5ba9d15964f1130db1afcf3a54db6aa3cebf8764581089a74a735
755c4d848e27c8d1fde1f8188725f9cfe11de81da168e6bbb7e068
de6d76  
Accessibilitat http://cv.uoc.edu/rb/inici/grid/accessibility  /accessibility 
Personalitza http://cv.uoc.edu/rb/inici/user/preferences  
 
/preferences 
o 
/configuration 
Sortí http://www.uoc.edu/portal/castellano/index5.html 
 
Index5.html (Tant 
castellà como 
català) 
 
Un cop tenim els patrons de cada botons identificat farem un analitzi per veurà la freqüència que 
son utilitzats aquests botons per el usuaris de la UOC i esbrina quin percentatge de línies del logs 
podem arriba a identificar amb algun boto. Amb cinc dies diferents de logs veurem el nombre de 
cops que surten al llarg del dia i calcularem la seva mitjana per veurà quins son els més utilitzats. El 
format de la taula es la següent, número de línies que em trobat d'aquest patró i el percentatge 
respecte al total. 
 
Format de la Taula 
 
Nombre de línies 
% de línies 
 
Boto / Dia LOG1 LOG2 LOG3  LOG4 LOG5 Mitjana(%) 
TOTAL 26705064  
100% 
16445287 
100% 
25570593 
100% 
26760533 
100% 
24103609 
100% 
100% 
Entrar 2943646  
11,023% 
1855002 
11,280% 
2900904 
11,345% 
3318269 
12,400% 
2927306 
12,145% 
11,639% 
Mi Uoc 5691130  
21,311% 
3635355 
22,106% 
5561056 
21,748% 
5602895 
20,937% 
5160005 
21,408% 
21,502% 
Serveis 64325  
0,241 % 
35994 
0,219% 
58397 
0,228% 
53584 
0,200% 
38946 
0,162% 
0,21% 
Comunitat 184781  
0,692%  
117051 
0,712% 
179219 
0,701% 
184895 
0,691% 
164851 
0,684% 
0,696% 
Aules 3749263  
14,040%  
2380543 
14,476% 
3465224 
13,552% 
3846491 
14,374% 
3341856 
13,865% 
14,061% 
Secretaria 347024  
1,299%  
185218 
1,126% 
335855 
1,313% 
299620 
1,120% 
259359 
1,076% 
1,187% 
Tutoria 445202  
1,667%  
264995 
1,611% 
424024 
1,658% 
420972 
1,573% 
388788 
1,613% 
1,624% 
Biblioteca 2272  
0,009% 
16341 
0,099% 
20474 
0,080% 
21039 
0,079% 
18101 
0,075% 
0,068% 
12 
 
Investigació 1173  
0,004% 
283 
0,002% 
931 
0,004% 
892 
0,003% 
1164 
0,005% 
0,004% 
Intrauoc 23317  
0,087% 
7550 
0,046% 
24525 
0,096% 
23058 
0,086% 
17661 
0,073% 
0,078% 
Noticies 167480  
0,627% 
88739 
0,540% 
153551 
0,060% 
138785 
0,519% 
118298 
0,491% 
0,447% 
Bolonya 48  
0,000% 
18 
0,000% 
48 
0,000% 
56 
0,000% 
14 
0,000% 
0,000% 
Bústia nova 421305  
1,578% 
196709 
1,196% 
407673 
1,594% 
34511 
1,291% 
314802 
1,306% 
1,393% 
Bústia 2982332  
11,168% 
1763556 
10,724% 
279633 
10,936% 
2976493 
11,123% 
2649881 
10,999% 
10,99% 
Agenda 635494  
2,380% 
387673 
2,357% 
611917 
2,393% 
651428 
2,434% 
575066 
2,386% 
2,39% 
Meu perfil 22203  
0,083% 
16818 
0,102% 
21836 
0,085% 
22627 
0,085% 
20599 
0,016% 
0,074% 
Grup de 
Treball 
3631  
0,014% 
1932 
0,012% 
3769 
0,015% 
3745 
0,014% 
3460 
0,014% 
0,014% 
Servei 
d’atenció 
720  
0,003% 
229 
0,001% 
662 
0,003% 
675 
0,003% 
567 
0,002% 
0,002% 
Favorits 177  
0,001% 
112 
0,001% 
184 
0,001% 
212 
0,000% 
205 
0,001% 
0,001% 
Cerca de 
persones 
54534  
0,204% 
42542 
0,259% 
51514 
0,201% 
67740 
0,253% 
56991 
0,236% 
0,231% 
Accessibilitat 872  
0,003% 
509 
0,003% 
2833 
0,011% 
3025 
0,011% 
1721 
0,007% 
0,007% 
Preferències 20955 
0,785% 
12545 
0,076% 
2833 
0,011% 
36392 
0,13% 
25327 
0,105% 
0,221% 
Surti 7785  
0,029% 
 4491 
0,027% 
7212 
0,028% 
6527 
0,024% 
6173 
0,026% 
0,027% 
Indefinides 8935395  
33,360% 
5431082 
33,025% 
8536732 
33,385% 
8735702 
32,644% 
8012468 
33,242% 
33,132% 
Definides 17769669 
66,540% 
11014205 
66,975% 
17033861 
66,615% 
18024831 
67,356% 
16091141 
66,758% 
66,849% 
+ 
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Del total: 
 
Amb aquestes dades trobem que el 66,849% de les línies que hi ha a un log podem identificar un 
patró i classificar-les en una secció. Les altres son línies a les que ens es impossible identificar 
alguna característica que ens permeti ficar-la algun grup, algun exemple de aquestes línies son: 
 
[11/Mar/2012:23:23:54 +0100] 192.168.1.135 "GET 
/app/microblog/listTags.php?domainId=345373 HTTP/1.1" 200 "-" "Java/1.5.0_15" 53 172 
 
[11/Mar/2012:23:23:54 +0100] 62.57.254.237 "GET /favicon.ico HTTP/1.1" 404 "-" "Mozilla/5.0 
(Windows NT 5.1) AppleWebKit/535.11 (KHTML, like Gecko) Chrome/17.0.963.78 Safari/535.11" 1 
2 
 
Com podeu veurà no contenen una cadena HTTP i si la tenen es molt curta per fer un anàlisis, 
llavors aquesta informació no es tractarà. La resta si que ens permet obtenir altres dades a més del 
botons com amb quin usuari han accedit o l'entorn que esta utilitzant. 
 
De les identificades (66,849%) tenim que la gran majoria (32,17%) son línies que fan referencia al 
inici del portal això en part es perquè sempre que accedim ens redirigeix a aquesta pàgina. A 
continuació venen tres gran blocs amb un 21,03% tenim que fan referencia al boto aules, després 
amb 17,41% tenim les línies dels que fan loggin que ens serveix per identificar al usuari que entra i 
l’últim d'aquest gran bloc amb un 16,44%. Podem veurà que si sumen la Bústia Nova que no te 
molt us només un 2,08% i la bústia seria un 18,58% sent el correu el tercer més usat.  
 
Hi ha botons que pràcticament no son usats com Bolonya que antigament podria tenir molta utilitat 
amb el traspàs de Enginyeria a Grau però que actualment la gent no clica, en alguns casos 14 clics 
al dia que això no es res i alguns potser per equivocació. Altres com Servei D'Atenció també te 
xifres bastant baixes però aquest boto va per èpoques, en altres èpoques de l'any com el procés de 
matricular deu pujar considerablement. També trobem una dada curiosa comparant el percentatge de 
Loggins (17,41%) amb el del boto sortir (0,04%) podem deduir que la gent tancat pestanya sense fer 
loggout.  
Figura 1
Indefinides 
(33,132%)
Identificadas 
(66,849%)
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2.3. Adaptació de la aplicació 
 
Per adaptar els nous botons a l'estructura de la antiga aplicacions UOCLogExtractor em mirat quins 
son els més utilitzats i veurà quins podien mantenir i quins teníem que modificar dels que havia al 
2006. Llavors els hem agrupat d'aquesta manera: 
 
LLOC BOTON 
INICI MI UOC, 
COMUNITAT COMUNITAT 
AULES AULAS 
AGENDA AGENDA 
SERVEIS SERVEIS 
ALTRES BOLONYA, INVESTIGACIO, INTRAUOC, 
FAVORITS, SERVEI D'ATENCIO, 
ACESSIBILITAT, GRUPS DE TREBALL I 
BUSQUEDA DE PERSONES 
NOVETATS NOTICIES 
BUSTIA BUSTIA, BUSTIA NOVA 
SECRETARIA SECRETARIA 
TUTORIA TUTORIA 
BIBLIOTECA BIBLIOTECA 
PERSONALITZA PREFERENCIES 
17%
31%
0% 6%
20%
2%
2%
0
0%
0%
1%
2%
16%
3% 0%0%0%0%0%0%0%0%
Figura 2
Entra Mi Uoc
Serveis Comunitat
Aules Secretaria
Tutoria Biblioteca
Investigacio Intrauoc
Noticies Bolonya
Bustia Nova Bustia
Agenda Meu Perfil
Grup de Treball Servei d'atencio
Favorits Busqueda
Accesibilitat Preferencies
Surti
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PERFIL PERFIL 
 
Em intentat conservar el màxim possible l'estructura de les aplicacions i la base de dades llavors 
hem intentat que els canvis siguin mínims. Els canvis que es produeixen es que al 2010 teníem 
Directori i ara passar a ser Serveis i que Ajuda pastar a ser Altres.  
 
Ara tenim que comprovar si els tipus d'usuari respecte al 2010 han canviat per trobat el usuaris que 
hi ha actualment fem una cerca als logs que disposem amb “=&usertype” que ens mostra els 
diferents usuaris que hi ha al campus, això ens resoldrà la pregunta COM, es a dir el tipus d’usuari 
que realitza l’acció. Tenim aquests usuaris amb el següents patrons: 
 
Tipus d'usuari Patró 
TUTOR TUTOR  
ESTUDIANT  ESTUDIANT / DOCTORANT 
MEMBRE MEMBRE  
COLABORADOR  COLAB / SOCI  
CONSULTOR CONSULTOR_UOC  
ADMINISTRACIO ADMINISTRACIO  
 
Els canvis que es produeixen respecte a la antiga versió es la desaparició de Responsable i Editor i 
apareixen Membre i Col·laborador.  
 
Tenim que adaptar el logs del Apache que es generar al servidor de la UOC per poder utilitzar la 
informació que hi ha a la nostra aplicació Biclustering Analyzer. Per això comptem amb dues eines: 
UOCLogExtractor i UOCPreprocess.  
 
La primera anomenada UOCLogExtractor  agafar el logs generats i elimina informació 
innecessària, a més fa un seguiment del comportament del usuari des de que entra i va accedint al 
diferents camps del campus fins surt, be fent un Logoff o si en 34 minuts no te activitat es que ha 
sortit sense fer-ho. També treu informació sobre l'entorn que esta utilitzant i el tipus d'usuari que 
utilitza (Estudiant, Administratiu...). Per fer-ho més fàcil i que no es col·lapsi amb fitxers molt gran 
el que far es dividir-ho en trossos i processar-los per separat. Aquesta aplicació esta pensada per 
genera una estructura de dades per aplicacions de anàlisis massiu de logs com per exemple la 
nostra. Consta de quatre fases: 
 
• Sensor: Rep les dades que resultarà un log del apache i li passarà al extractor 
• Extractor: Rep els logs i llegeix línia a línia analitzant la informació e identifica les estructures de 
dades.  
• Parser: Crea la estructura de dades una vegada ha sigut validada 
• Outputter: Genera el fitxer de sortida amb la estructura de dades que ha rebut.  
 
El output seria el següent: 
 
• user (Consta de la IP seguit d’un hash per identificar la sessió) 
• userType (sis tipus: “ESTUDIANT", "CONSULTOR", "TUTOR", 
"MEMBRE", "ADMINISTRACIO", "COLABORADOR") 
• login (dia i hora de login en format dd/mm/yyyy hh:mm:ss) 
• logout (dia i hora de logout fent click en format dd/mm/yyyy hh:mm:ss) 
• out (dia i hora que marxa sense fer click en logout en format dd/mm/yyyy hh:mm:ss) 
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• environment (entorn del campus: CAT, IB, altres) 
• placeTime (dia i hora que accedeix a un espai en format dd/mm/yyyy hh:mm:ss) 
• place ( 13 espais generals: 
"BUSTIA","AULES","INICI","TUTORIA","SECRETARIA","BIBLIOTECA","SERVEIS","ALTR
ES","NOVETATS","AGENDA","COMUNITAT","PERSONALITZA") 
 
Els camps estan separats per TAB i cada línia acaba amb un final de línia. 
 
UOCPreprocess agafa el resultats que genera el UOCLogExtractor i li dona el format que necessita 
la nostra aplicació. Un cop el log passi per aquestes dues eines el resultat pot ser enregistrat a la 
aplicació Bicluster Analyzer. 
 
Ens hem trobat que l'aplicació UOCLogExtractor estava desfasada i hem tingut que adaptar-la al 
nou format dels logs del apache degut a que els logs que hi havia al 2006, data en que es va crear la 
aplicació UOCLogExtractor, son bastants diferents del actuals que hi ha al 2012. També hem tingut 
que actualitzar la cerca de patrons dels botons i dels tipus d'usuari que hem definit prèviament. 
 
Aquí tenim un exemple de dues línies de logs del 2006 
 
80.34.155.98 2006_3_18_01_00_15 POST /UOC/a/cgi-bin/ma_mssgPreview 
http://cv.uoc.edu/UOC/a/cgi-
bin/tmplWrapper?s=673c07f78006bad7e7aacc6a8600830ed38b20bd2bf3677dc3b85994903a1c7cff
24f0ec7af1e56de41c3875182ba7a9f621b7cb46ff337fc93c875417d2dc69&cgi=ma_mssgPreview&a
ula=&l=052_05_057_02_r02&m=1388070_142102552&f=$FOLDER_REBUTS$&cache=&vote
=0&mailindex=10  
 
213.229.187.28 2006_3_18_01_00_16 GET 
/plsql/estadistiques/CONSULTACONCURRENCIAAPPID -  
 
Tenen els següents camps que ens dona la següent informació: 
 
QUI? 
(1) 80.34.155.98  
 
QUAN? 
(2) 2006_3_18_01_00_15  
 
COM? 
(3) POST  
 
QUE? 
(4) /UOC/a/cgi-bin/ma_mssgPreview  
 
ON? 
(5) http://cv.uoc.edu/UOC/a/cgi-
bin/tmplWrapper?s=673c07f78006bad7e7aacc6a8600830ed38b20bd2bf3677dc3b85994903a1c7cff
24f0ec7af1e56de41c3875182ba7a9f621b7cb46ff337fc93c875417d2dc69&cgi=ma_mssgPreview&a
ula=&l=052_05_057_02_r02&m=1388070_142102552&f=$FOLDER_REBUTS$&cache=&vote=
0&mailindex=10 
 
Al primer camp tenim la IP des de on accedeix l'usuari (QUI), després ve la data juntament amb 
l'hora a la que s'ha realitzar l'acció (QUAN). A continuació tenim el mètode utilitzat (POST o GET) 
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i després al lloc des de l'arrel del servidor on em accedit. Finalment tenim la URL completa on ens 
trobem (QUE o COM). Ara tenim veurem el format que tenen les línies del Apache al any 2012 i si 
es pot obtenir la mateixa informació.. 
 
Exemple de dues línies de logs del 2012 
 
[13/Mar/2012:00:15:42 +0100] 81.37.180.116 "POST /tren/trenacc HTTP/1.1" 200 
"https://cv.uoc.edu/tren/trenacc" "Mozilla/5.0 (Windows NT 6.1; WOW64) AppleWebKit/535.11 
(KHTML, like Gecko) Chrome/17.0.963.78 Safari/535.11" 14943 157  
 
[13/Mar/2012:00:15:42 +0100] 83.45.5.242 "GET /UOC/js/mail/divLayerFunctions_v2003.js 
HTTP/1.1" 200 "http://cv.uoc.edu/UOC/a/cgi-
bin/ma_mainMailFS?s=a6e8b8229bee0e9320e5a2136703faead624cfea27010d93d358d92ed93f42b
e3d8834410ec866fc61334f2629466cfaadc32eeba29f30464e11525159deb79f" "Opera/9.80 
(Windows NT 6.1; U; es-LA) Presto/2.10.229 Version/11.61" 3255 2  
 
Com es pot observar canvia l'ordre del camps i a més contenen més informació com el tipus de 
navegador o sistema operatiu, informació que nosaltres no fem servir ja que nomes necessitem la 
que hi havia al 2006 per utilitzar-la a la aplicació. Els camps son els següents: 
 
(1) [13/Mar/2012:00:15:42  
 
(2) +0100]  
 
(3) 81.37.180.116  
 
(4) "POST  
 
(5) /tren/trenacc  
 
(6) HTTP/1.1"  
 
(7) 200  
 
(8) "https://cv.uoc.edu/tren/trenacc"  
 
(9) "Mozilla/5.0  
(Windows NT 6.1; WOW64) AppleWebKit/535.11 (KHTML, like Gecko) Chrome/17.0.963.78 
Safari/535.11" 14943 157  
 
Tan sol utilitzaren els camps 1,3,4,5 i 8. El resta no els teníem anteriorment llavors no treballarem 
amb ells. Per adaptar el programa UOCLogExtractor a la nova versió dels logs el que hem fet es 
una funció que prèviament transforma línia a línia el format al format antic abans de que el 
programa comenci a treballar amb aquesta línia així ens estalviem modificar el programa desde 0. A 
més com hem comentat anteriorment també hem adaptat la cerca dels nous botons i els nous tipus 
d’usuari. 
 
La funció es la següent: 
 
public static String transformaAFormatAntic(String pLineaFormatNou) 
{ 
 String linea=""; //Conté el format antic que retornem 
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 int sep=0; 
 String aux=""; 
 String fecha=""; 
 String IP="", metodo="", datos="", url="", residu=""; 
 aux = pLineaFormatNou; 
 try{ 
  fecha = aux.substring(8, 12); 
  //leemos la fecha 
  fecha = fecha + '_' + mes(aux.substring(4, 7)) + '_' + aux.substring(1, 3); 
  for (int j=0;j<3;j++) 
  { 
   sep = aux.indexOf(":"); 
   fecha = fecha + '_' + aux.substring(sep+1, sep+3); 
             aux = aux.substring(sep+1); 
  } 
 //Llegim la IP 
 
 sep = aux.indexOf("]") + 2; 
 aux = aux.substring(sep); 
 sep = aux.indexOf(" "); 
 IP = aux.substring(0, sep); 
 
 //Llegim el mètode GET o POST 
 
 aux = aux.substring(sep+2); 
 sep = aux.indexOf(" "); 
 metodo = aux.substring(0,sep); 
 
 //Llegim les dades del mètode 
 
 aux = aux.substring(sep+1); 
 sep = aux.indexOf(" "); 
 datos = aux.substring(0, sep); 
 
 //Llegim la URL 
 
 sep = aux.indexOf("\""); 
 aux = aux.substring(sep+1); 
 sep = aux.indexOf("\""); 
 aux = aux.substring(sep+1); 
 if(aux.indexOf("\"")==-1) 
      sep = aux.length()-1; 
 else 
      sep = aux.indexOf("\""); 
 url = aux.substring(0, sep); 
 
 //Llegim el residu 
 
 if(aux.length()>1) 
    residu = aux.substring(sep+1);//si sep=-1, llegira aux(0,0) 
 
 fields[0] = IP; 
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 fields[1] = fecha; 
 fields[2] = metodo; 
 fields[3] = datos; 
 fields[4] = url; 
 linea =fields[0]; 
 
 for (int i=1;i<fields.length;i++) 
 { 
  linea = linea + " " + fields[i]; 
 } 
 linea=linea+residu;  //tornem la línia transformada, no retallada- 
 } 
 catch(Exception e) 
 {e.printStackTrace();} 
 finally 
 { 
  return linea; 
 } 
} 
 
//Recupera la data del log i la deixa com dd/mm/aaa hh:mm:ss 
 
public static String getWhen(String date) 
{ 
 String dateTime="", year, month, day; 
 int sep = date.indexOf("_"); 
 year = "/"+date.substring(0, sep)+" "; 
 date = date.substring(sep+1); 
 sep = date.indexOf("_"); 
 month = "/"+date.substring(0, sep); 
 if(month.length()==2) 
  month = "/0"+date.substring(0, sep); 
 date = date.substring(sep+1); 
 sep = date.indexOf("_"); 
 day = date.substring(0, sep); 
 if(day.length()==1) day="0"+day; 
 date = date.substring(sep+1); 
 dateTime = day+month+year; 
 
 for (int j=0;j<2;j++) 
 { 
  sep = date.indexOf("_"); 
  dateTime = dateTime.concat(date.substring(0, sep)+":"); 
  date = date.substring(sep+1); 
 } 
 dateTime = dateTime.concat(date); 
 
 return dateTime; 
} 
 
Després  passar el UOCLogExtractor el resultat seria molt semblant al següent: 
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81.43.42.245-1952713848  18/03/2006 01:00:33   IB   
 
81.184.17.139-2042920707  18/03/2006 01:00:34   CAT   
 
80.37.179.194599927783  18/03/2006 01:00:36   BUSTIA   
 
213.98.205.215-1960356799   18/03/2006 01:00:38     
 
201.244.202.2031322221652 18/03/2006 01:00:41   IB   
 
Ara passaria per el UOCLogPreproces que no caldrà fer ninguna adaptació perquè els resultats que 
genera el UOCLogExtractor ja estan en el format correcte per la aplicació UOCLogPreproces que el 
deixaria de la següent forma: 
 
83.50.11.117    18/03/2006-01:00:52    ESTUDIANT    CAT    LOGIN     
84.77.162.210    18/03/2006-01:01:21    ESTUDIANT    CAT    LOGIN     
84.77.162.210    18/03/2006-01:01:28    ESTUDIANT    CAT    ENVCHANGE     
84.77.162.210    18/03/2006-01:01:53    ESTUDIANT    IB    ENVCHANGE     
85.60.35.7    18/03/2006-01:00:50    ESTUDIANT    CAT    LOGIN     
85.60.35.7    18/03/2006-01:01:59    ESTUDIANT    CAT    AULES     
201.244.202.203    18/03/2006-01:00:41    ESTUDIANT    IB    LOGIN    
 
Aquest es el format amb el que treballarà la nostra aplicació Biclustering Analyzer. 
 
2.4. Notes prèvies al estudi 
 
Com que no hi ha dos logs que siguin idèntics calcularem a partir de deu mostres de logs diferents i 
obtindrem deu mostres de temps. Després fer això amb el temps calcularem la mitjana aritmètica i 
la seva desviació estàndard mostral amb les següent formules: 
 
Mitjana aritmètica 
 
 
                                                                           
Farem la suma dels valors obtinguts i el dividirem per el numero de mostres, en el nostre cas 
deu. Amb això obtindrem el valor mitja en segons que tarda en fer el preprocessament en cada 
un dels diferents casos. 
Desviació estàndard mostral 
       
 
Mirarem la seva desviació estàndard que ens indica quan s'allunya els valors mitjans respecte 
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a la mitja. 
 
Tenim que cada log tot i tenir la mateixa mida conte un número de línies diferents i a més la 
màquina no sempre estarà igual de carregada, per aquest motiu no ens serveix toma nomes 
una mostra per veure quan temps triga en realitzar el pre-process.  
Tal i com hem comentat abans per realitzar el pre-process consta de dos aplicacions 
anomenades UOCLogExtractor i UOCPreprocess que es tenen que executar seqüencialment. 
Primerament s’executarà UOCLogExtractor i amb el resultat generat l’agafarà la aplicació 
UOCLogPreprocess i finalment obtindré el log que serà utilitzar per l’eina Biclustering 
Analyzer. Hem creat un script basat en shell per executar-les seqüencial-ment, un cop acabi 
UOCLogExtractor s’executarà UOCPreBiclustering i quan finalitzi aquesta ultima ens 
retornarà el temps que ha tardat en executar-se, aquest serà els temps del preprocessament. 
 
Script utilitzat per el preprocessament (preprocessament.sh) que ens dona el temps total es el 
següent:  
 
Treballarem en tres entorns diferents, primer en una maquina local, després al servidors del 
LSI i finalment amb l'entorn del PlanetLab. A local nomes tenim un node i utilitzarem trossos 
de logs que aniran des de 50 Mb a 15Gb i anirem agafant mostres de temps per a cada tros per 
després fer una gràfica de com creix el temps respecte a la mida dels logs. Al ClusterLSI 
disposem de quatre nodes i utilitzarem el mateix volum de logs que hem utilitzat al PC local 
per veure si es molt més ràpid utilitzar un servidor. Finalment comptarem amb el PlanetLab 
que disposem de 32 nodes per realitzar les mateixes proves.  
 
Un cop tinguem els resultats de temps dividirem l'estudi estarà del preprocessament en dos 
parts: una que veurem les gràfiques de temps amb un numero fix de nodes i la mida dels logs 
variables i l'altra amb un volum fix dels logs i numero variable de nodes.  
 
Després farem una comparativa de dades tenint en compte tres aspectes com es el temps que 
trigar, mida i numero de línies del fitxer resultant respecte al original. Un cop fet tot això per 
#!/bin/bash  
inicio_ns=`date +%s%N`     #Iniciem el comptador de temps 
inicio=`date +%s`  
 
#Executem la aplicacio UOCLogPreproces 
java NodePrincipal   
    
#Concatenem en un sol fitxer 
cat log_processat/logProcessat-logEntrada_* > 
UOCPreBiclustering/resultat.txt  
 
#Executem la aplicacio UOCPreBiclustering 
java UOCPreBiclustering /Logpreproces UOCPreBiclustering/resultat.txt  
 
fin_ns=`date +%s%N`  
fin=`date +%s`  
let total_ns=$fin_ns-$inicio_ns  
let total=$fin-$inicio  
echo "ha tardado: -$total_ns- nanosegudos, -$total- segundos" #Mostra el temps total 
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últim presentarem les conclusions del estudi del preprocessament del logs. 
 
 2.5. Estudi dels resultats del pre-processament 
 
2.5.1. Local 
 
Per aquesta prova utilitzarem el portàtil amb el que hem estat programant l’eina per fer proves a 
veure si funcionava correctament, com podeu observar no es tractar de un ordinador molt potent 
però ens servirà per veurà si es pot processar tota aquesta informació, si hi ha errors a la aplicació i 
també ens podem fer una idea del temps màxim que pot trigar.  
 
Característiques: 
 
Processador: 2x Genuine Intel(R) CPU T2060 @ 1.60GHz 
Processadors: 
  Genuine Intel(R) CPU T2060 @ 1.60GHz 800,00MHz 
  Genuine Intel(R) CPU T2060 @ 1.60GHz 1600,00MHz 
Memòria RAM: 2052MB 
Disc dur: 60GB 
Sistema Operatiu: Ubuntu 11.10 
 
Com ja hem dit anteriorment agafarem deu mostres per calcular la mitjana de temps fent servir 
trossos de logs que aniran des de 50Mb fins 15Gb. Després realitzarem un gràfic on mostrarà com 
creix el tems respecte a la mida del logs. Aquestes son les mitjanes obtingudes, al annexa podreu 
troba els resultats obtinguts en el deus intents que hem realitzat per calcula la mitjana. Els resultats 
numèrics de les proves es troben al annex A3. 
 
Mida Mitjana Desviació 
50Mb 13 Segons 696562476 Ns 18823392 Ns 
100Mb 21 Segons 917871128 Ns 685402165 Ns 
250Mb 46 Segons 002157513 Ns 960106420 Ns 
500Mb 93 Segons 103619722 Ns 1 Segon 871359741 Ns 
1Gb 197 Segons 379822693 Ns 2 Segon 507621387 Ns 
2Gb 413 Segons 747898451 Ns 4 Segon 564954500 Ns 
4Gb 817 Segons 052601137 Ns 3 Segons 213445992 Ns 
8Gb 1741 Segons 400824298 Ns 13 Segons 860146860 Ns 
15Gb 3076 Segons 854722686 Ns 16 Segons 184358281 Ns 
 
23 
 
 
Com s’observa al gràfic te un creixement lineal i no s’observen irregularitats amb nomes un node. 
El 51 minuts que triga considerem que es un temps bastant elevat i en les pròximes probes que 
realitzarem al ClusterLSI i al PlanetLAB hauria de baixar. A continuació veurem si el Cluster LSI i 
el PlanetLab amb un node es més ràpid. 
   2.5.2. Cluster LSI 
 
Ara farem el mateix en un entorn que es podria dir que seria com de producció. Disposem de quatre 
maquines on realitzarem proves. Per poder accedir aquestes maquines primer haurem de connectar-
nos via ssh a la maquina lsi1.login.upc.edu o lsi2.login.upc.edu. Un cop ens trobem dintre podrem 
accedir a les altres maquines via ssh2.  
 
Utilitzarem la maquina UOCLogs com a maquina principal que serà la encarregada de enviar els 
fitxers a  les altres maquines i a més de dividir i unir el fitxers abans i després de que comenci el 
pre-processament respectivament. El temps de transmissió entre la maquina UOCLogs i la resta de 
maquines anomenades Eagles hem considerat que es inexistent degut a que no es una constant fixa i 
depèn de com estiguin connectades les maquines entre si serà més ràpid o més lent. El temps de 
dividir un fitxer en trossos i els temps d'unir els fitxers resultants si el tindrem en compte.  
 
Ara el procés de mesura de temps canvia una mica, tenim tres fases on mesurarem el temps. Primer 
farem la divisió del logs en tants nodes com tinguem disponibles al node principal, després 
repartirem el trossos als diferents nodes que tinguem però considerarem que els temps de 
0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
0
500
1000
1500
2000
2500
3000
3500
0
93,1
197,38
413,74
817,05
1741,4
3076,9
Mitjana del preprocesament en Local
Figura 3 Gigabytes
S
e
g
o
n
s
24 
 
transmissió es inexistent. Finalment tindrem que unir els resultats que ens retorna els diferents 
nodes en un solt fitxer que serà el que utilitzarà la nostra aplicació Biclustering Analyzer.  
 
1) Dividir el fitxer original  
 
En aquesta fase dividirem el fitxer el fitxer original en tants nodes com tinguem amb la següent 
comanda: 
 
   split -C  (Quantitat/N) + 1000 Fitxer.log 
 
Split divideix fitxer per quantitat, l'opció -C divideix respectant les línies per evitar que ens trenqui 
una línia per la meitat. quantitat serà el nombre total del fitxer en Mb, N es el número de nodes que 
tenim. Com que no serà exactament la mida que li indiquem sinó una mica menys per evitar trencar 
línies sumen un 100kb més per evitar que quedi un fitxer amb molt poca mida al final. 
 
2) Preprocessament de Logs  
 
Això es produirà a cada node on preprocesarant el tros de log que els arribi i serà lo mateix que em 
fet anteriorment amb un node però ara calcularem la mitjana del temps del preprocessament que ha 
succeït a cada node. Es a dir sumarem el temps que ha trigat cada node amb el tros que li ha arribat i 
el dividirem per el número de nodes que tinguem. Això es degut a que no tots el trossos tenen la 
mateixa informació i alguns trigaran més i altres menys.  
 
3) Unir els fitxers resultants. 
 
Un cop termini la fase dos als nodes els resultats tornaran al node principal (UOCLogs) allí els 
unirem en un sol fitxer per a la següent fase. Utilitzarem la comanda cat per unir tots en un sol 
fitxer. 
 
Els temps total quedaria de la següent manera: 
 
Temps Total = Temps de Dividir el Log + Mitjana del Pre-processament als Nodes + Temps d'unir 
els resultats. 
 
El node UOCLogs te les següents característiques: 
 
CPU: QEMU Virtual CPU version 0.12.3 64Bits 3192.498Mhz 
Memòria Ram: 2005Mb 
Disc dur: 100Gb 
 
El altres nodes anomenats Eagles tenen característiques similar al principal: 
 
CPU: QEMU Virtual CPU versió 0.12.3 3192.364 Mhz 
Memòria Ram: 2005Mb 
Disc dur: 50Gb 
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2.5.2.1 Cluster LSI: Número de nodes fixe i mida de logs variables. 
 
Aquesta primera part veurem com evoluciona el temps a mesura que augmenten la mida del fitxers 
però utilitzant un número fix de nodes. Començarem amb un node i arribarem fins a quatre. No hem 
tingut en compte el temps de triga en passar un log d’un servidor a un altre.  
 
    2.5.2.1.1. Cluster LSI amb un node 
 
La proba amb un node ha sigut realitza al servidor UOCLogs. Al annexa trobareu mes detalls del 
resultats obtinguts a cada intent, aquesta taula mostra la mitjana i la desviació.  
 
Mida Mitjana Desviació 
50Mb 7 Segons 658976937 Ns 272547968 Ns 
100Mb 10 Segons 358986734 Ns 481399246 Ns 
250Mb 17 Segons 340942941 Ns 396893199 Ns 
500Mb 30 Segons 027112222 Ns 891995418 Ns 
1Gb 73 Segons 178420024 Ns 851524029 Ns 
2Gb 167 Segons 900044929 Ns 940765385 Ns 
4Gb 335 Segons 729520368 Ns 5 Segons 312800564 Ns 
8Gb 693 Segons 0741608368 Ns 4 Segons 975032616 Ns 
15Gb 1298 Segons 851199065 Ns 8 Segons 3235571458 Ns 
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Aquí observem que amb un node el creixement es lineal e inferior respecte al pre-processament 
local.  
 
    2.5.2.1.2. Cluster LSI amb dos nodes 
 
Per aquesta fase em utilitzats els node UOCLogs i el Eagle1. El UOCLogs dividirà el log en dos i 
enviarà un tros al Eagle1 l'altre tros el processarà ell mateix. Després ajuntarà el dos fitxers pre-
processats. No s’ha tingut en compte el temps que triga en enviar el fitxer d’una maquina a un altre 
degut a que això depèn de la xarxa.  
 
Mida Mitjana Desviació 
50Mb 5 Segons 97436145 Ns 279915116 Ns 
100Mb 6 Segons 290930942 Ns 425103501 Ns 
250Mb 12 Segons 904038347 Ns 1 Segons 031638417 Ns 
500Mb 18 Segons 929269897 Ns 1 Segons 9216900408 Ns 
1Gb 49 Segons 3427189765 Ns 2 Segons 290034921 Ns 
2Gb 111 Segons 8714504808 Ns 2 Segons 089873577 Ns 
4Gb 335 Segons 830425672 Ns 6 Segons 747752898 Ns  
8Gb 902 Segons 0509320766 Ns 15 Segons 219246054 Ns 
15Gb 1437 Segons 416782833 Ns 11 Segons 5103834744 Ns 
0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
0
200
400
600
800
1000
1200
1400
0
30,03
73,18
167,9
335,73
693,07
1298,85
Mitjana del preprocesament en Cluster LSI (1 Node)
Figura 4 Gigabytes
S
e
g
o
n
s
27 
 
 
 
Amb dos nodes deixa de ser lineal, això es degut a que entra el joc el temps en dividir el log en 
parts per als diferents nodes. Com s’aprecia per a logs “petits” quasi no hi ha diferencia entre 
preprocessar 50-100Mb malgrat que es el doble. Com es pot veurà per a 15Gb triguem mes que amb 
un sol node. El temps que trigar en dividir el log es superior al temps que trigar en preprocessar. 
 
    2.5.2.1.3. Cluster LSI: Cluster LSI amb tres nodes 
 
Ara utilitzarem com a nodes UOCLogs, Eagle1 i Eagle2. Amb tres nodes al ser múltiple de tres 
acostuma a passar que el tercer tros es alguns Mb's mes petits. Com he fet anteriorment no hem 
tingut en compte el temps de transmissió del logs d’un servidor a altre.  
 
Mida Mitjana Desviació 
50Mb 5 Segons 419538859 Ns                 247029712 Ns 
100Mb 8 Segons 114586802 Ns 479273547 Ns 
250Mb 11 Segons 4946549377 Ns 1094048338 Ns 
500Mb 18 Segons 069220746 Ns 1 Segons 0077256804 Ns 
1Gb 39 Segons 569055548 Ns 2 Segons 152067531 Ns 
2Gb 80 Segons 937169233 Ns 2 Segons 186712424 Ns  
4Gb 208 Segons 904110356 Ns 5 Segons 0410183249 Ns 
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8Gb 655 Segons 306758172 Ns 4 Segons 1595854433 Ns 
15Gb 1213 Segons 336182033 Ns 10 Segons 467734648 Ns 
 
 
 
Ara la irregularitat ha disminuït i es fa quasi inapreciable i ja millorant tots els temps respecte a 
utilitzar un sol node.  
 
    2.5.2.1.4. Cluster LSI: Cluster LSI amb quatre nodes 
 
S'han utilitzat els tres nodes Eagles i el Nodeprincipal (UOCLogs). Com a màxim cada node 
arribarà a Preprocessar 4,75Gb, que es el resultat de dividir 15Gb entre 4 nodes.  
 
 
Mida Mitjana Desviació 
50Mb 4 Segons 931458380 Ns 493504344 Ns 
100Mb 7 Segons 045782229 Ns 291017081 Ns 
250Mb 10 Segons 717126057 Ns 916905129 Ns 
500Mb 15 Segons 309121008 Ns 9354725136 Ns 
1Gb 33 Segons 943568839 Ns 2 Segons 3119980284 Ns 
2Gb 66 Segons 872556864 1 Segons 1580207036 Ns 
4Gb 151 Segons 113954278 Ns 6 Segons 0105943769 Ns 
0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
0
200
400
600
800
1000
1200
1400
0 18,07
39,57
80,94
208,9
655,31
1213,34
Mitjana del preprocesament en el cluster LSI amb tres nodes
Figura 6 Gigabytes
S
e
g
o
n
s
29 
 
8Gb 513 Segons 926135896 Ns 9 Segons 5430328654 Ns 
15Gb 1097 Segons 737851179 Ns 9 Segons 5530962623 Ns 
 
 
 
 
Tal i com observem a al gràfica per a fitxers menors de 4Gb el temps es mínim, després entra en joc 
el temps de dividir el logs cada cops mes grans. Tot això a partir del 4Gb observen que es torna 
lineal i es millorant els temps respecte a utilitzar tres nodes.  
 
 
2.5.2.2. Cluster LSI: Mida fixa i numero de nodes variables. 
 
A continuació veurem compararem el temps amb una mida fixa del logs i un número de nodes 
variables. Amb aquesta comparació podrem veure si utilitzant un major numero de nodes es nota el 
descens de temps. Tal i com hem fet abans començarem amb logs molt petits amb 50Gb i 
terminarem amb 15Gb. Hem utilitzats els resultats mitjans obtinguts anteriorment.  
 
    2.5.2.2.1 Cluster LSI: 50Mb 
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Tal i com es pot observar la diferencia de temps entre utilitzar quatre nodes i un node es de un quasi 
un 36% més ràpid. 
 
    2.5.2.2.2.Cluster LSI: 100MB 
 
 
En aquesta part podem observar diverses irregularitats que poden ser degudes al temps entre dividir 
i tornar a unir el fitxer final. Tot això continuen tenim un temps millor respecte a utilitza un i quatre 
nodes en un 32% però entre utilitzar un i dos encara es millor en un 39%. 
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    2.5.2.2.3. Cluster LSI: 250MB 
 
Ara es nota una caiguda bastant important entre un node i dos nodes però després entre dos, tres i 
quatre les caigudes de temps son menors. Ara la millora de temps s’incrementa fins un 38%. 
 
    2.5.2.2.4. Cluster LSI: 500MB 
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Com succeïda anteriorment els temps entre un i quatre es redueix quasi a la meitat (49%) però la 
diferencia entre dos i quatre es mínima.  
 
 
2.5.2.2.5. Cluster LSI: 1GB 
 
 
Els temps que ens estalvien entre utilitzar un i quatre nodes continua incrementar-se fins un 53% ara 
las diferencies entre  dos i quatre es començant a fer nota. 
 
    2.5.2.2.6. Cluster LSI: 2GB 
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El temps estalviat continua incrementar-se fins un 60% i les diferencies entre el número de nodes 
també es va fent grans.  
 
    2.5.2.2.7. Cluster LSI: 4GB 
 
Ara podem observa que es lo mateix treballa amb un node que amb dos, això es degut a que el 
temps de dividir el log no compensa al del preprocessament. També podem observa que el temps 
entre un i quatre començar a baixa, hem passat d’un 60% a un 55%. 
 
    2.5.2.2.8. Cluster LSI: 8GB 
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Com podem observa es bastant més ràpid utilitzar un node que utilitzar dos. Això es degut a que la 
comanda split consumeix bastant memòria i triga més en dividir el log en dos que després en 
preprocessar en dos màquines. Ara si que es nota que ha baixat hem passat d’un 60% a un 26% 
respecte a la millora de temps.  
 
    2.5.2.2.9. Cluster LSI: 15GB 
 
Amb 15Gb utilitzant quatre nodes reduïm un 15% els temps respecte a utilitzant un, els temps que 
ens estalviem continua reduint-se. A mesura que anem incrementant la mida del logs no compensa 
els temps de dividir amb els temps que te estalvies preprocessant en diferents nodes.  
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   2.5.2.3. Cluster LSI comparativa amb diferents nodes 
 
Finalment farem una comparativa entre les gràfica del quatre nodes per poder comparar quan trigant 
a mesura que va creixent la mida del logs. També podrem observar quant nodes tindrem que usar en 
un moment o un altre.  
 
 Un node Dos nodes Tres nodes Quatres nodes 
500 Mb 30,027112222 18,929269897 18,069220746 15,309121008 
1 Gb 73,178420024 49,342718976 49,3427189765 33,943568839 
2 Gb 167,900044929 167,900044929 80,937169233 66,872556864 
4 Gb 335,729520368 335,830425672 208,904110356 151,113954278 
8 Gb 693,074160837 902,0509320766 655,306758172 513,926135896 
15 Gb 1298,851199065 1437,416782833 1213,336182033 1097,737851179 
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En aquesta gràfica podem veure com evoluciona els temps respecte al increment de la mida de logs 
amb diferents nodes. Com es pot observar treballar amb dos nodes no compensa i es més costos que 
treballar amb un node. Això es degut a que triga més en dividir el log que en preprocessar-lo. Entre 
un i tres nodes no existeix massa diferencia inclús amb 8Gb fan un temps similar. Amb quatre nodes 
si que es noten les diferencia però no es fins a 4Gb quan es comencen a fer evident i es veu una 
clara diferencia. També es pot observa que les diferencies de temps a mesura que creix la mida del 
log es va reduint l’única solució a aquest problema es augmenta el numero de nodes.  
 
   2.5.3 Infraestructura PlanetLAB 
 
PlanetLab es un projecte que forma un grup de computadors distribuïts que va ser creat al 2002 per 
el profesor Larry Peterson. Actualment disposa de 1090 nodes distribuïts en 507 llocs diferents 
entre universitats, particulars o centres d'investigacions. Els nodes es troben a fora de un firewall i 
tenen que tenir visibilitat des de qualsevol lloc a mes d'un DNS.  
 
Les característiques del node han de ser les següents: 
 
4 GB RAM 
At least 500 GB hard disk 
At least 1 Mb/sec connection to the Internet 
4x Intel cores @ 2.4Ghz (e.g., quad core or 2x dual core) 
External PCU or built-in, remote-access power-reset capability, accessible from PLE, such as 
IntelAMT, HPiLO, DellRAC, IPMIv2, etc. 
 
Ara utilitzarem els nodes del PlanetLab, arribarem a utilitzar fins a 32 nodes en total. En aquest cas 
les proves poden sofrir variacions de temps degut a que no nomes nosaltres estem utilitzant els 
nodes sinó que es possible que hi sigui mes gent treballant amb els nodes. També tenim una 
limitació en quant a espai que poden fer servir disposem de 8Gb això vol dir que com a màxim 
podríem treballar amb logs de 4Gb perquè fent la divisió ja ocuparien els 8Gb. Per aquest motiu 
seguirem utilitzant como a node principal el UOCLogs del LSI per dividir i unir el logs però no 
processarà cap fitxer. El temps d’enviar el fitxer a uns del nodes no s’ha tingut en compte.  
 
La llista de 32 nodes del PlanetLab es la següent utilitzats es la següent: 
 
Amb un node treballarem amb:  
 
dplanet2.uoc.edu   (Catalunya) 
 
Treballant amb dos afegim: 
 
planetlab2.iitr.ernet.in  (Índia)  
 
Treballant amb quatre afegim: 
 
planetlab3.upc.es   (Catalunya)  
planetlab01.cs.tcd.ie   (Irlanda) 
 
Treballant amb vuit afegim: 
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planetlab3.di.unito.it   (Itàlia)  
planetlab2.fct.ualg.pt   (Portugal)  
planetlab1.upc.es   (Catalunya)  
onelab1.info.ucl.ac.be  (Bèlgica) 
 
Treballant amb setze afegim: 
  
planetlab4.cs.uiuc.edu  (Estats Units)   
ple1.cesnet.cz    (Republicà Checa)  
onelab3.warsaw.rd.tp.pl  (Polònia)   
planetlab2.willab.fi   (Finlàndia)   
planetlabpc2.upf.edu   (Catalunya)   
planetlab2.upc.es   (Catalunya)   
dplanet1.uoc.edu   (Catalunya)   
dplanet2.uoc.edu   (Catalunya) 
 
Treballant amb vint-i-quatre afegim: 
   
planetlab2.iis.sinica.edu.tw  (Taiwan)  
planetlab-02.ece.uprm.edu  (Puerto Rico)   
planetlab1.pop-mg.rnp.br  (Brasil)   
planetlab2.rd.tut.fi   (Finlàndia)   
planetlabpc1.upf.edu   (Catalunya)  
planetlab2.cis.upenn.edu  (Estats Units)   
pl1.cis.uab.edu   (Estats Units)  
planetlab2.urv.cat   (Catalunya) 
 
Treballant amb trenta-dos afegim: 
  
planetlab-01.ece.uprm.edu  (Puerto Rico)   
planetlab4.n.info.eng.osaka-cu.ac.jp (Japó)   
planetlab1.cs.ucla.edu  (Estats Units)   
server4.planetlab.iit-tech.net  (Estats Units)     
pl1.pku.edu.cn   (Xina)    
pl2.pku.edu.cn   (Xina)   
pl2.cis.uab.edu   (Estats Units) 
planetlab2.eurecom.fr   (Francià)   
planet2.elte.hu   (Hongria) 
 
Com podeu observar el nodes es troben distribuïts per a tot el mon sobretot a Europa i els Estats 
Units però també hi ha nodes a Àsia com a Taiwan i Japó. Per mesura el temps farem el mateix 
procés que hem utilitzat per al ClusterLSI però amb l'única diferencia que utilitzarem el node 
UOCLogs per dividir i unir fitxer però aquest no processarà res, això es degut a que per la limitació 
d'espai que tenim al PlanetLab no podem utilitzar un node per dividir ni unir fitxers mes grans de 
4Gb per que ens quedaríem sense espai. Començarem amb un node i anirem afegint més fins 
arribant als 32 així podrem veurà si a mes nodes baixa el temps de processament. 
 
2.5.3.1 PlanetLab: Número de nodes fixe i mida de logs variables. 
 
Repetirem el procés que hem fet servir anterior per al ClusterLSI, primerament mirarem com 
evoluciona la gràfica del temps amb un numero de node fixos però amb la mida dels logs variable 
per veurà si es l’increment de temps resulta lineal. El temps d’enviar els logs d’un servidor a un 
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altre no l’hem tingut en compte degut a que tenim mes de 1000 servidors per seleccionar i la 
velocitat de transmissió varia d’un servidor a un altre i a més els servidors no només estan sent 
utilitzats per nosaltres.  
 
    2.5.3.1.1 PlanetLab amb un node 
 
 
Mida Mitjana Desviació 
50Mb 9 Segons 015102993 Ns 1 Segons 175360844 Ns 
100Mb 14 Segons 3050092307 Ns 881689370 Ns 
250Mb 31 Segons 231500291 Ns 1 Segons 154338400 Ns 
500Mb 61 Segons 498866209 Ns 2 Segons 679536137 Ns 
1Gb 121 Segons 408700366 Ns 4 Segons 0500525802 Ns 
2Gb 268 Segons 843026723 Ns 5 Segons 723607426 
4Gb 556 Segons 726138956 Ns 12 Segons 211893465 
 
 
 
Degut a les limitacions de espai al PlanetLab només hem pogut fer proves amb 4Gb. No es detecta 
cap irregularitat de temps però si et detectes podria ser possible degut a que no nomes nosaltres 
estem utilitzant aquest servidors i podria ser que tinguessin pics de carrega. Amb un node no es 
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fiable les dades que podem obtindré degut a que no es lo mateix un node a Bulgària que als estats 
units per exemple. A mesura que anem treballant amb més nodes aquestes diferencies no es faran 
visible. 
 
 
    2.5.3.1.2. PlanetLab amb dos nodes 
 
Mida Mitjana Desviació 
50Mb 6 Segons 498384144 Ns 815920695 Ns 
100Mb 9 Segons 866025626 Ns 9726654572 Ns 
250Mb 15 Segons 690130092 Ns 1 Segons 880526832 Ns 
500Mb 36 Segons 187849018 Ns 1 Segons 793241689 Ns 
1Gb 76 Segons 060172954 Ns 4 Segons 068241889 Ns 
2Gb 152 Segons 88572189 Ns 7 Segons 007929984 Ns 
4Gb 430 Segons 272000912 Ns 8 Segons 211176702 Ns 
8Gb 1128 Segons 658747508 Ns 14 Segons 237559314 Ns 
 
      
Ara podem observa que quan arriba al 2Gb es dispara el temps, a mesura que tenim mes nodes es fa 
menys visible la possibles irregularitats que poden sortir. La mida dels logs que estaran repartits per 
les diferents màquines serà cada cop mes petit en el nostre cas cada màquina ha treballat com a 
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màxim amb 4Gb. No hem pogut fer la prova amb 15Gb degut a les limitacions d’espai del 
PlanetLab. 
 
    2.5.3.1.3 PlanetLab amb quatre nodes 
 
Mida Mitjana Desviació 
50Mb 4 Segons 701332042 Ns 441029335 Ns 
100Mb 7 Segons 3997169987 Ns 1 Segons 007531047 Ns 
250Mb 10 Segons 762808444 Ns                 1 Segons 6906670503 Ns 
500Mb 17 Segons 649717279 Ns 1 Segons 646965239 Ns 
1Gb 46 Segons 099501976 Ns 2 Segons 778452377 Ns 
2Gb 93 Segons 430210420 Ns 5 Segons 4049756912 Ns 
4Gb 191 Segons 37085397 Ns 4 Segons 743132490 Ns 
8Gb 615 Segons 708479569 Ns 10 Segons 648553438 Ns  
15Gb 1325 Segons 085924216 Ns 21 Segons 764480556 Ns 
 
Ara si que hem pogut fer la prova amb 15Gb perquè a cada node i haurà com a màxim 3,75Gb. 
Com s’observa a la gràfica no es fins als 4Gb quan es dispara el temps.     
  
 
    2.5.3.1.4. Planetlab amb vuit nodes 
 
Mida Mitjana Desviació 
50Mb 3 Segons 166867689 Ns 409390593 Ns 
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100Mb 5 Segons 484554216 Ns 925320762 Ns 
250Mb 7 Segons 724919988 Ns 1 Segons 793548634 Ns 
500Mb 13 Segons 190252749 Ns 2 Segons 0510421449 Ns 
1Gb 28 Segons 451508883 Ns 1 Segons 698549196 Ns 
2Gb 63 Segons 036850581 Ns 2 Segons 0287447532Ns 
4Gb 126 Segons 208545072 Ns 5 Segons 480658994 Ns 
8Gb 323 Segons 955956464 Ns 6 Segons 187949612 Ns 
15Gb 821 Segons 250927547 Ns 20 Segons 2610314769 Ns 
 
Cada vegada la diferencia de temps que ens estalviem es menor, ara cada node com a màxim 
arribarà a treballar amb 1,875Gb. En 13 minuts ja hem preprocessat totes les dades quan abans amb 
un node local trigàvem quasi una hora.  
 
    2.5.3.1.5. Planetlab amb setze nodes 
 
Mida Mitjana Desviació 
50Mb 2 Segons 075942006 Ns 490183821 Ns 
100Mb 3 Segons 378657201 Ns 845603818 Ns 
250Mb 5 Segons 31871248 Ns 1 Segons 302617289 
500Mb 10 Segons 321554343 Ns 1 Segons 741399698 Ns 
1Gb 23 Segons 840564915 Ns 1 Segons 6684496148 Ns 
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2Gb 45 Segons 924544874 Ns 2 Segons 097446623 Ns 
4Gb 101 Segons 193416501 Ns 5 Segons 892176943 Ns  
8Gb 270 Segons 502276972 Ns 5 Segons 892176943 Ns 
15Gb 528 Segons 927871498 Ns 7 Segons 344639326 Ns 
 
Ara la gràfica es quasi lineal i els temps continua reduint-se considerablement. Ara la mida dels logs 
que tindrem a cada node com a màxim no arribarà ni al Gb.  
 
 
    2.5.3.1.6. Planetlab amb vint-i-quatre nodes 
 
Mida Mitjana Desviació 
50Mb 2 Segons 221632847 Ns 0002359821 Ns 
100Mb 2 Segons 441783539 Ns 1 Segon 5716038302 Ns 
250Mb 4 Segons 493275481 Ns 1 Segon 9683825749 Ns 
500Mb 7 Segons 896346892 Ns 916567803 Ns 
1Gb 21 Segons 908949475 Ns 1 Segon 026517464 Ns 
2Gb 46 Segons 385419523 Ns 3 Segons 289996072 Ns 
4Gb 92 Segons 022132106 Ns 3 Segons 236276210 Ns 
8Gb 251 Segons 238773727 Ns 2 Segons 6228697111 Ns 
15Gb 480 Segons 829003455 Ns 8 Segons 2549183394 Ns 
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Ara si que es pot apreciar una petita irregularitat quan vam treballar amb 8Gb potser en aquest 
moment una de les vint-i-quatre maquines utilitzades estava carregada i va produir que tardes una 
mica més del esperat.  
 
    2.5.3.1.7. Planetlab amb trenta-dos  nodes 
 
Mida Mitjana Desviació 
50Mb 1 Segon 390458535 Ns 447993914 Ns 
100Mb 2 Segons 396421959 Ns 540596046 Ns 
250Mb 3 Segons 498173289 Ns 339868583 Ns 
500Mb 7 Segons 970219774 Ns 1 Segon 642072949 Ns 
1Gb 21 Segons 071730865 Ns 1 Segon 5760848992 Ns 
2Gb 42 Segons 516407143 1 Segon 595869354 Ns 
4Gb 81 Segons 691098065 Ns 2 Segons 9906706452 Ns 
8Gb 242 Segons 047259160 Ns 6 Segons 8075991748 Ns 
15Gb 458 Segons 414516645 Ns 8 Segons 563410712 Ns 
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La gràfica es molt semblant a la que hem obtingut amb 24 nodes, això ens indica que arriba un punt 
que no importa quan nodes posem de més que no millorarem el temps considerablement.  
 
2.5.3.2. Cluster LSI: Mida fixa i numero de nodes variables. 
 
Ara observarem quant millora el temps amb un mateix log però diferents número de nodes. 
Utilitzarem els resultats obtinguts anteriorment i veurem la diferencia de temps que hi ha per a logs 
de 50Mb a 15Gb utilitzant un número de nodes que van des de només un node fins a trenta-dos.  
 
    2.5.3.2.1. PlanetLab: 50Mb 
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La gràfica mostra clarament com a mesura que tenim més nodes el tem va baixant donat que 
finalment quan arribem al setze nodes ja no baixa tan considerablement. El tems entre utilitzar un i 
trenta-dos nodes es un 85% menor.  
 
    2.5.3.2.2. PlanetLab: 100Mb 
 
Incrementant la mida del log la tendència a la baixa continua sent similar, ara la millora respecte al 
temps es d’un 83%. Les diferencies entre utilitzar vint-i-quatre i trenta-dos es mínima 
 
   2.5.3.2.3. PlanetLab: 250Mb 
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A mesura que creix la mida de logs que utilitzem la diferencia entre un i dos creix, ara mateix amb 
es la meitat de temps si utilitzem dos nodes. La diferencia de entre un i trenta-dos es d’un 89%.  
 
    2.5.3.2.4. PlanetLab: 500Mb 
 
El estalvi de temps continua sent considerable, en aquest cas un 87%. Però entre vint-i-quatre i 
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trenta-dos nodes no hi ha diferencia inclús es lleugerament inferior. 
 
    2.5.3.2.5. PlanetLab: 1Gb 
 
Tal i com venim observant la millora respecte a utilitzar un node i trenta-dos continua sent superior 
al 80% en aquesta cas es del 83%. Però entre utilitzar trenta-dos i vuit nodes no es molt gran tot i els 
vint-i-quatre nodes de diferencia.  
 
    2.5.3.2.6. PlanetLab: 2Gb 
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Continua la mateixa tendència, un 84% més ràpid utilitzant el número màxim de nodes i en canvi 
entre utilitzar setze i trenta-dos nodes la diferencia es mínima.  
 
    2.5.3.2.7. PlanetLab: 4Gb 
 
Ara la diferencia entre trenta-dos i setze nodes començar a créixer una mica donat que no es una 
diferencia molt gran només un 20 segons tot i que estem utilitzant el doble de nodes. Com he vingut 
observant   
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    2.5.3.2.8. PlanetLab: 8Gb 
Amb 8Gb no hem pogut fer la proba amb un sol node, si comparem trenta-dos i es semblant al 
resultat que ens donava anteriorment amb un, es redueix el temps un 79%. Continuant incrementar-
se les diferencies entre setze i trenta-dos nodes, en canvi amb vint-i-quatre i trenta-dos la diferencia 
segueix sent molt petita no arribem ni als deus segons.  
 
    2.5.3.2.9. PlanetLab: 15Gb 
 
Cal recordar que amb un i dos nodes no hem pogut fer el pre-processament per falta d’espai. Com 
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es pot observar els temps que triga entre vint-i-quatre i trenta-dos nodes es molt baixa tot i que hi 
son vuit nodes de diferencia. En canvi entre quatre i trenta-dos es un 65% més petit. També 
s’observen diferencies notables entre vuit i setze però a partir d’ahir les diferencies a mesura que 
augmenten el numero de nodes es van reduint, ja no parlem de minuts sinó de segons.  
 
2.5.3.3. Cluster LSI comparativa amb diferents nodes 
 
Ara compararem la evolució del temps a mesura que augmenten la mida del logs amb el grup de 
nodes que hem utilitzat anteriorment, aquesta gràfica en servirà per veurà com evoluciona i 
observar el numero de nodes que es millor utilitzar en cada moment. 
 
 500 Mb 1 Gb 2 Gb 4 Gb 8 Gb 15 Gb 
Un node 61,49886620
9 
121,4087003
66 
268,8430267
23 
556,7261389
56 
X X 
Dos nodes 36,18784901
8 
76,06017295
4 
152,8857218
9 
430,2720009
12 
1128,658747
508 
X 
Quatre 17,64971727
9 
42,09950197
6 
93,43021042
0 
191,3708539
7 
615,7084795
69 
1325,085924
216 
Vuit 13,19025274
9 
28,45150888
3 
63,03685058
1 
126,2085450
72 
323,9559564
64 
821,2509275
47 
Setze 10,32155434
3 
23,84056491
5 
45,92454487
4 
101,1934165
01 
270,5022769
72 
528,9278714
98 
Vint-i-
Quatre 
7,896346892 21,90894947
5 
46,38541952
32 
92,02213210
6 
251,2387737
27 
480,8290034
55 
Trenta-dos 7,970219774 21,07173086
5 
42,51640714
31 
81,69109806
5 
242,0472591
60 
458,4145166
45 
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Com ja havien comentat anteriorment la diferencia de temps entre vint-i-quatre i trenta-dos nodes es 
mínima, inclús amb setze tampoc es molt gran. Això ens indica que arriba un moment que no 
importa quan nodes de mes posis que no milloraràs el temps obtingut. També veiem que al principio 
amb vuit nodes la diferencia de temps no es molt gran però al arribar al quatre nodes dispara i el 
temps s’incrementa considerablement. La diferencia que tenim entre utilitzat un número menor de 
vuit nodes es molt gran. 
 
2.5.4 Apache Hadoop 
 
Es una aplicació per treballar amb milers de nodes i petabyte de dades que es utilitzada sobretot per 
Yahoo! que ha aportat moltíssim al seu desenvolupament i també per altres empreses com Twitter, 
Facebook o Google.  
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Apache Hadopop es un framework de computació i persistència distribuïda que  ens permet muntar 
fàcilment i de manera fiable un cluster amb multitud de nodes. També compta amb MapReduce que 
divideix el problema en subproblemes independent i els soluciona d'una forma independent amb 
l'arquitectura mestre/esclau. Tenim un únic mestre que es el JobTracker que es el responsable de les 
tasques assignades al esclau i la seva monitorització o re-execució si fallen e infinits TaskTracer 
que son els esclaus que executen la tasca assignada. Un màster no consumeix molts recursos llavors 
pot ser màster i esclau al mateix cop. 
En principi nomes poden treballar amb llenguatge java. Treballem sobre un sistema de fitxers 
anomenats HDFS que s’encarregarà de simular un sistema de fitxers com si estigues en un equip 
distribuït i acceptar treballar amb comandes bàsiques de Linux com cd, ls o get/put per moure els 
fitxers de local al sistema HDFS. 
 
  2.5.4.1. Instal·lació i configuració del Hadoop 
Aquest passos es tenen que fer tant al màster com als esclaus.  
1º) Creem l'usuari i el grup hadoop. 
sudo addgroup hadoop 
sudo adduser --ingroup hadoop hadoop 
2º) Instal·lem l'aplicació hadoop i li donem permisos al usuari. 
            Baixem el fitxer de http://hadoop.apache.org/common/releases.html#Download 
Descomprimim el fitxer en /usr/local/hadoop-1.0.4 Farem propietari de la carpeta a l'usuari 
hadoop. 
            chown -R hadoop:hadoop /usr/local/hadoop-1.0.4 
3º) Instal·là llibreries i el fitxers de configuració. 
 
El fitxer Linux-amd64-64.tar.gz que el podeu trobar al DVD que be amb la memòria el 
descomprimirem a /usr/local/hadoop-1.0.4/lib. A la carpeta /usr/local/hadoop-1.0.4/lib 
posarem els fitxers conf.tar.gz a també adjunts al DVD. Al fitxer hadoop-env.sh indicarem 
el home de la nostra variable JAVA_HOME.  
 
4º)  Ajustem la configuració per al màster. 
 
Al fitxer core-site.xml la variable fs.default.name la deixarem a hdfs://localhost:9000 
 
<configuration> 
           <property> 
                 <name>fs.default.name</name> 
                 <value>hdfs://localhost:9000</value> 
        </property> 
</configuration> 
Al fitxer mapred-site.xml modificarem les següent variables, aquí mapred.local.dir posarem 
el directori on es guardaran les dades temporals durant el procés. La variable 
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mapred.job.tracker a 0.0.0.0:9001, mapred.job.tracker.http.address a 0.0.0.0:40030 i 
mapred.task.tracker a 0.0.0.0:41060 
<configuration> 
           <property> 
                 <name> mapred.local.dir</name> 
                 <value>/tmp</value> 
                 <name> mapred.job.tracker </name> 
                 <value>0.0.0.0:9001</value> 
                 <name> mapred.job.tracker.http.address </name> 
                 <value>0.0.0.0:40030</value> 
                 <name> mapred.task.tracker </name> 
                 <value>0.0.0.0:41060</value> 
        </property> 
</configuration> 
També tindrem que fer modificacions al fitxer hdfs-site.xml, la variable dfs.name.dir conté 
el directori dfs de nom que es pot deixar per defecte, tenim que crear els directoris i donar 
els permisos. El mateix amb el dfs.data.dir que conte els directoris amb les dades. Després 
tenim altres variables com dfs.replication on posarem els números de nodes que tinguem,  
dfs.secondary.http.address a 0.0.0.0:41090, dfs.datanode.http.address a 0.0.0.0:41075, 
dfs.datanode.ipc.address a 0.0.0.0:41020 i dfs.http.address a 0.0.0.0:40070. Després 
col·locarem al màster les direccions Ip o noms dels servidors màsters i els esclau. Una 
direcció per línia.  
 
<configuration> 
           <property> 
                 <name> mapred.local.dir</name> 
                 <value>/tmp</value> 
                 <name> mapred.job.tracker </name> 
                 <value>0.0.0.0:9001</value> 
                 <name> mapred.job.tracker.http.address </name> 
                 <value>0.0.0.0:40030</value> 
                 <name> mapred.task.tracker </name> 
                 <value>0.0.0.0:41060</value> 
        </property> 
</configuration> 
5) Ajustarem la configuració per als nodes. 
Al fitxer core-site.xml configurarem la variable fs.default.name a hdfs://<direcció del 
màster>:9000. Le indicarem quina es la IP del màster. A mapred-site.xml configurarem les 
següents variables mapred.local.dir posarem el directori on deixarem les dades temporals, 
mapred.job.tracker a <direcció del màster>:9001, mapred.job.tracker.http.address a 
<direcció del màster>:40030 i finalment mapred.task.tracker a 0.0.0.0:41060. En hdfs-
site.xml modificarem la variable dfs.name.dir on deixarem el directori que ja hi ha o 
posarem nosaltres una altra. A dfs.data.dir posarem els directori amb les dades, després 
tenim dfs.replication on posarem el número de nodes que tenim i les següents variables 
dfs.secondary.http.address a <direcció del màster>:41090, dfs.datanode.http.address a 
0.0.0.0:41075, dfs.datanode.ipc.address a 0.0.0.0:41020 i dfs.http.address a <direcció del 
màster>:40070. Després col·locarem al màster les direccions Ip o noms dels servidors 
màsters i els esclau. Una direcció per línia.  
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6) Permetrem les connexions shh per a l'usuari hadoop sense contrasenya.  
ssh-keygen -t rsa -P "" 
cat $HOME/.ssh/id_rsa.pub >> $HOME/.ssh/authorized_keys 
 
Per a comprovar que funciona farem ssh localhost i no tindria que de demanar-nos la 
contrasenya. 
7) Arrancar el Hadoop desde el màster i executa el programa. 
          
Amb l’usuari hadoop arrancarem el Hadoop al màster i  tots els nodes que estaven definits. 
A més formatejarem el sistema de fitxers i crearem una carpeta anomenada input. 
 
cd /usr/local/hadoop-1.0.4 
bin/start-all.sh 
bin/hadoop namenode –format 
bin/hadoop fs -mkdir input 
 
Un cop tenim això pujarem el fitxer que volem a processar al sistema de fitxers del Hadoop. 
 
bin/hadoop fs -put <ruta del fitxer local> input/<nom del fitxer en el HDFS>" 
bin/hadoop jar <ruta al .jar del programa> input output" 
bin/hadoop fs -cat /output/result.txt > fitxer local on volem deixar-lo 
 
2.5.4.1. Resultats Apache Hadoop (Cluster LSI amb quatre nodes) 
 
Amb el Hadoop no hem pogut fer un anàlisis hem profunditat, així que un cop van comprovar que 
podien processar 15Gb en modo pseudo-distribuït, un PC sent a l’hora màster-esclau, vam passar a 
fer-ho funcionar al Cluster LSI amb quatre nodes. L’objectiu del Hadoop era fer-lo funciona 
distributivament, per això no hem fet repeticions, només en verificat el seu funcionament en 
l’estructura.   
 
Mida 500 Mb 1Gb 2Gb 4Gb 8Gb 15Gb 
Segons 528 segons 617 Segons 658 Segons 701 Segons 983 Segons 1102 
Segons 
 
Aquí tenim que tenir en compte que es un sistema distribuït això vol dir que el resultats este que 
generar a tots els nodes. A més treballarà millor amb logs més pesat degut al sistema HDFS que 
utilitzar on compte blocs molt grans.  
  2.6. Comparativa del temps 
 
Un cop ja hem fet totes les proves en les distintes plataformes (Local, LSI i PlanetLab) farem una 
comparació del temps entre el PlanetLab i el ClusterLSI utilitzant el mateixos número de nodes per 
veurà quina infraestructura es més ràpida i si la diferencia que hi ha entre aquestes es molt gran. El 
PlanetLab i ClusterLSI només podem comparar-lo fins arribar als quatre nodes. Degut a que fins 
que no hem utilitzat els quatre nodes al PlanetLab no hem pogut mesurar el temps que triga en 
preprocessar 15Gb farem la comparativa amb quatre nodes i també amb un sol node per poder 
comparar amb el node del pc local. 
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  2.6.1. Un node (Local-LSI-PlanetLab) 
 
 Local Cluster LSI PlanetLab 
500Mb 93,103619722  30,027112222 61,498866209 
1Gb 197,379822693 73,178420024 121,408700366 
2Gb 413,747898451 167,900044929 268,843026723 
4Gb 817,052601137 335,729520368 556,726138956 
8Gb 1741,400824298 693,0741608368 - 
15Gb 3076,854722686 1298,8511990653 - 
 
Com era evident la diferencia de temps entre utilitzar el local era bastant superior entre utilitzar el 
Cluster LSI o el PlanetLab. Degut a que les limitacions d’espai del PlanetLab no podem veure si la 
diferencia entre les dos plataformes es molt gran, però amb 4Gb la diferencia es de quasi 4 minuts. 
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Utilitzant el ClusterLSI amb 15Gb millorem el temps respecte a utilitzar un PC local un 57%. 
 
 
2.6.2. LSI vs. PlanetLab (4 nodes) 
 
 500 Mb 1 Gb 2 Gb 4 Gb 8 Gb 15 Gb 
LSI 15,30912100
8 
33,94356883
9 
66,87255686
4 
151,1139542
78 
513,9261358
96 
1097,737851
179 
PlanetLab 17,64971727
9 
42,09950197
6 
93,43021042
0 
191,3708539
7 
615,7084795
69 
1325,085924
216 
 
 
 
 
Amb quatre nodes si que podem fer les comparacions utilitzant els logs més gran possibles. Fins al 
quatre Gb les gràfiques van a la par però després es comencen a distancia y acaba que el ClusterLSI 
es un 17% més ràpid. 
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 2.7. Comparativa de la mida i el número de línies 
 
Ara farem una comparativa entre el log inicial generat per el Apache i el resultat un cop el 
preprocessem. Tindrem en compte dos paràmetres el número de línies i la mida del fitxer i mirarem 
de trobar si hi ha alguna constant que relacioni com quedarà el fitxer final després de ser 
preprocessat. Utilitzarem la mateixa mida dels fitxers que hem fet servir anteriorment, començarem 
amb 50Mb i acabarem amb 15Gb. 
 
La taula compte la següent informació el número de línies i mida del fitxer que anem a preprocessar 
i el mateix del fitxer que obtenim. Després fem un percentatge per veurà quan ha quedat reduït. Ho 
farem utilitzant les diferents mides utilitzades a les anteriors proves per mesura el temps en el 
distintes proves i finalment presentarem les conclusions a les que hem arribat.  
 
   2.7.1. 50Mb 
 
 1 2 3 4 5 
FITXER 
ORIGINAL 
50Mb 50Mb 50Mb 50Mb 50Mb 
105540 línies 105344 línies 106812 línies 105728 línies 111414 línies 
FITXER 
PROCESSAT 
2,2Mb 2,3Mb 2,3Mb 2,4Mb 2,3Mb 
29872 línies 30279 línies 31070 línies 32342 línies 31281 línies 
MIDA  
FINAL (%) 
4,4% 4,6% 4,6% 4,8% 4,6% 
LÍNIES 
FINAL (%) 
28,30% 28,74% 29,09% 30,59% 28,08% 
 
   2.7.2. 100Mb 
 
 1 2 3 4 5 
FITXER 
ORIGINAL 
100Mb 100Mb 100Mb 100Mb 100Mb 
210885 línies 212541 línies 224416 línies 228651 línies 206537 línies 
FITXER 
PROCESSAT 
4,6Mb 4,9Mb 4,8Mb 5,5Mb 3,7 Mb 
63176 línies 67108 línies 66321 línies 76083 línies 49299 línies 
MIDA  
FINAL (%) 
4,6% 4,9% 4,8% 5,5% 3,7% 
LÍNIES 
FINAL (%) 
29,96% 31,57% 29,55% 33,27% 23,87% 
 
   2.7.3. 250Mb 
 
 1 2 3 4 5 
FITXER 
ORIGINAL 
250Mb 250Mb 250Mb 250Mb 250Mb 
534842 línies 560203 línies 524301 línies 521358 línies 510614 línies 
FITXER 13,2Mb 15Mb 11Mb 11,1Mb 15,2Mb 
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PROCESSAT 174699 línies 200747 línies 145624 línies 146750 línies 201342 línies 
MIDA  
FINAL (%) 
5,28% 6% 4,4% 4,44% 6,08% 
LÍNIES 
FINAL (%) 
32,6% 35,83% 27,77% 28,15% 39,43% 
 
   2.7.4. 500Mb 
 
 1 2 3 4 5 
FITXER 
ORIGINAL 
500Mb 500Mb 500Mb 500Mb 500Mb 
1095045 línies 1045661 línies 1013050 línies 1016468 línies 1041362 línies 
FITXER 
PROCESSAT 
29,3Mb 23,7Mb 30,9Mb 27,2Mb 24,9Mb 
390367 línies 313225 línies 409654 línies 360327 línies 329604 línies 
MIDA  
FINAL (%) 
5,86% 4,74% 6,18% 5,54% 4,98% 
LÍNIES 
FINAL (%) 
35,65% 29,95% 40,44% 35,45% 31,65% 
 
   2.7.5. 1Gb 
 
 1 2 3 4 5 
FITXER 
ORIGINAL 
1Gb 1Gb 1Gb 1Gb 1Gb 
2140707 línies 2029522 línies 2101133 línies 2129702 línies 2077787 línies 
FITXER 
PROCESSAT 
55,2Mb 61,6Mb 51,9Mb 53Mb 49,2Mb 
732712 línies 816320 línies 687672 línies 701626 línies 651296 línies 
MIDA  
FINAL (%) 
5,52% 6,61% 5,19% 5,3% 4,92% 
LÍNIES 
FINAL (%) 
34,23% 40,22% 32,73% 32,94% 31,35% 
 
   2.7.6. 2Gb 
 
 1 2 3 4 5 
FITXER 
ORIGINAL 
2Gb 2Gb 2Gb 2Gb 2Gb 
4170230 línies 4230836 línies 4072527 línies 4111679 línies 4154297 línies 
FITXER 
PROCESSAT 
121,8 Mb 112,1 Mb 112 Mb 105,4 Mb 106,2 Mb 
1614474 línies 1483707 línies 1480508 línies 1393473 línies 1402862 línies 
MIDA  
FINAL (%) 
6,1 % 5,6% 5,6% 5,27% 5,31% 
LÍNIES 
FINAL (%) 
38,71% 35,07% 36,35% 33,89% 33,77% 
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   2.7.7. 4Gb 
 
 1 2 3 4 5 
FITXER 
ORIGINAL 
4Gb 4Gb 4Gb 4Gb 4Gb 
8256063 línies 8317380 línies 8392177 línies 8205427 línies 8222448 línies 
FITXER 
PROCESSAT 
231,8 Mb 220,5 Mb 155,44 Mb 148,6 Mb 149,4 Mb 
3059954 línies 2913642 línies 2059880 línies 1964022 línies 1976685 línies 
MIDA  
FINAL (%) 
5,8% 5,51% 3,89% 3,7% 3,7% 
LÍNIES 
FINAL (%) 
37,06% 35,03% 24,54% 23,94% 24,04% 
 
   2.7.8. 8Gb 
 
 1 2 3 4 5 
FITXER 
ORIGINAL 
8Gb 8Gb 8Gb 8Gb 8Gb 
16580220 
línies 
16520668 
línies 
16677019 
línies 
16460356 
línies 
16532885 
línies 
FITXER 
PROCESSAT 
461,4 Mb 447,2 Mb 472,5 Mb 447,4 Mb 449,6 Mb 
6105213 5907506 línies 6255100 línies 5918029 línies 5940884 línies 
MIDA  
FINAL (%) 
5,8% 5,59% 5,90% 5,59% 5,62% 
LÍNIES 
FINAL (%) 
36,82% 35,76% 37,51% 35,95% 35,93% 
 
   2.7.9. 15Gb 
 
 1 2 3 4 5 
FITXER 
ORIGINAL 
15Gb 15Gb 15Gb 15Gb 15Gb 
31064872 
línies 
31080160 
línies 
30991592 
línies 
31133045 
línies 
30966817 
línies 
FITXER 
PROCESSAT 
883,8 Mb 889,8 Mb 866,9 Mb 856 Mb 876,6 Mb 
11687078 
línies 
11774321 
línies 
11465067 
línies 
11308995 
línies 
11592194 
línies 
MIDA  
FINAL (%) 
5,89% 5,93% 5,78% 5,71% 5,84% 
LÍNIES 
FINAL (%) 
37,62% 37,88% 36,99% 36,32% 37,43% 
 
Un cop realitzat el preprocessament podem observa que el fitxer es redueix un 95% de la mida, 
només queda entre un 5-6% de la mida total del fitxer. Això ens permet que el enregistrament a la 
BBDD i la generació del Biclustering Analyzer sigui molt mes ràpid que si treballes amb la mida 
total del log, la diferencia entre utilitzat 15Gb i utilitzar 800Mb-900Mb es molt considerable.   
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Respecte al numero de línies que queden disponibles es entre el 36-38%, us podreu pregunta si 
identificaven el 66% de les línies perquè nomes queden el 38% això es perquè descartem els loggins 
i el surti a mes si l'usuari es trobar per exemple a Aules i fa click en una subsecció de aules no es te 
en compte perquè no hem fent click en un boto i no hem canviat de secció sinó que només se esta 
endinsant en aquesta.  
 
  2.8. Conclusions del preprocessament 
 
Un cop fet la bateria de proves en el quatre entorns que hem utilitzat hem pogut comprovar que a 
l'entorn local un log de 15Gb trigaria 51 minuts en ser preprocessat i que la seva gràfica mostra un 
creixement lineal entre temps-mida sense mostra canvis perquè sigui mes pesat. Es nota la 
diferencia a passar d'utilitzar un portàtil a utilitzar un servidor, passem de trigar 51 minuts a 21 
minuts amb un log de 15Gb aquesta diferencia es menys de la meitat. No podem compara aquest 
resultats amb un sol node del PlanetLab perquè pot ser bastant relatiu el temps que ens doni 
utilitzant un node o altre degut a la carrega d'aquest i tampoc podem fer comparacions degut a que 
no podem utilitzar fitxer superiors a 4Gb.  
 
Quan passem a utilitzar més nodes al Cluster LSI o PlanetLab ja les gràfiques no es mostren lineals 
sinó que hi ha petites variacions, això es degut al temps que triguem en dividir el log original i unir 
els resultats. Sobretot el que més triga es la divisió de logs degut a que la comanda split consumeix 
bastant recursos de la RAM i a vegades es més lent dividir que fer el preprocesament i això no 
compensa.  
 
Com podem observar utilitzar el Cluster LSI amb dos nodes triguem 2 minuts més en processar 
15Gb que amb un sol node. Si veiem utilitzar tres tampoc baixa molt el resultats respecte a utilitzar 
un, només aconseguim que sigui un minut més rapit això en cost econòmic que te un servidor no es 
rentable adquirir un servidor més per guanyar un minut de temps. Amb quatre nodes el temps 
comença a caure, podem comprovar que ens estalviem a prop de quatre minuts en realitzar el 
processament amb 15Gb respecte a utilitzar un sol node.  
 
Si analitzem com canvia el temps a mesura que augmenta la mida del logs al clúster LSI podem 
observar que amb fitxer petits de 50Mb, 100Mb o 250Mb quasi no es nota la diferencia d'utilitzar 
un o més nodes inclous com més utilitzem pitjor degut a que no compensar el temps de dividir i 
després preprocesar perquè triguem mes en dividir.   
 
Amb 1Gb ja es comença a veurà com baixa el temps de forma escalonada al passar a utilitzar 2Gb 
ja les diferencies de temps comencen a ampliar-se en forma de segons en canvi al passar a utilitzar 
4Gb observem que les diferencies entre utilitzar un node o dos son quasi lo mateix i aquí es 
començar a veure que no compensar dividir si tenim dues maquines.  
 
Veient el resultats obtinguts podríem dir que si utilitzem logs superiors a 15Gb podria arriba un punt 
en que el cost de fer el preprocessament amb un node o fer servir quatre seria similar inclús 
superior. Això es pot deduir veient la tendència de la gràfica mostrada anteriorment, el que ens 
indica es que com més gran sigui el log amb el que treballem més quantitat de nodes necessitarem. 
 
Utilitzant la plataforma PlanetLab amb un i dos nodes no tenim espai suficient per realitzar proves 
amb logs de 15Gb, però si observem amb 4Gb, el màxim que podem utilitzar, dos nodes es més 
ràpid que un només però això no passaria amb 15Gb si veiem com podria evolucionar la gràfica. 
Ara si que es veu una gran diferencia entre utilitzar un node i trenta-dos nodes, amb quatre nodes 
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utilitzant 15Gb triguem uns 22 minuts en canvia amb trenta-dos nodes no arriba ni als 8 minuts, 
però la diferencia entre vint-i-quatre i trenta-dos tampoc resulta molt gran degut a que només hi ha 
20segons de diferencia això mostra que arriba un punt que per més nodes que tinguem no podrem 
reduir més el temps.  
 
Si mirem el temps que triga en preprocessar un fitxer de 50Mb utilitzant un i trenta-dos nodes 
podem veurà que amb trenta-dos nodes es set vegades més ràpid que utilitzant un. Això va canviant 
a mesura que la mida de logs creix, redueix la diferencia de temps però continua sent gran, com per 
exemple preprocessar 15Gb amb quatre i trenta-dos nodes resulta tres vegades més ràpid amb 
trenta-dos nodes. 
 
En totes les comparatives amb el mateixos nodes entre el LSI i el PlanetLab guanya la 
infraestructura del LSI. Això es degut a la potencia del servidor del LSI i que els únics usuaris que 
estem treballant en aquest servidor som nosaltres. En canvi al PlanetLab hi ha altres usuaris que 
poden estar utilitzant els nodes i els servidors el model no son tots el mateix.  
 
A la infraestructura del PlanetLab tenim com avantatge la gran quantitat de nodes que tenim 
disponible per al nostre us, actualment disposem de mes de 1000 nodes per utilitzar la potencia de 
tota aquesta estructura es molt gran en canvi al LSI tenim limitat el numero de nodes. 
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3. Estudi del enregistrament dels logs 
  3.1. Introducció 
 
L’aplicació treballarà sobre fitxers d’entrada de diaris d’activitat de l’entorn a analitzar. Aquests 
fitxers seran en format text on cada línia del fitxer representarà un registre d’activitat d’un usuari. 
Contindrà informació referent a l’usuari que ha generat el esdeveniment i en quin instant s’ha 
produït. 
 
En aquesta part ja utilitzarem la aplicació principal anomenada Biclustering Analyzer. Aquesta 
aplicació consta de dos parts principalment: Una primera part que tracta sobre el enregistrament 
dels logs preprocessats a la base de dades i la part de calcular el bicluster. L’aplicació exclusivament 
treballa sobre els logs preprocessats, aquest estan en format text i cada línia representa un 
esdeveniment que ens diu, quin, quan i que ha fet separat per un token que serà un espai. 
 
L’aplicació treballarà sobre fitxers d’entrada de diaris d’activitat de l’entorn a analitzar. Aquests 
fitxers seran en format text on cada línia del fitxer representarà un registre d’activitat d’un usuari. 
Contindrà informació referent a l’usuari que ha generat l’esdeveniment i en quin instant s’ha 
produït. Això es guardarà en una mena de matriu on cada fila serà una línia i cada columna un 
atribut que estarà definit en una plantilla de la base de dades. Prèviament realitzar una comprovació 
validació de cada línia per veure que es correspon a un format esperat de dades i que els valors son 
correctes. 
 
La aplicació agrupa els diferents esdeveniments en mesos però entre les característiques amb las 
que compta es la de poder guardar els enregistrament per franges horàries per si només volem rebre 
informació d'un moment concret o si volem tenir agrupats els esdeveniments per períodes horaris 
quadrimestre, semestre etc. A mesura que anem enregistrant dades l’aplicació sobre la marxa va 
creant nou trams horaris a mesura que van apareixent, per exemple si registrem un dia o una hora 
que no s'havia enregistrat abans prèviament tindrem una nou tram aquesta i tots el esdeveniment 
que apareixen. Comptarem amb un registre històric amb totes les dades que s'han guardat.  
 
Igual que agrupem per temps també fem una agrupació per característica, per exemple agrupem tots 
els esdeveniments que han visitat la secció Aules o Inici. Igual que hem fet amb el temps també 
podem evitar guardar segons quins esdeveniments o generar el bicluster sense tenir en comptes 
aquestes seccions. Amb aquestes característiques podrem consultar moments concrets: mesos, dies, 
hores o seccions concretes que es troben emmagatzemades a la base de dades.  
 
Una de les característiques principals serà la realització del càlcul del bicluster a partir de la base de 
dades. Amb la base de dades crearem una matriu a la qual aplicarem l'algoritme de generació del 
bicluster. D'aquesta secció parlarem mes en profunditat a la tercera part d'aquest projecta que tracta 
sobre la generació del bicluster.  
 
L’aplicació no compta amb una interfície intuïtiva per l'usuari mig, no te ni una secció per 
configurar o consultar dades ni d'ajuda. A més si no es via query del MySQL no permet consultar 
dades concretes o genera un bicluster concret. Des de el administrador només permès enregistrar 
log o generar un biclustering que ja ha sigut prèviament configurat a la base de dades. Per això van 
desenvolupar una senzilla intefaz gràfica que permetrà veurà des de la aplicació desplega el temps 
que triga en enregistrar-se els log i quan fem el bicluster veurà la matriu generada, les seves 
seccions, els seus usuaris etc. La sortida de la informació serà en format text als logs del tomcat, per 
això hem programat una sortida de dades via web.  
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La aplicació compta amb un mòdul anomenat gridworking que es el que controla la assignació de 
treballs sobre el nodes que tenim disponibles, te la informació de quins tenen una tasca assignada i 
quins estan esperant feina. Es trobava limitat a tres nodes i a partir de tres nodes es descontrolaven 
una mica els treballs del nodes degut a que hi havia nodes que estaven tota la estona treballant i 
altres nodes que no els arribaven peticions. Ara poden treballar trenta-dos nodes sense problemes 
inclús un nombre més gran. Per a cada petició que li fa el node esclau es crea un nou thread, abans 
es deixava obert, un cop ens ha arribat el resultat es tancar i si te que fer una nova petició obrim un 
de nou, així evitem omplir la pila de threads. A la nostra aplicació tenim tres serveis als nodes: 
LogParsing, RulesValidation i MathsComputing: 
 
LogParsing fa referència al procés de formateig de línies de fitxers de diari. 
 
RulesValidation es correspon al procés de validació dels registre d’un diari amb un 
conjunt de regles que conformen la base de dades. 
 
MathsComputing realitza càlculs matemàtics diversos per un llistat d’operands de tipus float. 
 
A la part del enregistrament intervenen el serveis LogParsing i RulesValidation, després a la part de 
generació del Bicluster intervé el servei MathsComputing.  
 
Quan despleguem la aplicació al Tomcat i accedim per el navegador tenim dos seccions: una 
anomenada Test per fer test per comprovar si esta la aplicació instal·lada correctament i l'altra 
anomenada Anàlisis Diaris. En Anàlisis Diaris tenim tres seccions, una per enregistrar logs, un altre 
per generar el bicluster amb les dades que hi ha a la base de dades i una tercera per netejar les dades 
que estan enregistrats. 
 
Un cop s'ha fet el preprocessament del log ja tenim les dades que necessitem en de la forma que es 
acceptada per l'aplicació. Ara ve la part del enregistrament dels logs cada línia representarà un 
registre d’activitat del usuari que ens indicarà que ha fet i quan ho ha fet, agafarà la línia la 
formatejara i valida cada camp que es troben separat per un espai per veure si es vàlid. Després el 
registrarà a la base de dades, a més també te guardat el esdeveniment per períodes de temps. La 
secció d’enregistrament de logs es divideix en dos subseccions, una dedicada a la gestió de formats 
de línia de diari i una altra per l’enregistrament dels diaris.  
 
De la part de la gestió de formats de línia de diari s’encarrega un servei anomenat LogParsing que 
estarà treballant als nodes. El servei de LogParsing realitza el formateig de línies de diari, l’objectiu 
del servei es agafar un llistat de strings i crear una instància d’un diari formatejar que serà el tipus 
de retorn. Els paràmetres d’entrada son el llistat de línies en format String, un string que representa 
el delimitador dels tokens i un llistat de descriptors de camps que mostren l’estructura de tipus de 
dades dels tokens que s’obtindran de cada línia. 
 
Després tenim altre servei anomenat RulesValidation que realitza la validació de registres 
formatejats de diaris amb un conjunt de regles d’entrada. L’objectiu del servei es agafar un llistat de 
registres de diari i validar-los amb cadascuna de les regles del llistat d’entrada. Els paràmetres 
d’entrada son el llistat de registres de diari, el llistat de regles i el tipus de motor d’inferència de 
validació de regles a aplicar. Finalment s’enregistren els resultats  a la base de dades i les regles 
generades.  
 
Aquesta es la visió que ens trobaríem quan volem enregistra un log, per pujar un log farem click a 
examinar i seleccionarem el log que volem enregistrar. 
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En aquesta part ens vàrem trobar diversos problemes que provocava que no fos eficient a l'hora de 
posar la aplicació en marxa en un entorn de Producció. El dos errors principals era que es 
col·lapsava la base de dades a l'hora de enregistra els esdeveniments i que les connexions que 
s'obrien a la base de dades no es tancaven.  
 
El primer error es coneix com a coll d'ampolla, això succeeix quan s'intenta fer escriptures de forma 
molt continuada a una base de dades. L'altre error el vam solucionar deixant una connexió que 
estigues sempre oberta per la connexió Tomcat i MySQL i altres que s'anirien obrint/tancant segons 
les necessitats dels nodes, així evitaven tenir connexions obertes sense que estiguessin utilitzant per 
res.  
 
Un cop van millorar diversos aspectes de la aplicació per fer-la més eficient ja que els temps de 
enregistrament encara continuaven sent lents degut principalment a bucles repetitius que eren 
ineficients. 
 
Vam descartar fer el estudi amb un portàtil degut a que tardava moltíssim temps i no sempre 
terminava perquè es quedava sense recursos llavors van passar a treballar amb un node màster i tres 
esclau. El node màster estaria el tomcat amb l’aplicació treballant i als altres tres tindríem els nodes, 
també contaríem amb un altre servidor on estaria allotjada la base de dades per evitar carregar 
massa el node màster. Com a mesura de seguretat el node màster fa d’esclau del servidor on es 
allotjat la base de dades per mantenir la base de dades replicada com a mesura de seguretat.  
 
La següent tabla mostra la mida del log sense preprocessa i la mida que quedaria un cop 
preprocessat, el log preprocessat es el que utilitzarem per la mesura del temps de enregistrament. 
Com es pot observar a mesura que augmenten la mida la diferencia entre el logs creix per això 
patim variacions entre els temps. Amb dos logs igual de 4Gb la diferencia un cop preprocessat pot 
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ser quasi un 33% més gran. 
 
SENSE PRE-PROCESSAR PRE-PROCESSATS 
50Mb 2Mb 
100Mb 3-5Mb 
250Mb 11-15Mb 
500Mb 25-31Mb 
1Gb 50-62Mb 
2Gb 105-122Mb 
4Gb 150-220Mb 
 
 3.2. Instal·lació de la aplicació 
 
Per poder fer aquesta segona part i la tercera i última part tenim que instal·la la aplicació a un 
servidor que disposi de una versió java  amb la variable $JAVA_HOME definida i tingui la 
aplicació Apache Tomcat. L'aplicació Biclustering Analyzer consisteix en un .WAR que 
desplegarem sobre el tomcat, aquest serà el servidor principal i el que repartirà el treball a la resta 
de nodes que processaran la informació.  
 
Ara crearem al MySQL una base dades a la qual executarem el script (BiclusteringBD.sql) que ve 
annexa al final de aquesta memòria per genera la base de dades on es registra tota la informació 
processada en aquesta part. Un cop tenim la base de dades muntada al servidor al fitxer de la 
aplicació WEB-INF/classes/database.properties configurarem l'accés a la base de dades per part del 
tomcat. 
 
 
On host serà la IP o el nom de la màquina si es troba a un servidor diferent del tomcat, NOMBD el 
nom de la base de dades amb la que treballarem, usuari i contrasenya serà un usuari que hem creat 
la BD amb accés a aquesta base de dades amb permisos GRANT ALL. 
 
Ara només queda instal·lar i configura els nodes, si es tracta d'un node del PlanetLab podem utilitza 
el script que ve adjunt a la documentació anomenat instalanode.sh. Però per un altre servidor que no 
utilitzi rpm sinó packets debian el que farem serà baixar-nos la versió 4.0.8 del Globus Toolkit, es 
important utilitzar aquesta versió degut a que altres no funcionarà. A més haurem de instal·lar les 
següents biblioteques si no es troben instal·lades: libxml-sax-expat-perl libxml-simpleobject-perl 
libltdl3-dev libssl0.9.8:i386 . Un cop instal·lat el Globus necessitem tenir el Ant instal·lar amb la 
#################################### 
# Database Connectivity Properties 
#################################### 
 
driver=com.mysql.jdbc.Driver 
url=jdbc:mysql://host:3306/NOMBD 
username=USUARI 
password=CONTRASENYA 
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següent variable definida $ANT_HOME. Després nosaltres crearem les següents variables: 
  
export GLOBUS_LOCATION="$HOME/bin/globus"  
source $GLOBUS_LOCATION/etc/globus-user-env.sh  
source $GLOBUS_LOCATION/etc/globus-devel-env.sh  
 
Un cop fet això amb la comanda globus-deploy-gar ja podem instal·lar els tres serveis grid que 
processaran la informació que els arriba de la aplicació Biclustering. Els tres serveis son els 
seguents: 
 
LogParsing : Aquest servei realitza el formateig de línies del log, valida que les dades siguin 
correctes, tingui el numero de camps correcte etc. Retorna una línia de log formatejada amb els 
camps validats per ser guardats. 
 
RulesValidations : Realitza la validació de registres formatejas dels diaris amb un conjunt de regles 
d'entrada.  
 
MathsComputing : Realitza un càlcul sol·licitat sobre un llistat d'operands que extreu de la base de 
dades. 
 
Un cop desplegat els serveis tenim que fer un petit canvi a la configuració abans d’arrancar el 
Globus. Primer desactivant l’opció de que ens demani un certificat CA al fitxer: 
$GLOBUS_LOCATION/etc/globus_wsrf_core/server-config.wsdd  
 
Deixarem comentada la següent línia: 
 
<!-- <parameter  
            name="containerSecDesc"  
            value="etc/globus_wsrf_core/global_security_descriptor.xml"/> --> 
 
I finalment editarem el fitxer $GLOBUS_LOCATION/bin/globus-start-container per augmenta el 
consum de RAM del Globus afegint la següent línia: 
 
GLOBUS_OPTIONS="$GLOBUS_OPTIONS -Xmx512M"  
  
Ara ja podem arrancar el Globus fent servir el següent:  
 
$GLOBUS_LOCATION/bin/globus-start-container -p 8000 -nosec  
 
Un cop esta funcionant el Globus a un servidor tenim que afegir-ho all llistat de nodes que utilitza el 
màster per això tenim que anar al servidor on hi es el MySQL funcionant, accedir al MySQL i fer el 
següent insert: 
 
INSERT INTO GRIDWORKERNODE (GWORK_URLNODE, GWORK_DESCRIPTION) 
VALUES ("http://IP:8000", "NOMBRE DEL NODO"); 
 
On IP el substituirem per la IP del servidor on estigui treballant el Globus. Un cop fet això ja 
podrem començar a enviar-li logs per que processi l’aplicació 
 
3.3. Cluster LSI 
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Aquí analitzarem els temps d’enregistrament dels logs a l’entorn del ClusterLSI utilitzant tots els 
nodes que tenim disponibles. Aquí si que tindrem en comptes el temps de transmissió degut a que 
estem enviant i rebrem dades dels nodes, però com estan en un mateix entorn els temps serà mínim 
degut a que son molt paquets però d’un pes no molt gran. A més tenim la base de dades en un 
servidor diferent al servidor Màster per no carga massa al servidor. Anteriorment havíem mesurat el 
temps en segons, ara treballarem amb minuts degut a que els temps que podem arribar a trigar es 
molt elevat.  
 
  3.3.1. Cluster LSI amb quatre node 
 
 
Mida Mitjana Desviació 
50Mb 20,9 Minuts 1,7288403307 Minuts 
100Mb 39,8 Minuts 6,8928304136 Minuts 
250Mb 133 Minuts 10,055402086  Minuts 
500Mb 282,7 Minuts 18,9739587622 Minuts 
1Gb 557,2 Minuts 35,1150490056 Minuts 
 
A partir de 1Gb el temps d’enregistrament es dispara i no pot ser assumible. Si amb un 1Gb triguem 
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entre vuit i deu hores si haguéssim passat a provar amb 2Gb els temps hagués estat entre 20 i 26 
hores. Considerant que es generen en un dia normal a prop de 5Gb de logs i tenim que generar el 
Biclustering no es un temps que podem assumir. Podríem dir que amb aquesta infraestructura 
nomes podrem analitzar entre 1Gb-2Gb de logs per dia. A més com os pot observar a la columna 
que mostra la desviació entre els resultats cada vegada va creixent més degut a que la diferencia 
entre els fitxers pre-processats que inicialment tenien un volum idèntic o la diferencia era mínima 
en el número de línies però no en la mida.  Ja només ens quedarà un últim pas que consisteix en la 
generació del Biclustering que la realitzarem al final per veure el temps que trigaríem en fer el 
procés total.  
 
  3.4. PlanetLab 
   
En el PlanetLab utilitzarem el mateixos nodes que hem utilitzat l’altre vegada. Farem servir un node 
màster que serà el servidor del clúster LSI i la base de dades també serà la mateixa que hem utilitzat 
anteriorment, nomes canviarà els nodes workers que seran els del PlanetLab. Com hem fet amb 
l'estudi del enregistrament al ClusterLSI si que tenim en compte el temps de transmissió de dades 
que hi ha des de el màster als nodes. Ara els nodes estan repartits geogràficament i el temps no es el 
mateix entre el conjunt de nodes. Per això si treballem amb nodes que tinguin un millor hardware o 
unes millors connexions ens donarà millors resultats sobretot quan treballem amb quatre nodes, a 
mesura que anem incrementant el número de nodes les diferencies entre agafa uns millors o uns 
pitjors no serà tan notable. Dos nodes son a Catalunya, un a l’Índia i l’ultima a Irlanda.  
 
  3.4.1. PlanetLab amb quatre nodes 
 
Mida Mitjana Desviació 
50Mb 24,9 Minuts 1,2866839377 Minuts 
100Mb 50 Minuts 7,1024252509 Minuts 
250Mb 160,4 Minuts 13,5006172698 Minuts 
500Mb 348,2 Minuts 29,9844404094 Minuts 
1Gb 712,6 Minuts 42,5916006326 Minuts 
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Tal i com succeïda al ClusterLSI el temps que triga en enregistrar el logs es un temps molt elevat, 
estem parlat que per un Gb de logs triga a prop de 12 hores de mitjana, i en el pitjo del casos 
estaríem parlant de més de 12 hores i 30 minuts. Tot i que tinguéssim millors nodes o millor 
connexió no seria una millora tan considerable que ens permetés acaba la provar amb 2Gb en menys 
d’un dia. Per lo tant aquest seria el nostre límit.  
 
  3.4.2. PlanetLab amb vuit nodes 
 
Ara realitzarem les mateix proves però hem ficat a la base de dades la disponibilitat de quatre nodes 
més repartits per Europa. Dos a Catalunya, un a Italià i un altre a Bèlgica. Ara comptem amb set 
nodes europeus i un a l’Àsia. Abans podia succeir que hi haguessin diferencies significatives de 
temps segons els nodes que seleccionéssim, ara amb aquesta quantitat de nodes es molt difícil que 
existeixin diferencies de temps molt significatives.  
 
Mida Mitjana Desviació 
50Mb 17,7 Minuts 0,9486832981 Minuts 
100Mb 31,5 Minuts 5,1478150705 Minuts 
250Mb 110,5 Minuts 11,0679718106 Minuts 
500Mb 236,7 Minuts 14,5987061832 Minuts 
1Gb 453,4 Minuts 31,9242158174 Minuts 
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Es va fer un primer intent per tal de processar 2Gb però vam trigar més de 15 hores, llavors vam 
descarta d’immediat seguir amb les proves. Es millora el temps respecte amb quatre un 36% i 
comprovant que doblant el número de nodes encara es millora el temps. Ara farem la prova amb 
setze per veure si encara es pot reduït.  
  
   3.4.5. PlanetLab amb setze nodes 
 
Continuem amb les proves i ara afegim més nodes ara afegirem vuit més, set situats a Europa i un a 
Americà.  
 
Mida Mitjana Desviació 
50Mb 9,3 Minuts 0,4830458915 Minuts 
100Mb 23,8 Minuts 4,3919117579 Minuts 
250Mb 73,8 Minuts 9,2351983676 Minuts 
500Mb 165,2 Minuts 8,6126521918 Minuts 
1Gb 327,3 Minuts 20,2322624648 Minuts 
2Gb 692,4 Minuts 32,0353970893 Minuts 
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Per primer cop aconseguim processar 2Gb de logs tot i que els temps es bastant elevat triguem a 
prop de 12 hores per enregistra tota la informació. Considerant que en un dia normal al campus es 
generen 5Gb de logs tampoc seria suficient per processar tota aquesta informació.   
 
 
3.4.6. PlanetLab amb vint-i-quatre nodes 
 
 
Ara li afegim vuit nodes més per veure si encara es pot millora el temps més i si podem arribar a 
augmenta la mida dels fitxers a utilitzar. 
 
Mida Mitjana Desviació 
50Mb 9,2 Minuts 0,4216370214 Minuts 
100Mb 18,4 Minuts 3,0258148581 Minuts 
250Mb 54,2 Minuts 5,940445176 Minuts 
500Mb 118,3 Minuts 7,8598840817 Minuts 
1Gb 226,1 Minuts 7,7810310656 Minuts 
2Gb 462,7 Minuts 17,3592754585 Minuts 
4Gb 730,6 Minuts 73,9522368379 Minuts 
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Continuem millorant el temps augmentant el número de nodes, ara millorem el enregistrament de 
2Gb un 33% utilitzant vuit nodes més. A més ara ja podem arribar a processar 4Gb que això ja 
s’aproxima al que es genera un dia normal al campus virtual tot i trigar 12 hores depenent del temps 
de la generació del Biclustering es podria valorar seriosament que sigui apte treballa amb vint-i-
quatre nodes. 
 
   3.4.7. PlanetLab amb trenta-dos nodes 
 
 
Mida Mitjana Desviació 
50Mb 9 Minuts 0 Minuts 
100Mb 16,7 Minuts 1,6363916945 Minuts 
250Mb 52,1 Minuts 4,724639904 Minuts 
500Mb 108,7 Minuts 6,3429751169 Minuts 
1Gb 221,3 Minuts 9,9336688981 Minuts 
2Gb 458,2 Minuts 19,2168907186 Minuts 
4Gb 717 Minuts 91,8307622145 Minuts 
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Augmentant el número de nodes en vuit no aconseguim millora el temps ni un 2%. Llavors estem a 
la mateixa situació anterior que triguem unes 12 hores per enregistrar 4Gb de logs, això vol dir que 
potser en un dia qualsevol aconseguiríem enregistrar tots els logs que es generen. Caldrà tenir en 
compte la següent part que es la generació del Biclustering a veure si el temps que triguem es 
assumible.  
   
 
 
 3.5. Comparativa del temps 
 
Ara farem una comparativa de temps similar a la que hem fet abans al preprocessament 
compararem les gràfiques augmentant el número de nodes i compararem com evolucionar. A més 
farem una comparativa entre el Cluster LSI i el PlanetLab per veure quin es més ràpid. Cal tenir en 
compte que els nodes del Cluster LSI es troben el mateix entorn que la base de dades i l’aplicació 
així que els temps de transmissió serà més petit que el del PlanetLab degut a que es troben fora 
d’aquest entorn.  
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  3.5.1. PlanetLab 
Com es pot veure hi ha un punt entre setze nodes i trenta-dos que ja no milloren el temps, 
pràcticament vint-i-quatre i trenta-dos nodes triguem el mateix. El que si es veu es la diferencia 
entre usa trenta-dos i vint-i-quatre respecte a utilitzar setze que obtindríem una millora del 33% a 
més es important utilitzar vint-i-quatre o trenta-dos nodes perquè ja podem processar 4Gb o més si 
el que volem fer es només generar els logs.  
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  3.5.2. Cluster LSI vs. PlanetLab (4 nodes) 
Es evident que a mesura que augmenta la mida del logs la diferencia de temps va augmentant fins a 
ser un 22%. Amb total seguretat el Cluster LSI serà més ràpid com també a succeït amb el 
Preprocesament però si fem una cerca buscant els millors nodes que estiguin menys carregats, que 
siguin més ràpids etc podrien reduir aquest número però amb més de mil nodes podríem trigar 
massa temps en provar-ho tots. 
 
 
 3.6. Conclusions del enregistrament 
 
Després de realitzar totes les bateries de proves arribem a la conclusió de que si es podria registrar 
tots els logs de la UOC tot i que si existeix algun dia amb molta activitat patiríem perquè potser 
necessitàvem més temps per enregistrar tot però altres dies com poden ser durant les vacances quasi 
no haurà activitat. També cal tenir en compte l’estalvi de volum al disc perquè per cada 100Mb que 
enregistrem ens queden uns 25Mb a la base de dades. 
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Després fer varies proves per trobat el temps mínim de enregistrar logs i el número de nodes amb el 
qual ja no es pot millorar el temps vam arribar a les següents conclusions. Un cop treballes amb 21 
nodes per més nodes que tinguis no aconsegueix millora el temps de enregistrament que es 6 minuts 
per cada Mb que enregistrem. Fent un càlcul a ull podríem dir que com a mínim per enregistrar un 
log de 8Gb en els millors del casos trigaríem quasi un dia i en alguns casos es podria allargar unes 
hores més.  
 
També cal tenir en compte que hi ha èpoques on quasi no es registren logs i es podrien utilitzar 
aquestes per fer el enregistrament de logs en cas de que alguns dies quedi informació per 
emmagatzemar. 
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4. Estudi de la generació del biclustering  
 
 4.1. Introducció 
 
Un biclusters es pot definir com un subconjunt que presenten patrons d’activitat similars respecte un 
subconjunt de característiques dels elements. Els biclusters representen submatrius sobre el conjunt 
de presentacions de característiques dels elements en disposició de la matriu. A partir de la base de 
dades tindrem la matriu de dades que s’utilitzarà per l’algorisme del biclustering. Cada fila de la 
matriu de dades es serà un registre de hits d’un usuari del diari i cada columna es correspondrà amb 
un patró, tipus d’usuari etc.. . Cada valor de la matriu identificarà el número de hits que a realitzat 
l’usuari de la fila per la característica de la columna. Els hits de les files es determinaran com el 
còmput de tots els hits produïts per l’usuari de la fila en cada estadística durant el període de temps 
que tinguem enregistrat. En el nostre cas el bicluster generat agafarà tot el període horari que tenim 
emmagatzemat a la base de dades i crearà una matriu d’usuaris que tenen un comportament similar 
al campus. 
 
La complexitat del problema de trobar biclusters depèn en gran mesura de la formulació del citat 
problema i en la funció escollida per avaluar la qualitat de cada bicluster, la majoria de variants 
interessants per aquest problema té complexitat NP-completa.  
 
Les tècniques de Biclustering s’enfronten a una problemàtica derivada del tipus d’informació que 
s’analitza. Les dades contenen molt soroll, degut els complexes mètodes a partir dels quals son 
obtingudes. A més, en les bases de dades hi ha un gran número d'atributs. Per això l'algorisme de 
Biclustering ha de ser robust al soroll trobat en les dades, a més ha de minimitzar al màxim de 
temps d'execució i els recursos de hardware necessaris. 
 
Entre els diferents grups d'algoritmes que hi ha destaquen els algoritmes de cerca voraç que es 
corresponen a aquells mètodes que intenten obtenir biclusters de la forma més ràpida i simple 
possible. Per fer-ho, apliquen una meta-heurística basada en la maximització de criteris locals. 
S’intenta simplificar la cerca prenent decisions locals amb l'esperança de trobar la solució òptima 
global. Per això es perd qualitat de resultats però es guanya simplicitat i velocitat a l'hora de 
resoldre els problemes.  
 
Dins d’aquests algorismes, es troba un dels més coneguts per haver sigut el primer treball que va 
utilitzar el nom de bicluster, l’algorisme de Cheng i Church. El seu treball va ser pioner en aquesta 
àrea de la mineria de dades i d’aquí la seva transcendència. Després van arribar molts altres 
algorismes que van intentar millorar les seves carències, però hereten mètodes d’avaluació que 
encara avui s’estan estudiant. La majoria de les tècniques de tipus voraç aplicades a biclusters, es 
basen a afegir i eliminar files i columnes d'una matriu per aconseguir la submatriu que millor 
s'adapti a uns criteris donats. 
 
Per genera el Biclustering hem fet servi l’algoritme Cheng i Church , es tracta d’un algoritme de 
cerca voraç que tractar de trobar el bicluster més gran possible. L’algoritme Cheng i Church només 
busca un bicluster per a cada execució. L’algoritme consisteix en que tenim una matriu i un MSR 
(Mean Squared Residual) que es un llindar que marca el error que esta permès, a continuació tenim 
dos fases:  en la primera s’eliminen files i columnes fins a obtenir un MSR menor o igual al llindar 
d’entrada i en la segona s’afegeixen files o columnes fins que una nova addició comporti superar el 
llindar. 
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En la primera fase (d’eliminació) es segueix el següent flux de procés. 
 
1. Es calcula el MSR del bicluster i es valida si supera el llindar d’entrada. En cas que no el superi, 
es finalitza la fase. 
2. Per cada fila es calcula el valor del seu residu MSR associat: la suma de tots els MSR de cada 
element de la fila. 
3. Per cada columna es calcula el valor del seu residu MSR associat: la suma de tots els MSR de 
cada element de la columna. 
4. Es selecciona la fila o columna amb MSR més elevat per ser eliminada. 
5. S’elimina la fila o columna amb el MSR més elevat. 
6. Es torna al punt 1. 
 
En la segona fase (d’addició) es segueix el següent flux de procés. 
 
1. Es calcula el MSR del bicluster i es valida que no superi el llindar. En cas que el superi, es 
retorna el bicluster obtingut en l’anterior iteració i es finalitza la fase d’addició. 
2. Per cada fila es calcula el valor del seu residu MSR associat 
3. Per cada columna es calcula el valor del seu residu MSR associat 
4. Es selecciona la fila o columna amb menor MSR. 
5. S’afegeix la fila o columna 
6. Es torna al punt 1 
 
En aquesta part es on més canvis hem tingut que realitzar a la aplicació perquè era la que pitjor 
funcionava. Tenia una limitació bastant important que era que quan el log enregistrat sobrepassava 
el 65kb la part de generar el biclustering creava tan fils als nodes que no es tancaven i això 
provocava un error a l’aplicació provocant que es tanques. A més la implementació del algoritme 
Cheng i Church era totalment ineficient degut a bucles sense sentit o quasi infinits, a més hem pogut 
simplificar altres operacions més complexes fent una reducció de temps molt considerable. Quan 
vam realitzar proves amb l’aplicació amb un sol node per generar el bicluster uns 5kb vam trigar 
uns 10 minuts, tres realitzar els canvis va ser qüestió de segons.  
 
Aquesta es la part més costosa en quant a temps i recursos, intervé el servei MathsComputing que 
es troba treballant als nodes i s’encarrega de realitzar càlculs matemàtics complexos. Quan es 
finalitzi el procés es mostraran les dades del cluster amb el grup generat, estadístiques de consum de 
memòria en el procés del càlcul i el temps que ha trigat en generar-se.  
 
A continuació tenim un exemple del resultat del bicluster que ens sortiria. Com ja hem dit abans 
tenim les següents dades el MSR que ens indica el soroll que hi ha en les dades, després tindrem les 
dades que ens dirà el temps que hem trigat en genera el bicluster. També tindrem el cost en memòria 
que sempre serà el mateix independentment del número de nodes, es a dir treballant a la mateixa 
base de dades i diferent numero de nodes el temps canviarà però el cost en memòria no canvia 
també veurem el numero de elements que hi havia a la base de dades per processar. A continuació 
una llista amb el significat de cada columna a la matriu i finalment la llista d’usuaris que tenen un 
comportament similar. Com ja hem dit dintre la matriu busquem el grup més gran.  
 
*** B I C L U S T E R *** 
Estadístiques del bicluster: 
MSR=4.635604 
Estadístiques del càlcul: 
[ 
-> cost temps (segons)  :32.749 
-> cost memòria (KBytes):810.261 
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-> num.elems.processats :176625 
 
] 
Matriu dades resultant: 
 
***  MATRIU  *** 
 Claus columnes: 
[0:Login mati] 
[1:Login tarda] 
[2:Login nit] 
[3:Place secretaria] 
[4:Place biblioteca] 
[5:Place ajuda] 
[6:Place novetats] 
[7:Place agenda] 
[8:Place personalitza] 
[9:Entorn IB] 
[10:Entorn CAT] 
[11:Usuari ESTUDIANT] 
[12:Usuari CONSULTOR] 
[13:Usuari ADMINISTRADOR] 
 
 Files: 
[87.219.4.6:[0,0,0,0,0,0,0,0,0,0,0,0,0,0]] 
[84.122.213.242:[0,0,0,0,0,0,0,0,0,6,0,0,0,0]] 
[80.58.51.44:[0,0,0,0,0,0,0,0,0,0,0,0,0,0]] 
[80.59.115.22:[0,0,0,0,0,0,0,0,0,12,0,0,0,0]] 
[80.32.123.167:[0,0,0,0,0,0,0,0,0,0,0,0,0,7]] 
[213.4.14.207:[0,0,0,0,0,0,8,0,0,14,0,0,0,0]] 
[83.56.157.96:[0,0,0,0,0,0,0,8,0,0,0,0,0,0]] 
[148.233.228.84:[0,0,0,0,0,0,0,8,0,18,0,0,0,0]] 
[217.126.11.161:[0,0,0,0,0,0,0,0,0,16,0,0,0,0]] 
[88.1.204.54:[0,0,0,0,0,0,0,0,0,6,0,0,0,0]] 
[83.57.79.95:[0,0,0,0,0,0,0,8,0,0,0,0,0,0]] 
 
TEST BICLUSTERING REGISTRES UOC COMPLETAT 
******************************************************** 
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Aquesta es la ventana que veurem quan vulguem genera el Biclustering.  
 
  4.2. Cluster LSI 
 
Aquesta fase la vam fer simultàniament a mesura que enregistràvem logs generàvem el biclustering 
a partir d’aquest. Els resultats obtinguts per cada intent els podeu trobar als annexos.   
 
   4.2.1. Cluster LSI amb quatre node 
 
Mida Mitjana Desviació 
50Mb 23,8 Minuts 1,3165611772 Minuts 
100Mb 44,6 Minuts 5,1467357508 Minuts 
250Mb 176,8 Minuts 10,3150375666 Minuts 
500Mb 317,8 Minuts 16,0748250379 Minuts 
1Gb 611,3 Minuts 36,3503018481 Minuts 
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Degut a que el enregistrament no vam poder emmagatzemar logs més grans no em pogut calcular el 
temps que trigaria en generar el biclustering per a fitxers majors a 1Gb.   
 
 
  4.3. PlanetLab 
 
Un cop vam enregistrar el volum de dades indicat al PlanetLab vam fer proves per mesura el temps 
que trigavar augmentant el numero de nodes però utilitzant el mateix contigut que ja havia sigut 
prèviament guardat. Aquest son els resultats obtinguts, els resultats de les diferents repeticions es 
troba als annexos.  
 
   4.3.1. PlanetLab amb quatre nodes 
 
Mida Mitjana Desviació 
50Mb 24,8 Minuts 1,032795559 Minuts 
100Mb 53 Minuts 4,8989794856 Minuts 
250Mb 171 Minuts 5,8309518948 Minuts 
0 100 200 300 400 500 600 700 800 900 1000
0
100
200
300
400
500
600
700
0
44,6
176,8
317,8
611,3
Mitjana del Biclustering: Cluster LSI amb quatre nodes
Figura 45 Megabytes
M
in
u
ts
82 
 
500Mb 333,6 Minuts 18,7272825341 Minuts 
1Gb 693,2 Minuts  40,2955746123 Minuts 
 
 
Com es pot observar s’observen irregularitats  al inici entre el 100 i 500Mb’s però son mínimes 
després s’observa com te una linealitat. Com ens ha pasat amb el ClusterLSI degut a que 
prèviament no hem fet un enregistrament amb 2Gb no hem pogut generar el biclustering aunque es 
pot observar que difícilment obtindríem un bon temps.  
 
   4.3.2. PlanetLab amb vuit nodes 
 
Mida Mitjana Desviació 
50Mb 18,5 Minuts 0,7071067812 Minuts 
100Mb 38,2 Minuts 5,1596726856 Minuts 
250Mb 120,8 Minuts 11,4775142489 Minuts 
500Mb 252,3 Minuts 13,3504057367 Minuts 
1Gb 503,1 Minuts 23,4210256916 Minuts 
2Gb 912,2 Minuts 31,4458971003 Minuts 
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Ara amb vuit nodes si que hem pogut generar el biclustering amb 2Gb. A més millorem el temps 
respecte a utilitzar quatre nodes en un 28%.  
 
   4.3.3. PlanetLab amb setze nodes 
 
Mida Mitjana Desviació 
50Mb 16,8 Minuts 1,032795559 Minuts 
100Mb 31,9 Minuts 4,4584501542 Minuts 
250Mb 88 Minuts 8,5244745684 Minuts 
500Mb 191,6 Minuts 13,8098193729 Minuts 
1Gb 398,2 Minuts 25,5421220732 Minuts 
2Gb 790,9 Minuts 31,1892075351 Minuts 
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Continuem millorant el temps utilitzant respecte a utilitzar vuit nodes, doblant el número de nodes 
obtenim una millora del 14%. L’únic inconvenient es que encara no podem processar fitxers de 4Gb 
perquè es dispara el temps.  
 
   4.3.4. PlanetLab amb vint-i-quatre nodes 
 
Mida Mitjana Desviació 
50Mb 14,7 Minuts 0,8232726023 Minuts 
100Mb 27,8 Minuts 3,9101008796 Minuts 
250Mb 94,3 Minuts 6,766748768 Minuts 
500Mb 198 Minuts 14,118545723  Minuts 
1Gb 413,3 Minuts 64,3377373277 Minuts 
2 Gb 791,8 Minuts 25,2709758858 Minuts 
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Sorprenentment tenim que ens dona el mateix temps que utilitzant setze nodes, no millorem el 
temps en res. Així que amb vint-i-quatre només podrem genera un biclustering que contingui dos gb 
d’informació.   
 
   4.3.5. PlanetLab amb trenta-dos nodes 
 
Mida Mitjana Desviació 
50Mb 14,2 Minuts 0,4216370214 Minuts 
100Mb 26,2 Minuts  3,9665266082 Minuts 
250Mb 88,6 Minuts 7,6040924654 Minuts 
500Mb 194,7 Minuts 13,7198153535  Minuts 
1 Gb  376,5 Minuts  19,9290407864 Minuts 
2 Gb 784,2 Minuts 29,2984641236 Minuts 
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El gràfic mostrar un comportament lineal on no millorem quasi res el temps de la generació del 
Biclustering amb vint-i-quatre nodes ni amb setze nodes. Aixó vol dir que independentment del 
número de nodes que posem no millorarem aquest temps que ronda les 13 hores per genera un 
biclustering de 2Gb només.  
 
4.4. Comparativa del temps 
 
Com ja hem fet anteriorment farem les mateixes comparacions, primerament comparant els resultats 
obtinguts utilitzant l’estructura del PlanetLab i comparant entre si amb la diferencia de que 
augmentem els nodes i despres farem una comparació PlanetLab vs. ClusterLSI però veura qui 
genera el Biclustering més ràpid.  
 
 4.4.1. PlanetLab 
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Com es pot observar es far evident que hi ha un punt entre vuit i setze nodes que ja no es pot 
millorar el temps, com es pot veure no es molt gran la diferencia. Després la diferencia entre 
utilitzar setze nodes i trenta-dos tot i ser el doble es inexistent només un minuts de diferencia.  
 
 4.4.2. Cluster LSI vs. PlanetLab 
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Com es pot observar al gràfic fins a passat els 200Mb el comportament es similar, a partir de aquí es 
comencen a distanciar. De totes formes no es una diferencia 100% segura perquè es possible que es 
pogués millorar el temps del LSI utilitzant uns nodes que estiguin millor o que estiguin menys 
carregats. El LSI millora el temps del PlanetLab processant 1Gb en un .. i sembla que si haguéssim 
pogut processar més logs la diferencia seria major. 
 4.5. Conclusions 
 
La generació del Biclustering es la part més costosa en quant a recursos degut a que utilitzar un 
algoritme de força bruta i va provant possibilitats. Com ja hem observat arriba un punt que no 
importa el número de nodes que tinguem trigarà el mateix. Després realitzar varies proves van 
arribar a la conclusió que era a partir del 10 nodes on ja no es millora el temps considerablement 
perquè tot i tenir més servidors rebent peticions per fer càlculs tot acaba tornant al Màster i es 
seguia calcula el Biclustering. A més tenia que generar tots els Biclustering possibles per quedar-se 
el més gran que serà el que ens mostrarà al final així que farà totes les possibilitats possibles. Amb 
el programa treballant a la màxima potencia (10 nodes o més) em calculat que triga 7 minuts mes o 
menys per cada mb que hem enregistrat prèviament. Això vol dir que no podrem fer biclustering 
enormes, tindran que estar acotats per alguns aspectes com poden ser l’hora, alumnes o seccions 
concretes que volem fer obtenir el resultats en un temps relativament baix. 
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5. Conclusions finals 
 
Un cop hem realitzat els tres passos que formen aquest estudi podem determinar el temps totals i si 
surt assumible la seva implantació. Com he vist tenim certes limitacions degut a que no podem tenir 
controlats totalment el logs que es generen diàriament a la UOC tindrem que buscar altres 
alternatives. Entre las alternatives que podem realitzar poden ser enregistrar els trams que més 
interessen o seleccionar aleatòriament trossos dels logs que volem enregistrar. També podrien 
guardar trossos de logs per enregistrar-los en períodes amb menys activitats com poden ser durant 
les vacances o els cap de setmana. El que es segur es que sempre arrastraríem un retràs respecte als 
logs actual. Lo ideal seria tenir una estructura per enregistrar logs i altre per generar el biclustering 
així evitaríem saturar la plataforma, aquestes dues aplicacions compartirien la base de dades però no 
els esclaus per evitar sobrecarregar els servidors.  
 
Un dels objectius que sense aquest no haguéssim pogut fer l’estudi era fer funciona l’aplicació en 
un entorn real. La versió original només funcionava amb 65kb de logs i amb un temps altíssim en 
fer l’enregistrament i el bicluster amb un sol node trigava a prop d’un hora per només 65kb. No 
vam comptar amb el codi font de la aplicació actualitzar i per poder obtenir-lo vam tenir que 
descompilar el .war generat. Sempre que es descompilar una aplicació d’aquesta formar es molt 
probable la pèrdua d’informació, degut això vam tenir que corregir diversos errors de sintaxi i parts 
del codi que s’havien perdut al descompilar. Després de solucionar aquests problemes vam adaptar 
la aplicació millorant la seva eficiència i evitant que consumis tant recursos van millorar moltíssim 
tots aquest temps i vam eliminar la limitació de la mida de logs que hi havia fent possible que es 
pogués treballar amb logs de qualsevol mida. A més per veurà els resultats d’una manera més 
còmoda i no tenir que recorri a entrar als servidors a buscar per el fitxer del tomcat el resultats vam 
crear una sortida de resultats simples per posar-ho a la vista de tothom. Encara que l’aplicació 
funciona hi ha molta a feina a fer sobre aquesta per fer-la més útil de cara a l’usuari, ara només la 
podria administrar un administrador de sistema que tindria que treballar llançant querys al MySQL 
per extraure la informació o imposar limitacions a l’hora de enregistrar els logs. 
 
Sobre l’estructura PlanetLab ens ha ofert la possibilitat de treballar amb un numero infinit de nodes 
però hi ha certs aspectes que tenim que tenir en compte a la hora d’utilitzar-la per obtenir els 
resultats més exactes possibles es que els nodes que nosaltres utilitzem estan sent utilitzats per altres 
persones i degut a que treballem amb informació privada no podem permetre que aquesta 
informació acabi ens mans d’altres persones o que ens puguin editar els fitxers. També hem de tenir 
en compte que podem saturar un node amb tantes peticions hi s’han donat casos de que ens han 
tancat el port 8000 que es el que utilitzar el Globus per comunicar-se o que un altre usuari 
necessitava aquesta màquina i ens ha matat el procés perquè consumia molta memòria. Tot i això 
tenim altres avantatges que podem fer i desfer als nodes perquè tenim permisos de superusuari això 
ens ha permet instal·lar totes les biblioteques que hem necessitat per fer funcionar el Globus 
sobretot al tractar-se de la versió 4.08 hem necessitat biblioteques molt antigues. El problema que 
hem tingut amb el PlanetLab ha sigut la falta de espai, degut a que només disposaven de 8Gb. 
 
Al ClusterLSI no tenim permisos de root i per realitzar canvis que requereixen aquest permisos s’ha 
d’informar al administrador i això limitar una mica la tasca i el avançament, també afecta a l’hora 
de realitzar proves. Després tenim que enviar una llista del nodes que anem a utilitzar amb la seva 
IP per permeti l’entrada al Firewall, això implica que si canviem de nodes o si el node canvia de IP 
també tenim que informar. En aspectes de seguretat el ClusterLSI es totalment segur respecte al 
PlanetLab però no es proporciona la llibertat per fer i desfer al nostre gust com si ho fa el 
PlanetLab. A més no comptem amb restriccions de espais perquè tenim espai suficient tot al contrari 
del PlanetLab.   
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6. Planificació 
 
La planificació esta dividida en fases tal i com la memòria. La primera fase es tracta del preprocés, 
la segona el enregistrament i la tercera el Bicluster. A més te una addicional que hem anomenat part 
final que consta de les conclusions i la elaboració de la memòria. Mes o menys s’han dedicat 4 
hores cada dia, uns dies més i uns altres menys però aquesta seria la mitjana. 
 
 
Part I: Preparació i preprocessament 
 
- Anàlisis de la documentació de la aplicació.   02/07/2012 a 08/07/2012 (1 setmana) 
- Anàlisis de la web de la UOC i cerca de patrons.   09/07/2012 a 15/07/2012 (1 setmana) 
- Anàlisis dels logs de la UOC.     16/07/2012 a 16/07/2012 (1 dia) 
- Adaptació de les aplicacions del Pre-processament. 17/07/2012 a 31/07/2012 (2 setmanes) 
- Instal·lació y configuració en los diferents entorns.  01/08/2012 a 04/08/2012 (4 dies) 
- Obtenció de las mostres en los distints entorns.   05/08/2012 a 11/08/2012 (1 setmana) 
- Realització de estadístiques.     12/08/2012 a 15/08/2012 (4 dies) 
- Anàlisis dels resultats obtinguts.     16/08/2012 a 22/08/2012 (1 setmana) 
 
Part II: Enregistrament 
 
- Anàlisis del codi.       23/08/2012 a 29/08/2012 (1 semana) 
- Adaptació de la aplicació.      30/08/2012 a 20/09/2012 (3 setmanes) 
- Realització del script de instal·lació de nodes.  21/09/2012 a 27/09/2012 (1 setmana) 
- Instal·lació de la aplicació i els seus nodes.   28/09/2012 a 30/09/2012 (3 dies) 
- Jocs de proves.       31/09/2012 a 03/10/2012 (4 dies) 
- Obtenció de les mostres en los distints entorns .  04/10/2012 a 18/10/2012 (2 setmanes) 
- Realització de estadístiques.     19/10/2012 a 20/10/2012 (2 dies) 
- Anàlisis dels resultats obtinguts.     21/10/2012 a 25/10/2012 (5 dies) 
 
Part III: Bicluster 
 
- Preparació en els diferents entorns.    26/10/2012 a 31/10/2012 (1 setmana) 
- Adaptació de la aplicació.      01/10/2012 a 21/11/2012 (3 setmanes). 
- Instal·lació de la aplicació.      22/11/2012 a 22/11/2012 (1 dia) 
- Jocs de proves del Bicluster.     23/11/2012 a 29/11/2012 (1 setmana) 
- Obtenció de las mostra en los distints entorns.   30/11/2012 a 31/12/2012 (1 mes) 
- Realització de estadístiques.     01/01/2013 a 03/01/2013 (3 dies) 
- Anàlisis de los resultats obtinguts.     04/01/2013 a 08/01/2013 (5 dies) 
 
Part Final 
 
- Conclusions finals.       09/01/2013 a 15/01/2013 (1 setmana) 
- Elaboració de la interficie gràfica.     16/01/2013 a 22/01/2013 (1 setmana) 
 
La elaboració de la memòria es va fer durant tot el projecte a mesura que anaven avançant.  
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7. Millores 
 
En el aspecte de millores que podem aplicar al projecte quasi totes estan enfocades a la part del 
disseny de la aplicació per millora la seva funcionalitat de cara al usuari final i millora la seva 
eficiència a l’hora de unificar aplicacions i millorar el codi. 
 
A la aplicació seria bastant útil tenir un panel de administració amb el que es pogués afegir un nou 
node des de la interfície i no tenir que accedir al MySQL i afegir un insert. També seria positiu 
poder consultar estadístiques de dies anteriors, comparar resultats i tenir un històric per veurà 
l’evolució. També seria d’una gran utilitat poder afegir des de aquest panel de control nous botons 
amb els seus patrons o modificar els que ja estiguin afegits i així evitar que l’aplicació es quedi 
desfasada. 
 
Un altre aspecte a tenir en contar seria la unificació dels tres programes en un: LogExtractor i 
UOCPreProcess integrar-los al Biclustering així d’una tirada farien tot el procés. Seria important 
adaptar l’aplicació perquè quan canviïn els logs del Apache no tingues que adaptar al nou format 
evitant tenir que aplicar parches. Un altres dels aspectes més important seria desenvolupar un gestor 
de errors per evitar que si un node cau tinguem que començar de nou retirant aquest node. Es a dir 
que tota la informació que s’havia enviat aquest node i no ens arriba resposta es torni a envià a un 
altre node.  
 
Altres millores que es podrien fer seria adaptar l’aplicació i els serveis perquè funcioni amb l’ultima 
versió del Globus que han millorat la seva eficiència amb les peticions  i evitar que es generin tant 
logs perquè per cada Mb de log que analitza es generen uns 80mb de logs i això provoca que 
tinguem un script truncat i esborrant el logs quasi cada 30 minuts  
 
Després realitzat tot això que milloraria el programa es podria fer una comparativa de resultat amb 
un altre programa com es el Splunk que serveix per buscar, monitoritzar i analitzar logs generats per 
aplicacions i sistemes amb temps real però prèviament s’ha de programar com buscar i com 
analitzar els logs o sigui que es tindria que reprogramar aquesta aplicació sobre el llenguatge de 
programació del splunk . 
 
El Apache Hadoop incorpora la possibilitat de fer enregistrament a una base de dades es podria 
estudiar la adaptació i fer el enregistrament via Hadoop.  
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8. Cost Econòmic 
 
Dividirem el pressupost en tres apartats: software, hardware i personal. A la part del software ens 
trobem que el software utilitzat al servidor es software lliure i sense llicencia excepte el MySQL 
que per la nostra finalitat també seria gratuït donat que la aplicació es per un us intern i no estem 
venent l'aplicació. 
 
Nom Descripció Preu 
Apache Tomcat 6.0 Servidor on treballant aplicacions JAVA Gratuït 
MySQL Aplicació per gestionar BD Gratuït 
Globus Toolkit Software per tenir grids Gratuït 
Java JDK Llenguatge de programació Gratuït 
 
A la part del hardware tot depèn del servidors que utilitzem, temin en compta que necessitem dos 
mínim un per al Tomcat+MySQL una mica potent i posem altres dos de característiques més baixes 
per tenir-los com a node. 
 
Servidor Descripció Preu 
x3550 M4, Xeon 4C E5-2609 
80W 2.4GHz/1066MHz/10MB, 
1X4GB, O/Bay 2.5in HS 
SAS/SATA, SR M1115, 550W 
p/s, Rack (x4) 
Quatre servidors on un serà el 
màster i els altres tres els 
esclaus. 
1,611.40 x 4 = 6445,6 € 
IBM 300GB 2.5in SFF 10K 
6Gbps HS SAS HDD (x5) 
Cinc discos de 300Gb, dos per 
al màster i la resta un per a cada 
node. 
62,5 x 5 = 311 € 
 
A la part del personal principalment tindríem tres rols, un que seria el programador júnior 
encarregat de fer les modificacions de la aplicació per adaptar-la i corregir els problemes a un 
entorn real, l’altre seria l'administrador de sistemes júnior que posaria en marxa tota infraestructura 
perquè funciones l'aplicació i finalment un operaria del datacenter per muntar i configura els 
servidors. 
 
Rol Preu / hora Hora Total 
Administrador de 
Sistemes Júnior 
10 € / h 250 hores 2500 euros 
Programador Júnior 10 € / h 200 hores 2000 euros 
Operador Datacenter 10 € / h 5 hores 50 euros 
 
El cost del persona sortiria per 4550 euros més el preu dels servidors mínims per fer funcionar la 
aplicació costaria 6756,6 euros. Així que en total el preu seria 11306,6 euros. 
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10. Annexos 
 
 
Script per afegir nous nodes al PlanetLab (instalanode.sh) 
#!bin/bash 
 
su 
yum -y install gcc ant make cpan perl-ExtUtils-MakeMaker-Coverage.noarch perl-MIME-Lite perl-
XML-LibXML perl-XML-Parser libiodbc.i686 libiodbc-devel.i686 glib 
wget http://dl.dropbox.com/u/8939820/libreadline.so.5  
cp libreadline.so.5 /lib 
mkdir bin 
mkdir bin/globus 
mkdir gar 
wget http://dl.dropbox.com/u/8939820/jre-7u3-linux-i586.tar.gz 
chmod a+x jre-7u3-linux-i586.tar.gz 
tar zxvf jre-7u3-linux-i586.tar.gz 
#Instalamos el JAVA 
wget http://www-unix.globus.org/ftppub/gt4/4.0/4.0.8/installers/bin/gt4.0.8-x86_fc_4-installer.tar.gz  
tar xzvf gt4.0.8-x86_fc_4-installer.tar.gz  
wget http://mirror.cc.columbia.edu/pub/software/apache//ant/binaries/apache-ant-1.8.3-bin.tar.gz 
tar xzvf apache-ant-1.8.3-bin.tar.gz 
#Instalamos el ANT que lo necesitaremos para instalar los .GAR 
cd gar 
wget 
http://dl.dropbox.com/u/8939820/edu_uoc_biclustering_components_gridworking_services_logpars
ing_globus_LogParsing.gar  
wget 
http://dl.dropbox.com/u/8939820/edu_uoc_biclustering_components_gridworking_services_mathsc
omputing_globus_MathsComputing.gar  
wget 
http://dl.dropbox.com/u/8939820/edu_uoc_biclustering_components_gridworking_services_rulesva
lidation_globus_RulesValidation.gar  
#Nos bajamos todos los requisitos del Globus antes de su instalación 
cd .. 
exit 
export PATH=$PATH:$HOME/bin:$HOME/jre1.7.0_03/bin 
export JAVA_HOME=$HOME/jre1.7.0_03/ 
export ANT_HOME="$HOME/apache-ant-1.8.3"  
#Exportamos las rutas 
su 
cd gt4.0.8-x86_fc_4-installer 
./configure --prefix=$HOME/bin/globus 
make 
make install 
#Instalamos el Globus 
cd .. 
export GLOBUS_LOCATION=$HOME/bin/globus  
source $GLOBUS_LOCATION/etc/globus-user-env.sh  
source $GLOBUS_LOCATION/etc/globus-devel-env.sh  
#Exportamos las rutas 
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cd gar 
globus-deploy-gar 
edu_uoc_biclustering_components_gridworking_services_logparsing_globus_LogParsing.gar  
globus-deploy-gar 
edu_uoc_biclustering_components_gridworking_services_rulesvalidation_globus_RulesValidation.
gar 
globus-deploy-gar 
edu_uoc_biclustering_components_gridworking_services_mathscomputing_globus_MathsComputi
ng.gar 
#Instalamos los .GAR 
cd .. 
cd $GLOBUS_LOCATION/etc/globus_wsrf_core/ 
wget http://dl.dropbox.com/u/8939820/globus_wsrf_core/server-config.wsdd 
#Ponemos el fichero de configuración correcto 
$GLOBUS_LOCATION/bin/globus-start-container -p 8000 -nosec 
#Arranca el Globus 
 
 
Script creació Base de Dades (genera_bbdd.sql) 
/* 
FITXER CREATES BICLUSTERING ANALYZER DDBB v.1.6 
*/ 
 
DROP TABLE IF EXISTS USERAPP; 
DROP TABLE IF EXISTS GRIDWORKERNODE; 
DROP TABLE IF EXISTS HISTORICACTIVITAT; 
DROP TABLE IF EXISTS SEGUIMENTACTIVITAT; 
DROP TABLE IF EXISTS USUARICLAU; 
DROP TABLE IF EXISTS CONDICIONSREGLA; 
DROP TABLE IF EXISTS CONDICIO; 
DROP TABLE IF EXISTS REGLA; 
DROP TABLE IF EXISTS ESTADISTICA; 
DROP TABLE IF EXISTS CAMPDATELINEADIARI; 
DROP TABLE IF EXISTS CAMPLINEADIARI; 
DROP TABLE IF EXISTS FORMATLINEADIARI; 
DROP TABLE IF EXISTS ATRIBUT; 
DROP TABLE IF EXISTS FRACCIOMESPERIODE; 
DROP TABLE IF EXISTS PERIODE; 
DROP TABLE IF EXISTS CURS; 
 
CREATE TABLE CURS 
( 
    CURS_ID              INTEGER UNSIGNED NOT NULL, 
 CURS_DATA_INICI      DATE NOT NULL, 
 CURS_DATA_FI         DATE NOT NULL, 
 CONSTRAINT CURS_RANG_DATES CHECK CURS_DATA_FI >= 
CURS_DATA_INICI, 
 CONSTRAINT UN_CURS_DATES UNIQUE (CURS_DATA_INICI, CURS_DATA_FI), 
 CONSTRAINT PK_CURS PRIMARY KEY (CURS_ID)  
); 
CREATE INDEX IDX_CURS_DATES ON CURS(CURS_DATA_INICI, CURS_DATA_FI); 
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CREATE TABLE PERIODE 
( 
 PERI_CURS_ID      INTEGER UNSIGNED NOT NULL, 
 PERI_NUM_PERIODE  DECIMAL (3,0) UNSIGNED NOT NULL, 
 PERI_DATA_INICI   DATE NOT NULL, 
 PERI_DATA_FI      DATE NOT NULL, 
    CONSTRAINT PERIODE_RANG_DATES CHECK PERI_DATA_FI >= PERI_DATA_INICI, 
 CONSTRAINT UN_PERIODE_DATES UNIQUE (PERI_DATA_INICI, PERI_DATA_FI), 
 CONSTRAINT PK_PERIODE        PRIMARY KEY (PERI_CURS_ID, 
PERI_NUM_PERIODE),  
 CONSTRAINT FK_PERIODE_A_CURS FOREIGN KEY (PERI_CURS_ID) 
                                 REFERENCES CURS (CURS_ID) 
); 
CREATE INDEX IDX_PERIODE_DATES ON PERIODE(PERI_DATA_INICI, PERI_DATA_FI); 
 
 
CREATE TABLE FRACCIOMESPERIODE 
( 
 FMES_CURS_ID                 INTEGER UNSIGNED NOT NULL, 
 FMES_NUM_PERIODE             DECIMAL (3,0) UNSIGNED NOT NULL, 
 FMES_DATA_INICI_MES_PERIODE  DATE NOT NULL, 
 FMES_DATA_FI_MES_PERIODE     DATE NOT NULL, 
 FMES_MES                     DECIMAL (2,0) UNSIGNED, 
 FMES_YEAR                     DECIMAL (4,0) UNSIGNED, 
 CONSTRAINT FRACCIOMESPERIODE_RANG_DATES CHECK 
FMES_DATA_FI_MES_PERIODE >= FMES_DATA_INICI_MES_PERIODE, 
 CONSTRAINT FRACCIOMESPERIODE_MES_DATES  CHECK 
TO_CHAR('MM',FMES_DATA_FI_MES_PERIODE) = 
TO_CHAR('MM',FMES_DATA_INICI_MES_PERIODE), 
 CONSTRAINT UN_FRACCIOMESPERIODE_DATES UNIQUE 
(FMES_DATA_INICI_MES_PERIODE, FMES_DATA_FI_MES_PERIODE), 
   CONSTRAINT PK_FRACCIOMESPERIODE           PRIMARY KEY (FMES_CURS_ID, 
FMES_NUM_PERIODE, FMES_DATA_INICI_MES_PERIODE, 
FMES_DATA_FI_MES_PERIODE), 
 CONSTRAINT FK_FRACCIOMESPERIODE_A_PERIODE FOREIGN KEY 
(FMES_CURS_ID, FMES_NUM_PERIODE) 
                                              REFERENCES PERIODE (PERI_CURS_ID, 
PERI_NUM_PERIODE) 
); 
CREATE INDEX IDX_FRACCIOMESPERIODE_DATES ON 
FRACCIOMESPERIODE(FMES_DATA_INICI_MES_PERIODE, 
FMES_DATA_FI_MES_PERIODE); 
 
CREATE TABLE ESTADISTICA 
( 
 ESTD_NOM        VARCHAR (20) NOT NULL, 
 ESTD_DESCRIPCIO VARCHAR (80), 
 CONSTRAINT PK_ESTADISTICA PRIMARY KEY (ESTD_NOM) 
); 
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CREATE TABLE USUARICLAU 
( 
 USRC_CLAU     VARCHAR (40) NOT NULL, 
 USRC_USERNAME VARCHAR (40), 
 CONSTRAINT PK_USUARICLAU PRIMARY KEY (USRC_CLAU) 
); 
 
 
CREATE TABLE ATRIBUT 
( 
 ATRB_NOM        VARCHAR (20) NOT NULL, 
 ATRB_TIPUS      VARCHAR (20) NOT NULL, 
 ATRB_DESCRIPCIO VARCHAR (80), 
 CONSTRAINT PK_ATRIBUT PRIMARY KEY (ATRB_NOM) 
); 
 
 
CREATE TABLE REGLA 
( 
 RULE_NUM_REGLA        INTEGER UNSIGNED NOT NULL, 
 RULE_NOM_ESTADISTICA  VARCHAR (20) NOT NULL, 
 CONSTRAINT PK_REGLA               PRIMARY KEY (RULE_NUM_REGLA), 
 CONSTRAINT FK_REGLA_A_ESTADISTICA FOREIGN KEY 
(RULE_NOM_ESTADISTICA) 
                                      REFERENCES ESTADISTICA (ESTD_NOM) 
); 
 
CREATE TABLE CONDICIO 
( 
 CONDI_NUM_CONDICIO INTEGER UNSIGNED NOT NULL, 
 CONDI_OPERADOR     VARCHAR (20)  NOT NULL, 
 CONDI_VALORS       VARCHAR (250) NOT NULL, 
 CONDI_NOM_ATRIBUT  VARCHAR (20)  NOT NULL, 
 CONDI_NEGADA       TINYINT(1) UNSIGNED NOT NULL, 
 CONSTRAINT PK_CONDICIO           PRIMARY KEY (CONDI_NUM_CONDICIO), 
 CONSTRAINT FK_CONDICIO_A_ATRIBUT FOREIGN KEY 
(CONDI_NOM_ATRIBUT) REFERENCES ATRIBUT (ATRB_NOM) 
); 
 
CREATE TABLE CONDICIONSREGLA 
( 
 CONDR_NUM_REGLA    INTEGER UNSIGNED NOT NULL,   
 CONDR_NUM_CONDICIO INTEGER UNSIGNED NOT NULL, 
 CONSTRAINT PK_CONDICIONSREGLA            PRIMARY KEY 
(CONDR_NUM_REGLA, CONDR_NUM_CONDICIO), 
 CONSTRAINT FK_CONDICIONSREGLA_A_REGLA    FOREIGN KEY 
(CONDR_NUM_REGLA)    REFERENCES REGLA (RULE_NUM_REGLA), 
 CONSTRAINT FK_CONDICIONSREGLA_A_CONDICIO FOREIGN KEY 
(CONDR_NUM_CONDICIO) REFERENCES CONDICIO (CONDI_NUM_CONDICIO) 
); 
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CREATE TABLE SEGUIMENTACTIVITAT 
( 
 SEGA_NOM_ESTADISTICA         VARCHAR (20) NOT NULL, 
 SEGA_USUARI_CLAU             VARCHAR (40) NOT NULL, 
 SEGA_MES_ACTUAL              DECIMAL (2,0), 
 SEGA_YEAR_MES_ACTUAL         DECIMAL (4,0), 
 SEGA_CURS_ID                 INTEGER UNSIGNED, 
 SEGA_NUM_PERIODE             DECIMAL (3, 0), 
 SEGA_TOTAL_SETMANA           INTEGER, 
 SEGA_NUM_DIES_ACCES_SETMANA  INTEGER, 
 SEGA_TOTAL_MES               INTEGER, 
 SEGA_NUM_DIES_ACCES_MES      DECIMAL (2, 0), 
 SEGA_TOTAL_PERIODE           INTEGER, 
 SEGA_NUM_DIES_ACCES_PERIODE  INTEGER, 
 SEGA_DATA_ULTIM_REG          DATE, 
 CONSTRAINT PK_SEGUIMENTACTIVITAT               PRIMARY KEY 
(SEGA_NOM_ESTADISTICA, SEGA_USUARI_CLAU), 
 CONSTRAINT FK_SEGUIMENTACTIVITAT_A_ESTADISTICA FOREIGN KEY 
(SEGA_NOM_ESTADISTICA) 
                                                   REFERENCES ESTADISTICA (ESTD_NOM), 
 CONSTRAINT FK_SEGUIMENTACTIVITAT_A_USUARICLAU  FOREIGN KEY 
(SEGA_USUARI_CLAU) 
                                                   REFERENCES USUARICLAU (USRC_CLAU), 
 CONSTRAINT FK_SEGUIMENTACTIVITAT_A_PERIODE     FOREIGN KEY 
(SEGA_CURS_ID, SEGA_NUM_PERIODE) 
                                                   REFERENCES PERIODE (PERI_CURS_ID, 
PERI_NUM_PERIODE) 
); 
 
 
CREATE TABLE HISTORICACTIVITAT 
( 
 HISA_NOM_ESTADISTICA         VARCHAR (20) NOT NULL, 
 HISA_USUARI_CLAU             VARCHAR (40) NOT NULL, 
 HISA_CURS_ID                 INTEGER UNSIGNED, 
 HISA_NUM_PERIODE             DECIMAL (3,0) UNSIGNED NOT NULL, 
 HISA_DATA_INICI_MES_PERIODE  DATE NOT NULL, 
 HISA_DATA_FI_MES_PERIODE     DATE NOT NULL, 
 HISA_TOTAL_MES               INTEGER, 
 HISA_NUM_DIES_ACCES          INTEGER, 
 CONSTRAINT PK_HISTORICACTIVITAT                     PRIMARY KEY 
(HISA_NOM_ESTADISTICA, HISA_USUARI_CLAU, HISA_CURS_ID, 
HISA_NUM_PERIODE, HISA_DATA_INICI_MES_PERIODE, 
HISA_DATA_FI_MES_PERIODE), 
 CONSTRAINT FK_HISTORICACTIVITAT_A_ESTADISTICA       FOREIGN KEY 
(HISA_NOM_ESTADISTICA) 
                                                        REFERENCES ESTADISTICA (ESTD_NOM), 
 CONSTRAINT FK_HISTORICACTIVITAT_A_USUARICLAU        FOREIGN KEY 
(HISA_USUARI_CLAU) 
                                                        REFERENCES USUARICLAU (USRC_CLAU), 
 CONSTRAINT FK_HISTORICACTIVITAT_A_FRACCIOMESPERIODE FOREIGN 
KEY (HISA_CURS_ID, HISA_NUM_PERIODE, HISA_DATA_INICI_MES_PERIODE, 
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HISA_DATA_FI_MES_PERIODE) 
                                                        REFERENCES FRACCIOMESPERIODE (FMES_CURS_ID, 
FMES_NUM_PERIODE, FMES_DATA_INICI_MES_PERIODE, 
FMES_DATA_FI_MES_PERIODE) 
); 
 
 
CREATE TABLE FORMATLINEADIARI 
( 
 FMTL_NUM_FORMAT INTEGER UNSIGNED NOT NULL, 
 FMTL_DESCRIPCIO VARCHAR (80), 
 FTML_NUM_CAMP_ID INTEGER UNSIGNED NOT NULL, 
 FTML_NUM_CAMP_TIMEREG INTEGER UNSIGNED NOT NULL, 
 CONSTRAINT PK_FORMATLINEADIARI PRIMARY KEY (FMTL_NUM_FORMAT) 
); 
 
 
CREATE TABLE CAMPLINEADIARI 
( 
 CMPL_NUM_FORMAT   INTEGER UNSIGNED NOT NULL, 
 CMPL_NUM_POSICIO  INTEGER UNSIGNED NOT NULL, 
 CMPL_NOM_ATRIBUT  VARCHAR (20), 
 CONSTRAINT PK_CAMPLINEADIARI                    PRIMARY KEY 
(CMPL_NUM_FORMAT, CMPL_NUM_POSICIO), 
 CONSTRAINT FK_CAMPLINEADIARI_A_FORMATLINEADIARI FOREIGN KEY 
(CMPL_NUM_FORMAT) 
                                                    REFERENCES FORMATLINEADIARI 
(FMTL_NUM_FORMAT), 
 CONSTRAINT FK_CAMPLINEADIARI_A_ATRIBUT          FOREIGN KEY 
(CMPL_NOM_ATRIBUT) 
                                                    REFERENCES ATRIBUT (ATRB_NOM) 
); 
 
CREATE TABLE CAMPDATELINEADIARI 
( 
 CDLD_NUM_FORMAT   INTEGER UNSIGNED NOT NULL, 
 CDLD_NUM_POSICIO  INTEGER UNSIGNED NOT NULL, 
 CDLD_MASCARA      VARCHAR (20), 
 CONSTRAINT PK_CAMPDATELINEADIARI                  PRIMARY KEY 
(CDLD_NUM_FORMAT, CDLD_NUM_POSICIO), 
 CONSTRAINT FK_CAMPDATELINEADIARI_A_CAMPLINEADIARI FOREIGN KEY 
(CDLD_NUM_FORMAT, CDLD_NUM_POSICIO) 
                                                      REFERENCES CAMPLINEADIARI (CMPL_NUM_FORMAT, 
CMPL_NUM_POSICIO)  
); 
 
CREATE TABLE USERAPP 
( 
 USRA_USERNAME VARCHAR (40) NOT NULL, 
 USRA_PASSWORD VARCHAR (40) NOT NULL, 
 USRA_ROLE     VARCHAR (20), 
 CONSTRAINT PK_USERAPP PRIMARY KEY (USRA_USERNAME) 
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); 
 
CREATE TABLE GRIDWORKERNODE 
( 
 GWORK_URLNODE VARCHAR (50) NOT NULL, 
 GWORK_DESCRIPTION VARCHAR (80), 
 CONSTRAINT PK_GRIDWORKER PRIMARY KEY (GWORK_URLNODE)  
); 
 
 
Resultats numèric del preprocessament de logs 
 
En aquest annex es presentant els resultats numèrics obtinguts per les bateries de proves del 
preprocessament de logs. El anàlisis del mateixos es troba a la memòria.  
 
Local: 50Mb 
 
Intent 1 2 3 4 5 6 7 8 9 10 
Temps 
(s) 
13,445
861302 
13,905
432795 
13,649
491868 
13,605
401497 
13,409
509181 
13,869
910333 
13,991
513772 
13,728
097638 
13,701
524336 
13,65888
2041 
 
Local: 100Mb 
 
Intent 1 2 3 4 5 6 7 8 9 10 
Temps 
(s) 
22,584
808795 
21,218
035166 
21,291
820701 
23,237
848545 
21,365
965607 
21,792
864486 
21,385
781294 
22,643
000552 
21,913
787514 
21,74479
8620 
 
Local: 250Mb 
 
Intent 1 2 3 4 5 6 7 8 9 10 
Temps 
(s) 
46,093
254385 
45,349
740252 
45,267
027110 
48,311
342872 
45,289
387714 
45,901
846527 
46,757
133781 
45,954
444484 
45,054
775751 
46,04262
2254 
  
Local: 500Mb 
 
Intent 1 2 3 4 5 6 7 8 9 10 
Temps 
 (s) 
92,197
605995 
94,263
872616 
93,744
712482 
91,823
233387 
92,197
605995 
94,263
872616 
93,744
712482 
91,823
233387 
90,113
286875 
96,86406
1383 
 
Local: 1Gb 
 
Intent 1 2 3 4 5 6 7 8 9 10 
Temps 
(s) 
200,06
271331
5 
194,86
806669
8 
199,48
017139
8 
199,71
486430
4 
197,94
688767
3 
192,49
454604
4 
196,17
232395
4 
195,79
514432
8 
199,61
444594
3 
197,6490
63271 
 
101 
 
Local: 2Gb 
 
Intent 1 2 3 4 5 6 7 8 9 10 
Temps 
(s) 
410,10
071802
6 
410,95
566867
7 
416,97
751034
7 
421,38
220643
6 
406,88
140524
9 
413,00
788398
3 
411,42
778455
3 
420,38
146220
1 
413,09
783912
8 
413,2665
05908 
 
Local: 4Gb 
 
Intent 1 2 3 4 5 6 7 8 9 10 
Temps 
(s) 
814,84
807141
6 
813,53
133323
8 
813,24
084611
2 
816,76
081381
7 
814,00
976398
9 
817,46
052988
2 
818,96
265087
3 
820,21
713645
8 
818,43
758196
7 
823,0572
83620 
 
Local: 8Gb 
 
Intent 1 2 3 4 5 6 7 8 9 10 
Temps 
(s) 
1761,6
476553
67 
1737,0
776762
70 
1752,9
416887
11 
1752,8
683107
44 
1728,9
002069
67 
1716,4
964317
58 
1728,4
005587
16 
1750,7
587394
20 
1742,8
188812
01 
1742,13
0208002 
 
Local: 15Gb 
 
Intent 1 2 3 4 5 6 7 8 9 10 
Temps 3065,6
113109
85 
3076,0
460414
73 
3065,5
730783
28 
3074,1
249604
42 
3087,9
170252
11 
3065,2
636739
71 
3075,5
466380
96 
3077,1
344647
30 
3077,8
897239
06 
3103,440
309715 
 
LSI amb un node: 50Mb 
 
Intent 1 2 3 4 5 6 7 8 9 10 
Temps 
(s) 
7,7910
63134 
7,7107
56974 
7,7337
55991 
7,8909
92227 
8,1957
34064 
7,3741
77867 
7,3153
80878 
7,4147
58885 
7,4589
18731 
7,704230
624 
 
LSI amb un node: 100Mb 
 
Intent 1 2 3 4 5 6 7 8 9 10 
Temps 
(s) 
9,9817
02881 
10,283
581265 
9,8341
87840 
9,8726
91728 
9,9741
22016 
10,974
642615 
10,654
176736 
10,771
945884 
11,123
018520 
10,11979
7851 
 
LSI amb un node: 250Mb 
 
Intent 1 2 3 4 5 6 7 8 9 10 
Temps 
(s) 
18,123
288529 
17,620
243282 
16,944
516834 
17,165
981512 
17,590
747270 
17,055
336406 
17,435
099740 
16,939
472142 
16,939
472142 
17,59527
1552 
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LSI amb un node: 500Mb 
 
Intent 1 2 3 4 5 6 7 8 9 10 
Temps 
 (s) 
29,863
574309 
31,013
288739 
29,497
979288 
29,492
495570 
29,531
021799 
29,747
190448 
29,780
131787 
32,203
752179 
29,403
164304 
29,73852
3796 
 
LSI amb un node: 1Gb 
 
Intent 1 2 3 4 5 6 7 8 9 10 
Temps 
(s) 
73,436
319577 
72,295
968899 
73,642
641296 
74,873
337203 
72,769
411737 
72,656
031502 
73,989
407748 
72,336
556374 
72,334
599985 
73,44992
5923 
 
LSI amb un node: 2Gb 
 
Intent 1 2 3 4 5 6 7 8 9 10 
Temps 
(s) 
167,14
076023
8 
167,68
284073
5 
167,47
455117
5 
167,50
801363
8 
170,11
631826
2 
168,80
782318
2 
167,58
747136
3 
167,25
930506
7 
167,12
355358
2 
168,2998
12047 
 
LSI amb un node: 4Gb 
 
Intent 1 2 3 4 5 6 7 8 9 10 
Temps 
(s) 
340,97
386475
5 
328,98
950822
9 
332,56
462206
2 
330,85
044340
7 
337,51
765845
2 
338,76
670949
1 
340,39
953699
6 
339,46
411583
8 
340,67
747188
4 
327,0912
72565 
 
LSI amb un node: 8Gb 
 
Intent 1 2 3 4 5 6 7 8 9 10 
Temps 
(s) 
689,84
128607
1 
688,45
011669
4 
694,80
460942
1 
691,60
289567
8 
690,98
960357
6 
693,20
061034
2 
694,68
500489
9 
698,50
805221
6 
702,87
752191
2 
685,781
907559 
 
LSI amb un node: 15Gb 
 
Intent 1 2 3 4 5 6 7 8 9 10 
Temps 1304,6
451646
63 
1288,9
431835
57 
1297,0
407513
02 
1307,7
211789
01 
1310,3
875657
37 
1303,0
331756
6 
1300,9
589795
43 
1294,2
306944
76 
1297,9
535254
5 
1283,597
771364 
 
LSI amb dos nodes: 50Mb 
 
Intent 1 2 3 4 5 6 7 8 9 10 
Temps 
(s) 
5,7071
86882 
5,4006
60818 
6,1303
75301 
6,1042
80667 
6,1253
02391 
6,1151
63422 
6,0623
24974 
5,6663
99819 
6,2434
56656 
6,188463
569 
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LSI amb dos nodes: 100Mb 
 
Intent 1 2 3 4 5 6 7 8 9 10 
Temps 
(s) 
5,8130
76089 
6,5870
12095 
6,7319
31075 
6,4499
40344 
6,7263
67834 
5,9884
17304 
6,2999
21484 
6,6764
41485 
6,1449
69999 
5,491231
708 
 
LSI amb dos nodes: 250Mb 
 
Intent 1 2 3 4 5 6 7 8 9 10 
Temps 
(s) 
12,797
71452 
13,437
03894 
11,439
701836 
11,809
056462 
14,530
805078 
12,169
925226 
12,192
884839 
14,306
530229 
12,922
124793 
13,43460
1533 
 
LSI amb dos nodes: 500Mb 
 
Intent 1 2 3 4 5 6 7 8 9 10 
Temps 
(s) 
17,887
811733 
19,789
859581 
23,083
532193 
20,728
47049 
17,330
348364 
17,570
960083 
19,189
521664 
16,932
43646 
17,421
052388 
19,35870
601 
 
LSI amb dos nodes: 1Gb 
 
Intent 1 2 3 4 5 6 7 8 9 10 
Temps 
(s) 
50,476
971703 
48,050
918065 
49,718
716514 
47,883
628821 
53,597
590352 
47,138
842154 
50,483
370826 
45,389
584631 
50,144
884682 
50,54268
2017 
 
LSI amb dos nodes: 2Gb 
 
Intent 1 2 3 4 5 6 7 8 9 10 
Temps 
(s) 
108,62
501306
8 
112,25
385574
8 
111,589
085056 
113,75
650741
1 
114,60
790350
8 
110,61
315870
5 
111,224
840637 
108,88
209315
4 
112,98
174581
7 
114,1803
01704 
 
LSI amb dos nodes: 4Gb 
 
Intent 1 2 3 4 5 6 7 8 9 10 
Temps 
(s) 
344,90
252911
5 
338,33
505860
4 
335,85
346748
3 
336,80
828802
2 
338,71
313859 
331,24
767729
5 
340,56
487521
2 
323,05
482415
3 
341,52
877040
4 
327,2956
27837 
 
LSI amb dos nodes: 8Gb 
 
Intent 1 2 3 4 5 6 7 8 9 10 
Temps 
(s) 
939,40
844820
5 
910,56
015861
8 
893,57
285282
8 
890,85
812611
5 
911,32
453775
9 
900,23
662176
8 
892,36
322223
5 
898,02
953171
7 
895,33
706693
5 
888,8187
54586 
 
LSI amb dos nodes: 15Gb 
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Intent 1 2 3 4 5 6 7 8 9 10 
Temps 
(s) 
1431,8
706293
5 
1467,7
871900
96 
1427,3
420235
2 
1439,6
874528
68 
1438,7
359460
25 
1430,4
153190
05 
1440,1
223154
51 
1431,2
772118
03 
1435,1
399852
3 
1431,789
754986 
 
LSI amb tres nodes: 50Mb 
 
Intent 1 2 3 4 5 6 7 8 9 10 
Temps 
(s) 
5,1255
68147 
5,5564
09743 
5,6231
70683 
5,5562
44217 
5,6523
86167 
5,3802
81264 
5,4646
66056 
5,5204
13805 
5,4575
0693 
4,858741
576 
 
LSI amb tres nodes: 100Mb 
 
Intent 1 2 3 4 5 6 7 8 9 10 
Temps 
(s) 
7,9745
89037 
7,3668
23771 
8,2469
20274 
8,7154
94403 
8,8430
71861 
8,0310
02055 
8,4217
11978 
7,8672
30114 
8,2038
31545 
7,475192
983 
 
LSI amb tres nodes: 250Mb 
 
Intent 1 2 3 4 5 6 7 8 9 10 
Temps 
(s) 
10,859
371173 
10,711
496647 
10,717
232202 
11,274
224831 
13,940
515528 
10,849
487537 
12,204
053852 
12,754
948838 
10,829
227402 
10,80599
1367 
 
LSI amb tres nodes: 500Mb 
 
Intent 1 2 3 4 5 6 7 8 9 10 
Temps 
(s) 
17,533
116825 
17,689
778646 
18,869
402785 
18,482
731435 
18,365
679266 
17,268
761944 
17,346
761534 
20,399
344076 
17,026
004998 
17,71062
5953 
 
LSI amb tres nodes: 1Gb 
 
Intent 1 2 3 4 5 6 7 8 9 10 
Temps 
(s) 
37,621
104831 
36,282
256794 
41,449
737902 
40,257
846481 
42,094
033732 
42,751
835979 
37,737
923682 
40,512
435859 
38,449
584274 
38,53379
5941 
 
LSI amb tres nodes: 2Gb 
 
Intent 1 2 3 4 5 6 7 8 9 10 
Temps 
(s) 
80,197
992468 
80,472
110273 
79,476
045237 
84,069
949754 
82,907
772261 
82,334
212398 
80,528
655987 
76,417
457215 
80,199
934016 
82,76756
2721 
 
LSI amb tres nodes: 4Gb 
 
Intent 1 2 3 4 5 6 7 8 9 10 
105 
 
Temps 
(s) 
209,70
148173 
214,50
509588
8 
206,41
168366
7 
205,09
908759 
209,10
564865 
205,62
083184
3 
201,42
957309
7 
210,39
369813
2 
219,17
098032
6 
207,6030
22641 
 
LSI amb tres nodes: 8Gb 
 
Intent 1 2 3 4 5 6 7 8 9 10 
Temps 
(s) 
664,38
870425
8 
652,85
595385
5 
655,81
783122
9 
655,97
003776
9 
654,89
597441
5 
653,41
912838
8 
651,08
592442
7 
651,60
535139
6 
652,74
831885
1 
660,2803
57136 
 
LSI amb tres nodes: 15Gb 
 
Intent 1 2 3 4 5 6 7 8 9 10 
Temps 
(s) 
1193,4
802446
5 
1234,2
417668
46 
1211,6
849462
72 
1220,0
147724
04 
1207,6
084411
87 
1217,3
416140
67 
1216,0
014494
92 
1215,7
415669
12 
1209,4
513817
54 
1207,795
636748 
 
LSI amb quatre nodes: 50Mb 
 
Intent 1 2 3 4 5 6 7 8 9 10 
Temps 
(s) 
4,2024
10758 
4,5564
87369 
5,1962
5972 
4,8984
48042 
5,1961
65667 
5,3332
61845 
5,3393
92624 
5,3276
44033 
4,0344
8466 
5,230029
085 
 
LSI amb quatre nodes: 100Mb 
 
25Mb en cada node. 
 
Intent 1 2 3 4 5 6 7 8 9 10 
Temps 
(s) 
6,5013
53455 
6,9752
68933 
7,1491
31086 
6,6825
31635 
7,1241
27625 
7,4626
57315 
7,3010
57013 
7,1268
34446 
7,2485
6139 
6,886299
394 
 
LSI amb quatre nodes: 250Mb 
 
Intent 1 2 3 4 5 6 7 8 9 10 
Temps 
(s) 
9,8925
42808 
9,7156
1061 
10,609
227155 
11,136
001359 
11,549
398326 
11,158
951519 
11,204
382067 
9,8291
80223 
12,375
277898 
9,700688
6 
           
LSI amb quatre nodes: 500Mb 
 
Intent 1 2 3 4 5 6 7 8 9 10 
Temps 
(s) 
14,191
502947 
14,378
952594 
16,207
404742 
14,415
991009 
16,1118
87131 
14,575
993935 
16,201
034083 
14,579
53738 
16,150
661694 
16,27824
456 
 
LSI amb quatre nodes: 1Gb 
 
106 
 
Intent 1 2 3 4 5 6 7 8 9 10 
Temps 
(s) 
34,918
263068 
36,837
380482 
35,034
712655 
30,290
429729 
29,446
026972 
34,377
351447 
34,136
009829 
35,819
937769 
34,151
7716 
34,42380
4843 
 
LSI amb quatre nodes: 2Gb 
 
Intent 1 2 3 4 5 6 7 8 9 10 
Temps 
(s) 
66,544
838483 
67,753
54205 
68,002
054404 
65,487
207292 
66,405
525753 
66,733
389961 
67,970
45383 
65,922
331262 
68,631
183827 
65,27504
1774 
 
LSI amb quatre nodes: 4Gb 
 
Intent 1 2 3 4 5 6 7 8 9 10 
Temps 
(s) 
159,50
780985
9 
158,84
185413
3 
148,68
769706
6 
147,15
354474 
145,61
497789
1 
145,38
597330
3 
154,28
959355
3 
142,70
527159
6 
152,61
294183
2 
156,3398
78802 
 
LSI amb quatre nodes: 8Gb 
 
Intent 1 2 3 4 5 6 7 8 9 10 
Temps 
(s) 
526,55
709882
3 
522,71
959401
7 
512,07
719131
4 
524,54
470907
4 
519,76
214871 
506,03
998158
6 
501,44
259475
2 
515,20
085457 
499,56
479471
4 
511,3523
91398 
 
LSI amb quatre nodes: 15Gb 
 
Intent 1 2 3 4 5 6 7 8 9 10 
Temps 
(s) 
1111,44
141503
5 
1107,6
529695
93 
1095,4
097695
72 
1090,3
250400
71 
1091,1
923391
9 
1083,3
913282
6 
1097,4
108315
23 
1102,4
474577
11 
1089,0
419055
98 
1109,065
455233 
 
PlanetLab amb un node: 50Mb 
 
Intent 1 2 3 4 5 6 7 8 9 10 
Temps 
(s) 
9,0925
90597 
8,8893
40633 
7,3634
09416 
7,9538
83155 
8,2311
53253 
7,8617
44537 
9,5606
49841 
10,464
168103 
10,895
930284 
9,838160
109 
 
PlanetLab amb un node: 100Mb 
 
Intent 1 2 3 4 5 6 7 8 9 10 
Temps 
(s) 
13,042
268029 
15,133
175338 
15,499
490341 
14,736
063104 
14,515
124707 
15,401
723149 
13,859
569002 
13,859
569002 
13,211
230531 
13,79187
9104 
 
PlanetLab amb un node: 250Mb 
 
Intent 1 2 3 4 5 6 7 8 9 10 
107 
 
Temps 
(s) 
29,564
006777 
31,754
196732 
31,290
319054 
32,871
586665 
31,136
737699 
31,096
468632 
33,057
631785 
30,055
022501 
31,460
410742 
30,02862
2322 
 
PlanetLab amb un node: 500Mb 
 
Intent 1 2 3 4 5 6 7 8 9 10 
Temps 
(s) 
59,278
244316 
61,463
220157 
63,789
082471 
60,928
342534 
63,059
523237 
61,320
550212 
67,299
625786 
60,546
714616 
59,315
158158 
57,98820
0600 
 
PlanetLab amb un node: 1Gb 
 
Intent 1 2 3 4 5 6 7 8 9 10 
Temps 
(s) 
116,63
224334
6 
119,34
344954
8 
118,58
559595
5 
131,39
805667
5 
122,86
723065
6 
119,13
288350
3 
122,80
055590
9 
120,62
310737
0 
120,14
325140
7 
122,5606
29295 
 
PlanetLab amb un node: 2Gb 
 
Intent 1 2 3 4 5 6 7 8 9 10 
Temps 
(s) 
261,81
991732
2 
265,11
631178
3 
272,86
391685
1 
261,27
271242
1 
273,94
485435
9 
276,68
794851
3 
274,17
526982
5 
266,08
733291
4 
264,12
002884
4 
272,3419
74394 
 
PlanetLab amb un node: 4Gb 
 
Intent 1 2 3 4 5 6 7 8 9 10 
Temps 
(s) 
550,97
891310
6 
576,40
375488
8 
559,21
780825
6 
556,99
060418
3 
562,44
625756
0 
529,69
760137
6 
568,23
639361
3 
553,25
588151
5 
554,01
120893
9 
556,0229
66128 
 
Planetlab amb dos nodes: 50Mb 
 
Intent 1 2 3 4 5 6 7 8 9 10 
Temps 
(s) 
7,9413
55186 
6,1463
80559 
6,0137
20994 
6,3604
33839 
7,7475
49519 
6,2534
94002 
5,8156
53124 
6,2903
80194 
5,4224
32062 
6,992441
965 
 
Planetlab amb dos nodes: 100Mb 
 
Intent 1 2 3 4 5 6 7 8 9 10 
Temps 
(s) 
9,2778
94263 
10,238
016135 
10,640
833418 
11,480
476994 
8,7607
59902 
8,6460
03489 
8,8909
50033 
9,63964
4957 
10,230
261605 
10,85541
5462 
 
Planetlab amb dos nodes: 250Mb 
 
Intent 1 2 3 4 5 6 7 8 9 10 
Temps 13,787 16,171 13,564 17,538 17,200 14,476 14,761 16,612 18,999 13,78751
108 
 
(s) 73934 777753 245584 899689 37037 839846 4487 921007 540579 8048 
 
Planetlab amb dos nodes: 500Mb 
 
Intent 1 2 3 4 5 6 7 8 9 10 
Temps 
(s) 
32,465
64989 
36,993
493927 
37,767
603708 
36,053
70414 
36,431
920086 
36,871
838689 
34,468
573441 
35,976
87032 
39,058
118282 
35,79071
7696 
 
Planetlab amb dos nodes: 1Gb 
 
Intent 1 2 3 4 5 6 7 8 9 10 
Temps 
(s) 
67,606
526768 
81,928
655433 
76,933
731246 
81,194
860563 
74,252
644256 
74,246
98048 
77,682
040378 
76,672
422591 
76,506
555915 
73,57731
1909 
 
Planetlab amb dos nodes: 2Gb 
 
Intent 1 2 3 4 5 6 7 8 9 10 
Temps 
(s) 
138,05
210358
2 
148,93
381289
2 
153,10
369393
2 
153,21
141264
1 
153,28
628273
7 
157,89
822393 
152,11
940551 
166,25
143620
9 
152,09
189688
7 
153,9089
50579 
 
Planetlab amb dos nodes: 4Gb 
 
Intent 1 2 3 4 5 6 7 8 9 10 
Temps 
(s) 
427,66
810253
8 
426,38
238687 
435,44
789711
3 
441,74
154021
2 
426,98
905612
6 
420,16
927701
3 
425,24
729499
8 
443,94
447608
7 
420,97
414852
9 
434,1558
29633 
 
Planetlab amb dos nodes: 8Gb 
 
Intent 1 2 3 4 5 6 7 8 9 10 
Temps 
(s) 
1129,1
668265
32 
1140,6
249391
34 
1130,6
138199
34 
1123,8
020935
43 
1145,5
058480
2 
1135,3
171265
33 
1095,8
745504
9 
1141,2
631032
7 
1124,2
711347
79 
1120,148
032849 
 
Planetlab amb quatre nodes: 50Mb 
 
Intent 1 2 3 4 5 6 7 8 9 10 
Temps 
(s) 
4,4624
72168 
3,7602
7034 
5,3882
84651 
5,0601
16784 
5,0907
691 
4,9461
18794 
4,6418
0382 
4,9055
73079 
4,8206
86155 
4,820686
155 
 
Planetlab amb quatre nodes: 100Mb 
 
Intent 1 2 3 4 5 6 7 8 9 10 
Temps 
(s) 
5,7453
45 
6,9858
22228 
7,9368
94693 
7,9368
94693 
8,4179
10466 
8,6202
92365 
8,4606
2921 
6,32011
1704 
6,5016
22405 
7,229409
962 
109 
 
 
Planetlab amb quatre nodes: 250Mb  
 
Intent 1 2 3 4 5 6 7 8 9 10 
Temps 
(s) 
8,5582
96291 
9,2341
35551 
10,453
625126 
13,347
869023 
8,9938
93801 
10,806
65403 
12,297
906398 
11,658
649419 
12,747
561396 
9,529493
401 
  
Planetlab amb quatre nodes: 500Mb 
 
Intent 1 2 3 4 5 6 7 8 9 10 
Temps 
(s) 
15,932
963695 
16,328
979681 
17,644
664643 
18,799
160959 
16,213
358119 
17,952
717155 
16,354
727821 
17,576
005365 
18,281
486921 
21,41310
8428 
 
Planetlab amb quatre nodes: 1Gb 
 
Intent 1 2 3 4 5 6 7 8 9 10 
Temps 
(s) 
49,831
763102 
45,059
823683 
48,762
035997 
42,526
26777 
46,258
346079 
42,629
878233 
48,643
876307 
47,398
959314 
43,321
469751 
43,32146
9751 
 
Planetlab amb quatre nodes: 2Gb 
 
Intent 1 2 3 4 5 6 7 8 9 10 
Temps 
(s) 
82,692
40411 
102,01
812299
7 
92,958
346887 
91,214
10129 
91,385
038114 
94,494
546327 
91,566
516692 
96,132
05635 
100,40
632620
8 
91,43464
5227 
 
Planetlab amb quatre nodes: 4Gb 
 
Intent 1 2 3 4 5 6 7 8 9 10 
Temps 
(s) 
182,93
842579
3 
194,71
930353 
193,89
261242
2 
196,50
343490
3 
186,12
420697
4 
194,01
294148
4 
187,24
558214
2 
197,23
944020
8 
190,39
692536
4 
190,6356
669 
 
Planetlab amb quatre nodes: 8Gb 
 
Intent 1 2 3 4 5 6 7 8 9 10 
Temps 
(s) 
611,37
628668
9 
611,59
029915
7 
636,44
445156
4 
611,76
259455
7 
628,04
397057
6 
604,85
840744
1 
611,99
232381
6 
621,24
281643
4 
601,02
293852
6 
618,7507
06927 
 
Planetlab amb quatre nodes: 15Gb 
 
Intent 1 2 3 4 5 6 7 8 9 10 
Temps 
(s) 
1322,6
822769
81 
1292,5
363379
11 
1329,3
610290
03 
1321,9
504551
17 
1348,8
446479
61 
1349,6
122989
82 
1309,5
049223
2 
1291,2
123880
11 
1341,6
387720
46 
1343,516
113828 
110 
 
 
PlanetLab amb vuit nodes: 50Mb 
 
Intent 1 2 3 4 5 6 7 8 9 10 
Temps 
(s) 
2,6638
38407 
2,9455
29002 
3,9634
82021 
3,3553
79652 
3,1403
14732 
3,4554
62295 
3,5144
87738 
2,6509
87272 
2,9547
25879 
3,024469
892 
 
PlanetLab amb vuit nodes: 100Mb 
 
Intent 1 2 3 4 5 6 7 8 9 10 
Temps 
(s) 
6,4559
23789 
3,9940
99395 
7,0036
23524 
5,7757
56926 
5,7380
31573 
5,0259
90969 
4,3846
14073 
5,1046
09209 
6,1517
07463 
5,211185
234 
 
PlanetLab amb vuit nodes: 250Mb 
 
Intent 1 2 3 4 5 6 7 8 9 10 
Temps 
(s) 
5,6916
34464 
5,7991
03421 
9,3150
33292 
5,7026
7905 
8,7187
80539 
5,9783
25116 
9,3490
46988 
7,8137
35855 
10,420
336122 
8,460525
03 
 
PlanetLab amb vuit nodes: 500Mb 
 
Intent 1 2 3 4 5 6 7 8 9 10 
Temps 
(s) 
11,044
568233 
11,542
210671 
13,248
343844 
11,876
985159 
13,820
876519 
17,342
688672 
12,267
752795 
12,500
775275 
16,139
51295 
12,11881
3375 
 
PlanetLab amb vuit nodes: 1Gb 
 
Intent 1 2 3 4 5 6 7 8 9 10 
Temps 
(s) 
27,506
72023 
26,308
150691 
30,754
472293 
25,867
681258 
28,985
042489 
28,136
308195 
29,069
895784 
28,508
729169 
31,216
547966 
28,16154
0755 
 
PlanetLab amb vuit nodes: 2Gb 
 
Intent 1 2 3 4 5 6 7 8 9 10 
Temps 
(s) 
58,261
910297 
63,451
291573 
65,028
9242 
64,140
523062 
61,442
590622 
62,810
426134 
65,351
836042 
62,594
256 
63,654
764756 
63,63198
312 
 
PlanetLab amb vuit nodes: 4Gb 
 
Intent 1 2 3 4 5 6 7 8 9 10 
Temps 
(s) 
115,67
552485
2 
135,04
980561
5 
123,95
058830
9 
123,85
669586
7 
129,54
078610
2 
126,69
857352
8 
122,77
825538
2 
133,06
597619
3 
125,81
281541
9 
125,6564
29449 
 
PlanetLab amb vuit nodes: 8Gb 
Intent 1 2 3 4 5 6 7 8 9 10 
111 
 
Temps 
(s) 
316,87
448365
2 
321,42
376499
4 
320,88
544022
9 
325,17
608876
4 
322,04
874535 
321,56
937285
6 
323,89
465351
88 
339,57
941121
6 
327,15
480625
4 
320,2784
65409 
 
PlanetLab amb vuit nodes: 15Gb 
 
Intent 1 2 3 4 5 6 7 8 9 10 
Temps 
(s) 
811,112
259666 
833,75
436155
5 
833,11
406343
6 
844,25
163058
3 
844,91
516561
3 
830,79
003924
5 
828,41
003023
9 
798,74
441317
3 
798,16
677134
2 
789,2505
40622 
 
Planetlab amb setze nodes: 50Mb 
 
Intent 1 2 3 4 5 6 7 8 9 10 
Temps 
(s) 
1,7367
14996 
1,6471
99056 
1,6156
24823 
3,1672
49237 
1,5796
94221 
2,1981
72923 
2,5187
10007 
2,0644
82114 
2,1050
50755 
2,126521
928 
 
Planetlab amb setze nodes: 100Mb 
 
Intent 1 2 3 4 5 6 7 8 9 10 
Temps 
(s) 
2,7375
06381 
2,4294
88048 
4,3319
04745 
2,9728
10539 
2,5856
55021 
4,3670
71743 
4,3799
13851 
2,4451
42065 
3,4036
93632 
4,133385
983 
 
Planetlab amb setze nodes: 250Mb 
 
Intent 1 2 3 4 5 6 7 8 9 10 
Temps 
(s) 
4,11185
5961 
4,8070
83522 
4,6524
02579 
6,8689
36583 
4,2815
48785 
6,5480
17386 
6,5480
17386 
6,5376
09508 
3,9190
59141 
7,243958
639 
 
Planetlab amb setze nodes: 500Mb 
 
Intent 1 2 3 4 5 6 7 8 9 10 
Temps 
(s) 
8,9949
15794 
11,797
384887 
12,519
166398 
8,2128
69656 
10,202
594422 
9,0042
56365 
9,5062
30944 
9,1209
75401 
10,338
36036 
13,51878
9205 
 
Planetlab amb setze nodes: 1Gb 
 
Intent 1 2 3 4 5 6 7 8 9 10 
Temps 
(s) 
21,847
918748 
22,565
313445 
22,361
299754 
26,128
093428 
23,125
168138 
24,573
987275 
25,765
259347 
23,668
751253 
26,057
728565 
22,31212
9201 
 
Planetlab amb setze nodes: 2Gb 
 
Intent 1 2 3 4 5 6 7 8 9 10 
112 
 
Temps 
(s) 
43,817
814197 
46,479
68617 
47,924
516899 
45,788
062422 
42,361
95129 
49,292
063202 
46,565
610666 
44,855
807466 
47,691
613168 
44,46832
3261 
 
Planetlab amb setze nodes: 4Gb 
 
Intent 1 2 3 4 5 6 7 8 9 10 
Temps 
(s) 
115,48
934039
2 
110,52
145219
6 
104,57
512938
2 
96,932
015119 
100,65
276443
7 
95,127
372548 
94,032
698141 
97,341
156565 
99,378
810129 
97,88342
6104 
 
Planetlab amb setze nodes: 8Gb 
 
Intent 1 2 3 4 5 6 7 8 9 10 
Temps 
(s) 
269,46
801690
3 
280,02
068182
4 
274,85
770717
9 
261,60
360122
7 
262,19
270318
8 
276,30
528549
7 
272,89
724383
9 
271,62
902035
7 
268,58
250497
4 
267,4660
04727 
 
Planetlab amb setze nodes: 15Gb 
 
Intent 1 2 3 4 5 6 7 8 9 10 
Temps 
(s) 
519,25
009243
2 
538,21
748903
3 
533,53
646026
9 
531,61
221769
8 
516,33
860741
2 
528,18
713249
6 
526,18
096893
8 
528,00
777526
8 
528,55
478456
4 
539,3931
86867 
 
Planetlab amb vint-i-quatre nodes: 50Mb 
 
Intent 1 2 3 4 5 6 7 8 9 10 
Temps 
(s) 
1,9194
37859 
1,6415
59766 
2,3970
45195 
1,8839
54849 
2,4908
78076 
2,0825
35107 
2,3860
29707 
1,7112
19552 
2,7065
70781 
2,997097
579 
 
Planetlab amb vint-i-quatre nodes: 100Mb 
Intent 1 2 3 4 5 6 7 8 9 10 
Temps 
(s) 
1,5862
00794 
3,0221
16105 
2,5525
33235 
2,2269
56834 
2,5438
78324 
2,6802
90221 
1,7485
18623 
2,7076
85019 
3,0738
64115 
2,275792
121 
 
Planetlab amb vint-i-quatre nodes: 250Mb 
 
Intent 1 2 3 4 5 6 7 8 9 10 
Temps 
(s) 
2,8226
72738 
3,3464
50672 
5,1744
66754 
3,1085
34018 
5,5482
63126 
2,8816
69091 
7,1290
87961 
3,9885
73711 
4,2551
37456 
6,677899
28 
 
Planetlab amb vint-i-quatre nodes: 500Mb 
 
Intent 1 2 3 4 5 6 7 8 9 10 
Temps 
(s) 
6,4424
99275 
7,5721
71307 
8,6568
89005 
6,9313
07726 
8,8062
38597 
7,7390
68306 
9,5283
34876 
7,6109
62646 
8,1757
14283 
7,500282
897 
113 
 
 
Planetlab amb vint-i-quatre nodes: 1Gb 
 
Intent 1 2 3 4 5 6 7 8 9 10 
Temps 
(s) 
22,236
261165 
20,642
862181 
22,210
804852 
23,190
527091 
20,095
02321 
21,902
823109 
23,096
412746 
21,155
287635 
22,778
02 
21,78147
2757 
 
Planetlab amb vint-i-quatre nodes: 2Gb 
 
Intent 1 2 3 4 5 6 7 8 9 10 
Temps 
(s) 
46,835
425058 
38,886
946902 
43,170
629743 
48,203
167977 
46,821
513686 
50,305
27881 
47,573
35274 
47,227
137309 
45,472
276458 
49,35846
6549 
 
Planetlab amb vint-i-quatre nodes: 4Gb 
 
Intent 1 2 3 4 5 6 7 8 9 10 
Temps 
(s) 
93,876
038812 
94,487
077726 
87,883
31677 
91,277
204373 
93,135
916696 
91,398
182306 
88,190
634309 
91,843
132452 
89,461
88819 
98,66792
943 
 
Planetlab amb vint-i-quatre nodes: 8Gb 
 
Intent 1 2 3 4 5 6 7 8 9 10 
Temps 
(s) 
255,59
088912
1 
255,09
129625
8 
253,05
298786
9 
248,36
276484
8 
252,36
777916
9 
250,47
983236 
249,54
460524
6 
248,86
437610
4 
249,14
309800
2 
249,8901
08288 
 
Planetlab amb vint-i-quatre nodes: 15Gb 
 
Intent 1 2 3 4 5 6 7 8 9 10 
Temps 
(s) 
469,92
544254
9 
471,93
124677
5 
473,26
626602
7 
487,18
433079
9 
486,49
368402
9 
489,80
449740
5 
474,46
482639
8 
493,25
429825 
483,22
594845
4 
478,7394
9386 
 
Planetlab amb trenta-dos nodes: 50Mb 
 
Intent 1 2 3 4 5 6 7 8 9 10 
Temps 
(s) 
0,9107
97985 
1,0911
39161 
1,0079
19802 
2,2749
84949 
1,1893
04329 
1,7233
6595 
0,9131
46126 
1,6416
03274 
1,6322
91941 
1,632291
941 
 
Planetlab amb trenta-dos nodes: 100Mb 
Intent 1 2 3 4 5 6 7 8 9 10 
Temps 
(s) 
1,7952
31286 
2,8876
31987 
2,9567
14674 
1,7300
40981 
2,9654
36799 
2,6542
05742 
2,3427
9319 
2,1146
08539 
1,6427
13715 
2,874842
676 
 
Planetlab amb trenta-dos nodes: 250Mb 
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Intent 1 2 3 4 5 6 7 8 9 10 
Temps 
(s) 
2,4418
08927 
2,5814
44505 
5,5797
95633 
5,3001
16711 
2,6825
46818 
4,8105
98208 
3,8901
6758 
2,4435
3879 
2,2224
19312 
3,029296
409 
 
Planetlab amb trenta-dos nodes: 500Mb 
 
Intent 1 2 3 4 5 6 7 8 9 10 
Temps 
(s) 
9,6889
13135 
6,7397
91464 
6,9880
25871 
7,2761
90743 
7,6639
87531 
7,0870
26795 
11,705
689433 
6,1587
92462 
8,4631
80268 
7,930600
036 
 
Planetlab amb trenta-dos nodes: 1Gb 
 
Intent 1 2 3 4 5 6 7 8 9 10 
Temps 
(s) 
20,450
724802 
23,562
854684 
22,792
556665 
23,096
048538 
20,821
29144 
21,230
572003 
19,805
466461 
20,287
871894 
19,763
559485 
18,90636
2675 
 
Planetlab amb trenta-dos nodes: 2Gb 
 
Intent 1 2 3 4 5 6 7 8 9 10 
Temps 
(s) 
40,027
74104 
40,379
770678 
42,587
130756 
44,048
580236 
40,886
66502 
43,985
987988 
42,591
344273 
44,295
860408 
42,494
880133 
43,86611
0899 
 
Planetlab amb trenta-dos nodes: 4Gb 
 
Intent 1 2 3 4 5 6 7 8 9 10 
Temps 
(s) 
84,788
460329 
86,521
170905 
81,907
803137 
79,805
499062 
78,435
774712 
81,791
346007 
77,399
023805 
81,687
665803 
79,619
561207 
84,95467
5685 
 
Planetlab amb trenta-dos nodes: 8Gb 
 
Intent 1 2 3 4 5 6 7 8 9 10 
Temps 
(s) 
259,46
041883
8 
237,59
407287
8 
238,15
489818
4 
245,28
953621
7 
244,43
799514
8 
240,73
842716
1 
238,44
653437
7 
238,45
325673
9 
236,13
214308
6 
241,7653
08974 
 
Planetlab amb trenta-dos nodes: 15Gb 
 
Intent 1 2 3 4 5 6 7 8 9 10 
Temps 
(s) 
450,30
866712
7 
454,25
720580
9 
462,70
043524
3 
455,81
314575
6 
453,47
980171
8 
452,81
477542
4 
455,14
661692 
462,13
58849 
480,10
693011
2 
457,3817
03437 
 
Resultats numèrics del enregistrament 
 
En aquest annex es presentant els resultats numèrics obtinguts per les bateries de proves del 
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enregistrament de logs. El anàlisis del mateixos es troba a la memòria.  
 
Cluster LSI amb quatre nodes: 50Mb 
 
Intent 1 2 3 4 5 6 7 8 9 10 
Temps 24 
Minuts 
22 
Minuts 
21 
Minuts 
23 
Minuts 
20 
Minuts 
18 
Minuts 
20 
Minuts 
20 
Minuts 
21 
Minuts 
20 
Minuts 
 
Cluster LSI amb quatre nodes: 100Mb 
 
Intent 1 2 3 4 5 6 7 8 9 10 
Temps 31 
Minuts 
39 
Minuts 
32 
Minuts 
45 
Minuts 
44 
Minuts 
36 
Minuts 
38 
Minuts 
51 
Minuts 
34 
Minuts 
48 
Minuts 
 
Cluster LSI amb quatre nodes: 250Mb 
 
Intent 1 2 3 4 5 6 7 8 9 10 
Temps 124 
minuts 
139 
minuts 
118 
minuts 
142 
minuts 
147 
minuts 
131 
minuts 
122 
minuts 
136 
minuts 
127 
minuts 
144 
minuts 
 
Cluster LSI amb quatre nodes: 500Mb 
 
Intent 1 2 3 4 5 6 7 8 9 10 
Temps 284 
minuts 
302 
minuts 
279 
minuts 
255 
minuts 
266 
minuts 
291  
minuts 
317  
minuts 
263  
minuts 
294  
minuts 
276 
minuts 
 
Cluster LSI amb quatre nodes: 1Gb 
 
Intent 1 2 3 4 5 6 7 8 9 10 
Temps 537 
minuts 
591 
minuts 
590 
minuts 
502 
minuts 
582 
minuts 
554 
minuts 
516 
minuts 
606 
minuts 
531 
minuts 
563 
minuts 
 
PlanetLab amb quatre nodes: 50Mb 
 
Intent 1 2 3 4 5 6 7 8 9 10 
Temps 25 
Minuts 
27 
Minuts 
23 
Minuts 
24 
Minuts 
25 
Minuts 
24 
Minuts 
25 
Minuts 
27 
Minuts 
24 
Minuts  
25 
Minuts 
 
PlanetLab amb quatre nodes: 100Mb 
 
Intent 1 2 3 4 5 6 7 8 9 10 
Temps 46 
Minuts 
55 
Minuts 
42 
Minuts 
39 
Minuts 
61 
Minuts 
57 
Minuts 
48 
Minuts 
45 
Minuts 
52 
Minuts 
55 
Minuts 
 
PlanetLab amb quatre nodes: 250Mb 
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Intent 1 2 3 4 5 6 7 8 9 10 
Temps 178 
Minuts 
169 
Minuts 
153 
Minuts 
167 
Minuts 
156 
Minuts 
182 
Minuts 
155 
Minuts 
142 
Minuts 
159 
Minuts 
143 
Minuts 
 
PlanetLab amb quatre nodes: 500Mb 
 
Intent 1 2 3 4 5 6 7 8 9 10 
Temps 325 
Minuts 
313 
Minuts 
380 
Minuts 
390 
Minuts 
384 
Minuts 
366 
Minuts 
316 
Minuts 
323 
Minuts 
332 
Minuts 
353 
Minuts 
 
PlanetLab amb quatre nodes: 1Gb 
 
Intent 1 2 3 4 5 6 7 8 9 10 
Temps 743 
Minuts 
727 
Minuts 
707 
Minuts 
761 
Minuts 
717 
Minuts 
659 
Minuts 
741 
Minuts 
635 
Minuts 
757 
Minuts 
679 
Minuts 
 
PlanetLab amb vuit node: 50Mb 
 
Intent 1 2 3 4 5 6 7 8 9 10 
Temps 16 
 Minuts 
19 
 Minuts 
18 
Minuts 
18 
Minuts 
19 
Minuts 
17 
Minuts 
17 
Minuts 
18 
Minuts 
18 
Minuts 
17 
Minuts 
 
PlanetLab amb vuit nodes: 100Mb 
 
Intent 1 2 3 4 5 6 7 8 9 10 
Temps 33 
Minuts 
26 
Minuts 
29 
Minuts 
32 
Minuts 
35 
Minuts 
25 
Minuts 
38 
Minuts 
40 
Minuts 
31 
Minuts 
26 
Minuts 
 
PlanetLab amb vuit nodes: 250Mb 
 
Intent 1 2 3 4 5 6 7 8 9 10 
Temps 98 
Minuts 
121 
Minuts 
125 
Minuts 
101 
Minuts 
108 
Minuts 
 95 
Minuts 
114 
Minuts 
122 
Minuts 
102 
Minuts 
119 
Minuts 
 
PlanetLab amb vuit nodes: 500Mb 
 
Intent 1 2 3 4 5 6 7 8 9 10 
Temps 230 
Minuts 
 238 
Minuts 
218 
Minuts 
253 
Minuts 
232 
Minuts 
243 
Minuts 
246 
Minuts 
 236 
Minuts 
259 
Minuts 
212 
Minuts 
 
PlanetLab amb vuit nodes: 1Gb 
 
Intent 1 2 3 4 5 6 7 8 9 10 
Temps 470 
 Minuts 
469 
Minuts 
497 
Minuts 
458 
Minuts 
500 
Minuts 
454 
Minuts 
409 
Minuts 
433 
Minuts 
432 
Minuts 
412 
Minuts 
117 
 
 
PlanetLab amb setze nodes: 50Mb 
 
Intent 1 2 3 4 5 6 7 8 9 10 
Temps 10  
minuts 
9  
minuts 
9  
minuts 
9  
minuts 
9  
minuts 
9  
minuts 
10  
minuts 
10  
minuts 
9  
minuts 
9  
minuts 
 
PlanetLab amb setze nodes: 100Mb 
 
Intent 1 2 3 4 5 6 7 8 9 10 
Temps 18 
Minuts 
30 
Minuts 
26 
Minuts 
19 
Minuts 
18 
Minuts 
28 
Minuts 
22 
Minuts 
25 
Minuts 
28 
Minuts 
24 
Minuts 
 
PlanetLab amb setze nodes: 250Mb 
 
Intent 1 2 3 4 5 6 7 8 9 10 
Temps 81 
 Minuts 
 79 
Minuts 
60 
 Minuts 
 63 
Minuts 
70 
Minuts 
82 
Minuts 
76 
Minuts 
66 
Minuts 
72 
Minuts 
89 
Minuts 
 
PlanetLab amb setze nodes: 500Mb 
 
Intent 1 2 3 4 5 6 7 8 9 10 
Temps 161 
Minuts 
168 
Minuts 
178 
Minuts 
173 
Minuts 
156 
Minuts 
165 
Minuts 
153 
Minuts 
161 
Minuts 
160 
Minuts 
177 
Minuts 
 
PlanetLab amb setze nodes: 1Gb 
 
Intent 1 2 3 4 5 6 7 8 9 10 
Temps 329 
Minuts 
305 
Minuts 
340 
Minuts 
345 
Minuts 
336 
Minuts 
301 
Minuts 
314 
Minuts 
311 
Minuts 
326 
Minuts 
366 
Minuts 
 
PlanetLab amb setze nodes: 2Gb 
 
Intent 1 2 3 4 5 6 7 8 9 10 
Temps 681 
Minuts 
729 
Minuts 
662 
Minuts 
705 
Minuts 
 671 
Minuts 
 731 
Minuts 
719 
Minuts 
710 
Minuts 
684 
Minuts 
632 
Minuts 
 
PlanetLab amb vint-i-quatre nodes: 50Mb 
 
Intent 1 2 3 4 5 6 7 8 9 10 
Temps 9  
minuts 
9  
minuts 
9  
minuts 
10  
minuts 
9  
minuts 
9  
minuts 
9  
minuts 
10  
minuts 
9 
minuts 
9 minuts 
 
PlanetLab amb vint-i-quatre nodes: 100Mb 
 
Intent 1 2 3 4 5 6 7 8 9 10 
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Temps 15 
Minuts 
22 
Minuts 
18 
Minuts 
22 
Minuts 
17 
Minuts 
15 
Minuts 
16 
Minuts 
21 
Minuts 
22 
Minuts 
16 
Minuts 
 
PlanetLab amb vint-i-quatre nodes: 250Mb 
 
Intent 1 2 3 4 5 6 7 8 9 10 
Temps 64 
Minuts 
62 
Minuts 
71 
Minuts 
58 
Minuts 
60 
Minuts 
62 
Minuts 
74 
Minuts 
59 
Minuts 
55 
Minuts 
67 
Minuts 
 
PlanetLab amb vint-i-quatre nodes: 500Mb 
 
Intent 1 2 3 4 5 6 7 8 9 10 
Temps 137 
Minuts 
141 
Minuts 
132 
Minuts 
126 
Minuts 
150 
Minuts 
138 
Minuts 
144 
Minuts 
139 
Minuts 
146 
Minuts 
127 
Minuts 
 
PlanetLab amb vint-i-quatre nodes: 1Gb 
 
Intent 1 2 3 4 5 6 7 8 9 10 
Temps 216 
Minuts 
224 
Minuts 
223 
Minuts 
213 
Minuts 
228 
Minuts 
237 
Minuts 
231 
Minuts 
229 
Minuts 
236 
Minuts 
224 
Minuts 
 
PlanetLab amb vint-i-quatre nodes: 2Gb 
 
Intent 1 2 3 4 5 6 7 8 9 10 
Temps 438 
Minuts 
466 
Minuts 
447 
Minuts 
483 
Minuts 
452 
Minuts 
472 
Minuts 
489 
Minuts 
477 
Minuts 
445 
Minuts 
458 
Minuts 
 
PlanetLab amb vint-i-quatre nodes: 4Gb 
 
Intent 1 2 3 4 5 6 7 8 9 10 
Temps 583 
Minuts 
791 
Minuts 
832 
Minuts 
728 
Minuts 
676 
Minuts 
658 
Minuts 
756 
Minuts 
789 
Minuts 
765 
Minuts 
728 
Minuts 
 
PlanetLab amb trenta-dos nodes: 50Mb 
 
Intent 1 2 3 4 5 6 7 8 9 10 
Temps 9 
minuts 
9 
minuts 
9 
minuts 
9 
minuts 
9 
minuts 
9 
minuts 
9 
minuts 
9 
minuts 
9 
minuts 
9 
minuts 
  
PlanetLab amb trenta-dos nodes: 100Mb 
 
Intent 1 2 3 4 5 6 7 8 9 10 
Temps 15 
minuts 
15 
minuts 
17 
minuts 
16 
minuts 
18 
minuts 
20 
minuts 
16 
minuts 
17 
minuts 
15 
minuts 
18 
minuts 
 
PlanetLab amb trenta-dos nodes: 250Mb 
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Intent 1 2 3 4 5 6 7 8 9 10 
Temps 47 
minuts 
52 
minuts 
59 
minuts 
54 
minuts 
46 
minuts 
54 
minuts 
55 
minuts 
57 
minuts 
52 
minuts 
45 
minuts 
 
PlanetLab amb trenta-dos nodes: 500Mb 
 
Intent 1 2 3 4 5 6 7 8 9 10 
Temps 113 
Minuts  
96 
minuts 
113 
minuts 
106 
minuts 
114 
minuts 
102 
minuts 
115 
minuts 
112 
minuts 
104 
minuts 
102 
minuts 
 
PlanetLab amb trenta-dos nodes: 1Gb 
 
Intent 1 2 3 4 5 6 7 8 9 10 
Temps 212 
Minuts 
 
229 
Minuts 
 
218 
Minuts 
206 
Minuts 
216 
Minuts 
242 
Minuts 
222 
Minuts 
216 
Minuts 
226 
Minuts 
224 
Minuts 
 
PlanetLab amb trenta-dos nodes: 2Gb 
 
Intent 1 2 3 4 5 6 7 8 9 10 
Temps 435 
minuts 
 
469 
minuts 
 
443 
minuts 
482 
minuts 
456 
minuts 
461 
minuts 
492 
minuts 
464 
minuts 
437 
minuts 
444 
minuts 
 
PlanetLab amb trenta-dos nodes: 4Gb 
 
Intent 1 2 3 4 5 6 7 8 9 10 
Temps 574 
minuts 
795 
minuts 
717 
minuts 
605 
minuts 
872 
minuts 
641 
minuts 
708 
minuts 
753 
minuts 
792 
minuts 
713 
minuts 
 
Resultats numèrics del biclustering 
 
En aquest annex es presentant els resultats numèrics obtinguts per les bateries de proves del 
enregistrament de logs. El anàlisis del mateixos es troba a la memòria.  
 
Cluster LSI amb quatre node: 50Mb 
 
Intent 1 2 3 4 5 6 7 8 9 10 
Temps 22 
Minuts 
25 
Minuts 
26 
Minuts 
23 
Minuts 
24 
Minuts 
24 
Minuts 
23 
Minuts 
24 
Minuts 
25 
Minuts 
22 
Minuts 
 
Cluster LSI amb quatre node: 100Mb 
 
Intent 1 2 3 4 5 6 7 8 9 10 
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Temps 44 
Minuts 
43 
Minuts 
49 
Minuts 
36 
Minuts 
51 
Minuts 
43 
Minuts 
39 
Minuts 
42 
Minuts 
52 
Minuts 
47 
Minuts 
 
Cluster LSI amb quatre node: 250Mb 
 
Intent 1 2 3 4 5 6 7 8 9 10 
Temps 162 
Minuts 
189 
Minuts 
164 
Minuts 
166 
Minuts 
173 
Minuts 
178 
Minuts 
185 
Minuts 
190 
Minuts 
177 
Minuts 
184 
Minuts 
 
Cluster LSI amb quatre node: 500Mb 
 
Intent 1 2 3 4 5 6 7 8 9 10 
Temps 335 
Minuts 
311 
Minuts 
328 
Minuts 
279 
Minuts 
332 
Minuts 
318 
Minuts 
317 
Minuts 
326 
Minuts 
309 
Minuts 
323 
Minuts 
 
Cluster LSI amb quatre node: 1Gb 
 
Intent 1 2 3 4 5 6 7 8 9 10 
Temps 621 
Minuts 
635 
Minuts 
633 
Minuts 
601 
Minuts 
585 
Minuts 
570 
Minuts 
578 
Minuts 
636 
Minuts 
682 
Minuts 
572 
Minuts 
 
PlanetLab amb quatre nodes: 50Mb 
 
Intent 1 2 3 4 5 6 7 8 9 10 
Temps 24 
Minuts 
25 
Minuts 
24 
Minuts 
24 
Minuts 
26 
Minuts 
27 
Minuts 
25 
Minuts 
25 
Minuts 
24 
Minuts 
24 
Minuts 
 
PlanetLab amb quatre nodes: 100Mb 
 
Intent 1 2 3 4 5 6 7 8 9 10 
Temps 53 
Minuts 
57 
Minuts 
55 
Minuts 
57 
Minuts 
50 
Minuts 
54 
Minuts 
55 
Minuts 
59 
Minuts 
46 
Minuts 
44 
Minuts 
 
PlanetLab amb quatre nodes: 250Mb 
 
Intent 1 2 3 4 5 6 7 8 9 10 
Temps 166 
Minuts 
174 
Minuts 
165 
Minuts 
171 
Minuts 
174 
Minuts 
162 
Minuts 
177 
Minuts 
181 
Minuts 
172 
Minuts 
168 
Minuts 
 
PlanetLab amb quatre nodes: 500Mb 
 
Intent 1 2 3 4 5 6 7 8 9 10 
Temps 345 
Minuts 
319 
Minuts 
3553 
Minuts 
337 
Minuts 
318 
Minuts 
326 
Minuts 
310 
Minuts 
359 
Minuts 
354 
Minuts 
313 
Minuts 
 
PlanetLab amb quatre nodes: 1Gb 
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Intent 1 2 3 4 5 6 7 8 9 10 
Temps 727 
Minuts 
674 
Minuts 
712 
Minuts 
626 
Minuts 
659 
Minuts 
735 
Minuts 
726 
Minuts 
667 
Minuts 
744 
Minuts 
662 
Minuts 
 
PlanetLab amb vuit nodes: 50Mb 
 
Intent 1 2 3 4 5 6 7 8 9 10 
Temps 18 
Minuts 
19 
Minuts 
18 
Minuts 
19 
Minuts 
19 
Minuts 
20 
Minuts 
18 
Minuts 
18 
Minuts 
18 
Minuts 
18 
Minuts 
 
PlanetLab amb vuit nodes: 100Mb 
 
Intent 1 2 3 4 5 6 7 8 9 10 
Temps 43 
Minuts 
44 
Minuts 
31 
Minuts 
29 
Minuts 
43 
Minuts 
35 
Minuts 
40 
Minuts 
37 
Minuts 
39 
Minuts 
41 
Minuts 
 
PlanetLab amb vuit nodes: 250Mb 
 
Intent 1 2 3 4 5 6 7 8 9 10 
Temps 133 
Minuts 
106 
Minuts 
130 
Minuts 
101 
Minuts 
110 
Minuts 
122 
Minuts 
129 
Minuts 
119 
Minuts 
126 
Minuts 
132 
Minuts 
 
PlanetLab amb vuit nodes: 500Mb 
 
Intent 1 2 3 4 5 6 7 8 9 10 
Temps 245 
Minuts 
239 
Minuts 
242 
Minuts 
246 
Minuts 
277 
Minuts 
261 
Minuts 
256 
Minuts 
265 
Minuts 
234 
Minuts 
258 
Minuts 
 
PlanetLab amb vuit nodes: 1Gb 
 
Intent 1 2 3 4 5 6 7 8 9 10 
Temps 514 
Minuts 
504 
Minuts 
474 
Minuts 
503 
Minuts 
487 
Minuts 
481 
Minuts 
476 
Minuts 
519 
Minuts 
535 
Minuts 
538 
Minuts 
 
PlanetLab amb vuit nodes: 2Gb 
 
Intent 1 2 3 4 5 6 7 8 9 10 
Temps  933 
Minuts 
878 
Minuts 
911 
Minuts 
876 
Minuts 
948 
Minuts 
963 
Minuts 
910 
Minuts 
882 
Minuts 
935 
Minuts 
886 
Minuts 
 
PlanetLab amb setze nodes: 50Mb 
 
Intent 1 2 3 4 5 6 7 8 9 10 
Temps 16 19 17 16 16 18 17 17  16  16 
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Minuts Minuts Minuts Minuts Minuts Minuts Minuts Minuts Minuts Minuts 
 
PlanetLab amb setze nodes: 100Mb 
 
Intent 1 2 3 4 5 6 7 8 9 10 
Temps 29 
Minuts 
28 
Minuts 
34 
Minuts 
30 
Minuts 
37 
Minuts 
38 
Minuts 
30 
Minuts 
36 
Minuts 
33 
Minuts 
24 
Minuts 
 
PlanetLab amb setze nodes: 250Mb 
 
Intent 1 2 3 4 5 6 7 8 9 10 
Temps 90 
Minuts 
88 
Minuts 
94 
Minuts 
104 
Minuts 
82 
Minuts 
79 
Minuts 
84 
Minuts 
78 
Minuts 
98 
Minuts 
93 
Minuts 
 
PlanetLab amb setze nodes: 500Mb 
 
Intent 1 2 3 4 5 6 7 8 9 10 
Temps 191 
Minuts 
184 
Minuts 
203 
Minuts 
189 
Minuts 
187 
Minuts 
179 
Minuts 
215 
Minuts 
180 
Minuts 
212 
Minuts 
176 
Minuts 
 
PlanetLab amb setze nodes: 1Gb 
Intent 1 2 3 4 5 6 7 8 9 10 
Temps 414 
Minuts 
361 
Minuts 
411 
Minuts 
398 
Minuts 
427 
Minuts 
402 
Minuts 
428 
Minuts 
394 
Minuts 
350 
Minuts 
397 
Minuts 
 
PlanetLab amb setze nodes: 2Gb 
 
Intent 1 2 3 4 5 6 7 8 9 10 
Temps 742 
Minuts 
783 
Minuts 
846 
Minuts 
791 
Minuts 
752 
Minuts 
822 
Minuts 
805 
Minuts 
770 
Minuts 
796 
Minuts 
802 
Minuts 
 
PlanetLab amb vint-i-quatre nodes: 50Mb 
 
Intent 1 2 3 4 5 6 7 8 9 10 
Temps 15 
Minuts 
16 
Minuts 
14 
Minuts 
14 
Minuts 
14 
Minuts 
 15 
Minuts 
 15 
Minuts 
 14 
Minuts 
 16 
Minuts 
14 
Minuts 
 
PlanetLab amb vint-i-quatre nodes: 100Mb 
 
Intent 1 2 3 4 5 6 7 8 9 10 
Temps 30 
Minuts 
31 
Minuts 
27 
Minuts 
22 
Minuts 
34 
Minuts 
32 
Minuts 
28 
Minuts 
24 
Minuts 
24 
Minuts 
26 
Minuts 
     
PlanetLab amb vint-i-quatre nodes: 250Mb 
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Intent 1 2 3 4 5 6 7 8 9 10 
Temps 84 
Minuts 
85 
Minuts 
 94 
Minuts 
106  
Minuts 
97  
Minuts 
102 
Minuts 
97 
Minuts 
92 
Minuts 
93 
Minuts 
93 
Minuts 
 
PlanetLab amb vint-i-quatre nodes: 500Mb 
 
Intent 1 2 3 4 5 6 7 8 9 10 
Temps 182 
Minuts 
194  
Minuts 
177 
Minuts 
212 
Minuts 
   196 
Minuts 
216 
Minuts 
193 
Minuts 
 224 
Minuts 
188 
Minuts 
 199 
Minuts 
 
PlanetLab amb vint-i-quatre nodes: 1Gb 
 
Intent 1 2 3 4 5 6 7 8 9 10 
Temps  478 
Minuts 
 378 
Minuts 
385 
Minuts 
410 
Minuts 
 362 
Minuts 
376 
Minuts 
352 
Minuts 
442 
Minuts 
 561 
Minuts 
389 
Minuts 
 
PlanetLab amb vint-i-quatre nodes: 2Gb 
 
Intent 1 2 3 4 5 6 7 8 9 10 
Temps 811 
Minuts 
786 
Minuts 
802 
Minuts 
769 
Minuts 
754 
Minuts 
772 
Minuts 
841 
Minuts 
812 
Minuts 
782 
Minuts 
788 
Minuts 
 
PlanetLab amb trenta-dos nodes: 50Mb 
 
Intent 1 2 3 4 5 6 7 8 9 10 
Temps 14 
Minuts 
15 
Minuts 
14 
Minuts 
14 
Minuts 
15 
Minuts 
14 
Minuts 
14 
Minuts 
14 
Minuts 
14 
Minuts 
14 
Minuts 
 
PlanetLab amb trenta-dos nodes: 100Mb 
 
Intent 1 2 3 4 5 6 7 8 9 10 
Temps 23 
Minuts 
31 
Minuts 
27 
Minuts 
22 
Minuts 
34 
Minuts 
28 
Minuts 
27 
Minuts 
23 
Minuts 
24 
Minuts 
23 
Minuts 
 
PlanetLab amb trenta-dos nodes: 250Mb 
 
Intent 1 2 3 4 5 6 7 8 9 10 
Temps 82 
Minuts 
78 
Minuts 
96 
Minuts 
93 
Minuts 
85 
Minuts 
78 
Minuts 
100 
Minuts 
89 
Minuts 
91 
Minuts 
94 
Minuts 
 
PlanetLab amb trenta-dos nodes: 500Mb 
 
Intent 1 2 3 4 5 6 7 8 9 10 
Temps 188 
Minuts 
193 
Minuts 
214 
Minuts 
196 
Minuts 
208 
Minuts 
176 
Minuts 
201 
Minuts 
211 
Minuts 
178 
Minuts 
182 
Minuts 
124 
 
 
PlanetLab amb trenta-dos nodes: 1Gb 
 
Intent 1 2 3 4 5 6 7 8 9 10 
Temps 376 
Minuts 
389 
Minuts 
412 
Minuts 
363 
Minuts 
557 
Minuts 
408 
Minuts 
364 
Minuts 
371 
Minuts 
359 
Minuts 
366 
Minuts 
 
PlanetLab amb trenta-dos nodes: 2Gb 
 
Intent 1 2 3 4 5 6 7 8 9 10 
Temps 781 
Minuts 
834 
Minuts 
821 
Minuts 
756 
Minuts 
742 
Minuts 
767 
Minuts 
759 
Minuts 
793 
Minuts 
788 
Minuts 
801 
Minuts 
 
 
