Longitudinal studies provide a fundamental and common approach to understanding many important questions raised by health scientists, for they allow one to identify per-subject changes over time that may be missed by sampling different populations at distinct times. While this study design has been used by medical scientists and epidemiologists for a very long time, the statistical methods required to take into account the full longitudinal complexities of data, some of which may be missing, have only appeared relatively recently. Hence, this continues to be a fruitful area of methodological development. In the past ten years there has been a rapid development of ideas and approaches to the analysis of data that arise from taking repeated observations on individuals or clusters of individuals. The authors contributing to this issue discuss a variety of concepts and approaches that have been found to be useful data-analytic strategies for longitudinal data.
A rudimentary classification of the methods of analysis can be based on the type of variable considered as the response. In the first contribution by Laird, Donnelly and Ware, continuous responses are considered. These responses offer a rich extension to the powerful linear regression and analysis of variance models that have been the stock in trade of a great deal of applied biostatistical work.
While continuous responses are important for many applications, binary response data are also common in practice, the topic addressed by Neuhaus. This review considers a variety of different classes of association that can be considered in this situation, and it provides helpful guidelines for what can be appropriate for addressing particular substantive research questions.
Missing data is especially critical for longitudinal studies in the health sciences, because it is very unusual to find such a data set that is complete. The third contribution by Gornbein, Lazaro and Little discusses several different examples from their own research, showing that some approaches to handling missing data can result in throwing out all or nearly all of the data. However, they also provide some very practical methods that can be used to obtain valid results in these situations.
Andersen recounts methods for incorporating risk factors that have been repeatedly assessed into the analysis of failure-time data. He shows how the time-dependent covariates in Cox's proportional hazards model can be viewed in terms of a Markov model. This provides not only for a useful way of making statistical inferences on the model parameters, but it also aids in the understanding of the results.
The final contribution considers some of the particular problems of interpretation that arise when time itself is considered as a factor in a longitudinal study. A linear regression model that simultaneously includes age along with year of birth and the date of observation is necessarily aliased. Nevertheless, epidemiologists have considerable interest in these factors, and the methods of analysis that might be used in these situations are described and illustrated using data on cancer incidence.
A practical problem facing the data analyst is the limitation of software available in some of the more popular statistical packages. In the case of continuous responses, BMDPS V does allow one to readily fit some of the models described by Laird, Donelly and Ware, and most of the better packages allow for time-dependent covariates in a survival analysis. Unfortunately, it is not so easy at this time to apply some of the methods for binary responses and/or generalized linear models (GLIM) by simply taking a program off the shelf. Hopefully, the producers of statistical software will take up the challenge of providing the necessary tools for conducting these analyses, because there are many studies that could benefit from such approaches. We do hope that readers will find these contributions helpful in understanding some of the methods that have been recently developed for interpreting the results of longitudinal studies.
