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Abstract 
Li, L., H. Li and Y. Liu, A decision algorithm for linear sentences on a PFM, Annals of Pure 
and Applied Logic 59 (1993) 273-286. 
By PFM, we mean a finitely generated module over a principal ideal domain; a linear sentence 
is a sentence that contains no disjunctive and negative symbols. In this paper, we present an 
algorithm which decides the truth for linear sentences on a given PFM, and we discuss its time 
complexity. In particular, when the principal ideal domain is the ring of integers or a univariate 
polynomial ring over the field of rationals, the algorithm is polynomial-time. Finally, we 
consider some applications to Abelian groups. 
By PFM, we mean a finitely generated module over a principal ideal domain. A 
linear sentence on a PFM is a sentence which is a conjunction of atomic formulas 
preceded by an arbitrary finite string of quantifiers. In this paper, we discuss the 
problem how to decide if a linear sentence is true, and the complexity of the 
presented algorithm. 
Our decision method for linear sentences is algebraic. In specific, it transforms 
a linear sentence into a linear system of equations; thus it converts the deciding 
problem for truth of sentences into the symbolic computation problem for linear 
systems. 
In this paper we prove that there is an algorithm to decide, for any linear 
sentence n(v), whether or not n(q) holds on M when R is a computable 
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principal ideal domain (see Definition 5), M is a finitely generated module over 
R. Further, the algorithm is polynomial-time when R is a ring such as the field of 
rationals, the ring of integers or a univariate polynomial ring over the field of 
rationals. 
For undefined notions we refer to [4], [6]. 
1. Linear sentences and linear systems of equations 
Let R be a principal ideal domain (PID for short), and let 
A = {ai, ~2, . . . > GJ, 
be a finite alphabet; a free module M(A) generated by A over R is the module 
consisting of formal linear combinations 
. 
C diai. 
i=l 
Elements in M(A) are denoted by m-dimensional vectors over R. We consider 
defining relations 
a, = 0, i=l,2,. . . , k (1.1) 
where pi = cpi d,Uj, i = 1, 2, . . . , k, are in M(A). Let N be the submodule of 
M(A) generated by these ai. The quotient module M(A)/N is called the module 
defined by defining relations (1.1). 
Definition 1. Let R be a PID. We recall that a module M on R is given, if we are 
given a finite alphabet 
A = {ai, ~2, . . . ,a,> 
and defining relations G on A 
2 dijaj = 0, i = 1, 2, . . . , k, 
j=l 
where d,ER, ajEA, j=l,2,. . . , m, such that M is, up to isomorphism, the 
module defined by A and G. 
Every finitely generated module can be given in this way. 
The matrix consisting of the coefficients d, of cri 
dZ1 . . . d,, 
d,, . . . dk2 
d23 . . . dk3 
d2,,, . . . dkm 
is called the defining matrix determined by G. 
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Every atomic formula on a module M has the form 
2 cixi + 2 qaj = 0, 
where ci, ej E R, i = 1, 2, . . . , II, i = 1, 2, . . . , m. Each variable Xi occurs only 
once. In the sequel, formulas and sentences are always written in prenex normal 
form. 
0 = Q,x, QA - . . Q.Avh 
where Q,‘s are quantifiers, i = 1, 2, . . . , n, q is a quantifier-free formula. q is 
called the matrix of w, and 
II = Q,XI QA . . . Qsx.7 
is called the quantifier prefix of w. For simplicity, we write the successive 
universal or existential variables occurring in I7 in vector form like 
(x,1, xi2, . . . , xd’. Thus 17is rewritten as 
n = QlX,Q,Xz. . . Q&z, U-2) 
where Qi and Qi+r are distinct quantifiers, i = 1, 2, . . . , n - 1. There is no 
difference between the ordinary form and the vector form but the writing pattern. 
The number II of quantifiers occurring in the vector form of fliis called the depth 
of fl, and is denoted by dep(fl). Without loss of generality, we suppose that in 
the vector form of (1.2), the first quantifier is a universal quantifier and the last 
one is an existential quantifier. The reason is that we can always form a new 
sentence Vx 17 3y (x = x A y = y A ~JJ) which is equivalent to n( r/~). 
Definition 2. A sentence o = Q,X,QzXz . . . QnXn(~) is called linear, if 3 is a 
conjunction of atomic formulas. 
Example 1. Let Z be the ring of integers, A = {a, b, c}, so the sentences 
Vx (2x = 0), 3x (4x - 2c = 0) are linear sentences. M, given by the defining 
relations 
a+b-c=O, 2a = 0, 2b = 0, 
is the Klein 4-group; M2 given by the defining relations 
8a = 0, 4a - b = 0, 2a - c = 0, 
is the cyclic group of order 8. It is obvious that the sentence Vx (2~ = 0) holds in 
M,, but does not hold in M2. And 3x (4x - 2c = 0) holds both in Ml and M2. 
Let pi = CEi dijaj, i = 1, 2, . . . , k, be defining relations of a module M. For 
any atomic formular p = 0 where 
p = 2 CjXj + f$ eiai. 
i=l j=l 
(1.3) 
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p = 0 is true in M for some assignment of xi iff there exist values of yij, zi in R 
such that the following equality 
$i ,gi GYij”j + ,$i ejaj + i $i (dijzi)uj = O 
holds in M. It is equivalent to say that the following system of linear equations 
2 ciYil + 2 dilzi = -c 
2 ciYi2 + & 42zi = -et 
. . . 
2 dY+n + $I 4mzi = -em 
has solutions. We write the system as AX + DZ = E, where D is called the 
defining matrix which depends only on the module M. This linear system is called 
the system corresponding to the atomic formula p = 0. 
For a linear sentence o, 
(1.4) 
let A,X, + DZi = Ei be the corresponding linear systems to pi = 0, i = 1, 2, . . . , t. 
The system 
A,X1 + DZ1 = El, 
A2X2 + DZ, = E2, 
(1.5) . . . f 
A,X, + DZ, = E, 
is called the system corresponding to the linear sentence o. We write this system 
as AX = E. Note that all unknowns in different Zi are mutually disjoint, but there 
may be the same unknowns in different Xi since different pi may include the same 
variables. 
According to the quantifiers (1.2), we write AX = E as 
A,X,+A,X,+-a-+A,X,=E, 
where (Al, AZ, . . . , A,) = A. The system AX = E has m *n + t * k unknowns 
where m is the number of elements in the generating set A, n is the number of 
variables in w, t is the number of atomic formulas in o, and k is the number of 
relations in the defining relations of M. In such a system, the m unknowns Yij are 
determined by the variable xi in w. Motivated by this point, we define the 
expansion form for the quantifiers II as follows. 
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Let fl= Qlx1Q2x2 . * - Q,x, be a quantifier prefix. For every quantifier Q,xi in 
II, we substitute a group of quantifiers 
Qirl: = Q<Yi,QiYi,. . * QiYirn. 
QiY is called the expansion of Qixj (in terms of generating set A and defining 
relations G). The quantifier prefix 
QIGQzK. . . Q,Y, 32, . . - 32, 
is called the expansion form of 17 (in terms of generating set A, defining relations 
G and sentence w) and is denoted as E(n). 
Definition 3. A linear system AX = E is said to satisfy E(II), if the sentence 
E(I7)(AX = E) is true in R. 
In the sequel, E(l7) is always written in vector form; the number of quantifiers 
occurring in the vector form of E(H) is called the depth of E(U). Thus E(II) has 
the same depth as fl by our agreement that the last quantifier of II is an 
existential quantifier. 
Theorem 1. A linear sentence cc) = Il(A\r=, /3) is true in M iff the corresponding 
system of linear equations AX = E satisfies E(II). 
Proof. This is obvious from the discussion above. 0 
When a linear sentence has FZ variables and t atomic formulas, the corresponding 
system AX = E contains not more than n *m + t * k unknowns and tam 
equations. Thus the transformation from a linear sentence to a system of linear 
equations is very practical. 
Theorem 2. When the system AX = E has solutions, AX = E satisfies E(II) iff the 
homogeneous system AX = 0 satisfies E(H). 
Proof. We note that the geometric sense of Theorem 2 is obvious. For any 
nonhomogeneous system AX = E, its solutions are a parallel translation of the 
solutions of the homogeneous system AX = 0. With a parallel translation, 
however, there is no change of satisfiability. 
The detailed proof can be done by induction on the quantifier depth dep(II), 
and is omitted. 0 
2. A sufficient and necessary condition for satisfiability 
Let AX = E be a system of linear equations. When does the system satisfy 
quantifiers E(II)? The first thing at all is that the system must be solvable. For 
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otherwise it is impossible to satisfy E(H). Furthermore, AX = E satisfies E(l7) iff 
the homogeneous system AX = 0 satisfies E(17) by Theorem 2. So we can restrict 
our discussion to the homogeneous case. 
Let Q be the set of solutions of equations AX = 0 and let 
E(n) = QIXI Q&z. * * Q,X, 
be the expansion form of quantifier prefix II We denote the projection of an 
element cx E 52 on Xi by cu(Xi), i.e., LY(X,) are those components of (Y 
corresponding to the unknowns 
xi = (Xi1 ) xi2, . . . , Xir)‘. 
Let Q(X,) = { (Y(X;) 1 a e Sz}. 
Definition 4. The set of Q of solutions of AX = 0 is said to be ergo&c on the 
unknowns 
xi = (Xi1 7 xi27 . . . j Xir)Tv 
if O(Xi) = R”‘. Q is said to be ergodic on E(n), if D is ergodic on all universal 
variables X2,-r of E(n), i = 1, 2, . . . , p/2. 
For a given Xi, let 
Ai = {a E D 1 cu(X;) = 0}, i = 1,2, . . . , p. 
Ai is a submodule of 9, i = 1, 2, . . . , p, and nf==, Ai = (0). 
Lemma. Given a residue class LY + nT=, Ai of submodule flE1 Ai in Q, where 
a E 9, then for all residue classes p + Ai of submodule Ai in Sz, 
Proof. For arbitrary u E Q, from 
holds for all /3 E Q, we have (Y + 6, = (Y - u + a2 for some 6, in nTC1 Ai, and a2 
in Aj. So 
u=S2_sl~~Ai+Aj. 
i=l 
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Conversely, for any /3 + A,, from 
h Aj + Ai = 52. 
i=l 
we have S1 - & = /II - (Y for some 6, E n=, A;, and S2 E Aj. So a + b1 = /? + ~3~. 
That is ((u + fl=, Aj) fl (p + Aj) # 0. q 
Theorem 3. Let E(Il) = QlX,Q,X2. * * Q,X,. A system of linear equations 
AX = 0 satisfies E(II), iff the set CJ of solutions of AX = 0 is ergodic on E(n), 
and 
fi Ai + A2r+l = !Z, i = 1, 2, . . . , p - 2/2. 
i=l 
Proof. Here we give the brief proof of this theorem. For the details we refer to 
[ill. 
We write the system AX = 0 as 
Let VX, 3X, . . . 3X2, VX2r+l be a prefix of E(17). Since AX = 0 satisfies E(IT), 
there are valuations of X1, X2, . . . , Xzr, say aI, (Y~, . . . , azr, such that for any 
valuation &2r+l of X2r+l, the system 
Ala, + - - - + Azr+zaz,+, + A2r+2X2r+2 + * * . + ApXp = 0 
is solvable. Let Y be a solution of the system, then 
P = (aI> a2r . . . ) a2r, &2,+1, y>’ 
is a solution of AX = 0. The projection of 6 on Xi is q, i = 1, 2, . . . , 2r, 
respectively. So all the solutions which have projection a; on Xi, i = 1, 2, . . . , 2r, 
are exactly the elements in /3 + nf:, Aj. 
Let y be a solution of AX = 0 which has projection azr+r on X2r+l. Then all 
solutions which have projection a2r+l on X21+1, are exactly the elements in 
y + A2rtl. When y runs through all solutions of AX = 0, the projections of y on 
X2r+l run through all vectors in I?‘“’ (where s is the dimension of X2r+l) because 
of the ergodicity on X2r+l. Thus we have, for any y E R, 
and /-$;I Aj + A2r+l = Sz by the lemma. 
By inverting this procedure we have a proof for the other direction. 0 
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3. Computable PID, Smith canonical form 
A ring R is called discrete, if every element in R can be specified in a finite 
form. From the viewpoint of computations, a computer can only work on a 
discrete ring. But there is no impairment for our discussion for real fields, 
polynomial rings, etc., even if these rings are non-discrete. When a sentence over 
a PFM is given, the objects we need to handle are always concrete and finitely 
representable. So we work within a discrete subring of the non-discrete ring in 
practice. This becomes clearer when we inspect the work of theorem-proving on 
elementary geometry in [15], which works in the field of real numbers, but we 
never bump into the ‘genuine’ real numbers in the computing process, so the 
elementary geometry is working, in fact, in a discrete subfield of the field of real 
numbers. 
Definition 5. A PID R is called computable, if 
(1) for arbitrary a and b, it is decidable if a = b ; 
(2) the addition and multiplication are computable; 
(3) the factorization is computable; 
(4) for relatively prime elements X, y, elements a, b such that ux + by = 1 are 
computable; 
If R is an Euclidean ring then the conditions (3), (4) are replaced by: 
(3)’ the division with remainder is computable. 
For further discussion of the conditions of Definition 5 we refer to [13]. Almost 
all PIDs practical in research are computable PIDs. In the following discussion, 
PID R is always assumed computable. 
Let R be a PID; we denote the unit matrix by I, and the matrix which has 1 at 
the ith row and jth column and 0 elsewhere by eij. Let 
Ki(b) = I + be,, b E R, 
Di(u) = I + (u - l)eii, u is an invertible element of R, 
fii = I - e, - ejj + eij + eji. 
Furthermore, we introduce a class of invertible matrices: 
where det 
[ 1 
XY= 1. 
s t 
By multiplying a matrix A from the left resp. the right by one of the four class 
matrices above leads to a row resp. column transformation of A. 
An m *n matrix H is called upper (lower) Hermite, if for all j < i, H(i, j) = 
0 (for all j > i, H(i, j) = 0), where H(i, j) denotes the element at the ith row and 
jth column of H. 
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An m *n matrix S is called Smith if S = (B, 0) or S = (B, O)T where B is a 
square diagonal matrix 
diag(d,, dZ, . . . , d,, 0, . . . , 0). 
with di # 0, i = 1, 2, . . . , r (the divisibility of di+l by di is not required). 
Reference [13, pp. 344, Theorem 21 provides a method to construct a base of 
solutions for a homogeneous system of linear equations on an Euclidean ring. It is 
easy to prove that the method is appropriate for PIDs; so we have 
Theorem 4 [13]. Let AX = 0 be a system of linear equations on a PID R with m 
equations and n unknowns and the coeficient matrix A has rank r, S = PAQ is the 
Smith canonical form, where P, Q are invertible matrices with m *m and n *n 
elements respectively. Then the last n - r columns of Q are a base of solutions of 
AX=O. 
By Theorem 4, the crucial step to find a base of solutions is to convert the 
coefficient matrix into Smith canonical form. At this point most lectures talk 
about how to convert a matrix on a Euclidean ring or PID into Smith canonical 
form or Hermite canonical form, (e.g. [6]), but it was unknown whether or not 
there is a polynomial algorithm to solve a linear system in the ring of integers 
until 1976. In that year, a polynomial algorithm was found for the solution of 
linear systems in Z (the ring of integers, [14]). Later, a polynomial algorithm for 
Smith or Hermite canonical forms was obtained for integer matrices in 1979, and 
for matrices over the ring of univariate polynomials with rational coefficients in 
1985 (see [9, lo]). Here we provide a rough method which converts a matrix on a 
PID into Smith canonical form. We can prove that the cost for the arithmetic 
operations is not more than a polynomial of the product of the primary length of 
a longest minor in A and the order of A. 
Definition 6. The primary length of an element a in R is its number of prime 
factors plus 1. The primary length of element 0 is 1. 
In a PID, the primary length is well-defined. 
A minor of A of longest primary length is called the longest minor of A; the 
longest minor is, in general, not unique. The greatest common divisor of all 
minors of order r is called the r-factor of A which is invariant under the 
transformations mentioned before. 
Definition 7. The order of a matrix A is the maximum of its row number and 
column number. 
Definition 8. The size of a matrix A is the product of the primary length of a 
longest minor and the order of A. 
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The following theorem is about how to convert a matrix into Hermite or Smith 
form. Note that in our convention all algebraic operations including the 
computation of g.c.d. can be completed in one step. 
Theorem 5. There is a polynomial algorithm with respect to the size of a matrix A 
to convert A into Smith form. 
Proof. Let A be an m x n matrix. Without loss of generality, we assume m s n 
and rank(A) = m (i.e., A is row full rank). Let 5 be the primary length of a 
longest minor of A; a,, is the element at the 1st row and 1st column and assume 
a,, # 0. We can get a matrix which has 0 in its 1st column except a,, by use of the 
four class transformations. So we arrive at a matrix 
We continue this procedure for B; thus we convert A into an upper Hermite 
matrix AI. In turn, we convert AI into a lower Hermite matrix A, by the same 
procedure above for columns. This converting from A into AI and then into A2 is 
called a UL transformation. Now A2 is a lower triangle matrix and the product c 
of diagonal elements is the unique nonzero m-minor, so c is the m-factor of A 
which is invariant under transformations. Therefore primary length of c is less 
than or equal to c. Especially, the primary length of every element on the 
diagonal is not more than 5;. For each UL transformation the primary length of 
a,, is reduced by at least 1 until a, 1 divides all elements in the first row and first 
column. By at most I; UL transformations we get a matrix which has elements 0 
in its 1st row and 1st column except a,,. The problem is reduced with respect to 
the order of the matrix. Note that the primary length of diagonal elements is 
never more than c, so we get a Smith matrix by at most m * 5 UL transforma- 
tions. It is obvious that a UL transformation is polynomial-time with respect to 
the size of A. Thus the whole algorithm is also polynomial-time. 0 
Many PIDs such as the ring of integers, the polynomial ring over rationals, the 
ring of Gauss integers, etc., possess the property that the input length of any 
element does not exceed a polynomial of its primary length, so the size of a 
matrix over these rings does not exceed a polynomial of its input length. For 
these rings, we have in fact an algorithm which converts a matrix into Smith form 
in polynomial-time with respect to the input length of the matrix by Theorem 5. 
The main defect in this conversion is that we ignore the cost of arithmetic 
operations (all of these operations are completed in one step). But in practice, 
the entries of a matrix could become very large during the converting procedure 
and the cost of arithmetic operations could be very high. So the algorithm of 
Theorem 5 is not very efficacious. The practical complexity of converting a matrix 
into Smith form has not been obtained yet for many PIDs. However, when the 
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ring is the ring of integers or a univariate polynomial ring over a rational field, 
there is a converting algorithm which is polynomial-time with respect to the input 
length [S-10]. 
4. The decision for satisfiability and the analysis of complexity 
In terms of the discussion above, the procedure to decide if AX = 0 satisfies a 
quantifier prefix E(H) consists of the following computations and decisions: 
(1) computation of a base of solutions; 
(2) decision for ergodicity; 
(3) computation of the submodule nr=, Ai of 9; 
(4) decision whether or not n;=, Ai + A,+l = Sz. 
In this section, we give an algorithm to do them. 
Problem (1). Computation of a base of solutions for a system of linear equations, 
as discussed in Theorems 4 and 5. 
Problem (2). Decision for the ergodicity on E(H) 
Let Q be the set of solutions of AX = 0, and let al, (Ye, . . . , at, be a base of 
Q. To decide whether or not 52 is ergodic on universal variables X, with 
dimension s, we denote the projection of aj on Xj as pi, i = 1, 2, . . . , t. Thus D is 
ergodic on X, iff for any s-dimensional standard vector Sk, i.e. 
ok = (0, . . . ) 0, 1, 0, . . . , 0), k = 1, 2, . . . , r, 
k 
the system 
(P1, P2, . . . 7 my= L (4. I) 
has a solution. In this case, for any 6 E R”‘, let (y,, y,, . . . , yr)T be a solution of 
(P1, P2,. . .,/3,)Y=6. Theny,a,+y,cy,+.. . + y,cu,. is a solution of AX = 0, and 
has projection 6 on Xi. So 52 is ergodic on X,. 
Problem (3). Computation of the submodule n;=, Ai of Q. 
It is obvious that n;=i Ai is the set consisting of those elements in Q which take 
value 0 on Xi, i = 1, 2, . . . , r. Again let (Y,, rq, . . . , crj be a base of Q and let pi 
be the projection of IZ; on variables (X,, Xz, . . . , X,), i = 1, 2, . . . , t; i.e., pi are 
those components of a; corresponding to the first r variables X,, Xz, . . . , X, of 
E(n). Consider the following system 
(P1, P2, . . . , PJY=O. (4.2) 
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If Yo = (Cl, c.2, . . . ) c,)~ is a solution of (4.2), then 
is in l-l:=, A, and vice versa. Furthermore, if Yr, Y2, . . . , Y, is a base of solutions 
of (4.2), then the vectors yl, y2, . . . , yq form a base of n;=, Ai where 
yi = (al, a27 . . . j at)Y,p i = 1, 29 . . . 7 4. 
So we can get a basis of l-l:=, Aj from a base of solutions of (4.2). 
Problem (4). Decision whether or not nr=i Ai + A,+, = i2. 
Let 52 have dimension t, and let al, (Ye, . . . , aq E n;=1 Ai be a basis of 
n:=r Ai, let pr, . . . , & E A,+l be a basis of A,,,. Then n;=r Ai + A,+l = Q iff for 
every standard vector di of dimension t, i = 1, 2, . . . , t, the system 
( al, a23 . . . , aq)x + (PII P21 . . . 7 @A-)~= 6i 
is solvable. 
Now we give an algorithm to decide the truth of a linear sentence. 
Algorithm Truth (27( I@)) 
(To decide if a given linear sentence n(q) is true) 
Znput. A linear sentence n(q) with first quantifier universal and last quantifier 
existential. 
Output. Y, if n(q) is true; N, else. 
Step 1. Convert 3 into the corresponding system of linear equations AX = E. 
Step 2. Rewrite n in its expansive form E(IT) about I@. 
Step 3. If AX = E has no solution then halt with output ‘N’; else compute a 
base of the set Q of solutions of AX = 0. 
Step 4. Decide ergodicity of Q; if not then halt, output ‘N’. 
Step 5. Compute submodules Ai, i = 1, 2, . . . , p, where p is the quantifier 
depth of E(n). 
Step 6. Decide if 
fi Ai + A2r+, = i-2, r=l,2 )..., p-212. 
i=l 
The core of the algorithm is to find a base of solutions of the system. In 
addition, some components of elements in a base from preceding systems will 
often be coefficients of later systems, so the size of the components of elements in 
a base is important for the running time of the algorithm. Unfortunately, it is 
comparatively difficult to estimate such bounds. We hope this difficulty will be 
overcome by developing new algorithms. 
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However, for the following three rings: 
(1) the field of rationals, 
(2) the ring of integers, 
(3) the univariate polynomial ring over the field of rationals, 
it has been proved that both the running time and the size of components of a 
base are polynomial bounded with respect to input length, where (1) is a special 
case of (3); and for (2), (3) we refer to [9, lo]. 
Theorem 6. For a given generating set A and a defining relation G, when R is one 
of the three kind of rings above, then the algorithm Truth(II(q)) is polynomial 
time with respect to the input length of II(q). 
Proof. Step 1 in algorithm Truth(lT(@)) can be completed in polynomial time. 
Step 2 is routine. Step 3 is the computation of a Smith canonical form; it is 
polynomial time by the discussion above. In Step 4, we need to solve p/2 systems 
of linear equations, which can be completed in polynomial time by [9, lo]. By the 
same reasons, Step 5 and Step 6 can also be completed in polynomial time with 
respect to the length of n(q). 0 
From these discussion we can see that, for a concrete ring R, we have a 
polynomial time algorithm to decide the truth of a linear sentence whenever there 
is a polynomial time algorithm to compute a base of solutions of a system AX = 0 
on R. 
5. Application and conclusion 
A finitely generated Abelian group is a finitely generated module over the ring 
of integers. From the results above, we have a polynomial time algorithm to 
decide the truth of a linear sentence over a finitely generated Abelian group. 
Theorem 7. Given a generating set and dejinining relations of a finitely generated 
Abelian group G, we can decide the truth of linear sentences on G in polynomial 
time. 
Remark 1. There are deep and close relations between theorem-proving for 
algebraic systems and algebraic symbolic computations. In fact, a purely algebraic 
system is a system which has no predicate symbols (except equality); then an 
atomic formula corresponds to an algebraic equation, and a quantifier-free 
formula corresponds to a group of systems of equations and inequations, so the 
truth of a sentence QIJ is naturally dependent on the distribution of the solutions of 
these systems. 
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Remark 2. Most results about theorem-proving work on a class of models not a 
single model. For example, the theorem-proving on finitely generated Abelian 
groups checks those sentences which hold at all Abelian group?; this leads often 
to very high complexity and makes it hard to apply these theoretical results. In 
this paper we consider the truth of a linear sentence on a concrete model; this 
reduces the complexity of decision considerably. Of course, another reason for 
the reduced complexity is the restriction to linear sentences. In [5], the 
complexity to decide the truth of a sentence on a class of models of finitely 
generated Abelian groups is at least NTIME(22cn), and the complexity of decision 
of a linear sentence in a concrete model is merely polynomial time. This indicates 
partially that there are great differences in complexity although the truth decision 
on a class of models sometimes implies the decision on a single model. Indeed, in 
some fields of algebra, we only need to know the truth of the sentences on a 
concrete model; the lower complexity is favorable to practical applications on a 
computer. 
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