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Resumen: Actualmente, la representacio´n y procesamiento computacional de la
informacio´n temporal en las lenguas naturales esta´ siendo objeto de gran intere´s
para la comunidad cient´ıﬁca. El principal esquema de anotacio´n para representar la
informacio´n temporal es el TimeML, que ha sido tomado como esta´ndar por un gran
nu´mero de investigadores. Sin embargo, los recursos disponibles son muy limitados,
sobre todo para lenguas diferentes del ingle´s. En este trabajo analizamos el uso
de redes sema´nticas y roles sema´nticos desde una perspectiva multilingu¨e para la
deteccio´n automa´tica de expresiones temporales siguiendo el esta´ndar TimeML. La
propuesta ha sido evaluada para el catala´n obteniendo un Fβ=1 estricto de 83.7%,
y comparada con sus resultados para el ingle´s y el espan˜ol conﬁrmando que puede
ser aplicada con e´xito a diferentes idiomas.
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Abstract: Nowadays, representation and processing of temporal information in
natural language is receiving a great research interest. The main annotation scheme
for representing temporal information is TimeML, which has been adopted as stan-
dard by a large number of researchers. However, available TimeML resources are
very limited, specially in languages other than English. In this work we analyze the
usage of semantic networks and semantic roles from a multilingual perspective for
the automatic detection of temporal expressions following TimeML speciﬁcations.
This approach has been evaluated for Catalan obtaining an 83.7% strict Fβ=1, and
compared to its results for English and Spanish conﬁrming that it can be successfu-
lly applied in diﬀerent languages.
Keywords: TimeML, semantic roles, Catalan WordNet, AnCora
1. Introduccio´n
La importancia de los aspectos temporales
del lenguaje natural (LN) no es algo nuevo
en el campo de la inteligencia artiﬁcial (Allen,
1983). En los u´ltimos an˜os, la investigacio´n en
el tratamiento automa´tico de la informacio´n
temporal en el LN ha experimentado un gran
crecimiento (Schilder, Katz, y Pustejovsky,
2007). Una de las principales razones para
ello es la utilidad de esta informacio´n en di-
ferentes a´reas del procesamiento del lengua-
je natural (PLN), tales como la bu´squeda de
respuestas y el resumen automa´tico. La im-
portancia de este campo se ve reﬂejada en nu-
∗ Este art´ıculo ha sido ﬁnanciado por el Gobierno Es-
pan˜ol: proyecto TEXT-MESS (TIN-2006-15265-C06-
01) donde H.Llorens esta´ becado (BES-2007-16256)
merosos talleres y conferencias especializadas
(Pustejovsky, 2002), as´ı como en foros de eva-
luacio´n (TERN, 2004; Verhagen et al., 2007).
Hay diferentes maneras de representar la
informacio´n temporal en LN. Entre ellas des-
taca TimeML (Pustejovsky et al., 2003a),
adoptado recientemente como esta´ndar pa-
ra anotar eventos y expresiones temporales
(ETs) por un gran nu´mero de investigadores.
Otra manera diferente de representar la
informacio´n temporal es a trave´s de los roles
sema´nticos (Gildea y Jurafsky, 2002). E´stos
la representan t´ıpicamente mediante el rol
temporal.
Por otro lado, el tratamiento de informa-
cio´n multilingu¨e se ha convertido en un tema
destacado en la comunidad del PLN. Prue-
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ba de ello son conferencias como el CLEF1, y
trabajos en el reconocimiento multilingu¨e de
ET como Wilson (2001) o Moia (2001).
Actualmente, el mayor problema del Ti-
meML es la escasez de corpus para diferentes
lenguas. La motivacio´n de este trabajo reside
en el estudio de mecanismos para ayudar en
la creacio´n de recursos TimeML a trave´s de la
explotacio´n de los recursos multilingu¨es dis-
ponibles, tales como los corpus anotados con
roles sema´nticos y las redes sema´nticas. Para
ello, se presenta un me´todo automa´tico que
identiﬁca ETs utilizando estos recursos desde
una perspectiva multilingu¨e. Concretamente,
en este trabajo se analiza la aplicacio´n de este
me´todo al catala´n. Finalmente, se presentan
los resultados para dicho idioma y se compa-
ran con los del ingle´s y el espan˜ol.
El trabajo se estructura como sigue. La
seccio´n 2 analiza el estado de la cuestio´n
en cuanto a TimeML y la aplicacio´n de ro-
les sema´nticos y redes sema´nticas al recono-
cimiento de ETs. En la seccio´n 3 se deta-
lla el me´todo automa´tico para obtener ETs
TimeML mediante roles sema´nticos y redes
sema´nticas. La seccio´n 4 incluye la evalua-
cio´n y ana´lisis de errores del mismo para el
catala´n, as´ı como una comparativa con otros
idiomas. Finalmente, se presentan las conclu-
siones y trabajos futuros.
2. Estado de la cuestio´n
TimeML (Pustejovsky et al., 2003a) es un
lenguaje de especiﬁcacio´n para eventos, ETs
y sus relaciones en LN. Combina y extien-
de caracter´ısticas de los esta´ndares de ano-
tacio´n anteriores, STAG (TIMEX) (Setzer y
Gaizauskas, 2000) y TIDES (TIMEX2) (Fe-
rro et al., 2005), lo que lo convierte en un
esquema de anotacio´n ma´s potente. Los ele-
mentos ba´sicos del TimeML son:
TIMEX3, que marca expresiones tempora-
les (“mayo, lunes, dos an˜os, etc.”).
EVENT, que marca eventos (“escapo´, ata-
que, etc.”).
SIGNAL, que marca sen˜ales temporales
(“en, durante, antes de, etc.”).
TLINK, ALINK y SLINK, que marcan
relaciones temporales, de subordinacio´n y
aspectuales entre los elementos anteriores.
La Figura 1 ilustra un ejemplo de anotacio´n
en TimeML. En el ejemplo, “vino” representa
1http://www.clef-campaign.org/
un evento que esta´ relacionado a la expresio´n
temporal “junio” a trave´s de un enlace tem-
poral (TLINK), en el que esta´ involucrada la
sen˜al temporal “en”.
Figura 1: Ejemplo de TimeML
Siguiendo el esquema TimeML se creo´ pa-
ra el ingle´s el corpus TimeBank (Pustejovsky
et al., 2003b). La u´ltima versio´n, TimeBank
1.2, se considera actualmente como corpus de
referencia y esta´ publicada por el Linguis-
tic Data Consortium. Desafortunadamente,
no hay corpus TimeML para otros idiomas
como el catala´n.
Existen diferentes trabajos sobre sistemas
de deteccio´n automa´tica de TIMEX3. Por
una parte, el sistema TTK (Verhagen et al.,
2005) lleva a cabo esta tarea utilizando el
mo´dulo GUTime. No ha sido evaluado para
TIMEX3 sino con la versio´n anterior, para
la que obtuvo un 78% en F para la iden-
tiﬁcacio´n estricta en ingle´s. Por otra parte,
Boguraev y Ando (2007) presentaron un sis-
tema de reconocimiento de TIMEX3 para el
ingle´s sobre el TimeBank utilizando te´cni-
cas de aprendizaje automa´tico. Se obtuvo un
81.7% en F para identiﬁcacio´n estricta.
Como se introdujo en la seccio´n ante-
rior, otra forma de representar la informacio´n
temporal en los textos en LN son los roles
sema´nticos. E´stos determinan los eventos de
una oracio´n, detectando relaciones sema´nti-
cas entre eventos y entidades. Todos los pre-
dicados sema´nticos se identiﬁcan y clasiﬁcan
como argumento (agente, paciente, etc.) o ad-
junto (locativo, temporal, etc.), siendo prin-
cipalmente el rol temporal el que representa
la informacio´n temporal. La Figura 2 muestra
un ejemplo de anotacio´n con roles.
Figura 2: Ejemplo de roles sema´nticos
So´lo se ha encontrado una referencia sobre
el uso de los roles sema´nticos para el procesa-
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miento de la informacio´n temporal: Hage`ge y
Tannier (2007). En este trabajo se utilizan los
roles como informacio´n complementaria para
detectar relaciones temporales.
Por otro lado, las redes sema´nticas han si-
do ampliamente utilizadas en PLN con dife-
rentes propo´sitos. WordNet (Fellbaum, 1998)
es la red sema´ntica ma´s conocida y utiliza-
da para el ingle´s, pero existen redes sema´nti-
cas tipo WordNet para multitud de idiomas.
Una lista de los WordNets disponibles en ca-
da idioma puede ser consultada en la web de
Global WordNet2.
Para la tarea de identiﬁcacio´n de expre-
siones temporales, las redes sema´nticas han
sido utilizadas en los siguientes trabajos. En
Negri y Marseglia (2004) se utilizo´ WordNet
para crear una lista de entidades nombradas
temporales tales como “Bastille Day”, “Ha-
nukkah”, etc., extrayendo todos los hipo´ni-
mos del synset “calendar day”. Por otro lado,
en Saquete et al. (2004), las redes sema´nticas
fueron utilizadas para expandir una lista de
disparadores temporales an˜adiendo todos los
sino´nimos. Estos trabajos muestran que la in-
formacio´n contenida en las redes sema´nticas
puede ser u´til para la extraccio´n de informa-
cio´n temporal.
3. Propuesta
En este trabajo se presenta un me´todo au-
toma´tico que identiﬁca expresiones tempo-
rales TimeML, desde una perspectiva mul-
tilingu¨e, utilizando roles sema´nticos y redes
sema´nticas. Se implementan dos versiones
del me´todo: TIPSem que utiliza so´lo roles
sema´nticos y TIPSem+WN que los combina
con diferentes WordNets.
3.1. TIPSem
El rol temporal no se corresponde exactamen-
te con las expresiones temporales TIMEX3.
Un rol sema´ntico temporal (TSR) represen-
ta un predicado sema´ntico completo con fun-
cio´n temporal. Sin embargo, de acuerdo con
las especiﬁcaciones del TimeML, la extensio´n
de la etiqueta TIMEX3 debe corresponderse
con una de las siguientes categor´ıas: sintagma
nominal (NP), sintagma adjetival (ADJP) o
sintagma adverbial (ADVP). Como se mues-
tra en el ejemplo 1, ambas representaciones
no son equivalentes.
2http://www.globalwordnet.org/
(1) Ell ana` [en 1999 TSR]3
Ell ana` en <TIMEX3>1999</TIMEX3>
Para solucionar esto, ha sido creado un
conjunto de reglas de transformacio´n de TSR
a TIMEX3. Originalmente se hizo para el
ingle´s, pero con un enfoque multilingu¨e que
permite ahora utilizarlo para otros idiomas
como el catala´n.
1. Eliminacio´n de la superposicio´n:
Debido a que cada verbo de una ora-
cio´n tiene su propia anotacio´n de roles,
es posible encontrar TSRs superpuestos
“[quan eixires [ahir TSR] TSR]”4. TIP-
Sem so´lo mantiene un TSR, el mı´nimo
(NP, ADJP o ADVP).
2. Eliminacio´n de la subordinacio´n: Si
un TSR corresponde a una subordina-
cio´n, e´ste no representa un TIMEX3
“quan vinga ell”5. El sistema detec-
ta la subordinacio´n utilizando el a´rbol
sinta´ctico y la elimina.
3. Particio´n de TSR: Un TSR compuesto
por ma´s de un NP puede contener varios
TIMEX3 relacionados por preposiciones
temporales o coordinaciones. Estas ex-
presiones se marcan con etiquetas TI-
MEX3 independientes partiendo el TSR.
Hay dos excepciones para esta regla. En
primer lugar, las horas como “les quatre
i mitja”6, donde la conjuncio´n “i” forma
parte de la expresio´n temporal. Y en se-
gundo lugar, la preposicio´n “de” (“ﬁnal
de mes”), que denota una especiﬁcacio´n.
TIPSem busca preposiciones y coordina-
ciones en cada TSR que contenga ma´s de
un NP. Si son encontradas y no represen-
tan una excepcio´n, el TSR es dividido
en tantos TIMEX3 como NPs contenga,
excluyendo tanto las preposiciones como
las conjunciones de coordinacio´n.
4. Reduccio´n sinta´ctica de TSR: Un
TSR diﬁere de un TIMEX3 en su ta-
man˜o. Si un TSR no se corresponde a la
unidad sinta´ctica mı´nima, debe ser re-
ducido. Los casos ma´s comunes, como
el del ejemplo 1, son aquellos en que el
3“E´l fue en 1999”
4“cuando saliste ayer”
5“cuando venga e´l”
6“las cuatro y media”
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TSR consiste en un sintagma preposicio-
nal (PP). El PP contiene una preposi-
cio´n (“en”) o una combinacio´n adverbio-
preposicio´n (“abans de”7) que se corres-
ponde con una sen˜al temporal, seguido
por un NP, que representa el TIMEX3.
5. Transformacio´n de TSR resultantes
a TIMEX3: Finalmente, los TSR resul-
tantes se etiquetan como TIMEX3.
Debido a que los roles sema´nticos se apo-
yan en los verbos, las oraciones nominales no
pueden ser etiquetadas. Estas oraciones se en-
cuentran normalmente en t´ıtulos, pare´ntesis,
notas, etc. Por tanto, como un paso posterior,
se ejecuta, un reconocedor de fechas y horas
explicitas (“1999”, “18:25”, etc.).
3.2. TIPSem+WN
Existen casos en los que un TSR no contie-
ne ningu´n TIMEX3. Estos casos representan
uno de los principales problemas del siste-
ma TIPSem. El ejemplo 2 ilustra el problema
mostrando una oracio´n anotada con TSR, la
anotacio´n correcta en TIMEX3 y la anota-
cio´n incorrecta que produce TIPSem.
(2) TSR:
Ell menja` [abans del viatge TSR]8
TIMEX3 correcto:
Ell menja` abans del viatge
TIMEX3 incorrecto (TIPSem):
Ell menja` abans del
<TIMEX3>viatge</TIMEX3>
Como se muestra en el ejemplo 2, “viatge”
es incorrectamente anotado como TIMEX3.
En este caso la informacio´n temporal que
aporta el TSR se corresponde con un even-
to segu´n el TimeML. La diﬁcultad reside en
co´mo diferenciar este tipo de eventos de las
expresiones temporales. El siguiente ejemplo
ilustra porque´ esta distincio´n no es trivial
utilizando u´nicamente la informacio´n morfo-
sinta´ctica y los roles sema´nticos.
(3) ss(S(NP (PRP Ell))
ss(VP (VBD menja`)
ssss(PP#TSR (RB abans)(IN del)
sssssssss(NP (NN migdia9)))))
7“antes de”
8“E´l comio´ antes del viaje”
9“mediod´ıa”
ss(S(NP (PRP Ell))
ss(VP (VBD menja`)
ssss(PP#TSR (RB abans)(IN del)
sssssssss(NP (NN viatge)))))
En el ejemplo 3, “abans del migdia” y
“abans del viaje” son representados por un
TSR a nivel de roles sema´nticos, y su ana´li-
sis morfosinta´ctico es ide´ntico. Sin embargo,
“migdia” es una expresio´n temporal y “viat-
ge” no.
Una posible solucio´n ser´ıa construir ma-
nualmente una lista de disparadores tempo-
rales. Sin embargo, esta solucio´n es muy de-
pendiente del idioma. Por esta razo´n, propo-
nemos una solucio´n automa´tica al problema
utilizando la informacio´n multilingu¨e conte-
nida en las redes sema´nticas disponibles para
los diferentes idiomas. En particular, en este
trabajo para el catala´n se ha utilizado Cata-
lan WordNet (Benitez et al., 1998).
Para cada sentido de una palabra (syn-
set), las redes sema´nticas proporcionan, en-
tre otras cosas, la jerarqu´ıa de hipero´nimos.
Nuestra hipo´tesis es que todas las palabras
relacionadas con la temporalidad incluira´n
algu´n concepto temporal general en su jerar-
qu´ıa de hipero´nimos. El ejemplo 4 muestra
dos palabras relacionadas con un concepto
temporal general en Catalan WordNet.
(4) hora (jerarqu´ıa de hipero´nimos)
ss=> unitat de temps10
ssss=> quantitat11
ssssss=> abstraccio´12
dilluns13 (jerarqu´ıa de hipero´nimos)
ss=> dia de la setmana14
ssss=> dia natural15
ssssss=> per´ıode16
ssssssss=> quantitat
ssssssssss=> abstraccio´
La u´nica excepcio´n que se incluye en esta
hipo´tesis son las expresiones temporales pu-
ramente nume´ricas tales como fechas y horas
(“12-11-1999”, “18:25”, etc.).
Considerando la presente hipo´tesis, deﬁ-
nimos el siguiente algoritmo de validacio´n de
10“unidad de tiempo”
11“cantidad”
12“abstraccio´n”
14“d´ıa de la semana”
15“d´ıa natural”
16“periodo”
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ETs basado en redes sema´nticas.
Un TSR es validado como TIMEX3 si al
menos una de sus palabras posee un hi-
pero´nimo que coincide con un concepto
temporal general o se trata de una fe-
cha/hora nume´rica.
Para tratar palabras polise´micas, por
una parte, se utiliza la categor´ıa mor-
folo´gica para consultar las redes sema´nti-
cas, y por otra parte, en palabras po-
lise´micas de la misma categor´ıa, si al
menos uno de los synsets esta relacio-
nado con un concepto temporal, el siste-
ma lo valida. La razo´n para esta segun-
da condicio´n es que si uno de los synsets
esta´ relacionado con el tiempo y la pala-
bra esta´ contenida por un rol temporal,
entonces el sentido temporal probable-
mente sea el correcto.
El algoritmo considera expresiones mul-
tipalabra para validar expresiones tem-
porales compuestas como “Corpus Ch-
risti” o “Sant Josep”17.
En este trabajo se ha implementado el al-
goritmo para el catala´n tomando como con-
ceptos temporales generales: per´ıode, uni-
tat de temps y temps18.
La Figura 3 ilustra la arquitectura ﬁnal
del sistema TIPSem+WN.
4. Evaluacio´n
El objetivo de la evaluacio´n es estudiar la
eﬁcacia de los sistemas TIPSem y TIP-
Sem+WN en la identiﬁcacio´n de TIMEX3
en catala´n. Para ello, se analizan los resulta-
dos obtenidos para este idioma compara´ndo-
los con los resultados obtenidos para el ingle´s
y el espan˜ol en trabajos previos (Llorens, Na-
varro, y Saquete, 2009). La evaluacio´n inclu-
ye, adema´s, un sistema baseline que etiqueta
todos los TSR directamente como TIMEX3
para ampliar la comparativa.
4.1. Entorno de evaluacio´n
4.1.1. Corpus
Debido a que no esta´ disponible ningu´n cor-
pus TimeML para el catala´n, se ha desarrolla-
do una muestra de corpus TimeML TIMEX3
anotando manualmente 30 documentos del
17“San Jose´”
18periodo, unidad de tiempo y tiempo
Figura 3: Arquitectura TIPSem+WN
corpus AnCora-Ca (Taule´, Mart´ı, y Reca-
sens, 2008; Mart´ı et al., 2007). Esta muestra
ha sido anotada so´lo con el propo´sito de lle-
var a cabo la evaluacio´n. AnCora es el cor-
pus ma´s grande accesible anotado a mano
para el castellano (AnCora-Es) y el catala´n
(AnCora-Ca). Esta´ compuesto por documen-
tos de cara´cter period´ıstico anotados y revi-
sados manualmente a nivel morfolo´gico (PoS
y lemas), sinta´ctico (constituyentes y funcio-
nes), y sema´ntico (argumentos, roles, entida-
des nombradas y sentidos de WordNet).
El Cuadro 1 muestra las estad´ısticas de
la muestra anotada. En el Cuadro, el campo
in TEXT indica las etiquetas TIMEX3 en el
cuerpo de los documentos (entre las etique-
tas TEXT ), ignorando las fechas expl´ıcitas
de creacio´n del documento, indicadas en las
cabeceras.
documentos palabras TIMEX3 (in TEXT)
30 8.0K 168 (138)
Cuadro 1: Estad´ısticas del corpus
4.1.2. Criterio
Los sistemas presentados se evalu´an en la
identiﬁcacio´n de TIMEX3 en el corpus pre-
viamente descrito y los resultados se com-
paran con la anotacio´n original. Las fechas
expl´ıcitas de creacio´n de los documentos se
han ignorado para conseguir una evaluacio´n
ma´s ﬁable. Para evaluar el rendimiento de los
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sistemas se ha aplicado el criterio utilizado
en el TERN-2004. Las medidas tomadas del
mismo son:
POS: Total de etiquetas TIMEX3
ACT19: Etiquetas TIMEX3 devueltas por el
sistema.
Correct (corr): Instancias correctas
Incorrect (inco): Instancias correctas pero mal
delimitadas
Missing (miss): Instancias no detectadas
Spurious (spur): Falsos positivos
Precision (prec): corr/ACT
Recall (rec): corr/POS
Fβ=1: (2*prec*rec)/(prec+rec)
Para el ca´lculo de estas medidas se ha uti-
lizado una adaptacio´n a TIMEX3 del scorer
del TERN-200420, originalmente desarrollado
para el TIMEX2.
4.2. Resultados
Los Cuadros 2 y 3 muestran los resultados ob-
tenidos para el catala´n. Para cada sistema se
indican los resultados en la identiﬁcacio´n re-
lajada R e identiﬁcacio´n estricta S . En R se
consideran como correctas todas las etiquetas
que identiﬁcan TIMEX3 aunque este´n inco-
rrectamente delimitadas, mientras que en S
se requiere la coincidencia exacta de ambos
l´ımites de la expresio´n temporal.
System corr inco miss spur
Baseline R 104 0 34 64
S 65 39 34 64
TIPSem R 116 0 22 44
S 111 5 22 44
TIPSem+WN R 113 0 25 7
S 108 5 25 7
Cuadro 2: Resultados para el catala´n ( 1)
System prec rec Fβ=1
Baseline R 61.9 75.4 68.0
S 38.7 47.1 42.5
TIPSem R 72.5 84.1 77.9
S 69.4 80.4 74.5
TIPSem+WN R 94.2 81.9 87.6
S 90.0 78.3 83.7
Cuadro 3: Resultados para el catala´n ( 2)
En la evaluacio´n para el catala´n, el base-
line obtiene un 68% de Fβ=1 para la identi-
ﬁcacio´n relajada pero baja hasta un 42.5%
19Equivalente a Correct + Incorrect + Spurious
20http://fofoca.mitre.org/tern.html#scorer
en la estricta. El sistema TIPSem alcanza un
77.9% y un 74.5% de Fβ=1 para la identi-
ﬁcacio´n relajada y estricta respectivamente.
Finalmente, el TIPSem+WN supera a ambos
obteniendo un 87.6% y un 83.7% en Fβ=1
para la identiﬁcacio´n relajada y la estricta.
Los resultados del baseline indican que
au´n tomando los roles temporales como TI-
MEX3, se obtiene un rendimiento bastante
bueno en identiﬁcacio´n relajada, sin embar-
go, sufren una fuerte ca´ıda en la identiﬁca-
cio´n estricta. Por otro lado, el sistema TIP-
Sem obtiene resultados mucho ma´s altos, lo
que indica que las reglas de transformacio´n
implementadas han solucionado varias dife-
rencias entre el rol temporal y el TIMEX3.
Finalmente, centra´ndonos en el sistema TIP-
Sem+WN, podemos observar que su aplica-
cio´n ha mejorado los resultados. Este hecho
indica que el me´todo deﬁnido para la valida-
cio´n de TIMEX3 basado en redes sema´nticas
cumple su objetivo. La introduccio´n de este
me´todo favorece la precisio´n y reduce muy
poco la cobertura.
No se han localizado en la bibliograf´ıa re-
sultados sobre la identiﬁcacio´n de TIMEX3
para el catala´n. Los resultados ma´s cercanos
a esta evaluacio´n son los presentados en Bo-
guraev y Ando (2007) para el ingle´s utilizan-
do el TimeBank. La aproximacio´n presentada
para el catala´n obtiene resultados similares a
los del estado de la cuestio´n para el ingle´s.
Para ampliar el ana´lisis de resultados, en
la Figura 4, se muestra una comparativa de
los resultados de Fβ=1 estricto obtenidos por
las aproximaciones TIPSem y TIPSem+WN
en espan˜ol e ingle´s.
Figura 4: Fβ=1 estricto multilingu¨e
Como se puede observar, los resultados ob-
tenidos para los tres idiomas evaluados si-
guen el mismo patro´n y ofrecen una calidad
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similar. Las evaluaciones de espan˜ol y catala´n
(AnCora) obtienen mejores resultados que la
del ingle´s (TimeBank). Esto es debido a que,
en el AnCora, la anotacio´n de roles es ma-
nual, mientras que el TimeBank fue anotado
con roles con una herramienta automa´tica.
4.3. Ana´lisis de errores
El objetivo de esta seccio´n es mostrar en
que´ aspectos esta´ fallando el TIPSem+WN
y si los errores obtenidos en esta evaluacio´n
para el catala´n son del mismo tipo que los
obtenidos para el ingle´s y el espan˜ol.
Falsos positivos (spurious) (6%): Es-
te valor representa la cantidad de TI-
MEX3 etiquetados por nuestro sistema
que no esta´n etiquetados en el corpus de
referencia. Este tipo de errores ha sido
reducido dra´sticamente por la aplicacio´n
del me´todo basado en redes sema´nticas.
Concretamente, e´ste reduce los errores
por falsos positivos del 27% a 6% en
catala´n. Esto conﬁrma que la hipo´tesis
planteada es va´lida para esta tarea en
este idioma. As´ı mismo, para el ingle´s y
el espan˜ol esta reduccio´n fue proporcio-
nal. Los falsos positivos restantes en las
tres lenguas son expresiones temporales
indeﬁnidas, esto es, con un valor tempo-
ral indeﬁnido (“un momento”, etc.). El
ejemplo 5 muestra algunas de ellas en
catala´n. El problema es que, aunque son
expresiones temporales, no se correspon-
den con elementos TIMEX3 segu´n las es-
peciﬁcaciones TimeML.
(5) l’u´ltim moment21
a temps22
massa temps23
temps de crisi24
el moment de la jubilacio´25
Falsos negativos (missing) (18%
CA): Este problema aparece porque los
roles sema´nticos no siempre cubren to-
das las posibilidades de expresiones tem-
porales en LN.
• El mayor problema aparece en las
oraciones nominales, pare´ntesis, y
21“el u´ltimo momento”
22“a tiempo”
23“demasiado tiempo”
24“tiempo de crisis”
25“el momento de la jubilacio´n”
en general, todos los textos en los
que los verbos no esta´n presentes.
Debido a que los roles sema´nticos
principalmente esta´n relacionados
con los verbos, y a que el me´todo
basado en redes sema´nticas so´lo se
aplica a los roles temporales, el TIP-
Sem+WN no es aplicable en estas
oraciones. El ejemplo 8 ilustra estos
errores.
(6) una investigacio´ de dos anys26
(12 casos l’any passat)27
endarreriments de mitja hora28
les novetats d’aquest any29
• Hay casos en los que una expresio´n
temporal no tiene rol temporal en la
oracio´n pero es un TIMEX3. Princi-
palmente son casos en los que la ET
es argumento (agente, tema, etc.) o
casos en los que la ET esta´ a un ni-
vel inferior al de argumento como
complemento adverbial o del nom-
bre. El ejemplo 7 ilustra este caso.
(7) [Aquest any A0] [e´s V] [ara TSR],
[amb les dades d’avui AM-MNR],
[molt bo en comparacio´ a l’any pas-
sat A1]30
En esta oracio´n simple (con un solo
verbo) queda reﬂejado co´mo el rol
temporal so´lo se corresponde con la
ET “ara”. En cambio la ET “aquest
any” tiene rol argumento, la ET
“avui” es un complemento del nom-
bre “dades” y la ET “any passat” es
parte de un complemento adverbial.
El ejemplo 8 ilustra errores de este
tipo en catala´n. Las redes sema´nti-
cas no han sido aplicadas a roles
que no sean temporales porque la
ambigu¨edad introducir´ıa ruido, por
ejemplo en casos como “Sant Josep,
Victo`ria Abril31”.
(8) [60 anys A0] no passen en va32
he guanyat [5 anys de vida A1]33
26“una investigacio´n de dos an˜os”
27“(12 casos el an˜o pasado)”
28“retrasos de media hora”
29“las novedades de este an˜o”
30“Este an˜o es ahora, con los datos de hoy, muy
bueno en comparacio´n con el an˜o pasado”
31“Victoria Abril”
32“60 an˜os no pasan en vano”
33“he ganado 5 an˜os de vida”
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rep el Goya [per cinc decennis de
cine AM-CAU]34
la classe d’ahir35
en compracio´ a l’any passat36
• En catala´n, como en espan˜ol, exis-
ten expresiones temporales en las
que participan verbos (ve´ase ejem-
plo 9). Estas expresiones adverbia-
les de´ıcticas han supuesto falsos ne-
gativos en la evaluacio´n porque la
regla de eliminacio´n de subordina-
cio´n es sensible a los verbos.
(9) [fa V] 17 anys37
l’estiu que [ve V]38
• Un problema que se esperaba en-
contrar al aplicar las redes sema´nti-
cas era el aumento de los falsos ne-
gativos debido a la posible incom-
pletitud de las mismas en cuanto a
informacio´n temporal. Al contrario
de lo que se pensaba, muy pocas ex-
presiones temporales correctas ob-
tenidas por TIPSem han producido
falsos negativos en TIPSem+WN,
lo que indica que, el Catalan Word-
Net es lo suﬁcientemente completo
en informacio´n temporal para satis-
facer las necesidades de esta tarea.
El ejemplo 10 muestra los u´nicos
errores encontrados.
(10) el lustre vinent39
l’endema`40
ple franquisme41
Incorrectos (incorrect) (4% CA): Los
errores de delimitacio´n son principal-
mente producidos por expresiones tem-
porales con informacio´n adicional como
“ininterromputs” en el ejemplo 11.
(11) despre´s de 16 anys ininterromputs42
5 anys de victo`ries43
34“recibe el Goya por cinco de´cadas de cine”
35“la clase de ayer”
36“en comparacio´n con el an˜o pasado”
37“hace 17 an˜os”
38“el verano que viene”
39“el pro´ximo lustro”
40“man˜ana”
41“pleno franquismo”
42“despue´s de 16 an˜os ininterrumpidos”
43“5 an˜os de victorias”
5. Conclusiones
Este trabajo estudia la aplicacio´n los roles
sema´nticos y Catalan WordNet a la identiﬁ-
cacio´n de expresiones temporales en catala´n
siguiendo las especiﬁcaciones del TimeML.
Para ello, dos sistemas automa´ticos, plantea-
dos desde una perspectiva multilingu¨e, han
sido desarrollados (1) TIPSem, que no utili-
za las redes sema´nticas, y (2) TIPSem+WN
que s´ı lo hace. Estos sistemas junto a un ba-
seline han sido evaluados en la identiﬁcacio´n
de TIMEX3 el catala´n, y comparados con re-
sultados anteriores para el espan˜ol y el ingle´s.
El TIPSem+WN ha obtenido para el ca-
tala´n un Fβ=1 relajado de 87.6% y estricto de
83.7%, lo cual representa una gran diferencia
con el baseline y una importante mejora del
sistema TIPSem.
Comparando esta evaluacio´n con la del
mismo sistema en espan˜ol e ingle´s, se pue-
de observar que los resultados siguen el mis-
mo patro´n y ofrecen una calidad similar. Por
tanto, podemos conﬁrmar que la aproxima-
cio´n presentada es va´lida para las tres len-
guas. Debido a que la propuesta esta´ basada
en los roles sema´nticos y la informacio´n mul-
tilingu¨e de las redes sema´nticas, podr´ıa ser
tambie´n va´lida para otras lenguas europeas.
No se han encontrado resultados compara-
bles en la bibliograf´ıa. So´lo a modo indicativo
se observa que son de la misma calidad que
los obtenidos para el ingle´s por los sistemas
del estado de la cuestio´n.
La escasez de corpus TimeML para idio-
mas diferentes del ingle´s impide el uso de
te´cnicas de aprendizaje automa´tico. Los re-
sultados obtenidos en este trabajo para la de-
teccio´n de ETs, sin necesidad de disponer de
corpus TimeML, nos llevan a plantear los si-
guientes trabajos futuros. En primer lugar,
adema´s de la utilizacio´n del ana´lisis de erro-
res para mejorar la propuesta presentada, se
propone su extensio´n al resto de elementos
TimeML (EVENT, SIGNAL, etc.), donde los
roles sema´nticos y las redes sema´nticas pue-
den ser, tambie´n, de gran utilidad. En segun-
do lugar se plantea la evaluacio´n del siste-
ma en otros idiomas, especialmente aquellos
que sean ma´s diferentes como el Euskera, pa-
ra conﬁrmar si puede ser considerada mul-
tilingu¨e. Finalmente, como objetivo general,
se propone el uso de la propuesta, una vez
extendida, como ayuda en la creacio´n semi-
automa´tica de corpus TimeML en diferentes
lenguas.
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