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Abstract
In this paper, we consider the existence and multiplicity of solutions of second-order Hamil-
tonian systems. We propose a generalized asymptotically linear condition on the gradient of
Hamiltonian function, classify the linear Hamiltonian systems, prove the monotonicity of the
index function, and obtain some new conditions on the existence and multiplicity for gen-
eralized asymptotically linear Hamiltonian systems by global analysis methods such as the
Leray–Schauder degree theory, the Morse theory, the Ljusternik–Schnirelman theory, etc.
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1. Introduction
In [8] Ekeland et al. discussed the ﬁxed endpoint problem
x′′ + V ′(t, x) = 0, (1.1)
x(0) = x0, x(T ) = x1, (1.2)
E-mail address: yjdong@eyou.com.
1 Partially supported by the National Natural Science Foundation of China (10251001), the Educational
Committee Foundation of Jiangsu, the Natural Science Foundation of Jiangsu (BK2002023).
0022-0396/$ - see front matter © 2005 Elsevier Inc. All rights reserved.
doi:10.1016/j.jde.2004.10.030
234 Y. Dong / J. Differential Equations 214 (2005) 233–255
where x0, x1 ∈ Rn and T > 0 are ﬁxed. Assume V (t, x) = V (x) is superquadratic at
inﬁnity and V (−x) = V (x) for any x ∈ Rn, they proved problem (1.1) and (1.2) has
inﬁnitely many solutions. When V (x) is subquadratic, one solution was found under
some suitable conditions by Clarke and Ekeland [4]. On the other hand, Chang in his
excellent book [2] discussed the operator equation
Ax + g′(x) = 0, (1.3)
where H is a Hilbert space, A : H → H is a self-adjoint operator, g ∈ C1(H,R) has
a bounded compact differential g′(x). Assume g′() =  where  ∈ H is the origin,
by the Morse theory he discussed nontrivial solutions of (1.3). Of course, (1.1)–(1.2)
can be studied in the framework of (1.3) when V ′(t, x) is asymptotically linear, i.e.,
V ′(t, x) = A(t)x + o(|x|) (1.4)
as |x| → ∞ where A ∈ L∞((0, 1),GLs(Rn)), GLs(Rn) is the group of n×n symmetric
matrices with entrices in R and with the norm deﬁned by |A| :=∑ni,j=1 |aij | for any
A = (aij )n×n ∈ GLs(Rn), and for any x ∈ Rn we denote by |x| the usual norm of x
in Rn. One can also refer to the work [18] by Wang as an example, where problem
(1.1) and (1.2) was discussed with T = , x0 = x1 = 0 and V ′′(t, x) → B∞(t) as
|x| → ∞. In this paper, we consider second-order Hamiltonian systems (1.1) and (1.2)
with x0 = x1 = 0, T = 1, i.e., we will consider the following problem:
x′′ + V ′(t, x) = 0, t ∈ (0, 1),
x(0) = 0 = x(1). (1.5)
We assume
V ′(t, x) = A(t, x)x + o(|x|) (1.6)
as |x| → ∞, where A ∈ C([0, 1] × Rn,GLs(Rn)) and
A1(t)A(t, x)A2(t) (1.7)
for a.e. t ∈ (0, 1) and x ∈ Rn where A1, A2 ∈ L∞((0, 1),GLs(Rn)). Throughout this
paper for any A1, A2 ∈ GLs(Rn), we denote by A1A2 if A2 − A1 is positively
semi-deﬁnite, and denote by A1 < A2 if A2 − A1 is positive deﬁnite. For any A1,
A2 ∈ L∞((0, 1),GLs(R2n)), we denote by A1A2 if A1(t)A2(t) for a.e. t ∈ (0, 1),
and denote by A1 < A2 if A1A2 and A1(t) < A2(t) on a subset of (0,1) with nonzero
measure. Note that (1.4) is a special case of (1.6) and (1.7). As usual (1.4) is called
asymptotically linear conditions, so in this paper we call (1.6) and (1.7) generalized
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asymptotically linear conditions. In order to give the existence conditions on A1 and
A2 we need to classify the linear system
x′′ + A(t)x = 0, x(0) = 0 = x(1)
for every A ∈ L∞((0, 1),GLs(Rn)). This classiﬁcation gives a pair of numbers (i(A),
(A)) ∈ (N ∪ {0}) × {0, 1, . . . , n} for any A ∈ L∞((0, 1);GLs(Rn)). We call i(A)
and (A) the index and nullity of A, respectively. This index is nondecreasing with
respect to A. By this fact, we can get new solvable conditions for (1.1) and (1.5). For
example, we shall prove problem (1.1) and (1.5) has at least one solution provided
i(A1) = i(A2), (A1) = (A2) = 0. When V ′(t, ) = , V ′′(t, ) := B0(t) and i(B0) =
i(A1) we discuss the existence of multiple nontrivial solutions by the Morse theory and
the Ljusternik–Schnirelman theory. These are the contents of the following sections.
In Section 2 we discuss the index theory. In Section 3 we discuss applications of the
index theory, and several examples will be given to show that our results could be
applied to some new cases.
2. Index theory for second-order linear Hamiltonian systems
For any A ∈ L∞((0, 1);GLs(Rn)), consider the following system:
x′′ + A(t)x = 0, (2.1)
x(0) = 0 = x(1). (2.2)
Deﬁne
qA(x, y) =
∫ 1
0
[x′(t) · y′(t)− A(t)x(t) · y(t)] dt ∀x, y ∈ E, (2.3)
where a ·b is the usual inner product for any a, b ∈ Rn, and E = H 10 ([0, 1];Rn) := {x :[0, 1] → Rn|x(t) is continuous on [0, 1], satisﬁes (2.2), and x′ ∈ L2((0, 1);Rn)} is a
Hilbert space with the norm ‖x‖ := (∫ 10 |x′(t)|2 dt) 12 . For any x, y ∈ E if qA(x, y) = 0
we say that x and y are qA-orthogonal. As in [7,11,12] for any two subspaces E1
and E2 of E if qA(x, y) = 0 for any x ∈ E1, y ∈ E2 we say that E1 and E2 are
qA-orthogonal.
Proposition 2.1. For any A ∈ L∞((0, 1);GLs(Rn)) the following results hold:
(i) there exist {i (A)} ⊂ R with 1(A) < 2(A) < · · · and i (A)→+∞ such that
x′′ + (A(t)+ i (A))x = 0, x(0) = 0 = x(1) (2.4)
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has a nontrivial solution, and if we denote the subspace of the solutions with
respect to i = i (A) by Ei(A), then dimEi(A) := nin and E =⊕∞i=1 Ei(A);
(ii) the space E has a qA-orthogonal decomposition
E = E+(A)⊕ E0(A)⊕ E−(A)
such that qA is positive deﬁnite, null and negative deﬁnite on E+(A), E0(A) and
E−(A), respectively. Moreover, E0(A) and E−(A) are ﬁnitely dimensional.
Proof. (i) As in the proof of Chang and Lin [3, Theorem 5.4.2], the norm ‖ · ‖0
deﬁned by an inner product
(x, y)0 :=
∫ 1
0
[x′(t) · y′(t)+ (0 − A(t))x(t) · y(t)] dt ∀x, y ∈ E
is equivalent to ‖ · ‖, where 0 is a positive number satisfying 0In > A. And there is
a continuously linear operator K0 : L2 → E satisfying
∫ 1
0
x(t) · y(t) dt = (x,K0y)0 for any x, y ∈ E. (2.5)
Let  : E → L2 be the compact embedding, then K0  : E → E is self-adjoint and
compact. By the spectral theory of self-adjoint compact operators, there exist i → 0
and eij ∈ E, i = 1, 2, 3, . . . , j = 1, 2, 3, . . . , ni such that
(eij , elk)0 = iljk, K0 eij = ieij . (2.6)
From (2.5) and (2.6), we have
i (x, eij )0 =
∫ 1
0
x(t) · eij (t) dt ∀x ∈ E. (2.7)
In particular, i =
∫ 1
0 eij (t) · eij (t) dt > 0 for any i ∈ N. Without loss of generality we
assume i is strictly monotonously decreasing. Denote i (A) = 1i − 0 and Ei(A) =
span{eij }nij=1, then the proof is complete except for dimEi(A) = nin. Let B(t) :=
diag{A(t)+ i (A)In, In}, x = y1, −x′ = y2, y = (y1, y2), then (2.4) is equivalent to
y′ = JB(t)y,
y1(0) = 0 = y1(1). (2.8)
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Let (t) be the matrizant of Eq. (2.8), i.e.,
˙(t) = JB(t)(t), (0) = I2n.
Then Ei(A){c ∈ Rn|12(1)c = 0} ⊆ Rn where (1) =
(
11(1)
21(1)
12(1)
22(1)
)
. And hence
dimEi(A) = nin.
(ii) For any x ∈ E with x =∑ cij eij , from (2.7) and that eij satisﬁes (2.6) we have
qA(x, x) =
∑
i,j
i (A)c2ij
∫ 1
0
|eij (t)|2 dt. (2.9)
Hence the results hold if we denote:
E+(A) =
{
x =
∑
cij eij |cij = 0 if i (A)0
}
,
E0(A) =
{
x =
∑
cij eij |cij = 0 if i (A) = 0
}
,
E−(A) =
{
x =
∑
cij eij |cij = 0 if i (A)0
}
. 
Deﬁnition 2.2. For any A ∈ L∞((0, 1);GLs(Rn)), we deﬁne i(A) = dimE−(A),
(A) = dimE0(A).
Remark. We call i(A) and (A) index and nullity of A, respectively. Similar deﬁnitions
can be found in [7,11–15,19]. In the following we shall discuss the properties of
(i(A), (A)).
Proposition 2.3. For any A ∈ L∞((0, 1);GLs(Rn)), we have
(i) (A) is the dimension of the solution subspace of (2.1) and (2.2) and (A) ∈
{0, 1, 2, . . . , n}.
(ii) i(A) =∑i (A)<0 ni , where i (A) and ni are deﬁned in Proposition 2.1.
Proof. (i) By deﬁnition, if i (A) = 0 for any i ∈ N, then E0(A) = {0} and (A) = 0;
if i (A) = 0 for some i ∈ N, then (A) = dimEi(A) ∈ {0, 1, . . . , n} by the deﬁnition
in Proposition 2.1.
(ii) By deﬁnition E−(A) = ⊕i (A)<0 Ei(A), and Ei(A) and Ej(A) are qA-orthogonal
if i = j . Hence the result. 
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Recall that when n = 1, the classiﬁcation of (2.1) and (2.2) was discussed in [5].
Denote the unique solution of
	′ = cos2 	+ q(t) sin2 	, 	(0) = 

by 	(t, 
, A).
Deﬁnition 2.4 (cf. Dong [5, Deﬁnition 2], [6, Deﬁnitions 1 and 2]). For any A ∈ L∞
(0, 1), denote A ∈ Hk if 	(1, 0, A) = (k + 1), k = 0, 1, 2, . . . . Denote A ∈ F0 if
	(1, 0, A) < ; and denote A ∈ Fk if k < 	(1, 0, A) < (k + 1), k = 1, 2, 3, . . . .
Proposition 2.5. When n = 1, A ∈ L∞(0, 1), one has (A) ∈ {0, 1}; i(A) = k,
(A) = 0 if and only if A ∈ Fk; and i(A) = k, (A) = 1 if and only if A ∈ Hk .
Proof. For n = 1, from (i) of Proposition 2.3, we have (A) ∈ {0, 1}. It is well-known
that 	(1, 0, A) = 0(mod ) if and only if (2.1) and (2.2) has a nontrivial solution,
and that 	(1, 0, A + In) is strictly monotonously increasing with respect to  ∈ R.
As a result, A ∈ F0, i.e. 	(1, 0, A) <  if and only if (A) = 0 and j (A) > 0 for
j ∈ N, which is equivalent to (i(A), (A)) = (0, 0). And A ∈ Fk for k1 we have
	(1, 0, A) ∈ (k, k + ). This is equivalent to (A) = 0 and there exist 1 < 2 <
· · · < k < 0 such that (1, 0, A + i (A)In) = i, i = 1, 2, . . . , k, i.e. (A) = 0 and
i(A) = #{j |j (A) < 0} = k, where #S denotes the total number of elements in a set
S. The proof is complete. 
Proposition 2.6. (i) For any A1, A2 ∈ L∞((0, 1);GLs(Rn)), if A1A2, we have
i(A1) i(A2); if A1 < A2, we have i(A1)+ (A1) i(A2).
(ii) If T ∈ O(n), i.e. T ∈ GL(n) and T T = In, then i(T AT ) = i(A), (T AT ) =
(A) for any A ∈ L∞((0, 1);GLs(Rn)). If Ai ∈ L∞((0, 1);GLs(Rni )), i = 1, 2 and
A = diag{A1, A2}, then i(A) = i(A1) + i(A2), (A) = (A1) + (A2). In particular,
for any A ∈ GLs(n) we have
i(A) =
n∑
i=1
#{k ∈ N|k22 < 
i}, (A) =
n∑
i=1
#{k ∈ N|k22 = 
i},
where {
i}ni=1 = (A), the set of eigenvalues of A.
(iii) (Poincare inequality) For any A ∈ L∞((0, 1);GLs(Rn)) with i(A) = 0 one has
∫ 1
0
|x′(t)|2 dt
∫ 1
0
A(t)x(t) · x(t) dt ∀x ∈ E.
And the equality holds if and only if x ∈ E0(A).
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Proof. (i) Let k = i(A1), we assume k1. Let e1, . . . , ek be a basis of E−(A1), and
let ei = e+i + e0i + e−i with e∗i ∈ E∗(A2), ∗ = +, 0,−. In order to prove i(A2)k
we only need to show that {e−i }ki=1 is linear independent. In fact, if not there exist
not all zero constants c1, . . . , ck such that
∑k
i=1 cie
−
i = . So e :=
∑k
i=1 ciei =∑k
i=1 cie
+
i +
∑k
i=1 cie0i ∈ E+(A2)⊕ E0(A2), and from (2.9) we have
qA2(e, e)0. (2.10)
But on the other hand, E−(A1) is a linear subspace and ei ∈ E−(A1), so e :=∑k
i=1 ciei ∈ E−(A1) \ {0}, and hence qA1(e, e) < 0. By the deﬁnition (2.3) we have
qA2(x, x)qA1(x, x) ∀x ∈ E. So
qA2(e, e)qA1(e, e) < 0.
This is a contradiction to (2.10). The ﬁrst part is proved. Assume (A1) = m and
{bi}mi=1 is a basis of E0(A1). To prove i(A2) i(A1) + (A1) we only need to show
that e−1 , . . . , e
−
k , b
−
1 , . . . , b
−
m are linearly independent. If not there are not all zero
constants 
1, . . . , 
k , 1, . . . ,m such that
∑

ie
−
i +
∑
ib
−
i = 0. So
qA2(e + b, e + b)0, (2.11)
where e =∑mi=1 
iei , b =∑ki=1 ibi . If e = 0 we have
qA2(e + b, e + b)qA1(e + b, e + b) = qA1(e, e)+ qA1(b, b) < 0.
This is also a contradiction to (2.11). If e = 0, we have x = b(t) is a nontrivial solution
of (2.1) and (2.2) with A(t) replaced by A1(t). So b(t) = 0 except for some ﬁnite
possible points on (0,1). By A1 < A2 we have
qA2(e + b, e + b) = qA2(b, b) < qA1(b, b) = 0,
a contradiction to (2.11).
(ii) By deﬁnition, we have i (T AT ) = i (A) and Ei(T AT ) = T (Ei(A)). So
E−(T AT ) = T (E−(A)), and E−(T AT ) = T (E−(A)). And hence,
i(T AT ) = i(A). (2.12)
Similarly,
E−(diag{A1, A2}) = E−(A1)⊕ E−(A2)
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and
i(diag{A1, A2}) = i(A1)+ i(A2). (2.13)
Note that a scalar eigenvalue problem
x′′ + x = 0, x(0) = 0 = x(1)
has a nontrivial solution if and only if  = k22, k = 1, 2, 3, . . . . It follows that for
any 
 ∈ R from Deﬁnition 2.4 and Proposition 2.5 we have
i(
) = #{k ∈ N|k22 < 
}. (2.14)
Because {
i}ni=1 are the eigenvalues of A, we have T AT = diag{
1, . . . , 
n} for some
orthogonal matrix T. From (2.12)–(2.14) we have
i(A) =
n∑
i=1
i(
i ) =
n∑
i=1
#{k ∈ N|k22 < 
i}.
(iii) For any x ∈ E with x =∑i,j cij eij , from (2.3) and (2.9) we have∫ 1
0
|x′(t)|2 dt
=
∫ 1
0
A(t)x(t) · x(t) dt +
∑
i,j
i (A)c2ij
∫ 1
0
|eij (t)|2 dt.
Because i(A) = 0, by deﬁnition, j (A)0 for any j ∈ N. So the inequality holds.
And the equality is valid if and only if cij = 0 as i (A) = 0. 
By now we have proved the monotonicity of the indices (cf. (i) of Proposition 2.6).
This will play an important role in the discussion of nonlinear Hamiltonian systems in
the next section. But in the end of this section we will give a precise expression of
the number i(A2) − i(A1) as A2 > A1 ﬁrst. In order to do this, we will introduce a
relative Morse index. This concept can be found in [9,13,14,19] for periodic solutions
of ﬁrst-order Hamiltonian systems. But here we give a completely different description,
which only depends on the nullity.
Deﬁnition 2.7. For any A1, A2 ∈ L∞((0, 1);GLs(Rn)) with A1 < A2, we deﬁne
I (A1, A2) =
∑
∈[0,1)
(A1 + (A2 + A1)).
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As A1 = 
1In, A2 = 
2In we have A1 + (A2 − A1) = (
1 + (
2 − 
1))In. From
(ii) of Proposition 2.6 we have
I (A1, A2) =
∑
∈[0,1)
((
1 + (
1 − 
1))In)
= n#{k ∈ N|k22 ∈ [
1, 
2)},
i(A1) = n#{k ∈ N|k22 < 
1},
i(A2) = n#{k ∈ N|k22 < 
2}.
And hence,
I (
1In, 
2In) = i(
2In)− i(
1In).
This suggests the following
Proposition 2.8. For any A1, A2 ∈ L∞((0, 1);GLs(R2n)) with A1 < A2, we have
I (A1, A2) = i(A2)− i(A1). (2.15)
Proof. Denote i() := i(A1 + (A2 −A1)) for  ∈ [0, 1]. Then (2.15) comes from the
fact i(+0) = i()+() for  ∈ [0, 1) and i(−0) = i() for  ∈ (0, 1]. We only prove
the former one. By (i) of Proposition 2.6, it is enough to prove i(+ 0) i()+ ().
For  ∈ [0, 1) ﬁxed, there is s ∈ (, 1) such that i() = i( + 0) := k for  ∈ (, s].
By Proposition 2.1, there are {i }ki=1 ⊂ R, {ei }ki=1 ⊂ E such that
e¨i + (B(t)+ i )ei = 0, (2.16)
ei (0) = 0 = ei (1), (2.17)
where B(t) := A1(t)+ (A2(t)−A1(t)). From the proof of Proposition 2.1 we have
(ei , e

j )0 = ij ,i =
∫ 1
0
|ei (t)|2 dt, i =
1
i
− 0 < 0, i, j = 1, 2, . . . , k.
(2.18)
So there exist {l} ⊂ (, s] with l → + 0 as l →+∞ such that elj ⇀ ej in E and
e
l
j → ej in C([0, 1];Rn). Because i > 0, we have i > −0. We may assume that
li → i in R. From the Ascoli–Arzela’s theorem and (2.16) we know that elj → ej
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in C1([0, 1];Rn) by going to subsequences if necessary. Taking the limit as l →+∞
in (2.16)–(2.18) we have
e¨i + (B(t)+ i )ei = 0, ei(0) = 0 = ei(1),
(ei, ej )0 = ij , i0, i, j = 1, 2, . . . , k.
It follows
qB
(
k∑
i=1
ciei,
k∑
i=1
ciei
)
=
k∑
i=1
ic2i
∫ 1
0
|ei(t)|2 dt0.
And hence, k i()+ (). The proof is complete. 
3. Nontrivial solutions of second-order nonlinear Hamiltonian systems
Consider the following problem:
x′′ + V ′(t, x) = 0, (3.1)
x(0) = 0 = x(1), (3.2)
where V : [0, 1] × Rn → R, V ′ : [0, 1] × Rn → Rn are continuous, V ′ denotes the
gradient of V with respect to x.
Theorem 3.1. Assume
(1) there exist A ∈ L∞((0, 1)×Rn; GLs(Rn)), and h : [0, 1]×Rn → Rn is continuous,
h(t, x) = o(|x|) as |x| → ∞ uniformly for t ∈ [0, 1] such that
V ′(t, x) = A(t, x)x + h(t, x); (3.3)
(2) there exist A1, A2 ∈ L∞((0, 1);GLs(Rn)) with A1A2, i(A1) = i(A2), (A2) = 0
such that
A1(t)A(t, x)A2(t), x ∈ Rn, a.e. t ∈ (0, 1), (3.4)
or there exists A0 ∈ L∞((0, 1);GLs(Rn)) with i(A0)+ (A0) = 0 such that
A(t, x)A0(t), x ∈ Rn, a.e. t ∈ (0, 1). (3.5)
Then (3.1) and (3.2) has at least one solution.
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Proof. We ﬁrst assume (3.4). By the Leray–Schauder principle we only need to prove
the possible solutions of the following problem are a priori bounded with respect to
the norm ‖ · ‖ of E:
x′′ + A1(t)x + (1− )V ′(t, x) = 0,
x(0) = 0 = x(1),
where  ∈ (0, 1). If not, there exist {xk} ⊂ E with ‖xk‖ → +∞, {k} ⊂ (0, 1) such
that
xk
′′(t)+ kA1(t)xk(t)+ (1− k)V ′(t, xk(t)) = 0, (3.6)
xk(0) = 0 = xk(1). (3.7)
Denote yk = xk/‖xk‖, Bk(t) = kA1(t) + (1 − k)A(t, xk(t)), ek(t) = (1 − k)
(V ′(t, xk(t))− A(t, xk(t))xk(t))‖xk‖−1, then (3.6) and (3.7) is equivalent to
yk
′′(t)+ Bk(t)yk(t)+ ek(t) = 0, (3.8)
yk(0) = 0 = yk(1). (3.9)
From (3.3), ek → 0 in C(0, 1). We may assume yk ⇀ y0 in E, yk → y0 in C(0, 1),
k → 0 and b(k)ij ⇀ bij in L2(0, 1) where Bk(t) = (b(k)ij )n×n(t) by going to subse-
quences if necessary. Denote B0(t) = (bij (t))n×n, integrating (3.8), taking the limit and
considering (3.9) we have
y0
′′(t)+ B0(t)y0(t) = 0, (3.10)
y0(0) = 0 = y0(1). (3.11)
By (3.4) we have A1BkA2, and hence A1B0A2. By i(A2) = i(A1) and
(A2) = 0, from (i) of Proposition 2.6 we have (B0) = 0. This contradicts the fact
that y0 = 0 satisﬁes (3.10) and (3.11).
Second we assume (3.5). We also give the proof as in the ﬁrst case. Now, we
have arrived at (3.8) and (3.9) with A1 replaced by A0 and Bk(t) = kA0(t)+
(1 − k)A(t, xk(t)). By i(B0) + (B0) = 0, from Deﬁnition 2.7 and Proposition 2.8
there exists ε > 0 such that i(A0 + εIn) = 0, (A0 + εIn) > 0, and
0 =
∫ 1
0
(yk
′′(t)+ Bk(t)yk(t)) · yk(t) dt +
∫ 1
0
yk(t) · ek(t) dt
=
∫ 1
0
[−|y′k(t)|2 + Bk(t)yk(t) · yk(t)] dt +
∫ 1
0
yk(t) · ek(t) dt
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
∫ 1
0
[−|y′k(t)|2 + A0(t)yk(t) · yk(t)] dt +
∫ 1
0
yk(t) · ek(t) dt
 −ε
∫ 1
0
|yk(t)|2 dt +
∫ 1
0
yk(t) · ek(t) dt
→ −ε‖y0‖2L2
where we have used (iii) of Proposition 2.6 in the second inequality. This is a contra-
diction. The proof is complete. 
Example 1. Assume A(t) = (aij (t))n×n = T  diag{
1(t), 
2(t), . . . , 
n(t)}T with T ∈
O(n); fi : R → [0, 
] is continuous with fi(R) = [0, 
] and 
 > 0, i = 1, 2, . . . , n. Let
Fi(x) =
∫ x
0 fi(t) dt, i = 1, 2, . . . , n and V (t, x) =
∑n
i=1 Fi(xi) + 12
∑n
i=1 aii(t)x2i +∑
1 i<jn aij (t)xixj + (
∑n
i=1 x2i )
3
4 sin t for t ∈ [0, 1], x ∈ Rn. Then this V (t, x)
satisﬁes (3.3) where A(t, x) = A(t) + diag{f1(x1), f2(x2), . . . , fn(xn)}, A1(t) = A(t),
A2(t) = A(t)+
In and h(t, x) = 32 (
∑n
i=1 x2i )
− 14 x. If (
i ) = 0, i = 1, 2, . . . , n, 
 > 0
is small enough, then (A1) = 0 = (A2), i(A1) = i(A2). Therefore, the problem (3.1)
and (3.2) has a solution from Theorem 3.1. In particular, as fi(x) = 
(sin x)2i , 
i (t) =

i ∈ R and [
i , 
i + 
] ∩ {k22}+∞k=1 = ∅ for i = 1, 2, 3, . . . , n, then (3.1) and (3.2) has
a solution.
Theorem 3.2. In assumption (1) if A(t, x) = A(t) with (A) = 0, and
(x, h(t, x))c1|x|
 − b1, |h(t, x)|c2|x|
−1 + b2 (3.12)
for some positive constants c1, c2, b1, b2 and 1
 < 2, then the problem (3.1) and
(3.2) has at least one solution.
Proof. From Deﬁnition 2.7, Proposition 2.8 and the ﬁniteness of the index i(A), for
any A ∈ L∞((0, 1);GLs(Rn)) there exists ε > 0 such that i(A + εI) = i(A) + (A)
and (A+ εI) = 0. Denote A1 = A+ εI , we only need to prove the solutions of the
following problem are a priori bounded with respect to the norm ‖ · ‖ of E:
x′′ + A1(t)x + (1− )A(t)x + (1− )h(t, x) = 0,
x(0) = 0 = x(1).
If not there exist xk ∈ E with ‖xk‖ → +∞, k ∈ (0, 1) such that
xk
′′ + kA1(t)xk + (1− k)A(t)xk + (1− k)h(t, xk) = 0, (3.13)
xk(0) = 0 = xk(1). (3.14)
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Denote yk = xk/‖xk‖, we may assume yk ⇀ y0 in E and k → 0. So y = y0 is a
nontrivial solution of
y′′ + (0A1(t)+ (1− 0)A(t))y = 0, y(0) = 0 = y(1).
It follows from (i) of Proposition 2.6 that 0 = 0 and
y0
′′(t)+ A(t)y0(t) = 0, y0(0) = 0 = y0(1). (3.15)
From (3.13) we have
∫ 1
0
(xk
′′(t)+ A(t)xk(t)) · y0(t) dt +
∫ 1
0
kεxk(t) · y0(t) dt
+
∫ 1
0
(1− k)h(t, xk(t)) · y0(t) dt = 0.
It follows from (3.12) and (3.15) for k large enough that
0 
∫ 1
0
h(t, xk(t)) · y0(t) dt
=
∫ 1
0
h(t, xk(t)) · xk(t) dt‖xk‖−1 +
∫ 1
0
h(t, xk(t)) · [y0(t)− yk(t)] dt
 ‖xk‖−1
∫ 1
0
(c1|xk(t)|
 − b1) dt −
∫ 1
0
(c2|xk(t)|
−1 + b2) dt · ‖yk − y0‖C(0,1).
Hence,
0  c1
∫ 1
0
|yk(t)|
 dt − b1‖xk‖−

−
(
c2
∫ 1
0
|yk(t)|
−1 dt + b2‖xk‖−
+1
)
‖yk − y0‖C(0,1)
→ c1
∫ 1
0
|y0(t)|
 dt,
as k → ∞. This is a contradiction since ‖y0‖ = 0 and c1 > 0. The proof is com-
plete. 
Remark. We emphasize that some conditions similar to (3.12) already appeared in
[10,17] in discussing nontrivial periodic solutions of ﬁrst-order Hamiltonian systems
with other methods.
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When V ′(t, 0) ≡ 0, then x ≡ 0 is a solution of (3.1) and (3.2). As usual this
solution is called the trivial solution. In Theorems 3.1 and 3.2 we do not know if
the solution we found is not the trivial one. In order to obtain nontrivial solutions
we will make use of the Morse theory. Wang [18] proved that (3.1) and (3.2) has at
least two nontrivial solutions if V (t, ) ≡ 0, V ′(t, 0) ≡ 0, lim|x|→∞ V ′′(t, x) = A∞(t)
for t ∈ [0, 1], V ′′(t, 0) = A0(t), k212In < A∞(t) < (k1 + 1)22In, k222 < A0(t) <
(k2 + 1)22In, k1 = k2. This result is also in the book [2] by Chang. In the following
we will get more generalized results. The method is the same with some modiﬁcations
in techniques. The main result is
Theorem 3.3. Assume
(1) V ∈ C2([0, 1] × Rn,R), A1(t)V ′′(t, x)A2(t) for |x|M > 0 with i(A1) =
i(A2), (A2) = 0.
(2) V ′(t, 0) ≡ 0, A0(t) = V ′′(t, 0) and i(A1) /∈ [i(A0), i(A0) + (A0)]. Then problem
(3.1) and (3.2) has at least one nontrivial solution. Moreover, if we assume
(3) (A0) = 0, |i(A1)− i(A0)|n. Then (3.1) and (3.2) has two nontrivial solutions.
Example 2. Let V (t, x) = 12 xA(t)x + f (
∑n
i=1 Fi(xi)), where  > 0 is a constant;
f ∈ C2([0,+∞), [0,+∞)), f (t) = 0 as t ∈ [0, 1] and f (t) = t as t ∈ [2,+∞); and
Fi(x) =
∫ x
0 d
∫ 
0 fi(s) ds, fi(x) = | sin xi |2 + (+ ε)| cos xi |2. Then
V ′′(t, 0) = A(t)
and as 12 |x|2 > 2
V ′′(t, x) = A(t)+ diag{f1(x1), f2(x2), . . . , fn(xn)}
and hence
A(t)+ InV ′′(t, x)A(t)+ (+ )In.
From Theorem 3.3, if (A) = 0 = (A + In), i(A + In) > n + i(A), then (3.1) and
(3.2) has at least two nontrivial solutions provided  > 0 is small enough. Note that
V (t, x) does not satisfy (1.4).
In order to ﬁnish the proof we need some lemmas. Let X be a Banach space and f ∈
C1(X,R). As in [2, Chapter 1] let K = {x ∈ X|f ′(x) = }, fa = {x ∈ X|f (x)a}.
For an isolated critical point x0, the critical group is deﬁned by Cq(f, x0) = Hq(fc ∩
U, (fc\{p0}) ∩ U);G) for any neighborhood U of p0 with U ∩ K = {x0} and c =
f (x0). For any two regular values a < b, if K ∩ F−1[a, b] = {z1, . . . , zl}, we denote
by Mq =∑li=1 rank Cq(f, zi) and q = rankHq(fb, fa;G).
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Lemma 3.4 (cf. Chang [2, Chapter 1, Theorem 4.3]). Let f ∈ C2(X,R1) satisfy the
(PS) condition, we have the following Morse inequalities:
Mq −Mq−1 + · · · + (−1)qM0q − q−1 + · · · + (−1)q0,
for q = 0, 1, 2, . . . .
When f ∈ C2(X,R) and p ∈ K we have f ′′(p) is a self-adjoint operator. We call the
dimension of the negative space corresponding to the spectral decomposing the Morse
index of p and denote it by m−(f ′′(p)), and denote by m0(f ′′(p0)) = dim ker f ′′(p0).
If f ′′(p) has a bounded inverse we say that p is nondegenerate.
Lemma 3.5 (cf. Chang [2, Chapter 1, Theorem 5.4 and Corollary 5.1]). Assume f ∈
C2(E,R) and p0 ∈ K is an isolated critical point with ﬁnite index j := m−(f ′′(p0))
and nullity k := m0(f ′′(p0)). Then
(1) Cq(f, p0)qjG or Cq(f, p0)q,j+kG or Cq(f, p0)0 for qj, qj + k.
(2) If p0 is a nondegenerate critical point, then
Cq(f, p0)qjG, q = 0, 1, 2, . . . .
(3) If f has a minimal value at p0, then
Cq(f, p0)q0G, q = 0, 1, 2, . . . .
From [2, Chapter III, Theorem 3.1, Chapter II, Theorem 5.1, 5.2, Corollary 5.2], one
can prove
Lemma 3.6. Assume f ∈ C2(X,R) satisﬁes the (PS) condition, f ′() = , and
there is a positive integer  such that  /∈ [m−(f ′′()),m0(f ′′()) + m−(f ′′())] and
Hq(X, fa;G)qG for some regular value a < f (). Then f has a critical point
p0 =  with C(f, p0) = 0. Moreover, if  is a nondegenerate critical point, and
m0(f ′′(p0)) |−m−(f ′′())|, then f has another critical point p1 = p0, .
Proof of Theorem 3.3. Since (A)n for any A ∈ L∞((0, 1) × Rn;GLs(Rn)), by
Lemma 3.6 we only need to show
Hq(E, fa;G)qG (3.16)
for −a > −f () is large enough, where  = i(A1). Let {ej (A)} be a renumbered
sequence of {eij } deﬁned by (2.4) such that
e¨j (A)+ (A(t)+ j (A))ej (A) = 0
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and 123 · · · . Denote by H1 = span{ej (A1)|j}, H2 = span{ej (A2)|j > },
then
E = H1 ⊕H2. (3.17)
In fact, let H¯ = span{ej (A2)|j}, then E = H¯⊕H2, i.e., for every x ∈ E there exists
uniquely pair (x¯, x2) ∈ H¯ ×H2 such that x = x¯+x2. Let ej (A1) = e+j + e−j with e+j ∈
H2, e
−
j ∈ H¯ , j = 1, 2, 3, . . . , , then {e−j } is a base of H¯ . There exist constants {
j }j=1
such that x¯ = ∑j=1 
j e−j , and hence x = (∑j=1 
j ej (A1)) + (x2 −∑j=1 
j e+j ).
We have proved E = H1 + H2. Since
∫ 1
0 [|x′(t)| − A2(t)x(t) · x(t)] dt > 0 ∀x ∈
H2 with x = 0,
∫ 1
0 [|x′(t)| − A1(t)x(t) · x(t)] dt < 0 ∀x ∈ H1 with x = 0, and∫ 1
0 [|x′(t)|−A1(t)x(t)·x(t)] dt
∫ 1
0 [|x′(t)|−A2(t)x(t)·x(t)] dt from A1A2 it follows
that H1 ∩ H2 = {}. We have proved (3.17). In the following we will take two steps
to ﬁnish the proof of (3.16).
Step 1: For −a > −f () large enough we have
Hq(H, fa;G) = Hq(M,M ∩ fa;G), q = 0, 1, 2, . . . , (3.18)
where M ⊂ H will be deﬁned later. Since e′′j + (A2(t)+ j )ej = 0, we have
i
∫ 1
0
ej · ei dt =
∫ 1
0
(e′j · e′i − A2(t)ej · ei) dt
= −
∫ 1
0
(e′′j · ei + A2(t)ej · ei) dt = j
∫ 1
0
ej · ei dt
where we denote by ej = ej (A2). Let
∫ 1
0 ej · ei dt = 0 if i = j and i = j ,
and j
∫ 1
0 |ej |2 dt = 1. Then ∀x ∈ H2 with x =
∑
j> cj ej , ‖x‖2 := (
∫ 1
0 [|x′(t)|2 −
A2(t)x(t) · x(t)) dt)
1
2 = ∑j> c2j . So H2 is a Banach space under the norm ‖ · ‖2.
Similarly H2 is also a Banach space under the norm ‖ · ‖. Moreover, from (iii) of
Proposition 2.6 we have C1‖x‖2‖x‖ for some C1 > 0, and hence
C1‖x‖2‖x‖C2‖x‖ ∀x ∈ H2, (3.19)
where C2 > 0 is a constant. Let ‖x‖1 = (−
∫ 1
0 [|x′(t)|−A1(t)x(t) ·x(t)] dt)
1
2 ∀x ∈ H1,
then ‖ · ‖1 is a norm of H1, and there are constants C3, C4 > 0 such that
C3‖x‖‖x‖1C4‖x‖ ∀x ∈ H1. (3.20)
Y. Dong / J. Differential Equations 214 (2005) 233–255 249
Since ∀x = x1 + x2 with x1 ∈ H1, x2 ∈ H2, we have from (3.19) and (3.20) and
assumption (1) that
(df (x), x2 − x1) =
∫ 1
0
[(x′(t), x′2(t)− x′1(t))− (V ′(t, x(t)), x2(t)− x1(t))] dt
=
∫ 1
0
[
(|x′2(t)| − |x′1(t)|2
(∫ 1
0
V ′′(t, x(t)) dx2(t), x2(t)
)
+
(∫ 1
0
V ′′(t, x(t)) dx1(t), x1(t)
)]
dt
 ‖x2‖22 + ‖x1‖21 − C5(‖x2‖ + ‖x1‖)
 C−22 ‖x2‖2 − C5‖x2‖ + C23‖x1‖2 − C5‖x1‖,
where C5 > 0 is a constant. And hence, there exists R0 > 0 such that
(df (x), x2 − x1) > 1 ∀x ∈ E with ‖x2‖ > R0 or ‖x1‖ > R0.
Denote by M = (H2 ∩ BR0)⊕ H1. We want to deﬁne a deformation from (E, fa) to
(M,M ∩ fa). Since for every x = x2 + x1 /∈M, f is decreasing along vector ﬁeld
V (x) = −x2 + x1, we can deﬁne the ﬂow  = (t, x) by
′(t) = V ′(t,(t)), (3.21)
(0) = x2 + x1. (3.22)
Simple calculations give (t, x) = e−t x2 + etx1. The time Tx arriving at M satisﬁes
e−Tx‖x2‖ = R0, so Tx = ln ‖x2‖ − ln R0. Then the deformation is
(t, x2 + x1) = x2 + x1, ‖x2‖R0,
= (Txt, x), ‖x2‖ > R0.
One can verify that : [0, 1] ×H → H is continuous and satisfy
(0, ·) = idH , (1, H) ⊂M, (1, fa) ⊂M ∩ fa,
(t, fa) ⊂ fa, (t, ·)|M = idM ∀t ∈ [0, 1].
Therefore, we have obtained (3.18).
Step 2: For any −a > −f () large enough, we have
Hq(M,M ∩ fa;G)qG. (3.23)
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In fact, because V (t, 0) = 0, V ′(t, 0) = 0, we have
V (t, x) =
∫ 1
0
V ′(t, x) · x d
=
∫ 1
0
 d
∫ 1
0
V ′′(t, 1x) d1x · x.
By assumption (1) we have
V (t, x)
∫ 1
0
 d
∫ 1
0
A2(t)x · x d1 + C6 = 12A2(t)x · x + C6
and
V (t, x) 12A1(t)x · x − C7.
Therefore, for every x ∈M we have
f (x) =
∫ 1
0
[
1
2
|x′(t)|2 − V (t, x(t))
]
dt
 1
2
∫ 1
0
[|x′(t)|2 − A1(t)x(t) · x(t)] dt + C7
= 1
2
∫ 1
0
[|x′1(t)|2 − A1(t)x1(t) · x1(t)] dt
+1
2
∫ 1
0
[|x′2(t)|2 − A1(t)x2(t) · x2(t)] dt
+
∫ 1
0
[x′1(t) · x′2(t)− A1(t)x1(t) · x2(t)] dt + C7
 −C8‖x1‖2 + C9 (3.24)
and in a similar way we have
f (x)  1
2
∫ 1
0
[|x′(t)|2 − A2(t)x(t) · x(t)] dt − C6
 −C10‖x1‖2 − C11, (3.25)
where all the above Cis are positive constants and  > 0 such that i(A2 − In) = 0.
Since H1 is ﬁnite and any norm is equivalent to ‖ · ‖. We obtain from (3.24) and
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(3.25) that
f (x)→−∞⇔ ‖x1‖ → +∞ uniformly in x2 ∈ H2 ∩ BR0 .
Thus, there exist T > 0, a1 < a2 < −T ,R1 > R2 > R0 such that
(H2 ∩ BR0)⊕ (H1\BR1) ⊂ fa1 ∩M ⊂ (H2 ∩ BR0)⊕ (H1\BR0) ⊂ fa2 ∩M.
We now begin to deﬁne a deformation from M ∩ fa2 to M ∩ fa1 . Consider the
ﬂow deﬁned by (3.21) and (3.22). For every x ∈ M ∩ (fa2\fa1), since (t, x) =
e−t x2 + etx1, f ((t, x)) is continuous with respect to t, f ((0, x)) = f (x) > a1 and
f ((t, x)) → −∞ as t → +∞, so the time t = T1(x) arriving at fa1 ∩M exists
uniquely and is deﬁned by f ((t, x)) = a1. Since
d
dt
f ((t, x)) = 〈df ((t, x)),′(t, x)〉
= 〈df (e−t x2 + etx1),−e−t x2 + etx1〉 − 1
as t > 0. The continuity of t = T1(x) comes from the implicit function theorem. Deﬁne
1(t, x) = x, x ∈ fa1 ∩M
= (T1(x)t, x), x ∈M ∩ (fa2\fa1)
then 1: [0, 1]×fa2 ∩M→ fa2 ∩M is continuous, and is a deformation from fa2 ∩M
to fa1 ∩M and 1 = 1(1, (·)) :M ∩ fa2 →M ∩ fa1 is a strong deformation retract.
Deﬁne
2(x) = x, ‖x1‖R1
= x2 + x1‖x1‖ R1, ‖x1‖ < R1
then
2 : (H2 ∩ BR0)⊕ (H1\int(BR2))→ (H2 ∩ BR0)⊕ (H1\int(BR1))
is a strong deformation retract. Let  = 2 ◦ 1, we obtain a strong deformation retract:
:M ∩ fa2 → (H2 ∩ (BR0))⊕ (H2\int(BR1)).
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Hence,
Hq(M,M ∩ fa2;G)
Hq((H2 ∩ BR0)⊕H1, (H2 ∩ BR0)⊕ (H1\int(BR1));G)
Hq(H1 ∩ BR1 , (H1 ∩ BR1);G)qG.
This is (3.23). And (3.16) comes from (3.18) and (3.23). The proof is complete. 
Theorem 3.7. Assume that V ∈ C2([0, 1] × Rn,Rn), V ′′(t, x)B0(t) for every t ∈
[0, 1], x ∈ Rn, i(B0)+ (B0) = 0, V ′(t, ) = , i(V ′′(t, ))1, then (3.1) and (3.2) has
at least a nontrivial solution. Moreover, if (V ′′(·, )) = 0, then (3.1) and (3.2) has at
least two nontrivial solutions.
Proof. As proved before f satisﬁes the (PS) condition and is bounded from below. So
f has a minimal critical point p0, and C0(f, p0)G. By (2) of Lemma 3.5 we also
have C0(f, ) = 0. Then p0 =  is a nontrivial solution. We also get
Hq(H, fa;G)  Hq(BR, fa ∩ BR;G)
 Hq(BR,	;G)q0G
for q = 0, 1, 2, . . . ,−a is large enough such that for every x ∈ fa , we have x /∈ K∩BR
as proved in the former theorem. If (V ′((·), )) = 0, then Cq(f, ) = qG, q =
0, 1, 2, . . . , and  := i(V ′′(·, )). Assume apart from p0, f has not any other non-
trivial solutions, then from Lemma 3.4 the  + 1th Morse inequality gives −10, a
contradiction. The proof is complete. 
Remark. This result can be obtained as a corollary of Chang [1, Theorem 5.3.1].
When the potential V is symmetric, i.e., V (t,−x) = V (t, x) for every t ∈ [0, 1], x ∈
Rn, we can ﬁnd more than two nontrivial solutions.
Theorem 3.8. Assume V (t, 0) = 0 and
(1) there are B1, B2 ∈ L∞((0, 1);GLs(Rn)) with i(B1) = i(B2), (B1) = (B2) = 0
such that
V ′(t, x) = B(t, x)x + o(|x|) as |x| → ∞,
B1(t)B(t, x)B2(t) ∀t ∈ [0, 1], x ∈ Rn.
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(2) there are A1, A2 ∈ L∞((0, 1) × Rn;GLs(Rn)) with i(A1) = i(A2), (A1) =
(A2) = 0 such that
V ′(t, x) = A(t, x)x + o(|x|) as |x| → 0,
A1(t)A(t, x)A2(t) ∀t ∈ [0, 1], x ∈ Rn.
(3) For every t ∈ [0, 1], x ∈ Rn, one has V (t,−x) = V (t, x).
Then the problem (3.1) and (3.2) has at least |i(B1)− i(A1)| pairs of solutions.
This result can be obtained from [1, Theorems 4.3.4 and 4.3.6]. We only prove it
in the case i(A1) > i(B1). This will be ﬁnished by a Ljusternik–Schnirelman-type
theorem. For a Banach space X, let  be the set of all symmetric closed subsets of
X. Let  be the genus on . Deﬁne
cn = inf{a|(fa)n}.
It was proved that cn is a critical value if f satisﬁes the (PS) condition and cn is ﬁnite.
Moreover, we have
Lemma 3.9 (cf. Chang [1, Theorem 4.3.4]). Assume f ∈ C1(X,R1) satisﬁes the (PS)
condition, f () = 0, f (−x) = f (x), and
(1) there are a m-dimensional subspace X1 and a constant  > 0 such that
sup
x∈X1∩S
f (x) < 0,
(2) there is a j-dimensional subspace E˜ such that
inf
x∈X⊥2
f (x) > −∞,
where X⊥2 ⊂ X is a subset of X such that X⊥2 ⊕X2 = X.
Then f has at least m− j pairs of critical points if m− j > 0.
Proof of Theorem 3.8. Let X1 := span{ej (A1)|j (A1) < 0}, then i(A1) = dimX1. By
assumption (2), we have
V (t, x) =
∫ 1
0
V ′(t, x) d · x
 1
2
A1(t)x · x + o(|x|2) as x → 0.
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And hence the assumption (1) of Lemma 3.9 is valid, where f is deﬁned as in (3.23).
Let X2 = span{ej (B2)|j (B2) < 0}, then i(B2) = dimX2, and the assumption (2) of
Lemma 3.9 is also satisﬁed. Therefore, the proof is complete. 
Example 3. Let V (t, x) = 12 xA(t)x+f (
∑n
i=1 Fi(xi))+g(
∑n
i=1 Gi(xi)), where f ∈
C1([0,+∞), [0,+∞)), f (t) = 0 as t ∈ [0, 1] and f (t) = t as t ∈ [2,+∞); and
Fi(x) =
∫ x
0 sfi(s) ds, fi(x) = | sin xi |2 + ( + ε2)| cos xi |2; g: [0,+∞) → [0,+∞),
g(x) = x as x ∈ [0, 1], g(x) = 0 as x ∈ [2,+∞),Gi(x) = ε
∫ x
0 s| sin(s−1)| ds. Assume
A ∈ L∞((0, 1) × Rn;GLs(Rn)) with (A) = 0 = (A + ε1In) = (A + In) =
(A + ( + ε2)In), i(A + ε1In) = i(A), i(A + In) = i(A + ( + ε2)In) > i(A). Then
as |x| is small enough we have
V ′(t, x) = (A(t)+ ε diag{| sin(x−11 )|, | sin(x−12 )|, . . . , | sin(x−11 )|})x
:= A(t, x)x
and
A(t)A(t, x)A(t)+ ε1In.
And as |x| is large enough we have
V ′(t, x) = (A(t)+ diag{f1(x1), f2(x2), . . . , fn(xn)})x,
:= B(t, x)x
and
A(t)+ InB(t, x)A(t)+ (+ ε2)In.
From Theorem 3.8, (3.1) and (3.2) has |i(A+In)− i(A)| pairs of solutions. Note that
V (t, x) is not twice differentiable, so it does not satisfy the known results.
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