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A set of polygons is called c-oriented if the edges of all polygons are oriented in a 
constant number of previously defined directions. The intersection searching 
problem is studied for such objects, namely: Given a set of c-oriented polygons P 
and a c-oriented query polygon q, find all polygons in P that intersect q. It is shown 
that this problem can be solved in O(logZn + t) time with O(n log n) space and 
O(n log 2 n) preprocessing, where n is the cardinality of P and t the number of 
answers to a query. Furthermore, the solution is extended to the cases in which P is 
a semidynamic or dynamic set of polygons. Whereas planar intersection searching 
can be carried out more efficiently for orthogonal objects (e.g., rectangles) it is 
expensive for arbitrary polygons. This suggests that the c-oriented solution be used 
in appropriate areas of application, for instance, in VLSI-design. © 1984 Academic 
Press, Inc. 
1. INTRODUCTION 
Intersection problems belong to the first and most thoroughly studied 
problems in computational geometry. Most of the results obtained concern 
orthogonal objects, that is points, axis-parallel line segments and rectangles 
in the plane, orthogonal blocks in 3-space, etc. Only few papers deal with 
arbitrarily oriented line segments or polygons in the plane or polyhedra in 
higher dimensions. The reason for this is simple. Axis-parallel objects can 
be represented efficiently in data structures which support geometric 
searching, whereas for arbitrary objects this is a much more difficult task. 
While in some application areas it suffices to deal with orthogonal 
objects (e.g., in VLSI design), in other areas (such as computer graphics, 
geography) arbitrary objects need to be handled. Unfortunately in the lat- 
ter case solutions either do not exist or are much less efficient than in the 
restricted case. 
To bridge this gap in complexity a study of so-called c-oriented objects 
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was commenced in a previous paper (Giiting, 1983a). In the planar case 
these objects are polygons whose edges are oriented in a constant number 
of previously defined directions. The goal was to extend the efficiency 
possible in the orthogonal case to this more general class of objects. It was 
shown in Giiting (1983a) that this is indeed possible by giving solutions for 
two instances of the stabbing number problem that have the same 
asymptotic time-complexity as the corresponding solutions for the 
orthogonal case. In Giiting (1983b) a solution for the contour problem was 
given which is less efficient than the one for the orthogonal case (Giiting, 
1984a, b), but is still better than the solution for the general case 
(Ottmann, Widmayer, and Wood, 1982). 
Apart from theoretical interest he motivation for this work stems from 
the fact that there exist applications in which only a small number of 
possible directions occur, for example, 45 ° artwork in VLSI design, certain 
types of architectural data bases, graphic editors, etc. 
In the present paper this work is extended by giving efficient solutions 
for the c-oriented version of the polygonal intersection searching problem. 
The general case of this problem was studied by Edelsbrunner, 
Kirkpatrick, and Maurer (1982) who define the problem as follows: 
Given a set of polygons P and a query polygon q, find all 
polygons in P that intersect q. 
As for searching problems in general, a static and a dynamic version of the 
problem may be considered. In the static case the collection of polygons P 
does not change while a sequence of queries is asked. The static problem is 
solved by preprocessing P into some data structure D suitable for answer- 
ing queries. Such a solution is measured by the time required for answering 
a query (query time), the space required by D and the time used to con- 
struct D (preprocessing time). These cost measures depend on n, the num- 
ber of polygons in P, and t, the size of the answer to a query. In this paper 
all cost measures are given by worst-case complexity. 
In the dynamic case the collection of polygons P may change between 
queries by inserting or deleting individual polygons. In this case it is 
necessary to define a dynamic data structure to represent P as well as 
algorithms for insertion, deletion, and querying. The solution is measured 
by query time, update time (usually insertion and deletion times are iden- 
tical) and space, depending on n, the number of currently present objects 
(and t). 
Recently, especially in connection with plane-sweep algorithms, an inter- 
mediate case has often been of interest. In the semidynamic case the set of 
polygons P may change between queries. However, it is not possible to 
insert completely arbitrary polygons into P but only polygons with vertices 
lying on a 2-dimensional grid of size N x N. The cost measures are the same 
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as for the dynamic case but may additionally depend on N. Note that 
searching problems occurring as subproblems when processing some given 
set of objects are always semidynamic since the grid can be computed in 
advance from the (known) coordinates of all objects. 
Concerning the representation of polygons it is assumed that each 
polygon is given by the sequence of its vertices, say, in counterclockwise 
order. A polygon description consists of this sequence together with a report 
bit (used to avoid multiple reporting of the same polygon, see below). We 
assume that for each polygon p in P its polygon description is stored in 
main memory and the polygon name of p denotes the address of its descrip- 
tion: It is then possible to represent P in data structures by just its name. 
The rest of the paper is organized as follows: Before considering the 
problem in detail some basic data structures are reviewed in Section 2. The 
static case of the c-oriented polygonal intersection searching problem is 
then solved by decomposing it into three subproblems (Sect. 3) and sub- 
sequently solving these subproblems (Sects. 4-6). In Section 7 the solutions 
obtained are extended to the semidynamic and dynamic ases. Finally some 
applications (Sect. 8) and directions for further work (Sect. 9) are given. 
Some of the results presented in this paper are contained in Gfiting 
(1983b). 
2. PRELIMINARIES 
The solution of the c-oriented polygonal intersection searching problem 
described in this paper is based on a collection of hierarchical tree struc- 
tures. In this section some component tree types of these structures are 
reviewed, in particular the segment tree, the range tree, the priority search 
tree and the interval tree. (Readers familiar with these tree structures may 
skip this section.) 
The segment ree, due to Bentley (1977), can be used to represent a
semidynamic set of intervals over a raster 2.= {Xl ..... XN}, that is, each 
interval endpoint must be in X. The segment tree T over 2-is a binary tree 
of minimal height with N-1  leaves with associated fragment intervals 
Ix1, x2],..., [XN_ 1, XN]. Each internal node also has an associated interval 
which is the union of the intervals of its sons. For a node p let p. interval 
denote its associated interval. So far the structure is an empty skeleton. 
Now associate with each node p a set of intervals COVER(p), initially 
empty. An interval i over X can be represented in T by entering it into the 
COVER sets of certain nodes of T. This subset of nodes CN(i) (the 
"covered nodes") is defined by 
p ~ CN(i),*~ p. interval ___ i and p. father, interval ~ i. 
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For any interval i over X, CN(i) contains at most O(log N) nodes (at 
most two nodes on each level of the tree). If the COVER sets are organized 
as linked lists then insertion of i can be performed in O(log N) time. The 
same is true for deletion, although this is somewhat more difficult to 
achieve. 
The segment tree supports point enclosure queries. Given a coordinate x, 
the t intervals in T that contain x can be retrieved in O(log N+ t) time by 
reporting the COVER sets of all nodes on a path to the fragment interval 
(leaf) containing x. Figure 1 represents a segment tree storing three inter- 
vals a, b and c. More details can be found in Bentley and Wood (1980). 
The range tree, also due to Bentley (1979), can be used to represent a set 
of coordinates over a raster X= {xl ..... XN}, that is, a semidynamic subset 
of X. A range tree T over X is a binary search tree of minimal height with 
N leaves representing the coordinates xl,..., XN. Each node of the tree has 
an associated set of coordinates SUB(p) which is initially empty 
(analogous to COVER(p) in a segment tree). A coordinate x in X can be 
inserted into T by entering it into the SUB sets of all nodes on the path to 
(the leaf representing) x. Thus an insertion or deletion can be performed in 
O(log N) time. 
The range tree supports range queries: Given an interval [Xl, x2], the t 
coordinates in T contained in [Xx, x2] can be found in O(log N+ t) time. 
To achieve this the root nodes of maximal subtrees of T whose leaf values 
are contained in [x~, x2] are visited and their SUB sets reported. (Those 
root nodes correspond to a set of nodes CN([Xl, x2]) in a segment tree.) 
If the COVER or SUB sets are represented by structures requiring linear 
space, then the space requirements of a segment tree or range tree are in 
principle O(N+ n log N), since the empty skeleton consists of O(N) nodes 
and each object inserted creates O(logN) entries. In the static case 
n = O(N) and the space complexity is simply O(n log n). In the semidynamic 
case n may be much smaller than N. The space requirements can then be 
reduced by building the tree partially: only the paths leading to nodes with 
ab b 
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non-empty COVER or SUB sets are built when inserting an object, 
resulting in O(n log N) space complexity. 
The priority search tree, due to McCreight (1982), can be used to 
represent a fully dynamic set S of n points in two dimensions. It requires 
linear space and permits, apart from insertion and deletion of a point in 
O(log n) time, an interesting retrieval operation: the t points of S inside a 
halfrange (a rectangle unbounded at one side) can be found in O(log n + t) 
time. 
The interval tree, due to Edelsbrunner (1980a) (equivalent to the tile tree 
of McCreight (1980)), can be used to represent a static set of intervals in 
O(n) space such that the t intervals enclosing a query coordinate (or the t 
intervals intersecting a query interval) can be retrieved in O(log n + t) time. 
The structure can be modified to represent a semidynamic set of intervals 
in O(n) space with O(log N+ t) query time for the two mentioned query 
types and O(log N+log  n) update time. (The space bound of O(n) rather 
than O(N+ n) is achieved by building only the paths leading to nodes with 
non-empty secondary trees and additionally contracting these paths.) 
In the following these component tree types are referred to as the S-tree, 
R-tree, P-tree, and/-tree, respectively. A fifth tree type which is well known 
is also used, namely a simple balanced binary search tree, referred to as a 
B-tree. 
The basic tree structures can be composed in a hierarchical way to 
represent objects in two or more dimensions. For instance, a 
segment-segment tree can be used to represent a set of rectangles. It is a 
segment tree over x coordinates, ay, where each COVER set is a set of y 
intervals. COVER sets are then organized as segment rees over y coor- 
dinates. In a similar way the SUB sets of a range tree can also be represen- 
ted by trees. Hierarchical compositions of this kind are referred to as SS- 
trees, SR-trees, etc., following the terminology of Edelsbrunner (1980c), 
who studied hierarchical compositions of segment rees, range trees, and 
interval trees (see also Edelsbrunner and Maurer, 1981). 
3. THE STATIC PROBLEM AND ITS SUBPROBLEMS 
First let us define the term "c-oriented" more precisely: 
Let C be a finite set of lines in 2-space of cardinality c (c must be rather 
small to make our solutions efficient). A line segment is C-oriented if there 
exists a line in C parallel to it. A polygon is C-oriented if each of its edges 
is C-oriented. A set of polygons is called c-oriented if there exists a set C of 
cardinality c such that all polygons are C-oriented. 
148 RALF HARTMUT GUTING 
Then the c-oriented polygonal intersection searching problem, PI 
searching problem for short, is: 
Given C, a set of C-oriented polygons P and a C-oriented query 
polygon q, find all polygons in P that intersect q. 
We assume that all polygons are simple (that is, their edges do not inter- 
sect except at the endpoints) and bounded in size by some constant. From 
the study of orthogonal intersection searching (Edelsbrunner, Kirkpatrick, 
and Maurer, 1982) it is known that the problem can be solved by reducing 
it to three subproblems. Namely, there are three possible ways in which a 
polygon p ~ P may intersect the query polygon q: 
1. q may enclose p entirely. 
2. q may be enclosed by p. 
3. q and p may have an edge intersection. 
A PI query may hence be answered in three steps: 
1. Represent P by a set of points: for each p in P choose an arbitrary 
point rp inside p. Let Rp be the resulting point set. Find all points of Rp 
inside q. We call this a polygonal range query, PR query for short. 
2. Represent q by an internal point rq. Find all polygons in P enclos- 
ing rq. Let us call this a polygonal point enclosure query (PPE query). 
3. Represent P by the set Ep of all edges of polygons in P. Form the 
set Eq of all edges composing q. For each e in Eq perform a line segment 
intersection query (LSI query) on Ep. 
Clearly each polygon in P intersecting q is found by this method, but it 
may be found more than once. However, since the number of edges of any 
polygon is bounded by some constant it can only be found a constant 
number of times. To report each intersected polygon only once the report 
bit in its polygon description is used: Between queries all report bits are 
zero. Whenever a polygon name is retrieved its report bit is inspected. If it 
is zero, then the polygon name is put on a stack and the report bit set to 
one, otherwise nothing is done. After all searching is completed the 
polygons on the stack are reported and their report bits reset to zero. This 
method also works in the dynamic case when polygon descriptions are 
added or removed. It is a slight modification of Edelsbrunner's bit vector 
technique (Edelsbrunner, 1982, Sect. 4.3). 
In the following three sections the static versions of the three sub- 
problems are solved. Combining these results (see Theorem 4.1, 5.1, and 
6.1) we obtain: 
THEOREM 3.1. Given C, a set of n C-oriented polygons P and a C-orien- 
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ted query polygon q, the t polygons in P intersecting q can be found in 
O(log 2 n + t) time using O(n log n) space and O(n log 2 n) preprocessing time. 
For comparison let us briefly review known solutions of related 
problems. To our knowledge so far only Edelsbrunner (1982, Sect. 4.1.2) 
has considered intersection problems for c-oriented polygons. He reduced 
intersection searching for c-oriented polygons (which have to be convex 
and therefore bounded in size by 2"c in contrast o our definition) to the 
corresponding problems for c-dimensional (hyper)-rectangles. This allows 
the intersection searching problem to be solved in O(logIC-l)n+t) time 
and O(n log c n) space (see Edelsbrunner and Maurer, 1981). 
For arbitrary polygons, the (static) polygonal intersection searching 
problem was solved by Edelsbrunner, Kirkpatrick, and Maurer (1982) with 
an optimal query time of O(logn+ t). However, the data structures 
employed require extreme amounts of space, namely O(n 5) (see Edelsbrun- 
net, 1982, Sect. 4.3 for the space bound). In contrast, by restricting to rec- 
tangles the intersection searching problem can be solved in O(log n + t) 
time and O(nlogZn) space or, alternatively, in O(log2n+t) time and 
O(n log n) space (see Edelsbrunner and Maurer, 1981). 
4. LINE SEGMENT INTERSECTION SEARCHING 
The c-oriented LSI searching problem is: 
Given C, a set of C-oriented line segments L and a C-oriented 
query line segment lq, find all line segments in L which intersect 
lq. 
For arbitrarily oriented line segments it is possible to answer this query in 
O(log n + t) time and O(n 5) space, where n is the cardinality of L and t the 
number of answers (Edelsbrunner, Kirkpatrick, and Maurer, 1982). For 
orthogonal, that is horizontal and vertical, line segments a query can be 
answered in O(log 2 n + t) time and O(n log n) space by means of an SR- 
tree (see Edelsbrunner and Maurer, 1981). This result was improved by 
Vaishnavi and Wood (1981) to a query time of O(logn+t) without 
increasing the space bound. 
The c-oriented LSI searching problem can be solved in a rather trivial 
manner by reducing it to several instances of the orthogonal problem. 
First, note that it is possible to restrict attention to vertical query segments. 
This is due to the fact that a query segment may only have one of a few 
possible orientations. Hence we simply keep c copies of L, one for each 
direction in C. The coordinates of segments in copy Li corresponding to 
the direction di are transformed such that di is vertical with respect o L~. 
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Second, within each set L i segments can be grouped by direction such 
that we obtain sets Lil,..., Lic, with Li = U L0 and all segments in L o. are 
parallel. Two subproblems remain, namely, to represent a set of vertical 
segments (the w-problem) and to represent a set of parallel non-vertical 
segments (the vnv-problem) such that intersection queries with a vertical 
segment can be answered efficiently. 
The w-problem also occurs as a subproblem of orthogonal LSI 
searching. It was solved by Vaishnavi and Wood (1981) with O(log n + t) 
query time and O(n log n) space. A linear space solution can be obtained 
by composing a binary search tree and an interval tree into a BI-tree as 
follows: Given a set of vertical ine segments the top level binary tree stores 
their x coordinates in its leaves. Each leaf has an associated interval tree 
representing the y intervals of all line segments with its x coordinate. An 
intersection query with segment lq = (Xo, iy) is answered by searching the 
top level for the leaf storing x0 and (if it exists) performing an interval 
intersection query on the associated interval tree. This takes O(log n + t) 
time. O(n) space is sufficient. 
The second subproblem of orthogonal LSI searching is to represent a set 
of horizontal line segments for efficient query with a vertical segment. This 
problem was solved by Six and Wood (1982) using a composition of 
segment tree and range tree, an SR-tree. In fact the second level structure is 
not a proper range tree but rather a binary search tree with linked leaves, 
hence the structure is more appropriately called an SB-tree. 
We solve the vnv-problem by modifying the SB-tree to store a set S of 
slanted parallel segments: Let each segment 1 be given by a triple 
1 = (xl, x2, y(x)), where [-xl, x2] is l's x interval and y(x) the equation of 
the supporting line. Recall that an SB-tree is a segment tree (over x coor- 
dinates in this case) whose COVER sets arc organized as binary search 
trees. Now each segment l = (xa, x2, y(x)) in S is inserted into the COVER 
sets of the nodes in CN([xl ,  x2]). Note that for any node p its COVER set 
F1Gtr~ 2 
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is a set of parallel line segments which cover p. interval completely and 
which are totally ordered in y direction (see Fig. 2). 
This property enables us to represent a COVER set by a binary search 
tree whose frontier corresponds to the y-ordered sequence of segments. A
search with segment lq = (Xo, Yl, Y2) proceeds as follows: The segment tree 
level is searched along a path to Xo identifying O(log n) nodes whose x 
interval contains Xo. In each associated binary search tree the search 
follows a path to the first leaf representing a segment above lq's bottom 
point. Starting from there the sequence of leaves is scanned until the first 
segment above lq'S top point is encountered. Note that at each node of the 
binary search tree only a simple test has to be made as to whether a query 
point is above or below the line represented in that node. The total search 
time is O(log2 n + t) and an SB-tree requires O(n log n) space. 
Combining the solutions of the w-problem and vnv-problem we obtain: 
THEOREM 4.1. Given C, a set of n C-oriented line segments L and a C- 
oriented query line segment lq, the t line segments in L intersecting lq can be 
found in O(log n + t) time using O(n log n) space and preprocessing. 
Proof Keep c copies of L such that any lq is vertical with respect o 
one of them. Select that copy to answer a query. Within each copy group 
the line segments by direction and represent each group of non-vertical 
segments by an SB-tree and the vertical segments by a BI-tree. Query the c 
structures representing the copy in parallel. Logarithmic query time on the 
SB-trees is achieved by layering the trees as in Vaishnavi and Wood 
(1981). Taking c into account he total space requirements are O(cn log n) 
and the query time is O(c log n + t). The preprocessing bound can be found 
in Vaishnavi and Wood (1981) (for the layered SB-tree) or is easily derived 
(for the BI-tree). 
5. POLYGONAL RANGE SEARCHING 
The c-oriented PR searching problem is: 
Given C, a set of points in 2-space P and a C-oriented query 
polygon q, find all points of P inside q. 
Two solutions exist for the general problem (with an arbitrarily oriented 
query polygon). The query can be answered either in optimal O(log n + t) 
time using O(n 5) space (Edelsbrunner et al., 1982; Edelsbrunner, 1982) or 
in O(n°77 + t) time and O(n) space. The latter solution is due to Willard 
(1982) who studied the problem in the context of information retrieval in 
data bases, pointing out that certain types of queries may be interpreted as 
regions of 2-space bounded by straight lines. 
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FIGUR~ 3 
The two mentioned solutions demonstrate quite well that the problem is 
indeed difficult. Only when restricting to the orthogonal case efficient 
solutions are known. For a query rectangle it is possible to report the 
enclosed points in O(tog n + t) time, using O(n log n) space, see Willard 
(1978). 
Let us again see what kind of solution we obtain for the "in between" 
case of c-oriented polygons. Our task is to find all points from P inside q 
where q is a simple polygon with at most k edges. First q is decomposed 
into some standard form of regions, in this case trapeziums (see Fig. 3). 
The "paper-and-pencil" method to set up the subdivision is the 
following: From each vertex p and q draw the vertical ines that project p 
onto the edges immediately above and below p iff the respective projection 
line is inside q. Some of the resulting trapeziums may be triangles, that is, 
trapeziums with a vertical edge of length zero. 
It can be shown that for a polygon with k edges the resulting subdivision 
consists of at most (k - 1) trapeziums (or precisely (k - 1) trapeziums if no 
two vertices have identical x coordinates). The subdivision can be set up in 
O(k log k) time and O(k) space in the worst case. Either a custom-tailored 
algorithm for trapeziums can be developed or the algorithm of Garey, 
Johnson, Preparata, and Tarjan (1978) can be used to triangulate the 
polygon and then split each resulting triangle into two (pseudo-) 
trapeziums. So for our purposes the subdivision can be set up in constant 
time and comprises only a constant number of regions. 
The remaining task is to report all points from a given set inside a query 
trapezium tq where tq has two vertical edges, an a-directed bottom edge 
and a b-directed top edge, for some directions a, b E C. Introducing coor- 
dinate axes d and 6 perpendicular to a and b, respectively, tq can be 
represented by a quadrupel tq = (xl, x2, d0, bo), see Fig. 4. 
Consider the representation f a point in 2-space. Usually it is given as a 
pair (x0, Yo) based on the (x, y)-eoordinate system. Clearly, once the 
origin is given, it is possible to define a new coordinate system by giving a 
collection of, say, d different arbitrarily chosen directions and describe a 
point by the d-tuple of projections onto the new coordinate axes. 
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FIG. 4. A query trapezium tq in the (x, & 6)-coordinate system. 
x 
Hence, any point p e P may be represented with respect o the (x, d, 6)- 
coordinate system by a triple (x', a', if) (see Fig. 5). Then 
p inside tq~>Xl~X'~X 2 A ~tO~(l' A [~'~[)0 (*) 
using the convention that the 8 and/7 coordinate axes point upwards from 
the origin (that is, 8-values, for example, increase with increasing y coor- 
dinate). 
To retrieve the points of P fulfilling condition (*) efficiently P may be 
considered to be a 3-dimensional point set (each point has three coor- 
dinates) and tq to be a hyper-rectangle or 3-range ( lq=( [X l ,X2]  , 
[~0, m ], [ - or, 6o]). The standard ata structure supporting the retrieval 
of points inside a 3-range is the 3-dimensional range tree (see Sect. 2). A 3- 
dimensional range tree representing a set of n points requires O(n log 2 n) 
space and preprocessing time. A query with a 3-range can be answered in 
O(log 3 n + t) time. 
,bo ,C  0 
• ,,J~ i 
a 0 a 
Fmu~ 5 
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The query time was improved by Willard (1978) to O(log2n+t) by 
"layering" the last two levels of the three. A simpler means of achieving this 
time bound in our special case (where two of the ranges are not intervals, 
but half-spaces) is described in Giiting (1983b). 
Both improved solutions do not change the space and preprocessing 
bounds. In the sequel a different data structure is described that achieves 
the same query time but requires only O(n log n) space. 
As for the line segment intersection problem there are again two sub- 
problems that need to be handled by different methods: 
(a) The bottom and top edges of a query trapezium have different 
directions (the non-parallel problem). 
(b) The bottom and top edges of a query trapezium are parallel (the 
parallel problem). 
The Non-parallel Problem 
To retrieve the points from P inside tq we use an RP-tree (the com- 
position of a range tree with a priority search tree). Since each point in P is 
given by a triple p = (x', d, if) the top level range tree (over x coordinates) 
yields a reduction to a 2-dimensional problem. That is, querying the range 
tree level with tq'S x interval Ix1, x2] it is possible to determine in O(log n) 
time a collection of sets SUB(p) whose union contains precisely all points 
of P within the x range of tq (see Sect. 2). If from each set SUB(p) the 
points between tq'S bottom and top edge can be retrieved efficiently, the 
problem is solved (see Fig. 6). 
Since we know that all points in SUB(p) are within the x range of tq, 
this problem is equivalent o asking an "angular range query" (Fig. 7): 
Here z is the intersection point of the bottom and top lines of tq. 
tq 
FIGURE 6 
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To solve this problem the priority search tree is used. If the points in 
SUB(p) are organized in a priority search tree by (& 6)- rather than (x, y)- 
coordinates, the query halfrange becomes distorted (see Fig. 8): Clearly the 
angular ange query is a special case of the halfrange query, where the top 
edge of the halfrange is at infinity! Stating the result of this discussion more 
formally, an angular range query with a point z = (az, bz) asks for all points 
p = (d, 6') in a given set Q with 8z <~ a' and 6' <<. 6~. If Q contains n points 
and is organized as an (a, /;)-sorted priority search tree then these points 
can be found in O(logn+t) time querying with the halfrange 
([~, ~], E -o ,  ~;z]). 
It follows that an RP-tree permits the retrieval of the points inside a 
query trapezium in O(log2n + t) time using O(n log n) space. The structure 
can be built in O(n log 2 n) time by simply inserting the O(n log n) point 
representations of the range tree (recall that each of the n points is 
represented O(log n) times) one by one into the appropriate priority search 
tree. 
A data structure combining a range tree with a priority search tree 
(called an RT-tree) was first described by Edelsbrunner (1981). His struc- 
0 
F]~u~ 8 
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ture is different insofar as the range tree is sorted by x coordinates and the 
priority search tree by (x, y) coordinates which permits efficient rec- 
tangular ange searching with a quite different search strategy. 
It is crucial for the solution presented above that the bottom and top 
lines of tq intersect. If this is not the case we have to consider the parallel 
problem. 
The Parallel Problem 
This problem is equivalent to rectangular range searching on an (x, a)- 
sorted point set. It can be solved by standard techniques, for instance, 
using an RR-tree (see Sect. 2) or its improved version, the layered range 
tree of Willard [1978]. A good dynamic solution is the mentioned RT-tree 
of Edelsbrunner (1981). It permits to find the points inside a query rec- 
tangle (or trapezium with parallel edges) in O(logn+t) time with 
O(n log n) space and O(log 2 n) update time. Our solution of the c-oriented 
PR searching problem can be summarized in: 
THEOREM 5.1. Given C, a set of n points P in 2-space and a simple C- 
oriented polygon q with at most k edges, then the t points from P inside q can 
be reported in O(log 2 n + t) time with O(n log n) space and O(n log 2 n) 
preprocessing time. 
Proof For l C[ =c, preprocess P into the c(c-1)  RP-trees 
corresponding to all pairs of directions a, b ~ C, a ~ b. Furthermore con- 
struct one (x, d)-sorted RP-tree (RT-tree) for each direction a e C. Given q, 
divide it in constant ime into trapeziums. With each trapezium query the 
appropriate tree. Taking c into account, the space requirements are 
O(c2n log n) and the query time is O(log 2 n + t). 
6. POLYGONAL POINT ENCLOSURE SEARCHING 
The c-oriented PPE searching problem is: 
Given C, a set of C-oriented polygons P and a query point rq, 
find all polygons from P which enclose rq. 
The Edelsbrunner et al. (1982) solution of the general problem allows to 
find the answer in O(log n + t) time but it requires O(n ~) space. In contrast, 
the rectangular version of this problem can be solved in O(n log z n) space 
retaining the optimal time bound (Vaishnavi, 1982). 
The PPE searching problem is dual to the PR searching problem of the 
last section. Only the roles of query object and queried set are exchanged. 
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This observation leads to the idea of "inverting" the solution of the last sec- 
tion. 
Given the set of n C-oriented polygons P each polygon is first split into 
the set of composing trapeziums (see Sect. 5) and from now on the set T of 
all trapeziums is considered. Each trapezium in T is characterized by the 
two directions of its bottom and top edge. This induces a partition of T 
into c 2 disjoint subsets. Of course some subsets may be empty. Let Ta,b 
denote the subset corresponding to directions a, b. How can the trapeziums 
in Ta,b enclosing rq be found efficiently? Again the cases a = b and a # b 
have to be treated differently. 
The Non-Parallel Problem (a ¢ b) 
Consider a single trapezium tr = (xl, x2, al,/~1). We may consider tr to 
be a pair consisting of an x interval [Xl, x2] and a point (dl, 51) in the 
(4, ti)-coordinate system. Since an interval can be stored conveniently in a 
segment ree and a point in a priority search tree, an SP-tree is used to 
represent the trapeziums in Ta, b. The definition of this structure should be 
clear from the preceding sections: The top level is a segment ree over the 
set of x-interval endpoints. For each node p the set COVER(p) is 
organized as a priority search tree. A trapezium t r=(x l ,  x2, 41, 61) is 
represented by storing the point (41,/71) precisely in those priority search 
trees that are associated to nodes in CN([xl, x2]), that is, in O(log m) dif- 
ferent trees, where m = I To,bl. Clearly the tree representing T,,b requires 
O(m log m) space and can be built in O(m log 2 m) time, see Section 2. 
A point enclosure query with rq = (Xo, Y0) is answered as follows: First 
transform rq into the triple rq = (X0, 40, /~0). The search path to Xo in the 
segment ree identifies O(log m) sets COVER(p). Together those sets con- 
tain all trapeziums in Ta, b whose x interval contains Xo. Each set 
COVER(p) represented by a priority search tree is now searched with the 
argument (40, 60). Obviously the point (40,/7o) (and hence rq) is enclosed 
by a trapezium tr = (xl, x2, 41, 51) iff 
41 ~< 4o and b-0 ~ 61. 
This means that all pairs (41, 61) stored in the priority search tree fulfilling 
this condition have be retrieved. But that is nothing else than an angular 
range query, as defined in Section 5 (see Fig. 9). Hence we know that these 
pairs can be found in O(log m+ ti) time, for each priority search tree, 
yielding a total time of O(log 2 m + t) for querying an SP-tree. 
The Parallel Problem (a = b) 
Trapeziums with parallel bottom and top edges can be represented by 
standard methods (like rectangles) in an SI-tree of obvious definition (see 
643/63/3-2 
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FIGURE 9 
Sect. 2). An SI-tree for m trapeziums requires O(mlogm) space and 
O(m log 2 m) preprocessing time and permits the t' trapeziums enclosing rq 
to be found in O(log2 m + t') time. 
This completes the solution of the c-oriented PPE searching problem. 
THEOREM 6.1. Given C, a set of n C-oriented simple polygons P (bounded 
in size by some constant) and a query point rq, the t polygons in P enclosing 
rq can be found in O(log 2 n + t) time using O(n log n) space and O(n log 2 n) 
preprocessing time. 
Proof From P construct he set of trapeziums T in linear time. For 
each subset Ta, b (a, b ~ C, a ¢ b) construct an SP-tree representing it. For 
each subset Ta, o (a ~ C) construct an SI-tree. Since the cardinalities of all 
sets Ta,b are O(n), the space and preprocessing bounds of the theorem 
follow. Given a query point rq, query all structures "in parallel." Taking c 
into account, the query time is O(c 2 logZn + t) and the space requirements 
are O(n log n). 
This completes the solution of the static c-oriented PI searching problem. 
7. SEMIDYNAMIC AND DYNAMIC POLYGONAL 
INTERSECTION SEARCHING 
Definitions of the semidynamic and dynamic versions of the problem are 
given in the introduction. We mention the semidynamic problem separately 
because its solution can be implemented in a much simpler manner than 
that of the dynamic problem. It is therefore more attractive for many prac- 
tical applications (some of which are mentioned below). Furthermore the 
space bound is better in the semidynamic case. 
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Problem 
Data structure 
Static Semidynamic Dynamic 
LSI 
PR 
PPE 
vtJ 
Non-paralM 
Parallel 
Non-parallel 
Parallel 
Layered 
SB-tree SB-tree 
B/-tree BS-tree 
RP-tree 
RP-tree 
SP-tree 
SI-tree SS-tree 
The static solution makes use of six 2-level tree structures to solve the six 
occurring subproblems. Most of these structures are semidynamic anyway. 
Table I lists the subproblems and the data structures used in the static, 
semidynamic, and dynamic ases. 
To obtain a semidynamic instead of a static solution only the layered 
SB-tree (used to achieve logarithmic query time) has to be replaced by the 
simple SB-tree originally described in Section 4. All other structures permit 
semidynamic updates in O(log 2 N) time (see Sect. 2) if we assume that 
n = O(N~), for some constant ~ >0. (This assumption serves only to sim- 
plify the time bounds.) This results in: 
THEOREM 7.1. Let P be a semidynamic set of n c-oriented polygons over 
a grid of size N x N such that n = O(N ~) for c~ > O. P can be represented in
O(n log N) space such that the t polygons in P intersecting a c-oriented query 
polygon can be retrieved in O(log 2 N+ t) time and updates are possible in 
O(lof  N) time. 
The space bound is obtained by building all trees partially as described 
in Section 2. A simple implementation is possible because the shape of all 
tree structures i fixed (they are built with respect to the grid and no balan- 
cing operations are necessary). For the priority search tree, its simple radix 
priority search tree variant can be used (McCreight, 1982). 
To obtain a dynamic solution the dynamic variants of all component 
trees have to be used. The interval tree cannot be dynamized with 
logarithmic worst-case update time (see Edelsbrunner, 1980c), hence it is 
replaced by a segment tree which, on the other hand, increases the space 
bound by a factor of log n. Dynamic range trees were described by Willard 
(1979); Edelsbrunner used the same technique to dynamize the segment 
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tree (Edelsbrunner, 1980c). The priority search tree comes in a dynamic 
variant (Mc Creight, 1982). For the binary search tree component any 
balanced tree scheme (e.g., A VL-trees) can be used. Note that this is 
relatively simple because the BS-tree is a sequential rather than a 
hierarchical composition of trees (only leaves have associated trees). In 
case of a top level range tree or a segment ree rebalancing operations 
(rotations) make it necessary to rebuild the associated trees or node lists. 
To achieve a good worst-case update time a rather sophisticated technique 
due to Willard (1979) has to be used. In all cases logarithmic update time 
per component tree is achieved, hence we obtain: 
THEOREM 7.2. The dynamic c-oriented PI searching problem can be 
solved with O(log 2 n + t) query time, O(log 2 n) update time and O(n log 2 n) 
space, where n is the number of present polygons and t the number of answers 
to a query. 
8. APPLICATIONS 
The semidynamic solution of the PI searching problem may have 
applications whenever a problem involves computing some property of a 
given set of c-oriented polygons. The first two examples refer to this case. 
The C-oriented Polygon Intersection Problem 
As an immediate consequence of Theorem 7.1 we obtain: 
THEOREM 8.1. Given a set P of n c-oriented polygons, the t intersecting 
pairs in P can be reported in O(n log 2 n + t) time and O(n log n) space. 
Proof The very simple algorithm proceeds by inserting the polygons 
one by one (in any order) into a set of present polygons represented by 
semidynamic data structures. Furthermore, when inserting polygon p an 
intersection query is asked for p with respect o the present polygons. 
Obviously the time and space bounds of the theorem hold. 
It might be possible to improve this solution to O(n log n + t) time and 
maybe linear space. However, it is not obvious how to achieve this whereas 
the simple algorithm above at least solves the problem. Any solution of the 
c-oriented polygon intersection problem might in turn have applications in 
VLSI-design when 45 ° artwork is used. 
Suprisingly neither the c-oriented nor the arbitrary version of the 
polygon intersection problem seem to have been studied so far whereas the 
rectangle intersection problem has received much attention (Bentley and 
Wood, 1980; Six and Wood, 1980; Edelsbrunner, 1980b; MeCreight, 1980; 
etc.). 
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The C-oriented Hidden Line Elimination Problem 
Consider a set of polyhedra in 2-space whose faces have only a fixed 
number of different orientations, for instance, a set of aligned orthogonal 
bricks. The c-oriented hidden line elimination problem is the task of 
producing a realistic image of such a scene for a given direction of view. 
Giiting and Ottmann (1984) give efficient solutions for this problem based 
on the methods developed in this paper. The c-oriented case of the hidden 
line elimination problem may have applications for instance in architec- 
tural environments. 
Computer Aided Design Database 
In certain design areas (such as VLSI design, architectural environ- 
ments) there is only a small number of possible directions. A design data 
base could be implemented using the dynamic solution of the c-oriented PI 
searching problem. Even in such a "dynamic" application, however, it 
might be preferable to implement the simpler semidynamic solution. This is 
possible if the objects (points, line segment, polygons) are defined over a 
fixed grid of possible x and y coordinates. In many CAD applications this 
is not a serious restriction. 
9. CONCLUSIONS 
In this paper it has been shown that the very efficient methods developed 
to solve orthogonal problems can often be extended to the more general c- 
oriented case, without much loss in efficiency. This is of particular impor- 
tance for application areas in which c-oriented problems occur. 
As far as design data bases are concerned, it is of course a serious restric- 
tion that the methods described are all based on the use of main memory. 
Although recently even personal computers with rather large main memory 
have become available, it seems desirable to overcome this restriction to be 
able to use smaller computers as well as to handle larger problems. We 
believe that it is an urgent ask to develop worst-case fficient secondary 
storage schemes to store geometrical objects other than points (intervals, 
line segments,...). These methods could be based on the efficient data struc- 
tures developed in computational geometry. 
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