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The propulsion of low Reynolds number swimmers has been widely studied, from the swimming
sheet models of Taylor (1951) to more recent studies by Smith (2010), where the boundary element
method and the method of regularised Stokeslets are combined to observe cilia and ﬂagella driven
ﬂow. While the majority of studies have investigated the propulsion and hydrodynamics of sper-
matozoa and bacteria, very little research has been undertaken in the area of bi-ﬂagellate green
algae. In this thesis we, investigate the hydrodynamics of swimming bi-ﬂagellates via the applica-
tion of the method of regularised Stokeslets, and obtain improved estimates for swimming speed
and behaviour, over that which are currently known (Fauci (1993) and Jones et al. (1994)). Fur-
thermore, we consider three-dimensional models for bi-ﬂagellate cells with realistic cell geometries
and ﬂagellar beats.
We investigate the behaviour of force- and torque-free swimmers with bottom-heavy spheroidal
bodies and two ﬂagella located at the anterior end of the cell body that beat in a breast stroke
motion. The cells exhibit gravitactic and gyrotactic behaviour, which result in cells swimming
upwards on average in an ambient ﬂuid and also towards regions of locally down-welling ﬂuid,
respectively. We consider various beat patterns taken from experimental observations of the green
alga Chlamydomonas reinhardtii and other idealised approaches from the literature in order to
determine how important intricate variations of the ﬂagellar beat are to a cell’s swimming dynamics.
We then present models for the bi-ﬂagellate swimmers as mobility problems, which are then
solved to obtain estimates for the instantaneous translational and angular velocities of the cell.
The mobility problem is formulated by coupling the method of regularised Stokeslets with the
conditions that there is no-slip on the surface of the body and ﬂagella of the cell, and that there
exists a balance between external and ﬂuid forces and torques. Furthermore, by modelling the cells
as self-propelled spheroids we outline an approach to estimate the mean eﬀective behaviour of cells
1in shear ﬂows.
Study of bi-ﬂagellate swimming in a quiescent ﬂuid is then undertaken to obtain estimates for
the mean swimming speed of cells, and to demonstrate that results for the three-dimensional model
are consistent with estimates obtained from experimental observations. Moreover, we explore the
various mechanisms that cells may use to re-orientate and show that gyrotactic and gravitactic
re-orientation is due to a combination of shape and mass asymmetry, with each being equally
important and complimentary.
Next, we compare the ﬂow ﬁelds generated by our simulations with some recent experimental
observations of the velocity ﬁelds generated by free-swimming C. reinhardtii. In this work we
observe that simulations capture the same characteristics of the ﬂow found in the experimental work.
We also present our own experiments for the alga C. reinhardtii and Dunaliella salina detailing
the trajectories and instantaneous swimming speeds for free-swimming cells, and ﬂow ﬁelds for
trapped cells. Furthermore, we construct ﬂagellar beats based upon experimental observations of D.
salina and D. bioculata, which have diﬀerent body shapes and ﬂagellar beats than Chlamydomonas.
We then compare the estimates for swimming speed and re-orientation time with C. reinhardtii,
highlighting that, in general, Dunaliella achieve greater swimming speeds, but take longer to re-
orientate.
The behaviour of cells in a shear ﬂow is also investigated showing that for suﬃciently large shear,
vorticity dominates and cells simply tumble. Moreover, we obtain estimates for the eﬀective cell
eccentricity, which, contrary to previous hypotheses, shows that cells with realistic beat patterns
swim as self-propelled spheres rather than self-propelled spheroids. We also present a technique for
computing the eﬀective eccentricity that reduces computational time and storage costs, as well as
being applicable to unordered image data.
Finally, we examine what eﬀect interactions with boundaries, other cells, and obstacles have
on a free-swimming cell. Here, we ﬁnd that there are various factors that aﬀect a cell’s swimming
speed, orientation and trajectory. We show that the most important factor is the distance between
the interacting objects, but initial orientation and the ﬂagella beat are also important. We observe
that for cell-to-cell and cell-to-obstacle interactions free-swimming cells typically behave as force-
dipoles in the far ﬁeld - which is consistent with their behaviour in an unbounded ﬂuid. However,
we also show that the hydrodynamic interactions close to a solid no-slip boundary will be weaker
2than in an inﬁnite ﬂuid
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Introduction
1.1 Overview
Uni-cellular micro-organisms play an important role in our day to day lives; some bacteria can
aid in the digestive process while others are thought to aid in the ﬁght against disease [17]. The
importance of these organisms extends further than their endo-symbiotic relationship with mankind.
Micro-organisms, or microbes, play an important role in many food and drink making processes:
fermentation may involve the use of yeast, which is a eukaryotic micro-organism, and there exist
micro-ﬂora which can alter the ﬂavour, aroma and colour of food or beverages [47]. Further, modern
sources of energy may also employ micro-organisms. Methane, the main component in natural gas,
is produced by certain bacteria. Although like coal and oil much of the natural gas we use is from
a diﬀerent geological era and is therefore un-sustainable [88].
It is due to the un-sustainability of these fossil fuels that scientists have begun exploring alter-
natives. Many forms of bio-fuel utilise microbe reliant fermentation processes to produce ethanol
and methane. Bio-fuels are also of interest because they are renewable. Bio-fuel solutions to the
energy resource problem now include using photosynthetic micro-organisms to produce hydrogen.
This has led many researchers to explore ways in which to optimise hydrogen yield in microbes such
as algae. Algal biomass is also important as the lipid-oil produced by the cells is predominantly
Omega-3, which has huge commercial value due to its medical beneﬁts [4]. This oil can also be
used to produce bio-diesel [19]. However, cultivating algae can lead to larger costs than other al-
ternative means of procuring biomass despite the signiﬁcant increase in yield per land needed [19].
19Consequently, there is a need to optimise the processes in order to improve yields.
Two of the most feasible means of cultivating algae are closed-loop ponds and photobiore-
actors [19]. However, despite many of the micro-algae cultivated being motile organisms little
distinction is made between the cells and the ﬂuid [19]. Furthermore, accumulation of cells within
the ﬂuid can induce hydrodynamic instabilities leading to patterns and ﬂow, termed bio-convection,
which may be of particular relevance to bio-reactors. Thus, it is advantageous to have a greater
understanding of the swimming behaviour of algae and the ﬂows they generate. However, in order
to understand the collective behaviour we ﬁrst investigate the hydrodynamics of individual cells.
In this thesis we present models for individual bi-ﬂagellate swimming micro-organisms. We
investigate the inﬂuence the speciﬁcs of the ﬂagellar beat, cell body geometry and shear have on
the swimming behaviour of a cell. Furthermore, we examine hydrodynamic interactions, detailing
how close contact with boundaries, obstacles and other cells aﬀect the motility of bi-ﬂagellate
micro-organisms.
In § 1.3 we look at the equations of motion and summarise previous studies into the hydrody-
namics of swimming micro-organisms. In § 1.4 we detail the numerical method and also discuss an
extension of the method which allows us to investigate the behaviour of cells close to boundaries.
Before discussing the equations which govern the ﬂuid ﬂow associated with micro-hydrodynamics
we ﬁrst detail the physical properties of alga cells, outlining how they swim and how their structure
and behaviour diﬀers from other types of micro-organism such as the much studied bacteria.
1.2 Biological Background
1.2.1 Taxonomy of micro-organisms
The discovery of micro-organisms led to many interesting problems for botanists and biologists.
Early work into the classiﬁcation of the living world led to the formation of two kingdoms, the animal
kingdom and the plant kingdom. However, microbes are not so easily classiﬁed as many lack features
making them exclusively animal or plant. For instance, certain algae exhibit both photo-synthetic
behaviour and motility giving taxonomists equal reason to place them in the plant or animal
kingdom. A scheme was adopted which separated organisms without a cell nucleus, prokaryotes,
and those with, eukaryotes. This scheme was superseded by a three domain system which placed
an organism into either the category eukaryote, bacteria or archaea, Figure 1.1 [118], as it was
20shown that of the prokaryotes true bacteria (or eubacteria) exhibited diﬀerent biological features,
such as cell wall composition, habitat and protein synthesis, to archaea (or archaebacteria) [116].
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Figure 1.1: The phylogenetic tree based on the three domain system separation of bacteria, archaea-bacteria and
eukaryotes. The tree was suggested by Carl Woese et al. [119], but the relationship between various species is still
the subject of much debate. The schematic is re-drawn version based upon information from an article on the work
of Carl Woese [74].
Prokaryotes and eukaryotes
To provide context for the study of swimming algae we shall discuss some of the basic diﬀerences
between prokaryotic and eukaryotic cells. Prokaryotes are uni-cellular or multi-cellular organisms,
lacking a nucleus, with cell volumes within the range of 1 − 2  m3 [73]. Bacteria are the most
common form of prokaryotes and typically they come in the form of spheres (Cocci), rods (Bacillus)
or spirals (Spirillum), though some may have no cell wall and vary in shape [116]. Generally,
bacteria are composed of a cell membrane covered by a cell wall. Inside the membrane the DNA
ﬂoats around the cytoplasm since there is no nucleus. Other members of the kingdom of prokaryotes
include archaea, which have similar cell structure to bacteria. However, they also have many
biochemical and genetic diﬀerences from bacteria and some similarities to eukaryotes. They are
known to live in some of the most extreme parts of the biosphere and are believed to be the
descendants of some of the oldest forms of life on the planet [73, 116]. Generally, prokaryotes
reproduce using binary ﬁssion where one cell divides into two equally sized daughter cells.
One of the diﬀerences between the eukaryotic cell and the prokaryotic cell is that the structure
of the former contains a nucleus. The nucleus is the structure which contains the genetic informa-
21tion stored in chromosomes. Eukaryotes have complex structured cells, like those of animals and
plants, and tend to be larger than prokaryotes. Unlike prokaryotes the cells contain many diﬀerent
internal components. These structures are bound by membranes and are known as organelles. Or-
ganelles include some key components like the nucleus, chloroplasts, used for photosynthesis, and
mitochondria, whose function is to generate energy [73]. Other diﬀerences between eukaryotes and
prokaryotes can be viewed in Table 1.1.
Table 1.1: Comparison between prokaryotic and eukaryotic cells [73,116]
Properties Prokaryotes Eukaryotes
Nuclear structure
Nucleolus absent present
Sexual Reproduction Asexual Asexual
Cytoplasm
Mitochondria absent present
Chloroplasts absent present
Motility
Flagellar ﬂagella rotate; no rotation;
composed of ﬂagellin composed of microtubules
Other gliding; gliding;
gas vesicle-mediated cytoplasmic streaming
Size
cell diameter small, body length often large, body length greater
less than 2  m than 2  m
Fungi, protozoa and algae are eukaryotic micro-organisms. Algae are found in uni-cellular and
multi-cellular forms, ranging in size from microscopic organisms like Chlamydomonas to macro-
scopic organisms such as the plant-like kelp and seaweed. Algae can be characterised by their
colour and motility. Red and brown algae can be found deep within bodies of water and on the
surface of lakes and oceans respectively and are predominantly multi-cellular and macroscopic.
Other forms of algae are the ﬂagellated euglenoids, which are a green algae lacking a cell wall.
The colour of algae is due to diﬀerent chlorophyll pigments, with those coloured green having a
composition similar to that of plants [116]. Some forms of green algae are in fact not green at
all. Some have pigments obscuring the chloroplast leading to cells which often appear a diﬀerent
colour. Chlamydomonas nivalis commonly found in snow ﬁelds has its chloroplast obscured by a
22carotenoid pigment leading to the cell appearing red under certain environmental conditions [58].
Green algae represent a wide range of organisms from ﬁlamentous organisms to ﬂagellated micro-
organisms such as Chlamydomonas, which is typically found in ponds, lakes and in the soil [100].
The ﬂagella are structurally diﬀerent to those of bacteria and other ﬂagellated prokaryotes. While
the prokaryotic ﬂagella are composed of a rigid helical ﬁlament driven at the base by a series of
rotary motor proteins, eukaryotic ﬂagella are composed of an active bundle attached to a basal
body called an axoneme which is designed to encourage bending.
The axoneme, Figure 1.2(a), is non-rigid and consists of nine doublet microtubules centred
around a pair of singlet microtubules, known as a ‘9 + 2’ structure [77]. The doublet microtubules
consist of a full and a partial microtubule, each composed of polymers of the protein tubulin, see
Figure 1.2(b), and of constant length. The partial microtubule is smaller and does not reach the tip
of the complete microtubule. Attached to the full microtubule, in the fused microtubule pairing,
are motor proteins known as dyneins. The dynein molecules are located along the length of the
complete microtubule and extend ‘arms’ out to the adjacent partial microtubule. The molecules
then climb along the partial microtubule, which produces a shear force that is converted to bending,
see Figure 1.2(b). The ﬂexibility of the microtubules allows eukaryotic ﬂagella to bend in a whip
like motion, an important factor in cell motility. As we will see in Chapter 5 the intricacies of the
ﬂagellar beat play a large role in the eﬀective behaviour of the cell.
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Figure 1.2: (a) The internal structure of a eukaryotic ﬂagellum. The structure consists of nine doublet microtubules
centred around a pair of singlet microtubules. (b) A schematic of the structure in a segment of the axoneme. The
doublet microtubule consists of a full-microtubule fused with a partial-microtubule. Adjacent doublet microtubules
extend dynein molecules from the full-microtubule to adjacent partial-microtubules. Bending occurs when the dynein
walk along the partial-microtubule. (c) Structure of a Gram-negative bacterium ﬂagellum. The image of the bacterial
ﬂagellum is a re-drawing, with some modiﬁcations, of the schematic for a bacteria ﬂagella in Brock Biology of
Microorganisms [73]. A full discussion of the role of each component can be found in the main text.
Extending from each doublet pair to the central pair are radial spokes. The radial spokes
23are thought to be important to ﬂagellar movement by converting the sliding motion produced by
dynein walking along the microtubules into bending motion [40]. The nexin links are used to keep
the doublets together, help control bending and maintain the cylindrical shape of the axoneme [68].
At the base of the axoneme lies the basal body. The basal body or kinetosome is structurally
diﬀerent from the axoneme as it is composed of a set of nine-triplet microtubules without the
central pair [51].
Eukaryotic ﬂagella undulate from base to tip and this whip like motion propels the cell [57,67,
101]. Some eukaryotes have cilia which like ﬂagella are driven internally, like a muscle. The main
distinction between the two is that cilia are shorter and appear in large numbers [51,67].
Like eukrayotes the movement of prokaryotes may be achieved in a variety of diﬀerent ways
including ﬂagellar propulsion. For Gram-negative bacteria the ﬂagellum is a rigid ﬁlament, which
has a helical shape, attached to a hook and a basal body, Figure 1.2(c). The ﬁlaments rotate using
proteins located within the cell basal body. The proteins are structured like a set of rings and rods
and combine to act like a motor. The S-M rings, S for supramembranous and M for membrane, lie
within the inner cytoplasmic membrane as do the C-rings (cytoplasmic) [7]. They act as a rotor
for the biological motor. The role of the stator is attributed to the Mot proteins [8]. The P-ring
(peptidoglycan) and the L-ring (lipopolysaccharide) hold in place the rotating rod, which acts as a
drive shaft [8]. The purpose of the hook is to insure that the helix points away from the cell. The
helices tend to have some form of handedness, which means that the direction in which the motor
turns is important to the swimming process.
Propulsion of ﬂagellated bacteria is a consequence of the rotation of the rigid ﬂagella in a
counter-clockwise direction [70,116]. In the case of organisms with multiple ﬂagella the ﬂagellum
cluster together and rotate as one. This process is known as bundling and results in the bacteria
moving forward, relatively straight [36,64]. This run alternates with a period of turning often
referred to as tumbling. Tumbling occurs when the ﬂagella become too close together and ﬂy
apart [79]. During tumbling the cell changes direction in a random fashion [36]. Flagellated archaea
swim in a similar manner to bacteria, but the ﬂagella ﬁlaments are smaller in diameter [115].
241.2.2 Bi-ﬂagellate green algae
Two of the most commonly studied green algae are the uni-cellular bi-ﬂagellates Chlamydomonas,
Figure 1.3(a), and Dunaliella, Figure 1.3(b). Chlamydomonas have spheroidal cell bodies with
diameters ranging from 3−30  m depending on species and cell cycle, and ﬂagella approximately a
body length long. The ﬂagella, labelled trans and cis depending on proximity to the eye-spot (see
Figure 1.3(a)) are located at the anterior end of the cell body and beat in a breast-stroke motion
at approximately 50 Hz. The beat has two aspects a forward stroke and a backward stroke which
induce positive and negative displacement, respectively. During the forward stroke, commonly
referred to as the power or eﬀective stroke, the ﬂagella move toward the posterior end of the cell,
before they are restored to their initial position during the backward stroke, often referred to as
the recovery stroke. However, the two strokes are not distinct from one another as the recovery
stroke begins at the base of the ﬂagella before the eﬀective stroke has ﬁnished [101]. This has a
consequence on the behaviour of the cell as we shall see in our analysis of a free-swimming cell
in Chapter 3. Similarly we observe the eﬀective stroke beginning before the end of the recovery
stroke. During the recovery stroke the ﬂagella move close to the cell body and the result is that
cell movement is less in the recovery stroke than during the eﬀective stroke. Further, the ﬂagellar
beat is often asynchronous which results in small rotation of the cell [87].
The cell body structure contains a nucleus and a single cup-shaped chloroplast. The chloroplast
is the organelle which contains the chlorophyll used for photosynthesis. The eye-spot, or stigma,
acts as a light sensor and plays an important role in phototaxis [37]. The location diﬀers depending
on the type of cell but is often found either toward the anterior end of the cell or close to the centre.
Within the chloroplast lies the pyrenoid whose function is to store starch. Chlamydomonas also
have mitochondria, located at the anterior end of the body, responsible for the cells respiration
process. In most species of Chlamydomonas the cell wall, which maintains the shape of the cell,
is constructed from cellulose. Under the cell wall lies the cytosol, which is surrounded by a thin
membrane known as the cytoplasmic membrane. The cytosol is the ﬂuid containing the organisms
organelles and other necessary proteins, though excludes the nucleus. The nucleus is enclosed
in a nuclear envelope and contains chromosomes. The chromosomes store the cells DNA. Other
organelles present are the vacuoles, which have a variety of functions including food and water
storage [116].
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Figure 1.3: (a) Internal structure of a Chlamydomonas cell. The ﬂagellum close to the eye-spot, or stigma, is known
as the cis-ﬂagellum while the other is referred to as the trans-ﬂagellum [101]. Both are located at the anterior end
of the cell body, which can be anywhere between 3 − 30  m in diameter. The cell body also contains a chloroplast,
nucleus and pyrenoid. The latter is contained within the chloroplast and is responsible for starch formation [116].
Contained within the nucleus is the nucleolus. (b) The Internal structure of a Dunaliella cell, which shares many
common features to that of Chlamydomonas. The cells lack a cell wall. Species like Dunaliella salina have pear
shaped bodies with a chloroplast forming a cup around the nucleus and ﬂagella located at the anterior end of the cell
body. Like Chlamydomonas Dunaliella come in various sizes from as small as 2  m and as large as 58  m. As well
as body size the location, number and size of the eye-spot diﬀers between species.
Of the hundreds of species of Chlamydomonas, the most commonly studied is Chlamydomonas
reinhardtii. C. reinhardtii inhabit soil and small bodies of water across the earth and are model
organisms in the study of ﬂagellar motility [32, 59, 60, 96, 101–104]. Its usefulness as a model
organism is due to the abundance of mutant strains available, allowing for testing to be done
on certain organelles (e.g. ﬂagella) within the cell [40]. C. reinhardtii have swimming speeds in
the range 50–100  m s−1 [52,101,120] and ﬂagellar beat frequencies measured in the range 45–
64 Hz [101]. They are approximately 10  m in diameter with a centre of gravity displaced from
their centre of buoyancy. This mass oﬀset is the consequence of organelles being biased toward the
posterior end of the cell and has a bearing on the cell’s rotation. This is discussed in Chapters 2
and 3.
Another common alga is the bi-ﬂagellate Dunaliella, abundant in most coastal and marine
habitats (even in environments with high salinity). Their shape and size vary between species
ranging from 2-58  m in diameter and have a similar internal structure to Chlamydomonas, see
Figure 1.3(b). However, Dunaliella lack a cell wall which leads to the cell changing body shape
when environmental conditions change [14]. The most commonly researched species is Dunaliella
salina as they accumulate large amounts of β-carotene in their chloroplast, hence, have a large
26commercial value. Most research has been on their biochemical beneﬁts, whereas the hydrody-
namics of swimming and their ﬂagellar motility have not been investigated. The ﬂagella beat in
a breast-stroke motion similar to Chlamydomonas, however extension of the ﬂagella during the
eﬀective stroke is along the cell’s minor axis rather than its principal axis as with Chlamydomonas.
Furthermore, during the recovery stroke the ﬂagella lie closer to the body, compared to Chlamy-
domonas, and are restored to their initial position by a propagation of a wave along the length of
the ﬂagella [109].
Some observations of swimming Dunaliella bioculata have highlighted that the ﬂagella do not
generally beat at the same frequency and similar to Chlamydomonas the cells rotate as a conse-
quence of one ﬂagellum becoming inactive while the other continues its ﬂagellar beat [109]. The size
of the ﬂagella vary between species, D. salina have ﬂagella 1.5 times larger than the body length,
while other species have been observed to have ﬂagella twice as long as their body length [14].
What aﬀect the Dunaliella ﬂagellar beat, compared to the Chlamydomonas beat, has on the
swimming dynamics of a cell as well what bearing an asymmetric beat has on the motility of a cell
are discussed in Chapter 4.
1.2.3 Taxis
Many micro-organisms respond positively or negatively to a variety of diﬀerent environmental
stimuli. These responses are known as taxes. Diﬀerent micro-organisms exhibit diﬀerent forms of
taxes including anemotaxis, barotaxis and thermotaxis, which are a cell’s response to wind, pressure
and temperature, respectively. Prominent among bacteria is the directional response relative to a
chemical gradient known as chemotaxis. Some eukaryotic micro-organisms also exhibit chemotactic
behaviour, however the mechanisms that control it are diﬀerent; due to their larger length scales
eukaryotes can measure spatial concentration gradients, across the length of the cell, rather than
temporal concentration as in the case of prokaryotes.
Alga such as Chlamydomonas and Dunaliella respond to variations in the direction and intensity
to light. This is known as phototaxis and it plays an important role in cell motion as their response
causes ﬂagella to behave in diﬀerent ways [112]. Responses to light are controlled mainly by
photoreceptors located within the cell. In the case of Chlamydomonas the receptor-membrane is
located across the eye-spot. Gravitaxis, a cells reaction to gravity [18], is often used in conjunction
27with phototaxis in phototropic organisms as they attempt to reach regions of ﬂuid in which the
process of photosynthesis can be optimised. There exists multiple theories on how micro-organisms
respond to gravity. One widely accepted hypothesis is that due to an asymmetric mass distribution,
a consequence of organelles such as the chloroplast and pyrenoid biased toward the posterior end (see
Figure 1.3), a cell’s centre of mass is displaced from its centre of buoyancy resulting in a gravitational
torque acting on the cell. The balance of viscous and gravitational torque results in the cells
exhibiting negative gravitaxis [61,62]. Furthermore, the balance of viscous and gravitational torques
may result in directed locomotion at an angle to the vertical [82]. This response to ﬂuid shear is
known as gyrotaxis. Another theory employing a passive mechanism is that of shape asymmetry
where the asymmetry in cell geometry results in the body sedimenting quicker than the ﬂagella.
Consequently, the ﬂagella naturally point upward and we observe negative gravitaxis [97,98]. These
mechanisms are discussed in Chapter 2 and analysed in Chapter 3. A third, mechanical explanation
for gravitactic behaviour is that cells have a gravi-receptor, which actively directs the cells [44].
However, this has only been identiﬁed for Euglena and there is still debate as to whether it exists
in Chlamydomonas [44].
1.3 Hydrodynamics of micro-organisms at low Reynolds numbers
The study of the hydrodynamics of swimming micro-organisms owes much to the pioneering work of
G. I. Taylor [114]. His analysis of spermatozoa propulsion showed how it was possible for organisms
to swim in a viscous ﬂuid without inertial forces.
Organism size constrains how it moves in a ﬂuid. The swimming of organisms on a macroscopic
scale is dictated by inertial eﬀects and thus the movements which propel macroscopic organisms
would be inappropriate at propelling a micro-organism [114]. Furthermore, the motion of microbes
is governed by the equations of motion at low Reynolds numbers. The Reynolds number, Re,
expresses the ratio of inertial forces to viscous forces and is deﬁned in terms of a characteristic
length scale L, a characteristic velocity scale U and the ﬂuid density and dynamic viscosity, ρ and
  respectively:
Re =
ρUL
 
.
At large Reynolds numbers inertial eﬀects dominate and large organisms travelling at fast speeds
28will have Re >> 1. In contrast, micro-organisms like the bi-ﬂagellate algae we are concerned with
have small length scales, and move at Reynolds numbers typically much less than 1, for micro-algae
Re ≈ 0.001. At such low Reynolds numbers viscous eﬀects dominate and we see that as soon as the
organism ceases to propel itself it slows down almost immediately [91]. Furthermore, the equations
of motion in slow viscous ﬂows are described by Stokes ﬂow.
1.3.1 Stokes ﬂow
Stokes ﬂow (or creeping ﬂow) is governed by Stokes equations (the low Reynolds number limit
of Navier-Stokes equations), which state that at any time pressure, viscous and body forces must
balance. The equations of motion are deﬁned as follows:
 ∇2u(x) − ∇P =0 (1.1a)
∇   u(x) = 0, (1.1b)
where u(x) is the ﬂow velocity, P is the pressure,   is the dynamic viscosity. Equation (1.1a) may
also be written in the form ∇   σ(x) = 0, where σ is the stress deﬁned such that
σij(x) = −δikP +  
 
∂ui(x)
∂xk
+
∂uk(x)
∂xi
 
. (1.2)
There are several important velocity ﬁeld solutions associated with these equations. The
Stokeslet is a fundamental singularity of Stokes ﬂow and describes motion due to translation [12].
It represents the velocity ﬁeld produced by a force f exerted at a point x0 and is given by
uS(x) =
1
8π
 
f
r
+
(f   (x − x0))(x − x0)
r3
 
(1.3)
where r = |x−x0| and x is the ﬁeld point. Further, since Stokes equations are linear, then if u is a
solution to (1.1) then its derivatives must also be solutions. Higher order singular solutions can be
derived from (1.3), through diﬀerentiation. The Stokes-doublet is derived by taking the gradient
29of the Stokeslet in the direction b,
uSD(x) = −
1
8π
 
d(b   (x − x0)) − b(d   (x − x0)) + (x − x0)(b   d)
r3
−
3(x − x0)(d   (x − x0))(b   (x − x0)))
r5
 
(1.4)
where the doublet strength is given by dj. Another fundamental solution is the rotlet (or couplet).
The rotlet is a singularity of rotational motion and is given by the anti-symmetric part of the
Stokes-doublet. To compute the symmetric and anti-symmetric parts we re-write the doublet (1.4)
in the form uSD
i = Dijkdjbk, where Dijk = (δijxk − δikxj − δjkxi)r−3 + 3xixjxkr−5. Now the
anti-symmetric part is given by DA
ijk = (Dijk − Dikj)/2. Thus, the rotlet can be deﬁned as
uR(x) =
L × (x − x0)
r3 , (1.5)
where L is the torque exerted at the point x0 such that rjk = bjdk = ǫjkmLm, where ǫjkm is the
alternating or Levi-Civita tensor.
The symmetric part of the Stokes-doublet, DS
ijk = (Dijk +Dikj)/2, is known as the stresslet; it
is a velocity ﬁeld resulting from straining motion [12]. The stresslet, with strength s, is deﬁned as
uSTR(x) =
s(x − x0)
r3 + 3
(x − x0)(x − x0)(x − x0)s
r5 . (1.6)
The dipole or source-doublet, with strength represented by the second order tensor D, is deﬁned
as the Laplacian of the Stokeslet:
uPD(x) =
1
4π
 
−
D
r3 +
3(x − x0)(D   (x − x0))
r5
 
. (1.7)
The ﬂow ﬁelds associated with these singularities are shown in Figure 1.4.
Stokes equations are linear, reversible and instantaneous [89]. As a consequence of the linearity
of (1.1) a distribution of singularities is also a valid solution to the Stokes problem. Many of the ap-
proaches used to study the hydrodynamics of micro-organisms employ distributions of singularities,
for example the method of regularised Stokeslets, see § 1.4.
Instantaneity implies that the ﬂow is independent of time, unless boundary conditions are time-
dependent and reversibility implies that time-reversed ﬂow is also a possible solution, [89]. These
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Figure 1.4: The ﬂow ﬁelds for various singularities. (a) A Stokeslet. (b) A Stokes-doublet. (c) A potential dipole (
or source-doublet). (d) A stresslet. (e) A rotlet.
factors have important consequences on the propulsion techniques of micro-organisms [91].
Suppose we have an organism that moves its two appendages backward toward the anterior end
of the body (forward stroke), see Figure 1.5(a), followed by a stroke which is simply the reciprocal of
the forward stroke (backward stroke). Assuming that the forward stroke is faster than the backward
stroke this motion is suitable for net forward displacement at high Reynolds numbers. However, at
low Reynolds numbers instantaneity and reversibility imply that the positive displacement achieved
during the forward stroke will be cancelled by the negative displacement during the backward stroke.
This reciprocal motion leads to no net displacement at low Reynolds numbers. To overcome this
problem, low Reynolds numbers swimmers must have strokes which are asymmetric in time. An
example of such a beat is shown in Figure 1.5(c).
1.3.2 Flagellar motility and hydrodynamics of swimming micro-organisms
The signiﬁcant progress of research into ﬂagellar motility is a result of technological advance-
ments, which allow for a better insight into how organisms propel themselves. New techniques
at studying motility have also become available such as optical tweezers, which can potentially
trap cells in a ﬁxed position and can be used to observe the nature of an organisms beat without
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Figure 1.5: A swimmer with spheroidal cell body and two anterior ﬂagella. The forward stroke is shown in (a) and
results in the cell moving forward. A potential recovery stroke is shown in (b): Assuming that the forward stroke
is faster than the recovery stroke this motion is suitable for net forward displacement at high Reynolds numbers.
A similar motion at low Reynolds number would only result in the cell moving back to its original position. (c)
represents an idealised solution to this problem, where the symmetry between the forward and recovery stroke has
been broken. This type of ﬂagellar motion is present in wide range of eukaryotic microbes.
problems arising from cells swimming out of the plane and/or out of the ﬁeld of view [2,3,76].
R¨ uﬀer and Nultsch (RN) used high speed cinematography to capture individual stages of a C.
reinhardtii beat [101]. The images captured by RN were a signiﬁcant improvement compared with
previous attempts at imaging the ﬂagellar beat by Ringo [96], although due to some out-of-plane
movement parts of the ﬂagella could not be visualised to their full extent. In Chapter 3 we discuss
how these beat patterns aﬀect the motility of a cell.
Early studies of eukaryotic ﬂagellar motility were carried out by Gray [42] and Gray & Han-
cock [43]. They described the beating of spermatozoa ﬂagella as undulatory waves beating from
base to tip, in the opposite direction to motion. As a follow up to the work by Gray and Hancock,
Machin proposed an elastic ﬁlament model [71,72]. The model showed that travelling waves would
be generated by active bending triggering contractile elements. The active bending elements were
put in motion by the resistance of the ﬂagella through the surrounding ﬂuid. However this model
did not fully realise the behaviour of cilia and lead to Brokaw adapting and improving the model
for more general use [15].
Through electron microscopy Satir was able to identify that the outer microtubules slid against
each other. This discovery of microtubule sliding stimulated the formulation of many ﬂagellar
motility models, where the contraction models were replaced by models based upon active bending
moments [16,107,108].
32Earlier models for micro-organism propulsion employed an approach known as resistive force
theory, RFT, based upon the assumption that local relative velocities are proportional to hydro-
dynamic resistance forces. This assumption can be used to estimate the swimming speed of an
organism [42,43]. However, RFT neglects the direct eﬀect that ﬂagella have on the ﬂow, whereas
with slender body theory, SBT, the ﬂagella and ﬂow are coupled. SBT is applicable to organisms
whose lengths are signiﬁcantly greater than their breadths, [45], and has been employed in the
study of the hydrodynamics of cilia [111]. For broad cell bodies the results are not consistent with
experimental observations [75].
Ramia [95] showed that better descriptions of cell behaviour could be obtained by employing
a numerical rather than an analytical approach such as the boundary element method, BEM. The
BEM is a numerical approach for obtaining solutions to Stokes equations, in which a boundary
integral representation of the solutions are sought. The integral equation is then discretised on
the boundary and the resulting algebraic system of equations can then be solved numerically given
some prescribed boundary conditions.
Phan-Thein et al. [85] employed the boundary element method to model the swimming of a
micro-organism propelled by a single helical ﬂagellum. The authors provided estimates of swimming
speeds, which showed good agreement with previous studies implementing SBT [48–50]. A similar
approach was adopted by Ramia [95] to obtain swimming speed estimates for Spirullum volutans,
which were consistent with experimental observations, unlike the results obtained using SBT and
RFT. Employing the same BEM model, Ramia et al. observed changes in the swimming speeds
of bacteria close to a plane boundary. Furthermore, the BEM has recently been used to study
interactions between swimming micro-organisms [54–56] and cilia driven ﬂow [111].
The beneﬁts to employing the BEM are that a complete hydrodynamic proﬁle can be achieved,
something which is absent with resistive force theory approaches, and it can also be applied to a
wider range of geometries. Furthermore, the complexity of multi-particle systems often means that
singularity methods are infeasible.
The BEM is not the only method which oﬀers distinct improvements over RFT and SBT.
Immersed boundary algorithms have provided evidence for how an organism’s internal structure
may determine form and motility [32,33]. The immersed boundary method (IB) was developed by
Peskin to look at blood ﬂow problems in the heart [83,84], but is applicable to Stokes ﬂow problems
33and any set of problems where the immersed objects are free to move. The approach is to model
the interaction between immersed elastic structures and the surrounding ﬂuid as a coupled system
in which the elastic structures move the ﬂuid and the ﬂuid pushes the structure simultaneously.
Early implementations for low Reynolds number locomotion showed good agreement with similar
studies using asymptotic analysis [35]. More advanced studies into sperm motility [28,34,92], cillary
beating [26–28,92] and bio-ﬁlms [29] all showed good qualitative agreement with analytical results
or experimental observations. As with the boundary element method, employing the immersed
boundary approach allows for more complex bodies to be studied; particularly in the sperm motility
and cillary models where it was possible to include much of the substructure of the cilium and
ﬂagellum [26].
Whilst motility of bacteria, spermatozoa and multi-cellular organisms have been studied in some
detail, little has been reported on the hydrodynamics of uni-cellular bi-ﬂagellates. Employing an
immersed boundary algorithm, Fauci [32,33] studied the dynamics of a single bi-ﬂagellate swimmer,
similar to that of Chlamydomonas. However, the estimates for the swimming speed did not reﬂect
experimental observations. The discrepancy between numerical and experimental results was likely
the result of the model being two-dimensional. Jones et al. [59] employed RFT on a bi-ﬂagellate
with spherical body, by considering how the body aﬀected the ﬂow past the ﬂagella. Further, they
also incorporated the torque generated by the idealised ﬂagella into the model and provided order
of magnitude estimates for the swimming speed of the organism.
To obtain more accurate estimates for swimming speed and look at the hydrodynamics of bi-
ﬂagellate locomotion we employ the method of regularised Stokeslets. The numerical method has
been employed to study the hydrodynamics of bacteria such as Escherichia coli [36] and Bacil-
lus subtilis [20], and the nematode Turbatrix [22] . Recent applications include cilia and ﬂagella
driven swimming, in which the method was coupled with the boundary element method to reduce
computational time [110].
1.4 The method of regularised Stokeslets
The method of regularised Stokeslets is a numerical method developed for Stokes ﬂow driven by
external forcing [21,23]. It employs regularized forces to approximate a boundary integral formu-
lation of the Stokes equations. Unlike other singularity methods the solutions are not arbitrarily
34large close to the source point. This is due to the de-singularisation of the velocity and pressure
solutions by applying a force, not at a single point, but spread over a small region. The regular-
isation process does not aﬀect the linearity of the Stokes equations and therefore a superposition
of regularised singularities is also a solution to (1.1). The approach is valid for a wide range of
problems including interfaces, along curves or at discrete points [21,23].
Following Cortez et al. [23] we employ a modiﬁed Lorentz reciprocal identity to formulate a
boundary integral representation involving the boundary values of the velocity and surface force.
The method is then extended to the case of a Stokeslet moving close to a stationary plane boundary.
The method of images for regularised singularities was ﬁrst presented by Ainley et al. [1] and is
discussed in § 1.4.4. Finally, we present examples of the numerical method with published results
to ensure the implementation of the method is correct. The beauty of the method of regularised
Stokeslets lies in its relative simplicity, with computations restricted to the boundary of the micro-
organism, from which the ﬂow at any point in the ﬂuid can be obtained.
1.4.1 Regularised Stokes ﬂow
We introduce a blob (or regularised delta distribution) φǫ(x−x0) to approximate a delta function,
such that it exhibits similar properties to the delta function in the limit as ǫ → 0 [21]. The
parameter ǫ is known as the regularisation parameter and controls the spread of the force around
the source point. Using the blob we consider the ﬂow driven by a regularised force fφǫ(x − x0).
The Stokes equations for an incompressible ﬂow driven by a regularised force are
 ∇2u(x) − ∇P(x) = − fφǫ(x − x0) (1.8a)
∇   u(x) = 0,. (1.8b)
The solutions to Stokes equation and the continuity equation, (1.8a) and (1.8b), respectively,
can be formulated in terms of Green’s functions Sij(x,x0), the regularised Stokeslet tensor, and
pj(x,x0) in the following manner [89]. Consider the ﬂow velocity u(x), written as
ui(x) =
1
8π 
Sij(x,x0)fj, (1.9)
35with the pressure, P, given by
P(x) =
1
8π
pj(x,x0)fj. (1.10)
If we take the divergence of (1.9) then
1
8π 
∂
∂xi
Sij(x,x0)fj =
∂
∂xi
ui(x),
and by (1.8b) we have
∂Sij(x,x0)
∂xi
= 0. (1.11)
Substituting (1.9) and (1.10) into (1.8a) gives:
∇2
8π
Skj(x,x0) −
1
8π
∂pj(x,x0)
∂xk
= −δkjφǫ(x − x0), (1.12)
where δkj is the Kronecker delta. Equations (1.12) and (1.11) are the Green’s function representa-
tion of the incompressible Stokes equations.
Following Cortez [21,23] we introduce two Green’s functions G(r) and B(r), where r = |x−x0|,
deﬁned by
∇2G(r) = φǫ(r) and ∇2B(r) = G(r).
We then re-write the pressure and velocity ﬁelds in terms of the Green’s functions G(r) and B(r).
Taking the gradient of (1.12) we obtain
−
∂2pj(x,x0)
∂xk∂xj
= −8π
∂φǫ(r)
∂xk
− ∇2∂Skj(x,x0)
∂xk
and applying (1.11) yields
∇2pj(x,x0) = 8π∇φǫ(r). (1.13)
Now substituting φǫ(r) = ∇2G(r) into (1.13) and integrating over xk we have
pj(x,x0) = 8π
∂G(r)
∂xj
(1.14)
36Combining (1.12) and (1.14) provides
∇2Skj(x,x0) =
∂
∂xk
 
8π
∂G(r)
∂xj
 
− 8πδkj∇2G(r)
⇒ ∇2Skj(x,x0) = 8π
 
∂2
∂xk∂xj
(∇2B(r)) − δkj∇2G(r)
 
⇒ Skj(x,x0) = 8π
 
∂2B(r)
∂xk∂xj
− δkjG(r)
 
. (1.15)
The regularised pressure and velocity tensors (1.14) and (1.15) can be used to ﬁnd the regularised
stress. The stress ﬁeld, associated with the ﬂow can be written in the form
σik(x) =
1
8π 
Tijk(x,x0)fj. (1.16)
Tijk(x,x0) is a Green’s function given by substituting (1.14) and (1.15) into (1.2), to give
Tijk(x,x0) = − δikpj(x,x0) +
 
∂Sij(x,x0)
∂xk
+
∂Skj(x,x0)
∂xi
 
. (1.17)
Finally, we can substitute (1.17) into (1.16), (1.14) into (1.10) and (1.15) into (1.9) to obtain the
regularised stress, pressure and velocity ﬁelds associated with the ﬂow. Hence, the regularised
Stokeslet is given by
uS
i (x) =
1
8π
Sij(x,x0)fj
=
 
fj
∂2
∂xj∂xi
B(x − x0) − fiG(x − x0)
 
uS(x) = (f   ∇)∇B(x − x0) − fG(x − x0). (1.18)
From the regularised Stokeslet we can derive higher order regularised solutions using the same
techniques as implemented for the singular case § 1.3.1.
37Regularised Stokes doublet
To ﬁnd the regularised Stokes-doublet tensor we take the gradient of (1.15), which leads to
Dijk(x,x0) =
∂
∂xk
Sij(x − x0) = 8π
 
∂3
∂xi∂xj∂xk
B(x − x0) − δij
∂
∂xk
G(x − x0)
 
. (1.19)
The velocity ﬁeld produced by a Stokes-doublet can be found as follows
uSD
i (x) =
1
8π
Dijk(x,x0)djk
=
 
djk
∂3
∂xi∂xj∂xk
B(x − x0) − dik
∂
∂xk
G(x − x0)
 
(1.20)
where dik is the strength of the Stokes-doublet.
An alternative approach to ﬁnding the Stokes-Doublet is to take the gradient of the regularised
Stokeslet tensor (1.15) in the direction of a vector b, which produces a similar result to (1.20):
uSD
i (x) =
 
bjdk
∂3
∂xi∂xj∂xk
B(x − x0) − bidk
∂
∂xk
G(x − x0)
 
uSD(x) = (d   ∇)(b   ∇)∇B(x − x0) − b(d   ∇)G(x − x0), (1.21)
where dj represents the Stokeslet strength.
Regularised stresslet
The symmetric component of the Stokes-doublet is the velocity ﬁeld resulting from straining motion.
It is called a stresslet and is given by
uS
i (x) =
1
8π
Sijk(x,x0)sij, (1.22)
38where sij is the strength of the stresslet and Sijk is the stresslet tensor deﬁned as
Sijk =
1
2
(Dijk + Dikj)
= 4π
 
∂3
∂xi∂xj∂xk
B(x − x0) +
∂3
∂xi∂xj∂xk
B(x − x0) − δij
∂
∂xk
G(x − x0) + δik
∂
∂xj
G(x − x0)
 
= 8π
 
∂3
∂xi∂xj∂xk
B(x − x0) −
1
2
 
δij
∂
∂xk
G(x − x0) + δik
∂
∂xj
G(x − x0)
  
. (1.23)
Finally substituting (1.23) into (1.22) gives
uS
i (x) = sjk
∂3
∂xj∂xk∂xi
B(x − x0) −
1
2
 
sik
∂
∂xk
G(x − x0) + sij
∂
∂xj
G(x − x0)
 
.
Regularised rotlet
We deﬁne the rotlet tensor to be the anti-symmetric part of the Stokes-doublet tensor,
Rijk(x,x0) =
1
2
(Dijk(x,x0) − Dikj(x,x0))
= 4π
  
∂3
∂xi∂xj∂xk
B(x − x0) − δij
∂
∂xk
G(x − x0)
 
−
 
∂3
∂xi∂xj∂xk
B(x − x0) − δik
∂
∂xj
G(x − x0)
  
= 4π
 
δik
∂
∂xj
G(x − x0) − δij
∂
∂xk
G(x − x0)
 
. (1.24)
Now, for a rotlet of strength rjk we have
uR
i (x) =
1
8π
Rijk(x,x0)rjk
=
 
rji
∂
∂xj
G(x − x0) − rik
∂
∂xk
G(x − x0)
 
. (1.25)
If we let rji = ǫjimLm, where ǫjim is the alternating tensor, then rik = −ǫkimLm. Substituting
these into (1.25) leads to
uR
i (x) =
1
2
 
ǫjimLm
∂
∂xj
G(x − x0) + ǫkimLm
∂
∂xk
G(x − x0)
 
,
39which in vector format becomes
uR(x) = L × ∇G(x − x0). (1.26)
Regularised potential dipole
Another higher order singularity derived from the Stokeslet is the potential dipole. We can ﬁnd
the potential dipole tensor by taking the Laplacian of the Stokeslet tensor such that
Pij = ∇2Sij = 8π
 
∂2
∂xi∂xj
G(x − x0) − δijφǫ(x − x0)
 
.
For a potential dipole of strength and direction qj it follows that
uP
i (x) =
1
8π
Pijqj
= qj
∂2
∂xj∂xi
G(x − x0) − qiφǫ(x − x0)
= (q   ∇)∇G(x − x0) − qφǫ(x − x0). (1.27)
1.4.2 Boundary integral equations
If we have two ﬂows (one regularised ﬂow uǫ(x) and a non-singular ﬂow u(x)), we can ﬁnd a modiﬁed
Lorentz reciprocal identity and use the relationship to form a boundary integral representation of
Stokes ﬂow [23,89]. The stress σij associated with the non-singular ﬂow, σ(x), must satisfy the
condition ∇   σ(x) = 0, from (1.1). For the regularised ﬂow, with stress σǫ(x), the divergence of
the stress must equal the regularised force, i.e. ∇   σ(x) = −fφǫ(x − x0).
In order to derive the appropriate reciprocal identity we must compute the quantities
uǫ
i(x)
∂σij(x)
∂xj
and ui(x)
∂σǫ
ij(x)
∂xj
.
40Firstly,
∂
∂xj
(uǫ
i(x)σij(x)) =
∂uǫ
i(x)
∂xj
σij(x) + uǫ
i(x)
∂σij(x)
∂xj
=
∂uǫ
i(x)
∂xj
 
−P(x)δij +  
 
∂ui(x)
∂xk
+
∂uk(x)
∂xi
  
+ uǫ
i(x)
∂σij(x)
∂xj
= −P(x)
∂uǫ
j(x)
∂xj
+  
∂uǫ
i(x)
∂xj
 
∂ui(x)
∂xk
+
∂uk(x)
∂xi
 
+ uǫ
i(x)
∂σij(x)
∂xj
.
Applying the continuity equation (1.8b) and re-arranging we ﬁnd
uǫ
i(x)
∂σij(x)
∂xj
=
∂
∂xj
(uǫ
i(x)σij(x)) −  
∂uǫ
i(x)
∂xj
 
∂ui(x)
∂xk
+
∂uk(x)
∂xi
 
. (1.28)
Similarly we have
ui(x)
∂σǫ
ij(x)
∂xj
=
∂
∂xj
(ui(x)σǫ
ij(x)) −  
∂ui(x)
∂xj
 
∂uǫ
i(x)
∂xk
+
∂uǫ
k(x)
∂xi
 
. (1.29)
Subtracting (1.29) from (1.28) gives
∂
∂xj
(uǫ
i(x)σij(x) − ui(x)σǫ
ij(x)) = uǫ
i(x)
∂σij(x)
∂xj
− ui(x)
∂σǫ
ij(x)
∂xj
= ui(x)fiφǫ(x − x0).
This leads to the reciprocal identity
∇   (uǫ(x)σ(x) − u(x)σǫ(x)) = (u(x)   f)φǫ(x − x0). (1.30)
Let V be a control volume bounded by ∂V , which contains a body D. For a point x lying
outside D we have that uǫ(x) and Pǫ(x) satisfy (1.8a) and (1.8b). Now substituting uǫ
i(x) and
σǫ
ij(x) , given by (1.9) and (1.16), into the modiﬁed reciprocal identity, (1.30), we have that
uj(x)fjφǫ(x − x0) =
∂
∂xk
  
1
8π 
Sij(x,x0)fj
 
σik(x) − ui(x)
 
1
8π
Tijk(x,x0)fj
  
⇒ uj(x)φǫ(x − x0) =
1
8π 
∂
∂xk
[Sij(x,x0)σik(x) −  ui(x)Tijk(x,x0)], (1.31)
41since f is arbitrary. Now integrating (1.31) over V we get the following integral equation
1
8π 
 
V
∂
∂xk
[Sij(x,x0)σik(x) −  ui(x)Tijk(x,x0)]dV =
 
V
uj(x)φǫ(x − x0)dV ,
where the left-hand side can be transformed into a surface integral by application of the divergence
theorem to give
−
1
8π 
 
∂V
[Sij(x,x0)σik(x) −  ui(x)Tijk(x,x0)]nkdS =
 
V
uj(x)φǫ(x − x0)dV , (1.32)
where n is the normal vector pointing into V . As the domain containing the body D increases
towards inﬁnity the only contributions from the surface integral in (1.32) are those from the body
D. This results in the integral equation over the boundary ∂V reducing to an integral equation over
∂D, the surface of the body. Finally, we note that on the surface of D the traction ˆ f = σ(x)   n,
where n points outward from the body. We can now re-write the boundary integral equation for a
point on the exterior of the body D as
 
V
uj(x)φǫ(x − x0)dV =
1
8π 
 
∂D
Sij(x,x0) ˆ fidS −
1
8π
 
∂D
ui(x)Tijk(x,x0)nkdS. (1.33)
The case when D represents a rigid body
If D is a solid body then we can make the assumption that the rate of deformation of D is zero,
∂ui(x)
∂xk
+
∂uk(x)
∂xi
= 0,
and that the pressure inside D is constant. These simpliﬁcations result in the stress inside the solid
body also being constant, σik(x) = −P(x)δik, and that
 
D
∂
∂xk
(Sij(x,x0)σik(x))dV = 0, for j = k.
For a point x lying in the interior of D we integrate (1.31) over D and use the divergence theorem
to convert the second term on the left-hand side to a surface integral over ∂D:
1
8π 
 
D
Sij(x,x0)σi(x)dS +
1
8π 
 
∂D
 ui(x)Tijk(x,x0)nkdS =
 
V
uj(x)φǫ(x − x)dV , (1.34)
42where n is the outward normal. From the assumption made about the solid body, (1.34) reduces
to
 
V
uj(x)φǫ(x − x)dV =
1
8π
 
∂D
ui(x)Tijk(x,x0)nkdS. (1.35)
If we add our integral equations for exterior and interior points, (1.33) and (1.35) respectively, we
end up with the boundary integral equation
 
V,D
u(x)φǫ(x − x0)dV =
1
8π 
 
∂D
S(x,x0)fdS (1.36)
where fi = − ˆ fi.
The discretisation of the integral on the right of (1.36) and the approximation of the blob in
the left hand integral are the basis for the method of regularised Stokeslets [21,23].
1.4.3 The method of regularised Stokeslets
The blob φǫ(x − x0) behaves as a δ-distribution as ǫ → 0. So with ǫ suitably close to zero then
φǫ(x − x0) has the same properties as a δ-distribution meaning that we can approximate the left
hand integral in (1.36) by u(x0). The integral on the right of (1.36) can be discretised over the
surface of the body and, therefore, we can approximate (1.36) such that
uj(x0) =
1
8π 
N  
n=1
3  
i=1
Sij(xn,x0)fn
i An, (1.37)
where N is the number of Stokeslets along the body and An denotes the weight associated with
discretising the surface integral in (1.36). These weights are given in terms of the surface of the
solid body, r(x,y), parametrised with variables x and y, with
An =
 
     
∂r(x,y)
∂x
×
∂r(x,y)
∂y
 
     wn∆x∆y, (1.38)
where wn are the weights given by a quadrature rule. The quantities ∆x and ∆y are the spacing
of particles in the x and y directions, respectively.
The method can be formulated as a matrix problem
U = SF, (1.39)
43where U and F are kN × 1 vectors representing, respectively, the velocity and force per unit area,
the weights are included in the force term at each node on the body, and S is a kN × kN matrix,
with k = 2,3, is the dimension of the problem. For k = 3, U has the form
U =[u1 u2 u3                             
u(x1)
    u1 u2 u3                             
u(xN)
]T,
where T denotes the transpose and N is the number of nodes on the solid body. The entries of the
matrix S are given by (1.15), which is dependent on the choice of blob, and the observation points
xn and source points xp, where n,p = 1,2,...,N. So for each node located on the solid body we
need to compute (1.15) with respect to every other node, including itself. In R2, S is of the form
Sji(xn,xp) =


     
   

S11(x1,x1) S12(x1,x1)     S11(x1,xN) S12(x1,xN)
S21(x1,x1) S22(x1,x1)     S21(x1,xN) S22(x1,xN)
. . .
...
. . .
S11(xN,x1) S12(xN,x1)     S11(xN,xN) S12(xN,xN)
S21(xN,x1) S22(xN,x1)     S21(xN,xN) S22(xN,xN)


     
   

Combining the weights and forces into a single vector we can re-write (1.37) in the form
uj(xp) =
N  
n=1
k  
i=1
Sji(xn,xp) ¯ fn
i , (1.40)
where j = 1,...,k and p = 1,2,...,N and ¯ fn
i denotes the force per unit area.
1.4.4 Image system for a regularised Stokeslet
Many problems in mathematical biology require us to look at the motion of particles close to a
plane boundary. The solution for a Stokeslet in the vicinity of a no-slip boundary involves the
superposition of a Stokeslet and higher order singularities.
The image system for a point force, close to a plane wall, was previously obtained by Blake [9].
Through the use of Fourier transforms he was able to ﬁnd the Green’s functions required to com-
pletely cancel the velocity on the boundary. The image system was constructed from a distribution
of a Stokeslet of equal and opposite strength combined with a potential dipole, of strength 2h2 of
44the original Stokeslet, and a Stokes-doublet 2h the strength of the original Stokeslet, where h is
the distance from the Stokeslet to the boundary.
Blake’s solution for a Stokeslet located at x0 = (h,y0,z0) close to a wall at x = 0 is given by
ui =
fj
8π 
 
δij
r
+
(x − x0)i(x − x0)j
r3 −
 
δij
R
+
(x − ˜ x0)i(x − ˜ x0)j
R3
 
+ 2h(δjαδαk − δj1δ1k)
∂
∂xk
 
h(x − ˜ x0)i
R
−
(x − ˜ x0)i(x − ˜ x0)3
R3
  
,
where α = 1,2, ˜ x0 = (−h,y0,z0), r = |x − x0| and R = |x − ˜ x0|. Here ˜ x0 denotes the location of
the image point, see Figure 1.6(a).
˜ x0
x0
y
z
x
h r
R
x
(a)
+               +                      +  +
>
˜ x0
x0
y
z
x
uS(x)[−f] 2huSD(x)[e1,d] h2uP(x)[d] 2huRφ(x)[L] 2huRǫ(x)[L]
u
ˆ S(x)[f]
Image system:
(b)
Figure 1.6: (a) The location of the Stokeslet (x0), and the image point ˜ x0 in a ﬂuid domain with a boundary located
at x = 0. r represents the distance from a point in the domain x to the location of the Stokeslet, while R is the
distance between any point in the domain and the image point. The distance between the Stokeslet and the boundary
is denoted h. (b)The required image system for a regularised Stokeslet located at x0. To cancel ﬂow on the boundary
we must compute the velocity ﬁelds associated with a regularised Stokeslet of strength f, a regularised Stokes-doublet
of strength d, a regularised dipole of strength d and the diﬀerence of two regularised rotlets of strength L, each at
the image point ˜ x0. Note the rotlets are computed from diﬀerent blobs.
Ainley et al. [1] looked at image systems for regularised ﬂow, utilising the method of images
and the results of Blake [9,12], in a domain with a stationary boundary at x = w and a Stokeslet
located at x0 = (w + h,y0,z0). For x = (w,y,z) on the boundary we deﬁne ˆ x = x − x0 and
˜ x = x − ˜ x0. Since the image point is located at ˜ x0 = (w − h,y0,z0) we have ˆ x0 = ˜ x0 + 2he1 and
|ˆ x| = |˜ x| = r.
Following Blake and Ainley et al. we begin by trying to cancel the regularised Stokeslet (1.18)
45of strength f at x0 by placing a Stokeslet of strength −f at the image point ˜ x0:
u
ˆ S(x)[f] + uS(x)[−f] =
 
fj
∂2
∂ˆ xi∂ˆ xj
B(r) − fiG(r)
 
−
 
fj
∂2
∂˜ xi∂˜ xj
B(r) − fiG(r)
 
=
 
∂2
∂xi∂xj
B(r) −
∂2
∂˜ xi∂˜ xj
B(r)
 
fj,
where G(r) and B(r) are Green’s function solutions of the bi-harmonic equations in § 1.4.1 and
φǫ(r) denotes the blob used to regularise the solutions of Stokes ﬂow.
To proceed we re-write the Stokeslet location in terms of the image location to get ˆ x = ˜ x−2he1:
uS(x)[f] + uS(x)[−f] = δij
B′(r)
r
+ B1(r)ˆ xiˆ xj − δij
B′(r)
r
− B1(r)˜ xi˜ xj
= [(f   ˆ x)ˆ x − (f   ˜ x)˜ x]B1(r)
= [(f   [˜ x − 2he1])[˜ x − 2he1] − (f   ˜ x)˜ x]B1(r)
= [−2h((f   ˜ x)e1 − 2hf1˜ x + 4h2f1e1]B1(r), (1.41)
where
B1(r) =
rB′′(r) − B′(r)
r3 .
We now look at a combination of a doublet and a dipole to cancel the remaining terms in (1.41).
46Choosing a Stokes-doublet of strength d in the direction e1 and a dipole of strength −hd/2 yields
uSD(x)[e1,d] −
1
2
huP(x)[d] = ei,j
 
∂3
∂˜ xi∂˜ xj∂˜ xk
B(r) − δij
∂
∂˜ xk
G(r)
 
dk
−
1
2
h
 
∂2
∂˜ xi∂˜ xj
G(r) − δijφǫ(r)
 
dj
= e1,j
 
(δik˜ xj + δjk˜ xi)B1 + ˜ xi˜ xj˜ xk
B′
1(r)
r
+δij˜ xk(B1 −
G′(r)
r
)
 
dk −
1
2
h[δijG1(r) + ˜ xi˜ xjG2(r)]
= h(d   ˜ x)˜ x
B′
1(r)
r
+ (d   ˜ x)e1
B′
2(r)
r
+ hdB1(r)
+ d1˜ xB1(r) −
1
2
hdG1(r) −
1
2
h(d   ˜ x)˜ xG2(r)
= h(d   ˜ x)˜ x
 
B′
1(r)
r
−
1
2
G2(r)
 
+ (d   ˜ x)e1
B′
2(r)
r
+ hd
 
B1 −
1
2
G1
 
+ d1˜ xB1,
(1.42)
where
B2(r) =
B′(r)
r
− G(r), G1(r) =
G′(r)
r
− ψǫ(r) and G2(r) =
rG′′(r) − G′(r)
r3 .
Ainley et al. found that the ﬁrst and third terms of (1.42) disappeared in the analogous equation
for the singular case, but that the regularised equation depends on the choice of blob φǫ(r). They
went on to show that the only way for the ﬁrst term to cancel was to derive the functions G1(r)
and G2(r) from a slower decaying blob than B1(r) and B2(r) [1].
If we take the blob for B1(r) and B2(r) to be of the form
φǫ(r) =
Cnǫ2(n−1)
4π(r2 + ǫ2)n+1/2
and the blob for the functions G1(r) and G2(r)
ψǫ(r) =
Dnǫ2(n−1)
4π(r2 + ǫ2)n−1/2,
where n ≥ 2, then the ﬁrst term in (1.42) will cancel and the third term becomes
−hd
 
B′
2(r)
r
+ B1
 
.
47This leads to
uSD(x)[e1,d] + uP(x)[d] = (d   ˜ x)e1
B′
2(r)
r
− hd
 
B′
2(r)
r
+ B1
 
+ d1˜ xB1. (1.43)
Choosing d = 2h[(f   e1)e1 − f], (1.43) becomes
uSD(x)[e1,d] + uP(x)[d] = 2h
 
2f1he1
B′
2(r)
r
− (f   ˜ x)e1
B′
2(r)
r
+ f1˜ xB1
−2hf1e1
 
B′
2(r)
r
+ B1
 
+ hg
 
B′
2(r)
r
+ B1
  
. (1.44)
If we combine (1.41) and (1.44) then the result is
u
ˆ S(x)[f] − uS(x)[f] + uSD(x)[e1,d] −
1
2
huP(x)[d] =
 
2h2g − 2h(f   ˜ x)e1
  
B′
2(r)
r
+ B1
 
= 2h
 
B′
2(r)
r
+ B1
 

  


−(f2x2 + f3x3)
hf2
hf3

  


Now, if we introduce a torque L such that L = f × e1 then
L × ˜ x = −


  

−(f2x2 + f3x3)
hf2
hf3


  

.
This leaves our remainder term from combining the original Stokeslet with a Stokeslet, doublet and
dipole located at the image point as
−2h
 
B′
2(r)
r
+ B1
 
L × ˜ x.
In the singular case, when ǫ → 0, this term would vanish, so we need to consider a further singularity
at the image point to cause complete cancellation in the regularised case. It turns out that the term
above is simply the diﬀerence between a rotlet derived from the blob φǫ(r) and a rotlet derived
from the blob ψǫ(r). Therefore, the image system for the regularised Stokeslet (see Figure 1.6(b))
48is
u(x) = u
ˆ S(x)[f] − uS(x)[f] + 2huSD(x)[e1,d] − h2uP(x)[d] + 2h(uRφ(x)[L] − uRǫ(x)[L]),
where L = f ×e1, d = 2(f  e1)e1−f and uS(x), uSD(x), uP(x) and uR(x) given by (1.18), (1.21),
(1.27), and (1.26), respectively.
Given a particle located at x0, a distance h from a stationary plane boundary at x = 0, we can
compute the velocity at any point in the ﬂuid domain x using
u(x) = gB2(r) + (f   ˆ x)ˆ xB1(r) − gB2(R) − (f   ˜ x)˜ xB1(R)
+ 2h
 
((d   e1)˜ x + (˜ x   e1)d)B1(R) + (d   ˜ x)e1
B′
2(R)
R
+ (˜ x   e1)(d   ˜ x)˜ x
B′
1(R)
R
 
− h2[dG1(R) + (d   ˜ x)˜ xG2(R)] + 2h
 
B′
2(R)
R
+ B1(R)
 
(L × ˜ x) (1.45)
where ˆ x = x−x0, ˜ x = x− ˜ x0, r = |ˆ x|, R = |˜ x|, L = f ×e1 and d = 2(f  e1)e1 −f. Equation (1.45)
diﬀers from the result presented by Ainley et al. in that there is a change in sign in the ﬁnal term.
This is due to a misprint in the Ainley paper.
As in the unbounded case it may be necessary to compute the forces exerted by the body in
instances where the speed of the particles is known. The result is a matrix equation similar to
(1.39),
U = MF, (1.46)
where M is given by
Mij(x,x0) = δijB2(r) + ˆ xiˆ xjB1(r) − δijB2(R) − ˜ xi˜ xjB1(R) (1.47)
+ 2h(2e1,je1,j − 1)
 
(e1,j˜ xi + δij˜ xke1,k)B1(R) + ˜ xje1,i
B′
2(R)
R
+ ˜ xi˜ xj(˜ x   e1)
B′
1(R)
R
 
− h2(2e1,je1,j − 1)[δijG1(R) + ˜ xi˜ xjG2(R)] − 2h(δij(˜ x   e1) − e1,i˜ xj)
 
B′
2(R)
R
+ B1
 
(see Appendix B.2).
491.4.5 Examples of the numerical method
To ensure that our implementation of the method is correct, we use the method to look at vari-
ous problems previously explored in the literature. We consider two problems in two-dimensions,
one problem in three-dimensions and a problem involving the image system for the regularised
Stokeslet [21], for which the original studies were conducted in [21], [23] and [1], respectively. For
the examples in two dimensions the blob employed is given by
φǫ(r)
3ǫ3
2π(r2 + ǫ2)5/2,
while in three-dimensions we choose
φǫ(r) =
15ǫ4
8π(r2 + ǫ2)7/2
For the image system two blobs are required; the Stokeslets are derived from φǫ(r) above, while
the dipole and doublets are derived from
ψǫ(r)
3ǫ2
4π(r2 + ǫ2)5/2.
Employing these blobs we obtain the following equations for the ﬂow velocity
u(x) = −
f
4π 
 
ln(
 
r2 + ǫ2 + ǫ) −
2ǫδij(
√
r2 + ǫ2 + 2ǫ)
√
r2 + ǫ2(
√
r2 + ǫ2 + ǫ)
 
+
(f   ˆ x)ˆ x
4π 
(
√
r2 + ǫ2 + 2ǫ)
√
r2 + ǫ2(
√
r2 + ǫ2 + ǫ)2, (1.48)
u(x) =
(f   ˆ x)x + f(r2 + 2ǫ2)
8π (r2 + ǫ2)3/2 , (1.49)
u(x) =
f(r2 + 2ǫ2) + (f   ˆ x)ˆ x
8π(r2 + ǫ2)(3/2) −
f(R2 + 2ǫ2) + (f   ˜ x)˜ x
8π(R2 + ǫ2)(3/2)
+ 2h
 
((d   e1)˜ x + (˜ x   e1)d)
8π(R2 + ǫ2)(3/2) −
(R2 + 4ǫ2)(d   ˜ x)e1
8π(R2 + ǫ2)(5/2) −
3(˜ x   e1)(d   ˜ x)˜ x
8π(R2 + ǫ2)(5/2)
 
(1.50)
− h2
 
d(R2 − 2ǫ2)
4π(R2 + ǫ2)5/2 −
3(d   ˜ x)˜ x
4π(R2 + ǫ2)5/2
 
+
3ǫh(L × ˜ x)
8π(R2 + ǫ2)(5/2),
for the 2-D, 3-D and 3-D plus image problems, respectively. We derive the blobs and the equations
for the regularised Stokeslets and the image system in Appendices A and B.
50Flow past a circular cylinder with no slip boundary conditions in two dimensions
Following Cortez we study the case of a circular cylinder translating with velocity (1,0) in a ﬂuid
with viscosity   = 1 [21]. Here we focus our attention on the ﬂow around a cross-section of the
cylinder, looking at the problem in two-dimensions. The exact solution is given by
v(x) = −
f
8π
(2ln|x| − a2/|x|2) +
(f   x)x
4π|x|
(1 − a2/|x|2)
which represents the combination of a Stokeslet and a source-doublet in two-dimensions. The force
acting on the cylinder is given by f = (8π/1−2ln(a))(0,1)T, where a is the radius of the cylinder.
To compute the numerical solution we discretise the cross-section of a cylinder, of radius a =
0.25, into N = 160 nodes and apply the method of regularised Stokeslets. We set the regularisation
parameter to ǫ = a∆s, where ∆s = 2πa/N ≈ 0.0098 is the distance between points on the cylinder.
The force exerted by the nodes on the ﬂuid can be obtained by solving (1.39) for F. The entries of
the matrix S are given by (A.7) while the entries of U are given by the instantaneous velocity of each
node. To solve the inverse problem we employ the general minimised residual method (GMRES)
(see Appendix E). By substituting the force into (1.48) we can obtain the velocity across the
domain [0.5,0.5] × [0.5,0.5]. The contours produced are shown in Figure 1.7.
Figures 1.7(a) and (c) show the contours of the x-component of the velocity for the exact
and regularised solutions, respectively. As was the case with Cortez’s work the contours of the
regularised solution closely match those of the exact solution as we move away from the body.
Similarly the plots for the y-component of the exact and regularised solutions have almost matching
results away from the cylinder. The blow up that occurs inside the cylinder, in the case of the exact
solution, is a result of the singular nature of the solution at the origin.
If we limit our focus to the far-ﬁeld we see that the numerical method computes the solution
within order 10−3 accuracy. The error  v − u ∞ = 2.6 × 10−3 is identical to that reported by
Cortez [21].
Flow past ﬁxed obstacles in two dimensions
We now examine the ﬂow past two stationary boundaries. The boundaries are represented as a line
distribution of Stokeslets, which block a background ﬂow with velocity (1,0)T. Figure 1.8 shows
51(a) x-component of exact solution (b) y-component of exact solution
(c) x-component of regularised solution (d) y-component of regularisation solution
Figure 1.7: Velocity ﬁelds for a cross-section of a circular cylinder moving with constant speed. (a) Contour lines
for the x-component of the exact solution. (b) Velocity contours for the y-component of the exact solution. (c) The
contour lines for the x-component of the numerical solution. (d) The contours for the y-component of the numerical
solution.
52the ﬂow around the two line obstacles in the ﬂuid domain [0,1]×[0,0.5] with viscosity   = 1. The
top obstacle was constructed from 26 Stokeslets while the bottom line segment was discretised into
19 Stokeslets, leading to a total of N = 45 nodes. The discretisation size of both obstacles was
∆s = 0.00447 and the regularisation parameter was set to ǫ = 0.5∆s.
In order to cancel the background ﬂow we set the velocity to (−1,0)T at each node and calculate
the Stokeslet tensor S using (A.7). This provides us with a vector for the instantaneous velocities
of each node, U, and the Stokeslet matrix S, which we can use to obtain the force exerted on the
ﬂuid by solving (1.39). GMRES is employed to obtain a solution for the forces, which are then
substituted into (1.48) to ﬁnd the ﬂow around the boundaries. Figure 1.8 shows how the ﬂuid is
forced around the boundaries, and as we get further from the line segments the ﬂow returns to
normal.
Figure 1.8: Flow around a set of line obstacles within a domain blocking a background ﬂow of (−1,0). The velocity
of the domain is computed using (1.48). Each line is discretised with spacing ∆s = 0.00447 between nodes.
For visualisation purposes a substance is advected into the domain. The concentration of the
advected substance was computed at various time-steps, where the concentration C is given by
∂C
∂t
= −u   ∇C, (1.51)
with initial condition
C(x,y,0) = ae
−
 x − b
c
 2
,
where a, b and c are given constants. At the edge of the domain, the boundary conditions are set
to
C(1,y,t) = C(2,y,t) and C(N,y,t) = C(N − 1,y,t).
53An upwind advection scheme was used to solve (1.51), full details of which can be found in Ap-
pendix C. The results can be viewed in Figure 1.9. The images show the concentration of the cloud
at various time-steps; the cloud is Gaussian at the inﬂow, but the presence of the boundaries force
the cloud to alter its course. These results are identical to those reported by Cortez [21].
(a)
(b)
(c)
Figure 1.9: Three time-steps showing the ﬂow of a substance around two ﬁxed line obstacles. The purple cloud is
initially at rest, but is advected through the ﬂuid and is forced to go around and between the line obstacles.
Translating sphere
As an example of the method in three dimensions we look at a unit sphere translating through a
viscous ﬂuid, which Cortez et al. investigated in their error analysis of the numerical method [23].
Suppose the sphere is translating with velocity V = −e3 in a ﬂuid with viscosity   = 1, then
from Stokes’ law for the drag on the sphere we have that the force acting on the sphere satisﬁes
54F = 6πe3. Consequently, the hydrodynamic traction on the surface of the sphere is
f =
F
4π
=
3
2
e3, (1.52)
which leads to a Stokeslet strength of fn = −f, for n = 1,2,...,N, where N is the number of nodes
on the body. To compute a numerical approximation to the sphere velocity we need to establish
the Stokeslet locations.
Abscissa for the sphere are generated by employing a cubic patch system, described in § 2.4
as well as being detailed in [23,90], this ensures the distribution of nodes along the surface are
approximately uniform. With this approach any point on the surface of the sphere can be described
by permuting the vector
 
α
 
1 + α2 + β2,
β
 
1 + α2 + β2,
1
 
1 + α2 + β2
 
.
Since the velocity is computed using (1.37) it is necessary to compute the weights due to dis-
cretisation, An; calculation of the weights are given in Appendix D.1. For a unit sphere constructed
from six 25 × 25 grids the weights are
An =
4wn
(23)2(1 + α2 + β2)3/2,
where wn are weights associated with the trapezium rule, (D.1). The Stokeslet tensor can be ob-
tained for each point on the surface (A.15). The velocity u(x0) can then be obtained by substituting
the Stokeslet strengths fn, the weights An and Sij for each node into (1.37). The L2-norm of the
error between the numerical solution and the exact solution along the surface of the sphere can be
computed using
L2 =
 N
n=1 An
 
(un
1 − V1)2 + (un
2 − V2)2 + (un
3 − V3)2
4π
,
with results shown for diﬀerent values of epsilon in Figure 1.10(a).
The error can be attributed to two sources; one resulting from approximating the blob in the
left-hand integral in (1.36) with a δ−distribution, and another due to discretising the right-hand
surface integral in (1.36). These errors are referred to as the regularisation and discretisation errors,
respectively. A detailed discussion of the errors associated with the method can be found in Cortez
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Figure 1.10: (a) The dependence of ǫ on the surface L2-norm of the error between the exact solution and the
regularised solution of a translating unit sphere. (b) The surface discretisation size versus the L2-norm of the error
between the exact solution and the regularised solution. The unit sphere was constructed using a cubic patch system.
The regularisation parameter is ǫ = 0.01
et al. [23]. For large ǫ the regularisation error dominates and we observe a linear increase in the
L2 norm of the error (see Figure 1.10(a)). Although the error initially decreases as ǫ gets smaller,
there comes a point when further reductions do not improve the accuracy due to the increasing
discretisation error. In Figure 1.10(a) the error has been displayed for spheres with diﬀerent grid
reﬁnements and we can see that as the number of nodes on the sphere increases the value of ǫ at
which the L2 norm of the error is minimised decreases. That is, the discretisation error dominates
at higher values of ǫ.
In Figure 1.10(b) we show the eﬀect the discretisation size ∆s has on the L2 norm of the error.
The approximate discretisation size ∆s is given by a similar process to the generation of the abscissa
for the sphere. Suppose we have a circle lying on a M × M grid. Then we can discretise the circle
by drawing a line from its centre to all the node points on the grid. The result is that the distance
between the nodes on along the circle is approximately the circumference of the circle divided by
the number of points lying on it. Hence, ∆s = 2πa/4(M − 1).
Initially reﬁning the grid size decreases the error, but eventually no further signiﬁcant decrease
is observed. At this point the error due to regularisation dominates and further grid reﬁnement is
unfavourable, as it only increases the computational time rather than the accuracy of the estimate.
This agrees with the published results of Cortez et al. [23].
56Flow due to two particles close to a plane wall
A simple problem which requires the use of image systems is the ﬂow ﬁeld due to two particles
moving in opposite directions close to a plane wall. Both particles lie in the xz-plane, 0.1 units above
the boundary, at x = 0, and are separated 0.05 units apart in the z direction: x1 = (0.1,0,−0.025)
and x2 = (0.1,0,0.025). We wish to compute the velocity ﬁeld when the particles are moving
parallel to the boundary with equal velocity but in opposite directions; x1 = (0.1,0,−0.025) moves
with instantaneous velocity U = (0,0,−1), while x2 = (0.1,0,0.025) moves with velocity −U.
To compute the ﬂow we ﬁrst solve the mobility problem, (1.46), to obtain the forces exerted by
the particles on the ﬂuid before employing (1.50) to obtain the ﬂow velocity anywhere in the domain.
Figure 1.11(b) shows the streamlines for the moving particles in the absence of the boundary, which
are symmetric along z = 0.1. In contrast, when the particles are placed next to a wall the symmetry
is broken and the shape of the ﬂow is altered. The presence of the wall causes small vortices in the
region between the particle and the boundary (see Figure 1.11(a)).
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Figure 1.11: (a) The streamlines produced when particles, positioned 0.1 units, above a plane stationary wall move
in opposing directions with forces of equal magnitude. The presence of the boundary causes vortex like patterns in
the ﬂuid domain, while in (b) the ﬂow ﬁeld is completely symmetric when the wall is excluded. In each case the
regularisation parameter was set to 0.05.
The velocity ﬁelds in the yz-plane for the two moving particles are shown in Figure 1.12 at
diﬀerent distances from the boundary. The ﬁrst plot shows the ﬂow ﬁeld halfway between the wall
and the particles. At this distance we can see the eﬀects of the boundary. The second ﬁgure shows
the ﬂow at the same height as the particle, while the last plot shows the velocity in the plane
at twice the height of the particles. We can see that as the distance from the wall increases the
contribution from the rotlet, dipole and doublet terms become less signiﬁcant and there is no need
57for the image system for large h.
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Figure 1.12: The ﬂow ﬁeld in the yz-plane for two particles moving at the same speed but in diﬀerent directions. The
boundary remains at x = 0 and the regularisation parameter ǫ = 0.05 for each plot. (a) shows the ﬂow in the plane
halfway between wall and particles. (b) shows the ﬂow at the same height as particles, while (c) shows the velocity
ﬁeld in the plane at twice the particle height, 0.2 units above the boundary.
The ﬂow ﬁelds produced by the moving particle are identical to those published in Ainley et
al. [1].
1.5 Overview of thesis
In order to investigate the swimming behaviour of bi-ﬂagellated micro-organisms, numerical cal-
culations based upon the method of regularized Stokeslets will be conducted and developed. We
construct a model of a bi-ﬂagellate swimmer, using the model organism C. reinhardtii as a concrete
example, due to the abundance of data available. These uni-cellular organisms have their ﬂagella
located at the anterior end of their prolate spheroidal bodies and swim employing a breast-stroke
motion. In Chapter 2 we describe the construction of models for bi-ﬂagellate swimmers and discuss
the implementation of the numerical method. Moreover, we introduce three mechanisms which a
cell may employ to re-orientate and incorporate them into a mobility problem, which we use to
compute the instantaneous translational and angular velocity of a swimmer.
We then apply the procedures to analyse free-swimming cells in an ambient ﬂuid providing
estimates for swimming speeds and rotation rates, while also detailing the characteristics of the ﬂows
generated by swimming bi-ﬂagellates, see Chapter 3. Furthermore, we discuss the re-orientation
mechanisms associated with mass and shape asymmetry and show that the two mechanisms are
equally important and, rather than competing with each other we show that they are complimentary
of one another.
58Experimental observations of C. reinhardtii and D. salina cells are documented in Chapter 4,
where particle image velocimetry techniques are employed to obtain average and instantaneous
ﬂow ﬁelds for trapped cells. A comparison between experimental observations for free-swimming
algae [30,39], and simulations using the model are conducted, with the results for experiments
and simulations in good agreement. Further, using experimentally observed beat patterns of
D. salina and D. bioculata we analyse the diﬀerences in the behaviour of Chlamydomonas and
Dunaliella. The results reveal that there are subtle diﬀerences in the ﬂows generated by both cells
as well as diﬀerences in the speed at which they orientate. In contrast to the results for a symmetric
beat pattern, analysis of an asymmetric beat shows that asynchrony has a substantial aﬀect on the
re-orientation of the cell.
In Chapter 5 the eﬀective behaviour of cells in a linear shear ﬂow is explored, with results
suggesting that the ﬁne details of the ﬂagellar beat are critical to the mean eﬀective behaviour
of the cell. Moreover, contrary to previous analysis, we show that cells are better modelled as
simple self-propelled spheres than prolate spheroids. Finally, we present a method of estimating
the eﬀective cell behaviour of any bi-ﬂagellate when ﬂagellar beat images are obtained haphazardly.
The behaviour of swimmers in bounded domains is also discussed, see Chapter 6. The results
show that the presence of a stationary plane boundary leads to changes in a cell’s translational and
rotational velocities as well as inﬂuencing the far ﬁeld hydrodynamics. We show that the location
relative to the cell is of great importance to how the cell behaves in close contact. Hydrodynamic
interactions are also discussed in Chapter 7, where we observe that the cell behaviour is greatly
aﬀected by interactions with other cells and obstacle.
Finally in Chapter 8 we summarise our ﬁndings and look at potential future work.
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Model for a bi-ﬂagellate swimmer
2.1 Introduction
Research into the prototypical swimmer Chlamydomonas has ranged from studies concerning their
phototactic behaviour [62,63,82,103,104] to insights into bio-convection plumes and gyrotactic
behaviour [5,6,53,62,63,82]. Chlamydomonas is also the model organism for the study of the
hydrodynamics of individual uni-cellular bi-ﬂagellate swimming [32,59]. Fauci [32] investigated the
swimming dynamics through application of an immersed boundary algorithm. The ﬂagellar beat
was modelled using spring forces and energy functions, to control curvature, but lacked the whip like
action of real ﬂagella (see Figure 2.1(b)). Furthermore, the model was also only two-dimensional.
A three-dimensional model was proposed by Jones et al. [59] (JLP), where a simpliﬁed beat pattern
was designed to reduce the complexity of the free-swimming problem. The beat, like the natural
beat pattern, had two distinct aspects. During the eﬀective stroke the ﬂagella move from an
orientation parallel to the cell’s principal axis to lie perpendicular. During the recovery stroke
the ﬂagella are partitioned into two linear sections. The ﬁrst segment runs parallel to the cell’s
principal axis, whereas the second lies at a non-zero angle to the vertical segment. As the recovery
stroke progresses the length of the angled section reduces while the parallel section increases (see
Figure 2.1(a)). Like Fauci’s approximation of a bi-ﬂagellate beat the JLP model lacked the whip-like
motion inherent in swimmers such as Chlamydomonas.
We consider beat patterns based on experimental observations of Chlamydomonas reinhardtii
by Ringo [96] and R¨ uﬀer and Nultsch [101]. Using light microscopy, Ringo produced a series of
60high-speed ﬂash images for a swimming C. reinhardtii cell (see Figure 2.1(c)). While the drawings
made from the images captured the essence of the beat pattern there are two issues with the beat
pattern. First in order to capture the beat the cells were observed in a highly viscous media; agar
or gelatin were added to the medium to reduce beat frequency from 50 Hz to 1 Hz. Secondly,
the implementation of high illumination photography induced photophobic responses. R¨ uﬀer and
Nultsch (RN) captured a swimming cell using high-speed cinematography (see Figure 2.1(d)). The
series of images produced by RN depicted the natural whip-like breast-stroke motion of the ﬂagellar
beat. However, due to the data being a projection of a rotating cell there is asymmetry between
the left and right ﬂagella. Moreover, certain time-steps in the beat lie out of the plane, hence, are
not captured in the images.
In this chapter we describe the construction of models of swimming bi-ﬂagellates with prescribed
beats patterns, and the manner in which the numerical method shall be implemented. We utilize
ﬁve prescribed beat patterns; Fauci, JLP, Ringo and the symmetric strokes of RN. Henceforth
referred to as F, I, R, RNL, and RNR, respectively. Note that RNL denotes the RN left-hand
ﬂagella and its reﬂection, and similarly for RNR. The original data for these beat patterns has
been replotted in Figure 2.1. Furthermore, we will introduce some general procedures that will be
employed in later chapters to analyse and extract data from the computations.
The abscissa for the ﬂagellar beat and cell body will be generated via the techniques discussed
in sections § 2.3 and § 2.4, respectively. By application of the method of regularised Stokeslets a
mobility problem is constructed for a force- and torque-free swimmer, detailed in § 2.5. In § 2.7,
examples of its use for known low Reynolds number problems have been provided to highlight
the accuracy of this approach and compliment previous tests of the general method discussed in
Chapter 1.
2.1.1 Typical parameter ranges for a Chlamydomonas cell
The dimensions and properties of our bi-ﬂagellate swimmer are based upon experimental observa-
tions of swimming C. reinhardtii and are shown in Table 2.1. These values are used throughout the
thesis unless stated otherwise. The data is given in both standard units and in a non-dimensional
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Figure 2.1: Re-plotted data for the ﬁve distinct ﬂagellar beats considered, where indices denote the stage of a single
beat. (a) Data based upon the work of Jones et al. [59]. (b) Cell with beat pattern employed by Fauci [32]. (c) Beat
pattern based upon experimental observations of Ringo [96]. (d) An asymmetric realistic beat pattern based on the
high speed cinematography of R¨ uﬀer and Nultsch [101]. For ease of analysis symmetric strokes of this beat pattern
are considered; the left-hand ﬂagella and its reﬂection (RNL), and the right-hand ﬂagella and its reﬂection (RNR).
62form, with conversion between the two given by
1 W = 1  g
1 d = 10  m
50 b = 1 s.
The quantity d represents a body diameter, while 1 b denotes one ﬂagellar beat. The number
of time-steps in a ﬂagellar beat is denoted T with the eﬀective-recovery stroke ratio chosen to be
50:50. This is arbitrarily chosen as for the realistic beat patterns the two aspects are not distinct.
In non-dimensional form typical swimming speeds are thought to be in the range 0-0.4 d b−1 [101].
Table 2.1: Various properties and values of a typical Chlamydomonas cell with their non-dimensional quantities also
listed. The values stated in the table are those used throughout the thesis unless stated otherwise.
Property Value Non-dimensionalised value
ρc cell density 1.04 gm cm−3 1.04 × 10−3 W d−3
m cell mass 5.2 × 10−10 gm 5.2 × 10−4 W
a1 cell semi-minor axis 3.5 × 10−4 cm 0.35 d
a2 cell semi-major axis 5 × 10−4 cm 0.5 d
h centre of gravity oﬀset 1 × 10−5 cm 0.01 d
ρf ﬂuid density 0.1 gm cm−3 0.1 × 10−3 W d−3
  ﬂuid viscosity 10−2 gm cm−1 s−1 0.2 W d−1 b−2
g gravity 9.98 × 102 cm s−2 399 d b−2
2.2 Co-ordinate systems
In our model for bi-ﬂagellate swimming we have three right-handed co-ordinate frames; a planar
axes (X,Y,Z) in which the original ﬂagellar beat data is given, a body axes in which we construct
the abscissa for the cell (p,q,r), and a ﬁxed space Cartesian axes (i,j,k), which is employed for
the numerics. The process of converting the initial ﬂagellar data from planar co-ordinates to body
co-ordinates is deferred until § 2.3, but the relationship between the two co-ordinate systems can be
viewed in Figure 2.2(a), where the Z and r axes point into and out of the page, respectively. With
the abscissa given in relation to the body axes, and the numerical method requiring data to be in
63the Cartesian axes, we require a way of transforming the abscissa into the ﬁxed space co-ordinate
system.
The body axes are deﬁned in spherical polar co-ordinates (r,φ,θ), where φ and θ are the
azimuthal and the polar Euler angles, respectively. The relationship between the Euler angles and
the orientation vector of the cell, p, is shown in Figure 2.2(b), where θ is the angle p makes with
the ﬁxed space vertical axis k, and φ is the angle between the projection of the orientation vector
and the Cartesian ĳ-plane.
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Figure 2.2: (a) Schematic of the axis relating the ﬂagellar data taken from images to the body axis. The X and Y
axes represent the axes in which the original ﬂagellar beat data is given in. (b) A diagram showing the relationship
of the Cartesian axes (i,j,k) with the orientation vector p and the Euler angles θ and φ. (c) The plane in which the
ﬂagella sit. The Euler angle ψ rotates around the body axis p, pointing out of the page. r = −q × p. ˆ θ and ˆ φ are
unit vectors in the direction of increasing θ and φ, respectively.
We can deﬁne the orientation vector p, and the vectors representing the change in θ and φ in
terms of the Euler angles as follows,
p =

   

sinθcosφ
sinθsinφ
cosθ

   

, ˆ θ =

   

cosθcosφ
cosθsinφ
−sinθ

   

and ˆ φ =

   

−sinφ
cosφ
0

   

, (2.1)
where ˆ θ and ˆ φ are unit vectors in the direction of increasing θ and φ, respectively. These
vectors represent the plane in which the ﬂagella sit and allow us to specify the q and r axes. This
relationship is shown in Figure 2.2(c), where r = −p×q. A third Euler angle ψ is also introduced
and represents the rotation about the orientation vector p. Using ψ, ˆ θ and ˆ φ we can deﬁne
q = ˆ θcosψ + ˆ φsinψ and r = −ˆ θsinψ + ˆ φcosψ (2.2)
64From (2.1) and (2.2) the local body axes of a cell is given, in terms of the Cartesian axes, by
p =

   

sinθcosφ
sinθsinφ
cosθ

   

, q =

   

cosθcosφcosψ − sinφsinψ
cosθsinφcosψ + cosφsinψ
−sinθcosψ

   

and r = −

 
 

cosθcosφsinψ + sinφcosψ
cosθsinφsinψ − cosφcosψ
−sinθsinψ

 
 

. (2.3)
Now that we have deﬁned the body co-ordinate system we can convert data to the ﬁxed space
system using the following rotation matrix:
Rbc =
 
p q r
 
. (2.4)
Finally, to rotate from Cartesian co-ordinates to body co-ordinates we use the rotation matrix
Rcb =

   

pT
qT
rT

   

. (2.5)
2.3 Generating ﬂagellar beat and ﬂagella abscissa
The proposed bi-ﬂagellate beat patterns are prescribed beats taken directly from the original images
presented in the literature, re-plotted in Figure 2.1. The ﬂagella are then extrapolated at each stage
of the beat to obtain equal length ﬂagella. This is necessary as at certain stages of the RN beats
out-of-plane motion leads to parts of the ﬂagella being hidden. It is thought that by extending the
ﬂagella rather than purely scaling, as in Jones [60], we do not lose the natural whip-like behaviour of
the ﬂagellar beat. A ﬁtting routine is utilised to generate the abscissa and is the same for all beats
except the I beat, for which the technique is described in Appendix F. The routine for converting
the planar data to equi-distant nodes on the ﬂagella in Cartesian co-ordinates is summarised in
algorithm 1.
Figure 2.2(a) shows the relationship between planar and local body co-ordinates, with the shape
of the cell body based upon typical proportions of a C. reinhardtii cell. The spacing between cis and
65Algorithm 1 Routine to generate ﬂagellum abscissa
for each ﬂagellar position m do
Convert image co-ordinates into body axis (p, q, r).
Take pm
a sampled points on ﬂagellum and parametrise the components with an order index.
Re-normalise data such that arc length of ﬂagella, s, is the same at each stage of a beat.
Discretise the ﬂagellum into pf equally spaced nodes.
end for
Represent ﬂagellar beat as a Fourier series, with s and time t.
for arbitrary number of time-steps T do
Extend the two-dimensional representation into three dimensions.
end for
trans ﬂagella, and the location at the anterior end of the cell body are based on the experimental
data of RN. We then scale the data such that the arc lengths of the ﬂagella are approximately
one body length at all stages of the ﬂagellar beat. The choice of ﬂagellar length is based upon the
standard value used by JLP. This allows for direct comparison with previous results. While this
technique provides us with the ﬂagellar centre-line, the numerics requires that the nodes be equally
spaced so that we can track the placement of the node through time.
The conversion from planar co-ordinates to body co-ordinates can be achieved by simply re-
centering the planar data. So if the length of the X and Y axes are Ox and Oy then we can convert
to body-coordinates by subtracting Ox from the x-component of the planar data and adding Oy to
the negative of the y-component of the planar data. The result is the centre-of-buoyancy of the cell
C is the origin of the body co-ordinate system. The recorded data is parametrised with an order
index γ, for γ = 0,1,2...,pm
a , where pm
a +1 is the number of nodes on the ﬂagellum sampled from
the original data, see Figure 2.3(a). For each aspect of the beat, m = 1,...,T for T time-steps,
we ﬁt a polynomial in γ to the components of the abscissa. Hence, if the original data is given as
(qγ, 0, pγ) then the parametrised data Xm
γ is given in terms of functions fq(γ) and fp(γ) such that
Xm
γ = (qm
γ ,0, pm
γ ) = (fm
q (γ), 0, fm
p (γ)). The reason for ﬁtting to the independent components
of the abscissa is due to the ﬂagella being multi-valued at certain points. Here we have chosen to
align the cell such that if the angle between the orientation vector and the vertical Cartesian axis
is zero then the cell will swim vertically upward. Figure 2.4 shows a ﬁtting of a polynomial in γ of
degree 5 to the q and p components of the original data (data is for the 11th time-step of the RNR
beat shown in Figure 2.1(d)). The solid line represents the curve produced by the ﬁt functions
fm
q (γ) and fm
p (γ) while the ∗ denotes the actual data. We can see that the 15 sampled points on
66the ﬂagellum a polynomial of degree 5 produces a good ﬁt. Besides the end points, the remainder
of the 15 points were chosen arbitrarily on the ﬂagellum.
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Figure 2.3: (a) The parametrisation process, where the x and z components of nodes on the ﬂagella are parametrised
in terms of an order index γ, where γ = 0,1,...,p
m
a and p
m
a is the number of nodes on the centre-line at ﬂagellar
position m. (b) A schematic of how a surface ﬂagellum is constructed as a three-sided prism. The sketch shows the
cross section of the ﬂagellum, where the • represents a node on the centreline. By travelling along the normal n and
the bi-normal b we can generate abscissa around the node. Each of the abscissa lie at an angle χ = 2π/3 from each
other.
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Figure 2.4: Examples of the ﬁt functions f
m
q (γ) and f
m
p (γ) against the order index γ. The original node points are
given by the ∗. In this instance we have chosen to sample 15 nodes from the original ﬂagellum abscissa, taken from
the 11th time-step of the RNR beat in Figure 2.1(d).
The next step is to discretise the ﬂagellum into pf equally spaced points. To proceed we compute
the exact arc length of the ﬂagella, for ζ ∈ Z+,
s(ζ) =
  ζ
0
   
   
∂Xm(α)
∂α
   
   dα,
from which we may compute the discretisation size ∆sf = s(pM)/(pf −1), where pM = maxm (pm
a )
is the maximum of pm
a across all images. Employing a Newton-Raphson iterative scheme the pf
67nodes can be uniformly distributed along the length of the ﬂagellum. For the iterative scheme we
simply ﬁnd γ such that sγ = γ∆sf, where γ∆sf is the arc length of the γth index along the ﬂagellum,
γ can then be substituted into Xγ to ﬁnd equally spaced nodes: (¯ qm
γ , 0, ¯ pm
γ ), γ = 0,1,2   pf. The
process is repeated for each image m.
By basing our beats on imaged data there is a limitation on the number of aspects in a single
beat, for example the R-beat has only 8 recorded aspects. To improve the accuracy of our model
we implement a Fourier series representation of the beat. Following Fulford and Blake [38] we take
a point at time t and parametrise it in terms of the arc length sγ
ξj(sγ,t) =
1
2
c0 +
T  
n=1
cn(sγ)cos(ωnt) + dn(sγ)sin(ωnt), (2.6)
where ωn = 2πn, T is the number of time-steps and j = 1,2,3. To compute the Fourier co-eﬃcients,
c0, cn and dn, we note that the we have a discrete data set sampled over a ﬁnite time. This allows
us to use the discrete Fourier transform (DFT) to ﬁnd the co-eﬃcients as follows. We can re-write
(2.6) in exponential form as
ξj(sγ,t) =
∞  
n=−∞
Cn(sγ)eiωnt
where
C0 =
1
2
c0, C−n =
1
2
(cn + ıdn) and Cn =
1
2
(cn − ıdn). (2.7)
Let the DFT of the sequence {xp}N
p=1 be denoted
Hx
n =
N  
p=1
xpe
2π
N i(n−1)(p−1) n = 1,2,...,N,
then we can also write
Cn(s(γ)) =
  1
0
xpeiωnt dt, n = 1,2,...,N.
Using Riemann sums we can represent Cn(s(γ)) as a summation over p.
Cn(s(γ)) =
1
N
N−1  
p=0
xpe
−iωnp
N =
1
N
N  
p=1
xpe
−iωn(p−1)
N =
1
N
Hx
n (2.8)
where n = 1,2,...,N. Now from (2.8) and (2.7) we have cn − ıdn = 2Hx
n/N, which results in
68cn = 2ℜ(Hx
n)/N and dn = 2ℑ(Hx
n)/N.
The ﬁnal step is to extend our ﬂat ﬂagellum into a surface ﬂagellum. This is achieved by con-
structing a n-sided prism, n ≥ 3, around the centreline data Ξ(sγ,t) = (ξ1(sγ,t), ξ2(sγ,t), ξ3(sγ,t)),
where ξ1(sγ,t) is the Fourier series representation of qγ, given by (2.6), and so on. The abscissa for
the surface are given by travelling along the normals and bi-normals, n(sγ,t) and b(sγ,t), of the
individual nodes, see Figure 2.3(b); travelling a distance ℓcos(χk) along the normals and ℓsin(χk)
along the bi-normals of points on the ﬂagellar centreline Ξ(sγ,t). Hence, for each node γ on a
ﬂagellum xγ(s,ξk) is a three component vector describing the co-ordinates of the γth node at the
kth corner of the prism, given by
xk(sγ,t) = Ξ(sγ,t) + ℓn(sγ,t)cosχk + ℓb(sγ,t)sinχk, (2.9)
where ℓ is the radius of the ﬂagellum, χk = 2πk/n for k = 1,2,...,n−1 is the angle made between
the normal and the surface of the prism. Figure 2.3(b) shows a schematic of a cross-section of a
ﬂagellum modelled as a triangular prism. Three nodes are generated at angles χ1 = 0, χ2 = 2π/3
and χ3 = 4π/3 around every centre-line node. The structure for n = 3 to 6 are shown in Figure 2.5,
where it is clear that the higher n is the more the ﬂagellum resembles a cylinder.
Figure 2.5: Four possible shapes for the three-dimensional ﬂagellum. Each are constructed as n-sided prisms from
the original centre-line data. From top to bottom we have n = 3, 4, 5 and 6.
Details of the construction of the ﬂagellar centre-line for the I-beat can be found in Appendix F.
Extending the ﬂagellum to an n-sided prism is the same as the process outlined above.
692.4 Generating the cell body abscissa
To generate the abscissa for the cell body we employ a cubic patch system, which allows the nodes
on the body to be distributed equally about the surface [23,90]. Here we discuss the process for
the general case of an ellipsoid with radii a1, a2 and a3.
Consider a cuboid of length a1 and depth a3 corresponding to the equatorial radii of the ellipsoid,
and height a2 related to the polar radius of the ellipsoid. Each face of the cuboid is embedded with
a grid parametrised in terms of variables α and β. The grids have lengths M1 × M3, M1 × M2
and M2 × M3, where M1, M2, M3 ∈ Z+, with the ratios between M1, M2 and M3 depending
on the ratio between a1, a2 and a3. Nodes on the grids are then projected onto the surface of
the ellipsoid; the abscissa are the points where a line joining the grid points to the centre of the
ellipsoid intersect with the surface of the ellipsoid.
As an example we consider a right-handed co-ordinate system, (x, y, z) such that z is vertical.
If we take the grid lying in the xy-plane, with z positive then the grid has length M1 × M3, and
co-ordinates of the form xg = (α,β,a3), where −a1 ≤ α ≤ a1 and −a2 ≤ β ≤ a2. The distance,
ˆ d, of any line going through the centre of the ellipsoid to the grid is ˆ d =
 
α2 + β2 + a2
3. Thus to
ﬁnd a point on the surface of the ellipsoid we need to scale the grid points by (a1, a2, a3)/ˆ d. This
results in points on the ellipsoid
xb =
(a1α, a2β, a2
3)
 
α2 + β2 + a2
3
.
The process can be repeated for each face of the cuboid, with the ranges of α and β depending on
the grid the ellipsoid is mapped from. The complete set of abscissa for the ellipsoid is documented
in Table 2.2.
For our free-swimming cell we consider two body shapes: a sphere with radius a = a1 = a2 = a3
and a prolate spheroid with equatorial radii a1 = a3, and polar radius a2. As a preliminary study in
how the node distribution along the ﬂagella aﬀects the swimming speed we study a two-dimensional
swimmer. In this instance, we construct the cell body using the equations for an ellipse with semi-
major axis a2 and semi-minor axis a1 such that xb = (a1 cosΘ,a2 sinΘ), where 0 ≤ Θ ≤ 2π. Ideally
we would like the spacing between the nodes on the body ∆sb to be the same size as the spacing
between nodes on the ﬂagella. Hence, in two-dimensions we set ∆s = ∆sf = ∆sb. Now to achieve
the equally spaced nodes on the body we calculate the arc length of the body following the same
70Table 2.2: The abscissa for an ellipsoid with radii a1, a2 and a3 mapped from a grid parametrised in terms of variables
α and β. The ranges of α and β depend on the face of the cuboid the grid lies on.
Grid points (xg) abscissa (xb) parameter ranges
(α,β,a3)
(a1α,a2β,a2
3)
 
α2 + β2 + a2
3
|α| ≤ a1, |β| ≤ a2
(α,β,−a3)
(a1α,a2β,−a2
3)
 
α2 + β2 + a2
3
|α| ≤ a1, |β| ≤ a2
(a1,β,α)
(a2
1,a2β,a3α)
 
α2 + β2 + a2
1
|α| ≤ a3, |β| ≤ a2
(−a1,β,α)
(−a2
1,a2β,a3α)
 
α2 + β2 + a2
1
|α| ≤ a3, |β| ≤ a2
(α,a2,β)
(a1α,a2
2,a3β)
 
α2 + β2 + a2
2
|α| ≤ a1, |β| ≤ a3
(α,−a2,β)
(a1α,−a2
2,a3β)
 
α2 + β2 + a2
2
|α| ≤ a1, |β| ≤ a3
71procedure implemented for the ﬂagellar centre-line nodes.
2.5 Formulating a mobility problem
We have, from the numerical method, the equation for the ﬂow velocity in terms of a superposition
of regularised Stokeslets and the forces exerted on the ﬂuid:
ui(x) =
N  
n=1
3  
j=1
Sij(x,xn
0) ¯ fn
j , (2.10)
where x is the ﬁeld point, xn
0 is the nth source point and ¯ fn is the strength of the regularised
Stokeslets per unit area at the nth source point. To formulate the resistance problem we require a
boundary condition, that fully speciﬁes the particle and ﬂuid velocities.
2.5.1 Boundary condition
On the surface of the cell we require that there is no net velocity, that is we require no slip on the
surface. Hence, the ﬂow velocity u at a node on the surface of the cell, must be equivalent to the
sum of the cell’s translational and rotational velocities, U and  , respectively, and the velocity at
which x moves with respect to the body axis, denoted urel. Hence,
u(x) = urel + U +   × x. (2.11)
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Figure 2.6: Schematics showing (a) the relationship between the velocities associated with a free-swimming cell and
(b) the various torques and forces the cell is subjected to.
Figure 2.6(a) highlights the relationships between the various velocities and shows how U and
72  are deﬁned with respect to the cell’s centre-of-buoyancy. The instantaneous velocities urel can
be determined by considering how each node on the cell moves with respect to the body axes. For
nodes on the cell body their position remains constant over the course of the beat, hence they have
zero velocity. Since we are considering a cell with a prescribed ﬂagellar beat we know the location
of the nodes at all time-steps, and can, therefore, determine the velocity of each node between
time-steps. As the ﬂagellar beat is represented by a Fourier series then we need only take the
time-derivative of our Fourier series representation of the ﬂagellum Ξ. Thus,
urel(x) =

 
 
∂Ξ(s,t)
∂t
for x ∈ Ξ
0 for x lying on the body
Combining the boundary condition (2.11) with (2.10) leads to
urel,i(x) =
N  
n=1
3  
j=1
Sij(x,xn
0) ¯ fn
j − Ui − ǫiklΩkxl, (2.12)
where ǫikl is the alternating tensor.
This can be re-written in matrix form as
U = SF − B
 
U
 
 
, (2.13)
where U and F are 3N × 1 vectors containing the instantaneous velocities and Stokeslet strengths
respectively, S is a 3N×3N matrix whose entries are determined via the regularised Stokeslet tensor
(1.15) or the image system tensor (1.47), and B is a 3N × 6 matrix made up of a concatenation of
3 × 3 identity matrices and 3 × 3 matrices satisfying the last term in (2.12), (ǫiklxl):
B =

  
    
     
   

1 0 0 0 −x1
3 x1
2
0 1 0 x1
3 0 −x1
1
0 0 1 −x1
2 x1
1 0
. . .
. . .
. . .
. . .
. . .
. . .
1 0 0 0 −xN
3 xN
2
0 1 0 xN
3 0 −xN
1
0 0 1 −xN
2 xN
1 0

  
    
     
   

.
73A more detailed discussion of U, F and S can be found in § 1.4.3. It is possible at this stage to
obtain estimates for the swimming speed and angular velocity of the cell. However, an important
aspect of this current work is investigating the proposed mechanisms that the cells employ to
re-orient. This requires an additional constraint on the net force and torque at equilibrium.
2.5.2 Hydrodynamic force and torque balance
As previously mentioned C. reinhardtii exhibit various form of taxis, see § 1.2.3, such as gyrotaxis,
the re-orientation of the cell due to the balance between viscous and gravitational torques. There
are competing theories as to how the cell re-orientates as deﬁned below.
Bottom heaviness The cells have been measured to be bottom-heavy in ﬂuid of the same den-
sity as the mean of the cells [62]; each cell’s centre-of-mass (G) is oﬀset from its centre-of-
buoyancy (C) (see Fig. 2.6(b)). Hence, a balance of viscous and gravitational torques leads to
cells generally swimming upwards (gravitaxis) but also swimming towards regions of locally
down-welling ﬂow (gyrotaxis; [62]).
Sedimentation torque Cell geometry asymmetry results in the cell body sedimenting quicker
than the ﬂagella [98], biasing the cell to swim upwards. Translation due to sedimentation per
se is insigniﬁcant as eﬀects are swamped by the cell swimming velocity (C. reinhardtii swim
with speed 50−70  m s−1 while the sedimentation speed is 2.5  m s−1), but rotation can not
be ignored. A balance of sedimentation and viscous torques may lead to behaviour similar to
gyrotaxis.
Active It has been proposed that cells have a gravity receptor, which may actively direct cells
to swim upwards [44]. However, such a receptor has not been identiﬁed and the above two
passive mechanisms appear to explain all experimental observations.
In our model we consider re-orientation due to sedimentation torques, gravitational torques
and a dual mechanism comprising of both sedimentation and gravitational torques. We neglect
the active mechanism as previous studies into re-orientation have highlighted that experimental
evidence of gravitaxis in Chlamydomonas can be accounted for by the two passive mechanisms [98].
Further, the exact biological mechanism that is responsible for gravitaxis in Chlamydomonas is
unknown [44].
74From Newton’s second law we have that the rate of change of momentum of the swimming cell
with constant mass (m) is proportional to the net force on the surface of the cell. Between ﬂagellar
beats there is negligible change in momentum relative to the viscous forces, hence, we have that
F = m˙ u ≈ 0. This implies that at equilibrium the total net hydrodynamic force and torque is zero,
thus, we have at equilibrium
 
∂S
¯ fdS = Fext, (2.14a)
 
∂S
x × ¯ fdS = Lext, (2.14b)
where Fext and Lext are the net external force and torque, respectively.
Gravitational torque mechanism
In general each cell’s centre-of-mass G is oﬀset by a factor h from its centre-of-buoyancy C, see
Figure 2.6(b). Thus, asymmetry in the mass distribution leads to a gravitational torque Lext =
mgh(p×k), where m is the mass of the cell, g is the constant of gravitational acceleration, k is the
vertical axis and p is the orientation vector, see Figure 2.6(b) and § 2.2. The only external forces
acting on the cell are due to gravity, which in general can be neglected due to the sedimentary
velocity of a cell being insigniﬁcant compared to its swimming speed [59]. Hence, Fext = 0.
Sedimentation torque mechanism
The second mechanical mechanism is due to the cell’s asymmetric shape; the cell body sediments
faster than the ﬂagella, while drag on the ﬂagella causes a torque that re-orientates the cell [98].
Consequently, the cell is subject to gravitational and buoyant forces and the external force on the
cell is given by Fext = −gv(ρc − ρf)k, where v is the volume of the cell, and ρf and ρc denote the
densities of the ﬂuid and cell, respectively. We assume that the cell is not bottom heavy, that is
h = 0 and there is no external gravitational torque. Thus, Lext = 0.
Dual mechanism
The ﬁnal re-orientation mechanism is a combination of the two individual mechanisms discussed
above. Thus, we have that the net external force and torque acting on the surface of the cell satisﬁes
75Fext = −gv(ρc − ρf)k and Lext = mgh(p × k), respectively.
2.5.3 The mobility problem
Regardless of the re-orientation mechanism we can formulate (2.14) as a matrix equation of the
form  
Fext
Lext
 
= AF, (2.15)
where A is a 6 × 3N matrix such that A = BT. Combining (2.13) with (2.15) yields

 

U
Fext
Lext

 
 =

S | −AT
| A | O



 

F
U
 

 
. (2.16)
where O is a 3×3 matrix of zeros. The (3N +6)×(3N +6) matrix is known as a grand resistance
matrix. While (2.16) is posed as a resistance problem it is clear that if the quantities on the left-
hand side are known we can invert the grand resistance matrix and solve for the right-hand side
vector, or, in other words, solve the associated mobility problem.
2.6 Solving the mobility problem
Since we know the velocities of the ﬂagella relative to the centre-of-buoyancy, and net external forces
and torques we can determine the velocity of the cell in response to the surface forces and torques.
Obtaining a solution to the mobility problem is problematic due to the inversion of the grand
resistance matrix in (2.16), which contains the ill-conditioned sub-matrix S. To ﬁnd a solution
we follow Cortez [21] and employ an iterative inversion scheme known as the generalised minimal
residual method (GMRES), see Appendix E. The mobility problem is solved at each time-step
of the ﬂagellar beat and provides estimates for U and   which can then be used to estimate the
average translational velocity and angular velocity of the cell
 U  =
1
T
T  
t=1
U(t) and     =
1
T
T  
t=1
 (t). (2.17)
where T is the number of aspects in the ﬂagellar beat and    denotes the average.
762.6.1 Updating cell position
To update the position of the cell we use U to calculate the location of the centre-of-buoyancy, C,
such that
Ct = Ct−1 + U∆t,
where Ct denotes the position of the cell’s centre at the tth time-step and ∆t is the time between
time-steps: ∆t = 1/(T −1) s. We can then update the position of the cell by translating the nodes
at time-step t − 1 by Ct.
From the angular velocity   we can update the Euler angles (φ , θ, ψ) to determine the change
in orientation. To compute the angles we use the relationship [60];
  = ˙ φk + ˙ θˆ φ + ˙ ψp, (2.18)
which we can re-formulate in terms of the Cartesian axis, i, j and k, through the substitution of p
and ˆ φ, from (2.1). Thus
  = (−˙ θsinφ + ˙ ψ sinθcosφ)i + (˙ θcosφ + ˙ ψ sinθsinφ)j + ( ˙ φ + ˙ ψ cosθ)k,
and in matrix form


  

Ωx
Ωy
Ωz


  

=


  

−sinφ 0 sinθcosφ
cosφ 0 sinθsinφ
0 1 cosθ


  



  

˙ θ
˙ φ
˙ ψ


  

or


  

˙ θ
˙ φ
˙ ψ


  

=


  

−sinφ cosφ 0
−cotθcosφ −cotθsinφ 1
cosecθcosφ cosecθsinφ 0


  



  

Ωi
Ωy
Ωz


  

.
Employing forward diﬀerences yields
θt = θt−1 + ∆t(−Ωx sinφt−1 + Ωy cosφt−1), (2.19a)
φt = φt−1 + ∆t(−Ωx cotθt−1 cosφt−1 − Ωy cotθt−1 sinφt−1 + Ωz), (2.19b)
ψt = ψt−1 + ∆t(Ωxcosecθt−1 cosφt−1 + Ωycosecθt−1 sinφt−1), (2.19c)
which can be used to update the orientation of the cell in the next time-step.
772.6.2 Re-orientation and eﬀective cell eccentricity
Along with computing the cells translational and rotational velocities we also investigate how the
re-orientation mechanism and beat pattern aﬀect the time taken for the cell to re-orientate due to
the balance between viscous and external torques [81]. The re-orientation time, B, can be explored
by ﬁtting to the exact deterministic torque balance equation for a dipolar spheroid in a simple
shear ﬂow [81]:
˙ p =
1
2B
[k − (k   p)p] +
1
2
ω ∧ p + α0
 
p   E  
 
I − ppT
  
, (2.20)
where k and p are deﬁned as before, ω and E are the local vorticity and rate-of-strain tensor,
respectively, and I is the identity. Equation (2.20) relates the rate of change of the cell’s swimming
direction to the viscous and gravitational torques acting upon a spheroid, whose eccentricity α0
can be deﬁned in terms of the ratio of semi-major to semi-minor axes, α1, as follows
α0 =
α2
1 − 1
α2
1 + 1
. (2.21)
The cells are approximated as self-propelled spheroids via (2.20). For uni-planar motion, such
that φ = ψ = 0 and a shear axes situated π/4 from the vertical
˙ θ = e + α0esin(2[θ + π/4]) − β sinθ, (2.22)
where e is the magnitude of the rate-of-strain, α0 is the cell’s eﬀective eccentricity and β is the
maximum rate of re-orientation.
As we have uni-planar motion then the conﬁguration in Figure 2.6(b) and equation (2.19a)
implies that ˙ θ = Ωy. If the rate-of-strain is zero then from (2.22) we have
Ωy = −β sinθ, (2.23)
from which we can use the relation B = 1/2β, [80], to compute the re-orientation time
B = −
sinθ
2Ωy
. (2.24)
Solving the mobility problem we can ﬁnd the cell’s rotation rate at each time-step of the beat.
78This can be used to obtain B via (2.24). To increase the accuracy of the ﬁt it is important to study
numerically the behaviour of the cell over a wide range of values of θ in the interval π to −π; the
model is run for a single ﬂagellar beat, consisting of T time-steps, for Nθ initial orientation angles
θ0, such that θ0 = 2nπ/(Nθ − 1) for n = −(Nθ − 1)/2, − (Nθ − 3)/2,    , (Nθ − 1)/2.
Given B we can also compute the viscous torque parameter α⊥, a quantity which relates the
viscous torque to the cell’s relative rotation rate [80], as
α⊥ =
2hρcgB
 
, (2.25)
where   is the dynamic viscosity of the surrounding ﬂuid, ρc is the cell density and g is the
gravitational acceleration constant.
If e , 0 then we solve the mobility problem and ﬁt ˙ θ = Ωy to (2.22) for the eﬀective cell
eccentricity α0 and the re-orientation time B. Like when e = 0 we ﬁt over a wide range of
orientations to increase accuracy. Furthermore, we can choose to ﬁt for e, α0 or β together,
individually or in pairs. To ﬁt for α0 alone we substitute the imposed rate-of-strain e and the value
of β calculated in the no-ﬂow case into (2.22). The merits of ﬁtting them together will be discussed
in § 2.7.3.
To impose a shear ﬂow about a swimming cell we construct a shear box. The shear box is a
set of discrete nodes distributed around the surface of a cuboid whose height is equal to its depth.
The longest dimension of the box lies along the x-axis. The nodes are given a prescribed velocity,
which are dictated by their location on the surface. Figure 2.7(a) shows a schematic of the box
layout. The boundary conditions for the nodes on the six faces are shown in Figure 2.7(b). For the
six walls on a shear box of length 2l and height and width 2d we have
u(x,y,d) = (ωd,0,0),
u(x,y,−d) = −(ωd,0,0),
u(x,d,z) = (ωz,0,0),
u(x,−d,z) = −(ωz,0,0),
u(l,y,z) = (ωz,0,0),
u(−l,y,z) = −(ωz,0,0),
79where ω = 2e.
(a)
l
u(x,y,d) = ωde1
u(x,y,−d)) = −ωde1
u(l,y,z)) =
ωze1
u(−l,y,z)) =
−ωze1
d
x
z
(b)
Figure 2.7: (a) Schematic of a cell within the shear box. The shear box is used to generate a ﬂow in the xz-plane.
The cell is then placed in the centre of the box such that it may rotate, but cannot translate. The shear is generated
by giving the nodes on the surface a prescribed motion with nodes on the top moving with velocity u(x,y,z) and
nodes on the bottom moving with velocity −u(x,y,z) along the x-axis. Nodes on the side of the box have velocities
determined by their location along the y- and z-axes, with the restriction that nodes at the top and bottom are
equal to u(x,y,z) and −u(x,y,z). (b) An Illustration of the boundary conditions (BC) for the shear box of width
and height 2d and length 2l. For the front and back walls the boundary conditions are u(x,±d,z)) = ωze1, where
e1 = (1,0,0) and ω = 2e.
2.7 Test cases for the mobility problem
Before we employ the mobility problem for our bi-ﬂagellate model we ﬁrst look at some examples
for which a solution is known. The examples we shall consider are of a sedimenting sphere in
an unbounded ﬂuid, § 2.7.1, and a sphere sedimenting close to a boundary, § 2.7.2. In the latter
example we also consider the resistance co-eﬃcients associated with a translating and rotating
sphere and make a comparison between those obtained through the application of the numerical
method with those from the literature. Furthermore, we test the shear box and verify that the
technique for computing the eccentricity produces reliable estimates by considering a simple bottom-
heavy spheroid in a shear ﬂow in § 2.7.3.
The sub-matrix S in (2.16) is constructed using the regularised Stokeslet tensor (1.15) or the
image system tensor for the regularised Stokeslet (1.47). Full details of the method of regularised
Stokeslets can be found in § 1.4.3. To calculate (1.15) and (1.47) we employ two blobs. The blobs
are chosen based on the work of Cortez et al. [23] and Ainley et al. [1], respectively, and are the
80same as those chosen in Chapter 1. For the unbounded case
φǫ(x − x0) =
15ǫ4
8π(r2 + ǫ2)7/2,
which when substituted into (1.15) yields
Sij(x,x0) =
(x − x0)i(x − x0)j + δij(r2 + 2ǫ2)
(r2 + ǫ2)3/2 , (2.26)
where x0 and x are the source and ﬁeld points, respectively, and r = |x − x0|. The derivation of
the blob and (2.26) are detailed in Appendix A.3.
For the bounded case we require two blobs, one for the Stokeslet and one for the dipole terms
in (1.47). For the Stokeslet blob we make the same choice as above, while the dipole blob is given
by
ψǫ(x − x0) =
3ǫ2
4π(r2 + ǫ2)5/2.
These blobs are used to derive the image system tensor
Mij =
δij(r2 + 2ǫ2) + ˆ xiˆ xj
8π(r2 + ǫ2)(3/2) −
δij(R2 + 2ǫ2) + ˜ xi˜ xj
8π(R2 + ǫ2)(3/2) −
6h(δij(˜ x   e1) + e1,i˜ xj)ǫ2
8π(R2 + ǫ2)(5/2)
+ 2h(2e1,je1,j − 1)
 
(e1,j˜ xi + δij˜ xje1,j)
8π(R2 + ǫ2)(3/2) −
(R2 + 4ǫ2)˜ xje1,i
8π(R2 + ǫ2)(5/2) −
3˜ xi˜ xj(˜ x   e1)
8π(R2 + ǫ2)(5/2)
 
(2.27)
−
h2(2e1,je1,j − 1)((R2 − 2ǫ2)δij − 3˜ xi˜ xj)
4π(R2 + ǫ2)5/2
where e1 is a unit vector, ˜ x = x − ˜ x0, ˆ x = x − x0, and R = |˜ x|. The source points x0 and ˜ x0 refer
to the location of the Stokeslet and the image Stokeslet, respectively. Details of the derivation of
Mij can be found in Appendix B. Using (2.26) and (2.27) we can determine the sub-matrix S in
(2.16).
2.7.1 Terminal settling velocity of a spherical particle
The settling velocity of a sphere sedimenting in an unbounded ﬂuid may be obtained analytically
by considering the balance between the Stokes drag Fdrag = 6π aV and the external body forces
b, where a is the radius of the sphere,   is the dynamic viscosity and V is the terminal settling
velocity [46]. In a gravitational ﬁeld the sphere is subject to a force due to buoyancy, Fbuoy =
81−
4πaρf
3
g, and a force due to gravity, Fgrav =
4πaρs
3
g, where ρf and ρs are the density of the ﬂuid
and sphere, respectively and g = −kg is the acceleration due to gravity. Hence, the external body
force is b = Fgrav + Fbuoy. A schematic for the problem is shown in Figure 2.8 where we observe
that the sphere’s motion is along the k axis of a right-handed co-ordinate system.
i
k Fdrag
g
a
U
Figure 2.8: A sphere acting under the inﬂuence of gravity in an unbounded ﬂuid. Gravity is acting downward in the
Cartesian co-ordinate axis (i,j,k), i.e. g = −kg, where g is the gravitational acceleration constant. At equilibrium
the drag forces and the gravitational forces must balance.
At equilibrium we require that Fdrag and b balance, thus,
6π  aV =
4πa3
3
(ρs − ρf)g,
which we can rearrange to ﬁnd
V =
2a2
9 
(ρs − ρf)g.
For the parameter values listed in Table 2.3 we obtain an estimate of −2.3287×10−2  m s−1 for the
sphere’s terminal settling velocity; due to symmetry only motion in the direction of k is non-zero.
Table 2.3: Various properties of the ﬂuid and a sphere used in the calculation of the terminal settling velocity for
a sphere acting under the inﬂuence of gravity in an unbounded ﬂuid. The values for ﬂuid density and viscosity are
those for water, while the sphere density is the approximate density for a Chlamydomonas cell.
Property Value
ρf ﬂuid density 0.998 gm cm−3
  ﬂuid viscosity 10−2 gm cm−1 s−1
g gravity −998cm s−2
ρs Sphere density 1.040 gm cm−3
a Sphere radius 5 × 10−5cm
We can obtain a numerical estimate for the settling velocity by considering the mobility problem
82(2.16) with S given by (2.26), Fext = Fgrav + Fbuoy and Lext = 0. Discretising the sphere
into N = 726 nodes, using the procedure described in § 2.4, and noting that the instantaneous
relative velocity urel(x) is zero for all x lying on the sphere, we can compute the settling velocity
U = −2.3242×10−2  m s−1. Compared to the magnitude of the analytical solution the magnitude
of numerical estimate is only 5 × 10−5 larger.
The accuracy of the numerical result is dependent on the choice of ∆s and ǫ, as is highlighted
in Table 2.4, where estimates for the settling velocity U are shown for various values of N. Here,
we can see that for small N the discrepancy between the analytical and numerical estimates are
greater than for large N. The error between the two estimates range from 1.2×10−3 when N = 54
to 1.5 × 10−5 when N = 2166. The results are also displayed graphically in Figure 2.9(a), where
the analytical and numerical estimates are plotted together against the discretisation size ∆s. The
discretisation size is determined by the size of the grid the sphere abscissa are generated from,
where a M ×M grid results in an approximate discretisation size ∆s = 2πa/4(M −1), see § 1.4.5.
We can see that as we decrease ∆s on the sphere the numerical data approaches that of the exact
solution.
Table 2.4: Computations of terminal settling speed for diﬀerent grid reﬁnements. N is the number of nodes on the
surface of the sphere and ǫ is the regularisation parameter. The exact sedimentation speed is −2.3287×10
−2 m s
−1
N U ( m s−1) × 10−2 ǫ
54 -2.2088 0.1602
150 -2.2867 0.0802
294 -2.3109 0.0517
486 -2.3219 0.0375
726 -2.3242 0.0210
1014 -2.3255 0.0245
1350 -2.3263 0.0214
1734 -2.3268 0.0187
2166 -2.3272 0.0166
Figure 2.9(b) shows how subtle changes in ǫ can aﬀect the numerical estimate for the velocity.
The data, for N = 2166, shows that for ǫ = 0.0162, we obtain an estimate U = −2.3289 ×
10−2 m s−1, which is closer to the analytic solution than for the result in Table 2.4 where ǫ is
larger.
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Figure 2.9: (a) The settling speed for the numerically computed solution (solid line) against the surface discretisation
on the sphere, ∆s. The exact solution is plotted for comparison (dashed line). (b) The eﬀect on the swimming speed
when the regularisation parameter ǫ is changed
2.7.2 Sedimenting sphere in a ﬂuid bounded by a stationary plane wall
If we introduce a boundary, located at x = 0, a distance δh from the centre of the sphere (see
Figure 2.10(a)) then we have to account for its presence when calculating the terminal settling
velocity of the sphere. The problem was originally treated by F¨ axen, implementing the method of
reﬂections, for a sphere translating between two parallel walls. Movement close to a single parallel
wall could be easily deduced from the two wall case and F¨ axen found that when a sphere was
translating close to a wall, Stokes law had to be corrected by including a scaling [46]
fc = 1 −
9
16
a
δh
+
1
8
 
a
δh
 3
−
45
256
 
a
δh
 4
−
1
16
 
a
δh
 5
.
Consequently,
Fdrag =
6π aV
fc
which can be equated with the external forces due to gravity and buoyancy to ﬁnd
V =
2a2fc
9 
(ρs − ρf)g.
Translating sphere
We ﬁrst consider the case of a non-rotating sphere at various distances from the wall, with results
shown in Table 2.5. Far from the wall a/δh is close to zero and fc is close to one. Hence, as
the sphere gets further from the wall the terminal velocity approaches the unbounded value of
84−2.3287 ×10−2 m s−1. For small δh the presence of the wall causes the sphere to sediment slower
as the eﬀects of the drag are increased.
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Fdrag
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Figure 2.10: A schematic for a sphere acting under the inﬂuence of gravity in close proximity to a wall. The wall is
located at x = 0. (a) shows the case of a sphere of radius a, which can not rotate. (b) A sphere free to rotate and
translate. The result is that the sphere rolls along the wall. δh represents the distance of the centre of the sphere to
the wall and δd represents the distance of the closest point on the surface to the wall.
Table 2.5: The settling velocities for the exact and numerically computed velocities, denoted V and U, respectively.
The numerical data is for a sphere generated from six 19 × 19 grid resulting in N = 2166 equally spaced nodes on
the surface. The regularisation parameter ǫ = 0.0162.
δh(cm) V ( m s−1) × 10−2 U ( m s−1) × 10−2
0.505 -0.7824 -0.7896
1 -1.6800 -1.6852
5 -2.1979 -2.1982
50 -2.3156 -2.3158
500 -2.3274 -2.3276
5000 -2.3285 -2.3288
50000 -2.3287 -2.3289
A similar trend is evident for the numerical estimates, obtained as before except with S given by
(2.27) and N = 2166. However, the error between the analytical and the numerical values increases
as the sphere approaches the boundary, a result of the ratio between gap width (distance from the
closest surface point on the sphere to the wall), and discretisation size decreasing. In Figure 2.11
the aﬀect that the wall has on the swimming speed is shown for the analytical solution, dashed-line,
and numerical solution with two alternative values of ǫ. For the larger ǫ value the force is spread
over a larger region and the result is that for small δh these forces overlap with the wall and we
observe an increase in the magnitude of the numerical estimate.
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Figure 2.11: The settling velocity of a sphere in the presence of a stationary plane boundary against distance from
centre of sphere to wall δh. The solid line represents the numerical solution while the Stokes law correction solution
is given by circles. Exact values can be found in Table 2.5. The dot-dashed line is for a larger value of ǫ.
A translating and rotating sphere
When the sphere is situated close to a wall a torque is generated, which will cause the sphere to
roll parallel to the wall with a rotation rate Ω. To compute the angular velocity analytically we
consider the linear relationship between the hydrodynamic force and torque with the translational
and angular velocity
F = 6π a(T U + a ¯ P ),
L = 8π a2(¯ CU + a ¯ R ),
where T ¯ P, ¯ C, and ¯ R are resistance matrices. The two equations above can be formulated as a
resistance problem similar to (2.16). However, the symmetry of the sphere and boundary implies
that we need only consider the simpliﬁed problem



F3
L2


 = 6π a



T33 P32
C23 R22






U3
Ω2


, (2.28)
where P = a ¯ P, C = (8a/6)¯ C and R = (8a2/6) ¯ R. Lubrication theory or other expansion techniques
can be used to approximate the resistance co-eﬃcients:
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co-eﬃcient theory [41] Corrections [25,78]
T33
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A detailed review of these resistance co-eﬃcients can be found in Goldman et al. [41].
It is also possible to obtain estimates for the resistance co-eﬃcients via the method of regularised
Stokeslets [23]. To compute the components T33 and C23 we consider a sphere translating with
velocity (0,0,1)T and zero angular velocity. Hence, F3 = 6π aT33 and L2 = 6π aC23. Using (1.39),
with S given by (2.26), we can obtain the forces ¯ f and compute F3 and L2:
F3 = 6π aT33 = 6π a
N  
n=1
¯ fn
3 and L2 = 6π aC23 = 6π a
N  
n=1
ǫ2jkxn
j ¯ fn
k .
To ﬁnd the remaining resistance co-eﬃcients we consider a sphere rotating with angular velocity
(0,1,0)T and zero translational velocity. We can compute the instantaneous velocity at each node
of the sphere, un =   × xn for all N nodes on the sphere. As before we employ (1.39) and solve
for the force, which yields
P32 =
N  
n=1
¯ fn
3 and R22 =
N  
n=1
ǫ2jkxn
j ¯ fn
k .
A comparison of the resistance co-eﬃcients based upon the method of regularised Stokeslets,
lubrication theory, asymptotic expansion techniques and results based upon the work of O’Neill [25,
78] are shown in Figure 2.12 for diﬀerent values of δd/a (δd is the distance of the closest point on
the surface of the sphere to the boundary, see Figure 2.10(b)). O’Neill’s results, dotted line, are
87via a process of bipolar expansion and are thought of as exact results. For small values of δd/a
the lubrication theory results of Goldman et al. [41] (dot-dashed line) are extremely accurate, but
for larger values the approximation fails. The asymptotic approximations (dashed line) based on
corrections to Stokes law underestimate the true value of all the resistance co-eﬃcients for values
of δd/a less than order one in size. The resistance co-eﬃcients calculated employing the method of
regularised Stokeslets (solid line) were computed for a sphere with N = 6 × 25 × 25 nodes on the
surface (constructed in the same manner as before) and provide reasonably accurate results when
the sphere is not too close to the boundary. However, like the asymptotic results for P23 and C23,
the method performs badly when δd/a is small. This is due to numerical inaccuracies that creep
into the method when the distance from the wall δd is less than the discretisation size on the surface
of the sphere.
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Figure 2.12: A comparison of the values achieved for the resistance co-eﬃcients (a) T33, (b) P32, (c) C23 and (d) R22
using various methods. The values have been non-dimensionalised.
Using the asymptotic expansion or the numerically estimated resistance co-eﬃcients we can
compute the translational and rotational velocity of the sedimenting sphere using (2.28) with Fext =
88Fgrav + Fbuoy and Lext = 0. We can also employ (2.16) and solve for U and   rather than
using the numerical resistance co-eﬃcients. The estimates for the non-zero components of the
translational and angular velocities are shown in Table 2.6 for both the numerical and asymptotic
results. Comparing Tables 2.5 and 2.6 we observe that employing this technique makes little
diﬀerence to the analytical estimates for V unless the sphere is close to the wall. At which point we
observe a 10−4 diﬀerence. This is a result of the underestimation of the resistance co-eﬃcients P32
and R23 close to the wall. For the numerical results there is also a small decrease in the estimates
for small δd due to known instabilities in the numerical method when the discretisation size is
greater than the gap width [1].
Table 2.6: The settling velocities for a sedimenting sphere obtained via asymptotic approximations and the numerical
method, V and U, respectively. The angular velocity, about j, calculated using the asymptotic and numerical approach
are denoted Ωa and Ω, respectively.
δh (cm) V ( m s−1) × 10−2 |Ωa| (rad s−1) U ( m s−1) × 10−2 |Ω| (rad s−1)
0.505 -0.7833 9.0780×10−4 -0.8180 3.5991×10−3
1 -1.6800 2.0527×10−4 -1.6852 1.6387×10−4
5 -2.1979 5.2871×10−7 -2.1982 3.7794×10−7
50 -2.3156 5.7672×10−11 -2.3158 8.3555×10−22
500 -2.3274 5.8162×10−15 -2.3276 8.2558×10−26
5000 -2.3285 5.8211×10−19 -2.3288 2.1095×10−27
50000 -2.3287 5.8216×10−23 -2.3289 2.0528×10−27
Results for the angular velocity, show that the closer the sphere is to the wall the greater
the magnitude of the rotation rate, this is true for both numerical and asymptotic results, see
Figure 2.13. However, as δh gets smaller the discrepancy between the results increases.
In the analysis of the resistance co-eﬃcients close to the boundary we observed that while both
the numerical results and the asymptotic results underestimated the values predicted by O’Neill,
the error between the numerical estimates and O’Neill’s results were smaller. This suggests that
the numerical estimate for the rotation rate may provide a better estimate than that obtained using
the asymptotic expansions.
2.7.3 Estimating spheroid eccentricity in a shear ﬂow
Numerical estimates for the eccentricity of a bottom-heavy spheroid, whose centre-of-mass is oﬀset
from its centre-of-buoyancy by a factor h, may be obtained through solution of the mobility problem.
8910
−2
10
0
10
2
10
4
10
6 0
0.5
1
1.5
x 10
−3
 
 
Exact
Numerical
a
n
g
u
l
a
r
v
e
l
o
c
i
t
y
(
r
a
d
s
−
1
)
δh
Figure 2.13: The angular velocity of a sphere close to a wall, computed using the numerical method and an asymptotic
approach, against the distance from the wall to the centre of the sphere.
The spheroid is placed at the centre of a shear box, which imposes a shear ﬂow with rate-of-strain
magnitude e, and is free to rotate but not translate, see Figure 2.14. The spheroid is assumed to have
negligible sedimentation force resulting in no external force. However, the bottom-heaviness implies
there is a gravitational torque acting on the cell, thus Lext = mgh(p × k), where k is the vertical
axis, in a right-handed co-ordinate system, that makes an angle θ to the spheroid’s principal axis
p, and m and g are the spheroids mass and the constant of gravitational acceleration, respectively.
The abscissa for the spheroid are generated in the same manner as the cell body, discussed in § 2.4,
and are static with respect to the centre-of-buoyancy. We restrict motion to within the xz-plane and
use (2.16) to compute the angular velocity  . Rotation occurs solely around the y-axis, pointing
into the page in Figure 2.14, thus we have that ˙ θ = Ωy. We can then obtain a numerical estimate
by ﬁtting the numerical data to (2.22).
Exact solutions can also be obtained, with α0 given by (2.21) and β by,
β =
hmg
 vα⊥
, (2.29)
where v is the volume of the spheroid and   is the ﬂuid viscosity [81]. The viscous torque parameter
α⊥ for a spheroid is given by [81]
α⊥ =
(α2
1 − 1)2(α2
1 + 1)4
(2 + γ(2α4
1 − 3α2
1 − 1))α2
1
,
where γ = cosh−1(α1)/α1
 
α2
1 − 1 and α1 is the ratio of semi-major to semi minor axes.
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Figure 2.14: A spheroid whose centre-of-mass, G, oﬀset from its centre-of-buoyancy C. The oﬀset causes a gravita-
tional torque which re-orients the spheroid with angular velocity Ω. The spheroid is placed in the centre of a shear
ﬂow.
The exact and numerical estimates for a ﬁxed rate-of-strain e = 5 × 10−2 s−1 and ﬁxed dis-
cretisation size are shown in Table 2.7, for the properties listed in Table 2.3 and m = 5.2 × 10−10g
(spheroid mass), and h = 10−5 cm (gravity oﬀset). The numerical estimates are obtained by ﬁtting
all variables in (2.22). Fitting for α0 alone increases the numerical estimate by 9%. To ﬁt α0 alone
we consider ﬁrst the spheroid rotating in no external ﬂow and compute β using (2.23). We then use
β and the imposed rate-of-strain e to ﬁnd α0. When we perform a two paramter ﬁt for α0 and β we
obtain the same increase in the estimate. However, if we ﬁt for e and α0 or for all three parameters
then we get the estimates shown in Table 2.7. This is due to small errors in the numerics causing
a slightly higher shear in the plane the spheroid sits in than the value introduced when attempting
to impose the shear ﬂow. The spheroids have an approximate discretisation size ∆s = 0.0682 and
regularisation parameter ǫ = 0.19∆s0.66, chosen based upon analysis similar to that discussed in
§ 3.2.4. The shear box employed to generate the ﬂow is composed of 2274 nodes spread along a
cuboid of dimensions 80 ds wide and depth and height equal to 10 ds, where ds is the minor axis
of the spheroid.
From Table 2.7 we observe that the numerical estimate for the eccentricity is within O(10−3)
of the actual eccentricity, although for small α0 the numerics are correct to O(10−4). If ∆s is
increased by 25% we observe a 3% increase in the numerical estimate, which over-estimates the
actual value by 4%. For ∆s ≈ 0.0330 the estimate for α0 is 0.3332, which is less than 0.4% larger
than the actual value of 0.3320. Therefore, the more nodes we have on the spheroid the better the
estimate is.
Changes in the rate-of-strain e have very little aﬀect on the accuracy of the numerical estimate.
For e = 2.5 × 10−1, 5 × 10−1, and 7.5 × 10−1 s−1 the numerical estimate for α0 is consistent with
the data in Table 2.7 to 5 s.f.; even for e > 7.5 × 10−1 s−1 there is little change in the estimate.
91Table 2.7: Analytical and numerical estimates for the cell eccentricity, α0 and the gyrotaxis parameter β. The
numerical estimate is based upon a three parameter ﬁt of (2.22) which results in a higher estimate of e than the value
e = 5 × 10
−2 s
−1 initially introduced when creating the ﬂow. The spheroid is composed of 630 nodes distributed
around the surface and placed in a shear box with height, width and depth, 10 ds, 80 ds and 10 ds.
Exact Numerical
α0 β α0 β e (s−1)
0.3320 0.0057 0.3350 0.0054 0.055
0.2764 0.0059 0.2803 0.0056 0.055
0.2165 0.0061 0.2198 0.0058 0.055
0.1521 0.0063 0.1553 0.0060 0.055
0.0833 0.0065 0.0856 0.0063 0.055
0.0103 0.0066 0.0109 0.0064 0.055
Although the rate-of-strain does not aﬀect the numerical estimate, the structure of the shear
box does have a bearing on the accuracy of the numerical estimate. For ﬁxed α0 = 0.3320 we
observe that more nodes on the shear box increases the accuracy of the method. However, when
the node spacing is constant and the width and height are changed we observe that making the
width of the box too long or too short results in less accurate estimates; a 25% increase in box width
sees the estimate rise by 4%, while a box width of 40 ds results in a 2% increase in α0 compared to
the estimates obtained in Table 2.7. An increase or decrease in the height by over 40% also causes
an increase in the error between the analytical and numerical estimates for the eccentricity.
From our analysis it appears that if the spacing between the nodes is the same there is no great
eﬀect on α0 when the aspect ratio of the box is changed. However, if the width is made too small
or the height and depth are too large then the shear will not be properly formed in the plane and
there may be unwanted boundary eﬀects.
2.8 Discussion
We have detailed the construction of bi-ﬂagellate swimmers, discussing the diﬀerences in the various
ﬂagellar beats we will employ. The ﬂagellar beats are based on experimental observations and
existing models proposed in the literature [32,59,96,101]. The technique of extracting the beat
data from the original sources into a Fourier series representation is also detailed, highlighting a
process of imaging, discretising and renormalising. The latter processes allow us to have equally
spaced nodes along the ﬂagellum. We also outline an approach to obtain approximately equi-distant
92nodes on the body. Having equally spaced nodes is important particularly in the case of the ﬂagella
where nodes moving tangentially along a ﬂagellum could lead to inaccuracies when looking at the
swimming behaviour of cells.
By application of the method of regularised Stokeslets together with a no-slip boundary condi-
tion on the cell, and an equilibrium condition specifying the behaviour of the forces and torques
on the surface of the cell, we formulated a mobility problem. Solution of the mobility problem
allows us to determine a cell’s translational and angular velocities. Furthermore, by approximating
the cells as self-propelled spheroids we can use the velocity data to obtain estimates for the cell’s
eﬀective eccentricity and the time taken to re-orientate due to viscous and external torques. We
also detail the passive mechanisms which cause the re-orientation of the cell. The three mechanisms
that we consider are due to bottom-heaviness (gravitational torques), shape asymmetry (sedimen-
tation torques) and a combination of mass and shape asymmetry. The results can be found in
Chapters 3–7 for free-swimming cells in quiescent, shearing and bounded ﬂows. The shear ﬂow is
imposed by a shear box, a set of discrete nodes distributed along the surface of a cuboid. The
nodes are given a prescribed velocity dictated by the boundary conditions on each face of the box.
To ensure that the mobility problem is implemented correctly we employed it to look at some
ﬂuid dynamics problems where a solution is known. These involved the behaviour of a sedimenting
sphere in an unbounded ﬂuid and close to a stationary plane boundary. We found that with a good
choice of regularisation parameter and a ﬁne discretisation on the surface of the sphere there was
good agreement between the numerical solutions and the analytical/asymptotic solutions. Further,
we were able to obtain numerical estimates for the eccentricity of a spheroid which were consistent
with the exact values. As with the sphere examples the numerical estimate improved for spheroids
with more nodes. Also we showed that aspect ratio and distribution of nodes on the shear box
had an eﬀect on the numerical result; small widths and/or large height and depths lead to poorer
estimates while less nodes implied less accuracy.
The aim of this chapter was to highlight the procedures that will be used in the proceeding
chapters. Particularly the methods for estimating the average swimming speeds, rotation rates and
trajectories of the cells.
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Hydrodynamics of individual
bi-ﬂagellate swimmers in an
unbounded quiescent ﬂuid
3.1 Introduction
Very few models for bi-ﬂagellate pullers, micro-organisms which generate thrust from the anterior
end of the cell, such as Chlamydomonas have been documented. Of those that have, none have taken
into consideration the complete swimming dynamics of their locomotion. Here, we improve upon
previous models by constructing a model with realistic cell geometry, incorporating mechanical
passive mechanisms for cell re-orientation similar to those observed experimentally [98]. We also
employ the method of regularised Stokeslets to obtain more accurate results (see § 1.4.5 and § 2.7).
Furthermore, we consider ﬁve distinct beat patterns, outlined in Chapter 2, allowing us to compare
realistic beats with idealised approaches from previous studies. For ease of analysis the ﬂagellar
beat is symmetric about the cell’s principal axis. We also conﬁgure the Euler angles, discussed in
§ 2.2, such that at time t = 0, θ = θ0 and φ0 = ψ0 = 0.
Using the procedures discussed in Chapter 2 we are able to obtain estimates for the mean
swimming speed of two- and three-dimensional representations of cells. The results highlight not
only a disparity between two- and three-dimensional representations, but also between the diﬀer-
ent beat patterns. Furthermore, we investigate how the work done along the ﬂagellar centre-line
94diﬀers between the experimental beat patterns, Figures 2.1(c)–(d), and idealised beat patterns,
Figures 2.1(a)–(b).
In three-dimensions we conduct a more detailed analysis of swimming behaviour by introducing
the mechanisms governing the re-orientation of the cell, see § 2.5.2, into our model of bi-ﬂagellate
swimmers. With the addition of the passive mechanisms the cell not only translates, but also
rotates, allowing us to obtain estimates for the mean rotation rate. A repercussion of the symmetry
of the ﬂagella and the initial orientation of the cell is that motion is constrained to the xz-plane,
thus, only rotation about j is non-zero. Moreover, we can ﬁt the instantaneous values of the
rotation rate to the equation for torque balance on a spheroid to obtain estimates for the time
taken to re-orientate due to the balance of viscous and external torques. The external torques are
due to the re-orientation mechanisms and we discuss how both the mechanisms and beat pattern
have a bearing on the re-orientation time of the cell.
We also conduct a comparison between swimmers with spheroidal and spherical body shapes
highlighting the eﬀect that body geometry has on the swimming behaviour of cells.
The forces exerted on the ﬂuid by the bi-ﬂagellate can be obtained in the same way as the
translational and angular velocity, through the mobility problem in § 2.5. Given the forces, f, we
can compute the velocity ﬁeld generated by the swimmers anywhere in the domain using (1.48)
and (1.49) for the two- and three-dimensional representations, respectively. Further, the Stokeslet
tensors used in the mobility matrix (2.16) are given by (2.26) for the three-dimensional problem
and
Sij = −2δij ln(
 
r2 + ǫ2 + ǫ) +
2ǫδij(
√
r2 + ǫ2 + 2ǫ)
√
r2 + ǫ2(
√
r2 + ǫ2 + ǫ)
+ (x − x0)i(x − x0)j
(
√
r2 + ǫ2 + 2ǫ)
√
r2 + ǫ2(
√
r2 + ǫ2 + ǫ)2 − δij, (3.1)
for the two-dimensional problem, where ǫ is the regularisation parameter associated with the nu-
merical method (see § 1.4), r = |x−x0|, and x and x0 are the ﬁeld and source points, respectively.
Details of the derivation of (1.48), (1.49), (2.26) and (3.1) can be found in Appendix A.
From the velocity ﬁelds we can also study the far ﬁeld and near ﬁeld characteristics of bi-
ﬂagellate swimmers. We show how the dimension of the problem, the mechanism employed in
re-orientation and the motility of the cell all aﬀect the decay of the velocity magnitude in the far
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In § 3.2 we discuss the processes that led us to the choices of regularisation parameter and
discretisation sizes used in the analysis for the two- and three-dimensional model bi-ﬂagellate swim-
mers, sections 3.3 and 3.4, respectively. In the calibration of the numerical method we consider
models without re-orientation mechanisms. Details of the numerical method can be found in Chap-
ter 1, whereas discussion of the mobility problem and generation of the cell abscissa can be found
in Chapter 2.
3.1.1 Experimentally measured swimming speeds
Hill and H¨ ader [52] estimated the mean swimming speed of C. nivalis at 0.1100 d b−1 (55  m s−1),
which was smaller than the estimates of 0.1400 d b−1 predicated by Pedley and Kessler [81].
Additionally, Vladimirov et al. [117] employed a laser based tracking system to provide estimates
for projected swimming velocities for C. nivalis in the region of 0.06-0.1 d b−1. For C. reinhardtii,
R¨ uﬀer and Nultsch [101] suggested mean upward velocities in the range 0.2-0.4 d b−1. However,
more recent experimental studies of C. reinhardtii suggest swimming speeds are typically in the
region 0.1-0.136 d b−1, [31], although slightly larger estimates in the region 0.204-0.224 ±0.046 d b−1
have been predicted by Yoshimura et al. [120].
3.2 Selecting optimal parameters of the numerical method: ef-
fect of regularisation and discretisation on a swimming bi-
ﬂagellate
Along with the regularisation and discretisation, the number of time-steps, T, the ﬂagellar beat
consists of has an inﬂuence on the estimate for the swimming speed of cells. As we increase T
the estimate for the swimming speed slowly converges. We observe that for T ≥ 50 the change in
swimming speed is only O(10−4) for each increase in time-step. Hence, for the remainder of the
thesis each ﬂagellar beat is comprised of ﬁfty time-steps unless stated otherwise.
In the two-dimensional models the cells are aligned to swim along the y-axis (see § 3.2.1)
with swimming speed Uy, whereas in three dimensions the cells are orientated such that the cell’s
principal axis is along the z-axis (see § 3.2.2–3.2.4) with swimming speed Uz.
963.2.1 Optimisation of centre-line ﬂagella
The eﬀect of the regularisation parameter on swimming speed
In Figure 3.1 the non-zero component of the cell velocity, Uy, is plotted over the course of a
single beat for a ﬁxed discretisation size ∆s = 0.0420, which is constant across the ﬁve distinct
beats displayed (details of the beats can be found in Chapter 2). When ǫ is varied it causes a
proportional increase or decrease in the velocity at each stage of the beat, and is independent of
the beat pattern considered. For large ǫ this is a consequence of the regularisation error associated
with the numerical method, while for small ǫ the discretisation error is dominant. Hence, minimising
the errors requires careful consideration of the relationship between ∆s and ǫ. As ǫ controls the
spread of the forces, values signiﬁcantly less than the spacing between nodes will result in gaps in
the boundary, whereas, values substantially greater than the discretisation size will result in the
large overlapping of forces.
From the images in Figure 3.1, we observe that when ǫ is reduced the swimming speed at each
time-step during the eﬀective stroke decreases, and increases during the recovery stroke. On the
other hand, when ǫ is increased the forces are spread over a wider region, which can lead to large
velocity peaks, at certain instances of the ﬂagellar beat.
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Figure 3.1: The swimming speed against time for diﬀerent values of ǫ and ﬁxed ∆s. For each beat pattern there are
25 nodes on each ﬂagellum resulting in an approximate discretisation size ∆s = 0.0417.
97The behaviour of the mean velocity in relation to ǫ is shown for ﬁxed ∆s in Figure 3.2. What
we observe is that as ǫ gets smaller there is an increase in  Uy . However, if ǫ is too small the
discretisation error starts to have an eﬀect on the numerics and our estimate for the velocity starts
to decrease again. By looking at diﬀerent values of ∆s we can see how the value of ǫ at which this
change in velocity behaviour occurs gets larger as ∆s increases.
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Figure 3.2: The change in  Uy  with respect to ǫ for ﬁxed values of ∆s.
Results for the I beat, shown in Figure 3.2(a), indicate that this beat pattern is more sensitive
to large ǫ compared to the other beat patterns. This is a result of the distribution of nodes along
the ﬂagella; during the recovery stroke the spacing between nodes at the corner of the angled
and straight segments is less than at other areas of the ﬂagella resulting in many nodes having
overlapping forces. However, what is also noticeable for ﬁxed ∆s is that regardless of the beat
pattern the choice of ǫ at which the change in behaviour of  Uy  occurs is roughly the same. This
is expected, as the nature of the beat should to some degree, be distinct from the accuracy of the
numerical method.
The eﬀect of discretisation on the swimming speed
When ∆s is increased, the sharp peaks observed in the previous velocity–time graphs disappear
(see Figure 3.3) due to larger ∆s requiring that the force be spread over a wider region, which is
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Figure 3.3: The average swimming speed against time for ∆s = 0.25 and diﬀerent values of ǫ. Compared to the
more reﬁned discretisation in Figure 3.1 larger values of ǫ don’t produce large spikes in data. This is because of the
dependence of ǫ on ∆s.
achieved by increasing ǫ. It is important to note that the peaks will still appear, but for much
larger values of ǫ than those needed when ∆s = 0.0420.
With so few points on each ﬂagellum, the speed-time curves during the recovery stroke for the
I beat degrade and a step like pattern is evident. The sharp increases and decreases in the velocity
are a consequence of the redistribution of nodes on the ﬂagella. When the length of the angled
section decrease the nodes shift to the straight section, which results in a jump in the velocity. For
the experimental beat patterns, less nodes on the cell causes a slight reduction in the swimming
speed, although the qualitative behaviour is the same. This reduction is due to the accuracy of the
method being compromised by poor choices of ∆s and ǫ. The dependence of ǫ on ∆s means that
we can not reduce the regularisation error by reducing ǫ without obtaining a less realistic estimate
for the velocity.
The mean swimming speed along the vertical,  Uy , is plotted as a function of ∆s in Figure 3.4.
For small ǫ we observe that for all ﬁve beat patterns, decreasing ∆s causes an increase in the
average swimming speed. However, after a certain level of node reﬁnement we observe only minor
changes in  Uy . If ǫ is large then we observe unstable behaviour for small ∆s due to the large
overlap in forces and reduced accuracy in the numerical method. The I beat is a perfect example
99of this as the swimming speeds that are obtained when ǫ = 0.2 are signiﬁcantly larger than the
estimates for smaller ǫ.
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Figure 3.4: The mean swimming speed against ∆s for diﬀerent values of ǫ. Here we can see the relationship between
ǫ and ∆s for all beat patterns.
The relationship between ǫ and ∆s is also reﬂected in the behaviour of the contours for  Uy  in
Figure 3.5. For small ǫ and ∆s we observe speeds between 0-0.5 d b−1 across all beat patterns, but
by increasing ǫ the sign of the velocity changes and we obtain unrealistic simulations of swimming
bi-ﬂagellate micro-organisms. Furthermore, Figure 3.5(a) highlights how sensitive the I beat is to
changes in the regularisation parameter. In contrast, the curvature of the ﬂagella for the other
beats allows for a wider choice of ǫ; simulations are robust for values of ǫ four times larger than
for the I beat. For the F and RNR beats, Figures 3.5(b) and 3.5(e), respectively, the contours
are displayed for a larger range of ǫ, with observations showing how a poor choice of ǫ can lead to
unrealistic velocity estimates.
Moreover, changes in the magnitude of the velocity are minimal after a certain level of discreti-
sation (small ∆s), which implies that we are not required to put excessive nodes on the ﬂagella
to obtain reasonable estimates for the mean swimming speed. The mean velocity in the principal
direction, for the ﬁve distinct beat patterns, are also detailed in Table 3.1, for a various ∆s and ǫ.
Based on the above analysis, we choose ∆s = 0.0417 to provide enough nodes to capture the
100Table 3.1: The mean velocity in the principal direction, in body lengths per beat (d b
−1), for various discretisation
sizes and regularisation parameters. Results are for two-dimensional models.
∆s
ǫ
0.0001 0.01 0.05 0.1 0.15 0.2
I
0.25 0.1761 0.2660 0.3193 0.2919 0.1766 -0.0348
0.1 0.2438 0.3479 0.3460 0.0308 -0.6755 -2.0363
0.0526 0.3008 0.4045 0.2633 -0.4421 -2.2691 -6.8637
0.0345 0.3341 0.4266 0.0517 -1.7637 -7.7656 -28.6898
0.0256 0.3604 0.4462 -0.0690 -3.6824 -21.9303 -104.0696
RNR
0.25 0.1227 0.1762 0.2012 0.1951 0.1668 0.1217
0.1 0.1812 0.2310 0.2380 0.2081 0.1673 0.1185
0.0526 0.2134 0.2525 0.2417 0.2074 0.1661 0.1155
0.0345 0.2324 0.2611 0.2415 0.2074 0.1636 0.0920
0.0256 0.2436 0.2638 0.2415 0.2077 0.1573 0.0822
RNL
0.25 0.1539 0.1914 0.2272 0.2329 0.2224 0.2067
0.1 0.2065 0.2424 0.2600 0.2431 0.2226 0.2060
0.0526 0.2467 0.2715 0.2638 0.2398 0.2126 0.1847
0.0345 0.2625 0.2782 0.2623 0.2349 0.1988 0.1184
0.0256 0.2705 0.2798 0.2608 0.2202 0.1052 -0.0721
R
0.25 0.2247 0.2853 0.3464 0.3509 0.3134 0.2496
0.1 0.3152 0.3811 0.4175 0.3806 0.3395 0.3194
0.526 0.3878 0.4375 0.4258 0.3861 0.3630 0.3581
0.0345 0.4186 0.4529 0.4264 0.4045 0.4458 0.5342
0.0256 0.4348 0.4579 0.4240 0.3799 0.2576 -0.7382
F
0.25 0.0515 0.0828 0.1017 0.1026 0.0932 0.0802
0.1 0.0876 0.1216 0.1268 0.1095 0.0901 0.0752
0.0526 0.1088 0.1351 0.1292 0.1138 0.1103 0.1316
0.0345 0.1215 0.1403 0.1295 0.1186 0.1353 0.2974
0.0256 0.1288 0.1423 0.1299 0.1231 0.1634 0.7992
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Figure 3.5: How the velocity is aﬀected by the discretisation size and the regularisation parameter. The +-symbol
indicates a positive velocity, while the ◦-symbol indicates a negative average swimming speed. Contours have been
plotted over this data to show how the magnitude of  Uy  changes. The scales for (b) (e) are diﬀerent to demonstrate
how a poor choice of ǫ can lead to numerical errors.
nature of the beat; increasing the number of nodes on the ﬂagella does not yield any signiﬁcant
beneﬁt. This level of discretisation is also large enough to limit the discretisation error and with
a prudent choice of ǫ the eﬀects of discretisation and regularisation can be minimised. Analysing
Figure 3.2, we choose ǫ such that it sits at the peak of the curve. Hence, for the diﬀerent beat
patterns the choices of ǫ are slightly diﬀerent:
Beat ǫ
I 0.0154
F 0.0186
R 0.0150
RNL 0.0133
RNR 0.0126
3.2.2 Calibration of spheroidal cell body
In three-dimensions the body is no longer represented as an ellipse but as a prolate spheroid with
equatorial radii a1 and a3 = a1, and polar radius a2 such that the semi-major axis a2 initially lies
102along the z-axis, Figure 3.6. Unlike the two-dimensional body, the discretisation size on the body
is likely to be diﬀerent to that on the ﬂagella, thus we require separate values of ǫ for the body (ǫb)
and ﬂagella (ǫf).
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Figure 3.6: A prolate spheroid with semi-minor axes a1 and a3 and a semi-major axis a2. The spheroid is translating
with velocity Uz parallel to the Cartesian ﬁxed space axis k.
In a process similar to the analysis of a sphere in § 1.4.5, we attempt to obtain a value of ǫ
which minimises the error between the exact velocity of a translating sphere and that computed
numerically using the method. Given a spheroid with equatorial radius a1 = 0.3 d and polar radius
a2 = 0.5 d, translating with unit velocity (0,0,1)T, then the force on the spheroid is given by
F = −6π a1K(0,0,1)T where   is the dynamic viscosity of the ﬂuid and K is the correction to
Stokes’ law for a spheroid given by [46] as
K =
1
3
4
 
τ2
0 − 1((τ2
0 + 1)coth−1(τ0) − τ0)
,
where τ0 = a2/a3. By scaling the corrected Stokes drag formula by the surface area of the spheroid,
SA = 2π
 
a2
1 +
a1a2 sin−1 oε
oε
 
,
where the angular eccentricity oε =
 
a2
2 − a2
1/a2, we can compute the Stokeslet strength f =
−F/SA, at each node on the surface of the spheroid. Here, we discretise the spheroid into approxi-
mately equal spaced nodes using a similar algorithm for the sphere discussed in [23,90] and detailed
for the cell body in § 2.4.
103With the Stokeslet strengths known we can compute the numerical velocity u = (u1,u2,u3)T
using (1.37) with S given by (2.26). Once we have the numerical solution we can calculate the
l2-norm of the error, L2, between the exact and numerical solutions using
L2 =
 pb
n=1 An
 
(un
1 − 0)2 + (un
2 − 0)2 + (un
3 − 1)2
SA
.
where pb = (4 × M1 × M2) + (2 × M1 × M1) denotes the number of nodes on the body, An are
the weights associated with quadrature and M1 and M2 are the lengths of the grid the spheroid
is generated from (see § D.1 and § 2.4 , respectively). Figure 3.7 shows the plots of the l2-norm
against the regularisation parameter ǫ for various discretisation sizes ∆s. For large ∆s the lack of
nodes on the body causes an increase in the error between the exact and the numerical solutions
when ǫ is small. When ǫ is large the regularisation error is dominant and numerical estimates are
similar for the majority of discretisation sizes. As highlighted in the analysis above smaller values
of ǫ are suited to more reﬁned discretisation sizes, although to reduce the discretisation error ǫ
should not be too small.
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Figure 3.7: The regularisation parameter plotted against the l
2-norm of the diﬀerence between the exact solution
and the numerical solution. The error is computed over the surface of the spheroid.
For the eight discretisation sizes shown in Figure 3.7 a choice of ǫ was made based upon min-
imising L2. The chosen values are detailed in Table 3.2. The values of ∆s are computed as an
average of the two discretisation sizes for the two grid dimensions used in the construction of the
spheroid:
∆s =
1
2
 
P
2(M1 + M2 − 2)
+
2πa1
4(M1 − 1)
 
,
where P is the circumference of an ellipse.
104Table 3.2: Details of the discretisation sizes, number of nodes on surface of spheroid and best choice of ǫ to reduce
errors for the spheroids analysed in Figure 3.7.
Number of nodes
∆s on surface Choice of ǫ
of spheroid (pb)
0.2742 66 0.1135
0.1371 190 0.0618
0.0914 378 0.0405
0.0685 630 0.0314
0.0548 946 0.0253
0.0465 1274 0.0223
0.0397 1710 0.0192
0.0347 2210 0.0192
We now investigate what eﬀect the number of nodes on the body has on the swimming speed
of the cell. First we look at the case of a cell with vanishingly thin ﬂagella with ∆sf = 0.0417 and
ǫf given by Table 3.6 (see later).
We limit this analysis to the RNR beat, but note that the behaviour of the swimming speeds
in relation to the body abscissa is consistent across all beat patterns.
The eﬀect that the discretisation size of the body, ∆sb, has on the swimming speed of the cell is
minimal, when ǫb is chosen as per Table 3.2. In Figure 3.8(a) the velocity time curves are shown for
the RNR beat and we can see that the discretisation size only really has a bearing on the swimming
speed at a small collection of time-steps. For this reason we can limit the number of nodes on the
body without any serious eﬀects on the swimming speed.
Table 3.3 shows the mean swimming speed  Uz  for diﬀerent levels of discretisation, ∆sb, and
for all ﬁve beat patterns. As indicated by Figure 3.8(a), there is very little change in the average
swimming speeds for diﬀerent discretisation sizes, and as a consequence we could choose very few
nodes on the body without adversely aﬀecting the swimming speed. However, in the presence of
boundaries (see Chapter 6) it would be advantageous to have a small discretisation size for the
body. For the body we choose ∆sb = 0.0685 so that it is large enough to not have a substantial
eﬀect on the computational time and small enough that there are no signiﬁcant adverse eﬀects
when we study swimming close to a plane boundary.
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Figure 3.8: (a) The third component of the cell velocity against time for various reﬁnements of the discretisation of
spheroid. The regularisation parameter for the ﬂagellum is listed in Table 3.6 and for the body we have ǫ given by
Table 3.2. (b) The swimming speed over a single beat for a cell with RNR beat, such that the ﬂagella are constructed
from various prisms; with n sides. The spheroidal body has an approximate discretisation size of 0.0685 and the
ﬂagellar centre-line has 25 equally spaced nodes. The regularisation parameter for the ﬂagella is ǫ = 0.0126, based
upon the analysis in preceding sections. In both ﬁgures results are presented for the three-dimensional free-swimmer.
Table 3.3: Mean swimming speed  Uz  (d b
−1) for various ∆sb.
Beat
∆sb
0.2742 0.1371 0.0914 0.0685 0.0548 0.0465 0.0397 0.0347
I 0.0932 0.0939 0.0944 0.0945 0.0946 0.0947 0.0947 0.0945
RNR 0.0716 0.0708 0.0709 0.0709 0.0709 0.0709 0.0709 0.0708
RNL 0.0711 0.0710 0.0712 0.0712 0.0713 0.0713 0.0713 0.0712
R 0.1138 0.1140 0.1145 0.1146 0.1147 0.1147 0.1148 0.1146
F 0.0315 0.0318 0.0320 0.0320 0.0321 0.0321 0.0321 0.0320
3.2.3 Calibration of ﬂagellar prism
Ideally, we want to represent each ﬂagellum as a three-dimensional surface. This is achieved in
the manner described in § 2.3, with speed-time curves shown for diﬀerent prisms, n = 3, 6, 9, in
Figure 3.8(b) for the RNR beat. As was the case with the body abscissa, changes in the number
of nodes on the ﬂagella result in only minor diﬀerences in the swimming speed at each stage of the
beat.
The result is that the diﬀerence in the mean swimming velocity in the principal direction,  Uz ,
for n = 3 and n = 9 is approximately O(10−3), as can be seen in Table 3.4. From the data we can
see that there is little advantage in choosing n > 6. Furthermore, the behaviour of the I beat as
the number of sides of the prism is increased is inconsistent with the other beats. This is due to
the interference between nodes at the intersection of the two ﬂagellar segments during the recovery
stroke producing abnormal changes in the velocity. If n is greater than six then the eﬀects worsen.
106Hence, we choose a 6-sided prism.
Table 3.4: Mean swimming speed  Uz  (d b
−1) for cells with ﬂagella represented by n-sided prisms.
Beat
n
3 4 5 6 7 8 9
I 0.1232 0.1243 0.1251 0.1247 0.1247 0.1402 0.1236
RNR 0.0942 0.0967 0.0979 0.0983 0.0985 0.0986 0.0987
RNL 0.0949 0.0973 0.0983 0.0987 0.0989 0.0989 0.0989
R 0.1462 0.1488 0.1498 0.1502 0.1502 0.1502 0.1502
F 0.0426 0.0435 0.0438 0.0439 0.0439 0.0439 0.0438
For the data displayed in Figure 3.8(b) and Table 3.4 the body discretisation size is ∆sb =
0.0685 and the discretisation between nodes along the ﬂagellar centre-line is ∆sf = 0.0417. The
regularisation parameter for the body is ǫb = 0.0314, while for the ﬂagella it is dependant upon
the beat pattern, see Table 3.6. When the ﬂagella are represented by n-sided prisms ǫf does not
change.
3.2.4 Calibration of spherical cell body
The translating sphere problem discussed in Chapter 2 highlighted the method’s dependence on
ǫ. To ﬁnd a suitable value for the regularisation parameter for nodes on the body we follow the
same process except we consider alternative dimensions for our sphere. We consider a variety of
discretisation sizes ∆s = 2πa/4(M − 1), where a = 0.5 is the radius of the sphere and M is the
grid size the sphere is generated from, see § 1.4.5. Now similar to the spheroidal body above we
seek to minimise the l2-norm of the error between the exact and numerical solutions of a sphere
translating with velocity (0,0,1)T. The l2-norm is given by
L2 =
 pb
n=1 An
 
(un
1)2 + (un
2)2 + (un
3 − 1)2
4π
,
where pb = 6 × M × M is the number of nodes on the body.
As before the numerical solution u = (u1,u2,u3)T is computed using (1.37), with f = −3 (0,0,1)T/2a
and Sij given by (2.26). The weights and abscissa are computed in the same manner as discussed
in Appendix D and § 2.4. In Figure 3.9 the curves of the error against the regularisation parameter
are shown for diﬀerent values of ∆s.
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Figure 3.9: The l
2-norm of the diﬀerence in the third component of the regularised and exact solutions of a trans-
lating sphere is shown against the regularisation parameter, for various sphere discretisation sizes. Initially the
error decreases as we increase ǫ, this is due to reducing the discretisation error, before increasing again due to the
regularisation error. Details of ∆s for the sphere and ‘best’ choices of ǫ can be found in Table 3.5.
The results show that for the diﬀerent discretisation sizes the value of ǫ that minimises L2
are diﬀerent. Like the spheroid and sphere analysis the choice of ǫ can eﬀect the regularisation
and discretisation error due to the numerics. The choices of ǫ that we found from the curves in
Figure 3.9 are listed in Table 3.5. To compare with the spheroidal body we pick ∆s = 0.0873 with
a choice of ǫ = 0.0310, when looking at a cell with spherical body shape.
Table 3.5: Details of the discretisation sizes, number of nodes on surface of sphere and best choice of ǫ to reduce
errors for the spheres analysed in Figure 3.9.
Number of nodes
∆s on surface Choice of ǫ
of sphere (pb)
0.3927 54 0.1600
0.1963 150 0.0794
0.1309 294 0.0525
0.0982 486 0.0364
0.0785 726 0.0296
0.0654 1014 0.0249
0.0561 1350 0.0210
0.0491 1734 0.0184
0.0436 2166 0.0163
1083.3 Two-dimensional cells in unbounded ﬂuid
By studying the two-dimensional bi-ﬂagellate model we were able to make choices for the discreti-
sation sizes and regularisation parameters by analysing how the swimming speeds of the cell were
aﬀected by these parameters (see § 3.2). The two-dimensional representation may also be important
if the behaviour proves to be similar to the three-dimensional representation or to experimental
observations; it would be advantageous to consider a simpler model where possible.
Based upon the analysis in § 3.2 we make the choice of discretisation size, ∆s = 0.0417, which
equates to twenty-ﬁve nodes spaced equi-distant along the ﬂagellum and sixty-ﬁve nodes on the
body. Furthermore, we found in § 3.2 that the optimal regularisation parameter ǫ was dependent
on the beat pattern. Table 3.6 shows the choice of ǫ for the ﬁve beat patterns.
3.3.1 Analysis of cell swimming speeds
The average swimming speeds are estimated for each beat pattern and results shown in Table 3.6 in
terms of body-lengths per beat (see Table 2.1 in Chapter 2 for details on the conversion to SI units).
Comparisons with the experimental observations (see § 3.1.1) reveal that while the RN and F beat
simulation predictions are in line with high-end estimates for C. reinhardtii, those obtained for the
idealised beat patterns are about 13% larger than even the highest estimate, 0.4 d b−1. Employ-
ing a two-dimensional bi-ﬂagellate model, Fauci [32] predicated a swimming speed of 0.25 d b−1,
which was also slightly larger than the majority of experimental observations. In contrast a three-
dimensional analysis using RFT based upon the I beat pattern was more conservative with estimates
in the range 0.06-0.1 d b−1 [59]. This suggests that we will observe a reduction in mean swimming
speed by considering a three dimensional representation.
Table 3.6: The mean swimming speed  Uy  and choice of regularisation parameter ǫ for the ﬁve distinct beat patterns
shown in Figure 2.1.
Beat ǫ  Uy  d b−1
I 0.0154 0.4557
F 0.0186 0.1393
R 0.0150 0.4499
RNL 0.0133 0.2768
RNR 0.0126 0.2593
The swimming velocity in the principal direction, Uy, is displayed as a function of time for the
109individual beat patterns in Figure 3.10. For all ﬁve beat patterns, during the eﬀective stroke the
velocity is positive, whereas for the recovery stroke the velocity is negative. However, the behaviour
of the velocity at each time-step varies with beat pattern. For the I and R beats, Figure 3.10(a) and
(c), we observe a gradual increase in velocity as the ﬂagella move backward toward the anterior
end of the body, however, while the I beat instantaneously switches to the recovery stoke, the
transition between the eﬀective and the recovery stroke for the R beat is smoother. This is due to
the two aspects of the I beat being distinct. The behaviour during the recovery stroke is also similar
between the I and R beats, the cell moves backwards with increasing speed for the ﬁrst half of the
recovery stroke, for the I beat this is when the angled sections of the ﬂagella are largest, whereas the
speed at which it is displaced backward decreases when the ﬂagella lie relatively straight, parallel
to the cell’s principal axis.
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Figure 3.10: The swimming speed in body diameters per beat, d b
−1, against time in beats, b. The data is displayed
for ﬁve beat patterns for a two-dimensional representation of a bi-ﬂagellate swimmer. The body is elliptical with 65
nodes located along the circumference and there are 25 nodes on each ﬂagellum.
Due to the ﬂexible nature of the F beat, we observe a series of peaks and troughs during both
eﬀective and recovery stroke, see Figure 3.10(b). Comparisons with experimental observations, see
RN [101] and Chapter 4, would suggest that the large forward displacement during the recovery
stroke is uncharacteristic of typical bi-ﬂagellate swimming, hence, the F beat appears to be a poor
representation of bi-ﬂagellate locomotion.
110During the recovery stroke the velocity-time curves for the RN beats, Figures 3.10(d) and
3.10(e), are similar to the I and R beats. Furthermore, like the R beat the RN beats’ eﬀective
strokes lead naturally into their recovery strokes. However, rather than a single peak during the
eﬀective stroke, like the I and R beats, the eﬀective stroke for the RNR has multiple peaks. The
reason for the peaks is due to the work done by the nodes on the ﬂagellum.
Work done by nodes along the ﬂagellum
The peaks that appear in the velocity-time graphs (see Figure 3.10) are related to the work done
by nodes on the ﬂagellum. The work done by a node at x is given by Wd = ˜ f   ∆x, where ˜ f is
the force resultant from the node being displaced by a distance ∆x. The reason why the RNL and
RNR exhibit more than one peak during the eﬀective stroke is due to the precise way in which
nodes move. The nodes are activated by a wave propagating from the base of the ﬂagellum to its
tip. As the wave passes along each ﬂagellum, diﬀerent nodes do more work than others. When
nodes located near the base and tip contribute more of the work then the cell’s swimming speed
increases, whereas when the greater contribution is from the nodes located toward the middle
section of the ﬂagellum then the velocity decreases. The length of time the cell’s swimming speed
increases or decreases is dependent on how long it takes the wave to travel from base to tip. A
similar explanation is true for the troughs in the recovery stage of the beat. For the I beat the work
is spread along the whole ﬂagellum over both the eﬀective stroke and the recovery stroke, hence, we
only observe a single peak and a trough. The R beat behaves in a similar manner to the RN beats.
This is due to the fact that most of the movement occurs at the tip of the ﬂagella throughout the
eﬀective stroke rather than alternating between diﬀerent areas of the ﬂagella like the RN beats.
When the magnitude of the swimming speeds increase in Figure 3.10 we observe that the
average work done,
 
Wd
 
(computed by taking the mean of Wd over time), along the ﬂagella
increases between time-steps. When the magnitude of the velocity decreases the average work
decreases. The observations of the average work done as a function of arc length along ﬂagellum
in Figure 3.11 show that the tips of the ﬂagella are responsible for the majority of the work over a
single beat. The realistic beat patterns do less work and as a result they have comparatively smaller
mean cell swimming speeds than the I and R beats. For the I beat the steady increase in
 
Wd
 
for nodes located toward the tip of the ﬂagellum is principally a consequence of the motion of the
111ﬂagellum during the recovery stroke. Since the angled section of a ﬂagellum is the only active part
during the recovery stroke, and the angled section decreases over time (nodes toward the basal end
are removed ﬁrst) then for the majority of the beat nodes toward the tip will be active for longer,
thus, over time they perform more work. The curve in Figure 3.11 corresponding to the F beat has
a local maxima toward the basal end of the cell. The large amount of work at this stage is due to
the transition from eﬀective stroke to recovery stroke, where we observe a bend appearing at the
basal end of the previously straight ﬂagella. As a consequence of the bend appearing at the basal
end there is also substantial movement at the tip resulting in large amounts of work both ends of
the F beat ﬂagella. Thus, we observe the large velocity peaks toward the end of the eﬀective stroke
in Figure 3.10(b).
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Figure 3.11: The average work done,
 
Wd
 
, by each node on the ﬂagellum over a single beat. Only the work done
by a single ﬂagellum is shown.
3.3.2 Flow ﬁelds generated by free-swimming cells
The ﬂow ﬁelds generated by the swimmers vary between each of the individual aspects, but there
are some common features between the eﬀective stroke ﬂow ﬁelds and the recovery stroke ﬂow ﬁelds
(Figures 3.12 and 3.13, respectively, where contours denote the magnitude of the ﬂow). During the
eﬀective stroke we observe ﬂows at the posterior end of the cell moving toward the anterior end,
whereas the motion of the ﬂagella cause the ﬂuid to be dragged toward the posterior end. As we
can see in Figure 3.12 this is true for each of the beat patterns, and it also leads to small eddies
forming at the side of the body where the two ﬂows meet.
Another similarity between the beat patterns is that close to the cell we observe larger magnitude
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Figure 3.12: The ﬂow ﬁeld produced during a typical stage of the eﬀective stroke for a cell with 25 equally spaced
nodes on each ﬂagellum and 65 nodes on the body. The contours show the magnitude of the velocity ﬁeld around
the cell.
113ﬂows which decrease rapidly within a few body lengths. Further, for this time-step, magnitudes
along the ﬂagellum are greatest at the tip and basal end. However, during the recovery stroke the
middle and basal ends of each ﬂagellum contribute more as we can see in the larger magnitude
velocities centred around those regions (see Figure 3.13).
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Figure 3.13: The ﬂow ﬁeld produced during a typical stage of the recovery stroke for a cell with 25 equally spaced
nodes on each ﬂagellum and 65 nodes on the body.
From the recovery stroke velocity ﬁelds, we observe that the directions of the ﬂows are in the
opposite sense to those observed during the eﬀective stroke. This is a consequence of the ﬂagellar
movement propelling the body backward. However, we do observe the same decay in the velocity
magnitude away from the cell during both eﬀective and recovery stroke.
The lateral eddies that appeared during the eﬀective stroke are also evident during the recovery
stroke. For the experimental beat patterns over the course of the eﬀective stroke these eddies
move from behind the cell to a position just above the ﬂagella. On account of the beat pattern
being continuous, the recovery stroke sees the vortices continue to progress further along the cell’s
principal axis. Toward the end of the recovery stroke the vortices re-appear at the posterior end.
The shift in the eddies for the I beat follow a similar path, except there is a large jump in position
114from the end of the eﬀective stroke to the beginning of the recovery stroke. This alludes to a
discontinuous beat pattern. The spatial evolution of the lateral vortices when the cell employs a F
beat are concurrent with the velocity observations in that we observe no discernible trends.
In Figure 3.14 the time-averaged velocity ﬁelds are shown for each of the ﬁve beat patterns.
Common across all ﬂow ﬁelds is the manifestation of vortices at the anterior end of the cell centred
around the ﬂagella. For the I, R and F beats the average ﬂagellar beat is shown to extend further
along the cell’s major axis than the RN beats and the result is that the vortices are slightly higher
for these idealised beats. Another consequence of the RN ﬂagella lying closer to the anterior end
of the body is that the high magnitude ﬂows are toward the basal end of the ﬂagella, and between
body and ﬂagella, inducing a slower spatial velocity decay. As suggested by the swimming speed
analysis the ﬂows generated by the F beat are substantially smaller in the near ﬁeld compared to
the other beats.
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Figure 3.14: The ﬂow ﬁeld averaged over a single beat. The ﬂagellar beat has been averaged for visualisation purposes.
The contours show the velocity magnitude while the vector plot highlights the direction of the ﬂow.
1153.3.3 Flow ﬁelds for cells anchored at their centre-of-buoyancy
As a comparison to our free-swimmer we look at the velocity ﬁelds generated by a cell ﬁxed at its
centre-of-buoyancy. The properties of the cell and the parameters relating to its discretisation are
consistent with those used for the free-swimming cell.
The average velocity ﬁelds for the ﬁve beat patterns are shown in Figure 3.15. The ﬂow shown
is the average ﬂow over a single ﬂagellar beat, while the contours show its average magnitude.
From the velocity ﬁeld we can see that the ﬁxed cell generates large eddies close to the ﬂagella,
similar to those observed with the free-swimmer. However, there are also other vortex like patterns,
which are of lower magnitude and caused by the stationary cell body; the ﬂow produced by the
beating ﬂagella no longer comes into contact with oncoming ﬂuid produced by the moving body.
Hence, instead of forming eddies close to the body the ﬂow is pushed perpendicular to the cell,
then circulated by the motion of the ﬂagella during the next time-step.
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Figure 3.15: The velocity ﬁeld averaged over a single beat for ﬁve distinct beats. Here the cell has been ﬁxed at the
geometric centre. The contours show the magnitude of the velocity.
One major diﬀerence between the free-swimming cell and the ﬁxed cell can be seen when we
116observe what happens in the far ﬁeld. From Figure 3.16(a) the ﬂow far from a ﬁxed cell can be
described by a Stokeslet, whereas Figure 3.16(b) shows that in the far ﬁeld a free-swimming cell
behaves like a two-dimensional stresslet. This is also highlighted in the graphs of the magnitude of
the mean ﬂow velocity , | u |, against r, where r is the distance from the cell’s centre-of-buoyancy:
Figure 3.16(c) is for the ﬁxed cell, and the gradient of the lines are close to zero, Figure 3.16(d)
is for the free-swimmer, and the curves for larger r have gradient −1. Both ﬁgures highlight the
decay of the average velocity ﬁeld in four directions through the cell with RNR beat; the other
beats show similar results. The solid line shows how the velocity decays through the cell’s principal
axis toward the anterior end and we observe that for the ﬁxed cell | u | ≈ ln(r) for large r, whereas
for the free-swimmer the drop oﬀ in | u | is r−1. Furthermore, the ﬂow along the cells’ posterior
ends and along their minor axes, in both directions, have the same decay as observed along the
anterior end.
In the near ﬁeld, insets of Figures 3.16(c)–(d), the local minima that occur in the curves of
| u | against r correspond to characteristics of the ﬂow ﬁelds. The ﬁrst minimum for the curve
through the anterior end indicates the stagnation point in the ﬂow ﬁeld, which we can see occurs
closer to the ﬁxed cell body than for the free-swimming cell. Moreover, analysis of the lateral decay
shows that the vortices occur closer to the ﬁxed cell than to the free swimmer. Along the posterior
end for the ﬁxed model we observe a local minimum around one body length from the centre of
the cell. This is a consequence of the vortices generated by the ﬂagella interacting with the ﬂuid
at the posterior end of the cell. For the free-swimmer the ﬂuid is driven forward by the motion
of the cell, which is not the case for a ﬁxed cell. A further distinction between the behaviour of
the near ﬁeld ﬂows for the ﬁxed cell and the free swimmer is that the ﬁxed cell has two stagnation
points at the anterior end of the cell rather than one. The ﬁrst is due to the ﬂow driven by the
vortices interacting with the no-slip cell body, whereas the second is a consequence of the vortices
interacting with the ﬂuid a few body lengths from the cell. For the free-swimmer the stagnation
point occurs due to the advancing cell body interacting with the ﬂuid ahead of the cell.
The two-dimensional results highlighted some important diﬀerences in the swimming behaviour
for diﬀerent beat patterns. We found the the R beat was the fastest swimmer, swimming over
three times faster than the F beat. However, the estimate for the R beat was larger than recently
measured experimental observations. In contrast, the F beat had a mean swimming speeds typical
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Figure 3.16: All data is for the two-dimensional cell with RNR beat, however other beat patterns show similar
behaviour. (a) The far ﬁeld eﬀects for a ﬁxed cell resemble that of a Stokeslet. (b) The ﬂow in the far ﬁeld of a
free-swimming cell; ﬂow similar to a Stresslet. (c) A line graph showing the decay of the average velocity ﬁeld through
the geometric centre of a ﬁxed cell. r is the distance from cell centre. (d) The decay of the average velocity ﬁeld for a
free-swimming cell. In both cases the data is shown through four diﬀerent directions; two in opposite directions along
the cell’s minor axis, and two in the opposite directions along the cell’s major axis. The insets show the behaviour of
the velocity magnitude in the near ﬁeld.
118of a bi-ﬂagellate, although periods of forward displacement during the recovery stroke where un-
characteristic of bi-ﬂagellate locomotion. Like the R beat, the estimate for the swimming speed of
the I beat is larger than experimental observations, whereas for the RN beats the swimming speeds
were consistent with measured values for C. reinhardtii. A comparison of the ﬂows generated by
the ﬂagellar beats showed that despite diﬀerences in magnitude the ﬂows were generally the same,
except the F beat where the ﬂow ﬂuctuated between time-steps. However, in the far ﬁeld all the
free-swimming cells behaved as two-dimensional stresslets.
3.4 Three-dimensional cells in unbounded ﬂuid
We now investigate the behaviour of a three-dimensional model, making comparisons with the two-
dimensional results where appropriate. We choose the ﬂagellar discretisation size ∆sf = 0.0417
and body discretisation size ∆sb = 0.0685 based upon the analysis conducted in § 3.2. Further, we
choose a 6-sided prism representation of the ﬂagellum with an associated regularisation parameter
ǫf given by Table 3.6, and ǫb = 0.0314 (see § 3.2). Before we look at the three re-orientation
mechanisms, see Chapter 2, we consider a cell with no means of re-orientation and whose swimming
orientation p is in the same direction as k. This allows a direct comparison with the two-dimensional
observations above.
3.4.1 Analysis of cell swimming speeds
With no system for re-orientation the direction in which a cell swims is dictated by its primary
orientation θ0. Given θ0 = 0, cells will swim in the direction of the vertical axis k, hence, the
only non-zero component of the the translational velocity U is in the direction of k. The vertical
swimming speed, Uz, against time is shown in Figure 3.17. While qualitatively similar to the results
obtained in the two-dimensional model there is an overall disparity in the magnitudes. Further,
the change in magnitude is the same across all beat patterns.
For the I and R beats the length of the two strokes is split equally over the course of a beat.
However, in the case of the RN and F beats there is not such a well deﬁned distinction between
recovery and eﬀective strokes, and it is diﬃcult to ascertain where the eﬀective stroke ends and the
recovery stroke begins.
As we would expect from the velocity proﬁles (see Figure 3.17) the displacement of the F beat
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Figure 3.17: The swimming speed against time plots for the ﬁve distinct beat patterns. Swimming speed is given in
body diameters per beat, with speed in beats. The cell has a spheroidal body with approximate discretisation size
0.0685 and two ﬂagella each shaped as 6-sided prisms generated from a 25 node ﬂagellar centre-line.
cell along the z-axis against time is largely inconsistent with predicated bi-ﬂagellate behaviour [101];
instead of a period of forward displacement followed by a period of weaker backward displacement
like the other beat patterns, the cell oscillates between moving forward and moving backward along
its principal axis. Another interesting aspect is the behaviour at the end of the recovery stroke,
where for the RN beats the eﬀective stroke is already beginning, hence, some forward displacement.
For the I and R beats there is little movement of the ﬂagella and consequently the cell barely moves.
Estimates for the mean swimming speed during the eﬀective and recovery strokes,  Ueﬀ  and
 Urec , respectively, are listed in Table 3.7. The R beat is the quickest during the eﬀective stroke
with a mean eﬀective stroke swimming speed of 0.6714 d b−1, while during its recovery stroke
there is a reduction in swimming speed of 45% compared to  Ueﬀ . The majority of the beat
patterns behave in the same manner with the magnitude of  Ueﬀ  larger than  Urec . Observations
of motile C. reinhardtii, [93], have produced estimates for  Ueﬀ  in the region 0.3960 ± 0.1320 to
1.0520±0.4020 d b−1, with an average of 0.7580±0.2180 d b−1. This range is consistent with the
numerical estimates for all beat patterns. From the same source, estimates for the average recovery
stroke speed  Urec  lay within the range 0.2 ± 0.1140 to 0.6020 ± 0.1040 d b−1, which also concur
with the estimates provided here.
120Table 3.7: The average swimming speeds for the ﬁve beat patterns,  Uz , along with the average speed of the cell
during the eﬀective and recovery stroke
 
Ueﬀ
 
and  Urec , respectively (units are d b
−1). The non-parenthesised
estimates are computed when the eﬀective and recovery stroke are each taken to represent 50% of the total beat.
Values within parenthesis are computed by assuming the recovery stroke begins at the ﬁrst time-step where negative
displacement occurs and ends when the cell moves forward again.
Beat  Uz   Ueﬀ   Urec 
I 0.1247 0.5223 (0.5223) -0.2729 (-0.2729)
F 0.0439 0.3791 (0.5685) -0.2913 (-0.8120)
R 0.1502 0.6714 (0.7117) -0.3710 (-0.4114)
RNL 0.0987 0.3726 (0.4573) -0.1752 (-0.2323)
RNR 0.0983 0.3496 (0.3085) -0.1529 (-0.2169)
The average velocity over the full beat,  Uz , ranges from 0.0439 to 0.1502 d b−1 depending
on the beat pattern. Compared to the two-dimensional model there is a signiﬁcant drop in the
magnitude of the swimming speed: 73% for the I beat, 68% for the F beat, 67% for the R beat,
64% for the RNL beat and 62% for the RNR beat. However, compared to the two-dimensional
results, the three-dimensional estimates are more in line with the recent measured values obtained
by Drescher et al. [31], 0.1 to 0.136 d b−1, and Yoshimura et al. [120], 0.204–0.224 ± 0.046 d b−1.
Though, we still observe that the F beat translates at signiﬁcantly slower speeds than the other
beat patterns.
In Chapter 2 we introduced three mechanisms that cells may use to re-orientate: bottom-
heaviness (gravitational torques), shape asymmetry (sedimentation torques) and bottom-heaviness
and shape asymmetry (combined torques). When gravitational torque is included in the model
we observe no change in the swimming speeds of the cells. However, if sedimentation torques
are considered then we observe a decrease in the cell swimming speed. The diﬀerence in speed
allows us to estimate the sedimentation speeds of the cell. With sedimentary forces acting on
the cell the mean swimming speed for the I, F, R, RNL and RNR beat patterns, respectively,
are  Uz  = 0.1198, 0.0391, 0.1452, 0.0938 and 0.0934 d b−1. The same estimates are obtained for
both the sedimentation torque and the dual mechanism, whereas cells with the gravitational torque
mechanism swim at the same speeds as the cells with no mechanism.
By computing the diﬀerence between the vertical swimming speeds for the gravitational torque
and dual mechanism we ﬁnd that a cell with RNR beat sediments at 4.9471×10−3 d b−1. For the
remaining beat patterns the results are similar with Used = 4.9650×10−3, 4.9143×10−3, 5.0041×
12110−3, 4.9521 × 10−3 d b−1 for the I, F, R, and RNL beats respectively.
When |θ0| < π/2 we observe that the magnitude of  Uz  decreases as θ0 increases, whereas the
horizontal component of the velocity,  Ux  increases as θ0 increases. At θ0 = ±π/2 we observe
that the majority of motion is along the x-axis, however, there is also a small component of the
velocity along the z-axis due to the re-orientation of the cell. The estimates for  Ux  have the same
magnitude as the values of  Uz  shown in Table 3.7.
When π/2 < θ0 < π the magnitude of  Uz  and  Ux  increase and decrease, respectively, as
θ0 increases. Furthermore, when θ0 = π we observe the same behaviour as discussed in the case
when θ0 = 0, except with the sedimentation torque and combined mechanisms, where we observe
an increase in  Uz . The increase is approximately 8% compared to when θ0 = 0 (for all beat
patterns) and is a conseqence of the sedimentary forces acting on the cell.
3.4.2 Analysis of cell trajectories, rotation rates and change in orientation
Trajectories
Regardless of the beat pattern or the re-orientation mechanism the qualitative behaviour of the
trajectories over a single beat are similar. Shown in Figure 3.18(a) are the trajectories for the RNR
beat patterns, where we can see that during the eﬀective stroke the cell is displaced forward and
during its recovery stoke the cell moves back toward its initial position. This is consistent with
what we would expect from bi-ﬂagellate micro-organisms and in Chapter 4 we will show that this
is true for individual C. reinhardtii cells. However, for the F beat, not shown, we observe that
there are small oscillations in the behaviour throughout the beat, although the mean behaviour
is similar to the other beats. The trajectory is shown for a cell with dual mechanism, however,
with no mechanism or the gravitational torque only mechanism we do not observe the increase in
displacement along the z-axis demonstrated in Figure 3.18(a).
Rotation rate
The rate at which the cell rotates is dependent on the mechanism and the initial orientation of
the cell. With uni-planar motion the cell rotates about j with rotation rate Ωy. If −π < θ0 < 0
then Ωy > 0, while Ωy < 0 when 0 < θ0 < π. The rotation rate versus time for the RNR beat
with θ0 = −π/3 is shown in Figure 3.18(b). The behaviour for the RNR beat is similar to what
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Figure 3.18: (a) The trajectory for an RNR cell over a single ﬂagellar beat. (b) The change in rotation rate against
time for θ0 = −π/3, where only the second component of the angular velocity, Ω, is non-zero. The data is shown
for the three diﬀerent re-orientation mechanisms and the RNR beat. (c)–(d) The change in cell orientation, θ, over
the course of a single RNR and I beat, respectively. Results are for three-dimensional swimmers with for all three
re-orientation mechanisms and θ0 = −π/3.
123we observe for the other beat patterns in that the gravitational and sedimentation torques have a
diﬀerent aﬀect on the rotation of the cell. For the cell with a gravitational torque re-orientation
mechanism we ﬁnd that while performing the eﬀective stroke the cell’s rotation rate gradually
increases, before decreasing during the recovery stroke. In contrast, the opposite is observed for
the cell with re-orientation due to sedimentary torques. Furthermore, when we look at a cell with
a combined mechanism we observe that the cell’s rotation rate decreases during the ﬁrst third of
the beat, then it increases during the middle third before ﬁnally decreasing in the ﬁnal third of the
beat. This suggest that the sedimentation torque dominates the earlier stages of the beat before
the gravitational torque begins to dominate, which in turn implies that the geometry of the beat
may aﬀect the cell’s re-orientation.
The average rotation rate over a single beat,  Ωy , diﬀers depending on θ0 and the re-orientation
mechanism. For θ0 = −π/3 we obtain estimates of  Ωy  = −3.3064, − 3.1712, − 3.3751, −
3.3266 and −3.2768×10−3 b−1 for the I, F, R, RNL and RNR beats, respectively. These estimates
are for the dual re-orientation mechanism and are between 54–88% larger than the gravitational
mechanism results and between 2–3 times larger than the sedimentation mechanism results, see
Table 3.8. As we would expect the magnitude of the rotation rate increases as θ0 increases, reaching
a maximum when θ0 = ±π/2. When θ0 is greater than π/2 and less than π the magnitude of  Ωy 
decreases to zero as θ0 approaches π.
Table 3.8: The cells average rotation rate,  Ωy  (rad b
−1), for the ﬁve distinct beat patterns and three forms of
re-orientation mechanism. The initial angle of orientation is −π/3.
Beat
| Ωy | (×10−3b−1)
Dual. Grav. Sed.
I 3.3064 1.7924 1.5054
F 3.1712 1.6905 1.4616
R 3.3751 1.9798 1.3806
RNL 3.3266 2.0555 1.2658
RNR 3.2768 2.1279 1.1439
The results in Table 3.8 imply that not only do the mechanisms have a bearing on how quick it
takes for a cell to re-orientate, but also that the beat pattern will have a substantial eﬀect on the
re-orientation, at least when the sedimentation and gravitational torque mechanisms are employed
individually. Moreover, the results suggest that for the dual mechanism a cell with R beat may
124re-orientate quickest, while for the gravitational and sedimentation mechanisms, respectively the
RNR and I beats may re-orientate quickest. We explore this in more detail in § 3.4.3.
Change in orientation
The change in orientation angle, θ, over a single beat is shown in Figures 3.18(c) and (d) for the RNR
and I beats, respectively. Comparing the behaviour of the two cells we ﬁnd that the sedimentation
torque mechanism causes a larger change in orientation than the gravitational torque mechanism
during the start of the eﬀective stroke and end of the recovery stroke for the I beat, whereas the
eﬀects of sedimentation at these stages are not as dominant for the RNR beat. Furthermore, we
observe that for both beats the change in θ after a single beat, ∆θ, is greater for the gravitational
mechanism than the sedimentation torque mechanism. However, for the I beat the diﬀerence
between ∆θ for the gravitational and sedimentation torque mechanisms is much less than for the
RNR beat. In fact it appears that for cells with a realistic beat patterns sedimentation torques are
not an eﬃcient way to re-orientate. The F and R beats, not shown, behave in a similar manner to
the I beat, while the RNL beat, not shown, shows similarities with the RNR beat.
3.4.3 Analysis of cell re-orientation times
As alluded to in the results above the beat pattern of the swimmer has a large bearing on how
well the mechanisms re-orientate the cell. This is further emphasised when we look at the re-
orientation rates and times of the cells, β and B, respectively. The estimates are obtained by
ﬁtting our numerical results for Ωy to (2.23) to ﬁnd β, then by employing B = 1/2β we may
obtain the estimate for the re-orientation time. The results displayed in Table 3.9 are those for
the gravitational torque mechanism and observations show that the maximum re-orientation rate,
β, for the RN beats is greater than for the idealised beat patterns. This is due to the ﬂagellum
generating less viscous torque. The I beat estimate for α⊥ is roughly 19% larger than the RNR
beat and 15% greater than the RNL beat estimates. Table 3.9 also highlights how the I beat is
the slowest to re-orientate, taking 4.8 s, while the F beat and R beats take 0.45 s and 0.47 s less.
Previous studies by Jones et al. [59] employing a gravitational torque mechanism coupled with a
spherical body and I beat produced estimates of β = 0.08 s−1, α⊥ = 12.6 and B = 6.3 s, which are
around 25% larger than those predicted here. The over-estimates are likely the result of improper
125body geometery and employing the low accuracy resistive force theory to estimate the values (see
§ 3.4.5.
Table 3.9: The numerical estimates of the maximum orientation rate β, the viscous torque parameter α⊥ and the
re-orientation time B for a cell with re-orientation driven by a gravitational torque.
Beat β (s−1) α⊥ B (s)
I 0.1037 10.0104 4.8223
RNR 0.1236 8.3977 4.0454
RNL 0.1195 8.6866 4.1846
R 0.1148 9.0449 4.3572
F 0.0976 10.6406 5.1208
When we consider a cell with a sedimentation torque mechanism and RNR beat we observe a
two-fold decrease in β from the gravitational torque results. However, as shown in Table 3.10 the
decrease is much less for the I, F and R beat patterns. In fact, compared to the results for the
gravitational mechanism the I, F and R beat all perform better than the RN beats. The contributing
factor in this change in behaviour is the position of the ﬂagella over the course of the beat. For the
RN beats the ﬂagella are biased along the minor axis, which impedes the sedimentation mechanism.
The result is that the viscous torques are larger than the external torques due to sedimentation.
While the I beat cell is now quicker to re-orientate than the RNR beat cell, the time taking to
re-orientate is nearly a full second longer than observed with the gravitational torque cell. For
the RNR beat the time diﬀerence is 3.5 s and for the RNL, R and F beats it is 2.7, 2 and 1.7 s,
respectively. In a similar approach to that employed by Jones et al. [59], except with sedimentation
torques rather than gravitational torques, Roberts [98] estimated the maximum orientation rate
β = 0.0663 s−1 and B = 7.5 s, which are consistent with the estimates for the RNR beat obtained
here. Furthermore, comparing the Jones et al. results and the Roberts results we observe that like
our results there is an increase in B when re-orientation is due to sedimentation torques rather
than gravitational torques.
The results for the dual mechanism are shown in Table 3.11. Compared to the previous mech-
anisms we observe larger estimates of β, estimates are 53–87% larger than the gravitational torque
estimates. The increase in β sees a decrease in α⊥, meaning the viscous torques are less dominant.
Furthermore, rather than conﬂicting with each other the results show that the sedimentatation
and gravitational torque mechanism complement each other, as there is a relatively consistent re-
126Table 3.10: The numerical estimates for the maximum orientation rate β, the viscous torque parameter α⊥ and the
re-orientation time B based upon a cell re-orientating due to shape asymmetry between body and ﬂagella.
Beat β (s−1) α⊥ B (s)
I 0.0864 12.0060 5.7837
RNR 0.0656 15.8160 7.6191
RNL 0.0727 14.2802 6.8739
R 0.0790 13.1359 6.3280
F 0.0839 12.3802 5.9580
orientation time of 2.6 s, excluding the F beat which we have shown to be a poor representation
of ﬂagellar beating. These estimates are in good agreement with those measured for swimming
C. nivalis by Hill and H¨ ader [52]. Their estimate of 2.7 s is less than 3% larger than the major-
ity of beat patterns discussed here, and suggests that a complete and accurate description of the
re-orientation of Chlamydomonas must include both individual mechanisms. This is contary to
previous studies where re-orientation through shape asymmetery was presumed negligible [59,81],
while others suggested that there was no direct evidence for bottom-heaviness [98,99].
Table 3.11: The numerical estimates for the maximum orientation rate β, the viscous torque parameter α⊥ and the
re-orientation time B for a cell re-orientating due to both bottom-heaviness and shape asymmetry.
Beat β (s−1) α⊥ B (s)
I 0.1908 5.4390 2.6201
RNR 0.1897 5.4719 2.6360
RNL 0.1926 5.3878 2.5955
R 0.1949 5.3243 2.5649
F 0.1830 5.6788 2.7329
3.4.4 Flow ﬁelds generated by free-swimming cells
The ﬂows produced by the ﬂagella in the yz-plane can be seen for a stage of the eﬀective stroke
in Figure 3.19. During the eﬀective stroke the ﬂagella move toward the posterior end of the cell
dragging the ﬂuid down. This motion propels the body forward which in turn pushes the ﬂuid
behind the cell forward resulting in a stagnation point where the two ﬂows meet. Depending on
the stage of the beat, we observe small vortices above the stagnation points which pull ﬂuid closer
to the cell. When in the recovery stroke the cells produce similar ﬂow ﬁelds, although the direction
127of the ﬂow is in the opposite sense to that observed during the eﬀective stroke.
(a) I beat (b) F beat
(c) R beat (d) RNL beat (e) RNR beat
Figure 3.19: The ﬂow generated in a plane perpendicular to the plane of the ﬂagella during the eﬀective stroke of a
three-dimensional bi-ﬂagellate model. During the recovery stroke similar ﬂows are observed. However, the direction
of the ﬂow changes.
Vortices are also evident when we look at the ﬂow in the xz-plane, see Figure 3.20. The
streamlines produced by the cells suggest that the eddies drag ﬂuid close to the body and then
push it out of the plane. During the eﬀective stroke the vortices move from the cell’s posterior
end to its anterior end, then re-appear at the posterior end at the start of the recovery stroke. As
the ﬂagella are restored to their initial position the vortices disappear. For the F beat we observe
slightly diﬀerent behaviour with the vortices appearing sporadically throughout the entire beat.
The aﬀect of this can be seen when we compare the average velocity ﬁelds over the course of a
single beat.
The ﬂow ﬁelds for the xz-plane at y = 0 are shown in Figure 3.21, for visualisation purposes an
average beat pattern is shown. Since the vortices move along the edge of the cell body throughout
the beat the result is the formation of eddies at the anterior end of the cell around the ﬂagella in
the average velocity ﬁeld plots. The regions where the vortices lie are also the regions where the
128(a) I beat (b) F beat
(c) R beat (d) RNL beat (e) RNR beat
Figure 3.20: Velocity ﬁelds during the eﬀective stroke. Here the motion of the ﬂagella causes the ﬂuid to be driven in
the opposite direction to the ﬂuid coming from behind the cell. The result are vortices which seemingly expel ﬂuid
from the plane the cell swims in. Note that the time-steps for each beat pattern diﬀer.
129ﬂow is strongest. The vortices for the F beat are not quite as smooth, a result of the vortices not
progressing continuously along the sides of the cell.
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Figure 3.21: The average ﬂow ﬁelds through the plane y = 0 for a three-dimensional free-swimmer. The results are for
the dual re-orientation mechanism, the other mechanisms produce similar results. Contour lines show the magnitude
of the velocity ﬁeld.
The shape of the vortices diﬀer depending on the beat pattern. This is because they are
essentially a trace of the ﬂagellar tip over the course of the beat. For instance, the F beat tips move
in an arc from the anterior end to the posterior end of the cell over the course of the eﬀective stroke,
whereas during the recovery stroke the tips move in the opposite direction along an arc parallel and
close to the eﬀective stroke arc (highlighted by the shape of the contour lines close to the ﬂagellar
tip in Figure 3.21(b)). For the other beat patterns the arcs that the tips of the ﬂagella make are
more deﬁned; the RN beats make almost spherical paths, while with the I and R beats the path is
more tear shaped. Again these are reﬂected in the contours around the ﬂagella in Figure 3.21.
Since the ﬂagella extend further in the direction of the cell’s major axis for the I, F and R beats
we observe that the ﬂow drops oﬀ quicker than the RN beats. However, in the far ﬁeld, Figure 3.22,
we observe the same behaviour for all beat patterns.
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Figure 3.22: The fall-oﬀ of the magnitude of the average velocity ﬁeld generated by the cell as function of distance
from the geometric centre of the cell r. The decay is computed in four directions, two lateral to the cell running
through the cell’s minor axis at z = 0 and two through the cell’s principal axis at x = 0. (a) shows the decay when
a dual or sedimentation re-orientation mechanism is employed. (b) shows the decay when either no mechanism or
a gravitational torque mechanism are employed for cell re-orientation. In both cases results are shown for the RNR
beat as other results are analogous. (c) The average ﬂow ﬁeld of the dual RNR swimmer. We can see that as the
near ﬁeld aﬀects begin to diminish there is the appearance of a stagnation point at the posterior end of the cell.
131Compared with the two-dimensional average ﬂow ﬁelds, Figure 3.14, there is a noticeable de-
crease in magnitude and the ﬂows are substantially quicker to decay. The spatial decay of the
magnitude of the mean ﬂow velocity, | u |, is shown for an RNR beat with the dual re-orientation
mechanism in Figure 3.22(a), where in the far ﬁeld the curves have gradient −1, and for no mech-
anism in Figure 3.22(b), where in the far ﬁeld the curves have gradient −2.
With a dual mechanism this implies that the ﬂow velocity scales as r−1, similar to the two-
dimensional case. However, in three dimensions this corresponds to a Stokeslet, rather than a
stresslet, with the result being that in the far ﬁeld we observe similar ﬂows to those shown in
Figure 3.16(a) (ﬁxed cell). On the other hand, when there is no sedimentation the velocity mag-
nitude decays as r−2, a stresslet (or force-dipole) in three-dimensions. This force dipole behaviour
is expected in ‘pullers’ such as Chlamydomonas. However, recent experimental studies also show
that sedimentation has a bearing on the far ﬁeld [30]. Hence, the reason why we have such diﬀerent
behaviour is due to the sedimentation torque.
The decay in | u | is not the only diﬀerence in the behaviour between cells with and without
sedimentation torques. With sedimentation torques we observe a local minimum 15 d, from the
centre-of-buoyancy, along the posterior end of the cell, which corresponds to a stagnation point at
the posterior end of the cell induced by the vortices colliding with one another, see Figure 3.22(c).
Lateral to the swimmers we observe local minima denoting the side vortices. These occur at the
same location and are approximately the same magnitude for cells with and without sedimentation
torque.
Velocity ﬁelds at the beginning and end of the cell’s recovery stroke are shown in Figures 3.23
and 3.24, respectively. The ﬂow ﬁelds show the streamlines and velocity magnitudes in the xy-plane
at z = 0. The contour lines highlight that the higher magnitude ﬂows are at the anterior end, but
also that, at the end of the beat pattern aspects of the I and R beats do little to supplement the
motion of the cell, as there are very small magnitude velocity ﬁelds. This is due to the lack of
movement of the ﬂagella other than at the very tip. Conversely, the RN beats exhibit substantial
motion throughout the beat and toward the end of the beat we observe greater magnitude ﬂows
than the other beat patterns generate.
In Figure 3.23 the vector ﬁelds emphasise how the ﬂagellar beats aﬀect the ﬂow in the plane.
The motion of the ﬂagella drags the ﬂuid toward the cell where it is forced toward the posterior
132 
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Figure 3.23: Velocity ﬁelds in the xy-plane at z = 0 for a time-step roughly corresponding to the beginning of the
cell’s recovery stroke.
133end of the cell by the movement of the body. For the R beat, the motion of the ﬂagella causes the
ﬂuid lateral to the cell body to be dragged toward the anterior end.
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Figure 3.24: Velocity ﬁelds in the xy-plane at z = 0 for a time-step roughly corresponding to the end of the cell’s
recovery stroke.
By the end of the beat (see Figure 3.24) the ﬂow close to the cell is dragged upward toward
the advancing cell body, except for the I beat where the direction arrows point in the opposite
direction. However, the strength of the velocity is small and there is very little ﬂow in any direction
at this stage in the I beat.
The ﬂow ﬁelds are presented for a cell with dual re-orientation mechanism. However, the results
for the other mechanisms are similar.
3.4.5 A comparison between cells with spheroidal and spherical cell bodies
We now investigate how the body geometry aﬀects the re-orientation and the swimming dynamics of
the cell. We consider a spherical body whose radius is equal to the length of the minor axes for the
spheroidal body discussed above. The choice of ǫ is based upon the analysis of a translating sphere,
see § 3.2, and the number of nodes on the body is approximately equal to that of the spheroid.
134We also use the same 6-sided prism structure for the ﬂagella. Hence, we have ∆sf = 0.0417 and
ǫf dependent on the beat pattern, see Table 3.6. For the body we have a discretisation size of
∆sb = 0.0873 and ǫb = 0.0310.
Results for the swimming speed against time are shown for all ﬁve beat patterns in Fig-
ure 3.25(a). The graphs show the velocity at each stage of the beat for a cell with no re-orientation
mechanism and θ0 = 0. The velocity-time curves are similar to those obtained for the spheroidal
cell, however, there is a drop in magnitude.
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Figure 3.25: (a) Swimming speed against time for cells with spherical bodies and dual re-orientation mechanisms.
(b) How the sedimentation mechanism aﬀects the change in θ over a single beat.
Estimates for the average swimming speed  Uz , were obtained for cells with spherical body and
when θ0 = 0. With no mechanism or a gravitational torque mechanism we ﬁnd that  Uz  = 0.1011,
0.0385, 0.1314, 0.0864, and 0.0848 d b−1 for the I, F, R, RNL and RNR beats, respectively. This
is a reduction of 12 − 19% from the cell with spheroidal body. The estimate for the I beat is close
to the values estimated by Jones et al. [59] using a similar beat (0.1 d b−1).
The speed at which the spherical cell sediments is also less than the spheroidal cell, with es-
timates for the I, F, R, RNL and RNR predicted at Used = 4.1441, 4.1699, 4.1454, 4.1703 and
4.1786 ×10−3 d b−1, which is an average reduction from the spheroidal estimates of around 16%.
The behaviour of the horizontal component of the velocity and the estimates for  Uz  when swim-
ming in the direction of gravity are also smaller than those observed for the spheroidal swimmer.
The change in orientation angle when the cells employ dual or gravitational torques mechanisms
are consistent between the beat patterns. However, as Figure 3.25(b) demonstrates the behaviour
of the cells when re-orientation is due to sedimentation torques is largely dependent on the beat
pattern. For the experimental beat patterns, the R and RN beats, sedimentation torques result in
very little rotation midway through the beat, that is when the ﬂagella lie close to the cell body.
135Hence, for cells with spherical bodies and natural beat patterns re-orientation due to sedimentation
is a less eﬃcient method compared to bottom heaviness. In general the sedimentation torque
mechanism appears to have a larger aﬀect on cells with spheroidal bodies than spherical cell bodies.
The results in Figure 3.25(b) suggest that the I and F beats will re-orientate quicker when the
cell has a sedimentation torque re-orientation mechanism and this is conﬁrmed when we estimate
the re-orientation time B. For the I and F beats B = 9.2 and 9.3 s, respectively, a 3 s increase
compared to the RNR beat, which is slowest to re-orientate. Comparisons between the results for
the spheroidal cell show that the spherical cells are roughly 3 s slower to re-orientate.
Like the spheroidal case the gravitational torque mechanism lowers the time taken for the cell
to re-orient. For the RN beats re-orientation due to gravitational torques is approximately twice
as fast compared to when re-orientation is governed by sedimentation torques only. With the
gravitational torque mechanism the slowest beats to re-orientate are the I and F beats. Details of
these re-orientation times can be found in Table 3.12, which also shows the time taken for cells
with dual mechanisms to re-orientate. Regardless of the beat pattern, in the spheroidal results
we observed that the individual mechanisms complemented each other and produced a substantial
reduction in the time taken for the cell to re-orient. This is also true for the spherical swimmer.
However, spherical swimmers take roughly 1 s longer to re-orientate compared to the bi-ﬂagellates
with spheroidal bodies.
Table 3.12: The gyrotactic re-orientation time B for cells with spherical bodies.
Beat
B (s)
Grav. Sed. Dual
I 6.0912 9.1651 3.6450
F 6.3430 9.2576 3.7286
R 5.5822 10.1827 3.5746
RNL 5.3386 11.2823 3.6130
RNR 5.1728 12.6894 3.6630
Jones [60] obtained slightly larger estimates when he estimated the re-orientation times for cell,
which is likely due to the low accuracy of resistive force theory. Furthermore, estimates were only
made for cells with gravitational torque as sedimentary forces were deemed to be negligible.
In Figure 3.26 the average velocity ﬁeld generated by the swimmers is shown, with contour
lines highlighting the magnitude of the ﬂow ﬁeld. Other than the ﬂow at the posterior end of the
136cell body there is not much to distinguish between the ﬂows generated by cells with spheroidal
bodies and those with spherical bodies. However, there are minor diﬀerences like the location of
the stagnation points and vortices in relation to the cell’s centre-of-buoyancy; stagnation point and
vortices occur 0.1 d closer to and further from the cell, respectively, compared to the spheroidal
swimmer. In the far ﬁeld the behaviour is the same with the magnitude of the average velocity
ﬁeld | u | decaying, respectively, as r−1 and r−2 for cells with sedimentation and those without.
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Figure 3.26: Velocity ﬁelds averaged over a single ﬂagellar beat for a cell with spherical body. Contours show
magnitude of the ﬂow ﬁeld.
3.5 Discussion
In this chapter we employed the techniques detailed in Chapter 2 to obtain numerical estimates
for various properties of bi-ﬂagellate swimming. Five diﬀerent beat patterns were investigated:
an idealized beat pattern [59], I; a ﬂexible model [32], F; drawings from experiments [96], R; and
high-speed photographic observations [101], with either right-symmetric, RNR, or left-symmetric,
RNL, ﬂagella. We constructed a two-dimensional model for bi-ﬂagellate swimming and observed
137that the average swimming speeds were dependent on the beat patterns: the RN and F beats were
within observed experimental ranges, whereas the I and R beats were approximately 13% greater
than experimental observations. On the contrary, the three-dimensional results, which were lower
in magnitude than the two-dimensional results, were consistent with experimental results regardless
of the beat pattern.
Analysis of the swimming speed against time highlighted that the F beat was a poor represen-
tation of bi-ﬂagellate locomotion; there was no discernible eﬀective and recovery stroke behaviour.
Furthermore, there is no ﬂuidity to the beat pattern. This was evident in the ﬂow ﬁelds generated
by the swimmers, where for the F beat we observed lateral and anterior vortices appearing sporad-
ically over the course of a beat. In contrast the other beat patterns showed consistent behaviour,
with lateral vortices moving along the side of the body, from posterior to anterior end of the cell
during the eﬀective stroke and from anterior to posterior end during the recovery stroke. We also
found that the two- and three-dimensional representations shared some of the same characteristics,
only the magnitude and location of stagnation points in the ﬂow ﬁeld diﬀered. Hence, the two-
dimensional results are ﬁne provided we only wish to study the qualitative behaviour of the cell,
but for accurate estimates we need to investigate the behaviour in three-dimensions.
Investigations into the far ﬁeld behaviour of the cells showed that the magnitude of the ﬂow
velocity decays faster with the three-dimensional cell, r−2 compared to r−1 in the two-dimensional
case, although in both instances this alludes to the ﬂow behaving like a stresslet in the far ﬁeld.
However, we also showed that with the introduction of a re-orientation mechanism due to sedimen-
tation torques, or a combination of sedimentation and gravitational torques, into the bi-ﬂagellate
model the far-ﬁeld behaviour for the three dimensional results was that of a Stokeslet. Further,
the ﬂow ﬁelds generated by the cells highlighted that at various stages of the ﬂagellar beat large
lateral vortices are responsible for the expulsion of ﬂuid out of the ﬂagellar plane. While the exact
nature of these eddies are unknown, they could provide a mechanism for the transport of nutrients.
In Chapter 4 we will highlight how these results compare with experimental observations.
Furthermore, we studied the eﬀects that the re-orientation mechanisms had on the time taken
for the cells to rotate toward the vertical axis. We compared what aﬀect the three mechanisms had
on the ﬁve distinct beat patterns and found that sedimentation torques had a greater bearing on the
re-orientation times for the I and F beat pattern, whereas the RN and R beats re-orientated quicker
138when gravitational torques governed re-orientation. However, when the combined mechanism of
gravitational and sedimentation torques was explored we found that rather than competing against
one another the individual mechanisms complemented one another. Thus, we observed consistent
times for re-orientation over all beat patterns. The complimentary behaviour between mechanisms
can be explained by considering the ﬂagellar geometry. An increase in sedimentation torque for
a cell swimming at an angle to the vertical relies on a greater average extension of the ﬂagella
towards the anterior of the cell, which leads to a larger viscous torque that is to be balanced with
the ﬁxed gravitational torque, thus reducing the impact of bottom-heaviness in leading the cell to
orient towards the vertical.
The times-scales estimated for the dual mechanism are also similar to those observed exper-
imentally suggesting that gravitational and sedimentation torques have equal importance in re-
orientation. Results also highlighted that body shape plays a role on the re-orientation times of
cells, where cells with spherical bodies were slower to re-orientate than those with spheroidal bodies.
However, body shape appears only to aﬀect the quantitative behaviour rather than the qualitative
behaviour. Cells such as Chlamydomonas change their body shape throughout their life-cycle [121],
inducing behavioural variation that impacts collective behaviour such as bioconvection.
The results presented here are an improvement on previous models for bi-ﬂagellate swimming.
Not only do we consider a three-dimensional model which is an improvement over the early work
by Fauci [32], but our cells have realistic geometry unlike the model proposed by Jones et al. [59].
Rather than employing the low accuracy resistive force theory we employ the method of regularised
Stokeslets to give more accurate estimate for the swimming speed, etc.. Furthermore, we consider
a combined gravitational and sedimentation torque mechanism for re-orientation, which produces
results more in line with experimental observations.
In the next chapter we compare our simulations to recent experimental work, while in subsequent
chapters we build upon the basic model to investigate the behaviour of cells in shear ﬂows and the
hydrodynamics of interactions between boundaries and cells.
139Chapter 4
Experimental observations of
bi-ﬂagellate swimming algae and
simulations of Dunaliella
4.1 Introduction
Very few experiments have been recorded for the swimming behaviour of the bi-ﬂagellates Chlamy-
domonas reinhardtii or Dunaliella salina. Two recent developments involve the analysis of ﬂows
generated by C. reinhardtii in chambers and in liquid ﬁlms [30,39]. Here we compare the experi-
mental results with our simulations and show that there is good agreement between both results.
Furthermore, we show average and instantaneous velocity ﬁelds from experimental observations of
individual ﬁxed C. reinhardtii and D. salina cells, comparing the results for the two species with
each other and simulations.
We also explore the swimming behaviour of free-swimming cells, detailing the similarities in the
trajectories and velocity-time graphs for the two diﬀerent organisms. Finally, from the experiments
a realistic D. salina ﬂagellar beat is obtained and employed in a model to study the behaviour of
Dunaliella cells.
Measurements of the velocity ﬁelds generated by cells can be obtained by employing particle
imaging or particle tracking techniques. Both techniques are similar with the only diﬀerence being
the density of tracers the ﬂuid is seeded with. In particle image velocimetry (PIV) the particles are
140close or the projected particles are generally overlapping. In contrast, when the seeding is sparse,
particle tracking velocimetry (PTV) is employed. In our analysis of the experimental observations
we employ PIV.
4.1.1 Particle image velocimetry (PIV)
There are various ways in which PIV can be employed to obtain the velocity information and
these depend not only on how results are evaluated but on the hardware employed. We employ a
double-frame single exposure technique, where we take continuous snapshots of the time-evolving
ﬂow ﬁeld using high speed cinematography, and compare consecutive frames using a correlation
function. The ﬂow domain is illuminated using a white light source and the ﬂow is assumed to be
seeded homogeneously with beads that are small and have minute volume fractions, thus do not
have a bearing on the ﬂow [94].
The basis of PIV lies in pattern matching. In order to compare the consecutive images, the
frames are sub-divided into small windows known as interrogation windows, see Figure 4.1(a). The
idea is then to compute the velocity based on the displacement of the particles within the window.
Hence, if we have two frames with intensity ﬁelds I = I(x,t) and I′ = I(x,t + ∆t), then we
divide frame I into interrogation regions and cross-correlate with regions of similar size in I′. An
example is shown in Figure 4.1(a), where we look to ﬁnd the best pattern match for the particles
in interrogation window I1 by comparing it with arbitrary interrogation windows within a search
region, I2, in I′. In general, the grids in I and I′ need not be regular. Further, I1 is not simply
compared with a single region in I2, but to numerous regions in order to ﬁnd the best match.
The interrogation window in frame I is cross-correlated with an arbitrary placed window in
frame I′ using the cross-correlation function
R(x,t) =
 
I1
I(x,t)I(x + ∆x,t + ∆t)dx, (4.1)
where x is the separation vector in the correlation plane, ∆x is the displacement of a particle
between the two images, t is the time and ∆t is the length of time between images [94]. Figure 4.1(b)
highlights a possible match for the interrogation window I1 in frame I′. If this is the maximum
correlation between I1 and any other region in frame I′ then we can compute the displacement
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(a)
∆x
∆y
(b)
Figure 4.1: (a) For PIV evaluation two images with intensities I(x,t) and I(x,t + ∆t) are sub-divided into small
regions known as interrogation windows/regions/areas. The interrogation region in the ﬁrst frame is cross correlated
using a function R(x,t) with a search region in the proceeding frame. In general the frames need not be sub-divided
into regular grids. In this way we can calculate the displacement of particles between frames, and given that the
time-between consecutive image is also known we can obtain velocity measurements from experimental data. (b) A
schematic showing a possible match when I1 is cross-correlated with the search region I2 in (a). The ﬂuid velocity
u can be calculated by u = (∆x,∆y)/∆t. The dotted box is the region in I
′ that best matches the interrogation
window in I, solid box.
of the particles by ﬁnding the oﬀset of the two interrogation areas (see Figure 4.1(b)). From the
displacement of the particles we can then ﬁnd the ﬂuid velocity u = (∆x,∆y)/∆t. A higher density
seeded ﬂuid is best for image velocimetry as it results in a higher signal-to-noise ratio.
We employ the MATLAB toolbox MatPIV to perform the PIV evaluation, which at its core
employs a correlation function based on Euler distances,
R(i,j) =
M−1  
m=0
N−1  
n=0
I1(m,n)   I2(m − i,n − j).
MatPIV also eliminates spurious vectors by applying a range of ﬁlters. For the results shown in this
chapter we employ the signal-to-noise ratio, the peak height, the global histogram and the median
ﬁlters, while also choosing to linearly remove outliers. Further, we employ a multi-pass evaluation
technique. For full details of the method and the removal of outliers see [113].
In order to gain accurate images for the analysis of swimming cells high speed cameras and
high-powered light sources are necessary, which can be expensive especially to achieve a three-
dimensional ﬂow ﬁeld, as either a double camera system or complex single camera systems must be
employed [94]. Furthermore, since the ﬂow ﬁeld is an average of the true ﬂuid ﬂow the properties
derived from the data will suﬀer from this averaging. However, the advantages of such an approach
to measuring velocity ﬁelds are that the technique is non-intrusive and can be used to capture
almost instantaneous velocity ﬁelds.
1424.2 Comparison between simulations and experimental observa-
tions
Recent work by Guasto et al., [39], and Drescher et al., [30], has produced detailed measurements
of the ﬂows around C. reinhardtii in thin ﬂuid layers and cylindrical chambers. Results in both
cases indicated the presence of side vortices in the near ﬁeld and stresslet like behaviour away from
the cell. These results have been included in Appendix H for comparison purposes.
Drescher et al. tracked cells within a chamber at distances where boundary aﬀects were minimal
and as such the mean ﬂow results are analogous to the simulations of free-swimming cells in an
unbounded ﬂuid discussed in Chapter 3. The average ﬂows generated by our three-dimensional
model with RNR beat and dual re-orientation mechanism are displayed in Figure 4.2(a). The
simulations and experimental ﬂow ﬁelds have many characteristics in common, most notably the
lateral vortices generated by the ﬂagellar beat. Furthermore, in both cases the magnitude of the
ﬂow is greatest close to the vortices and toward the anterior end of the cell.
At the posterior and anterior end, the ﬂow is driven forward by the advancing cell. However, at
approximately two body lengths away from the anterior end we observe a stagnation point, beyond
which the motion of the ﬂuid is toward the cell.
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Figure 4.2: (a) The near ﬁeld average ﬂow for a three-dimensional cell with RNR beat and dual mechanism for
re-orientation. The simulations are carried out for the same parameters for the three-dimensional model in chapter 3
and gravity points into the page (θ0 = φ0 = ψ0 = π/2). (b) The decay of the magnitude of the average ﬂow velocity,
| u |, against the distance from the organism, r/R, in various directions, where R is a typical cell body radius,
(3.5  m).  U  is the mean swimming speed of the cells.
From experiments Drescher et al. also computed the spatial decay of the magnitude of the mean
velocity ﬁeld along the cell’s minor and major axes. However, their experimental data limited the
143observations to the near ﬁeld. In Figure 4.2(b) the magnitude of the mean velocity ﬁeld, | u |, is
plotted against the radial distance from the cell, r/R , where R is the body radius along the minor
axis, for the simulation. The near ﬁeld hydrodynamics are similar to the experimental observations.
For ﬂow at the anterior end, “, we observe a drop in magnitude approximately a body length and
half away from the cell. This corresponds to the stagnation point in Figure 4.2(a). A similar trough
is observed along the plane lateral to the cell, º, due to the side vortices. Here, the minimum occurs
a body radius away from the cell.
An obvious limitation in the Drescher et al. experimental results is that only the near ﬁeld
behaviour can be surmised. Looking at the far ﬁeld of the ﬂows generated by our simulations we
observe that rather than a stresslet, the magnitude of the ﬂow velocity decays as r−1, suggesting
that the far ﬁeld behaviour is more akin to a three-dimensional Stokeslet. However, as discussed in
§ 3.4, with the exclusion of sedimentation torques the rate of decay is quicker and the far ﬁeld for
the free-swimmer is a stresslet, with | u | scaling as r−2. The point at which the sedimentation
mechanism begins to dominate is roughly 30 body lengths from the cell.
While Drescher et al.’s work highlighted the average ﬂows, we showed in the previous chapter
how the instantaneous ﬂow ﬁelds diﬀer at individual stages of the beat. Experimentally observed
time-resolved ﬂow ﬁelds for various stages of the eﬀective and recovery stroke were computed by
Guasto et al., who investigated the hydrodynamics of C. reinhardtii within a soap-ﬁlm of depth
15 ± 2  m [39]. The authors also explored the average ﬂows generated by swimmers, which had
similar qualitative behaviour as those velocity ﬁelds in Figure 4.2(a) and [30]. Furthermore, the
decay of the ﬂow velocity as a function of the radial distance also showed good agreement with the
above analysis, at least in the near ﬁeld. Due to the limitations of the experimental observations the
spatial decay in the far ﬁeld could only be inferred from the near ﬁeld results, and results indicated
that it may decay as r−1. While the drop-oﬀ of the ﬂow velocity magnitude was the same as the
results above for a three-dimensional swimmer, that is a three-dimensional Stokeslet, the authors
argued that since the cells were restricted to swimming in thin ﬂuid layers then two-dimensional
hydrodynamics was likely. Consequently, their r−1 scaling could suggest that they have typical
puller behaviour in the far ﬁeld, that is the ﬂow can be adequately described by a two dimensional
stresslet.
Using two-dimensional regularised Stokeslets we calculated the spatial decay of the average ﬂow
144ﬁeld in various directions, for a model with no sedimentary torque, to ﬁnd that in the far ﬁeld
the ﬂow decays roughly as r−1 as expected and as in the experiments, see Figure 4.3(b). The
near ﬁeld behaviour is similar to the three-dimensional case and the experimental observations by
Guasto et al.. However, the distances to the stagnation points are slightly less for the simulation
in comparison to experimental data. Moreover, there is a noticeable increase in magnitude in
the near ﬁeld when employing two-dimensional regularised Stokeslets, in comparison to both the
three-dimensional simulations and the experimental results.
The distinction between the two-dimensional and three-dimensional average ﬂow ﬁelds can be
seen by comparing Figures 4.3(a) and 4.2(a). The main diﬀerences lie in the shape and magnitude
of the side vortices, while there is also a fundamental diﬀerence in the anterior ﬂow. In the two-
dimensional case the vortices are circular and extend further into the ﬂow ﬁeld along the cell’s minor
axis, whereas in the three-dimensional case the lateral vortices are elongated and inclined along the
cell’s principal axis. Furthermore, they produce ﬂows which are smaller than the two-dimensional
results.
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Figure 4.3: (a) The near ﬁeld average ﬂow for a two-dimensional cell with RNR beat. The simulations are conducted
using the same parameter values as the two-dimensional model in chapter 3 with gravity pointing along the cell’s
principal axis and no sedimentation torque. (b) The decay of the magnitude of the average ﬂow velocity, | u | against
the distance from the organism, r/R, in various directions, where R is a typical cell body radius, 3.5  m, and  U  is
the mean vertical swimming speed.
While ﬂow at the anterior end is not greatly eﬀected by the lateral vortices in the three-
dimensional simulations, in the two-dimensional case they cause the ﬂuid to be forced ahead of
the cell at roughly π/4 from the major axis. This is in contrast to the experimental velocity ﬁelds
produced by Guasto et al., which bear a greater resemblance to three-dimensional simulation ﬂow
ﬁelds.
145Using high-speed cinematography Guasto et al. also constructed the velocity ﬁelds for instan-
taneous stages of the ﬂagellar beat. Figure 4.4 shows the evolution of the velocity ﬁelds for our
simulation. The individual stages have been chosen to correspond to the experimental results of
Guasto et al. and comparison between the two highlight how similar the three-dimensional simu-
lation ﬂow ﬁelds are to actual ﬂows generated by bi-ﬂagellate swimmers. For a two-dimensional
simulation the ﬂow ﬁelds also agree with the experimental results, and in fact at certain stages
of the beat the two-dimensional ﬂow ﬁelds are closer to what is observed experimentally, compare
Figures 4.4 and 4.5 with FIG. 3 in [39]. The similarities between experiments and three-dimensional
simulations may be a consequence of the two free surfaces that bound the ﬂow ﬁeld in the experi-
ments.
(a) t = 0.0029 s (b) t = 0.0045 s (c) t = 0.0065 s
(d) t = 0.0082 s (e) t = 0.0090 s (f) t = 0.0143 s
Figure 4.4: Instantaneous velocity ﬁelds for a RNR cell in three dimensions with sedimentation and gravitational
torques (gravity acts into the page). The stages of the beat are chosen to correspond to the evolution of the velocity
ﬁelds shown in Guasto et al. [39]. Gravity acts into the page.
Introducing a single free surface above or below the cell causes a change in the location of the
146(a) t = 0.0029 s (b) t = 0.0045 s (c) t = 0.0065 s
(d) t = 0.0082 s (e) t = 0.0090 s (f) t = 0.0143 s
Figure 4.5: Instantaneous velocity ﬁelds for a RNR cell calculated using two-dimensional regularised Stokeslets, with
gravity acting along the cell’s principal axis. There is no sedimentation torque in the model. The stages of the beat
are chosen to correspond to the evolution of the velocity ﬁelds shown in Guasto et al. [39].
147stagnation point, but more importantly it causes the ﬂow velocity to decay faster in the far ﬁeld
, | u | ≈ r−2 in line with expectations (see Appendix G). However, extrapolation of the far ﬁeld
information from the near ﬁeld data we would expect that | u | ≈ r−1.5, which is similar to what
we observe in the Guasto et al. results (see Figure H.2(b)). Simulations are presented in Figure 4.6
for a cell in a horizontal plane with dual re-orientation mechanism initially displaced 0.71 d along
the positive z-axis from a free surface at z = 0. The location of local minima along the lateral and
anterior direction also appear to be consistent with the experimental results. Moreover, the average
ﬂow ﬁeld for a three-dimensional cell bounded by a free surface at z = 0 is shown in Figure 4.6(a),
which unlike the two-dimensional results exhibit qualitative behaviour similar to that obtained
experimentally by Guasto et al.. For a single free-surface below the cell the results are the same as
above, providing that the distance between cell and surface is the same in both cases. The distance
between cell and free-surface does have a bearing on the cell behaviour in the near ﬁeld. When the
cell is closer to the free surface we observe a small increase in the magnitude of the ﬂow velocity.
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Figure 4.6: (a) The near ﬁeld average ﬂow for a three-dimensional cell with RNR beat and dual mechanism for
re-orientation in the presence of a free surface. Gravity acts into the page. The simulations are carried out for the
same parameters for the three-dimensional model in Chapter 3. The presence of the free surface is accounted for
using images systems, c.f Appendix G. (b) The decay of the magnitude of the average ﬂow velocity, | u | against
the distance from the organism, r/R, in various directions.
Figure 4.7 shows the series of velocity ﬁelds generated by a cell swimming parallel above a
free-surface; surface is located at z = 0 and cell is 0.71 d above boundary. As with the earlier
instantaneous velocity ﬁelds the near ﬁeld characteristics are similar to the experimental results,
and the location of the stagnation points between experimental results seems to be closer to the
free-surface simulations than the straight three-dimensional results.
The discrepancy between the free-surface simulations may be attributed to the fact that exper-
148(a) t = 0.0029 s (b) t = 0.0045 s (c) t = 0.0065 s
(d) t = 0.0082 s (e) 0.0090 s (f) t = 0.0143 s
Figure 4.7: Instantaneous velocity ﬁelds for a RNR cell located 0.71 d above a free surface at z = 0. The stages of
the beat are chosen to correspond to the evolution of the velocity ﬁelds shown in Guasto et al. [39]. Gravity acts into
the page.
149imentally the cell sits between two free-surfaces, hence with the inclusion of a second surface above
the cell we may ﬁnd that the time-resolved ﬂows in Figure 4.7 are more in-line with the experi-
mental results. However, constructing the image system for two parallel plates is more complicated
than a single boundary and is beyond the scope of the present work.
A discussion of the image system for a regularised Stokeslet in the presence of a free-surface
can be found in Appendix G.
4.3 Experimental observations of bi-ﬂagellate micro-organisms
Sub-cultures of Chlamydomonas reinhardtii (CCAP 11/32B) are grown in Bold’s Basal Medium [13]
in a 12:12 hr bright/dark cycle. Dunaliella salina (CCAP 19/18), are also grown in 12:12 hr
bright/dark cycle, however they are grown using a media communicated by Juergen Polle based
on the studies of Pick et al. [86]. Suspensions of cells are seeded with polystyrene coated colloids,
which have radius 123 nm and are dyed using rhodamine B. The seeding of the ﬂuid domain is
necessary for PIV evaluation, see § 4.1.1. The samples are examined under an Olympus CKX41 in-
verted microscope with illumination provided by an external ﬁbre-optic cold light source, SCHOTT
KL2500LCD. The high power light source has an inbuilt red ﬁlter which is used to block wave-
lengths less than 650 nm. This is necessary to prevent unwanted phototactic and photophobic
responses. Observations of cells are captured using a high-speed, high-sensitivity CMOS camera
(Mikrotron EoSens CL), with frame rate ﬁxed to 500 fps. The recording of images was achieved
using MotionBLITZ Director software. The images obtained are via bright ﬁeld microscopy and a
schematic of the experimental conﬁguration is shown in Figure 4.8(a).
The sample chambers used to examine the two bi-ﬂagellates are both constructed via the same
procedure:
Bead solution 20  l of beads are mixed with 50  l of distilled water. Bead solution is kept at
room temperature and is mixed to ensure an equal spread throughout the sample using a
vortex mixer, Jencons-plc VX100.
Bead cell solution 100  l cell culture is mixed with 20  l of bead solution and lightly mixed.
Sample chamber Approximately 30  l bead cell solution is placed between a glass slide and a
cover-slip. The slide/cover-slip stack is then inverted and rested on its own weight for a couple
150Inverted microscope
Light Source
High-speed camera
(a)
40mm
Glass slide
Cover-slip
≈ 5  m
75mm
Nail Varnish
Bead-cell solution
(b)
Figure 4.8: (a) A schematic of the experimental apparatus. An external light source, SCHOTT KL2500LCD, is
used to illuminate the sample. The sample is analysed employing an inverted microscope, Olympus CKX41, and
a high-speed camera, Mikrotron EoSens CL. The camera is connected to a PC where recording of images can be
performed using the bespoke software, MotionBLITZ Director. (b) A schematic of a typical sample. A small drop of
bead-cell solution is placed between a glass slide and cover-slip stack. The stack is then compressed by inverting the
slide and allowing it to rest on its own weight. In order to limit evaporation the cell is sealed using nail varnish.
of seconds in order to drain excess ﬂuid and limit the out-of-plane motion of cells. Finally,
the slide cover-slip stack is sealed using a nail varnish/hardener. This prevents evaporation
of the sample.
4.3.1 Observations of Chlamydomonas reinhardtii
Cells with trapped bodies
We ﬁrst examine the ﬂows generated by ﬁxed C. reinhardtii, that is cells trapped between slide and
cover-slip such that the ﬂagella are free to beat normally, but the cell does not translate. Figures of
temporally averaged ﬂow ﬁelds are displayed in Figure 4.9 for four diﬀerent cells. However, there
are two common features amongst all the swimmers, and that is the large circular side vortices and
the magnitude of the generated ﬂow. Like the free-swimmer simulations we observe that the ﬂow
is strongest at the anterior end of the body and around the ﬂagella. However, the magnitudes are
considerably smaller than what we observe in simulations for a ﬁxed cell either in two-dimensions
or in three-dimensions. Furthermore, for a ﬁxed cell in three dimensions the ﬂagella do not generate
side vortices. This suggests that the reason for such pronounced lateral eddies is the presence of
the no-slip boundaries (result of the slide/cover-slip stack).
A single boundary close to the ﬁxed cell, Figure 4.10(a), does induce lateral vortices, however
they remain closer to the body than observed experimentally. Furthermore, the strength of the ﬂow
is far greater in the simulations. Figure 4.10(a) highlights the ﬂow for the simulation of a cell ﬁxed
at its centre-of-buoyancy and positioned 0.36 d from a stationary plane boundary. The simulation
151(a) (b)
(c) (d)
Figure 4.9: Average velocity ﬁelds for four individual C. reinhardtii cells. The data is for cells trapped between a glass
slide/cover-slip stack and the velocity ﬁelds are computed using the PIV evaluation system MatPIV [113]. If we take
north to be at the top of the page and south at the bottom. then the cell in (a) has its ﬂagella pointing south-east.
Here, the velocity ﬁeld has been averaged over 500 frames. (b) The cell’s anterior end is pointing north-west, whereas
both (c) and (d) are pointing north. The ﬂow ﬁelds for (b)–(d) have been averaged over 1300 frames. Velocity
magnitudes given in body lengths per beat.
152shows that like the experiments the ﬂow is greater around the ﬂagella, however, the lateral vortices
are elongated along the cell’s principal axis rather than along the minor axis like the experimental
results. Consequently, we observe the ﬂow at the posterior end of the cell being pulled back up
toward the body by the beating ﬂagella. In the experimental case this does not happen, perhaps
due to the low magnitude ﬂows generated by the ﬂagellar beat.
A comparison between the spatial decay plots for the simulations (Figure 4.10(b)) and the
experimental data (Figure 4.11) further emphasises the discrepancy in the magnitudes. Moreover,
the decay lateral to the cells show that the lateral vortices occur closer to the simulated cell, local
minima are 0.4 d from the cell for simulations and just over a body length from the cell centre for
the experimental data. Note that the large dip in magnitude for r/R close to 100 is due to the
mask placed over the cell body during the PIV evaluation. The mask is necessary due to the PIV
algorithm picking up on changes in the image intensity on the body (this is a consequence of the
pre-processing of images to make them suitable for PIV on the whole).
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Figure 4.10: (a) The average velocity ﬁeld for a cell with RNR beat ﬁxed at its geometric centre such that its ﬂagella
are able to beat, but the body can not move. The cell is in the close proximity to a solid no-slip boundary located
0.36 d below the cell, measurement is from cell centre to wall. Gravity points into the page. (b) The spatial decay
of the velocity ﬁeld generated in (a). The drop-oﬀ is computed in various directions from the cell. R is the length of
the semi-minor axis of the cell body.
From Figure 4.10(b) we observe that | u | decays as r−3 along the major axis, and r−4 along
the minor axis. However, for the experimental results, Figure 4.11, the near ﬁeld behaviour suggests
that | u | decays in the range O(r−1)–O(r−2). Liron and Mochon [69] predicted that components
of the ﬂow generated by a Stokeslet moving parallel between two plates would behave as a two-
dimensional source doublet, which would imply that the ﬂow velocity drops oﬀ as r−2 rather than
r−3, as observed in the single boundary case. This decay is consistent with the experiments and
153suggests that if the model were extended to include a second boundary then we may observe the
same trends as the experimental results.
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Figure 4.11: The decay in the magnitude of the mean ﬂow velocity, | u |, with respect to the radial distance r/R,
for the ﬂow ﬁelds displayed in Figure 4.9. The decay is shown through four lines intersecting the cell; two along the
major axis and two along the cell’s minor axis. Solid and dashed straight lines have gradients −2 and −1 respectively
and are shown for comparison purposes.
Compared to the experimental results for a free-swimming cell, see Guasto et al. [39] and Dresher
et al. [30], we observe changes in the behaviour of the ﬂow throughout the domain due to the cell
body no longer driving the ﬂow forward. Unlike a free-swimmer the ﬂow for the ﬁxed cell has no
general stagnation point close to the cell, and has a decay in magnitude of the ﬂow ﬁeld similar
to a cell in a thin liquid ﬁlm [39]. The simulation for a ﬁxed cell above a single parallel boundary
does have a stagnation point, although it is less pronounced than for a ﬁxed three-dimensional cell
with no boundary. This perhaps suggests that the inclusion of a second boundary may result in no
stagnation point within a few body lengths of the cell.
Instantaneous velocity ﬁelds have been displayed for a ﬁxed cell in Figure 4.12, where the
magnitude of the ﬂow ﬁeld is reﬂected in the shade of the arrows, darker shades corresponding to
154higher magnitudes. We observe that the eﬀective stroke stage of the ﬂagellar beat creates higher
magnitude ﬂows than the recovery stage. Furthermore, motion of the ﬂagella at the end of the
beat results in very little ﬂow, with the large vortices observed during the early stages of the beat
reducing substantially in size. The result is that much of the ﬂow lies close to the ﬂagellar tips. In
fact, for the majority of the beat the vortices are focused around the ﬂagellar tip.
(a) (b) (c)
(d) (e) (f)
Figure 4.12: Instantaneous velocity ﬁelds based upon the experimental observations of C. reinhardtii. Results are
based on the same experiments as in Figure 4.9(b). The shaded arrows highlight both the direction of the ﬂow and
the magnitude, with darker shades corresponding to higher magnitude ﬂows.
Free swimming cells
When the gap in glass-slide/cover-slip stack is larger than the cell radius then the cell is free to
move. In Figure 4.13(a) trajectories, captured over various times, t ≈ 0.5-2.8 s, are recorded for
individual cells that are free from obstacles and interactions with other cells within a few body radii.
The data suggests that over short time-scales, changes in cell orientation are minor. Furthermore,
any changes in orientation are the result of an asymmetric beat, although substantial rotation is
often the result of one ﬂagellum remaining inactive. Figure 4.13(b) captures this phenomena for
various cells over a short time, particularly the cell belonging to the right-hand trajectory. Over a
155single beat the trajectories are similar to those observed in the simulations, see Chapters 3, 5 and
6. Figure 4.13(c) shows the behaviour of three cells over the course of a ﬂagellar beat. With respect
to the Cartesian axes used in the simulations the experimental cells have Euler angles at the ﬁrst
recorded image of θ0 = π/2, ψ0 = π/2 and φ0 as displayed in the legend. Due to the depth of the
chamber, cells can not move out of the plane without coming into contact with either surface.
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Figure 4.13: Trajectories for experimental observations of free-swimming C. reinhardtii. (a) Trajectories for eleven
individual swimmers over multiple beats. The number of beats diﬀers between trajectories, however, roughly the data
is between 20–120 beats. (b) The behaviour of cells over a shorter time, highlighting the stop/start nature caused
by the eﬀective and recovery stroke. (c) The behaviour of three individual cells over the course of a single beat. The
Euler angle φ0 and (i, j, k) represent the same angle and the Cartesian axis discussed in Chapter 2. In all cases
gravity acts into the page.
From the trajectories we can also obtain estimates for the instantaneous velocity of the swim-
mers. In Figure 4.14 typical swimming speeds along the x and y axes are displayed as functions of
time for swimmers initially inclined π/2 from the vertical Cartesian axis k and orientated such that
ψ0 = π/2 while φ0 is dependent on the individual cell (see caption). As with the simulations (see
Chapter 3) the cells have clearly deﬁned eﬀective and recovery stroke behaviour. The simulations
are for unbounded free-swimmers and as such there are magnitude diﬀerences. However, qualita-
tively the change in swimming speed over a single beat is similar for simulations and experiments,
although it is hard to draw any ﬁrm conclusions.
The experimental data is captured during a period of synchronous ﬂagellar beating. When the
ﬂagellar beat is asynchronous the behaviour of the cell changes and this is reﬂected in the swimming
speed versus time curves displayed for an individual cell in Figure 4.15, where the swimming speed
during the asynchronous stage, beats 33-36, are larger than those during the symmetric beat.
Moreover, there is a noticeable change in frequency; for the beat beginning at time t = 32 b the
cell oscillates approximately 50 Hz, however for the beat beginning at t = 33 b the cell oscillates
with frequency 125 Hz.
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Figure 4.14: The swimming speed along the x- and y-axes over a single beat. The data is presented for three
individual cells beating using symmetric strokes. The solid line denotes the swimming speed along x-axis, whereas
the dashed line represents the swimming speed along the y-axis.
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Figure 4.15: The aﬀect that an asynchronous beat has on the instantaneous swimming speed of a C. reinhardtii cell.
The dashed line represents the component of the velocity along the y-axis, whereas the solid line denotes the swimming
speed along the x-axis. Furthermore, during periods of asynchrony cells tend to rotate in the same plane that the
ﬂagella beat. Rotation out of the plane occurs when the ﬂagella have signiﬁcant motion out of the plane of swimming
1574.3.2 Observations of Dunaliella salina
Cells with trapped bodies
The behaviour of the ﬂow generated by the ﬂagella when the cell body is ﬁxed is the same for D.
salina as it is with C. reinhardtii. That is, we observe large lateral eddies that pull the surrounding
ﬂuid close to the body with the higher magnitude ﬂows focused upon the region close to the
ﬂagella, see Figure 4.16. However, the vortices lie closer to the D. salina cell body, which is likely
a consequence of the ﬂagellar beat being more focused along the sides of the body.
(a) (b)
Figure 4.16: Flow ﬁelds for two examples of trapped D. salina. The cells are trapped between glass slide and cover-
slip, but their ﬂagella are free to beat. Flow ﬁelds are constructed using the PIV software MatPIV [113]. (a) The
ﬂow ﬁelds are averaged over 1000 frames. The cell’s anterior end is pointing northward, where north is toward the
top of the page. (b) The velocity ﬁelds are averaged over 1300 frames and the cell is pointing north-west.
Figure 4.17 displays the decay of the ﬂow velocity for the cells in Figure 4.16 and we observe
local minima along the lateral curves just as we did for the C. reinhardtii cells; the local minimum
that occurs along the posterior end is most likely due to noise, as we can see that in Figures 4.16(b)
the ﬂow ﬁeld is sporadic away from the cell. Comparing with the C. reinhardtii observations we
also see that there is a greater drop in magnitude in the near ﬁeld with D. salina, which again can
be attributed to the ﬂagellar extension being less with the D. salina cell.
Free swimming cells
A typical trajectory over a single beat is shown in Figure 4.18(a). The trajectories are similar to C.
reinhardtii in that we observe distinct behaviour during the eﬀective and recovery stroke. However
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Figure 4.17: The decay of the mean ﬂow velocity magnitude, | u |, as a function of radial distance, r/R, where R is
the length of the cell’s semi-minor axis. The data corresponds to the ﬂow ﬁelds in Figure 4.16 and has been computed
through four directions. The solid and dashed lines are shown for visualisation purposes and have gradients of −2
and −1 respectively.
D. salina tend to have ﬂagellar beats that are mostly asynchronous and the result is that we see
a lot of wiggling of the cell body, which is reﬂected in the trajectories when φ0 = −5π/36 and
φ0 = 10π/9. Note that with respect to the Cartesian axis deﬁned in Chapter 2, k points out of the
page and the initial orientation of the experimental swimmers is in the xy-plane; θ0 = ψ0 = π/2.
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Figure 4.18: (a) Trajectories over the course of a single beat for three experimental observations of swimming D.
salina. (b) The behaviour of the swimming speed along the x-axis, solid line, and y-axis, dashed line, over a number
of beats. Here we have identiﬁed a region where we have a period of synchronous swimming followed by a period
of asynchronous swimming. During the asymmetric beat the magnitude of the instantaneous velocity is increased.
After the asynchronous beat we observe a period where the cell is rotating out of the plane.
The asynchrony of the D. salina ﬂagellar beat can be observed in the swimming speed as
a function of time plot in Figure 4.18(b). Through beats 35–37 we observe symmetry between
ﬂagella, whereas between beats 37–38 the ﬂagella beat asymmetrically and as a consequence we
observe large spikes in the velocity. The mean velocity over the beat is U = (0.0331, 0.0349) d b−1,
over twice the speed along the x-axis observed for the preceding symmetric beat. Furthermore, the
asynchronous beat actually causes the cell to rotate out of the plane and consequently we observe
159a diﬀerent trend in the behaviour which follows it (see beats 38–40 in Figure 4.18(b)).
In Figure 4.19 the swimming speed versus time curves are shown for the same cell that produced
the trajectories in Figure 4.18(a). For the individual swimmers we see that like C. reinhardtii there
are positive swimming speeds during the eﬀective stroke followed by a period where the cell is
displaced backward along its principal axis. This is clearer in Figure 4.19(a) when the two ﬂagella
beat at the same frequency. When the ﬂagellar beat is slightly asymmetric the swimming speed
time curves are less clear. For all images the solid and dashed lines show the swimming speed along
the x- and y- axes, respectively.
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Figure 4.19: The swimming speed over the course of a single beat for three individual cells. The speeds are derived
from the trajectories in 4.18(a). The solid and dashed-lines show the swimming speed along the x- and y- axes,
respectively.
Observations of ﬂagellar beating
Although both Chlamydomonas and Dunaliella are bi-ﬂagellates the ﬂagellar beats are diﬀerent for
both types of algae. For Chlamydomonas we observe a breast-stroke like motion. For Dunaliella we
observe that during the eﬀective stroke bending waves move the ﬂagella toward the posterior of
the cell. During the recovery stroke the ﬂagella are restored to their initial position by the same
bending wave. A typical stroke for D. salina is shown in Figure 4.20, where we can see that as with
Chlamydomonas the two strokes are not distinct. Furthermore, we can see that the ﬂagella extend
further towards the posterior end and closer to the cell body during the recovery stroke and extend
further in the direction of the cell’s minor-axis during the eﬀective stroke than is generally observed
with Chlamydomonas. For the majority of the time D. salina exhibit asynchronous ﬂagellar beats,
one ﬂagellum beats with a greater frequency than the other [109].
It is also common for species of Dunaliella to have ﬂagella slightly longer than their cell body.
In the case of D. salina the ﬂagella can be as large as 1.5 times the body length [14].
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Figure 4.20: Images detailing the ﬂagellar positions for a typical ﬂagellar beat for D. salina. The beat is distinct
from other bi-ﬂagellates like Chlamydomonas.
4.4 Simulation results for Dunaliella beats
We explore the behaviour of cells with prescribed beat patterns based upon the experimental
observations highlighted in Figure 4.20. A re-plotting of the right-hand ﬂagellum is shown in
4.21(a), which also details the geometry of the body employed in the model. This was chosen as
the average shape of the cells sampled experimentally were elongated along their principal axes. Due
to the lack of cell wall the shape of the cells vary depending on their life-cycle and environment [14]
(see Figure 4.20 where the body is egg-shaped).
The ﬂagellar abscissa are generated via the same process outlined in § 2.3, whereas the body
abscissa are obtained by generating a ring of points which trace out the body shape. For αi = πi/N
we have for a cell pointing in the z-direction,
(xij, yij, zij) = (ri sinαi cosβj, ri sinαi sinβj, rc cosαi),
where i = 0,1,...,N, j = 1,2,...,Ni, βj = 2πj/Ni and Ni is the smallest integer greater than
2N sinαi. The radius ri = ra+i(rb−ra)/N is used to control the width of the body at the anterior,
middle and posterior ends of the cell by varying the width at diﬀerent stages in the z-direction.
If ra > rb then we can generate a body with a similar shape to that displayed in Figure 4.20.
The radius rc is used to control the length of the cell. This process generates approximately equal
abscissa for the body. Here we chose ra : rb = 1.3 d and rc = 0.5 d. The regularisation parameter
for the body is chosen based on its geometry. For the body we choose ǫb = C
 
P/Nb
m, where Nb
161is the number of nodes on the body, the factors C and m have been chosen to equal 0.22 and 0.9
based on the work of Ainley et al. [1], while P is the area of the body. We set the number of nodes
on the body Nb = 631, Ni = 22, so that it is comparable with the previous model. Nodes lying
on the ﬂagella are spaced ∆s = 0.0417 with ǫf = 0.01 based on the analysis carried out for the
Chlamydomonas beat patterns.
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Figure 4.21: (a) Schematic of the ﬂagellar beat pattern obtained from experimental observations of D. salina, see
right-hand ﬂagellum in Figure 4.20. (b) re-plotting of experimental observations of Dunaliella bioculata conducted
by Schoevaert et al. [109]
As well as considering our own experimental beat patterns we also show results based upon
the experiments of Schoevaert et al. [109], who captured detailed images of the beat pattern for
Dunaliella bioculata, which have been re-plotted in Figure 4.21(b). Comparison between the two
schematics in Figure 4.21 show that there are some minor diﬀerences between the two species. For
the Schoevaert et al. beat we consider the two symmetric cases as well as the asymmetric case,
which are denoted SKCML, SKCMR and SKCM, respectively.
For all beat patterns we consider cells which re-orientate to the vertical ﬁxed space axis through
the coupling of sedimentation and gravitational torques. Furthermore, we study uni-planar motion,
φ0 = ψ0 = 0, and thus all rotation is around the y-axis. Dunaliella generally have body diameters
larger than Chlamydomonas, hence the SI units in Table 2.1 need to be scaled accordingly. For all
beat patterns we take the body length of the organisms to be 12  m.
The simulations are conducted using the method of regularised Stokeslets as before with the
same blob deﬁnition, and hence the same equations, as employed in the three-dimensional un-
bounded analysis in Chapter 3.
1624.4.1 Analysis of cell swimming speeds and rotation rates
As with Chlamydomonas we observe an eﬀective stage of the beat and a recovery stage where
the cells move forward and backward along their principal axes, respectively. For a cell initially
orientated along the vertical axis, θ0 = 0, the swimming speed along the z-axis, Uz, is displayed as
a function of time in Figure 4.22(a) for the ﬂagellar beats in Figure 4.21. The speed-time curves
of the SKCM beats all exhibit the same characteristics: the magnitude of the swimming speed
increases during the beginning of the eﬀective and recovery strokes, whereas during the transition
stages of the two strokes the magnitude decreases. In contrast for the DS beat we observe periods
of acceleration and deceleration throughout the eﬀective and recovery stoke. Furthermore, we also
observe periods of down-swimming and up-swimming during both aspects of the beat.
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Figure 4.22: (a) The vertical swimming speed Uz as a function of time for all four beat patterns considered. Since
θ0 = 0 then only the z-component is non-zero, except in the case of the SKCM beat where the asymmetry between
ﬂagella results in some motion the direction of i. (b) The rotation rate around the y-axis, Ωy, over a single SKCM
beat. (c) The change in Euler angle θ over the course of a SKCM beat.
The DS beat swims with average swimming velocity  U  = (0, 0, 0.0833) d b−1 and is the
slowest of all the beat patterns. Of the SKCM beats the right-reﬂection beat is slowest and has
an average swimming velocity  U  = (0, 0, 0.0869) d b−1, 4% larger than the DS beat. For
the SKCML and SKCM beats, respectively,  U  = (0, 0, 0.01099) d b−1 and  U  = (−1.7 ×
10−3, 0, 0.0981) d b−1, which are 26% and 13% larger than the SKCMR beat. Moreover, the
asymmetric beat, SKCM, has a component of velocity along the i axis due to the imbalance in the
torques generated by the ﬂagella causing the cell to rotate.
From our analysis of the swimming cell in Chapter 3 we would expect, when θ0 , 0 there is a
reduction in the magnitude of the mean swimming speed along the z-axis,  Uz , and an increase in
the magnitude of the swimming speed along the y-axis, for 0 < θ ≤ π/2.
The rotation rate around the y-axis, Ωy, is shown against time in Figure 4.22(b) for the SKCM
163beat. Averaging over the beat we ﬁnd that the average rotation rate  Ωy  = 0.0248 b−1. The
change in sign of Ωy over the course of the beat implies that the cell is rotating clockwise then anti-
clockwise depending on the stroke. This is clearer in the change in θ over time plot, Figure 4.22(c),
where we can see that at the start and end of the beat because the left-hand ﬂagellum generates
larger viscous torques we observe the cell rotating clockwise, increasing θ. However, after about a
ﬁfth of the beat the right-hand ﬂagellum begins to have a more pronounced aﬀect on the behaviour
of the cell and eventually we observe larger torques on the right-hand side, which cause the cell
to rotate anti-clockwise, decreasing θ. As the recovery stroke ends the motion of the left-hand
ﬂagellum causes the cell to rotate back to the vertical axis and beyond.
When θ , 0 or π the re-orientation mechanism causes the cells to rotate toward the vertical axis.
For the asymmetric beat pattern the rotation due to the re-orientation mechanism is instantaneously
swamped by the rotation caused by the ﬂagella asymmetry. For θ0 = 0.8976 the average rotation
rate for the SKCML beat is  Ωy  = −2.8 × 10−3 b−1, whereas the magnitude is smaller for the
SKCMR and DS beats,  Ωy  = −2.5 × 10−3 b−1 and −1.9 × 10−3 b−1, respectively. Compared
to when θ0 = 0 there is a 10% decrease in the magnitude of  Ωy  when the cell beats using the
asymmteric SKCM beat. Hence, the re-orientation mechanism is having some bearing on the
rotation of the asymmetric cell.
The behaviour of the rotation rate over the course of a single beat is shown for the three
symmetric beat patterns in Figure 4.23(a). Throughout the beat the rotation rate is negative
signifying that the cell is rotating anti-clockwise, which is as expected since the cell is seeking to
align toward the vertical axis. Observations of the the three beats at the start of the eﬀective stroke
and the end of the recovery stroke show that the rotation of the cell decreases as the ﬂagella extend
along the minor axis. As the tips begin to move closer to the body, end of eﬀective and start of
recovery, we ﬁnd that the rate of rotation increases. Hence, like Chlamydomonas there are periods
of the beat when the cells are more inclined to rotate.
4.4.2 Analysis of cell trajectories, change in orientation
As suggested by the average rotation rates for the symmetric beat patterns the cell which moves
closer to the vertical over a beat when θ0 = 0.8976 is the SKCML beat. Figure 4.23(b) shows
how the the angle between the vertical Cartesian axis and cell orientation vector reduces over the
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Figure 4.23: (a) The rotation rate around the y-axis, Ωy, against time, t, for the symmetric beat patterns and
θ0 = 0.8976. (b) The change in orientation angle θ over time for cells initially orientated 0.8976 from the vertical.
(c) Trajectories over a single ﬂagellar beat for all beat patterns. Here θ0 = 0.45.
course of a single symmetric beat. Furthermore, the change in θ over the course of the SKCML
beat is greater for negative θ0. For the asymmetric beat we ﬁnd that over a single beat the angle
between the cell’s principal axis and k actually increases. This is a consequence of the large beat
induced rotation rate. However, over the course of many beats the mean orientation of the cell
is still upwards due to the gravitational and sedimentary re-orientation component of the rotation
rate.
Cell trajectories are shown for all four beat patterns in Figure 4.23(c). For the symmetric
beat patterns the movement is similar, during the eﬀective stroke the cell moves forward along its
principal axis and during the recovery stroke the cell is displaced backward, with an orientational
adjustment towards the vertical. The asymmetric beat SKCM exhibits similar behaviour, except
we observe curved trajectories due to the cell ‘wiggling’ throughout the beat. The trajectory for the
SKCM resembles the trajectories for the experimental observation of D. salina in Figure 4.18(a),
dashed-line. The results in Figure 4.23(c) are for θ0 = 0.45 radians.
4.4.3 Analysis of cell re-orientation times
Table 4.1 shows the maximum orientation rate, β, the viscous torque parameter, α⊥, and the
gyrotactic re-orientation time, B, for the various beat patterns, see § 2.6.2 for discussion of these
properties.
The maximum orientation rate for the symmetric beat patterns range from 0.1533 to 0.1784 s−1,
where the smallest is the DS beat and largest is the left symmetric SKCM beat. This is primarily
the consequence of the viscous rotational drag generated by the DS beat being larger than the
165Table 4.1: The numerical estimates of the maximum orientation rate β, the viscous torque parameter α⊥ and the
re-orientation time B for a cell with dual re-orientation mechanism.
Beat β (s−1) α⊥ B (s)
SKCML 0.1784 5.7451 2.8023
SKCMR 0.1598 6.4151 3.1292
SKCM 0.1619 6.3325 3.0889
DS 0.1533 6.7783 3.2607
other beats: we observe an 18% increase in α⊥ compared to the SKCML beat and a 6% increase
compared to the SKCMR beat. A consequence of smaller β is that the time taken for the cell to
re-orientate is greater for the DS beat. Compared to the SKCML and SKCMR beats the DS beat
takes, respectively, 0.46 s and 0.13 s longer to orientate toward the vertical axis.
4.4.4 Flow ﬁelds generated by free-swimming cells
Average velocity ﬁelds are shown for the four cells in Figure 4.24. Consistent between the symmetric
beat patterns are the lateral vortices and how the magnitude of the ﬂow is strongest at the anterior
end of the body and close to the basal end of the ﬂagella. However, the average geometry and
position of the ﬂagella over the beat appears to have a signiﬁcant bearing on the shape of the vor-
tices. For the SKCML beat, Figure 4.24(a), the vortices dominate the near ﬁeld and, consequently,
the stagnation point lies further away from the cell. The location of the stagnation point can be
observed from the decay of the magnitude of the average ﬂow velocity, | u |, as a function of r,
the distance from the cell, in Figure 4.25(a). We can see that the local minimum along the anterior
direction, which corresponds to stagnation point, lies 4–5 body lengths from the cell. Furthermore,
we can also see a similar stagnation point appear at a similar distance at the posterior end of the
cell.
For the cell with the SKCMR beat the average ﬂagellar position is further along the minor
axis from the cell body than the SKCML beat and this has an eﬀect on the lateral vortices. In
Figure 4.24(b) there appears to be a reduction in the extension of the vortices along the anterior end
of the cell compared to the SKCML beat. Consequently, the stagnation point at the anterior end
moves closer to the cell, see Figure 4.25(b). The ﬂagella for the DS cell lie even further from the cell
body, hence the stagnation point lies closer to the cell than the SKCM beats. Figures 4.24(c) and
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Figure 4.24: The average ﬂow ﬁelds for free-swimming cells with the four beat patterns SKCML, SKCMR, DS and
SKCM. Contours show the magnitude of the ﬂow velocity, with darker shades highlighting larger ﬂows. Average
ﬂagellar positions are also shown.
1674.25(c) show how the stagnation point lies roughly a body length from the anterior end of the
cell. Another result of the ﬂagella lying further from the body is that the stagnation point at the
posterior end moves slightly further from the cell, a consequence of the rear bias of the vortices.
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Figure 4.25: The decay in the magnitude of the average ﬂow velocity, | u |, with respect to the distance r from
the centre of the cell. The drop-oﬀ is computed through various directions and for the four beat patterns SKCML,
SKCMR, DS and SKCM.
As we would expect, the ﬂows generated by the SKCM beat are not symmetric, and we end up
with skewed vortices that lie closer to the body than the symmetric beat patterns. In Figure 4.25(d)
we can see from the decay in | u | that the stagnation point along the anterior end of the cell lies
further from the cell, whereas the stagnation point at the posterior end lies closer to the cell when
compared to ﬂow ﬁelds for the symmetric cells.
From Figure 4.25 we also observe far ﬁeld behaviour which is similar for all beat patterns.
Along all four directions considered we observe that the magnitude of  u  is greater along the cell’s
principal axis. Furthermore, the decay of the ﬂow velocity is approximately r−1 in all directions.
Hence, in the far ﬁeld the ﬂow is dominated by a three-dimensional Stokeslet. The low order
singularity is the result of the sedimentation of the cell. When the mechanism does not include
sedimentary forces we observe that | u | decays as r−2, a stresslet in three-dimensions. Thus,
168despite a geometrical diﬀerence in the beat patterns compared to other bi-ﬂagellates Dunaliella cells
behave qualitatively the same in the far ﬁeld.
Velocity ﬁelds for a typical stage of the eﬀective stroke are shown for all cells in Figure 4.26. For
each beat pattern we observe that the higher magnitude ﬂows are focused around the ﬂagellar tip.
Furthermore, of the symmetric beats the SKCMR beat exhibits stronger ﬂows for this time-step
and for the majority of the ﬁrst quarter of the beat, whereas the SKCML cell produces larger
magnitude ﬂows toward the end of the eﬀective stroke. In general, the DS beat has weaker ﬂows
throughout the eﬀective stroke, but larger ﬂows toward the end of the recovery stoke, compared to
the other beat patterns.
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Figure 4.26: The instantaneous velocity ﬁelds for free-swimming cell with the four Dunaliella beat patterns. The
ﬂow ﬁelds are for a typical stage of the cells’ eﬀective stroke. Contours show the magnitude of the ﬂow velocity, with
darker shades highlighting larger ﬂows.
As the geometry of the ﬂagella is slightly diﬀerent in each instance we observe structurally
diﬀerent ﬂows. However, for the two SKCM symmetric beats the time-evolution of the ﬂow ﬁelds
are similar: large lateral vortices beginning at the posterior end of the cell move toward the anterior
end over the course of the eﬀective stroke and at the same time small vortices at the anterior end
move further from the cell and grow in size. In general, we ﬁnd that the ﬂows generated by the
169SKCML beat are similar in shape to the ﬂows of the SCKMR beat at later time-steps; the SKCML
beat is roughly 0.41 ms (0.0204 b ) ahead of the SKCMR beat. However, as mentioned there are
diﬀerences in magnitude.
The vortices located at the anterior end of the DS cell are caused by ﬂagella dragging ﬂuid toward
the body while the body simultaneously pushes the ﬂuid forward. As the ﬂagellar tips move closer
to the body and the posterior end of the cell, the vortices also move toward the posterior end of the
the cell. Toward the end of the eﬀective stroke the basal end of the ﬂagella move in the direction of
the cell’s principal axis dragging the ﬂagella upward, resulting in vortices emerging at the rear of
the cell. This leads to the types of ﬂow shown in Figure 4.27(c) during the recovery stroke. Once
again, the higher magnitude ﬂows are close to the body, and in this instance we see that as the
ﬂagella lie so close to the body, there is very little ﬂow away from the cell.
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Figure 4.27: The velocity ﬁelds for free-swimming Dunaliella cell during their recovery strokes. The ﬂow is shown
for four examples of Dunaliella ﬂagellar beats. Contours show the magnitude of the ﬂow velocity, with darker shades
highlighting larger ﬂows.
Typical recovery stroke ﬂow ﬁelds are shown for all four beat patterns in Figure 4.27. The
ﬂow ﬁelds for the SKCM beats exhibit similar behaviour over the recovery stroke as the DS beat,
although as shown in Figures 4.27(a), (b) and (d) certain aspects of the beat result in an increases
170in the number of vortices close to the cell. For all beats the main distinction between eﬀective and
recovery stroke behaviour is the diﬀerence in the direction of the ﬂow.
The asymmetric instantaneous velocity ﬁelds follow a similar time-evolution to the other beat
patterns and the ﬂows are an amalgamation of the two symmetric cases; the ﬂagellum creating the
largest viscous torques have a greater bearing on the shape of the ﬂow.
4.5 Discussion
We have shown that our simulations of green bi-ﬂagellate C. reinhardtii, using the method of
regularised Stokeslets, are in good agreement with the very recent experiments conducted in the
literature [30,39]. Furthermore, we have highlighted that the two-dimensional hydrodynamics that
were alluded to in experiments by Guasto et al. [39] may in fact either be due to the eﬀect that
the close-surfaces have on the cell or a result of inferring far ﬁeld behaviour from the near ﬁeld
characteristics, which can be problematic.
Using particle image velocimetry (PIV) we constructed ﬂow ﬁelds from experimental observa-
tions of C. reinhardtii and D. salina in shallow chambers. The depth of the chambers were made
such that the cell body was trapped leaving the cell able to beat ﬂagella, but unable to translate.
While the no-slip eﬀect of the boundary will have an eﬀect, the ﬂagella sit in a plane parallel to
the boundaries and hence avoid coming into close contact to them. From the ﬂow ﬁelds we ob-
served large lateral vortices, which extended along the cell’s minor axis, unlike the free-swimming
cell where vortices were stretched in the direction of the cell’s principal axis. Further comparisons
between the ﬁxed and free-swimming experiments highlighted diﬀerences in the ﬂow at the poste-
rior and anterior end of the cell, where for the ﬁxed cell no stagnation point was observed in the
near ﬁeld. Average ﬂow ﬁelds and the decay of the ﬂow ﬁelds were generated from experiments of
various individual cells and the results were similar in all cases; the near ﬁeld data suggested that
the velocity magnitude was decaying in the range r−1–r−2. For both types of organism the results
were similar.
Observations of free swimming cells showed that in thin layers cells only exhibit small changes
in orientation when unconstrained; major changes in orientation were mostly the consequence of
an asynchronous ﬂagellar beat. Furthermore, observations of cells that beat their ﬂagella asyn-
chronously revealed larger instantaneous velocities. Despite diﬀerences in the geometry of the
171ﬂagellar beat analysis of the experimental observations showed that there are many similarities
between the ﬂows and swimming behaviour for Chlamydomonas and Dunaliella.
A beat pattern based upon experimental observations of D. salina was documented. Using the
same approach adopted with the earlier beat patterns we constructed a model for Dunaliella and
analysed the trajectories, the change in orientation and the swimming speed. For the symmetric
beat pattern constructed from our own experimental observations we found that the cell had an
average vertical swimming speed of 49.9  m s−1, which is within 1% of the results for the Chlamy-
domonas RNR beat, see § 3.4. Furthermore, we constructed an additional model based upon a beat
pattern obtained from the literature, [109], for Dunaliella bioculata. Similar to the RN beat the
ﬂagellar beat was asymmetric about the cell’s principle axis, and as before we separated this into
two symmetric beats. The swimming speed for the left-hand ﬂagellum and its reﬂection resulted
in an average vertical swimming speed speed 34% larger than the RNR beat,  Uz  = 65.9  m s−1.
For the right-hand ﬂagellum and its reﬂection we also observed an increase compared to the RNR
beat. While the estimates of the swimming speeds were larger than the RNR estimates they are
smaller than estimation of 100  m −1 documented by Schoevaert et al. [109].
Estimates for the gyrotactic re-orientation time were also provided and for all Dunaliella beat
patterns we observed increases in the time taken for the cell to re-orientate toward the vertical
compared to the times measured for Chlamydomonas in § 3.4.3. For the beat based upon our
observations re-orientation toward the vertical axis took 0.63 s longer compared to the RNR beat.
The quickest cell to orientate was the cell with left-hand reﬂection ﬂagellar beat, which was 0.17 s
slower than the RNR beat. We observed in § 3.4.5 the geometry of the body increased the re-
orientation times for Chlamydomonas, hence, the reason for the increase with the Dunaliella beats
may possibly be due to the body shape. However, the re-orientation time may also be eﬀected by
the longer Dunaliella ﬂagella or due to the beat patterns themselves.
Average velocity ﬁelds also demonstrated that Chlamydomonas and Dunaliella beat patterns
induce ﬂows that share a lot of the same characteristics, lateral vortices, stagnation points at the
anterior and posterior end of the cell as well as stronger magnitudes close to the cell. However, the
ﬂagellar geometry of the D. bioculata beat pattern resulted in the vortices extending further into
the ﬂuid domain.
For the majority of their swimming Dunaliella tend to have asymmetric beat patterns [109].
172For this reason we modelled a cell with asymmetric beat and found that the rotation of the cell
due to the asymmetric beat dominates eﬀects due to re-orientation over the course of a single beat.
Furthermore, while the trajectories of the symmetric beat patterns were similar to those observed
with Chlamydomonas, the asymmetric trajectories tend to not follow such straight courses, and
have a greater resemblance to those observed experimentally.
Compared to experimental observations the simulation based upon our own observations of
swimming Dunaliellaexhibits slightly diﬀerent behaviour over the course of a beat. The diﬀerences
occur mainly in the recovery stroke where the simulations show a brief period of forward swimming
not evident in the experiments. However, unlike the results for simulations based upon beat patterns
in the literature our own beat pattern shows the same peaks and troughs in the speed-time graphs
that are evident in experiments. The discrepancies between our experiments and our experimental
beat pattern are due to two reasons. Firstly, we have altered the body shape in simulations for
direct comparison with the beats taken from the literature. Secondly, the data from which we
obtained the beats is not as clear as we would wish. This resulted in parts of the beat pattern
being unclear.
While the high sensitivity high speed camera allowed us to capture many aspects of the 50+ Hz
beat, further work has to be carried out in order to obtain clearer images of the individual aspects
of the D. salina ﬂagellar beat. The experiments presented here are close to the limit of what is
currently possible on a limited budget. In order to obtain better images we need to examine the
free-swimming cells under higher magniﬁcations as well as the high-frame rate and very bright
red-light employed in our current experiments. With higher magniﬁcation it is hoped that the
intricacies of the ﬂagellar beat would be clearer, thus, lead to better computations and estimates
for swimming speed, etc.. It also may be advantageous to explore the three-dimensional nature of
the ﬂow to see if the out-of-plane eddies evident in simulations (see § 3.4.4) occur in nature.
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Hydrodynamics of individual
bi-ﬂagellate swimmers in a shear ﬂow
5.1 Introduction
The investigation into the swimming dynamics of bi-ﬂagellate swimmers in Chapter 3 produced
estimates for the swimming speed, rotation rate and re-orientation time of cells. The estimates,
provided for various ﬂagellar beat patterns, were largely consistent with experimental data for C.
reinhardtii as illustrated in Chapter 4. The observations demonstrated that the ﬂagellar geometry
had a bearing on the cell’s re-orientation. Furthermore, results suggested that cells that re-orient
through a combination of bottom-heaviness and shape asymmetry produced estimates that were in
better agreement with experimental observations. Thus, we focus our attention on the combined
mechanism.
In this chapter we wish to explore whether the intricacies of the ﬂagellar beat have a signiﬁcant
eﬀect on the eﬀective eccentricity of the cell. Here the eﬀective eccentricity is the deviation of the
cell’s shape from a sphere. By cell shape we mean the combination of body and beating ﬂagella.
The eﬀective eccentricity is an important characteristic of swimming cells and determines the
cell’s behaviour in straining ﬂows. Obtaining a full description of cell behaviour, and any simpli-
ﬁcations we can make, could have a large impact on studies of suspensions of micro-organisms.
To obtain an estimate for the eccentricity we explore the behaviour of the cell within a straining
ﬂow, and ﬁt our numerical data to the equation for the torque balance on a spheroid. Employing
174this approach, we also outline a technique to compute the eccentricity by considering an average
ﬂagellar beat in order to reduce the computational time signiﬁcantly and, more importantly, would
allow us to obtain estimates when data is obtained irregularly from experiments. Furthermore, we
investigate how the shear aﬀects the cell’s translational and rotational velocities, and examine how
the shear modiﬁes the cell’s trajectories and orientation.
The straining ﬂow is generated using the shear box approach outlined in Chapter 2 (§ 2.6.2).
With the shear box method we ﬁx the cell at the centre of the box allowing it to rotate and translate,
but choose to update only the rotation so that the cell remains at the centre of the box. In § 2.7
we obtained numerical estimates for a spheroid with eccentricity 0.3320, and comparisons between
numerical and exact results allowed us to make a reasonable choice of aspect ratio for the shear
box. For the bottom-heavy spheroid we found that estimates for its eﬀective eccentricity could be
made within 1% of the analytical estimate when the box’s width was eighty times the length of the
spheroids major axis, and had a width to height/depth ratio of 8 : 1. Based upon this analysis we
have chosen a box with dimensions 80×10×10 d with 2274 nodes spread about the surface of the
cuboid. A choice of ǫs = 0.8192 is made based up on the discretisation size of nodes on the box.
The discretisation of the cell and the choice of ǫ have been discussed previously in § 3.2. For
the ﬂagella ∆sf = 0.0417 and ǫf is given by Table 3.6, while for the body we have ∆sb = 0.0685
and ǫb = 0.0314. The choice of blob for the problem is the same as used previously in Chapter 3,
while the Stokeslet tensor and regularised Stokeslet are given by (2.26) and (1.49), respectively.
In the next section, we discuss the eﬀect that the shear has on the average cell swimming speeds,
the trajectories of the cell and the change in the cell’s orientation. We also look at the velocity
ﬁelds associated with free-swimming cells in a shear ﬂow for various strain rates and comparing
eﬀective and recovery stroke ﬂow ﬁelds in straining ﬂows to results for a quiescent ﬂuid. In § 5.3
we obtain estimates for the cell’s eﬀective eccentricity, deliberating on how the ﬂagellar beat plays
an important role on the eﬀective behaviour of cells. The averaging technique for estimating the
eﬀective eccentricity is discussed in § 5.3.1.
1755.2 Swimming dynamics in a shear ﬂow
5.2.1 Analysis of swimming speeds
When we introduce a small straining ﬂow the average swimming speed along the vertical axis,  Uz ,
increases for all beat patterns when compared to results from an ambient ﬂow. For a rate-of-strain
magnitude e = 0.001 d b−1 we ﬁnd that  Uz  = 0.1203, 0.0399, 0.1460, 0.0946 and 0.0942 d b−1 for
the I, F R and RN beats, respectively. This is less than a 2% increase for all beats. As e increases
the estimates for  Uz  get larger. However, as Figure 5.1(a) shows the relationship between  Uz 
and e is not linear, but sinusoidal. In fact given the magnitude of the rate-of-strain we can obtain
a reasonable estimate for the mean vertical swimming speed  Uz  as a function of the cosine of
the rate-of-strain (a function of the form: a0 + a1 cosb1e). In Figure 5.1(a) the dashed line shows
the change in the horizontal component of the velocity,  Ux , as a function of the rate-of-strain.
Like  Uz  we observe that  Ux  initially increases as the rate of strain increases, before we start to
observe sinusoidal behaviour. For large e this behaviour is expected as the vorticity of the ﬂuid
will cause the cell to tumble. The tumbling is evident from Figure 5.1(a), where despite θ0 = 0
we observe that for 5 < e < 8 b−1 the swimming speed along the x-axis is greater than the mean
vertical swimming speed. Hence, the cell orientation has moved away from the vertical axis.
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Figure 5.1: (a) The change in swimming speed along the vertical axis  Uz , solid line, and along the x-axis dashed-line,
against e for a RNR beat with θ0 = 0. (b) The change in θ, the angle the cell makes with the vertical Cartesian axis,
over the course of a single beat, where θ0 = π/7. The results are shown for all ﬁve beat patterns in a shear ﬂow with
rate of strain e = 0.001 b
−1. (c) RNR beat trajectory for diﬀerent magnitudes of rate-of-strain e and θ0 = π/7.
5.2.2 Analysis of orientation angle θ
The individual beat patterns do react diﬀerently to the introduction of shear. This is highlighted
in Figure 5.1(b), where the angle the cell makes with the vertical axis, θ, is plotted against time
176for the ﬁve beat patterns (θ0 = π/7). For the RNR beat with no shear ﬂow, and the same θ0, the
change in θ over a single beat, ∆θ, is 1.6 × 10−3. On the contrary when e = 0.001 b−1 the change
in orientation is much less, ∆ = 0.53 × 10−3, a 67% decrease compared to when e = 0. The other
beat patterns show similar decreases in the range 71–76% compared to the no-ﬂow case, where the
I and R beats are the most aﬀected by the shear. As well as a quantitative change in orientation
of the cell we also observe a small change in the qualitative behaviour compared to the no-ﬂow
case where θ decreases linearly with time. The ﬂagellar geometery of I, F and R beats make them
more susceptible to rotation in a shear ﬂow than the RN ﬂagellar beats. This is demonstrated in
Figure 5.1(b), as there is less deviation from the behaviour observed when e = 0 for the RN beats.
Comparisons of the beat patterns would indictate that when the extension of the ﬂagella, at a given
time-step, lie at the anterior end of the cell and are relatively straight, like the majority of strokes
in the I, F and R beats, then the shear has a greater inﬂuence on the cell, whereas when the ﬂagella
extend lateral to the body, like the majority of strokes for the RN beats, then the rate-of-strain has
a less pronounced aﬀect.
As we would expect when the rate-of-strain is increased the change in θ also increases, and for
large e the shear dominates the rotation. At e = 1 b−1 and θ0 = π/7 we observe that ∆θ = 0.9405,
1.0218, 0.8709, 0.9118, 0.9298, for the I, F, R, RNL and RNR beats, respectively. Hence, for large
rate-of-strain magnitudes the experimental beat patterns are less aﬀected by shear.
5.2.3 Analysis of cell trajectories
The trajectories of the beat patterns are also altered by the shear ﬂow, as shown for the RNR beat
in Figure 5.1(c), where θ0 = π/7. As with the change in orientation an increase in the rate of
strain results in prominent changes in the cell’s swimming dynamics. For no-ﬂow and small values
of shear we observe a long period of forward displacement before a shorter period of backward
displacement. In both instances the runs are relatively straight, see Figure 3.18(a). However when
e is increased we begin to notice an inﬂection in the trajectories, and the cell’s motion becomes
more biased in the direction of i. During the recovery stroke this reaction is more noticeable as the
cell is forced in the direction of negative i.
1775.2.4 Flow ﬁelds generated by free-swimming cells
We now investigate the ﬂows generated by cells initially orientated along the vertical axis (θ0 = 0).
The results are qualitatively the same for all beat patterns, hence, we only display the results for
the RNR beat with dual re-orientation mechanism.
When e = 0.001 b−1, the average ﬂow generated by the cell is similar to the no-ﬂow case.
However, as we increase the rate-of-strain not only do we detect increases in the strength of the
ﬂow, but we also observe noticeable variations in the structure of the ﬂow ﬁeld. The velocity ﬁelds
for shear rates of e = 0.1 b−1 and e = 1 b−1 are shown in Figures 5.2(a) and (b), respectively.
We observe that when the rate-of-strain e = 0.1 b−1, the mean ﬂow is similar in magnitude to
the no-ﬂow velocity ﬁelds, however, the ﬂow induced by the ﬂagella is signiﬁcantly disrupted by
the shearing motion. Unlike the no-ﬂow velocity ﬁelds there is an asymmetry between the ﬂows
produced by each ﬂagellum. At this small value of e, the shear is not dominant and the ﬂagella
have a signiﬁcant impact on the ﬂow. The asymmetry in the ﬂow generated by the ﬂagella can also
be seen in Figure 5.2(c) where the background shear ﬂow has been subtracted. Here, we observe
from the contours in Figures 5.2(a) and (c) that although the magnitude of the ﬂow is greater at
the right-hand side of the cell, the spatial decay is quicker compared to the left-hand side of the
cell. The stronger vortices on the right, shown by the contour lines, are due to the straining motion
biasing the cells movement to the right-hand side during the eﬀective stroke (see Figure 5.5(a))
and the left-hand side during the recovery stroke (see Figure 5.5(b)). However, since the ﬂows are
stronger during the eﬀective stroke we observe higher magnitude vortices on the right-hand side.
When e = 1 b−1 we ﬁnd that the magnitude of the ﬂow is signiﬁcantly increased by the shear ﬂow
(see Figure 5.2(b)). Furthermore, the aﬀect that the ﬂagella have on the ﬂow is barely discernible
from the shearing motion of the ﬂuid. In fact the ﬂow is similar to that of a self-propelled spheroid,
although the right-hand ﬂagellum creates a disturbance in the ﬂow. When the shear is subtracted
(see Figure 5.2(d)) we observe that the ﬂow induced by the ﬂagella has similar characteristics to
no-ﬂow velocity ﬁelds and ﬂows for smaller e. That is, we observe lateral vortices and greater
magnitude ﬂows close to the body. However, compared to the no-ﬂow case we observe that the ﬂow
is greater when the rate-of-strain is large. Furthermore, like when e = 0.1 b−1 the velocity ﬁeld is
skewed. This is due to the re-alignment of the cell due to the shear.
In Figure 5.2 we can see that despite being initially inclined toward the vertical axis the cells
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Figure 5.2: The ﬂow ﬁeld averaged over the course of a single RNR beat. Contours highlight the magnitude of the
velocity ﬁeld. (a) Flow ﬁeld when the rate-of-strain e = 0.1 b
−1. (b) Flow ﬁeld when the rate-of-strain e = 1 b
−1.
(c) and (d) similar to (a) and (b), respectively, except the shear ﬂow has been subtracted from the ﬂow ﬁeld.
179have rotated toward the x-axis, with higher shear resulting in greater rotation. This is because over
a critical value of e the cell will tumble in Jeﬀery orbits [65], while below the value there is a balance
of torques that a cell will be aligning to over the course of many beats. The tumbling of the cell
can be viewed in Figure 5.3 for a rate-of-strain e = 1 b−1. Here we can see how over the eight beats
shown the cell has rotated over 2π from its initial orientation θ0 = 0 (it takes approximately six
beats for the cell to complete a full revolution). Over the same period of time when e = 0.001 b−1
the change in θ is only 9 × 10−3. When the simulation is left to run for multiple beats we observe
circular trajectories when e is large. The trajectories for the RNR beat with dual re-orientation
mechanism are plotted over the surface of a sphere in Figure 5.3(f), where we can see how the
cell is being spun around by the shear. Spheroidal particles in a shear ﬂow will perform periodic
orbits with trajectories determined by the objects aspect ratio and angle of orientation [65]. For a
spheroid with aspect ratio 1.5, like the aspect ratio of the cell body, the orbits are almost circular
like those for the RNR beat.
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Figure 5.3: (a)-(e) The change in cell orientation over the course of several beats. The cell tumbles due to the large
rate-of-strain, e = 1 b
−1. (f) Trajectories over ﬁfty RNR beats when e = 1 b
−1. The trajectories have been plotted
over the surface of a sphere.
The decay in the magnitude of the mean ﬂow velocity, | u |, as a function of the distance from
the cell centre is displayed in Figure 5.4(a) for e = 0.001 b−1, where the background ﬂow has been
180subtracted. In contrast to the far ﬁeld behaviour of the free-swimming cell in an ambient ﬂuid,
we observe that | u | decays quicker along the right-hand side of the cell, dot-dashed line, than
along the left-hand side dashed line; | u | scales as r−1.8 and r−2.5 for the left and right-hand side,
respectively. Furthermore, this is an increase in the decay observed for the no-ﬂow free-swimmer,
which decays as r−1 in the far ﬁeld. When the shear is increased we observe very little change
in the decay in the far ﬁeld (see Figures 5.4(b) and (c) for e = 0.1 and e = 1 b−1, respectively).
The diﬀerence between the decay of the ﬂows along lateral directions is to be expected; Figure 5.2
demonstrated how the ﬂows along the right-hand ﬂagellum were stronger than those along the left.
Unlike in the quiescent ﬂuid, the far ﬁeld is not a simple Stokeslet or a stresslet, instead we
observe complex ﬂows that are aﬀected by the shear box as well as the motion of the swimmer.
Since the far ﬁeld is dominated by the decay along the major-axis, ﬂow velocity decays slower along
the anterior and posterior end; in the far ﬁeld | u | scales as r−1.9. Hence, far enough away we
observe Stokeslet type behaviour, which has been disturbed by the shear ﬂow (see Figure 5.4(d)).
The shear box employed to impose the shear ﬂow has an aﬀect on the behaviour of the ﬂow
ﬁeld as we can see in Figure 5.4. Comparisons with the no-ﬂow decay show that that the behaviour
of the ﬂow velocity magnitude in the near ﬁeld (between 1 and 100 d) is uncharacteristic of typical
behaviour. The area in which this behaviour occurs suggests that it a consequence of the shear
box.
For small e the behaviour in the near ﬁeld is similar to that for the ambient ﬂuid although as
the local minimum along the anterior end in Figure 5.4(a) indicates, the stagnation point is closer
to the body when there is a shear ﬂow. However, as e increases the stagnation point disappears
and the near ﬁeld is dominated by the shear ﬂow. Figures 5.4(b) and (c) also reinforce the trends
observed in Figure 5.2: the strength of vortices change as the rate-of-strain increases, while the
shear ﬂow also results in asymmetric ﬂows.
In Figures 5.5(a) and (b) the ﬂow during the typical stages of the eﬀective and recovery stroke
are shown for a shear ﬂow with rate of strain e = 0.1 b−1. Here we can see that the motion of
the ﬂagella dictates the location of the vortices. When the ﬂagella are moving toward the posterior
end, like during the eﬀective stroke, the right-hand ﬂagellum drags the ﬂuid in the direction of the
shearing ﬂow, whereas the left-hand ﬂagellum pulls the ﬂuid in the opposite direction to the ﬂow.
The result is that we only observe a vortex on the right-hand side. On the contrary, during the
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Figure 5.4: (a) The decay in the magnitude of the mean ﬂow velocity | u | as a function of r, the distance from the
cell’s geometric centre, for a cell in a straining ﬂow with e = 0.001 b
−1. (b) and (c) similar but e = 0.1 b
−1 and
e = 1 b
−1, respectively. (d) The ﬂow of the RNR cell in the far ﬁeld.
recovery stroke the roles of the ﬂagella change and the vortex pattern appears only on the left-hand
side.
Compared to the ﬂow when e = 0 there is an increase in magnitude of the ﬂow velocity during
both the eﬀective and recovery strokes. This is also true when the background shear ﬂow is
subtracted from the instantaneous velocity ﬁelds, although for several stages of the eﬀective stroke
the magnitude of the ﬂow velocity is the same. The velocity ﬁelds during typical stages of the
eﬀective and recovery strokes are shown for e = 0.1 b−1 in Figures 5.5(c) and (d), where only the
ﬂow induced by the ﬂagella is shown. During the recovery stroke the main diﬀerences are the shear
causes the cell to rotate which results in higher magnitude ﬂow around the right-hand ﬂagellum.
Furthermore, the lateral vortices also appear much closer to the cell body when e is small. However,
there is very little diﬀerence in magnitude between the small e and no ﬂow cases, although we do
observe the ﬂow is greater toward the left-hand ﬂagellum.
For small e we observe that the rate-of-strain increases the mean swimming speed of the cell
in both the vertical and horizontal directions and reduces the rate of rotation. From the velocity
analysis we observe that when e is greater than the natural beat frequency of the cell (large e) the
182 
  0.10
0.20
0.30
0.40
0.50
0.60
0.70 d b−1
(a)
 
  0.10
0.17
0.23
0.30
0.37
0.43
0.50 d b−1
(b)
 
  0.10
0.18
0.27
0.35
0.43
0.52
0.60 d b−1
(c)
 
  0.05
0.11
0.17
0.23
0.28
0.34
0.40 d b−1
(d)
Figure 5.5: Instantaneous velocity ﬁeld for a cell with RNR beat in a shearing ﬂow with rate-of-strain magnitude
e = 0.1 b
−1. The contours show the velocity magnitudes. (a) highlights the induced ﬂow during a stage in the
eﬀective stoke. (b) shows the ﬂow ﬁeld during a stage of the recovery stroke. (c) shows the ﬂow during the eﬀective
stroke with the background ﬂow subtracted. (d) highlights the ﬂow generated by a cell during the recovery stroke,
but with the background ﬂow subtracted.
183cell has very little control over its behaviour and simply tumbles due to the vorticity of the ﬂuid.
Furthermore, the rate-of-strain has a clear aﬀect on the trajectories of the cell: during the
recovery stoke the backward displacement is less for cells in shearing ﬂows. This implies that shear
has a greater inﬂuence on the recovery stage of the beat. This is also demonstrated in the ﬂow ﬁelds
induced by the ﬂagellar beat as we observe that during the recovery stroke there is an increase in
the magnitude of the ﬂow velocity compared to the no-ﬂow case.
Another important aspect in the decision to explore swimming in linear shear ﬂows is to gain a
complete picture of the eﬀective behaviour of swimming cells. Fully understanding the dynamics of
cell behaviour could have a substantial bearing on bio-reactors and plankton dynamics, where rather
than individual dynamics the hydrodynamics of suspensions of many cells need to be considered.
Therefore, any simpliﬁcations we can make with regards to the swimming cell’s eﬀective eccentricity
are desirable. In the next section we look at ways in which we can approximate the eﬀective
eccentricity of free-swimming cells.
5.3 Estimating the eﬀective cell eccentricity
As discussed in Chapter 2 we can estimate the eﬀective eccentricity, α0, numerically by ﬁtting
the angular velocity,  , to the equation for the torque balance on a spheroid (2.20). Considering
uni-planar motion we have that ˙ θ = Ωy which yields
Ωy = e + α0esin(2[θ + π/4]) − β sinθ,
as in equation (2.22). Here, Ωy is the non-zero component of the angular velocity  .
Following the observations in § 2.7.3 we choose to ﬁt all three parameters to improve the
accuracy of the numerical estimate. Previous estimates by Pedley and Kessler [81] and Jones et
al. [59] were α0 = 0.31 and 0.4, respectively. However, both of these estimates have drawbacks.
The former is based upon analysis of a self-propelled spheroid and no ﬂagella were considered. The
latter included the aﬀects of ﬂagella, but considered a spherical cell body. This estimate was derived
using the resistive force theory approximation and the result was added with Pedley and Kessler’s
estimate for a spheroid to produce α0 = 0.4. Jones [60] also calculated the eﬀective eccentricity for
the other beat patterns, in the same manner as above, and found that the beat pattern had little
184aﬀect on the estimate. This is mainly due to the results for the spheroid dwarﬁng the results for
the cell with spherical body.
The results obtained using the numerical method are displayed in Table 5.1, for a shear ﬂow with
rate-of-strain e = 0.001 b−1 and re-orientation due to a combined sedimentation and gravitational
torque mechanism. Note that the mechanism employed for re-orientation does not have a signiﬁcant
eﬀect on the estimate for α0. Unlike the results for the re-orientation time B (see § 3.4.3 and
Table 5.1) the ﬂagellar geometry seems to have a substantial eﬀect on α0. The results obtained for
the idealised beats, I and R, concur with the previous estimates discussed above. However, the RN
beats have eﬀective eccentricities much smaller: in the case of the RNR beat, the value is almost
zero. The RNL beat is not as small as the RNR beat but is still half that of the I and R beats.
The F beat lies between the RNL and I beats, but as it is a poor representation of a ﬂagellar beat
it does not provide any useful information regarding the eﬀective swimming behaviour of the cell.
These estimates for the RN beats suggest that rather than being treated as prolate spheroidal, a
zero value of the eccentricity would be a good approximation.
Table 5.1: Estimates for the eﬀective cell eccentricity, the maximum re-orientation rate and the re-orientation time,
denoted α0, β and B, respectively, for a cell with ﬁve distinct beat patterns in a shear ﬂow with rate-of-strain
e = 0.001 b
−1, incorporating both reorientation mechanisms.
Beat Pattern α0 β (s−1) B (s)
I 0.3381 0.1905 2.6247
RNR 0.0648 0.1894 2.6399
RNL 0.1503 0.1924 2.5988
R 0.3530 0.1947 2.5681
F 0.2337 0.1830 2.7326
Also displayed in Table 5.1 are the reorientation time-scales, which are only slightly aﬀected by
the introduction of straining motion: comparing Tables 3.11 and 5.1 we detect changes of less than
0.2% over all beat patterns. When the rate-of-strain is increased to e = 0.1 b−1 the subsequent
change in B is O(10−3) s for the RNR, R, and F beats, while for the I and RNL beats the change
in B is O(10−4) s.
The variation in the estimate for the eﬀective eccentricity α0 for diﬀerent values of e is small
whilst e is below a certain threshold. When e > 0.2 b−1 we see a slight reduction in the ﬁtted
values of α0, and by e = 1 b−1 the straining motion of the ﬂuid forces the cell to rotate at a rate
185comparable with the ﬂagellar beat frequency, leading to resonance eﬀects (Figure 5.6). The rate at
which the values decrease diﬀers a little between beats, with results from the realistic beat patterns
being most eﬀected by the large shear rate.
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Figure 5.6: Plots of the eﬀective eccentricity, α0, against the rate-of-strain e show how the eccentricity remains almost
constant for small e, but for large e the vorticity induces tumbling, which resonates with the natural beat cycle of
the cell and leads to oscillations in the approximation for α0.
The number of time-steps, T (the number of individual aspects of the ﬂagellar beat), has an
eﬀect on the estimate for α0 as can be observed in Figure 5.7. The relationship between T and α0
suggests that if the number of time-steps is greater than the original sampled data then there is
no signiﬁcant improvement in the numerical estimate. For the F and R beats we require 25 and 8
time-steps for convergence to 4 decimal places while for the RN beats we achieve convergence to 3
decimal places within 11 time-steps. Since the I beat is not based upon sampled data the number
of time-steps required for convergence is greater. This is shown in Figure 5.7(a), where we can see
that the initial increase in the number of time-steps causes large changes in α0, but as the number
of time-steps increases further the increase in α0 is seen to slow.
5.3.1 Averaging technique for estimating the eﬀective eccentricity
Requiring that the number of time-steps equals the number of recorded aspects of the sampled
data reduces the computational time and storage requirements when estimating α0. However,
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Figure 5.7: The eccentricity against the number of individual aspects of the ﬂagellar beat (time-steps), T.
even with only 11 time-steps solving the mobility problem is still computationally expensive and
time-consuming. Furthermore, the current approach requires high-speed cameras to capture the
complete ordered sequence of ﬂagellar positions. Ideally it would be desirable to be able to apply
a technique to ﬁnd the eﬀective eccentricity from a disordered collection of images. Therefore, we
consider a cell with a beat pattern comprised of a single stroke. The stroke represents the average
position of the ﬂagella over the course of a single normal ﬂagellar beat. We consider two averages,
the mean and median over time of individual node positions. Estimates obtained using the mean
ﬂagellar beat will be denoted ¯ α0 and estimates using the median technique are denoted ˜ α0.
The average beat patterns are displayed in Figure 5.8, solid lines, and the estimates for the
eﬀective eccentricity are displayed in the third column of Table 5.2. The results shown are for
the mean of a ﬁfty time-step beat pattern. Comparisons between the eccentricity calculated using
the full beat pattern, α0, and using the average beat pattern, ¯ α0, are shown in Figure 5.9. For
the I and R beats ¯ α0, over estimates α0 by 14% and 3%, respectively, whereas ¯ α0 for the F and
RNL beats under estimates α0 by 11% and 24%, respectively. However, the estimate for the RNR
beat is a quarter of the full beat estimate. The reason for such a large discrepancy appears to be
due to a consistent error across all beat patterns; the estimated values, ¯ α0, are all within ±0.05
of the converged values of α0, and because ¯ α0 for the RNR beat is so close to zero the error is
187(a) I beat (b) F beat
(c) R beat (d) RN beats
Figure 5.8: The average beat patterns for the ﬁve distinct beats. The solid ﬂagella represents the mean value over
time of the individual node positions. The dashed line represents the median over time of the individual nodes.
more noticable. Since the estimated values can be obtained within ±0.05 of the full beat values
it implies that the mean technique provides a computationally and experimentally cheap means of
establishing the eﬀective cell eccentricity.
Table 5.2: Estimates for the eﬀective cell eccentricity for the ﬁve distinct beat patterns. The estimates are calculated
using three techniques; α0 estimate using full beat pattern, ¯ α0 employing a mean ﬂagellar beat, and ˜ α0 using the
median of the beat pattern
Beat Pattern α0 ¯ α0 ˜ α0
I 0.3381 0.3838 0.3935
F 0.2337 0.2086 0.1740
R 0.3530 0.3618 0.4950
RNL 0.1503 0.1130 0.0728
RNR 0.0648 0.0153 -0.1065
The results for the second technique using the median of the individual nodes in a single ﬂagellar
beat are shown in the last column in Table 5.2, the beat patterns are displayed in Figure 5.8 as
dashed lines. While this technique preserves the length of the ﬂagella to a greater degree than
the mean approximation the results are not as good as those achieved using the mean technique.
There also seems to be no consistent error across the beat patterns and consequently, adopting the
median approach is not beneﬁcial.
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Figure 5.9: A comparison of the numerical estimates for the eﬀective eccentricity computed using two diﬀerent
techniques. The top ﬁgure shows the results using a full beat, whereas the bottom plot shows the results using an
average beat. The eccentricity is plotted as a function of the number of time-steps T.
5.4 Discussion
In this chapter we have examined how the shear ﬂow aﬀects various properties of the cell’s swimming
dynamics. For small values of e we observed increases in the translational and angular velocity
compared to a free-swimmer in an ambient ﬂuid. However, for large e we observe that the cell
tumbles due to the vorticity of the ﬂuid and obtaining estimates for swimming speeds etc is not
meaningful. For the realistic RN beats we observe that the shear has a greater eﬀect on the recovery
stroke, when the ﬂagella lie at the anterior end of the cell, than the eﬀective stroke, when the ﬂagella
lie perpendicular to the cell body. Limiting the eﬀects of shear may be a possible reason as to why
Chlamydomonas have an average ﬂagellar extension, during the eﬀective stroke, along the cell’s
minor axis.
By considering the mean swimming behaviour of a cell within a shear ﬂow we are able to
conclude that the intricacies of the ﬂagellar geometry have an enormous impact on the eﬀective
behaviour of the cell. Previous studies had assumed that a swimming bi-ﬂagellate could be well
represented as a self-propelled spheroid. Here we have adopted a similar approach and established
that while idealisations of bi-ﬂagellate locomotion are consistent with previous estimates of the
eﬀective eccentricity. The estimates for the realistic beat patterns suggest that cells are best
described as self-propelled spheres. Providing such a simpliﬁcation may be pertinent in the studies
189of the collective dynamics of cells.
Additionally, we have outlined a procedure by which the eﬀective cell eccentricity can be esti-
mated, within a known error bound, by considering a time-averaged ﬂagellar beat. Exploiting such
a procedure oﬀers beneﬁts to both reductions in computational time and the ability to estimate the
eccentricity to a wider range of organisms and circumstances. In the latter case we can compute
the eccentricity given unordered data as well as situations where the beginning and end of the beat
are vague.
190Chapter 6
Hydrodynamics of individual
bi-ﬂagellate swimmers in bounded
domains
6.1 Introduction
Experimental observations of swimmers are mainly conducted near solid no-slip boundaries, thus
it is advantageous to analyse our model swimmer in such environments. Here, we investigate
several aspects of cell locomotion that are aﬀected by boundaries: the mean swimming speed, the
trajectories, and the rotation of the cell. Furthermore, we also investigate how the hydrodynamics
in the far ﬁeld are inﬂuenced by boundaries. We focus our attention on locomotion in the proximity
of a single stationary plane wall. This situation is analogous to cells swimming in a suspension on
a micro-slide.
The translational and rotational velocity can be obtained through the techniques outlined in
Chapter 2. However, unlike Chapter 3 a simple Stokeslet will not suﬃce and we need to use an
image system for the regularised Stokeslet in order to cancel the ﬂow on the boundary. Hence,
for the sub-matrix S in the mobility problem (2.16) we use (2.27). Together with the velocities
the mobility problem also provides us with the forces exerted on the ﬂuid, f, which allows us to
compute the velocity ﬁeld anywhere in the ﬂuid domain using (1.50). Derivation of (2.27) and
(1.50) can be found in Appendix B.
191We denote the translational velocity relative to the cell’s body axis V = (vp, vq, vr), where
vp and vq are the components of the translational velocity parallel and perpendicular to a cell’s
body axis, respectively (V can be obtained by rotating the translational velocity relative to the
Cartesian axis (U) using the rotation matrix (2.5)). Furthermore, we consider several boundary
conﬁgurations:
A. Boundary is located parallel to the swimming cell such that the ﬂagella lie in a plane perpen-
dicular to the boundary (see Figure 6.1(a)).
B. Boundary is located perpendicular to the swimming cell. The cell moves toward or away from
boundary (see Figure 6.1(b)).
C. Boundary is located parallel to the swimming cell such that the ﬂagella beat initially in a
plane parallel to the boundary (see Figure 6.1(c)):
I. swimming near a boundary at y = 0.
II. swimming above a boundary at z = 0.
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Figure 6.1: Schematics showing the position of the boundary in relation to the swimmer. (a) Cell swimming parallel
to a boundary with ﬂagella beating in a plane perpendicular to boundary. 6.1(b) Cell swimming either toward or
away from a perpendicular boundary. (c) Cell swimming parallel to a boundary such that ﬂagellar beat is parallel to
the boundary. In all cases δh is the distance from the wall to the cell’s centre-of-buoyancy, while δd is the distance to
the closest node on the cell to the wall. The translational and rotational velocities of the cell are denoted U and Ω,
respectively.
For simplicity we will often refer to the problems simply as case A, B, CI, and CII. In case
A, we consider uni-planar motion with the cell initially orientated in the direction of k; θ0 = 0.
Swimming parallel to a lateral boundary, with the ﬂagellar plane perpendicular to the boundary,
192poses an interesting problem for the hydrodynamics of swimming bi-ﬂagellate micro-organisms as,
unlike in an unbounded ﬂuid there is no longer symmetry between each ﬂagellum. If the cell
is swimming parallel to a boundary, as in Figure 6.1(a), then one ﬂagellum will experience the
eﬀects of the wall more than the other. The result is that the torques acting on each ﬂagellum are
imbalanced and the cell rotates.
In case B, where θ0 = ±π/2, we investigate swimming perpendicular to a wall at x = 0. That
is, we look at a cell swimming along the x-axis toward and away from a boundary. Unlike case A
the symmetry of the ﬂow is not broken between ﬂagella.
In case CI the cell is initially aligned such that it swims in the direction of k, while φ0 = ψ0 = 0
(see Figure 6.9(b)). The wall is located parallel to the ﬂagellar plane at y = 0, hence, there is
symmetry between ﬂagellum. However, the symmetry along the y-axis is broken which results in
the cell rotating out of the xz-plane. For the last problem, CII, the cell is initially orientated along
the y-axis (θ0 = φ0 = ψ0 = π/2) with a boundary parallel to the ﬂagellar plane at z = 0. In an
unbounded ﬂuid such an orientation would lead to out-of-plane movement due to the re-orientation
mechanism of the cell. However, here we investigate how the boundary aﬀects the cell’s natural
re-orientation.
In order to compute the swimming speed versus δh graphs we compute the average of the
swimming speeds over a single beat, unless stated otherwise, and then we re-conﬁgure the cell for
a new value of δh. The same is true for other quantities versus δh.
When the gap width between the cell and the wall is smaller than the discretisation size then
there is a known increase in error due to the numerical method [1] (see § 2.7). This is reﬂected in the
estimates for the translational and rotational velocity close to the boundary. For instance, in CI we
observe sudden changes in behaviour when the smallest distance between cell and wall, δd, is smaller
than the discretisation size of the local nodes. This can be seen clearly in Figure 6.5(c) where the
magnitude of the swimming speed perpendicular to the cell’s body axis is plotted against δh. We
initially observe an increase in the swimming speed as δh decreases, however, when δd < 0.0685 (less
than the discretisation size on body) we observe a decrease in the swimming speed as δh decreases.
This behaviour is a result of a break-down in the numerical approximation. Furthermore, when
the nodes on the ﬂagella lie closer to the boundary than those on the body and the gap width δd
is smaller than the local discretisation then the outcome can be that the ﬂagella pass through the
193boundary and cause the whole cell to rotate unrealistically. This is to due the forces being spread
over a region overlapping the boundary and is a known issue with numerical method [1]. Hence,
we have to be careful when investigating the behaviour too close to the boundary.
In §6.2.4, §6.3.3 and §6.4.4 we discuss a cell swimming close to a parallel boundary at y = 0,
where the initial orientation is φ0 = ψ0 = 0 and θ0 = π/6. The reason for the non-zero value of θ0 is
that the rotation matrix used to update the Euler angles, θ, φ and ψ (see § 2.6.1), is inﬁnite around
θ = 0. Hence, when updating the Euler angles we encounter numerical problems that result in large
non-intuitive rotation of the cell. Choosing θ0 to be non-zero has no great impact on the analysis
as estimates for velocities will behave in the same manner regardless of the initial orientation.
6.2 Analysis of cell translational velocities
Here we look at the eﬀects that the boundary has upon the locomotion of the cell as well as the
ﬂows induced by the ﬂagella. For a cell initially orientated along the z-axis, θ0 = φ0 = ψ0 = 0, with
a dual re-orientation mechanism in an unbounded ﬂuid the mean translational velocity relative to
the body axis is given by the results in Table 6.1. Fore cases CI and CII, V is given by the third
and second columns, respectively.
Table 6.1: The mean translational velocity relative to the cell’s body axis. The cells are initially orientated along the
z-axis (second column) and x-axis (third column) in an unbounded ﬂuid. The velocity is shown for a cell with dual
re-orientation mechanism.
Beat
 V  d b−1
θ0 = 0 θ0 = π/2
I (0.1198,0,0) (0.1247,-0.0054,0)
F (0.0391,0,0) (0.0439,-0.0054,0)
R (0.1452,0,0) (0.1502,-0.0054,0)
RNL (0.0938,0,0) (0.0987,-0.0053,0)
RNR (0.0934,0,0) (0.0983,-0.0053,0)
6.2.1 Swimming in the proximity of a parallel boundary (case A)
In § 2.7.2 we found that for a sphere translating close to a wall the settling velocity of the sphere
decreased the smaller the gap between the cell and wall. Furthermore, since the viscous drag
will increase the closer an object is to a boundary then we could assume that the cell will also
slow down in the vicinity of the boundary. However, as we can see in Figure 6.2(a) the mean
194swimming speed parallel to the cell,  vp , increases as the cell moves closer to the boundary. This is
a consequence of the propulsive force generated by the beating ﬂagellum having a greater increase
than the viscous drag on the swimmer when the cell is close to the wall. In Figure 6.2(a) we can
see that as the distance between the cell and wall increases the velocity decreases to the unbounded
value, dashed-line.
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Figure 6.2: The change in swimming speed near a wall for the three-dimensional RNR beat with dual re-orientation
mechanism. (a) The component of the translational velocity parallel to the cell’s orientation vector p as a function
of δh. (b) The component of the translational velocity perpendicular to the cell’s orientation vector p as a function
of δh. The dashed line denotes the unbounded value in both cases.
At the closest point considered, δh = 1.1 d, we observe a 12% increase from the unbounded
estimate for the RNR beat. The same is true for the other beat patterns and compared to the
unbounded estimates there is a similar 10–12% increase at δh = 1.1 d for the I, R and RNL beats.
At δh = 1.1 d the F beat estimate for  U  is 21% larger than the unbounded estimate.
Furthermore, the mean velocity perpendicular to the orientation vector,  vq , initially increases
as the cell is placed closer to the wall. However, when δh < 1.2 d we obtain negative estimates for
the swimming speed  vq , which decreases as the distance between cell and wall decreases.
6.2.2 Swimming toward a perpendicular boundary (case B)
The behaviour of the swimming speed as a cell moves closer to a perpendicular boundary is shown
in Figure 6.3. As the cell swims closer to the boundary we initially observe an increase in the
swimming speed. However, a consequence of moving closer to the wall is that the available space
the cell can move into is reduced. Note, that because the symmetry of the opposite ﬂagella is not
broken the cell does not rotate. The result is that during the recovery stroke, when the ﬂagella
move from posterior to anterior end, the force that causes the cell to move backward is increased
195by the presence of the wall. Hence, the mean recovery stroke swimming speed closer to the wall is
greater than when the cell is unbounded. Consequently, the mean swimming speed in the direction
of p, the orientation vector,  vp , is smaller when δh < 2. This is highlighted for the RNR beat
in Figure 6.3(a). The other beat patterns exhibit similar behaviour, with only the point at which
 vp  decreases diﬀering between beat patterns: for the I beat this occurs at δh < 2, whereas for the
other beat patterns the change in behaviour occurs at δh < 3.
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Figure 6.3: The change in translational velocity relative to the body axis for a three-dimensional cell with RNR beat
and dual re-orientation mechanism. (a) The component of the mean translational velocity parallel to the body axis,
 vp , against the distance from the wall. (b) The component of the mean translational velocity perpendicular to the
body axis,  vq , against the distance from the wall. The dashed line denotes the unbounded value of the swimming
speeds.
Figure 6.3(b) shows the average swimming speed perpendicular to the body axis,  vq , as a
function of δh for the RNR beat. For the unbounded cell with RNR beat the sedimentary and
gravitational torques acting on the cell cause a rotation of the cell and consequently we obtain
 vq  = −5.3 × 10−3. However, as the cell moves closer to the wall, the boundary inhibits the
re-orientation of the cell. Thus, we observe lower magnitude values of  vq  as δh decreases.
6.2.3 Swimming away from a perpendicular boundary (case B)
A sphere moving perpendicular to a boundary suﬀers a decrease in translational velocity much
like a sphere moving parallel to a wall. However, the velocity when translating perpendicular is
smaller than when translation is parallel to the boundary. This is a consequence of an increase in
the sphere’s viscous drag when moving perpendicular to a boundary.
Like the sphere we ﬁnd that the drag on the free-swimming cell decreases as the cell moves
perpendicularly away from a plane boundary. However, while the drag force acting on the cell
is greater closer to the boundary it is still not as large as the propulsive force generated by the
196ﬂagellar beat. Thus, we observe a decrease in the average swimming speed parallel to p close to
the boundary, but not enough to stop the cell moving away from the wall. This is shown for the
RNR beat with dual re-orientation mechanism in Figure 6.4(a). The other beat patterns exhibit
similar qualitative behaviour.
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Figure 6.4: The change in translational velocity relative to the body axis for a three-dimensional cell with RNR
beat and dual re-orientation mechanism. (a) The component of the mean translational velocity parallel to the body
axis,  vp , against the distance from the wall at x = 0. (b) The component of the mean translational velocity
perpendicular to the body axis,  vq , against the distance from the wall. The dashed line denotes the unbounded
value of the swimming speeds.
The re-orientation mechanism is also aﬀected by the presence of the boundary in a similar
manner to that discussed for motion toward the wall (see Figure 6.4(b)). For a self-propelled
sphere acting under gravity the same is also true as the boundary decreases the sedimentation
velocity [46].
For the average swimming speeds parallel and perpendicular to the body axis we observe an
increase as the cell is placed further from the boundary, with estimates tending to the unbounded
swimming speeds (dashed line in Figure 6.4). At δh = 0.51 d there is a 77–79% decrease in
 vp  compared to the unbounded estimates for all beat patterns. Furthermore, there is a 51–55%
decrease in  vq  at δh = 0.51 d, compared to the unbounded estimate.
6.2.4 Swimming with ﬂagellar plane parallel to the boundary (case C)
Here, we consider uni-planar motion and due to the presence of the boundary we observe some out
of plane motion. Consequently, unlike the above problems there is a component of the translational
velocity, relative to the cell’s body axis, in the direction of r, a vector perpendicular to the orienta-
tion vector p (see § 2.2). Furthermore, in the two cases detailed below we have that θ0 = π/6 and
φ0 = ψ0 = 0 when the boundary is located at y = 0, and θ0 = φ0 = ψ0 = π/2 when the boundary
197is located at z = 0. Physically, we have a case where a cell is swimming (almost) vertically parallel
to a boundary with the ﬂagella beating in a plane parallel to the boundary, and a cell swimming
along the y-axis with a boundary either above or below it. The latter is similar to looking at how
Chlamydomonas behave in thin layers on top of glass slides.
Swimming parallel to a wall at y = 0 (case CI)
In contrast to swimming parallel with the ﬂagellar plane perpendicular to the boundary the sym-
metry between opposite ﬂagella is maintained when the boundary is parallel to the ﬂagellar plane.
However, the symmetry of the problem is broken along the y-axis and we observe that the cell
rotates out of the plane and swims with a mean swimming speed  vr , which increases in mag-
nitude as the cell moves closer to the wall (see Figure 6.5(c)). Far from the wall  vr  is zero as
the inﬂuence of the wall is not suﬃcient enough to cause rotation out of the plane. While only
shown for the RNR beat the behaviour is the same for all beat patterns except the F beat, which
is a mirror image of the other beats. However, as we discussed in Chapter 3 the F beat is a poor
representation of a bi-ﬂagellate swimmer.
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Figure 6.5: The three components of the cell’s translational velocity relative to the body axes against the distance
from the boundary δh. The data is displayed for the three-dimensional RNR cell with dual re-orientation mechanism
in the vicinity of a boundary at y = 0. (a) the component of the velocity in the direction of orientation. (b) and
(c) the component of velocity perpendicular to the orientation of the cell. In all plots the dashed line denotes the
unbounded value. The cells are initially orientated such that θ0 = π/6 and φ0 = ψ0 = 0.
For the other components of the velocity we observe the same behaviour as swimming perpen-
dicularly away from a boundary:  vp  and  vq  increase to the unbounded estimates as the cell
is placed further from the wall. At δh = 0.43, the estimate for  vp  is 21–24% smaller than the
unbounded estimate depending on the beat pattern.
198Swimming parallel to a wall at z = 0 (case CII)
When the cell is swimming along the y-axis (θ0 = φ0 = ψ0 = π/2) parallel to a wall at z = 0 (gravity
acts into the wall) we observe slightly diﬀerent behaviour to that observed when the boundary is
at y = 0.
Far from the boundary the re-orientation mechanism causes the cell to rotate around the x-axis,
hence, there is some motion perpendicular to the orientation vector of the cell. As the cell moves
closer to the wall there is an increase in  vr , and we begin to observe that the torques re-orienting
the cell due to the re-orientation mechanisms are dwarfed by the viscous torques generated by the
boundary. Thus, when δh is small we observe the cell moving toward the boundary rather than
away from the boundary. For a prolate spheroid with same minor and major-axes as the cell body
we would expect the resistance of the spheroid to increase closer to the boundary. Furthermore, we
would also see an increase in the torque exerted on the spheroid. The torque causes the spheroid
to rotate along the wall until it reaches a inclination where it will move laterally [46]. While, the
behaviour is similar to the cell, we would expect that due to the beating ﬂagella that once the
cell reaches a certain inclination it would swim away from the boundary [66]. Furthermore, unlike
a translating spheroid the cell has a re-orientation mechanism and in order for the cell to rotate
toward rather than away from the wall the torque generated by the boundary must be greater than
the sedimentary and gravitational torques. Figure 6.6(b) shows that there is potentially a distance
from the cell where the surface generated torques balance with those of the cell causing the cell to
experience no displacement along the z-axis.
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Figure 6.6: The components of the translational velocity in the direction of p and r (body axis) against the distance
from cell centre to the boundary at z = 0. The results are presented for the RNR beat with dual re-orientation
mechanism, with initial orientation θ0 = φ0 = ψ0 = π/2. (a) The component of the velocity in the direction of p. (b)
The component of the velocity in the direction of r. In both cases the dashed line denotes the unbounded estimate.
With respect to the swimming speed along the cell’s principal axis we observe the same be-
199haviour as in the previous problems, where there is a reduction in  vp  close to the boundary and
an increase to the unbounded estimate as δh increases (see Figure 6.6(a)). For both unbounded
and bounded swimmers motion in the direction of q is negligible.
Moreover, we can see from Figure 6.6 that the boundary appears to start exerting an inﬂuence on
the motion of the cell when δh = 2 d. The same is also true when cell and boundary are conﬁgured
as in case CI. For cases A and B the wall’s inﬂuence is felt by the cell at greater distances; 5 d for
case A and 4 d and 10 d for the toward and away problems of case B, respectively.
In Figure 6.6 we considered the motion of a cell above a boundary. For the RN and F beats.
when the cell is located below the boundary we observe that  vr  decreases in magnitude as δh
decreases. The reduction of magnitude is what we would expect as the cell’s ability to re-orientate
will be aﬀected by the boundary. For the I and R beats we initially see an increase in the magnitude
of  vr  as the cell moves closer to the wall, before a decrease when δh < 0.7 d. This may be a result
of the greater thrust generated by the I and R beats.
The velocity  vp  decreases as δh decreases exactly the same as in Figure 6.6(a) when the cell
is below the boundary.
6.3 Analysis of cell orientation
6.3.1 Swimming in the proximity of a parallel boundary (case A)
For ﬁxed δh we observe that the cell turns away from the boundary during the eﬀective stroke. This
is depicted in Figure 6.7(a) for δh = 1.1 d, and we can clearly see θ increases for all beat patterns
over the course of the eﬀective stroke. However, for the I and R beats this increase is larger than
the RN beats.
Contrary to observations during the eﬀective stroke, the angle between the cell and wall de-
creases over the course of the recovery stroke. However, the decrease is small compared to the
rotation during the eﬀective stroke, thus over a single beat the cell rotates away from the bound-
ary. This is typical behaviour for pullers where the rotation rate induced by the wall generally
causes cells such as bi-ﬂagellate algae to swim away from surfaces. This is distinctly diﬀerent be-
haviour to that of self-propelled spheres or spheroids, which would roll parallel to the surface (a
prolate spheroid of similar dimensions to the cell body will rotate along the surface until a certain
inclination, at which point it will cease rotating). So the ﬂagellar beat has a huge bearing on how
200the cell behaves close to boundaries.
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Figure 6.7: (a) The change in theta over the course of a single beat. (b) The change in θ over ten beats. In both
graphs θ0 = 0 and the wall is at x = 0, with gravity acting along the cell’s major axis. The cells re-orientate using
the dual mechanism.
The change in θ over ten ﬂagellar beats is shown in Figure 6.7(b), and it is evident that over
time the change in θ reduces. However, even after ten beats when the cell is approximately 1.5 d
from the wall, the wall still exerts some inﬂuence on the cell’s orientation. This is clear as the
eﬀects of the gravitational and sedimentation torques that re-orientate the cell are dwarfed by the
large viscous torques generated by the boundary-cell interaction.
The average rotation rate about j,  Ωy , at δh = 1.1 d for the cell with a R beat is 0.0444 b−1.
On the other hand the RNR beat has an average rotation rate of 0.0368 b−1, whereas the RNL and
I beat average rotation rates are smaller at 0.0338 b−1 and 0.0332 b−1, respectively. The F beat
estimate is roughly half that of the R beat. As δh increases  Ωy  tends to zero (the unbounded
value).
For θ0 < 0, a cell orientated toward the wall, the cell will continue to swim toward the wall, while
being rotated parallel to the boundary, due to both the re-orientation mechanisms and boundary
induced torques. The re-orientation mechanism plays a small role in the rotation, however, for
small δh its eﬀects on the rotation of the cell are minimal. Furthermore, if the cell gets too close
and the distance between the wall and the closest node on the cell, δd, is less than the discretisation
size of the nearby nodes then the numerical method breaks down and the results are inconsistent
with typical bi-ﬂagellate behaviour. This manifest itself in large displacements and rotations of the
cell.
When θ0 > 0, a cell orientated away from the wall, as we would expect, the cell continues to
move further from the wall. However, the boundary still breaks the symmetry of the ﬂow and
we observe that surface induced torques prohibit the cell from re-orientating; the boundary causes
201cell to rotate clockwise, while re-orientation seeks to rotate the cell anti-clockwise. However, the
rotation is greater clockwise. Hence, a cell will start to swim perpendicularly from the boundary.
6.3.2 Swimming toward and away from a perpendicular boundary (case B)
Unlike case A the symmetry of the ﬂagella is not broken by the boundary when we consider
swimming toward and away from the perpendicular boundary. In an unbounded ﬂuid the cell will
rotate toward the vertical axis due to its re-orientation mechanism. In Figure 6.8(a), for a cell
swimming away from a boundary, we can observe how the change in the orientation, over a beat,
reduces as the cell is placed closer to the wall. Since the re-orientation mechanism orientates the cell
anti-clockwise this implies that the wall is inducing a torque on the cell which is causing it to rotate
clockwise. Hence, reducing the re-orientation over a beat. From Figure 6.8(b) we can see that
when the cell is greater than two body lengths from the boundary there is very little change in the
orientation. As with the average swimming velocities observations of the cell far from the boundary
show that  Ωy  tends to the unbounded estimate. At δh = 0.51,  Ωy  = 2.2×10−3 b−1 for the RNR
beat, which is 41% smaller than the unbounded case. For the R beat  Ωy  = 2.5×10−3 b−1, a 36%
decrease from the unbounded problem. For the remaining beat patterns there is also a 41%–45%
decrease.
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Figure 6.8: The change in orientation and the rotation rates for the the RNR beat with dual re-orientation mechanism
(gravity acting along the cells’ minor axes) (a) The change in the orientation angle θ over the course of a single beat
for a cell located at various distances from the wall. The cell is initially orientated such that it points along the
positive x-axis (cell swimming away from a boundary, θ0 = π/2). (b) The average rate of rotation about j,  Ωy , as a
function of distance from wall δh, for a cell swimming away from the boundary at x = 0. (c) The behaviour of  Ωy 
for diﬀerent distances from the wall. The cell is initially orientated such that it is swimming to a boundary at x = 0,
that is, θ0 = −π/2. The dashed line denotes the unbounded estimate.
The changes in θ when the cell is swimming toward the boundary are similar to the unbounded
problem even when the swimmer is close to the wall. This can be seen in  Ωy  against δh in
202Figure 6.8(c), where  Ωy  barely changes as δh decreases. The small increase in  Ωy  at close contact
to the boundary is due to the gap size between wall and cell being smaller than the discretisation
size of the local nodes (this reduces the accuracy of the numerical method).
6.3.3 Swimming with ﬂagellar plane parallel to the boundary (case C)
Here, we no longer restrict the behaviour to a single plane and look at how a boundary may induce
out-of-plane behaviour. Physically, a change in θ results in the cell orientating toward or away from
the vertical axis. Changes in the angle ψ cause the cell to rotate about the orientation vector p. φ
is the angle between the projection of the orientation vector and the Cartesian axis. An example
of the cell rotation is demonstrated in Figure 6.9 for a cell initially orientated along the vertical
axis (θ0 = φ0 = ψ0 = 0)
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Figure 6.9: Schematic detailing how the Euler angles orientate the cell. The bold arrows represent the Cartesian
(i, j, k) axis, whereas the thin arrows denote the cell’s body axis (p, q, r). (a) The initial orientation: θ = φ = ψ = 0.
(b) A cell which has been rotated by π/6 about j: (θ = π/6 φ = ψ = 0) (c) A cell that has been rotated π/6 about j
and π/4 about k: (θ = π/6 φ = π/4 ψ = 0) (d) A cell rotated π/6 about j, π/4 about k and π/3 about p: (θ = π/6
φ = π/4 ψ = π/3).
Swimming parallel to a wall at y = 0 (case CI)
In this instance the cell is initially orientated similar to Figure 6.9(b) with the wall in the direction
of j at y = 0. The change in Euler angle θ over a single beat for the RNR cell is shown in
203Figure 6.10(a) for various δh. At a distance of roughly a body length from the cell there is very
little diﬀerence in the change in orientation about j compared to the unbounded case (dashed line).
As δh gets smaller we observe not only a quantitative change in the cell’s behaviour, but we also
observe that the wall induces a torque on the cell that adversely aﬀects the cell’s re-orientation
mechanism. Furthermore, we can see from the curves for δh = 0.36 d and 0.5 d that rotation
induced by the wall seems to be stronger after the ﬁrst ﬁfth of the beat.
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Figure 6.10: The change in Euler angles for a cell with RNR beat and dual re-orientation mechanism. The cell is
initially orientated such that θ0 = π/6 and φ0 = ψ0 = 0. The cell is swimming parallel to a boundary at y = 0 with
its ﬂagellar plane initially parallel to the boundary. Gravity acts in the direction of negative k. (a) The change in θ
over the course of a single beat for various distances from the wall. (b) The change in φ over the course of a single
beat for various distances from the wall. (c) The change in ψ over the course of a single beat for various distances
from the wall. All distances δh are in body lengths, d.
The wall causes the cell to move out of the plane as we can see from the non-zero values of
φ in Figure 6.10(b). When δh is small, but larger than 0.5 d, φ increases during the eﬀective
stroke and decreases during the recovery stroke with a net decrease over the course of a single beat
(see Figure 6.10(b)). This implies that during the eﬀective stroke one ﬂagellum moves toward the
wall, while the other moves away from the wall, whereas during the recovery stroke the roles are
reversed. For this initial conﬁguration, increases in φ imply that the ﬂagellum further along the
negative x-axis will rotate toward the wall and for decreases in φ the ﬂagellum along the positive
x-axis will move closer to the wall. For δh < 0.5 d the net behaviour is the same, however, the
instantaneous rotations are slightly diﬀerent as we can see in Figure 6.10(b).
Moreover, we also observe some rotation about p. The change ψ is detailed in Figure 6.10(c)
and as we can see for a given δh, ψ ≈ −φ. What this means is that while the cell is rotating
clockwise about k it is rotating counter-clockwise about p at a similar rate and thus the ﬂagellar
plane remains parallel to the wall. Note, this does not imply that the cell does not move toward the
wall. Furthermore, the ﬂagella appear to stop the cell from rolling like a sphere or spheroid [46].
204Finally, Figure 6.11 demonstrates the behaviour of the angular velocity   as function of δh.
For each of the individual components we observe that as δh increases the estimate tends to the
unbounded values (dashed line). As mentioned above, as the cell moves closer to the wall the surface
induced torques cause the cell to rotate out of the plane. Thus, we observe that the magnitude
of the rotation around the x- and z-axes increase as the cell gets closer to the wall. However, the
surface aﬀects the rotation due to sedimentation by inducing a torque in the opposite direction.
Hence, we observe that when closer to the wall rotation about j is smaller than the unbounded
estimate (see Figure 6.11(b)).
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Figure 6.11: The individual components of the angular velocity as functions of δh for the RNR beat with dual re-
orientation mechanism. The cell is swimming parallel to a plane boundary with its ﬂagellar beat lying parallel to the
boundary at y = 0. Gravity acts in the direction of k and the cell is displaced 0.36 d from the boundary. The initial
orientation angles are θ0 = π/6 and φ0 = ψ0 = 0. The dashed line denotes the unbounded estimate.
Swimming parallel to a wall at z = 0 (case CII)
We now consider a cell swimming along the y-axis above a boundary at z = 0 such that its propulsion
and ﬂagellar beat are initially parallel to the boundary, that is, θ0 = φ0 = ψ0 = π/2. Furthermore,
gravity is acting in the same direction as the cell’s minor axis, that is, into the boundary.
In an unbounded ﬂuid the cell will rotate solely about i due to the re-orientation mechanism.
Thus, over the course of a single beat we observe that θ decreases. For a cell displaced 0.99 d
above the boundary at z = 0, the wall induced torques increase the rate at which the cell rotates
away from the boundary (toward the vertical axis) during the eﬀective stroke (see Figure 6.12(a)).
However, in the latter half of the recovery stroke the cell rotates toward the wall, with the net
result that the ﬂagella lie closer to the boundary after a single beat. Like a self propelled sphere
over the course of a beat the cell appears to be rolling along the wall. However, the viscous torques
generated by the eﬀective stage of the beat counteract the wall induced torques and we observe a
205rocking motion of the cell over many beats (clockwise then anti-clockwise rotations), rather than a
smooth uni-directional rotation like a sphere.
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Figure 6.12: The change in cell orientation and the rate of orientation for a cell with RNR beat and dual re-orientation
mechanism near a boundary at z = 0. The initial cell orientation is θ0 = φ0 = ψ0 = π/2. (a) Change in θ over a
single beat for diﬀerent distances above the boundary. (b) The change in θ over ten beats for a cell initially displaced
0.36 d above the boundary. (c) and (d) the change in the rotation rate around the x-axis as a function of distance to
the wall for above and below the boundary, respectively.
When δh < 0.5 d the cell only rotates away from the wall for a short period during the beginning
of the recovery stroke (see Figure 6.12(a)), and over the beat we observe that ∆θ is substantially
greater than the estimates obtained for an unbounded swimmer. The rocking motion of the cell
can be seen for δh = 0.36 d above the boundary in Figure 6.12(b), where the torques generated
due to the boundary breaking the symmetry of the ﬂow are more substantial than the gravitational
and sedimentary torques of the cell and thus the cell swims toward the boundary rather than
away. Furthermore, the greater the angle between the boundary and the cell’s principal axis at the
beginning of a beat, the greater the change in θ is over the beat.
The x-component of the average angular velocity decreases as the distance between the cell and
wall decreases. Furthermore, for δh < 0.5 d there is a change in sign showing how the wall aﬀects
the direction of rotation: from away from the wall to toward the wall. Thus, the wall induced
torques dominate rotation at small δh compared to the re-orientation mechanism. The behaviour
206of  Ωx  over a beat is displayed in Figure 6.12(c) for the RNR beat.
The results for a cell below a boundary are similar to those for above the boundary; the change
in θ is the opposite to what we observed in Figure 6.12(a). However, like above the boundary this
implies that the cell is rotating such that its ﬂagella are pointing toward the boundary. The change
in the average rotation rate for the cell below the boundary is shown in Figure 6.12(d), where we
can see that the rate of rotation increases as the cell gets closer to the wall: the wall induced torques
eventually dominate the re-orientation torque, but since they are both seeking to rotate the cell
in the same direction we will ﬁnd that a cell swimming below a no-slip boundary will re-orientate
quicker than an unbounded cell over a single beat.
6.4 Analysis of cell trajectories
For many micro-organisms the presence of a wall has a signiﬁcant bearing on their trajectories.
For example Escheria coli have straight trajectories in unbounded domains, but in the presence
of a plane boundary they move in a circular motion [66]. Here we investigate what aﬀect that a
surface has on the trajectories of pushers such as bi-ﬂagellate algae. In an unbounded domain the
cells move with typical trajectories shown in Figure 6.13. The trajectories are displayed for the ﬁve
initial orientations required for the ﬁve cases of swimming close to a boundary detailed in § 6.1.
For the majority of beat patterns the behaviour is the same. However, we do observe that the
F beat has more trouble moving away from boundaries. This is perhaps due to the beat having
less thrust than the other ﬂagellar beats. Hence, the cell ﬁnds it hard to counteract the increased
drag due to the wall.
6.4.1 Swimming in the proximity of a parallel boundary (case A)
For the unbounded swimmer we observed that over the course of a single beat the movement was
predominantly along the z-axis (see Figure 6.13(a)). When the cell is close to a boundary we ﬁnd
that unlike the unbounded case there is some non-negligible motion along the x axis, however, the
qualitative behaviour of the cell remains the same for both bounded and unbounded swimming.
This is shown in Figure 6.14(a) for δh = 1.1, which also shows that over the course of a beat the cell
moves further along the z-axis, while also moving closer to the wall. Furthermore, we can see that
over the eﬀective stroke, when the cell is swimming along positive z, there is a slight movement
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Figure 6.13: Trajectories for the RNR cells with dual re-orientation mechanisms in an unbounded ﬂuid. (a) Cell
initially orientated along the z-axis with θ0 = 0. (b) and (c) Cells orientated along the negative x-axis such that
θ = ±π/2, respectively. For the above three problems only uni-planar motion is considered. (d) Cell initially
pointing π/6 from the vertical axis (θ0 = π/6,φ0 = ψ0 = 0). (e) Cell initially orientated along the y-axis such that
θ0 = φ0 = ψ0 = π/2. Gravity acts along the z-axis in all cases.
away from the wall, whereas during the recovery stroke the cell moves closer to the wall. However,
over the single beat shown the cell never turns to point into the wall.
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Figure 6.14: Case A: Trajectories for the RNR beat with dual re-orientation mechanism displaced a distance 1.1 d
from the parallel boundary at x = 0. (a) The trajectory of the cell over a single beat. (b) The trajectory over ten
beats. Shading indicates the magnitude of the translational velocity. (c) Trajectory over ten beats where arrows show
the orientation of the swimmer. The arrows are plotted at the beginning of each ﬂagellar beat. Solid line denotes the
boundary. In all cases θ0 = 0 and only uni-planar motion is considered. Gravity is along the z-axis.
Unlike a settling sphere next to a boundary the cell does not simply roll along the wall. Instead,
the asymmetry and propulsion of the organism leads to the cell moving away from the wall. This
can be seen in the trajectories plotted over ten beats in Figure 6.14(b). Here, we can see that there
208is a reduction in the movement toward the wall for larger values of δh.
Figure 6.14(c) shows the location and orientation of the cell at the start of the eﬀective stroke
for ten beats. While the cell initially points upward we can clearly see how the wall causes the cell
to turn and swim away from the boundary.
6.4.2 Swimming toward a perpendicular boundary (case B)
For a cell initially orientated along the x-axis such that θ0 = −π/2 we observe that during its
eﬀective stroke the cell moves along the negative x- and z-axes, the latter is due to gravity acting
on the cell, whereas during the recovery stroke it is displaced backward along its principal axis,
while simultaneously descending along the z-axis (see Figure 6.13(b)). However, when the cell is
swimming toward a boundary we observe the same qualitative behaviour, but we ﬁnd that the
boundary reduces the eﬀects of gravity; compare the vertical displacement between the unbounded
cell and a cell initially 1.8 d from a wall (see Figure 6.15(a)). In the latter case the cell does
not descend as far. Hence, the forces and torques produced by the wall counteract the cell’s
sedimentation. The closer the cell gets to the wall the greater the boundary torques are. Thus,
when we look at the behaviour of a cell swimming toward a wall over multiple beats we ﬁnd that
the drift along the negative z-axis for later beats is less than the initial beat. This is highlighted
in Figure 6.15(b) where the cell trajectories are plotted over the course of eight beats for a cell
initially displaced 1.8 d along the x-axis (the shades represent the translational velocity magnitude
at the particular time-step). Moreover, it appears that there is a greater eﬀect on the eﬀective
stroke than the recovery stroke, as there is a qualitative change in behaviour for the former.
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Figure 6.15: Case B: Trajectories for the RNR beat with dual re-orientation mechanism displaced a distance 1.8 d
from a perpendicular boundary at x = 0. (a) The trajectory of the cell over a single beat. (b) The trajectory over ten
beats. Shading indicates the magnitude of the translational velocity. (c) Trajectory over ten beats where arrows show
the orientation of the swimmer. The arrows are plotted at the beginning of each ﬂagellar beat. Solid line denotes the
boundary. In all cases θ0 = −π/2 and only uni-planar motion is considered. Gravity acts along the z-axis.
209Figure 6.15(b) also shows how the closer the cell moves to the wall the further it is pushed
backward during the recovery stroke. Hence, as the cell moves closer we begin to observe smaller
net displacements compared to the unbounded case. However, when the distance between the cell
and wall is smaller than the discretisation size the accuracy of the numerical method is reduced
and the behaviour is quite erratic.
In Figure 6.15(c) the orientation and location of the cell is shown. Unlike swimming parallel to
a lateral boundary the symmetry between left and right ﬂagellum is not broken. The result is that
the cell swims closer to the wall with every beat and can not turn enough to evade the wall.
6.4.3 Swimming away from a perpendicular boundary (case B)
As we would expect from above, when the cell is swimming away from a boundary there is a
reduction in the movement along the x-axis as the forces due to the presence of the boundary
aﬀect the cell’s sedimentation. The trajectory over the course of a single beat for a cell initially
displaced 0.51 d from the boundary is shown in Figure 6.16(a), where along with the reduction
in vertical displacement we can also see that the increased drag generated by the boundary also
results in a reduction in the net displacement along the x-axis (compare with the unbounded case
in Figure 6.13(c)).
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Figure 6.16: Case B: Trajectories for the RNR beat with dual re-orientation mechanism displaced a distance 0.51 d
from a perpendicular boundary at x = 0. (a) The trajectory of the cell over a single beat. (b) The trajectory over ten
beats. Shading indicates the magnitude of the translational velocity. (c) Trajectory over ten beats where arrows show
the orientation of the swimmer. The arrows are plotted at the beginning of each ﬂagellar beat. Solid line denotes the
boundary. In all cases θ0 = π/2 and only uni-planar motion is considered. Gravity acts along the z-axis.
From the trajectories over multiple beats in Figure 6.16(b) we observe that the swimming speed
over a beat increases as the cell moves further from the wall. This implies that the further the cell
moves from the wall the easier it is for the cell to move further away. Furthermore, we observe
210a slight change in behaviour over the beats which is mainly due to the combination of the cells
re-orientation mechanism and the forces and torques due to the boundary.
The orientation and location of the cell at the start of the eﬀective stroke is shown in Fig-
ure 6.16(c), where it is clear that due to the wall not breaking the symmetry between opposite
ﬂagella there is no great rotation of the cell. Furthermore, we can see that during the early beats
the cell struggles to move away from the boundary due to the increased drag acting on the cell.
The R beat, not shown, which generates a larger propulsive force than the RN beat has less of a
reduction in displacement close to the wall when compared to the unbounded case, than the other
beats.
6.4.4 Swimming with ﬂagellar plane parallel to the boundary (case C)
Swimming parallel to a wall at y = 0 (case CI)
For a cell swimming parallel to a boundary, with ﬂagellar plane parallel to the boundary, we observe
very little change in the behaviour compared to the unbounded case shown in Figure 6.13(d).
Figure 6.17 shows the trajectory for the RNR beat displaced 0.36 d from the boundary at y = 0,
where the shades denote the magnitude of the translational velocity at the given time-step. Since
the boundary breaks the symmetry along the y-axis, rather than remaining within the plane like
the unbounded swimmer the bounded swimmer rotates out of the plane. During the eﬀective stroke
the torque causes the cell to move away from the wall, whereas during the recovery stoke we observe
some displacement back toward the wall.
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Figure 6.17: Case CI: Trajectories for the RNR beat with dual re-orientation mechanism displaced a distance 0.36 d
from a parallel boundary at y = 0. The boundary lies parallel to the ﬂagellar plane and gravity acts along the z-axis.
The initial orientation of the cell is θ0 = π/6, φ0 = 0 and ψ0 = 0. The cell exhibits non-planar motion.
211The motion along the x- and z- axes is also eﬀected by the boundary. Comparisons with
unbounded swimmers show a reduction in the displacement of the cell over a single beat, which is
expected from the swimming speed analysis. Furthermore, like the previous cases the presence of
the boundary aﬀects the sedimentation of the cell by reducing the amount the cell drifts along the
negative z-axis during the recovery stroke.
Swimming parallel to a wall at z = 0 (case CII)
The trajectory for the RNR beat cell 0.36 d above a boundary at z = 0 is shown in Figure 6.18(a).
Like the unbounded case there is very little movement along the x-axis. Comparing the trajectories
of the bounded and unbounded swimmers (see Figure 6.13(e)) we ﬁnd that not only does the wall
reduce the distance traversed in the x direction, but causes the cell to be displaced away from the
boundary. In the unbounded case the re-orientation mechanism caused the cell to descend along
the z-axis, however, the forces exerted by the wall on the cell cause the cell to move along the
positive z-axis and it is hard to see the aﬀects of the re-orientation mechanism during the eﬀective
stroke when δh is small. During the recovery stroke we observe some sedimentation as well as some
wall induced rotation of the cell.
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Figure 6.18: Case CII: Trajectories for the RNR beat with dual re-orientation mechanism displaced a distance 0.51 d
from a parallel boundary at z = 0, with ﬂagella parallel to the boundary (a) The trajectory of the cell over a single
beat. (b) The trajectory over ten beats. Shading indicates the magnitude of the translational velocity. (c) Trajectory
over ten beats where arrows show the orientation of the swimmer. The arrows are plotted at the beginning of each
ﬂagellar beat. Solid line denotes the boundary. θ0 = φ0 = ψ0 = π/2. Gravity acts along the z-axis.
Over the course of ten beats we observe that the boundary causes a larger displacement along the
z-axis than is observed for an unbounded cell (see Figure 6.18(b)). Furthermore, as Figure 6.18(c)
highlights, the viscous torques generated by the wall have caused the cell to rotate out of the plane,
with the result that the cell is now swimming toward the boundary. This rotation suggests that
212part of the reason we observe displacement away from the wall is due to the orientation of the cell.
6.5 Flow ﬁelds generated by free-swimming cells close to a bound-
ary
The velocity ﬁelds are shown for a cell with RNR beat and dual re-orientation mechanism. The
other beat patterns exhibit the same qualitative behaviour, except where stated. The average
velocity ﬁelds are computed over the course of a single beat, with streamlines and arrows showing
the direction of the ﬂow. The contour lines indicate the magnitude of the ﬂow velocity, |u|.
6.5.1 Swimming in the proximity of a parallel boundary (case A)
The evolution of the ﬂow ﬁeld for the RNR beat is shown in Figure 6.19, where initially the cell is
displaced 1.1 d from the boundary and orientated such that θ0 = 0. It is clear from the ﬁgures that
the symmetry of the ﬂow ﬁeld is broken by the wall, but what is also evident is that the ﬂow on the
side furthest from the boundary is of a greater magnitude than the ﬂow close to the boundary for
the majority of time-steps over a single beat. Furthermore, on the side furthest from the boundary
we observe similar ﬂows to those generated by the cell in the unbounded ﬂuid; eddies move from
posterior to anterior end over the course of the eﬀective stroke (see Figures 6.19(a)–(c)). However,
on the side closest the boundary the ﬂow is restricted and instead of being pushed away from the
cell the ﬂuid is pushed against the wall and back toward the cell. The motion of the body, in the
opposite direction to the ﬂagellar motion, causes eddies to appear between the cell and the wall.
These eddies are smaller in strength and size and are particularly evident during the recovery stoke,
Figures 6.19(d)–(e).
The average velocity ﬁeld for the RNR beat, with δh = 1.1 d and θ0 = 0, is shown in Fig-
ure 6.20(a), where we can see that over the course of the beat the magnitudes are larger on the
unbounded side of the cell. This can also been seen in the inset of Figure 6.20(b), where the magni-
tude of the velocity is smaller around the vortices on the side closer to the boundary (dashed line)
than on the side furthest from the boundary (dot-dashed line). The vortices are highlighted by the
local minima along the lateral directions. Figure 6.20(b) also highlights how the spatial decay of
the magnitude of the mean ﬂow velocity against distance from the cell’s centre-of-buoyancy, r, is
213 
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Figure 6.19: The velocity ﬁelds for a cell with RNR beat initially orientated in the direction of k, gravity points along
the cell’s major axis. The cell is swimming parallel to a boundary at x = 0. At time zero the cell is located 1.1 d
from the boundary. The contours denote the ﬂow velocity magnitude of the instantaneous velocity ﬁeld, whereas the
solid red line indicates the location of the boundary. The cell re-orientates using the dual re-orientation mechanism.
214greater in the lateral direction furthest from the boundary than anterior or posterior to the cell.
However, in the far ﬁeld we observe that the ﬂow velocity decays as r−3 and suggests that the cell
behaves as a Stokes-doublet in the far ﬁeld. This decay is quicker than the r−1 decay observed with
the unbounded swimmer. However, such behaviour is expected as the ﬂow velocity of the original
Stokeslet is cancelled out by the image system [10].
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Figure 6.20: The average velocity ﬁeld, (a), and spatial decay of the magnitude of the mean ﬂow velocity, | u |, (b),
for the RNR beat, where θ0 = 0 and the boundary lies δh = 1.1 d parallel to the swimmer at x = 0. Gravity is along
the cell’s principle axis. The contours highlight the magnitude of the ﬂow velocity, whereas the solid line indicates
the boundary. The spatial decay is given through four directions: two along the cell’s major axis, and two along its
minor axis. The inset shows the decay in the near ﬁeld.
We do not observe a stagnation point in the velocity ﬁelds near the anterior end of the cell like
the unbounded free-swimmer. Instead the stagnation point appears further in the ﬂuid domain;
3.5 d from the cell’s centre-of-buoyancy, which can be seen in the ﬁrst local minimum from the
right along the solid line in Figure 6.20(b). The local minimum along the posterior curve, dotted
line, is due to the sedimentary torques acting on the cell and is evident in the unbounded problem,
and highlights that there is a stagnation point at the posterior end of the cell. However, in the
bounded domain the stagnation point occurs further from the cell.
When we move away from the wall we begin to observe the symmetry of the ﬂow return around
the cell during the eﬀective stroke (Figures 6.21(a)–(b)). At a distance δh = 5 d we observe very
little change in the swimming speed compared to the unbounded estimate. However, the wall
clearly has a visible eﬀect on the ﬂow far from the cell, see Figure 6.21(c), although close to the
cell symmetric lateral eddies are still generated.
During the recovery stroke the ﬂows are not symmetric whether close to or far from the cell.
This is especially true in Figures 6.21(e) and (f), when δh = 2 and δh = 5, respectively. Here
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Figure 6.21: The ﬂow generated by the RNR beat with dual mechanism and θ0 = 0. Gravity acts along the cell’s
major axis and the boundary lies parallel to the cell at x = 0. (a)-(c) are ﬂows generated during the cell’s eﬀective
stroke. The ﬂows are shown for various δh. (d)-(f) are the ﬂows generated at by the cell at various distances from
the wall during its recovery stroke. The solid line indicates the wall.
216we observe that the boundary causes large vortices to appear perpendicular to the left-hand-side
ﬂagellum.
6.5.2 Swimming toward a perpendicular boundary (case B)
Individual ﬂow ﬁelds for various time-steps of a cell’s movement toward the wall are shown in
Figure 6.22 for the RNR beat with δh = 1.8 d and θ0 = −π/2. As the boundary does not
signiﬁcantly aﬀect the ﬂow at the posterior end of the cell, we observe similar vortices as those
present in the unbounded velocity ﬁelds. However, at the anterior end the boundary causes small
vortices to appear close to the wall and perpendicular to the ﬂagella. For smaller values of δh
these vortices begin to disappear as the reduction in space between cell and wall does not allow the
vortices to form.
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Figure 6.22: The velocity ﬁelds for various stages of the RNR beat swimming toward a stationary plane boundary
located at x = 0 (boundary lies perpendicular to the cell). The cell is initially displaced δh = 1.8 d along the x-axis
from the origin. The contours show the magnitude of the velocity ﬁeld generated by the swimming cell.
Average velocity ﬁelds are shown for the RNR beat placed 1.7 d from the boundary in Fig-
ure 6.23(a). Like the unbounded problem the ﬂow at the anterior end is of a higher magnitude
than behind the cell, however, the ﬂows here are smaller in magnitude than those observed for an
217unbounded cell. Since the left-hand/right-hand ﬂagellar symmetry is not broken by the wall we
observe roughly symmetric ﬂows. The reason for the slightly discordant contours is that with the
initial conﬁguration of θ0 = −π/2 the cell re-orientates, hence, the cell is rotating clockwise. The
rotation of the cell results in a slightly larger magnitude in the ﬂow velocity around the right-hand
ﬂagellum (the uppermost ﬂagellum in Figure 6.23(a)), which can be seen by comparing the lateral
curves in the inset of Figure 6.23(b), where at the local minima there is a noticeable diﬀerence in
magnitude between the two directions. The minima correspond to the vortices, where the dashed
and dot-dashed lines correspond to the ﬂow along the cell’s minor axis in the direction of negative
and positive z, where the z-axis is along the solid red line and the y-axis points into the page.
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Figure 6.23: The average velocity ﬁeld, (a), and spatial decay of the ﬂow velocity, (b), for the RNR beat, where
δh = 1.7 d and θ0 = −π/2. Gravity is along the cell’s minor axis. The contours highlight the magnitude of the ﬂow
velocity, whereas the solid line indicates the boundary, which is perpendicular to the cell at x = 0. The spatial decay
of the magnitude of the mean ﬂow velocity | u | is given through four directions: two along the cell’s major axis,
and two along its minor axis. The inset shows the decay in the near ﬁeld.
Due to the proximity of the wall no stagnation point is observed at δh = 1.7 d, however, at
greater distances from the wall the stagnation point reappears as we would expect.
The decay in the far ﬁeld is dependent on the direction. Along the posterior end, where the cell
is unbounded, we observe that the cell is slower to decay than lateral to the cell; the ﬂow velocity
scales as r−4 and r−3 along the posterior and lateral directions, respectively. Thus, like the parallel
case the cell behaves as Stokes-doublet in the far ﬁeld.
2186.5.3 Swimming away from a perpendicular boundary (case B)
Flows generated by the RNR beat are shown in Figure 6.24 at various stages of the simulation for
δh = 0.51 d. Due to the wall behind the cell, the ﬂuid pushed toward the posterior end of the cell
by the beating ﬂagella during the eﬀective stoke (see Figures 6.24(a), (c) and (e)) is forced either
perpendicular to the cell’s major axis or against the body. As in the unbounded case the higher
magnitude ﬂows are close to the tips of the ﬂagella and unlike the parallel ﬂow ﬁelds the wall does
not aﬀect the rough symmetry between left and right ﬂagellum. However, it does restrict the ﬂow
at the posterior end of the cell body.
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Figure 6.24: The velocity ﬁelds for a cell with RNR beat initially orientated along the x-axis (θ0 = π/2), where
gravity points along the cell’s minor axis. At time zero the cell is located 0.51 d from the boundary. The contours
denote the ﬂow velocity magnitude of the instantaneous velocity ﬁeld, whereas the solid red line indicates the location
of the boundary, which is perpendicular to the cell at x = 0. The cell re-orientates using the dual re-orientation
mechanism.
Furthermore, the wall causes the lateral vortices to form further from the body. This is apparent
during the eﬀective stroke where they are over a body length from the cell body. During the recovery
stroke the vortices lie closer to the body due to the ﬂagellar position. Various stages of the recovery
stroke are shown in Figures 6.24(b), (d) and (f), where we can see that toward the end of the
recovery stroke, eddies appear at the posterior end of the body.
219The mean velocity ﬁeld over the course of the beat and the spatial decay of the magnitude
of the mean ﬂow velocity are shown in Figure 6.25, for δh = 0.51 d. Like the ﬂow ﬁelds for an
unbounded ﬂuid there is a rough symmetry lateral to the cell. However, the spatial decay plot
highlights the slight magnitude diﬀerence at the vortices (see the local minima of the lateral curves
in the inset of Figure 6.25(b)). This discrepancy is due to the re-orientation of the cell; the cell is
rotating anti-clockwise in Figure 6.25(a). The second minimum that occurs along the left lateral
curve is due to the sedimentary torques re-orienting the cell. Comparisons with swimming toward
the boundary (see Figure 6.23) show that the minimum occurs in the same direction in both cases.
That is, it occurs along the direction in which gravity acts.
 
0.05
0.11
0.17
0.23
0.28
0.34
0.40 d b−1
(a)
10
−2
10
0
10
2
10
4 10
−15
10
−10
10
−5
10
0
 
 
Posterior
Anterior
Lateral Left
Lateral Right
10
0 10
−3
10
−2
10
−1
|
 
u
 
|
d
b
−
1
r d
(b)
Figure 6.25: The average velocity ﬁeld, (a), and spatial decay of the ﬂow velocity, (b), for a cell with RNR beat
swimming perpendicular to a boundary, where δh = 0.51 d and θ0 = π/2. Gravity is along the cell’s minor axis.
The contours highlight the magnitude of the ﬂow velocity, whereas the solid line indicates the boundary. The spatial
decay of the mean ﬂow velocity magnitude | u | is given through four directions: two along the cell’s major axis,
and two along its minor axis. The inset shows the decay in the near ﬁeld. The wall is located at x = 0.
Like the unbounded swimmer we observe a local minimum around a body length from the
anterior end of the cell body (see solid line in Figure 6.25(b)). This corresponds to the stagnation
point we observe in the ﬂow ﬁeld just beyond the ﬂagella. At the posterior end, the close proximity
of the boundary results in very little ﬂow behind the cell. However, when δh > 1 we observe similar
ﬂows to the unbounded swimmer.
In the far ﬁeld the behaviour is the same as the cell swimming toward the boundary, except
now the ﬂow velocity is quicker to decay along the anterior end of the cell. However, regardless of
whether the cell swimming toward or away from a boundary the cell behaves as a Stokes-doublet
in the far ﬁeld.
2206.5.4 Swimming with ﬂagellar plane parallel to the boundary (case C)
Swimming parallel to a wall at y = 0 (case CI)
Unlike the previous ﬂow ﬁelds, the velocity ﬁelds in Figure 6.26 have been rotated such that the
vertical ﬁxed space axis k lies at an angle π/6 to the cells major axis.
The ﬂow ﬁeld through the plane y = 0.36 is displayed for the eﬀective stroke of the RNR
cell in Figure 6.26(a) and comparing with observations in an unbounded ﬂuid there are noticeable
diﬀerences in the ﬂow around the cell. Firstly, a decrease in magnitude is observed close to the
wall. Secondly, the streamlines highlight that not only are the eddies present lateral to the body,
but they have also shifted closer to the body and toward the anterior end of the cell. Furthermore,
beyond the ﬂagella we also observe the emergence of additional vortices that are induced by the
wall behind the cell.
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Figure 6.26: (a) The instantaneous velocity ﬁeld for a swimmer during the eﬀective stroke. (b) The instantaneous
velocity ﬁeld for a swimmer during the recovery stroke. In all cases the ﬂows are shown for the RNR beat with
dual re-orientation mechanism. The cells are initially displaced 0.36 d from the boundary at y = 0, and the cell is
orientated such that θ0 = π/6, φ0 = ψ0 = 0. Contours show the magnitude of the ﬂow velocity and the solid line
indicates the boundary. Gravity acts at an angle π/6 from the cell’s major axis.
During the recovery stroke we witness the same behaviour, vortices appearing close to the
ﬂagellar tip and sides of the body. Furthermore, the wall causes a shift in the position of the lateral
vortices; in the unbounded analysis recovery stroke eddies for the same time-step were roughly two
body radii from the cell body, whereas in Figure 6.26(b) they begin at the edge of the cell, for all
beat patterns.
The mean ﬂow ﬁeld when the wall is located 0.36 d from the cell is very similar to that of the
unbounded swimmer (see Figure 6.27(a) for unbounded cell). The main diﬀerence between the two
ﬂows is that when close to the boundary the magnitude of the mean ﬂow ﬁeld is smaller. The
221characteristics of the near ﬁeld ﬂow, such as the stagnation points, which lie at approximately the
same distance from the cell. The location of the stagnation points and vortices can also be observed
in the spatial decay of the magnitude of the ﬂow velocity, | u |, in Figure 6.27(b); the local minima
along the four directions plotted correspond to the near ﬁeld features.
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Figure 6.27: (a) The average velocity ﬁeld for the RNR beat with dual re-orientation mechanism. k lies at an angle
π/6 from the cell’s major axis. The contours highlight the magnitude of the ﬂow velocity, whereas the solid line
indicates the boundary. (b) The spatial decay of the magnitude of the mean ﬂow velocity, | u |, as a function of
distance from the cell, r, is given through four directions: two along the cell’s major axis, and two along its minor
axis. The inset shows the decay in the near ﬁeld. In both cases δh = 0.36 d and θ0 = π/6 and the wall lies parallel
to the cell and ﬂagella at y = 0.
Figure 6.27(b) also highlights the behaviour of the cell in the far ﬁeld, which unlike the case of
a cell swimming perpendicularly toward or away from a wall the ﬂow velocity decays at the same
rate in all directions. However, we observe that in the far ﬁeld | u | scales as r−3 as with the other
problems and the cell behaves as a Stokes-doublet in the far ﬁeld.
Swimming parallel to a wall at z = 0 (case CII)
Average ﬂow ﬁelds when the cells are 0.36 d away from the wall at z = 0 are shown in Figure 6.28(a).
Lateral eddies are observed at the anterior end of the cell, lying between the ﬂagella and the
body. As with the unbounded swimmer the higher magnitude ﬂows are located at the tip of the
ﬂagella, however the spatial decay is quicker compared to the unbounded case. This can be seen in
Figure 6.28(b), where the magnitude of the mean ﬂow velocity, along four directions through the
cell, is plotted as a function of distance from the cell. In the far ﬁeld we observe that rather than
behaving like a Stokeslet the bounded swimmer behaves like a Stokes-doublet; | u | scales as r−3,
although the decay is quicker lateral to the cell where we observe r−4 decay.
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Figure 6.28: The average velocity ﬁelds and the spatial decay plots for an RNR cell located 0.36 d above a boundary
at z = 0. The cell has a dual re-orientation mechanism and initial orientation θ0 = φ0 = ψ0 = π/2. Gravity points
into the page. (a) The average velocity ﬁeld where contours highlight the magnitude of the mean ﬂow velocity.. (b)
The spatial decay of the magnitude of the ﬂow velocity, | u |, as a function of distance from the cell, r, is given
through four directions: two along the cell’s major axis, and two along its minor axis. The inset shows the decay in
the near ﬁeld.
In the near ﬁeld (see Figure 6.28(a) and inset of 6.28(b)) the location of stagnation points and
vortices relative to the body do not appear to be greatly aﬀected by the boundary. However, the
boundary does reduce the magnitude of the ﬂow ﬁeld compared to the unbounded cell.
The velocity ﬁelds for the individual time-steps of the eﬀective and recovery stroke exhibit the
same qualitative behaviour as those shown in Figures 6.26(a) and (b). However, ﬂows are larger
for this conﬁguration than when the boundary is at y = 0.
The vortices that expelled ﬂuid out of the plane in the unbounded case, Figure 3.20, are also
evident when the cell is close to a boundary. However, as Figure 6.29 shows the wall located below
the cell only allows the ﬂuid to be expelled above the cell, rather than both ways like the unbounded
cells. Figure 6.29 shows a stage of the eﬀective stroke for cells 0.36 d above a boundary at z = 0.
For cells below a boundary the behaviour is similar, however, the ﬂuid is expelled below the cell
rather than above it.
6.6 Discussion
In this chapter we discussed how a bi-ﬂagellate cell behaves in the close proximity to a stationary
no-slip boundary. We considered various cell-boundary interactions and detailed how four aspects of
the hydrodynamics of swimming bi-ﬂagellates were aﬀected: the swimming speed, the orientation,
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Figure 6.29: The velocity ﬁelds during various stages of the eﬀective stroke. The cells are swimming above a
plane boundary at z = 0 and have a dual re-orientation mechanism. The cells are initially orientated such that
θ0 = φ0 = ψ0 = π/2 and their centres lie 0.36 d above the boundary, hence, the cells are swimming along the y-axis.
Here, gravity acts along the cells’ minor axes.
224the trajectories and the ﬂow ﬁelds. The details of the boundary conﬁgurations can be found in
§ 6.1; they are labelled cases A, B, CI and CII,
For case A we observe that the wall induces a torque which rotates the cell away from the
wall. This is due to the break in symmetry between the two ﬂagella. Close to the boundary
there is a reduction in the cell’s average swimming speed parallel to the body axis. Furthermore,
the boundary causes the cell to rotate in the opposite direction and at a greater rate than the
re-orientation mechanism.
The near ﬁeld mean ﬂows of the cell are also aﬀected by the boundary. When the cell is close to
the boundary there is little ﬂow in the bounded side of the cell. However, for larger distances from
the wall we observe vortices between the cell and boundary, which are not present for unbounded
swimmers. Moreover, compared to a free-swimmer in an unbounded ﬂuid the magnitude of the
velocity ﬁeld generated by the swimmer is faster to decay due to the higher-order singularities used
to cancel the ﬂow on the boundary. For case A we observe that in the far-ﬁeld the cell behaves as
a Stokes-Doublet.
In case B, when the cell is swimming toward the wall we initially observe an increase in the
swimming speed as the distance to the wall decreases. However, when the distance between cell
and wall, δh, is small the estimates for the swimming speed are smaller, this is due to the wall
exerting a force on the cell during the recovery stroke which causes the cell to move backwards
with greater speed than observed in the absence of the boundary. When the cell is swimming away
from the wall, like a translating sphere the presence of the wall increases the drag on the body and
thus the swimming speed of the cell is reduced near the boundary. Furthermore, the trajectories
of the cells are qualitatively the same as the unbounded swimmers.
As a consequence of a cell’s re-orientation mechanism the cell rotates about j. However, when
the cell is swimming toward the wall the boundary acts to inhibit the re-orientation mechanism.
On the contrary, the torques induced by the boundary when the cell swimming away from the wall
rotate the cell in the same direction as the orientation mechanism (toward the vertical Cartesian
axis), hence over a single beat a cell swimming close to a wall will re-orientate quicker than the
same cell in an unbounded ﬂuid.
The far ﬁeld behaviour of cells was also discussed for the case of swimming perpendicular to
the boundary and ﬁndings showed that like case A the cell behaves like a Stokes-doublet in the
225far ﬁeld. Furthermore, the same r−3 scaling of the magnitude of the mean ﬂow velocity, | u |, is
observed for the two sub-problems of case C.
Unlike the other examples, in cases CI and CII we observe that the boundary causes the cell to
move out of its initial plane. The boundary also has various eﬀects on the three components of the
mean swimming speed relative to the cell’s body axis: ( vp ,  vq ,  vr ). For case CI we observe
that as the cell is placed closer to the boundary  vp  and  vq  decrease, whereas  vr  increases. The
fact that the cell has a swimming component in the direction of r, (see § 2.2), implies that the cell
is moving out of the plane. Furthermore, we observe that the cell moves further away from the
boundary.
As the cell moves out of the plane the wall induced torques slow down the cell’s re-orientation
toward the vertical axis. However, the ﬂagella remain approximately parallel to the wall. In
contrast, in case CII the wall causes the cell to rotate such that the ﬂagella move closer to the
wall and the posterior end moves further from the wall. After multiple beats we observe that the
orientation of the cell leads to the cell’s centre-of-buoyancy moving further away from the boundary.
For CII the wall also aﬀects the sedimentation of the cell; close to the wall the force induced by
the rotating body near the wall causes an increase in  vr . Furthermore, close to the boundary
the drag and torque acting on the cell body causes a reduction in  vp . In all cases the velocity
estimates tend to their unbounded values as the cell is placed further from the wall.
The intricacies of the beat pattern do not play a large role in the behaviour of the cell near a
boundary. However, there are instances such as case A where the orientation of the cell is aﬀected
by the beat pattern, and the swimming speed perpendicular to the body axis in case CII. Although,
in both cases there is not huge deviations in behaviour between beat patterns like we observed when
looking at the cells in a shear ﬂow (see Chapter 5).
The model for the interaction close to a boundary could be improved by considering a non-
prescribed beat that is able to bend and move in response to the forces exerted on it by the
boundary. However, such a beat must also maintain the natural form of the ﬂagella when away
from the boundary as we have seen in Chapter 5 how important the ﬂagellar beat is. Furthermore,
in order to make a better comparisons with experimental observations of swimming bi-ﬂagellates
like in Chapter 4, we need to consider motion between two boundaries. However, this is problematic
as cancelling the ﬂow on both boundaries requires a series of image systems applied at diﬀerent
226distances from the original Stokeslet.
227Chapter 7
Interactions between bi-ﬂagellate
swimmers and with obstacles
7.1 Introduction
The exploration into the individual dynamics showed how the motion of a swimming cell is coupled
to the ﬂuid. In this chapter, we investigate the collective behaviour of cells, by focusing on the in-
teractions between two swimmers in an unbounded ﬂuid, and also with obstacles. Investigating the
aggregate behaviour of groups of micro-organisms is important as cells such as C. reinhardtii swim
in suspensions that may become locally concentrated, making interaction common. Cell-to-cell
interactions have been investigated previously by Cisneros et al. [20] and Ishikawa and Hota [55].
These studies focused on the bacterium Bacillus subtillis and Paramecium caudatuim respectively,
and observations showed that the interaction of swimmers has a bearing on cell trajectories and
other behaviour. Here, we wish to inspect the eﬀect that interactions have on the swimming
dynamics of bi-ﬂagellate cells.
As with the individual swimmers we model the interaction between two cells by application
of the method of regularised Stokeslets. However, with more than one cell we have to adapt
the mobility problem (2.16) to account for the force-torque balance and no-slip on the boundary of
each individual swimmer. In this instance we need to extend the dimensions of the grand resistance
matrix, and instead of solving for single translational and rotational velocities we solve for a vector
containing the velocities for each individual cell. The net external force is dependent on the re-
228orientation mechanism, and will be the same for all cells. However, the net external torque is
inﬂuenced by the orientation of the cell.
First, we shall consider the interaction between two cells with RNR beats and various initial
conditions. The six conﬁgurations for our simulations are:
a. Two cells swimming in the j direction such that cell A swims parallel above cell B; their
displacement is along the z-axis. For both cells θ0 = φ0 = ψ0 = π/2 and the ﬂagellar beat is
perpendicular to the xy-plane (Figure 7.1(a)).
b. Two cells swimming in the j direction, where the two cells swim parallel in a horizontal plane
along the x-axis. Here, θ0 = φ0 = ψ0 = π/2 and the ﬂagellar beat is perpendicular to the
xy-plane (Figure 7.1(b)).
c. Two cells swimming such that the anterior end of cell B points toward the posterior end of
cell A. The two cells swim along the y-axis with initial orientations θ0 = φ0 = ψ0 = π/2
(Figure 7.1(c)).
d. Two cells swimming toward one another in a horizontal plane. The cells are initially orientated
such that φ0 = ψ0 = π/2, with θ0 = −π/2 for cell A and θ0 = π/2 for cell B (Figure 7.1(d)).
e. Two cells swimming away from one another in a horizontal plane. The initial orientation is
φ0 = ψ0 = π/2, with θ0 = π/2 for cell A and θ0 = −π/2 for cell B (Figure 7.1(e)).
f. Two cells swimming in diﬀerent planes to one another. Cell A swims in the xy-plane along
the y axis such that θ0 = φ0 = ψ0 = π/2, whereas cell B swims in the yz-plane such that
φ0 = ψ0 = π/2 and θ0 is non-zero, similar to Figure 7.1(f).
In each case we examine how the displacement, swimming speeds and rotations rates are aﬀected
by the presence of another cell.
As well as the analysis of cell-to-cell interactions we also examine the eﬀect that a stationary
object has on the swimming behaviour of a cell with RNR beat. With the inclusion of the obstacle
in the domain we have to ensure that the nodes lying on the object are not included as part of the
force and torque balance or the boundary condition. The behaviour of the cell in the presence of a
spherical object is discussed in § 7.3, while in the next section we discuss the interaction between
two swimmers.
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Figure 7.1: The geometry of the interaction between two swimmers. Swimmer A swims with translational velocity
U
A and rotational velocity Ω
A. Swimmer B has translational and angular velocities U
B and Ω
B, respectively. In
each case the cells are displaced a distance δh from the centre-of-buoyancy of both cells. (a) Two cells swimming
parallel to one another such that cell A swims above cell B. Both cells swim in same direction along the y-axis and
the ﬂagellar beat lies in the xy-plane. (b) Two swimmers displaced δh along the x-axis from one another. Both cells
swim in the same direction. (c) Two cells aligned such that cell B swims behind cell A in a horizontal plane. (d) Two
cells swimming toward each other; for cell B, θ0 = π/2 and for cell A, θ0 = −π/2. (e) Two swimmers initially set to
swim away from each other. Here, θ0 = π/2 for swimmer A and θ0 = −π/2 for swimmer B. (f) Two cell swimming
in diﬀerent planes to each other. Cell A is initially orientated such that θ0 = φ0 = ψ0 = π/2, whereas for cell B
φ0 = ψ0 = π/2 and we choose θ0 to be non-zero.
2307.2 Interactions between two bi-ﬂagellate swimmers
A lone swimmer initially orientated along the j axis, θ0 = φ0 = ψ0 = π/2, will swim with an
average translational velocity  U  = (0,0.0983,−5.3×10−3) d b−1 and an average angular velocity
of     = (5.5 × 10−3,0,0) b−1. In this section we discuss how the behaviour of a cell is aﬀected
by the presence of a second cell. The analysis is conducted for the six situations highlighted in
Figure 7.1. We employ a dual mechanism for orientation, but note that due to the conﬁguration of
the cells there is little evidence of orientation. A swimmer will however experience a sedimentation
force inducing negative displacement along the k axis, that is in the direction of gravity.
7.2.1 Interaction between parallel swimmers
We ﬁrst consider two swimmers, displaced along the z-axis by a distance δh, a schematic is shown in
Figure 7.1(a). Both cells are orientated such that locomotion is along the y-axis and we have chosen
to label the uppermost swimmer, cell A and the lower cell, cell B. The cell motion is mainly along
the y-axis, although because of the re-orientation mechanism the cell rotates. Hence, there is also
some non-zero component of the swimming speed along the z-axis due to sedimentation. As the
distance between the two cells, δh, is reduced we observe an increase in the swimming speeds along
the y-axis for both swimmers,  Uy 
A and  Uy 
B for cell A and cell B, respectively. Furthermore,
when the distance between cells is small, roughly less than two body lengths apart, the estimates
for  Uy 
A and  Uy 
B are greater than the estimate for an individual swimmer: at δh = 1.3,  Uy 
A
and  Uy 
B are, respectively, 5.3% and 5.7% greater than the estimate for an individual swimmer.
Furthermore, while δh > 0.7 the swimming speed along the z-axis,  Uz , decreases in magnitude
(becomes more positive) as the distance between the two cells increases. For δh < 0.7 we observe
that for both cells  Uz  decreases in magnitude as δh decreases. Compared to a solitary swimmer
the estimates for | Uz | are larger when two cells swim in close proximity to one another.
The trajectories for the two swimmers, displayed in Figures 7.2(a) and (b) for cell A and
B, respectively, are distinct. For both cells we observe typical bi-ﬂagellate behaviour; the eﬀective
stroke propelling the cell forward in the direction of p, the orientation vector, followed by a recovery
stoke where the cell moves backward. However, the most noticeable diﬀerence between these
interacting swimmers and a solitary swimmer is the displacement along the z axis. Here, we
observe that during the eﬀective stroke the motion of the cells results in them swimming away
231from one another, while during the recovery stroke the cells attract one another. This shows the
importance of the ﬂagellar beat as it is clear that during certain aspects of the beat the cells attract
each other, while at other stages they repel.
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Figure 7.2: Case a: (a) and (b) the trajectories, over a single beat, of the two cells, A and B, respectively, which are
initially displaced 0.72 d from one another. Shades indicate the magnitude of the instantaneous translational velocity.
Arrows show the direction of the orientation vector p at certain time-steps of the beat. (c) The gap distance, δd,
between the two cells over a single ﬂagellar beat. (d) The change in θ over the course of a beat for the two cells
displaced 1.3 d from one another. For reference the θ-time curve is displayed for an individual swimmer.
In Figure 7.2(c) the smallest distance between the cells, δd, is shown as function of time for
various δh. Here, we ﬁnd that for δh < 0.75 d the cells move closer to one another over a single
beat, whereas when 0.75 ≤ δh ≤ 2 d the cells move further apart after a single beat. However,
when δh > 1 d and δh < 0.75 d the net distance moved is only O(10−4) d.
The graphs detailing the trajectories of the two swimmers, Figures 7.2(a) and (b) also show
directional arrows, which highlight how the cells are orientated over the course of a single beat.
We can see that two cells rotate such that they point away from one another. This is also clear
from the change in the orientation angle θ over the course of a single beat shown in Figure 7.2(d).
Comparisons with the solitary swimmer θ-time curve, dot-dashed line, highlight how large an eﬀect
232each cell has on the hydrodynamics of the other. During the eﬀective stroke cell A rotates anti-
clockwise around the x-axis, whereas during the recovery stroke the cell rotates clockwise around
the x-axis. The opposite is true for cell B. In contrast, for an individual swimmer we observe a
steady rotation toward the vertical axis over the course of the beat. The eﬀect that the interaction
has on the rotation rate of the two cells is to increase and decrease the rotation rate around the
x-axis for cells A and B, respectively. Thus, while both still rotate towards the vertical, cell A is
quicker over a single beat.
The mean velocity ﬁelds in a horizontal plane through the centre of cell B are shown in Fig-
ure 7.3(a). We observe similar ﬂows to those previously observed for the isolated swimmer (see
Chapter 3). Furthermore, the location of the stagnation point of the ﬂow and the lateral vortices
are in a similar location. In the inset of Figure 7.3(b) the local minima that occur along the
curves correspond to the location of the near ﬁeld characteristics. If we look at the spatial decay
of the magnitude of the mean ﬂow velocity, | u |, along the anterior end of the cell (solid line
in Figure 7.3(b)) the minimum corresponds to the stagnation point ahead of the cell. The local
minima that occur along the cell’s minor axis, (dashed and dot-dashed lines) coincide with the
lateral vortices.
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Figure 7.3: Case a: The average ﬂow ﬁelds and decay of the ﬂow velocity as a function of the distance from cell, r,
when δh = 0.72. (a) The ﬂow velocity in a horizontal plane through cell B. (b) The spatial decay of the magnitude
of the ﬂow velocity along cell B’s minor (lateral) and major axes (posterior and anterior). Although not shown cell
A has the same behaviour
Moreover, Figure 7.3(b) highlights the decay of | u | in the far ﬁeld, and like a solitary swimmer
| u | scales as r−1. As before if we remove the aﬀects of sedimentation then we observe a faster
drop-oﬀ: typical stresslet behaviour in the far ﬁeld (r−2). While the results have been displayed
for cell B, the same is also true for cell A.
For two cells swimming parallel to one another such that one cell is located above the other
233we observe that over the course of a single beat the two cells move closer to one another for small
initial displacement between the cells. On the contrary when 0.75 ≤ δh ≤ 2 d then the cell move
further apart. Furthermore, the cells swim at greater swimming speeds than observed for a solitary
swimmer, and while both rotate toward the vertical axis they do so at diﬀerent rates.
7.2.2 Interaction between lateral swimmers
For two cells swimming in the direction of j parallel to each other in a horizontal plane, as in
Figure 7.1(b), we observe lower magnitude translational velocities, U, and higher magnitude angular
velocities,  , compared to an isolated cell. The closer the cells are to each other the greater the
discrepancy between the estimates. The cell furthest along the x-axis is denoted cell A and the
second cell displaced a distance δh is denoted cell B (Figure 7.1(b)).
In terms of the individual components of the translational velocity we ﬁnd that as δh decreases
 Uy 
A decreases and | Uz 
A | increases. Furthermore, | Uy 
A | = | Uy 
B | and | Uz 
A | = | Uz 
B |
for a given δh. Compared to an isolated swimmer, when the cells are close together (δh < 5 d),
| Uy 
A,B | and | Uz 
A,B | are, respectively, smaller than and greater than their corresponding com-
ponents for an individual cell. At δh = 3 d,  Uy  is 6% greater than  Uy 
A,B, while | Uz 
A,B | is
14% larger than | Uz |.
The reason for this reduction is that the symmetry of the ﬂow ﬁeld lateral to each ﬂagellum
(of a single cell) is broken, leading to a rotation about k. Consequently, the x-component of the
translational velocity,  Ux  is non-zero for the two cells. As the cells move closer together we observe
that | Ux 
A,B | increase and are the same magnitude for both cells. However,  Ux 
A = − Ux 
B.
The rotation about k,  Ωz , increases in magnitude as the two cells get closer, and more im-
portantly is opposite in sign for both cells. Hence, the cells are rotating in diﬀerent directions to
one another. However, the direction of orientation is dependent upon the distance between the two
cells. When δh < 2.7 d,  Ωz 
A and  Ωz 
B have negative and positive rotation rates, respectively.
That is, the hydrodynamic interaction between the two cells results in each cell re-orienting toward
the other. This corresponds to a decrease in ψ and an increase in φ for cell A, whereas we observe
the opposite for cell B. The change in φ and ψ over a single ﬂagellar beat are displayed in Fig-
ures 7.4(a) and (b), respectively, where we can see that the two cells rotate in opposite directions.
When δh > 2.7 d the cells rotate away from one another.
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Figure 7.4: Case b: (a) and (b) indicate the change in the Euler angles φ and ψ over the course of a single ﬂagellar
beat. (c) and (d) detail the trajectories for cell A, the cell furthest along positive i, and cell B respectively. The
shading indicates the velocity magnitude throughout the beat. In all ﬁgures the displacement between the two
swimmers is δh = 2.2 d.
235The change in θ is the same for both cells and there is no noticeable change in behaviour
compared to an isolated cell. Furthermore, the rotation rates about i for both cells remain the
same regardless of δh. Unlike the solitary swimmer there is a very small rotation about j. However,
the estimate is an order of magnitude smaller than the rotation rate about i and k when the cells
are close.
The two cells have similar trajectories as highlighted in Figures 7.4(c) and (d), for cell A and
B, respectively. During the eﬀective stroke the two cells translate along the y-axis with a smaller
component of displacement along the x-axis, such that both cells move further apart along the
x-axis. During the recovery stroke there is some negative displacement along the y-axis for both
swimmers. For the ﬁrst two thirds of the recovery stroke, when the ﬂagella move from posterior end
to anterior end, the two cells are attracted to one another; cell A moves toward the negative x-axis,
whereas cell B moves toward the positive x-axis. However, in the last third of the recovery stroke,
when the ﬂagella are straightening out, the two cells repel one another again. This behaviour is
similar to what we observed with Case a: the recovery stroke brings the cells closer, whereas the
eﬀective stroke moves them further apart. So the ﬂows that a cell produces is important in the
interactions with surrounding objects.
The decay in the magnitude of the mean ﬂow velocity, | u |, as a function of the distance from
the centre of cell B is displayed in Figure 7.5(a). The decay has been plotted in four directions:
along cell B’s minor axis in the direction of decreasing x, away from cell A, (see dashed line); along
cell B’s minor axis in the direction of cell A (see dot-dashed line); along the major axis of cell B
in both posterior and anterior directions (dotted line and solid line, respectively). In all directions,
and also through the major axis of cell A (not shown) we observe that in the far ﬁeld | u | decays
as r−1, similar to what we observed in the parallel interaction above and for an isolated swimmer.
Hence, the interaction of the two cells only has a substantial aﬀect on the near ﬁeld behaviour.
The mean ﬂow ﬁeld is shown in Figure 7.5(b). Similar to the isolated swimmer we observe a
stagnation point in the ﬂow along the anterior end of the cells. In between the two cells we observe
larger magnitudes than those on the outside of each cell suggesting that the ﬂagella can work in
unison and generate larger ﬂows. The inset of Figure 7.5(a) also details the near ﬁeld behaviour
of the cells. In the direction along the minor axis of cell B toward cell A there are various local
minima. The ﬁrst of which corresponds to the region between the two cells, whereas the last
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Figure 7.5: Case b: (a) The behaviour of the magnitude of the mean ﬂow velocity | u | as a function of distance
from cell B (see Figure 7.1(b)). The cells are displaced δh = 2.25 d apart. The spatial decay is given along the
principal axes of cell B (decay is same for both cells) and along a line through the minor-axes of both cells. (b) The
average ﬂow generated by the lateral swimmers displaced a distance δh = 2.25 d from centre of cell B (left-hand cell)
to centre of cell A (right-hand cell).
minimum corresponds to the vortex on the unbounded side of cell A. The middle minimum and
subsequent increase is numerical and occurs inside of cell A. The vortex on the unbounded side
of cell B is shown by the local minimum along the dashed line. Furthermore, the local minimum
along the sold line highlights the stagnation point, which occurs at roughly the same distance as it
would do for an isolated swimmer.
The average velocity ﬁelds and spatial decay are shown for cells displaced a distance δh = 2.25 d
apart.
7.2.3 Interaction between a follower and a leader
We now consider how a cell’s swimming behaviour is aﬀected when placed behind or in front of
another cell, swimming in a horizontal plane. We choose cell A as the leader and cell B as the
follower, and both are orientated such that their primary swimming direction is along the y-axis
(see Figure 7.1(c)). As the distance between the two cells increases the swimming speed along the
y-axis,  Uy , decreases for cell A, whereas  Uy 
B increases. Compared to the isolated swimmer,
 Uy 
A at δh = 3.75 d is 5% smaller and  Uy 
B is just less than 1% greater. This suggests that the
follower is increasing the drag on the leader, resulting in a reduction in the leaders swimming speed.
We also observe an increase in the magnitude of | Uz | compared to the unbounded swimmer. The
increase is consistent between both cells and increases as the two cells move closer together.
The trajectories for both cells exhibit the same qualitative behaviour as a solitary swimmer.
237However, as a consequence of the diﬀerence in swimming speed between the isolated cell and the
interacting cells we observe a diﬀerence in the distance travelled by cells. Furthermore, cell B
catches up with cell A for short initial separation distances.
Together with the changes in the translational velocity, follower-leader swimming also induces
minor variations in rotation rate around the x-axis,  Ωx . As the two swimmers move closer to
one another, the magnitude of  Ωx  decreases for the follower, cell B. At δh = 3.75 d,  Ωx 
B is
approximately 2% less than the rotation rate observed for a cell swimming in isolation,  Ωx . In
contrast to cell B, for cell A we observe an increase in  Ωx 
A as δh decreases. The estimates for
 Ωx 
A when δh < 4 d are also larger than  Ωx . However, even for small δh,  Ωx 
A is less than 5%
greater than  Ωx . Furthermore, the changes in the rotation rates imply that the follower-leader
set up aﬀects the re-orientation of a cell over a single beat; the follower’s re-orientation is reduced,
whereas the leader beneﬁts from the interaction.
Figure 7.6(a) shows the decay of the magnitude of the mean ﬂow velocity, | u |, as a function
of the distance, for δh = 2.75 d. Along the minor axis of each swimmer we ﬁnd that the magnitude
in the near ﬁeld is smaller for cell A than for cell B (see inset Figure 7.6(a)). The local minima
along the dashed and dot-dashed lines correspond to the vortices in the ﬂuid generated by the
ﬂagella (see Figure 7.6(b)). Contrary to the observations made when looking at the swimming
speed, the magnitude of the ﬂow velocity at the local minima for cell B is smaller than that of cell
A, a reduction in magnitude of 50%. This is also visible from the contour lines in Figure 7.6(b),
where we observe higher magnitude ﬂows closer to the body of cell A. This suggests that it is the
motion of cell A that is causing the increase in the swimming speed of cell B.
As we would expect the vortices generated by cell A are broken by the presence of cell B (see
Figure 7.6(b)). However, the disturbance of the ﬂow at the rear of cell A is not enough to aﬀect
the formation of the vortices for cell B, only their magnitude.
Furthermore, we can also see that the stagnation point for cell A is more pronounced than for
cell B, last and ﬁrst local minima along the solid line in Figure 7.6(a), respectively. For greater
distances of δh we ﬁnd that the distance from the centre of the cell to the stagnation point changes
for cell B, but remains in the same position for cell A.
Finally, in the far ﬁeld we observe that | u | decays as a Stokeslet in the far ﬁeld. Like the
isolated swimmer this is due to the eﬀects of sedimentation.
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Figure 7.6: Case c: The analysis of the average velocity ﬁelds for simulations of follower-leader interactions, Fig-
ure 7.1(c). Here the cells are displaced 2.75 d apart. (a) The spatial decay of the magnitude of the mean ﬂow velocity,
where r is the distance from the centre of cell B. (b) The average ﬂow ﬁeld generated by the two swimmers. The
contours indicate the magnitude of the velocity ﬁeld. Cell A is the upper cell and cell B is the lower cell.
7.2.4 Interactions between two cells swimming towards one another in a hori-
zontal plane
When two cells swim toward each other the distance they are apart, δh, has a huge bearing on their
swimming speeds along their principal swimming direction. For the orientation in Figure 7.1(d) the
cells swim along the y-axis and as δh gets smaller we observe that the magnitude of the swimming
speed along the y-axis, | Uy |, increases for both cells. This suggests that the cells attract one
another. However, at around δh = 3 d we observe a decrease in | Uy | as δh decreases (shown in
Figure 7.7(a)) for cell A). This is expected as the symmetry of the problem suggests that the cells
will not turn. Hence, they slow down as they approach one another.
0 2 4 6 8
0.08
0.085
0.09
0.095
0.1
0.105
0.11
δh d
 
U
y
 
d
b
−
1
(a)
2.6 2.8 3 3.2 3.4 3.6
0.36
0.365
0.37
0.375
0.38
0.385
0.39
0.395
0.4
δh d
s
w
i
m
m
i
n
g
s
p
e
e
d
s
d
b
−
1
(b)
Figure 7.7: Case d: (a) The mean swimming speed along the y-axis over the course of a single beat as a function
of δh. (b) The magnitude of the mean horizontal eﬀective and recovery stroke velocities as a function of δh. The
dashed line denotes the mean recovery stroke velocity. The recovery stroke data has been scaled by a factor of −2
for visualisation purposes.
The decrease in | Uy | is a consequence of the mean recovery stage swimming speed increase
239at a greater rate that the mean eﬀective stroke swimming speed as the distance between the two
cells is reduced (see Figure 7.7(b)).
Like in the previous cases we ﬁnd that the interaction between cells increase the magnitude of
the z component of the translational velocity. Furthermore, there is an increase in the magnitude
of the rotation rate about i. However, even for small δh this is less than 1% of the isolated swimmer
estimate.
The cell trajectories are qualitatively the same as those obtained for isolated cells. However,
when the gap size between the cells is smaller than the discretisation of the local nodes on the
cells, the numerical approximation breaks down. Combined with the rigid nature of the prescribed
ﬂagellar beat this can lead to unrealistic body movements.
Similar to the other interactions discussed we observe that the magnitude of the mean ﬂow
velocity, | u |, decays as r−1 in the far ﬁeld (see Figure 7.8(a)). Like the isolated cell the Stokeslet
behaviour in the far ﬁeld is due to the eﬀects of sedimentation on the cell. The near ﬁeld behaviour
is also shown in the inset of Figure 7.8(a). Due to the cells swimming toward one another we ﬁnd
that there is only a single stagnation point, which occurs approximately midway between both
cells, ≈ 0.6 d in front of cell B, when δh = 2.2 d. Lateral to the cells we observe vortices due to the
beating of the ﬂagella, which extend at an angle to the cells’ principal axes rather than along the
posterior ends of the cells as observed for a solitary swimmer. The vortices are highlighted in both
Figure 7.8(b) and by the local minima along the dot-dashed and dashed lines in Figure 7.8(a).
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Figure 7.8: Case d: (a) The spatial decay of the magnitude of the mean velocity ﬁeld generated by two cells swimming
toward each other, as a function of the distance from cell B, lower cell see Figure 7.1(d). (b) The average ﬂow ﬁeld
generated by the two swimmers. The contours highlight the magnitude of the velocity ﬁeld. The cells are initially
displaced 2.2 d from centre to centre. k points out of the page and i is horizontal.
The interaction between two cells swimming towards one another shows that until the two sets
240of ﬂagella come in close contact to one another the cells attract each other. However, when the
ﬂagella beat close to one another the motion causes the cells to move apart.
When the cells swim toward one another such that cell B is displaced along the x-axis from cell
A the symmetry of the problem will be broken. In this case we observe that the closer the cells
are the greater the rotation is around the z-axis. Furthermore, the cells both rotate in the same
direction at the same speed. Hence, we observe that the cells appear to be rotating such they align
themselves parallel to one another like the conﬁguration in § 7.2.2.
7.2.5 Interactions between two cells swimming away from each other in a hor-
izontal plane
We now consider how the swimming behaviour of a cell is aﬀected when it is swimming away from
another cell (see Figure 7.1(e)). Due to the symmetry of the problem we ﬁnd that the behaviour
of both cells is identical. When close together we observe that cell A increases the drag on cell B,
while cell B increases the drag on cell A, thus, when the two cells are close together the swimming
speed along the y-axis,  Uy , is smaller, compared to the estimate for a solitary swimmer.
When δh = 1.1 d, | Uy 
A,B | are just under half that estimated for a solitary swimmer. However,
as the cells swim apart | Uy | increases for both swimmers. Furthermore, the closer the cells are
to one another the greater the rate of the sedimentation; | Uz 
A,B | increase as δh decreases. We
observe no out-of-plane motion due to the symmetry and other than the quantitative changes in
swimming speeds the behaviour of the two interacting cells is similar to an isolated cell. This is
also true for rotation due to the re-orientation mechanisms. The closer the cells are together the
larger the rotation about i. Thus, for small δh, we observe that the cells re-orientate more over a
beat than they would do in isolation. Note that since the cells are pointing in opposite directions
the rotation is also in the opposite direction. Hence, for cell B we observe that θ increase over the
beat and for cell A, θ decreases over a beat.
The decay of the magnitude of the mean ﬂuid velocity, | u |, is displayed, for δh = 1.02 d in
Figure 7.9(a), from which we observe that in the near ﬁeld (see insert) the characteristics of the
ﬂow lateral to the cell are the same for both cells. Furthermore, in Figure 7.9(b) we can see how
the ﬂow is symmetric about the midpoint between the two cells and also along a line through both
of their major axes.
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Figure 7.9: Case e: (a) The spatial decay of the magnitude of the average ﬂow velocity for cells displaced 1.02 d apart.
The decay is shown along the minor axis of cell A and B and through their principal axes (b) The mean velocity ﬁeld
for two cells positioned 1.02 d apart. Contours show velocity magnitude. Cell A is upper cell and cell B is lower cell.
Another consequence of the interaction between cells is that the lateral vortices are compromised
by the close proximity of the cells; no elongation along the y-axis. In Figure 7.9(a) the local minima
along the solid line indicate the stagnation points in the ﬂow. The ﬁrst minimum is due the two cells
moving away from one another (occurs in a position midway between the swimmers), whereas the
second is due to the motion of cell A alone. The local minimum along the dotted line corresponds
to the stagnation point at the anterior end of cell B. The two stagnation points that lie at the
anterior end of the cells occur at a similar distance from the centre of each cell and to the isolated
swimmer. However, the solid line has been plotted from the centre of cell B.
In the far ﬁeld the ﬂow is similar to an isolated cell in that the magnitude of the average ﬂow
velocity, | u |, decays as r−1.
When two cells are swimming away from each other the forces that each exert on the other
lessen as the cells move further apart. The result is we observe an increase in swimming speed for
both cells (which tends to the isolated cell estimate). In the next section we look at interactions
where there is no symmetry between the motion of the swimmers.
7.2.6 Interactions between two cells swimming in diﬀerent planes
We now consider two cells swimming in diﬀerent planes similar to the conﬁguration in the schematic
in Figure 7.1(f). Cell A is initially aligned such that its ﬂagella beat in a horizontal plane with
cell B aligned almost vertically. For cell B, θ0 = π/18 which yields a translational velocity U =
(0,0.0172,0.0919) d b−1 and angular velocity   = (9.3 × 10−4,0,0) b−1 when the cell is isolated
242from objects. The swimming speed for cell A is the same as discussed earlier.
For cell A we ﬁnd that as the cells move closer together the cell experiences an increase in the
swimming speed along the y-axis and a decrease in swimming speed along the z-axis. For cell B the
swimming speed along the y-and z-axes decrease and increase, respectively as δh decreases. Cell
B’s reduction in swimming speed along the z-axis is to be expected due to the proximity of cell A
inhibiting its vertical motion. Furthermore, the interaction restricts cell B’s natural rotation due
to re-orientation. Instead we observe that as the two cells move closer together the rotation rate
about i of cell B,  Ωx 
B, gets smaller and there is a change in sign when δh < 3 d. Hence, for
small δh we observe the cell rotating clockwise away from cell A, whereas for δh > 3 d we observe
the cell rotate anti-clockwise toward the vertical. The change in orientation behaviour for cell B
is indicated by the change in θ over a single beat in Figure 7.10(b). Here, we can see that as δh
decreases the cell’s orientation vector makes a larger angle with the vertical axis.
The direction of rotation of cell A is not aﬀected by the interaction with cell B; it always
rotates toward the vertical ﬁxed space axis. As the two cells move closer together  Ωx 
A increases.
However, when δh < 2.5 d the closely beating ﬂagella of cell B reduce the rotation rate. Hence,
as we can see in Figure 7.10(a) the change in θ after a beat is smaller for δh = 1.9 d than when
δh = 3.5 d. Furthermore, the change in θ for small δh is less than that observed for a solitary
swimmer (dot-dashed line).
Trajectories for the two swimmers when δh = 1.9 d are displayed in Figures 7.10(c) and (d) for
cell A and B, respectively. The trajectories for cell B are very similar to those for a solitary swimmer;
the eﬀective stage of the beat propels the cell forward, whereas the recovery stroke induces negative
displacement. However, the trajectories for cell A diﬀer from those of a single swimmer moving
in the same direction. The eﬀective stage of the beat is consistent with the unbounded swimmer,
with the cell moving along the y-axis, while sedimenting slowly. However, toward the end of the
eﬀective stroke and start of the recovery stroke the behaviour changes. Here, the sedimentation of
the cell is negligible compared to the motion induced by the ﬂow generated by cell B. That is, cell
A moves away from cell B during the recovery stroke. Finally, we can see that the magnitudes of
the velocity, shaded line, are similar for both swimmers.
In Figure 7.11(a) the spatial decay of the magnitude of the mean ﬂow velocity | u | is shown in
four directions: two along the minor and major axes of the almost vertical cell, cell B, dashed and
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Figure 7.10: Case f: (a) The change in θ over a single beat for cell A. (b) The change in θ over a single beat for cell B,
initially orientated such that θ0 = π/18. The dot-dashed line represents the results for a solitary swimmer with same
initial conditions. (c) and (d) show the trajectories for cell A and B, respectively. The cells are initially displaced
1.9 d from each other. The shaded line shows the magnitude of the translational velocity at the given time-step.
244dotted lines, respectively, and two along the minor and major axes of cell A, solid and dot-dashed,
respectively.
The average ﬂow ﬁelds at δh = 1.9 d are shown for cell B and A in Figures 7.11(b) and (c),
respectively. Close to the cell the ﬂows are relatively the same: lateral vortices that are elongated
along the cell’s major axes and higher magnitude ﬂows around the ﬂagella at the anterior end of the
cells. The motion of cell A above cell B causes a disturbance in the velocity ﬁeld at the anterior end
of cell B. Hence, we observe smaller magnitude ﬂow ﬁelds than we would do if cell B was isolated.
For larger δh we observe that the magnitude of the ﬂow velocity increases close to cell B, however,
the magnitude of the ﬂow velocity near cell A is unaﬀected (see Figures 7.11(e) and (f)).
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Figure 7.11: Case f: The mean velocity ﬁelds and decay of the average ﬂow velocity as a function of r, distance from
centre of cell, for two values of δh. (a) The spatial decay of the magnitude of the ﬂow velocity through the minor
and major axes of each cell. For cell B the decay is computed for the ﬂow in a horizontal plane perpendicular to cell
A and through the centre of cell B, see (b). For cell A the ﬂow velocity is computed in a horizontal plane through
the centre of cell A, see (c). In (a)–(c) δh = 1.9 d and contours show the magnitude of the ﬂow velocity. (d)–(f) are
similar to above except δh = 3.5 d.
The spatial decay of | u |, for both δh = 1.9 d and δh = 3.5 d, shows that the distance between
the cells does not have a signiﬁcant bearing on the far ﬁeld as | u | still scales as r−1, as we
observed in the individual case.
In this section we have observed how two cells swimming in diﬀerent planes can lead to not only
a change in the swimming speed of both cells, but can lead to a cell re-orienting and swimming
245in a diﬀerent direction. Furthermore, in the far ﬁeld we still observe typical stresslet or Stokeslet
behaviour depending on whether the cells are free to sediment. In the next section we study how
a obstacle in the ﬂuid domain can also aﬀect the swimming behaviour of cells.
7.3 Interactions between a free-swimming cell and a spherical ob-
stacle
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Figure 7.12: We consider a cell interacting with a spherical object. The object is displaced from the cell by a distance
δh (from the centre of the cell to the centre of the object Cob). We consider objects located at the anterior end (a)
and toward the posterior end of the cell (b) and investigate how the location of the object has a signiﬁcant bearing
on the motion of the cell.
We now consider a cell swimming in the presence of a stationary spherical object and study
the eﬀects that the obstacle has upon the hydrodynamics of the cell. We look at how the size and
location of the object aﬀect the ﬂows generated by the cell as well as how the swimming speeds
and rotation rates are eﬀected. We assume the cell is centred at the origin of the Cartesian axis
at the beginning of its beat and limit our discussion to uni-planar motion. Initially the cell is
orientated such that θ0 = φ0 = ψ0 = 0, hence the cell swims along positive k. In an unbounded
ﬂuid the free-swimmer translates with average velocity U = (0,0,0.0934) d b−1, and due to its
initial orientation the cell does not rotate.
The location of the obstacle should have a large eﬀect on the behaviour of the cell. For obstacles
located to one side of the cell, that is biased toward a ﬂagellum as in Figure 7.12(a), the lack of
symmetry between the two ﬂagella should result in the rotation of the swimmer. For an object
centred along the principal axis of the cell, located at either the front or rear of the cell (see
246Figure 7.12(b)) the symmetry is not broken. Hence, we would expect the cell to continue its
forward or backward motion.
We denote the centre of the object Cob and the distance between the centres of the cell and the
object δh. Furthermore, the distance between the closest node on the cell to the closest node on the
object is denoted δd. We consider a spherical obstacle with radius ro located at various locations
relative to the cell.
7.3.1 Analysis of cell swimming speed
We ﬁrst look at the interactions between the cell, centred at the origin, and a sphere of radius
ro = 0.5 d. The sphere is constructed using the technique described in § 2.4 to generate abscissa
for the cell body, and is composed of 625 nodes equi-distant on the surface with a regularisation
parameter ǫ = 0.0262. We ﬁrst consider an object with ﬁxed y and z positions and a variable x
position, Cob = (x,0,1.6) d.
If we take the x position to be large and negative then we observe little change in the behaviour
of the cell. However, as we change the x co-ordinate of Cob, such that the obstacle lies closer to the
cell at the start of the beat, we observe an increase in the average swimming speed in the direction
of k compared to the isolated swimmer. When the object is located directly above the ﬂagella  Uz 
decreases as the object is moved closer to the cell’s principal axis. Furthermore, if the x co-ordinate
of Cob is less than 0.8 d then we observe that  Uz  in the presence of an obstacle is less than the
estimate for the isolated swimmer. This is highlighted in Figure 7.13(a), where we can also see that
the results are symmetric when the obstacle is placed on the other side of the cell.
When the obstacle is positioned along the cell’s major axis (as in Figure 7.12(b)) then we have
Cob = (0,0,z) d and changes in the z co-ordinate have consequences on  Uz . For an obstacle
displaced 1.75 d above the cell  Uz  appears unaﬀected by the presence of the obstacle. However,
when the obstacle is moved closer to the cell centre we observe a decrease in  Uz . On the contrary,
when the z co-ordinate of the obstacle is greater than 1.75 d we observe an increase in  Uz . This
is similar behaviour to that evident when two cells swim toward one another in § 7.2.4; we initially
observe an increase in  Uz  before it decreases as the separation distance between obstacle and cell
is reduced.
Like the case of two cells swimming away from one another (see § 7.2.5) we observe that the
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Figure 7.13: (a) The mean swimming speed in the direction of k,  Uz , as a function of the x-component of the
obstacle centre Cob = (x,0,1.6). (b) The mean swimming speed  Uz  as a function of the obstacle displacement
along the z-axis, where the obstacle centre is varied such that Cob = (0,0,z). The inset shows a blown up version
of the right-hand-side of the main graph. In both cases the dashed line represents the unbounded estimate. (c) The
change in  Uz  when the size of the object is varied, ro is the radius of the sphere and the dashed-line represents the
unbounded estimate.
presence of a spherical obstacle positioned at the posterior end along the cell’s principal axis reduces
 Uz  the closer the obstacle and cell are to one another. This is because of the obstacle increasing
the drag on the cell body. Thus, to swim at the same speed as the unbounded cell the propulsive
force of the ﬂagellar beat would have to increase. When the object is at the posterior end of the
cell, but biased toward a ﬂagellum the changes in  Uz  are also more pronounced compared to at
similar distances at the anterior end.
Comparing the diﬀerence in the cell’s behaviour for anterior and posterior obstacles suggests
that the interaction between the ﬂagella and the sphere is the cause in the increase in  Uz , compared
to the isolated swimmer, when the object is ahead of the cell. Although as we will show later in
§ 7.3.3 the topology of the ﬂow also plays a role.
If the radius of the sphere is increased, while keeping the distance from the cell the same, we
observe increases in the size of  Uz . Figure 7.13(c) shows  Uz  against the object radius ro. The
objects, aligned with the cell’s major axis, are displaced 2 d from the anterior end of the body to
the closest point on the object. This behaviour is entirely expected as interacting with a larger
object should have a greater eﬀect on the cell. Furthermore, we can see that even for ro = 0.2 d
there is a 0.9% increase in  Uz  compared to the unbounded swimmer. For large ro,  Uz  tends
towards the results for a cell swimming towards a plane boundary, as in § 6.2.2.
2487.3.2 Analysis of cell orientation and trajectories
The further that the object is from the cell’s principal axis, the larger the magnitude of the mean
rotation rate around the y-axis, | Ωy |, as long as the magnitude of the x co-ordinate of the object
centre is less than 0.75 d. Thus, the closer the object is to the cell the greater the change in cell
orientation. This can be seen by the change in θ over a single beat in Figure 7.14(a), where we
observe that when the cell is centred at Cob = (−0.25,0,1.6) d or Cob = (−1.25,0,1.6) d, dot-dashed
and solid lines, respectively, the change in θ is less than observed when Cob = (−0.75,0,1.6) d dashed
line. Furthermore, we can see that the cell rotates away from the obstacle as there is an increase
in θ over the course of the beat.
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Figure 7.14: (a) The change in θ over the course of a single beat when a obstacle is located toward the left-hand-side
ﬂagellum. The change in θ is plotted for an obstacle of radius ro = 0.5 d and positioned at diﬀerent distance from
the cell. The obstacle centre is given by Cob = (x,0,1.6) d, where x is given in the legend. (b) and (c) the trajectories
for the cell when Cob = (−1.25,0,1.6) d and Cob = (−0.25,0,1.6) d, respectively. The cell is initially positioned at
the origin of the Cartesian axis. The shaded lines indicate the magnitude of the cell’s translational velocity.
The orientation of a cell is also shown by the arrows in Figures 7.14(b) and (c), which detail the
trajectories for objects centred at Cob = (−1.25,0,1.6) d and Cob = (−0.25,0,1.6) d, respectively.
The arrows denote the cell’s orientation vector p at various stages of the beat and we can see that
as the beat progresses the arrows point along the positive x-axis (away from the object).
For an unbounded cell with the same initial orientation we would expect the cell to move
forward and backward along its principal axis during the eﬀective and recovery strokes, respectively.
However, we can see how the interaction with the obstacle results in a displacement perpendicular
to the vertical axis. Furthermore, the magnitude of the x co-ordinate of the obstacle has an aﬀect
on the direction the cell travels along the x-axis. When the magnitude of x is smaller than 0.75 d
the cell moves away from the obstacle regardless of the stage of the beat, whereas when the object
is further away from the cell’s principal axis the motion of the cell changes depending on time-step.
2497.3.3 Flow ﬁelds generated by free-swimming cells close to a spherical obstacle
Shown in Figure 7.15 are mean velocity ﬁelds for four separate cases of cell-obstacle interaction.
In Figure 7.15(a) the obstacle is positioned at the anterior end of the cell and, even though the
object is located ahead of the left-hand ﬂagellum, there is a clear eﬀect on the ﬂow in the entire
near ﬁeld. Both lateral vortices are inﬂuenced by the presence of the obstacle as is clearly indicated
by reductions in how far they extend into the ﬂow at the posterior end of the cell. Flow at the
posterior end is also diﬀerent to that observed for the unbounded swimmer, with complex ﬂows
arising on the opposite side of the cell to the object. In Figure 7.15(a) we observe the obstacle
interfere with the ﬂow and consequently there is no observable stagnation point close to the cell
body as observed for a solitary swimmer. Figure 7.16(a) shows the spatial decay of the magnitude
of the ﬂow velocity, | u |, generated by such a cell-object interaction. The decay of | u | is shown
in four directions through the cell; along the cell’s major axis both posterior and anterior and along
the minor axis at z = 0 in both directions. From the ‘anterior’ curve we observe that there is no
local minimum and hence no stagnation point. Furthermore, the ‘lateral’ curves show that the
side vortices, indicated by the local minima in the inset of Figure 7.16(a), both occur at the same
location, however the ﬂow at the side nearest the obstacle is greater in magnitude than the ﬂow at
the opposite side.
From Figure 7.16(a) we observe that | u | decays as r−1 in the far ﬁeld (in all directions). This
is similar to what we observed for an unbounded cell.
The average velocity ﬁelds when the obstacle lies along the cell’s principal axis are shown in
Figures 7.15(b) and (d) for objects at the anterior and posterior end of the cell, respectively. When
the object is located at the anterior end we observe very little change in the behaviour compared to
the unbounded ﬂow ﬁelds shown in Chapter 3. However, there is a small change in the stagnation
point as the object is placed closer to the cell, with signiﬁcant changes in position observed only for
δh < 2.3 d. Comparing the topology of the ﬂow ﬁeld with the observations of the swimming speed
 Uz , it appears that if the obstacle lies between the stagnation point in the ﬂow for an unbounded
swimmer and the cell, then there is a reduction in | Uz |. In contrast, if the obstacle lies beyond
the unbounded cell’s stagnation point then the cell’s swimming speed is larger than the unbounded
estimate.
When the object is located at the posterior end of the cell the result is a compact ﬂow where
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Figure 7.15: Average velocity ﬁelds for cells with RNR beat in the presence of ﬁxed spherical obstacles. The contours
indicate the magnitude of the average velocity ﬁeld. (a) and (d) ro = 0.5 d. (b) ro = 1 d. (c) ro = 0.2 d. In all cases
gravity is acting downwards along the cell’s principal axis.
251lateral vortices extend no further than the length of the body. However, we still observe a stagnation
point in the ﬂow at the anterior end of the cell.
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Figure 7.16: The spatial decay of the magnitude of the ﬂow velocity, | u |, as a function of the distance from the
centre of the cell, r. | u | is computed in four directions: two along the cell’s principal axis (one anterior, one
posterior), and two along the cell’s minor axis (along positive and negative i at z = 0). (a) For an object located
at the anterior end of the cell biased toward the left-hand-side ﬂagellum (see Figure 7.15(a)). The sphere has radius
ro = 0.5 d. (b) For an object located along the cell’s principal axis at the anterior end (see Figure 7.15(b)). The
sphere has radius ro = 1 d. (c) For an object located at the side of the cell body underneath the left-hand ﬂagellum
(see Figure 7.15(c)). The sphere has radius ro = 0.2 d. (d) For an obstacle located at the posterior end of the cell
along its major axis ( see Figure 7.15(d)). The sphere has radius ro = 0.5 d
Figure 7.15(c) shows the average ﬂow ﬁeld for an object located behind one ﬂagellum to the side
of the body. Like Figure 7.15(a) the ﬂows at both sides of the cell are aﬀected by the presence of
the obstacle. The obstacle, located much closer to the left-hand-side, restricts the ﬂow and reduces
its magnitude. This is clear from the deformation of the contour lines on the left hand side of the
cell, but is also evident from the spatial decay in the near ﬁeld (see the large drop in | u | in the
dashed-line in the inset Figure 7.16(c)). Flow at the anterior end is also aﬀected due to the cell
rotating away from the object.
252Regardless of the position of the object we ﬁnd that in the far ﬁeld we observe the same r−1
decay in | u | as observed for the unbounded swimmer. Furthermore, in Figures 7.16(b) and (d)
we observe large drops in | u | along the anterior and posterior ends of the cells, respectively.
These are a consequence of the spatial decay being computed through the obstacle.
7.3.4 Free moving obstacles
In Figure 7.17 instantaneous velocity ﬁelds are shown for a cell in the vicinity of a spherical obstacle.
Unlike in the examples above, the object is free to move. Figure 7.17(a) shows the initial position
of the object and cell, and it is obvious that the presence of the obstacle inﬂuences the near ﬁeld
behaviour of the swimmer. From the images in Figures 7.17(b)–(c) we can see that not only is
there further disruption to the ﬂow ﬁelds, but there is evidence that the object moves closer to the
cell body. By the recovery stroke the obstacle lies nearly beyond the swimmer, but as the stroke
progresses the movement of the ﬂagella result in the the object moving toward the anterior end and
away from the body (Figures 7.17(d)–(f)).
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Figure 7.17: Instantaneous velocity ﬁelds and streamlines for six stages of the RNR beat. The cell is interacting with
a sphere of radius 0.2 d that is free to move. Contour lines show the magnitude of the velocity ﬁeld.
253A ﬁxed object placed at the same location, Cob = (−0.7,0,−0.1) d, increases the mean swimming
speed of the cell from  Uz  = 0.0934 d b−1, when the cell is isolated, to  Uz  = 0.0959 d b−1. The
object also causes the cell to rotate clockwise at a rate of 5.4 × 10−3 b−1, which is an increase in
the rotation when there is no obstacle. Furthermore, this results in some displacement along the
x-axis. When the obstacle is free to move the cell also rotates clockwise. However, the rate of
rotation is smaller than when the obstacle is ﬁxed, | Ωy | = 1.8 × 10−3 b−1. There is also less
displacement along the x-axis. Moreover, there is a reduction in swimming speed compared to the
unbounded estimate:  Uz  = 0.0915 d b−1.
The reduction in cell swimming speed and the changes to the ﬂow ﬁelds due to free obstacles
suggests that when placing tracer particles in the ﬂuid to perform techniques such as particle image
velocimetry and particle tracking velocimetry we have to be careful of the size of the tracer particles.
The results also suggest that experimentally observed estimates for various properties of swimming
behaviour will be inﬂuenced by obstacles within a few body lengths of the cell. Furthermore,
understanding the behaviour of cells when they interact with obstacles may be relevant in bio-
convection plumes, as often these plumes have inactive cells sedimenting, which act as obstacles for
the free-swimming cells.
7.4 Discussion
Understanding how cells are eﬀected by interactions with other swimmers is important as not only
do we rarely observe bi-ﬂagellate swimming in the absence of other motile micro-organisms, but
phenomena such as bio-convection are likely to lead to the collective dynamics of suspensions of
cells. Here, we have shown that for two cells swimming in an ambient ﬂuid the translational and
angular velocity of each cell is greatly aﬀected by both the distance between the cells and the
precise manner in which the swimmers interact. Furthermore, we also observed that the ﬂagellar
beat signiﬁcantly inﬂuences how the cells behave.
We considered six diﬀerent cases of cell to cell interaction and compared their swimming speeds
with similarly oriented cells in isolation. The ﬁrst problem involved the interaction of two cells
swimming in the j direction such that one swims parallel above the other. That is, they swim such
that their ﬂagellar beat is perpendicular to the xy-plane and the cells are displaced along the z-
axis. Here, we observed that when the distance between the cells, δh, was less than 0.75 d, the cells
254moved closer together, whereas when 0.75 < δh < 2 d the cells moved further apart. Furthermore,
the swimming speed for both cells decreased to the unbounded estimate as δh increased.
The second problem was similar to the above except we looked at the interaction between
cells when they are displaced along the x-axis rather than the z-axis. Here, we observed that the
swimming speed along the principal axis of the cell decreased as the two cells where positioned
closer together. Moreover, the interaction between the swimmers caused the cells to rotate toward
one another when δh < 2.7 d. This appeared to be the result of the close interaction between the
ﬂagellar beats. For larger values of δh the cells were observed to rotate away from one another.
However, when far enough apart the cells do not inﬂuence each other.
Next we considered the follower-leader interactions, where one cell was placed behind the other.
The results indicated that the follower increased the drag on the leader, causing a reduction in the
leaders swimming speed as the distance between the cells is increased. On the contrary, the ﬂagella
on the follower pull on the body of the leader and we observe an increase in swimming speed as
the two cells are placed closer together.
When two cells swim toward one another, such that the cells are mirrored along the x-axis,
we observe that initially the cells attract one and increase in speed as they move closer together.
However, when the ﬂagella beat close to one another we observe a reduction in the swimming speed
for both cells. Due to the symmetry between the two cells there was no rotation other than that
due to the re-orientation mechanism. However, if the cells are placed such that the symmetry is
broken then we observe that the two cells rotate and re-orientate perpendicular to one another over
the course of a beat.
Interaction between two cells swimming away from one another, symmetric about the x-axis,
indicated that each cell exerts a drag on the other resulting in a reduction in the swimming speed
in the direction of k for both cells.
Finally, we investigated the interactions between two cells in diﬀerent planes; one cell swimming
almost vertically in the xz-plane, while the other was swimming directly above the up-swimming
cell in the xy-plane. As a consequence of the cell above it, the up-swimming cell has limited space in
which to propel itself and we observe reductions in swimming speed as δh decreases. Furthermore,
when δh < 3 d the interaction between the two cells results in the up-swimming cell rotating away
from the vertical axis. In contrast, the rotation of the other cell is unaﬀected by the up-swimming
255cell. However, there is a small increase in the swimming speed along the x-axis and a decrease in
the amount the cell sediments over the course of a beat when δh is decreased.
In terms of the ﬂows produced by the swimmers we observe small changes in the lateral vortices
and the location of the stagnation points of the ﬂow. However, compared to an isolated cell we
observe the same stresslet/Stokeslet far ﬁeld behaviour depending on whether sedimentation torques
play a role in the re-orientation of the cell. The same far ﬁeld behaviour is evident when a cell
interacts with an obstacle, regardless of the location of the obstacle.
Furthermore, when an obstacle breaks the symmetry of the ﬂow associated with the ﬂagellar
beat we observe that the cell rotates away from the obstacle if the object is at the anterior end of
the cell and toward the obstacle when the object lies at the posterior end. Changes in the cell’s
swimming speed are also observed, with greater reductions compared to the unbounded estimate
when the obstacle lies at the posterior end of the cell.
When the object lies at the anterior end of the cell along the cell’s principal axis we observe
reductions in the swimming speeds when the obstacle lies within a certain distance to the cell,
which may be related to the topology of the ﬂow ﬁeld generated by the swimmer. For an obstacle
lying beyond the stagnation point of the mean ﬂow ﬁeld (for an isolated cell) there is an increase in
the cell’s swimming compared to the estimate for an unbounded swimmer. In contrast, when the
obstacle lies between the cell and the location of the stagnation point for an unbounded cell there is
a decreases in the swimming speed compared to an isolated swimmer. When an obstacle is located
at the posterior end the cell swims faster the further it is located from the obstacle. However,
unlike the anterior obstacle the average swimming velocity never exceeds that of the unbounded
swimmer.
The method employed to simulate the cells has limitations in that the ﬂagellar beat is prescribed
and can not adapt to the surrounding environment. This is particularly noticeable when the cell
is swimming toward the obstacle and the ﬂagella end up passing through the obstacle due to the
numerical method when the distance between cell and obstacle is very small. Increasing, the number
of nodes on the ﬂagella and substantially increasing the number of time-steps can help reduce the
eﬀects, but this generally only delays the collision. Considering out-of-plane cell motion can also
reduce the eﬀects, but for a very close encounter we still observe the ﬂagella pass through the
object. The fast moving ﬂagella passing through the cell/obstacle corrupts the numerical method
256and results in the body also being dragged through or moving unrealistically. Thus, there is a
need to implement a ﬂexible beat pattern which changes shape in response to the surrounding
environment as it may have some bearing on cell-cell and cell-object interactions.
257Chapter 8
Concluding remarks and future work
8.1 Conclusions
In this thesis, we use the method of regularised Stokeslets and the method of images for regularised
Stokeslets to examine the swimming behaviour of bi-ﬂagellate micro-organisms. The method of
regularised Stokeslets is a numerical method used to compute Stokes ﬂow and is applicable to any
problem where the force drives the ﬂow. The beauty of the method lies in its relative simplicity,
with computations restricted to the boundary of the micro-organism, from which the ﬂow at any
point in the ﬂuid can be obtained. The method of images is an extension of the method for ﬂows
in the vicinity of a plane boundary and is employed to study the interactions between bi-ﬂagellate
swimmers and plane no-slip boundaries.
In Chapter 2 we detailed a scheme that can be used to construct a Fourier series representation
of a ﬂagellar beat. The technique of imaging, discretising and renormalising allows us to generate
individual time-steps with nodes spread equally along the ﬂagellar centre-line. The results of
which can be represented as a Fourier series. Furthermore, we showed that if there is no-slip on
the surface of the cell and the cell is force- and torque-free we can use the numerical method to
construct a mobility problem. We then show that this problem can be solved to obtain estimates for
the instantaneous translational and rotational velocities of the cell. However, due to the singular
nature of terms within the mobility matrix, an iterative matrix inversion scheme is required to
obtain solutions. Additionally, we detailed various mechanisms that may cause a cell to re-orientate,
while also showing how such mechanisms could be incorporated into the mobility problem. Finally,
258we discussed a technique whereby a cell’s re-orientation time and eﬀective eccentricity could be
obtained by representing it as self-propelled spheroid in a shearing ﬂow. Employing prescribed
beat patterns, based upon observations and idealisations from the literature we constructed three-
dimensional models of bi-ﬂagellate swimming, and results indicate that the geometry of the cell,
the intricacies of the ﬂagellar beat and the passive mechanisms that these cells employ in order to
re-orientate have a signiﬁcant bearing not only on the ﬂow that a cell sets up, but also the mean
eﬀective behaviour of the cell.
In Chapter 3 we investigated the eﬀect that re-orientation mechanisms and cell geometry have
on the swimming dynamics of bi-ﬂagellate locomotion. We considered three re-orientation mecha-
nisms; a gravitational torque, a sedimentation torque and a combined gravitational and sedimenta-
tion torque mechanism, for cells possessing beat patterns typical of the green algae Chlamydomonas.
Regardless of the mechanism, the beat pattern or the body geometry the estimates for swimming
speed were in good agreement with experimental observations of C. reinhardtii. However, only
simulations with the combined re-orientation mechanism and spheroidal body shape were consis-
tent with experimental estimates for gyrotactic re-orientation times. This provides evidence that
bottom-heavy bi-ﬂagellate swimmers re-orientate not via a single mechanism, like had previously
been hypothesised, but rather due to gravitational and sedimentary torques acting in unison with
one another. Furthermore, the larger estimates obtained when the cells had spherical bodies suggest
that a realistic cell geometry is important. Hence, future studies of free-swimming bi-ﬂagellates
should not neglect the ﬁne details of the cell geometry and should incorporate a combined sedi-
mentation and gravitational torque re-orientation mechanism.
Comparisons between experimentally observed ﬂows from the literature were compared with
the ﬂows generated by our simulations in Chapter 4. The experimental observations highlighted
various characteristics in the near ﬁeld ﬂows generated by free-swimming C. reinhardtii including
lateral vortices and anterior stagnation points. We also showed that these ﬂow characteristics
where evident in the simulations. The lateral vortices, which move relative to the body and ﬂagella
throughout the beat, are responsible for the expulsion of ﬂuid in the plane of the ﬂagella, and could
provide a mechanism for the transport of nutrients. Moreover, in contrast to the experiments,
using simulations we were able to show that as a consequence of the sedimentation mechanism
the behaviour of the mean ﬂow in the far ﬁeld was similar to a Stokeslet. However, with no
259sedimentary torques, we observed the expected stresslet behaviour. Finally in Chapter 4, we
investigated the swimming behaviour of Dunaliella, which have a slightly diﬀerent beat pattern to
that of Chlamydomonas. Based upon our observations and existing Dunaliella beats we obtained
estimates for the swimming speed and re-orientation times for typical Dunaliella cells. The results
indicated that cells with Dunaliella beats were slower to re-orientate than C. reinhardtii, but swim
at greater speeds. These results and that of Bees and Hill [6] would suggest that bio-convection
will diﬀer depending on the species of bi-ﬂagellate micro-organisms. Hence, it is important not to
simply generalise all bi-ﬂagellates.
The behaviour of cells in a shear ﬂow was discussed in Chapter 5, here we showed that the
intricacies of the ﬂagellar beat had a substantial impact on the eﬀective behaviour of the cells.
The results showed that cells which captured the natural whip-like motion of the ﬂagellar beat
were best described as self-propelled spheres. In contrast, idealised beat patterns were consistent
with previous assumptions (in that the cells behaved as self-propelled spheroids). The results
indicate that the ﬁne details of the ﬂagellar beat are important and suggest that simpliﬁcations
may be possible when studying the collective dynamics of cells - such as in the analysis of bio-
convection patterns. Biologically this might oﬀer an advantage, although it is hard to draw deﬁnite
conclusions without further study over a range of organisms. An important question is whether
other micro-organisms adapt their ﬂagellar beat depending on their body geometry in order to
reduce or optimize their eﬀective eccentricity. The methods presented in this thesis should allow
for further study of this question.
In Chapters 6 and 7 we studied the hydrodynamic interactions of cells. Such studies are impor-
tant as observations of swimming usually occur in the vicinity of boundaries. Furthermore, cells
predominately swim in semi-dilute or concentrated suspensions, thus it is beneﬁcial to understand
how the motion of one cell is aﬀected by the presence of other cells and objects. The results showed
that swimming speeds, cell orientation, trajectories and the far ﬁeld behaviour of a cell were all
aﬀected when a cell comes into close proximity to a wall, object or another cell. Whether the
hydrodynamical forces and torques re-orientate or displace a cell is largely dependent on the initial
orientation and position of the cell relative to the cell, object or boundary. In general, when the
symmetry of the ﬂow between ﬂagella is broken the cells tend to swim away from the obstacle with
a velocity in the principal direction, smaller than in an inﬁnite ﬂuid. In contrast, when a ﬁxed
260object is placed at the posterior end of the cell we observe rotation toward the object. Additionally,
when the cell body lay closest to the boundary, other cell or object we observed an increase in
the drag acting on the body and consequently a reduction in the translational velocity of the cell.
Furthermore, when swimming close to boundaries we observed that the cell behaved as a Stokes-
doublet in the far ﬁeld, which suggests that interactions between cells close to boundaries will be
weaker.
This work on interactions may be key in understanding the behaviour of suspensions of motile
algae. Moreover, it may also have a signiﬁcant bearing on continuum models employed for the
collective behaviour of cells, which generally neglect cell-to-cell interactions. However, such in-
teractions change the behaviour of cells, and to understand the collective behaviour of cells in
non-dilute suspensions, it may be advantageous to incorporate the eﬀects in future continuum
models for bottom-heavy algae.
8.2 Future work
We studied the behaviour of bi-ﬂagellate cells in quiescent and shearing ﬂows. However, their
behaviour in other environments may also unveil further characteristics of the swimming dynamics,
which could be relevant to existing experimental work. For example, studying the motion of a
cell in a tube may yield useful results, as in many bio-reactors, cells are passed through tubes.
Furthermore, a more detailed study into the reasons why the ﬂagellar beat generates vortices
which expel ﬂuid from the ﬂagellar plane needs to be undertaken to understand their exact nature.
While we looked at the hydrodynamics of the green algae Dunaliella in an ambient ﬂuid
we did not pursue its eﬀective behaviour in shear ﬂows. It would be interesting to ﬁnd out
whether Dunaliella behave as spheroids or spheres. More detailed experimental observations of
Dunaliella could be undertaken, employing high speed, high magniﬁcation microscopy in order to
capture realistic images of the ﬂagellar beat.
In order to compare the simulations with the experimental work discussed in Chapter 4 one
could extend the single image system to account for a second plane boundary. Also in addition
to the considered prescribed beat pattern, developing a beat pattern which adapts to external
inﬂuences would be advantageous when investigating the behaviour of cells in close contact with
other cells, objects or boundaries. However, such a beat must preserve the natural whip-like motion
261of the ﬂagella, as we have shown that the intricacies of the beat are important when studying the
eﬀective behaviour of cells in shear ﬂows. An adaptable beat would be beneﬁcial as it would not only
replicate the behaviour of a typical cell, but would also resolve the issues with collisions between
boundaries, obstacles and other cells. These collisions occur due to a breakdown in the numerics
when the distance between the interacting obstacles is smaller than the local discretisation of the
cell. When considering distances that are small it may be beneﬁcial to incorporate lubrication
theory into the bi-ﬂagellate model.
Finally when investigating the cell-to-cell interactions we only considered the hydrodynamic
aﬀects and ignored biological responses such as cell signalling, nutrient transport and phototaxis.
Extending the model to account for a cell’s biological reaction to the presence of another cell may
alter the interaction dynamics in interesting ways.
262Appendix A
Regularised Stokeslets for particular
choices of blob
To de-singularise the solutions to Stokes equations we consider ﬂow driven by a regularised force.
This involves applying the force over a small region rather than at a single point. The spread of
the force is controlled by a regularised δ-function known as a cutoﬀ function or a blob. For a given
choice of blob we can calculate the Stokeslet tensor (1.15) or other higher order singularities. In this
section we derive Sij(x,x0) for two diﬀerent blobs, which are simply scaled versions of functions of
the form
Φ(x − x0) =
Cn
(r2 + 1)n+1/2,
where r = |x − x0| [24]. These radially symmetric functions satisfy the property that
2π
  ∞
0
Φ(x − x0)rdr = 1 (A.1a) and 4π
  ∞
0
Φ(x − x0)r2dr = 1 (A.1b)
in two and three dimensions, respectively [24].
263A.1 Two-dimensional blob
Given the two dimensional δ−distribution Φ(r) = C2/(r2 + 1)5/2, where r = |x − x0|, we can
compute the constant C2 using (1) as follows.
1 = 2π
  ∞
0
C2
(r2 + 1)5/2rdr
= −
2πC2
3(r2 + 1)3/2
 
     
∞
0
=
2πC2
3
.
which yields C2 = 3/2π and consequently we have that Φ(r) = 3/(2π(r2 +ǫ2)5/2). By scaling Φ(r)
by the area we can then ﬁnd the blob φǫ(r), that is
φǫ(r) =
1
ǫ2Φ(r/ǫ)
=
1
ǫ2
 
3
2π((r/ǫ)2 + 1)5/2
 
=
3ǫ3
2π(r2 + ǫ2)5/2. (A.2)
Following Cortez [21] we compute the Green’s functions G(r) and B(r) by solving the bi-
harmonic equations:
∇2G(r) = φǫ(r), (A.3a)
∇2B(r) = G(r), (A.3b)
where in polar form the the two-dimensional Laplacian is given by
∇2G(r) =
∂2G(r)
∂r2 +
1
r
∂G(r)
∂r
+
1
r
∂2G(r)
∂θ2 .
264Since neither G(r) or B(r) are dependent on θ then we can re-write (A.3a) as
∇2G(r) =
1
r
[rG′(r)]′ = φǫ(r)
=
3ǫ3
2π(r2 + ǫ2)5/2,
⇒ rG′(r) =
  3ǫ3r
2π(r2 + ǫ2)5/2dr
= −
ǫ3
2π(r2 + ǫ2)3/2 + D1,
for φǫ(r) given by (A.2). Dividing by and integrating over r we get
Gǫ(r) = −
1
2π
  ǫ3
r(r2 + ǫ2)3/2dr +
D1
r
=
1
2π
 
ln(ǫ +
 
r2 + ǫ2) −
ǫ
√
r2 + ǫ2 + ln(2ǫ) + D2 + (ǫ + D1)ln(r)
 
.
Setting D1 = −ǫ and D2 = ln(2ǫ)/2π in order to remove the singularity at the origin leads to
Gǫ(r) =
1
2π
 
ln(ǫ +
 
r2 + ǫ2) −
ǫ
√
r2 + ǫ2
 
. (A.4)
We now substitute (A.4) into (A.3b):
rB′(r) =
1
2π
   
rln(ǫ +
 
r2 + ǫ2) −
rǫ
√
r2 + ǫ2
 
dr
=
1
8π
[2r2 ln(ǫ +
 
r2 + ǫ2) − r2 + 2ǫ(ǫ −
 
r2 + ǫ2)] + D3.
Setting D3 = 0 then,
Bǫ(r) =
1
8π
 
2rln(
 
r2 + ǫ2 + ǫ) − r +
2ǫ(ǫ −
√
r2 + ǫ2)
r
dr
=
1
8π
 
r2 ln(
 
r2 + ǫ2 + ǫ) − r2 + ǫ(ǫ −
 
r2 + ǫ2) + 2ǫ2 ln(
 
r2 + ǫ2 + ǫ) + 2ǫ2 ln(ǫ) + D4
 
,
where the constant of integration is chosen to equal ǫ2 ln(ǫ)/4π leading to
Bǫ(r) =
1
8π
 
r2 ln(
 
r2 + ǫ2 + ǫ) − r2 + ǫ(ǫ −
 
r2 + ǫ2) + 2ǫ2 ln(
 
r2 + ǫ2 + ǫ)
 
. (A.5)
265To compute the Stokeslet tensor (1.15) we need to compute the quantity ∂2B(r)/∂ˆ xi∂ˆ xj. Taking
the derivative with respect to ˆ xj we obtain
∂B(r)
∂ˆ xj
= 2ˆ xj ln(
 
r2 + ǫ2 + ǫ) +
ˆ xj(r2 + 2ǫ2)
(
√
r2 + ǫ2 + ǫ)
 
(r2 + ǫ2)
− 2ˆ xj −
ǫˆ xj √
r2 + ǫ2,
where ˆ xj = (x − x0)j Now taking the derivative with respect to ˆ xi = (x − x0)i yields
∂2B(r)
∂ˆ xi∂ˆ xj
= 2δij ln(
 
r2 + ǫ2 + ǫ) +
2ˆ xiˆ xj
(
√
r2 + ǫ2 + ǫ)
 
(r2 + ǫ2)
− 2δij
−
ǫδij √
r2 + ǫ2 −
ǫˆ xiˆ xj
(r2 + ǫ2)3/2 +
δij(r2 + 2ǫ2) + 2ˆ xiˆ xj
(
√
r2 + ǫ2 + ǫ)
 
(r2 + ǫ2)
−
ˆ xiˆ xj(r2 + 2ǫ)
(
√
r2 + ǫ2 + ǫ)2(r2 + ǫ2)
−
ˆ xiˆ xj(r2 + 2ǫ)
(
√
r2 + ǫ2 + ǫ)(r2 + ǫ2)3/2
= 2δij ln(
 
r2 + ǫ2 + ǫ) +
δij(r2 + 2ǫ2) + 4ˆ xiˆ xj
(
√
r2 + ǫ2 + ǫ)
 
(r2 + ǫ2)
−
ˆ xiˆ xj(r2 + 2ǫ)
(
√
r2 + ǫ2 + ǫ)2(r2 + ǫ2)
−
ˆ xiˆ xj(r2 + 2ǫ)
(
√
r2 + ǫ2 + ǫ)(r2 + ǫ2)3/2
− 2δij −
ǫδij √
r2 + ǫ2 −
ǫˆ xiˆ xj
(r2 + ǫ2)3/2. (A.6)
Finally, we substitute equations (A.6) and (A.4) into (1.15) to ﬁnd
Sij(x,x0) = 2δij ln(
 
r2 + ǫ2 + ǫ) +
4ǫ2δij − 2ǫδij
√
r2 + ǫ2
√
r2 + ǫ2(
√
r2 + ǫ2 + ǫ)
− δij
+
ˆ xiˆ xj(4
√
r2 + ǫ2 + 5ǫ − ǫ(r2 + ǫ2)(r2 + ǫ2)−1 − 2(r2 + ǫ2)(r2 + ǫ2)−1/2)
√
r2 + ǫ2(
√
r2 + ǫ2 + ǫ)2
− 4δij ln(
 
r2 + ǫ2 + ǫ) +
4ǫδij √
r2 + ǫ2
= −2δij ln(
 
r2 + ǫ2 + ǫ) +
2ǫδij(
√
r2 + ǫ2 + 2ǫ)
√
r2 + ǫ2(
√
r2 + ǫ2 + ǫ)
+ ˆ xiˆ xj
(
√
r2 + ǫ2 + 2ǫ)
√
r2 + ǫ2(
√
r2 + ǫ2 + ǫ)2 − δij.
As ǫ → 0 we ﬁnd that
Sij(x,x0) = −2δij lnr +
2ˆ xiˆ xj
r2 − δij,
which represents a Stokeslet in R2 with an additional constant ﬂow. We eliminate the ﬂow at
266inﬁnity to ﬁnd
Sij(x,x0) = −2δij ln(
 
r2 + ǫ2 + ǫ) +
2ǫδij(
√
r2 + ǫ2 + 2ǫ)
√
r2 + ǫ2(
√
r2 + ǫ2 + ǫ)
+ ˆ xiˆ xj
(
√
r2 + ǫ2 + 2ǫ)
√
r2 + ǫ2(
√
r2 + ǫ2 + ǫ)2. (A.7)
Hence, from (1.9) we have
ui(x) = −
fi
4π 
 
ln(
 
r2 + ǫ2 + ǫ) −
2ǫδij(
√
r2 + ǫ2 + 2ǫ)
√
r2 + ǫ2(
√
r2 + ǫ2 + ǫ)
 
+
fjˆ xjˆ xi
4π 
 
(
√
r2 + ǫ2 + 2ǫ)
√
r2 + ǫ2(
√
r2 + ǫ2 + ǫ)2
 
,
which may be re-written as
u(x) = −
f
4π 
 
ln(
 
r2 + ǫ2 + ǫ) −
2ǫδij(
√
r2 + ǫ2 + 2ǫ)
√
r2 + ǫ2(
√
r2 + ǫ2 + ǫ)
 
+
(f   ˆ x)ˆ x
4π 
(
√
r2 + ǫ2 + 2ǫ)
√
r2 + ǫ2(
√
r2 + ǫ2 + ǫ)2
A.2 Three-dimensional blob
For the three-dimensional regularised δ-distribution Φ(r) = D2/(r2 + 1)5/2, we can compute the
constant D2 in a similar manner to the approach above. However, since Φ(r) is three-dimensional
then we have that
1 = 4π
  ∞
0
D2
(r2 + 1)5/2r2dr
= −
4πD2
3(r2 + 1)3/2
 
     
∞
0
=
4πD2
3
.
from which we obtain that D2 = 3/2π. Substituting into Φ(r) we ﬁnd that Φ(r) = 3/(4π(r2+ǫ2)5/2).
Scaling the δ-distribution by the volume we ﬁnd that the blob
φǫ(r) =
1
ǫ3Φ(r/ǫ)
=
1
ǫ3
 
3
4π((r/ǫ)2 + 1)5/2
 
=
3ǫ2
4π(r2 + ǫ2)5/2. (A.8)
267Given φǫ(r) from (A.8) and that the Laplacian in spherical co-ordinates is
∇2G =
1
r2
∂
∂r
 
r2∂G
∂r
 
+
1
r2 sinθ
∂
∂θ
 
sinθ
∂G
∂θ
 
+
1
r2 sinθ2
∂2G
∂ψ2 (A.9)
we can compute the Green’s function G(r) by solving equation (A.3a). Since G(r) is independant
of θ and ψ then
∇2G(r) =
1
r2[r2G′(r)]′ = φǫ(r)
=
3ǫ2
4π(r2 + ǫ2)5/2
⇒ r2G′(r) =
  3ǫ2r2
4π(r2 + ǫ2)5/2dr
=
r3
4π(r2 + ǫ2)3/2 + D1,
Setting D1 = 0 we can dividing by r2 then integrating over r to get
Gǫ(r) =
1
4π
  r
(r2 + ǫ2)3/2dr
= −
1
4π
√
r2 + ǫ2, (A.10)
where we have set the constant of integration to equal zero.
A.3 Alternative three dimensional blob
For the δ-distribution Φ(r) = C3/(r2 + 1)7/2, we require that
1 = 4π
  ∞
0
C3r2
(r2 + 1)7/2dr,
This leads to
1 =
4πC3r3(2r2 + 5)
15(r2 + 1)5/2
     
   
∞
0
=
8πC3
15
⇒ C3 =
15
8π
.
268To ﬁnd the blob in R3 we need to scale the δ function by the volume. Hence,
φǫ(r) =
1
ǫ3Φ(r/ǫ)
=
1
ǫ3
 
15
8π((r/ǫ)2 + 1)7/2
 
=
15ǫ4
8π(r2 + ǫ2)7/2. (A.11)
Employing both (A.11) and (A.9) we have from (A.3a) that
1
r2
d
dr
(r2dG(r)
dr
) =
15ǫ4
8π(r2 + ǫ2)(7/2)
since G(r) is not a function of either the polar angle θ or the azimuthal angle ψ. Hence,
dG(r)
dr
=
1
r2
  15ǫ4r2
8π(r2 + ǫ2)(7/2)dr
=
(2r2 + 5ǫ2)r
8π(r2 + ǫ2)(5/2) + D1.
Setting D1 = 0 and integrating over r yields
G(r) = −
(2r2 + 3ǫ2)
8π(r2 + ǫ2)(3/2), (A.12)
where the constant of integration has been set to zero.
Employing the same approach we can derive B(r) from (A.3b), where G(r) is given by (A.12):
1
r2
d
dr
(r2∂B(r)
dr
) = −
(2r2 + 3ǫ2)
8π(r2 + ǫ2)(3/2)
dB(r)
dr
=
1
r2
 
−
(2r2 + 3ǫ2)
8π(r2 + ǫ2)(3/2)dr
=
r
8π
 
(r2 + ǫ2)
+ D3.
To remove singularities at the origin we set D3 = 0. Finally, integrating over r and setting the
constant of integration to zero we ﬁnd
B(r) = −
 
(r2 + ǫ2)
8π
. (A.13)
269To compute the Stokeslet tensor Sij(x,x0), (1.15), we have to take the double derivative of
B(r) with respect to ˆ xj and ˆ xi, where ˆ xj = (x − x0)j and ˆ xi = (x − x0)i.
∂B(r)
∂ˆ xj
= −
ˆ xj
8π
√
r2 + ǫ2
∂B(r)
∂ˆ xi∂ˆ xj
=
ˆ xiˆ xj
8π(r2 + ǫ2)3/2 −
δij
8π
√
r2 + ǫ2
=
ˆ xiˆ xj − δij(r2 + ǫ2)
8π(r2 + ǫ2)3/2 . (A.14)
Now substituting (A.14) into (1.15)
Sij(x,x0) =
ˆ xiˆ xj − δij(r2 + ǫ2)
(r2 + ǫ2)3/2 +
δij(2r2 + 3ǫ2)
(r2 + ǫ2)(3/2)
=
ˆ xiˆ xj + δij(r2 + 2ǫ2)
(r2 + ǫ2)3/2 . (A.15)
Notice that unlike the two-dimensional case
lim
ǫ→0
Sij(x,x0) =
δij
r
+
ˆ xiˆ xj
r3 ,
tends to the singular stokeslet and there is no need to cancel any additional ﬂow.
By substituting (A.15) into (1.9) we ﬁnd that the ﬂow at any point in the domain can be
computed via
u(x) =
(f   (x − x0))(x − x0) + f(r2 + 2ǫ2)
8π (r2 + ǫ2)3/2 .
270Appendix B
Image system functions and matrix
equation
B.1 Derivation of image system functions B1(r), B2(r), G1(r) and
G2(r)
When calculating the image system for the regularised Stokeslet we introduce four functions B1(r),
B2(r), G1(r) and G2(r) based on the solutions of (A.3a) and (A.3b). The functions G1(r) and
G2(r) are given by
G1(r) =
G′(r)
r
− ψǫ(r) and G2(r) =
rG′′(r) − G′(r)
r3 ,
respectively, where
ψǫ(r) =
3ǫ2
4π(r2 + ǫ2)5/2
has been chosen based upon the observations of Ainely et al. [1].
We can solve equation (A.3a), with ψǫ(r) replacing φǫ(r), for the Green’s function G(r) to ﬁnd
(see Appendix A.2)
G(r) = −
1
4π
√
r2 + ǫ2.
271Diﬀerentiating G(r) with respect to r gives
G′(r) =
r
4π(r2 + ǫ2)3/2,
which leads to
G1(r) =
1
4π(r2 + ǫ2)3/2 −
3ǫ2
4π(r2 + ǫ2)5/2
=
r2 − 2ǫ2
4π(r2 + ǫ2)5/2.
Next we ﬁnd the double derivative of G(r) with respect to r,
G′′(r) = −
3r2
4π(r2 + ǫ2)5/2 +
1
(r2 + ǫ2)3/2,
and substitute it into our equation for G2(r) to ﬁnd
G2(r) = −
3r3
4πr3(r2 + ǫ2)5/2 +
r
4πr3(r2 + ǫ2)3/2 −
r
4πr3(r2 + ǫ2)3/2
=
−3
4π(r2 + ǫ2)5/2.
We employ a similar approach to derive the functions B1(r) and B2(r), except we use the blob
φǫ given by (A.11). The functions B1(r) and B2(r) are given by
B1(r) =
rB′′(r) − B′(r)
r3 and B2(r) =
B′(r)
r
− G(r).
From Appendix A we found that for the same choice of blob we had
G(r) = −
(2r2 + 3ǫ2)
8π(r2 + ǫ2)(3/2) and B(r) = −
 
(r2 + ǫ2)
8π
.
By taking the derivative of B(r) with respect to r we ﬁnd that
B′(r) = −
r
8π
√
r2 + ǫ2,
272and consequently
B2(r) = −
1
8π
√
r2 + ǫ2 +
(2r2 + 3ǫ2)
8π(r2 + ǫ2)(3/2)
=
(r2 + 2ǫ2)
8π(r2 + ǫ2)(3/2).
To compute B1(r) we take the double derivative with respect to r of B(r), which leads to
B′′(r) = −
ǫ2
8π(r2 + ǫ2)(3/2)
and therefore
B1(r) = −
rǫ2
8πr3(r2 + ǫ2)(3/2) +
r
8πr3 √
r2 + ǫ2
=
1
8π(r2 + ǫ2)(3/2).
The functions derived above are the same as those employed by Ainley et al. [1].
B.2 Matrix equation tensor
The tensor M in (1.46) can be computed by decomposing (1.45) into particle locations and Stokeslet
strengths. We can convert (1.45) into component form as follows
ui(x) = fj[δijB2(r) + ˆ xiˆ xjB1(r)] − fj[δijB2(R) + ˜ xi˜ xjB1(R)]
+ 2hdj
 
(e1,j˜ xi + δij˜ xke1,k)B1(R) + ˜ xje1,i
B′
2(R)
R
+ δjk˜ xi˜ xj˜ xke1,j
B′
1(R)
R
 
− h2dj[δijG1(R) + ˜ xi˜ xjG2(R)] + 2h
 
B′
2(R)
R
+ B1
 
ǫijkLj˜ xk,
where
ǫijk =

    
    
1 if (i,j,k) = (1,2,3), (2,3,1) or (3,1,2)
−1 if (i,j,k) = (1,3,2), (2,1,3) or (3,2,1)
0 otherwise
is the Levi-Civita tensor, ˜ x = x−x0, ˆ x = x− ˜ x0, while x0 and ˆ x0 are the locations of the Stokelset
and the image Stokeslet, respectively.
273Noting that since dj = 2fke1,ke1,j −fj = fj(2e1,je1,j −1), Lj = ǫjlmfle1,m and ǫijk = −ǫjik then
ui(x) = fj[δijB2(r) + ˆ xiˆ xjB1(r) − δijB2(R) − ˜ xi˜ xjB1(R)]
+ 2hfj(2e1,je1,j − 1)
 
(e1,j˜ xi + δij˜ xje1,j)B1(R) + ˜ xje1,i
B′
2(R)
R
+ δjk˜ xi˜ xj˜ xke1,j
B′
1(R)
R
 
− h2fj(2e1,je1,j − 1)[δijG1(R) + ˜ xi˜ xjG2(R)] − 2h
 
B′
2(R)
R
+ B1
 
ǫjikǫjlmfle1,m˜ xk.
We now exploit the relationship between the alternating tensor ǫijk and the Kronecker delta:
ǫijkǫjlm = (δilδkm − δimδkl), to ﬁnd
ǫjikǫjlmfle1,mxk = (δilδkm − δimδkl)fle1,mxk
= fj(δije1,kxk − δjke1,ixk)
= fj(δije1,kxk − e1,ixj).
Substituting into the above equation for ui we ﬁnd that
ui(x) = fj[δijB2(r) + ˆ xiˆ xjB1(r) − δijB2(R) − ˜ xi˜ xjB1(R)]
+ 2hfj(2e1,je1,j − 1)
 
(e1,j˜ xi + δij˜ xje1,j)B1(R) + ˜ xje1,i
B′
2(R)
R
+ ˜ xi˜ xj˜ xke1,k
B′
1(R)
R
 
− h2fj(2e1,je1,j − 1)[δijG1(R) + ˜ xi˜ xjG2(R)] − 2hfj(δije1,kxk − e1,i˜ xj)
 
B′
2(R)
R
+ B1
 
We can simplify the above equation by noting that ˜ xke1,k = ˜ x   e1, hence
ui(x) =
 
δijB2(r) + ˆ xiˆ xjB1(r) − δijB2(R) − ˜ xi˜ xjB1(R)
+ 2h(2e1,je1,j − 1)
 
(e1,j˜ xi + δij˜ xje1,j)B1(R) + ˜ xje1,i
B′
2(R)
R
+ ˜ xi˜ xj(˜ x   e1)
B′
1(R)
R
 
−h2(2e1,je1,j − 1)[δijG1(R) + ˜ xi˜ xjG2(R)] − 2h(δij(˜ x   e1) − e1,i˜ xj)
 
B′
2(R)
R
+ B1
  
fj
(B.1)
Thus, if we have N Stokeslets close to a boundary the required image system to calculate the ﬂow
velocity is uj(x) =
 N
n=1 Mij(x,x0)fj for i,j = 1,2,3, where Mij is the term contained within
{}-brackets in (B.1).
274Appendix C
Upwind scheme for advection
equation
We can implement an upwind ﬁnite diﬀerencing scheme to solve our two-dimensional advection
equation
∂C(x,y,t)
∂t
= −u(x,y)   ∇C(x,y,t),
where C is the concentration and u is the velocity. Employing forward diﬀerences we have that the
left hand side becomes
∂C(x,y,t)
∂t
=
Cn+1 − Cn
∆t
.
For the term in the right-hand side we require that if uk > 0, for k = x,y, then ∇C is computed
using a backwards diﬀerence. However, if uk < 0, for k = x,y, then a forward diﬀerence is
275implemented. Hence,
−u(x,y)   ∇C(x,y,t) = −
 
uk
∂C
∂k
 
= −
 
ux
∂C
∂x
+ uy
∂C
∂y
 
=

                  
                  
−
 
ux
 Cn
i+1,j−Cn
i,j
∆x
 
+ uy
 Cn
i,j+1−Cn
i,j
∆y
  
, ux, uy < 0
−
 
ux
 Cn
i,j−Cn
i−1,j
∆x
 
+ uy
 Cn
i,j+1−Cn
i,j
∆y
  
, ux > 0, uy < 0
−
 
ux
 Cn
i+1,j−Cn
i,j
∆x
 
+ uy
 Cn
i,j−Cn
i,j−1
∆y
  
, ux < 0′ uy > 0
−
 
ux
 Cn
i,j−Cn
i−1,j
∆x
 
+ uy
 Cn
i,j−Cn
i,j−1
∆y
  
, ux, uy > 0.
Combining the upwind scheme above with our forward diﬀerence for the partial derivative of C
we can compute the concentration of a substance at various times.
276Appendix D
Calculation of quadrature weights
We can compute the weights for any surface using the formula given by (1.38), where the scaling
factors wn are the weights associated with a numerical integration scheme. One of the most simple
quadrature routines is the two-dimensional trapezium rule which generates weights
wn =
1
4

  
    
  

1 2     2     2 1
2 4     4     4 2
. . .
. . .
. . .
. . .
. . .
2 4     4     4 2
1 2     2     2 1

  
    
  

. (D.1)
D.1 Calculation of weights for a sphere
The surface points on the sphere are generated by a cubic patch system discussed in § 2.4. Each
face of the cube is a grid parametrised in terms of variables α and β, such that −a ≤ α ≤ a and
−a ≤ β ≤ a. This leads to grid spacings ∆α = 2a/(M −1) and ∆β = 2a/(M −1), where M is the
length of the grid.
As mention in § 1.4.5 the abscissa are given by permutations of
xs =
a
 
a2 + α2 + β2 (α,β,±a),
This signiﬁes that weights need only be computed for the data generated from one of the grids and
then reused for the other sets of abscissa. Computing the weights for the abscissa generated from
277the top grid, positive a in the third component of xs above, we ﬁnd that the partial derivatives
with respect to α and β are
∂xs
∂α
=

    
     
  

a(a2 + β2)
(α2 + β2 + a2)3/2
−aαβ
(α2 + β2 + a2)3/2
−a2α
(α2 + β2 + a2)3/2

    
     
  

and
∂xs
∂β
=

    
     
  

−aαβ
(α2 + β2 + a2)3/2
a(a2 + α2)
(α2 + β2 + a2)3/2
−a2β
(α2 + β2 + a2)3/2

    
     
  

.
We then calculate the surface area by taking the magnitude of the cross product between these
vectors:
       
∂xs
∂α
×
∂xs
∂β
        =
   
         
     
a
(α2 + β2 + a2)3/2

   

(a2 + β2)
−αβ
−aα

   

×

   

−αβ
(a2 + α2)
−aβ

   

   
         
     
=
 
         
       
a2
(α2 + β2 + a2)3

  


aα(α2 + β2 + a2)
aβ(α2 + β2 + a2)
a2(α2 + β2 + a2)

  


 
         
       
=
   
     
a3
(α2 + β2 + a2)2 (α,β,a)
   
     ,
=
a3
(α2 + β2 + a2)3/2
which we combine with the grid sizes (∆α and ∆β) and the trapezium weights (D.1) to ﬁnd
An =
4a5wn
(M − 1)2(α2 + β2 + a2)3/2.
D.2 Calculation of weights for a prolate spheroid
For the ellipsoid with equatorial radii a1 and a3 and the polar radius a2, such that a2 > a3 = a1,
we require two sizes of grid to generate the surface points. First we have a rectangular grid, size
278M1×M2, if the grid sits in the xy−plane, or M2×M1, if it lies in the yz−plane, which is parametrised
in terms of variables α and β, where −a1 ≤ α ≤ a1 and −a2 ≤ β ≤ a2. The co-ordinates of a point
on the grid will be either
xg = (α,β,±a1) or xg = (±a1,β,α),
depending on which plane the grid sits in.
Mapping from the top rectangular grid to points on the spheroid leads to
xe =
(a1α,a2β,a2
1)
 
α2 + β2 + a2
1
,
which has surface area
     
 
∂xe
∂α
×
∂xe
∂β
     
  =
 
         
       
1
(α2 + β2 + a2)3/2

  


a1(a2
1 + β2)
−a2αβ
−a2
1α

  


×

  


−a1αβ
a2(a2
1 + α2)
−a2
1β

  


 
         
       
=
         
         
a2
1
(α2 + β2 + a2)3

 
 

a2α(α2 + β2 + a2
1)
a1β(α2 + β2 + a2
1)
a1a2(α2 + β2 + a2
1)

 
 

         
         
=
 
       
a2
1
(α2 + β2 + a2)2 (a2α,a1β,a1a2)
 
       
=
a2
1
 
a2
2α2 + a2
1β2 + a2
1a2
2
(α2 + β2 + a2
1)2 .
The grid spacing on the rectangular grids are ∆α = 2a1/(M1−1)and∆β = 2a2/(M2−1), where
M2 > M1 and together with the surface area and the trapezium weights D.1 the weights arising
from the discretisation of the surface integral, on the right-hand side of (1.36), are
An =
4a3
1a2wn
 
a2
2α2 + a2
1β2 + a2
1a2
2
(M1 − 1)(M2 − 1)(α2 + β2 + a2
1)2.
These weights can be applied to the surface points generated from each rectangular grid. For
the square M1 × M1 grids we parametrise again in terms of α and β, where −a1 ≤ α ≤ a1 and
279−a1 ≤ β ≤ a1, which leads to grid spacings ∆α = 2a1/(M1 − 1)and∆β = 2a1/(M1 − 1).
The grid with points xg = (α,a2,β) generates abscissa xe = (a1α,a2,a2β). We use these points
to compute the surface area
 
     
∂xe
∂α
×
∂xe
∂β
 
      =
a1a2
2
(α2 + β2 + a2
1)2
 
α2 + β2 + a2
2.
Combining with the grid spacings and the trapezium weights we ﬁnd that the weights associated
with the square grids are
An =
4a3
1a2
2wn
 
α2 + β2 + a2
1
(M1 − 1)2(α2 + β2 + a2
2)2.
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General minimised residual method
The general minimised residual method (GMRES) is a iterative projection method which esti-
mates a solution of a given linear system from a Krylov subspace [105,106]. Given a linear system
Ax = b, where A is n × n and invertible, and b is a normalised vector, the mth Kyrlov subspace is
of the form
Km(A,r0) = span{r0,Ar0,A2r0,...,Am−1r0},
where r0 = b − Ax0 for an initial guess x0, that is the linear subspace spanned by the images of
b under the ﬁrst m powers of A [106]. Due to the linear dependence of the Krylov sequence the
method generates a sequence of orthogonal vectors to form the basis of Km, which are generated
using a process known as Arnoldi’s method, a technique similar to the Gram Schmidt process [105].
From Arnoldi’s method an orthonormal system Vm+1 and a (m + 1) × m Hessenberg matrix Hm,
whose only non-zero entries are those generated by the method, are produced and satisfy the
relation:
AVm = Vm+1Hm. (E.1)
In GMRES we look to solve the linear system by ﬁnding a least squares solution xm = x0+Vmym,
where ym ∈ Rn minimises the residual norm J(y) =  b − Ax 2 =  b − A(x0 +Vmy) 2. Given (E.1)
we can re-write J(y) =  r0 − Vm+1Hmy 2, and if the Arnoldi method is started with v1 = r0/ ro 
281then due to the orthonormal basis functions [106]
J(y) =  βv1 − Vm+1Hm 2.
The GMRES method is designed for non-symmetric linear systems and, as such, when m in-
creases the number of orthogonal vectors increases. Hence, there may be high storage costs. By
restarting the method after N iterations the storage requirements can be reduced [105]. With
no restarts the method will converge within n steps, which is highly ineﬃcient for large n. The
restarted GMRES algorithm is [106]
Algorithm 2 GMRES algorithm for k restarts
Compute r0 = b − Ax0, for given x0, and v1 = r0/ r0 
for k := 1,2,...,m do
wk = Avk
for i = 1,2,...,k do
hik = (wk,vi)
wk = wk − hikvi
end for
h(k+1)k =  wk 2
if h(k+1)k = 0 then
m := k
exit loop
end if
vk+1 = wk/h(k+1)k
end for
Hm = hij
Compute ym such that it minimises  βv1 − Vm+1Hm 2, and xm = x0 + Vmym
GMRES is ideal for solving unsymmetric systems like those generated by the mobility problem
for our biﬂagellate swimmer, see Chapter 2.
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Idealised beat pattern (I-beat)
Jones et al. [59] proposed an idealised beat pattern where the ﬂagella are rigid and are assumed
to beat symmetrically. The ﬂagella during the eﬀective stroke remain straight and the beat begins
parallel to the cell body. The eﬀective stroke ends when the ﬂagella are at right angles to the body,
with intermediate positions given by the angle χ, 0 ≤ χ ≤ π/2. Here χ denotes the angle between
the ﬂagella and the body, as depicted in Figure F.1(a), and is determined from the angular velocity
of the ﬂagellum,
˙ χ =
π
2Te
,
where Te is the time taken to complete the eﬀective stroke. Since the beat begins parallel to
the body we know that χ(0) = 0, which allows us to solve the above diﬀerential equation to get
χ = πtI/2Te . Finally, we note that the eﬀective stroke should account for exactly half of a complete
beat pattern, therefore Te = 1/2 and
χ = πtI, (F.1)
where 0 ≤ tI ≤ 1/2. Since we have χ we can determine the position of the ﬂagella between the start
of the beat and its completion using x = (ssinχ,scosχ), where s is the length along the ﬂagellum
such that 0 ≤ s ≤ 1. Note that if the right hand ﬂagellum has angle χ then the left ﬂagellum will
make an angle −χ between ﬂagellum and body.
The recovery stroke, shown in Figure F.1(b), is composed of two straight-line segments; a section
running parallel to the cell’s principal axis, and a section lying at an angle to the parallel segment.
The recovery stage of the beat begins with the ﬂagella perpendicular to the body and ends with the
283ﬂagella aligned to the cell’s principal axis. The section along the cell’s major axis is of length wtI,
where w is the velocity of the bending wave propagating the ﬂagella from base to tip, and remains
parallel to the body throughout the recovery stroke, with 0 ≤ tI ≤ 1/2. Hence, while s ≤ wtI the
parallel section is given by x = (0,s).
A
B
χ
(a)
A
B
P
w χ
(b)
Figure F.1: Schematic of the idealised beat pattern proposed by Jones et al. [59]. Left and right ﬂagella beat
symmetrically and a cycle is separated into two aspects. The eﬀective stroke is shown in (a) where A and B are
the beginning and end of the stroke. The position of the ﬂagellum at any time can be determined by the angle χ,
or −χ for the opposite ﬂagellum. (b) shows the ﬂagellum during the recovery stroke, A start and B end. During
the recovery stroke the ﬂagella are partitioned into two linear sections. The ﬁrst segment runs parallel to the cell’s
principal axis, whereas the second lies at an angle χ to the vertical segment. As the recovery stroke progresses the
length of the angled section reduces while the parallel section increases. w is the velocity of the propagating bending
wave at point P.
The second segment lies at an angle χ to the cell’s principal axis, such that π/2 ≤ χ ≤ π
decreases at a constant angular velocity ˙ χ = πw/2. Solving the diﬀerential equation we ﬁnd that
χ =
πwtI
2
+ C,
where C is a constant of integration. At the beginning of the stroke the right-ﬂagellum makes an
angle π/2 with the body axis so χ(0) = π/2. Coupling the boundary condition with the diﬀerential
equation we ﬁnd that C = π/2. Thus
χ =
π
2
(1 + wtI). (F.2)
Finally, when wt < s ≤ 1 we have that x = ((s − wtI)sinχ,wtI + (s − wtI)cosχ).
Collating the data for eﬀective and recovery stroke we have that the ﬂagellar abscissa for the I
284beat are
xf =

               
               



ssinχe
scosχe


 0 ≤ t ≤ T/2



0
s


 if s ≤ wtI



(s − wtI)sinχr
wtI + (s − wtI)cosχr


 if wtI < s ≤ 1.
T/2 < t ≤ T
where χe and χr are the angles made by the ﬂagellum during the eﬀective and recovery stroke given
by (F.1) and (F.2) respectively, and 0 ≤ tI ≤ 1/2 . The instantaneous velocity is given by taking
the time derivative, which yields
urel(xf) =

               
               



πscosχe
−πssinχe


 0 ≤ t ≤ T/2



0
0


 if s ≤ wtI



−wsinχr − π(s − wtI)cosχr
w + wcosχr − π(s − wtI)sinχr


 if wtI < s ≤ 1.
T/2 < t ≤ T
(F.3)
The data is for a single ﬂagellum. The opposite ﬂagellum abscissa and relative velocities are
mirrors about the principal axis of the cell. Further, for simplicity the Jones model [59] had the
ﬂagella joined at the basal end, whereas in our representation of the beat the ﬂagellum are separated
by a distance 0.09 d, which permits our numerical approach.
285Appendix G
Image system for a regularised
Stokeslet in the vicinity of a free
surface
For cells swimming within free-standing liquid ﬁlms the eﬀects of the boundary are substantially less
than swimming between two no-slip boundaries. Consequently, the image system discussed in §1.4.4
is not appropriate as there is no need to cancel all components of the ﬂow velocity on the boundary.
For a free-surface the requirement is that only the component of the velocity perpendicular to the
boundary be zero.
For a single free surface the image system for a point force was given by Blake [11] as
ui =
fj
8π 
 
δij
r
+
(x − x0)i(x − x0)j
r3 − (δjαδαk − δj3δ3k)
 
δik
R
+
(x − x0)i(x − x0)k
R3
  
, (G.1)
where the boundary is located w along the x3-axis, see Figure G.1, α = 1,2, ˜ x0 = (x0,y0,w − h),
r = |x−x0| and R = |x− ˜ x0|. As we can see in both (G.1) and Figure G.1 the image system for a
Stokeslet close to a free surface is simply the reﬂection of the Stokeslet.
To compute the image system for the regularised Stokeslet we follow a similar approach to that
employed with the no-slip boundary. First we look at the singular case and ﬁnd that we can cancel
the ﬂow perpendicular to the boundary by adding two Stokeslets, one located at x0 = (x0,y0,w+h)
with strength f and a second located at distance h from the boundary at a point ˜ x0, see Figure G.1.
286However, the Stokeslet at the image point has a strength ˜ f = f − 2(f   e3)e3, which leads to
uS(x)[f] + u
ˆ S(x)[˜ f] = (ux,uy,0). Hence, there is no ﬂow through the boundary.
˜ x0
x0
x
x3
x1
h
h r
R
u
ˆ S(x)[f]
uS(x)[˜ f]
Figure G.1: The image system for a Stokeslet located at the point x0 a distance h above a free surface. The image
system consists of the reﬂection of the original Stokeslet. The reﬂected Stokeslet has strength ˜ f = f −2(f  e3)e3, and
is located at ˜ x0.
For the regularised Stokeslet we repeat the process, but unlike the no-slip boundary case there
is no need for additional singularities, as adding a Stokeslet with strength ˜ f is enough to cancel the
ﬂow perpendicular to the surface. Hence, for a regularised Stokeslet given by (1.18) we have
ui(x) =
 
fj
∂2
∂ˆ xj∂ˆ xi
B(r) − fiG(r)
 
+
 
˜ fj
∂2
∂˜ xj∂˜ xi
B(R) − ˜ fiG(R)
 
, (G.2)
where ˆ x = x − x0 and ˜ x = x − ˜ x0 = ˆ x + 2he3. Now given that ˜ f = f − 2(f   e3)e3 in component
form is ˜ fj = fj(2e3,je3,j − 1) we can re-write (G.2) in terms of fj. Thus,
ui(x) = fj
 
∂2
∂ˆ xj∂ˆ xi
B(r) +
∂2
∂˜ xj∂˜ xi
B(R)
 
− 2fje3,je3,j
∂2
∂˜ xj∂˜ xi
B(R)
− fi(G(r) + G(R) − 2e3,ie3,iG(R))
=
 
∂2
∂ˆ xj∂ˆ xi
B(r) +
∂2
∂˜ xj∂˜ xi
B(R) − 2fje3,je3,j
∂2
∂˜ xj∂˜ xi
B(R) (G.3)
−δij(G(r) + G(R) − 2e3,ie3,iG(R) )
 
fj.
Hence, for N Stokeslets in the vicinity of a free-surface we have that the velocity uj(x) =
 N
n=1 Mij(x,x0)fj for i,j = 1,2,3, where Mij represents the term within brackets in (G.3).
287Appendix H
Experimental observations of
swimming cells in the literature
(a) (b)
Figure H.1: Results from Drescher et al. [30] re-printed, with permission, for comparison with our simulation results.
288(a) (b)
Figure H.2: Results from Gausto et al. [39] re-printed, with permission, for comparison with our simulation results.
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