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ABSTRACT: Diamond-based photomultipliers have the potential to provide a significant 
improvement over existing devices due to diamond’s high secondary electron yield and 
narrow energy distribution of secondary electrons which improves energy resolution creating 
extremely fast response times.  In this paper we describe an experimental apparatus designed 
to study secondary electron emission from diamond membranes only 400 nm thick, observed 
in reflection and transmission configurations.  The setup consists of a system of calibrated, 
P22 green phosphor screens acting as radiation converters which are used in combination 
with photomultiplier tubes to acquire secondary emission yield data from the diamond 
samples. The superior signal voltage sampling of the phosphor screen setup compared with 
traditional Faraday Cup detection allows the variation in the secondary electron yield across 
the sample to be visualised, allowing spatial distributions to be obtained.  Preliminary 
reflection and transmission yield data are presented as a function of primary electron energy 
for selected CVD diamond films and membranes. Reflection data were also obtained from the 
same sample set using a Faraday Cup detector setup.  In general, the curves for secondary 
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electron yield versus primary energy for both measurement setups were comparable. On 
average a 15-20% lower signal was recorded on our setup compared to the Faraday Cup, 
which was attributed to the lower photoluminescent efficiency of the P22 phosphor screens 
when operated at sub-kilovolt bias voltages. 
 
KEYWORDS: Diamond Dynodes, Faraday Cup (FC), Secondary Electron Yield (SEY), 
Photo-multiplier Tube (PMT). 
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1. Introduction 
Electron emission is a fundamental phenomenon associated with most interactions of 
energetic particles with solid surfaces, and its measurement in areas such as radiation biology 
[1], particle detectors [2], microscopy and surface analysis [3] is extremely important.  Light 
emission is usually measured by focusing the emitted photons onto a photocathode which 
then emits electrons which can be collected and measured as an electrical current.  At low 
photon fluxes, the small number of emitted electrons must be multiplied in order to obtain a 
usable signal.  This multiplication is usually achieved by dynode devices, such as the ones 
used in photomultiplier tubes (PMTs) or microchannel plates (MCPs), which use high 
voltages to accelerate the electrons onto surfaces with a high (> 1) secondary electron 
emission yield (SEY).  For these surfaces, the primary-electron impacts liberate a number of 
secondary electrons depending on the dynode material, which are then accelerated deeper 
into the device to strike another dynode surface, which, in turn, emit yet more electrons.  
Most electron-multiplication devices require many such stages, the number of which is 
determined by the SEY of each surface and the required gain.  Hence, using a dynode 
material with the highest possible SEY reduces the number of multiplication stages required, 
making the device simpler and cheaper.   
Dynode devices usually operate in one of two modes, reflection or transmission (see 
Fig.1).  In reflection mode the secondary electrons are emitted from the same surface that is 
struck by the primary electron beam.  Due to the nature of the collision cascade, the electrons 
are emitted in all directions in a hemisphere around the impact point, with energies typically 
< 20 eV.  Commercial multiple-stage reflective dynode devices often follow a ‘Venetian 
blind’ design, with a series of slanted dynode surfaces with increasing positive bias values, 
arranged such that emitted secondary electrons are attracted downwards onto the next 
surface.  The slanted surfaces in each layer are offset such that there is no direct line-of-sight 
for the primary beam to the final detector. 
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Fig. 1.  Two geometries typically used for secondary electron multiplication dynode devices, except here using 
thin film diamond as the dynode material.  Three multiplication stages are shown for each, with each stage 
having a higher positive bias compared to the previous stage.  (a) ‘Venetian blind’-style reflective device. (b) A 
transmissive device involving thin membranes.   
 
In contrast, in a transmissive device the secondary electrons are emitted from the 
opposite surface to that which is struck by the primary electron beam.  This requires that the 
material be thin enough (typically ≪ 1 µm) to allow the electron beam to pass through it, and 
has the advantage that no complicated geometries are required – stacking the dynode 
membranes on top of each other is sufficient.  However, some secondary electrons are lost in 
reflection at each stage, and it may be necessary to have different surface treatments (such as 
surface functionalisation) on the top and bottom surfaces to reduce and increase SEY, 
respectively. 
 
Secondary electron emission is generally interpreted as a three-step process, in which 
the excitation of the emitted electrons, their transport to the solid surface and their escape into 
the vacuum are described by three different processes [4].  Each primary electron can 
potentially liberate more than one secondary, and providing they are sufficiently energetic, 
these secondaries can excite other electrons by means of a cascade generation process.  At 
each collision the electrons lose energy, and eventually they thermalise to the bottom of the 
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conduction band.  At this stage, the emission of electrons depends only on the ability of the 
low-energy electrons to overcome the energy barrier present at the surface.  The total SEY 
(δ), is generally defined as the ratio of the number of emitted electrons or total emitted 
secondary electron current, Is, to the number of incident electrons or primary electron current, 
Ip: 
 
δ = Is / Ip     (1) 
 
Diamond presents, among other extraordinary properties, excellent electron emission 
characteristics, exhibiting higher yields than metals and many insulator materials [5,6,7,8] 
with values as high as 80 at 3 keV reported for pristine single-crystal diamond [9,10] and ~10 
for polycrystalline films made by chemical vapour deposition (CVD) [11].  Previous studies 
demonstrate that high electron emission yields can usually be obtained from semiconducting 
boron-doped diamond films with hydrogen termination [12,13,14].  This is attributed to the 
combination of efficient electron transport from the region where the secondary electrons are 
generated to the surface, resulting in a large mean escape depth (around a few tens of nm for 
a primary energy, Ep  1 keV), together with a negative electron affinity (NEA) surface which 
removes the potential barrier for emission [5].  In addition, CVD diamond films have recently 
become widely available at relatively low cost, are robust, and compatible with Si fabrication 
technology which makes them easy to incorporate into existing dynode devices.  Its potential 
for high yield offers several advantages for such devices including high time resolution, fast 
signal rise time, reduced pulse-height distribution, low noise, and chemical stability [11,15]. 
In this paper we describe a custom-designed apparatus for the measurement of SEYs 
from thin chemical vapour deposition (CVD) diamond membranes. It uses a system of 
phosphor screens (PS) acting as detectors in association with PMTs to measure SEY.  Design 
criteria and the procedures employed to calibrate the new system are presented along with 
preliminary test data. 
2. Experimental 
2.1 Faraday cup system 
The most commonly used method for the determination of total SEYs involves 
measuring Ip and Is using a conducting metal hemispherical Faraday Cup (FC) as a collector, 
as shown in Fig.2.  We used a FC system mounted inside a JEOL JSM-6100 scanning 
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electron microscope (SEM) as a standard with which to compare the SEY measurements 
taken in our new phosphor-screen system (described in section 2.2).   
 
Fig. 2. Schematic diagram of the conventional FC system used in Bristol as a standard with which to compare 
SEY yields. Design adapted from [16]. 
In this FC system, a 0.5 mm-diameter aperture was positioned in the centre of the FC 
to allow the primary electron beam to pass through and strike the sample within.  The 
measurements were performed under high vacuum (< 10
-6
 torr).  The substrate was mounted 
on a biased stage which could be moved in the x, y and z directions to enable the electron 
beam to strike different regions of the sample.  The specimen was bombarded with high 
energy ( few keV) primary electrons produced by an electron gun which was focused 
through this hole and onto the sample surface.  Accurate positioning of the electron beam was 
achieved by slowly rastering the beam and observing the image of the surface created by 
electrons reflected back up through the hole and onto the SEM detector.  A sharp image of 
the surface meant that the beam was focused onto the sample surface with an estimated spot 
diameter of ~5-10 nm.  To measure the SEY, the rastering of the beam was switched off 
allowing the focused, steady electron beam to strike the surface.  The electron beam current 
could be controlled between 4×10
-12
 A to 1 ×10
-11 
A with primary energies, Ep, in the range of 
0.6-10 keV.  The resulting secondary electrons were emitted from the surface in a cosine 
distribution and were collected by the internal side of the Faraday cup, and measured as a 
total current.  In this way, nearly all the emitted electrons were collected independently of the 
direction in which they were emitted.  
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A bias voltage was applied to the substrate stage to overcome the possibility of 
surface charge effects which may impede other electrons from being emitted from the 
surface, causing a barrier for further emission.  To do so, a sufficient bias was applied to 
overcome the work function difference between the sample and the FC. Voltages ranging in 
magnitude from 10 V to 30 V were evaluated.  It was established that a bias of +20 V was 
sufficient to prevent charging, and this also forced the emitted low-energy secondary 
electrons to return to the sample surface, while the higher energy reflected primary electrons 
still reached the FC and were collected.  Biasing at –20 V repelled all secondary electrons 
away from the substrate and onto the FC.  However, the current collected was then composed 
of two components; the true secondary electron current (with energies usually < 20 eV) and 
the reflected primary electron current (with energies < Ep).  By measuring the currents 
recorded with each bias polarity in turn, the magnitude of the two components could be 
determined by subtraction. 
In this system the SEY is measured as a function of primary electron energy, Ep, and 
is calculated from 
 
δ(Ep) = (I
–
 - I
+
) / I    [2] 
 
where I
–
 and I
+
 are current measured under the negative and positive biasing, respectively, 
and I is the incident current.  
The advantages of the FC system is that it measures the total SEY directly without the 
need for complicated calibration, and it can be retrofitted into an existing SEM.  The main 
limitation of this system, however, was that below Ep~600 eV secondary electron emission 
was greatly reduced, and the tiny current captured by the FC became almost equivalent to the 
noise in the system.  Thus, current measurements below 600 eV were inaccurate and 
inconsistent, which is inconvenient considering this is close to the peak of the SEY curve for 
diamond, meaning the important details of the low-energy SEY curve could not be obtained.  
This limitation can be removed, of course, by using a bespoke SEY testing rig with a low 
energy gun, as reported in Ref.[11]. 
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Fig.3. Schematic diagram of the setup adopted for reflection and transmission measurements using a system of 
PS and PMTs.  The grids in front of each PS may be biased if required, as well as the Faraday Cup (FC1).  
Typical values for the bias voltages are: V1 +500 V (for FC or for enhanced collection of transmitted primary 
electrons on PS1), 0 to -500 V (for use of PS1 as a retarding field analyser); V2, V3 +500 V; V4 -10 V.  The 
sample shown is a diamond membrane deposited onto Si, with an aperture etched into the back of the Si. 
 
2.2 New Phosphor Screen system 
A schematic diagram of the new SEY measurement system is shown in Fig.3.  It used 
a Kimball Physics EGL-2022 electron gun to generate primary electrons with acceleration 
energies controllable from 50 eV up to 5 keV, and beam currents from 1 nA to 500 µA.  The 
beam current from this was checked weekly using a FC and Keithley 2000 ammeter.  The 
measured current was found to be within 1% of the value displayed on the Kimball output 
meter, which meant that this could be taken to be a representative value for Ip. 
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The electron gun was fitted to a custom-designed vacuum chamber operating at a 
base-pressure of  10-6 torr. The electron source was oriented so that it would irradiate the 
surface of a diamond sample with primary electrons. The metal holder supporting the sample 
was connected to a d.c. voltage supply allowing it to be grounded or biased up to -20 V, to 
repel any secondary electrons and also prevent them from being reabsorbed by the holder and 
substrate. When irradiated by primaries the secondary electrons emitted from the diamond 
sample surface were accelerated onto one of a number of Phosphor-coated Screen (PS) 
detectors, causing the screen to emit light.  The PS were fabricated using a commercial 
cathodoluminescent phosphor coating, P22G (Nichia), emitting in the green with an emission 
peak at 530 nm.  This phosphor powder is optimised for low-voltage operation by the 
incorporation of ~5% submicron ITO particles.  To fabricate the PS, a slurry of phosphor was 
applied to a glass plate to form a continuous submicron layer (corresponding to < 3 phosphor-
particle layers) and allowed to dry.  This coating was deliberately thin to produce a saturated 
light output above a low threshold energy (see Fig.4).  A layer of gold (< 20 nm) was 
evaporated onto the surface of the phosphor and connected to an electrical ground.  The gold 
layer was too thin to affect electron transmission, but was needed to increase the phosphor 
surface conductivity to prevent the build-up of charge on the surface, and also allowed the PS 
to operate at voltages well below its typical operating range.  Immediately in front of the 
gold-coated PS a fine gold mesh was mounted to which a bias voltage of up to +500 V was 
applied, this ensured that all secondary electrons within a defined cone-angle were collected 
by the PS.  Before each run checks were made to ensure that any leakage currents were 
negligible.  
The light response from the PS was acquired as an electrical signal using a 
photomultiplier tube (PMT). The signal was fed into an analogue-to-digital card (National 
Instruments 6024E) and processed using a Labview computer program.  The light emitted by 
each PS had an intensity that was proportional to the number of electrons that were incident 
on the phosphor, but was also a function of their kinetic energy.  To determine this function, 
the electron gun was positioned to strike the phosphor screen directly, while the PMT signal 
versus Ep was measured for energy values from 20 eV to 5000 eV. 
Figure 4 shows the results of the calibration experiment.  For beam energies above 
500 eV the PMT response curve (a) saturates at a maximum value, the magnitude of which 
depends linearly upon the chosen beam current as shown in inset (c).  But for beam energies 
below 500 eV (b) the detection efficiency drops off approximately linearly with energy, down 
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to ~20 eV which was the lowest value for which the PS produced sufficient light intensity to 
be measurable on the PMT.  Thus, biasing the PS grids at >+500 V ensured that all slow-
moving electrons would be accelerated towards the phosphor screen with energies 
approaching 500 eV, and thus that the PMT response was saturated and independent of the 
electron kinetic energy. This resulted in the PMT signal being only proportional to the 
number of electrons striking the phosphor, as required. 
 
 
Figure 4. Calibration plots for the signal measured on the PMT as a function of electron beam energy, Ep, 
striking the PS.  The main plot (a) shows that for Ep > 500 eV the response of the PMT is constant and saturated 
at a maximum value, the magnitude of which depended upon the gain setting of the PMT.  The inset (b) shows 
that for Ep < 500 eV there is approximately a linear relationship between measured PMT current and Ep.  The 
inset (c) shows that the maximum PMT signal depended linearly on the chosen beam current.   
 
In the reflection configuration, the secondary electrons emitted from a sample surface 
normal to the primary electron beam were collected by a phosphor screen (PS2) positioned at 
45° relative to the emission surface (see Fig.3).  By collecting at this angle nearly all the 
high energy reflected (backscattered) primary electrons were excluded, since they were 
mostly reflected in a cone with angle 10 to the normal incident beam.  In contrast, the slower 
secondary electrons were emitted with a cosine distribution at energies < 20 eV, and were 
then accelerated by the +500 V potential on the grid to strike PS2.   
Before collecting SEY data, it was necessary to ensure that the electron beam was 
positioned correctly on the part of the sample surface under investigation.  This was achieved 
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by directly imaging the reflected electrons.  In ‘imaging mode’, the electron beam was slowly 
rastered in the x and y directions across the surface of the sample holder, stopping at regular 
intervals to allow the intensity on the PS to be logged at that position.  Labview software 
plotted these data as an image in real time, with the intensity forming the pixel brightness at 
the corresponding x,y position (see Fig.5(a)).  When the image was complete, it was possible 
to identify a region of interest on the sample, and then set the correct voltages on the e-beam 
deflection plates to ensure that the beam struck the desired location. This could be achieved 
with a lateral resolution of ~100 µm.  Thus, imaging mode may be compared to a very slow, 
very low resolution in situ SEM, but was found to be essential when attempting to acquire 
SEY data from small features on a large mostly featureless sample. It should be noted that the 
voltage sampling rates for the PS/PMT are determined by the DAQ card (NI-6024E) which 
can support rates as high as 200,000 samples per second. For the imaging mode, a rate of 
20,000 sample s
-1
 was chosen with an average signal value taken for each 100 voltage 
samples.  This may be contrasted with the method of measuring signal current from the FC 
that used a Keithley 2000, and which can sample current values at only 2000 samples s
-1
.  To 
obtain a comparable signal voltage resolution as the PS/PMT the sampling rate would be only 
5 samples s
-1
.  This means that it would be impractical for the FC detector to collect the large 
number of data points needed to acquire a scanned image with an equivalent resolution to the 
PS/PMT. 
 
   
Fig.5. (a) A 2D image taken in ‘imaging mode’ of two square diamond samples sitting side-by-side on the 
substrate holder acquired in reflection mode.  Sample size 1 cm
2
.  The observed intensity at each point is related 
to the number of primary electrons scattered from the surface.  (b) A 3D image of the intensity profile through a 
single square 2×2 mm diamond membrane obtained in transmission mode. 
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For transmission mode, thin membranes of diamond (typically ~2×2 mm) supported 
by a surrounding Si substrate (1 cm
2
) were prepared (see section 2.3).  The membrane sample 
was then placed onto a substrate holder (details given below) which had a hole in the centre, 
with the membrane positioned over the hole.  Two phosphor screens (PS1 and PS3) with 2 
PMTs, plus a Faraday Cup (FC1) were positioned beneath this hole (see Fig.3).  Imaging 
mode was again used to ensure the electron beam was located correctly on the membrane, but 
an additional imaging mode using the signal from PS1, was now available.  ‘Transmission 
imaging mode’ could generate simple two-dimensional images of the membrane, or 
alternatively, the intensity at each x,y position could be plotted in the z direction to make a 
three-dimensional representation of the transmittance through the membrane, as shown in 
Fig.5(b).  This could be used to check the thickness uniformity of the membrane or to locate 
the beam position for maximum signal.  Because the transmission PS and reflection PS 
operated independently, the reflection yield could be obtained from the membrane samples at 
the same time as the transmission yield.  This allows the relative number of electrons passing 
through each face of the membrane to be determined, which is crucial information for the 
design of in-line transmissive dynode devices.  
One consideration for transmission mode is that PS1, which is in direct line-of-sight 
to the electron gun, collects both the high-energy primary transmitted electrons as well as the 
lower energy secondaries.  To separate these two components, a third phosphor screen (PS3), 
grid and PMT were placed at 45 to PS1.  Biasing the grid in front of PS3 at ~+500 V attracts 
the slower secondary electrons to PS3 while the faster primary electrons are barely deflected 
and continue onwards to strike PS1.  In this way PS1 detects the primary electron signal 
while PS3 detects the secondary electron signal.  The grid in front of PS1 is optional, but can 
be biased positively to help collection efficiency, or negatively so it can act as a retarding 
field analyser to obtain the energy distribution of the primaries.  As an additional calibration 
source, a small Faraday Cup (FC1) was added, also placed at 45 to PS1, but on the opposite 
side of the sample to PS3.  Biasing FC1 at +500 V while PS3 was turned off allowed the 
absolute secondary electron current to be measured and this was used to calibrate the signal 
intensity seen on PS3. 
The samples were mounted with conductive silver paint onto a copper-plate substrate 
holder.  The holder was usually biased at -10 V to repel any slow-moving secondary electrons 
away from the surface to prevent them being reabsorbed and lost as a contribution to the SEY 
signal.  One potential problem with having a metallic substrate holder is that, no matter how 
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well focused the electron beam, it is very difficult to prevent some fraction of the beam from 
striking the substrate holder and/or surroundings rather than just the sample.  Thus, some 
unknown fraction of the measured secondary electron signal might not originate from the 
sample, and so needs to be subtracted to obtain the true SEY.  This was achieved by coating 
the substrate holder and all components within the chamber that might be exposed to the 
electron beam with a thin layer of graphite.  The graphite coating was prepared from graphite 
powder in aqueous solution which was applied to the surfaces and left to dry for a couple of 
hours.  Graphite is often used as a plasma limiter at the walls of reactors to control the 
impurity flux [17] because it is one of the poorest secondary electron emitters having 
maximum SEY values of only 0.45-1.0 [18].  As such, graphite should suppress any sources 
of reflected electrons without compromising the electrical back contact of the samples.   
2.2.1 Measurement procedure – reflection mode 
The measurement procedure for obtaining the reflection SEY from a diamond sample 
involved loading 3 samples into the chamber: the diamond sample to be measured, and two 
calibration samples (one copper, one graphite) with SEY values known from prior 
measurements or literature reports.  First, the electron gun was positioned onto the graphite 
sample and its signal response, Sg, for Ep = 0.2 - 5 keV was measured, such that 
 
Sg = Sgraphite + Sbg      (3) 
 
where Sgraphite is the true signal from the graphite sample and Sbg is the unknown contribution 
to the total signal obtained from backscattered electrons that have been emitted from the 
substrate holder, mount and surroundings.  Next, the beam was centred on the diamond 
sample to measure Sd (Eq. 4) 
 
   Sd = Sdiamond + Sbg      (4) 
 
where Sdiamond is the signal from the diamond sample and Sbg is the same background as 
before.  Hence, the SEY is given by 
  δdiamond =  δgraphite × (Sd / Sg)   ~ δgraphite × (Sdiamond / Sgraphite)  (5) 
 
The approximation in Eq.5 is valid only if the background signal is much smaller than the 
signal emitted by the diamond sample (i.e. if Sbg << Sdiamond).  This is reasonable given the 
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relative magnitudes of the SEY values for diamond (> 10) and the graphite-coated 
surroundings (< 1).  If we estimate that 5% of the focused electron beam would strike the 
surroundings (which seems rather pessimistic for such a well-confined beam) then 
Sbg : Sdiamond = 1:200.  However, the energy dependence of δdiamond is not necessarily identical 
to that of δgraphite, so we must alter the by replacing δgraphite with δgraphite(Ep) which corresponds 
to the yield measured for the graphite sample for each primary energy, Ep.  So, a more 
accurate expression for the SEY is given by: 
 
  δdiamond(Ep)  ~  δgraphite(Ep) × (Sd / Sg)   (6) 
 
Neither the maximum yield value nor the primary energy at which it occurs is affected 
by this correction; the only effect is that the yield curves after correction are slightly 
narrowed.  The correction factor δgraphite(Ep) at each value of Ep was taken from fitting the 
known experimental and theoretical yield curves for graphite [11,17,18,19,20,21].  Again, 
these considerations are reasonable due to the very small yield of graphite, equalling unity at 
most [11]. 
In addition, in order to validate the assumption that Sbg << Sdiamond the background 
signal was measured directly using a metal plate containing a 1 cm
2
 aperture, representing the 
area that would normally be occupied by a sample.  With the electron beam centred on this 
aperture, the only secondary electrons that could be detected were those created by that small 
portion of the beam that did not go down the hole, but instead struck the surroundings.  Thus, 
this was a direct measure of Sbg which is plotted in Fig.6(a) alongside the signal from a 
graphite substrate.  It is clear that the background signal is very small compared to the signal 
from graphite, which itself is ~10 times smaller than the signal from diamond (depending on 
beam energy).   
As a further check, the experiments were repeated except this time measuring directly 
the current generated in the substrate holder with the graphite sample present and with just 
the aperture, as shown in Fig.6(b).  With the hole present, the majority of the primary electron 
beam passes straight through without striking the substrate holder, and so the current 
measurement gives an indication as to what fraction of the beam actually struck the substrate 
holder.  It is clear from the relative size of the two currents that a negligible amount of the 
beam current strikes the substrate holder.  A third experiment was performed by replacing 
PS2 with a positively biased metal-grid collector to record the relative current from any 
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secondary electrons generated from the surroundings when the beam passed through the hole.  
Again, from Fig.6(b) this current is negligibly small. 
These combined results suggest that the approximations that Sbg << Sdiamond and that 
Sbg << Sgraphite are valid, and that in the energy range we have used, Sbg is negligible.  Thus, 
the value for δ for the diamond sample calculated from Eq.(6) should be reliable. 
 
 
Fig.6. (a) Measurement of the signal from a substrate holder containing a graphite sample Sgraphite and a similar-
sized hole, Sbg measured in reflectance using PS2.  (b) The current at the sample holder with the electron beam 
striking a graphite sample and a hole, and the current measured with a grid placed where PS2 usually sits, with 
the beam striking the hole.  The beam current was 80 µA. 
In order to convert the relative signal from the PS into a quantitative SEY, the beam 
was then positioned to strike the calibration sample (graphite or copper), and the SEY signal 
as function of Ep was measured.  A similar correction was applied, namely: 
   SCu = Scopper + Sbg     (7) 
 
   δcopper(Ep) ~  δgraphite(Ep) × (SCu / Sg)   (8) 
 
Copper was chosen as the calibration sample because it exhibited a much higher yield 
(between 1.5 and 2) than graphite and so more closely resembled diamond.  The curve 
obtained for δcopper(Ep) was then compared against the reference value [22], and, where 
necessary, the curve was multiplied by a constant correction factor, k, to scale the measured 
curve to fit the reference.  This adjustment was needed to remove any day-to-day variations 
in signal levels from the PS or PMTs.  Typically k was between 0.95 and 1.05, suggesting a 
5% variation.  There are a number of SEY measurements for Cu in the literature which could 
have been used as a reference.  There is also a substantial variation in the published SEY data 
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because emission is so sensitive to the surface quality; contamination by minute levels of 
impurities, oxidation, or even primary electron irradiation.  We have chosen to use the SEY 
curve in Ref.[22] as our reference as the measurements were taken over the same energy 
range as our system, and under broadly similar conditions. 
Once the primary electron beam was correctly positioned and focused onto the 
diamond sample, reflection mode measurements were recorded. The SEY values were 
calculated using Eq.(6) and then multiplied by k to give the final calibrated SEY for each 
primary energy value. 
 
2.2.2 Measurement procedure – transmission mode 
The measurement procedure for obtaining the transmission SEY from a thin diamond 
sample involved placing the sample, usually a diamond membrane supported by a 
surrounding Si frame (see Section 2.3), onto the holder, and positioned directly above a hole.  
Imaging mode was used to locate the position of the membrane and the x,y coordinates of the 
centre of the membrane noted.  To obtain a value for the primary beam current signal, Sp, the 
beam was steered to avoid the sample completely and strike PS1 directly.  Steering the beam 
back to the centre of the membrane allowed the total transmitted current, Stot, to be measured, 
which consists mainly of the transmitted high-energy primaries (if any) plus slower 
secondaries.  Because the position of the beam moved slightly as the primary energy was 
changed, the beam was re-centred manually at every beam energy by steering its x,y position 
slightly until maximum transmitted signal was achieved on PS1.   
To separate Stot into its two components, the grid in front of PS1 was grounded while 
that in front of PS3 was biased at +500 V.  In this way, any high-energy primaries were 
detected on PS1, while simultaneously the slower secondaries were attracted and accelerated 
onto PS3.  To obtain an absolute magnitude for the signal on PS3, its grid was grounded and 
instead the Faraday Cup (FC1), placed in the identical location but facing PS1, was biased at 
+500 V and the signal collected.  Once this had been performed for a range of different signal 
levels, the response of PS3 was calibrated and could be used from then onwards for all 
subsequent samples without further need of FC1. 
 
N
O
T
 
F
O
R
 
D
IS
TR
IBUTION JIN
ST_035P_1114 v5
2.3 CVD Diamond test samples 
For reflection mode, three different types of CVD diamond film were deposited using 
a hot filament CVD reactor and standard deposition conditions [23] of 20 torr pressure, Ta 
filament at 2400 K positioned 3 mm above the pre-abraded Si substrate, 7 h deposition time, 
which produced undoped polycrystalline diamond films ~3 µm thick.  The gas mixture 
(CH4/H2/Ar) was varied to produce films with different grain sizes.  A gas mixture of 
1:100:0, respectively, produced microcrystalline diamond (MCD) films with facetted crystals 
of size ~2 µm.  Increasing the methane percentage (4:96:0) reduced the grain size to ~100 nm 
and produced nanocrystalline diamond films (NCD), with the grains becoming rounded or 
‘cauliflower’ in morphology.  For a gas composition of 1:1:98, so-called ultra-nanocrystalline 
diamond (UNCD) films were produced, with grain size <10 nm and with a very smooth, flat 
surface.  Due to the slower growth rate for UNCD, these films were only 0.5 µm thick.  The 
number of grain boundaries, and hence the proportion of sp
2
 graphitic impurities, increased 
significantly on going from MCD to NCD to UNCD, whist the film roughness increased in 
the opposite direction.  These films were all undoped, and so were electrically insulating, 
although they all had hydrogen-terminated surfaces creating slight conductivity across the 
surface due to surface transfer doping [24].  Examples of the morphologies of these three film 
types are shown in Fig.7. 
 
   
Fig. 7. SEM micrographs of the morphology of (a) MCD, (b) NCD and (c) UNCD films grown on Si substrates. 
In order to compare how the values measured using our new PS system compared 
with those measured using a more conventional FC system, two boron-doped diamond 
samples were made for comparison with a bespoke FC system based at Leicester University, 
and described in detail elsewhere [11].  The diamond was doped with B to prevent the 
samples charging up.  These films were ~2.5 µm-thick NCD grown on Si, using B2H6 gas as 
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the boron source, and had the same morphology as the undoped NCD film shown in Fig.5(b).  
The two films differed only in their B content and 2-point electrical resistance, which were 
5 k and 170 k, respectively. 
For transmission mode, thin membranes of diamond (typically ~2×2 mm) supported 
by a surrounding Si substrate (1 cm
2
) were required.  These were purchased from Applied 
Diamond, Inc., with a range of membrane thicknesses from 20 nm-200 nm.  Other samples 
were made in house, by depositing thin CVD diamond samples onto a Si surface and then 
selectively etching away a window in the backside of the Si to expose the membrane.  The 
details of this procedure are given elsewhere [25]. 
3. Results  
3.1 SEY measured in Reflection Mode  
Figure 8 shows the reflection SEY values measured as a function of Ep for the three 
diamond samples shown in Fig.7.  For energies Ep > 1 keV the SEY values measured using 
the in-house FC (as in Fig.2) are very close to the values measured using the new PS system.  
The obvious difference between the two systems comes at lower energies, where the FC 
system cannot measure values at Ep < 600 eV due to the limitations of the electron gun in the 
SEM.  This is problematic because the maximum in the yield curve occurs at ~500-1000 eV 
for the three diamond film types, and therefore this peak cannot be discerned using the 
conventional FC system.  The PS system, however, displays this peak nicely, although the 
maximum SEY is quite a bit lower than that measured with the FC.  This could be because at 
these low primary energies a greater number of secondary electrons have very low or near-
zero energy.  These electrons would eventually still be counted by the FC, but depending 
upon the grid voltage, would stand an increased chance of drifting away from the PS 
detectors, striking the surroundings to be lost to ground.  Thus, at low energies the PS system 
appears to underestimate the maximum yield by ~15-20%.  With this knowledge, subsequent 
yield curves can be corrected by this amount to obtain data consistent with FC measurements.   
Fig.8(c) shows that the response from UNCD has a slightly different behaviour than 
the other two films, with the signal from the FC being reduced compared to that from the PS.  
The reason for this is unclear, however the UNCD films were considerably thinner than the 
other two films, and there is a possibility that more of the primary electrons transmitted 
through the diamond film into the underlying Si substrate.  Si has a lower SEY than diamond, 
so fewer secondary electrons will be generated from primaries that reach the Si layer, 
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reducing the apparent SEY.  Although this might explain why the overall signal is smaller for 
UNCD, it does not really explain why the two systems measure different values.  This is 
currently under investigation. 
 
  
 
Fig. 8. Comparison of reflection SEY measurements made at Bristol using the PS setup with those obtained with 
the in-house FC (as in Fig.2) for (a) MCD, (b) NCD and (c) UNCD, films on Si substrates.   
Figure 9 shows the experimental results obtained with the two B-doped CVD 
diamond films tested both in the Bristol University PS/PMT and Leicester University FC 
equipment.  The results indicate that the new PS/PMT system produces a similar SEY profile, 
but the SEY values obtained for a given primary energy are on average 10-20% lower than 
those recorded in the Leicester FC system.  The reason for this difference is not clear, but 
since it is similar in magnitude to the offset observed when comparing FC and PS 
measurements made in the same apparatus, the same correction offset can be applied to 
account for this.   
The curves from Figures 8 and 9 reveal that the two boron-doped diamond SEY 
curves peak at higher energies (~1.2 keV) compared to those for the three undoped diamond 
samples (~700 eV), although the peak SEY values are lower (4-6 compared to 8-14).  These 
features are probably related to the higher conductivity of the B-doped films allowing more 
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electrons to escape from deeper in the film, and will form the basis of a future systematic 
study of the effect of conductivity on SEY. 
 
  
Fig.9. Reflection SEYs measured from two different CVD diamond samples in the Bristol University PS/PMT 
and Leicester University FC systems.  The samples were 2.3 μm B-doped diamond films grown on p-type Si, 
with differing B concentrations.  (a) Heavily B-doped diamond with a 2-point resistance of 5 k, whilst (b) was 
lightly B-doped diamond with a resistance of 170 k. 
 
3.2 SEY measured in Transmission Mode  
Figure 10 shows an example of transmission SEY as a function of beam energy for a 
400-nm-thick undoped MCD diamond membrane.  An analysis using the Kanaya and 
Okayama equation [26] for electron range, R, in solids: 
 
R (/ µm) = (0.0276AEp
1.67
) / (Z
0.889ρ)     (9) 
 
where for diamond A = 12, Z = 6, and ρ = 3.51 g cm-3, Ep is in keV, and 0.0276 is a scaling 
factor to give the range in µm, shows that for the maximum primary energy used (5 keV) the 
electrons will penetrate ~280 nm. Although this is less than the thickness of the membrane, 
uncertainties in the accuracy of the membrane thickness (±100 nm from SEM measurements) 
and approximations inherent in Eq.(9) mean that some transmitted primary electrons might 
also contribute to, and potentially overwhelm, the small measured SEY signal on PS1.  
Therefore, SEY measurements were made using the offset biased screen PS3 or FC1.   
Figure 10(a) illustrates how the raw transmission currents measured using PS3 with 
decreasing beam energy compare with those measured using FC1 with increasing beam 
energy.  The curve from PS3 has been normalised to the same maximum current as that from 
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FC1, so that a comparison between the two curves can be made.  Clearly, once this 
normalisation of the absolute signal has been done, the curves measured by both methods 
overlap well.  Following background subtraction and calibration (as detailed in section 2.2), 
Fig.8(b) shows that the absolute magnitude of the maximum SEY is <1, probably due to the 
thickness of the diamond membrane.  These values are consistent with those obtained by 
Yater et al. [27] who studied transmission yields from a 150-nm-thick B-doped diamond 
membrane and also obtained yields <1. One of the practical difficulties encountered while 
measuring thin membranes was their susceptibility to perforation and disintegration during 
testing. The fragility of the membranes had a major impact upon the number of datasets 
acquired in transmission mode. The poor mechanical stability can be attributed to the method 
employed to selectively remove the silicon substrate supporting the diamond layer. Future 
studies will need to identify a way to resolve this issue. 
 
    
Fig.10. Transmission electron yields from a 400-nm-thick undoped diamond membrane. (a) The raw transmitted 
current with increasing primary energy, Ep, measured using FC1 (red squares) and decreasing primary energy 
measured using PS3 (blue triangles).  The curve from PS3 has been normalised to the same maximum current as 
that from FC1 to allow comparison.  (b)  The transmission SEY curve after data processing and calibration. 
5. Conclusions 
A methodology has been developed for the acquisition and imaging of SEY data from 
thin diamond membranes.  The setup consists of a system of phosphor screens acting as 
detectors, each of which is linked to a dedicated PMT for the acquisition of signals which are 
transferred to a computer via a Labview interface.  One advantageous feature of this new 
system is that the beam can be navigated across a sample surface and the reflected or 
transmitted electrons collected on a PS and viewed as an image on a computer screen in real 
time.  This allows small features on a sample surface, such as locally thinned regions or 
N
O
T
 
F
O
R
 
D
IS
TR
IBUTION JIN
ST_035P_1114 v5
voids, to be easily visualised and their x,y coordinates located, such that the beam can be 
steered to strike or avoid the feature of interest.  This is particularly useful for non-
homogeneous samples, or for locating the central position of small membrane structures for 
transmission mode measurements.  
Preliminary SEY data have been presented for diamond samples recorded in 
reflection and transmission modes.  The reflection SEY measured for two diamond samples 
in the new apparatus were compared with measurements of similar samples that were made in 
another laboratory using a conventional FC detector setup.  On average, a difference of 
approximately 10-20% was found between those measured by our setup and by the FC 
method.  Although the system has been developed for measurement of diamond samples with 
SEY values much larger than unity, it can be used for any material that has a reasonably high 
SEY. 
In future experiments, we aim to report a comprehensive investigation of the 
reflection and transmission SEY values using diamond films with varying impurity dopant 
levels, morphology, thickness, surface termination, grain size and substrate material. 
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