; fax: +41 21 693 25 74 A b s t r a c t Bifurcation of the region of attraction for planar systems with one stable and one unstable pole under saturated linear state feedback is considered. The boundary of the region of attraction can either possess an unbounded hyperbolic shape or be a bounded limit cycle. The main Contribution of this paper is to provide an analytical condition under which bifurcation occurs. This condition is based on characteristics and position of the stable and unstable manifolds. Furthermore, the exact shape of the region of attraction is provided.
Introduction
Linear systems with bounded inputs have been widely studied 16, 4, 21. This type of study is important since, in most practical situations, the range of inputs is in fact limited.
Two important concepts pertaining t,o t,hese systems have to be distinguished. First is the null controllable region, i.e. the region in state space where there exists an open-loop input that can steer the system to the origin 11, 2; 3, 51. The second is the region of attraction with a given controller, i.e. the region in state space from which the closed-loop system asymptotically reaches the origin 11, 21 . In this paper, only the issu.es pertaining to the latt.er, i.e. the region of attraction, will be studied. Also, designing controllers for which the region of attraction is arbitrarily close to the null controllable region [4] will not be studied here.
Single input linear planar systems (systems with 2 states) with saturated linear feedback will be considered. It will be assumed that the feedback makes the origin globally asymptotically stable in the absence of saturation.
The shape of the region of attraction depends on the location of the open-loop poles. With respect to the region of attraction, the poles on the imaginary axis have the same characteristics as the stables ones. If both poles are stable, then the system is globally stabilisable 11, 61. If both poles are unstable, then the boundary of the region of attraction is a closed trajectory 111. A method for finding this closed trajectory (limit cycle) is provided in [2, 31. For systems with one stable and one unstable pole, it has been shown in [1] that topological bifurcation of the region of attraction occurs, i.e. the region of attraction changes between being a hyperbolic type region and a region bounded by a limit cycle. The characteristics of the region of attraction are summarised in Table 1 . Since this paper deals with bifurcation, only thc case with one stable and one unstable pole will be considered. Although this problem was studied in [l] , the bifurcation result presented therein is only existential. Also, no condition for bifurcation is provided. The main contribution of this paper is t o derive an analytical condition under which bifurcation occurs. Furthermore, the exact shape of the region of attraction is calculated.
The paper is organised as follows. In Section 2, definitions and terms used in this paper are introduced. Section 3 provides the condition under which the bifurcation of the region of attraction appears. In Section 4, the region of attraction is calculated. Section 5 p r e vides numerical examples, and conclusions are drawn in Section 6.
Preliminaries

System
Consider a single input second-order linear system with a stable and an unstable pole. Upon state transformation, the system can be written as:
where, x E R2 is the state vector, U the input, A and b appropriate matrices, and X i , Xz the eigenvalues of the 0-7803-751 6-5/02/$17.00 02002 IEEE open-loop system. Assume that Xi > 0 and Xz < 0.
The symmetric saturation function with unity saturation level will be used:
With saturated linear state feedback, the closed-loop system is f = A z + b s a t ( f z ) ,
where f is t.he feedback gain vector. 
The hyperplanes aL+ and 8C-are the boundaries of the region C where the control is linear and aC0 is the hyperplane of zero control. The hyperplanes aC+ and aC-are the boundaries of null controllable region C, while similarly 72 is the null reachable region, i.e.
the region in state space to which the system can be reached from the origin using a saturated input. as and aU denote the stable and unstable manifolds, respectively. For the unstable manifolds, evolution in reverse time is considered. All manifolds have two branches, on either side of the saddle points. From the saddle points, the branches of the manifolds as and dU extend along 872 and aC, respectively, until they hit the linear region. The two points where the manifolds as and aU intersect the boundaries of the linear region are given by:
2. 4 Existence of bifurcation 
4.
If aU+ n A = 0 and aU-n A = 0, then i3A
is either a closed orbit or a graph of homoclinic/heteroclinic connect,ions.
as, U as-.
This result calls for some remarks. Firstly, the result depends on t.he shape of A and aA that are unknown.
In this paper, an analytical condition for bifurcation will be provided that does not assume a priori the shape of A. Secondly. it will be shown that Statements 2 and 3 cannot occur. Also, in Statement 4, homoclinic connections, i.e. manifolds starting from and ending at the same saddle point, do not exist for the system considered. In addition, it is possible t o distinguish between the cases when heteroclinic connections occur (manifolds starting from one saddle point and ending at another) and when the boundary is a closed orbit.
two heteroclinic connections. In this section, a condition depending on the system and controller parameters will be defined, with which it will be possible to distinguish between the two categories and detect the limiting case. However, the link between this condition and the bifurcation is deferred to the next section. 
Intersection
(8)
Proof: agonalise the system (3) without saturation:
The following transformation is used to diThen, the evolution of the states is given by
The intersection time T satisfying fe(A+bf)Txo = 0 is sought. Since XI # X 2 , the previous expression reads:
which always admits the solution T = W. The other solution is T = y = U , where
LY is well defined as long as both the numerator and the denominator do not vanish simultaneously. This will not happen due the invertibility of P. However, a can be negative, in which case the solution of (12) is imaginary, and so T = 03 is the only solution. Depending upon the sign of y, the solution is either in forward time or in reverse time.
Note that, when the closed-loop poles are real, in addition to reaching the origin asymptotically, there is at most one intersection of a&. This intersection can either be in forward (positive) time or in reverse (negative) time. The positive intersection time is always defined since, in the worst case, the system reaches the origin asymptotically. However, there might be no intersection in negative time and T-may be undefined.
Corollary 1 T-is defined from the point c.
Proof: Assume, without loss of generality, that (XI- 
From Xz, XI < 0 and the second Hurwitz condition (1+ f i + f z ) < 0, the denominator is positive, so a > 1, y < 0, and thus T-exists.
Double poles:
When XI = x~ = K, a = 1 and y is indeterminate. However, the limiting value can be easily found: The expression (9) can also be used when the poles are complex. Note that the numerator and denominator of a are complex conjugates. So, 1 .1 = 1, the real part of In(a) is zero and so is Re(X2-X1). However, the important difference is that In(.) admits multiple solutions, and there are infinitely many intersections both in positive and negative times. Among the solutions of In(o), the first positive solution and the first negative solution are used for the computation of T+ and T-. So,
with a given by (9). When c* = r*, C = 0, and it will be shown in the next section that the bifurcation occurs exactly there. 4 
Definition of the Condition on C
Region of a t t r a c t i o n and bifurcation
In this sertion, the link between the condition on C and the shape of the region of attraction will be established. It will be shown that the bifurcation between a hyperbolic type region of attraction and a region of attraction bounded by a limit cycle occurs at C = 0.
Due to space limitations, only a sketch of the proof of the main result is provided. 
aA=as+uas-.
2. If C < 0, (region bounded by a limit cycle)
. aU+ and aU-are disjoint and unbounded.
For both as+ and as-, one of the branches of converges to a limit cycle.
The boundary of the region of attraction is the unique timereversed stable limit cycle where the houndaryofU is& = aU+UaU-. It is interest.ing to note that, in the case of G < 0, the thwrem not only provides the region of attraction, hut also the domain of all initial conditions that converge in reverse time to the limit cycle. The boundaries of this domain are in fact the unstable manifolds.
When C = 0, the boundary of the region of attraction is in between a hyperbolic shape and a hounded limit cycle. It consists of two heteroclinic connections, one starting from the saddle point z, + and ending in ze-, and another starting from 2,-and ending in x.+.
Numerical examples
The three different scenarios for the condition on C will be illustrated on a numerical example in this sec- It is seen that the trajectory from the initial condition inside the region of attraction converges to the origin, while that outside escapes to infinity. For both aU+ and aU-(not shown in the figure), one of the branches converges to the origin.
2. fl = -1. 4 and fz = -1.5: The computed value of C i s -0.32136 < 0. Thus, the region of attraction is bounded by a limit cycle aA. In Figure 3 , the evolution of three trajectories with the following initial conditions is shown: xs = 10.5 zs = 10.5 0.4IT E A, zu = 10.5
In this case, a similar conclusion can be made for the region of attraction. However, what is interesting is that, in reverse time, the trajectories starting from x9 and xsu converge to the limit cycle, while that from zu goes to infinity. For both as+ and as_ (not shown in the figure), one of the branches converges, in reverse time, to the limit cycle. 3. f i = -1.7473 and f2 = -1.5: The computed value of C is 1.49 x z 0. Thus, the region of attraction is bounded by two heteroclinic connections X+nEJU-and 8s-naU+. In Figure 4 ! the evolution of two trajectories with the following initial conditions is shown: Note that, in reverse time, trajectories with initial conditions within A converge arbitrary close to the boundary defined by the heteroclinic connections, while those outside A go to infinity. loop pole is faster than the stable one and thus the sufficient condition of Proposition 3 cannot be used. The sufficient condition (1 + fi -f2) < 0 of Proposition 2 can be used for the first case. However, in the other two cases, the sufficient conditions of Proposition 2 are indecisive. 6 
Conclusion
In this paper, t,he bifurcations of the region of attraction are analysed. It is shown that a planar system with one stable and one unstable pole only exhibits a bifurcation when the unstable pole is faster than the stable one. An analytical condition is provided for which the region of attraction changes from an unbounded hyperbolic region to a bounded limit cycle.
Though this paper dealt only with planar systems with one stable and one unstable pole, it is hoped that the analytical condition presented here can be extended to arbitrary planar systems. Also, the Poincark and Bendixson theorems provide valuable information regarding the limit cycles, which needs to be explored in the present context.
