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Abstract
We prove existence and uniqueness of travelling waves for a reaction-diffusion sys-
tem coupling a classical reaction-diffusion equation in a strip with a diffusion equation
on a line. To do this we use a sequence of continuations which leads to further insight
into the system. In particular, the transition occurs through a singular perturbation
which seems new in this context, connecting the system with a Wentzell type boundary
value problem.
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1
1 Introduction
This paper deals with the following system with unknowns c > 0, φ(x), ψ(x, y) :
−d∆ψ + c∂xψ = f(ψ) for (x, y) ∈ ΩL := R×]− L, 0[
d∂yψ(x, 0) = µφ(x)− ψ(x, 0) for x ∈ R
−d∂yψ(x,−L) = 0 for x ∈ R
−Dφ′′(x) + cφ′(x) = ψ(x, 0)− µφ(x) for x ∈ R
along with the uniform in y limiting conditions
µφ, ψ → 0 as x→ −∞
µφ, ψ → 1 as x→ +∞
and where d,D, µ are positive constants. Those equations will be represented from now on
as the following diagram
d∂yψ = µφ− ψ
−Dφ′′ + cφ′ = ψ − µφ φ→ 1/µ0← φ
−d∆ψ + c∂xψ = f(ψ)
∂yψ = 0
ψ → 10← ψ
(1)
If (c, φ, ψ) is a solution of (1), then (φ(x − ct), ψ(x − ct, y)) is a travelling wave solution
connecting the states (0, 0) and (1/µ, 1) for the following reaction-diffusion system
d∂yv = µu− v
∂tu−Du′′ = v − µu
∂tv − d∆v = f(v)
∂yv = 0 (2)
This system in the whole half-plane y < 0 was introduced by Berestycki, Roquejoffre and
Rossi in [5] to give a mathematical description of the influence of transportation networks
on biological invasions. Under the assumption f(v) = v(1 − v) (which will be referred to
from now on as a KPP type non-linearity) the authors showed the following : when D ≤ 2d,
propagation of the initial datum along the x direction occurs at the classical KPP velocity
cKPP = 2
√
df ′(0), but when D > 2d it occurs at some velocity c∗(µ, d,D) > cKPP which
satisfies
lim
D→+∞
c∗√
D
= c > 0
In the present work, we take another viewpoint to extend these results to more general
non-linearities. Indeed, the KPP assumption
f(v) ≤ f ′(0)v
2
enables a reduction of the question to algebraic computations. For more general reaction
terms (e.g. bistable, or ignition type), propagation is usually governed by the travelling
waves. As a consequence, it is necessary to investigate the existence, uniqueness, and
stability of solutions of (1) in order to generalise this result, which will be seen through the
velocity c(D) of the solution.
We assume f to be in a biologically relevant class of nonlinearities that arise in the
modelling of Allee effect. Namely f will be of the ignition type :
Assumption A. f : [0, 1] → R is a smooth non-negative function, f = 0 on [0, θ] ∪ {1}
with 0 < θ < 1, and f ′(1) < 0. For convenience we will still call f an extension of f on R
by zero at the left of 0 and by its tangent at 1 (so it is negative) at the right of 1.
θ 1
u
f(u)
Figure 1: Example f = 1u>θ(u− θ)2(1− u)
But f could also be of the bistable type. In this case – thanks to the non-degeneracy of f
on (0, θ) – the method described in this paper becomes even simpler. This will be discussed
at the end of the paper.
Assumption B. f : [0, 1]→ R is a smooth function, f(0) = f(θ) = f(1) for some 0 < θ < 1
and f < 0 on (0, θ), f > 0 on (θ, 1) with moreover f ′(0), f ′(1) < 0 and f is of positive total
mass :
∫ 1
0 f(s)ds > 0.
Our objective is to study (1) by a continuation method : we will show that (1) can be
reduced, through "physical" steps, to the classical one dimensional equation
−ψ′′ + cψ′ = f(ψ)
ψ(−∞) = 0, ψ(+∞) = 1
When f satisfies Assumption A, this is the simplest model in the description of propagation
of premixed flames (see the works of Kanel [9]). More precisely, the steps we will follow are :
1) First, a good way of reaching a unique equation is to have µφ = ψ on the boundary
y = 0. To achieve that, we divide the exchange term by a small ε > 0 and send ε → 0.
Setting µφ = ψ(x, 0) + εφ1 we get after a simple computation the limiting model for ψ :
−D
µ
∂xxψ +
c
µ
∂xψ = −φ1
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and so this limit is a singular perturbation that sends (Sε) :
d∂yψ = (µφ− ψ(x, 0))/ε
−Dφ′′ + cφ′ = (ψ(x, 0)− µφ)/ε µφ→ 10← φ
−d∆ψ + c∂xψ = f(ψ)
-∂yψ = 0
ψ → 10← ψ
(Sε)
to a unique equation with a Wentzell boundary condition that we call (Ws) (with s = 1):
d∂yψ = s
(
D
µ ∂xxψ − cµ∂xψ
)
−d∆ψ + c∂xψ = f(ψ)
-∂yψ = 0
ψ → 10← ψ
(Ws)
2) By sending the parameter s ∈ [0, 1] to 0, we can pass from (Ws) to (W0), which is
a Neumann problem, which is known to have a unique velocity c0 > 0 and a unique
smooth profile ψ0(x) (up to translations) as solutions. Existence is due to Kanel [9] and
uniqueness to Berestycki-Nirenberg [3].
We will show the following :
Theorem 1. (Existence for the Wentzell model)
There exists cw > 0 and ψw ∈ C3,α(ΩL) for some 0 < α < 1, solution of (W1) obtained by
continuation from (c0, ψ0) that satisfies 0 < ψw < 1, and ψw is increasing in the x direction.
Moreover, if (c, ψ) is a classical solution of (W1), we have c = c and there exists r ∈ R such
that ψ(·+ r, y) = ψw(·, y).
Theorem 2. (Transition from Wentzell to the system)
There exists ε0 > 0 such that for 0 < ε < ε0, (Sε) has a solution given by cε > 0 and
(φε, ψε) ∈ C2,α(R)×C2,α(ΩL) obtained by continuation from
(
cw,
1
µ
ψw(·, 0), ψw
)
that satisfies
0 < φε < 1µ , 0 < ψε < 1, and φε and ψε are increasing in x.
Remark 1. We wish to emphasise on this result : it consists in a singular perturbation
between a system of two unknowns and a scalar boundary value problem of the Wentzell
type. This is a non-standard relaxation that appears to be new in this context. Also, observe
that we had to pay the loss of one derivative for solving this problem.
Theorem 3. (Existence for the full system)
There exists c > 0 and (φ, ψ) ∈ C2,α(R)×C2,α(ΩL) a solution of (S1) obtained by contin-
uation from (cε0 , φε0 , ψε0) that satisfies 0 < φ < 1µ , 0 < ψ < 1, and φ and ψ are increasing
in x. Moreover, if (c, φ, ψ) is a classical solution of (S1), we have c = c and there exists
r ∈ R such that φ(·+ r) = φ(·) and ψ(·+ r, y) = ψ(·, y).
The organisation of the paper is as follows :
• In Section 2 we show some common a priori properties for solutions of (Sε) or (Ws).
In particular we deal with the uniqueness questions.
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• In Section 3 we prove Theorem 1.
• Section 4 proves Theorem 3, provided Theorem 2, by slight modifications of Section
3.
• Finally, we postponed the proof of Theorem 2 in Section 5 because of its particularity
(see Remark 1).
2 First properties
2.1 A priori bounds, monotonicity, uniqueness
This section is devoted to the proofs of a priori properties. As noticed in [5], the system (2)
has the structure of a monotone system, which provides a maximum principle. The elliptic
counterpart of this maximum principle holds for (Sε) or (Ws) and it will be our main tool
along with the sliding method ([4]) throughout the current section.
Lemma 2.1. Let (c, φ, ψ) solve some (Sε). Then
inf ψ ≤ µφ ≤ sup ψ
Proof. Because of its uniform limits as x → ±∞, necessarily ψ is bounded and |ψ|∞ ≥ 1.
Because of the limits of φ, either φ ≤ 1
µ
or φ− 1
µ
reaches a positive maximum. But then at
this maximum φ′ = 0 and φ′′ ≤ 0 which means ψ − µφ ≥ 0, so in every case φ ≤ supψ
µ
. The
other inequality is similar.
Proposition 2.1. Let (c, φ, ψ) be a solution of some (Sε), then
0 < µφ, ψ < 1
Similarly, if (c, ψ) solves some (Ws), 0 < ψ < 1.
Proof. Suppose there exists a point (x0, y0) where ψ(x0, y0) > 1. Then, because ψ is assumed
to have limits as x→ ±∞, we see that ψ − 1 must reach a positive maximum somewhere.
But ψ − 1 satisfies locally at this point −d∆(ψ − 1) + c∂x(ψ − 1) < 0. This point cannot
be in ΩL by the strong maximum principle, since ψ − 1 would be locally constant which is
impossible by looking at the equation. So it has to be on the boundary. It cannot be on
y = −L because of the Hopf lemma. So it has to be on y = 0 and by the Hopf lemma,
µφ > ψ at this point, what is impossible because of Lemma 2.1. So ψ ≤ 1, and then φ ≤ 1
µ
.
Now knowing these bounds and that the solutions are not constants, comparison with 0
by the strong maximum principle gives φ < 1
µ
, ψ < 1.
Finally, since ψ < 1, f(ψ) ≥ 0 and the strong maximum principle along with Lemma
2.1 gives ψ > 0 and then φ > 0.
The same proof holds for equation (Ws), the case y0 = 0 being treated by the sole Hopf
lemma thanks to the sign of ∂xxψ and the nullity of ∂xψ on an extremum of ψ.
We turn now to the monotonicity of the fronts, using the sliding method of [3] and
simplified in [20] in the travelling waves context. We start with a fundamental lemma
which asserts that we can slide a supersolution above a subsolution by translating it enough
to the left. This lemma is valid for any reaction term such that f(0) = f(1) = 0 and
f ′(0), f ′(1) ≤ 0.
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Definition 1. We call a super (resp. sub) solution of some (Sε) or (Ws) a function which
satisfies those equations with the = signs replaced by ≥ (resp. ≤), and the uniform limits
replaced by some constants ≥ 0,≥ 1 (resp. ≤ 0,≤ 1).
Lemma 2.2. Let (c, φ, ψ) be a subsolution of some (Sε) and (c, φ, ψ) a supersolution. Then
there exists r0 such that for all r ≥ r0, φr := φ(r + ·), ψr := ψ(r + ·, ·) satisfy
φ
r
> φ, ψ
r
> ψ
The same holds with ψ, ψ resp. sub and supersolution of some (Ws).
Proof. We present only the proof for (Sε), the case (Ws) being simpler. We also assume
that ψ, µφ, ψ, µφ →x→−∞ 0 and ψ, φ, ψ, µφ →x→+∞ 1, the case of different limits being
considerably simpler.
First we show that by translating enough, we have the desired order on some x ≥ a
(which is trivial if the sub and the supersolution have different limits to the right). Fix
ε > 0 small enough such that f ′ ≤ 0 on [0, ε] ∪ [1− ε, 1]. Because of the conditions at ±∞
it is clear that there exists r1 > 0 and a > 0 large enough such that
µφ, ψ > 1− ε on x ≥ a (3)
For all r ≥ r1, µφr(a) > µφ(a), ψr(a, y) > ψ(a, y) (4)
For all r ≥ r1, µφr > 1− ε, ψr > 1− ε on x ≥ a (5)
Conditions (4) and (5) are obtained simultaneously by taking r1 large enough. We assert
that this suffices to have
µφ
r
> µφ, ψ
r
> ψ on x ≥ a for all r ≥ r1
Indeed, call U = φr − φ and V = ψr − ψ. Then in [a,+∞[×[−L, 0] we have the following :
d∂yV + V/ε ≥ µU/ε
−DU ′′ + cU ′ + µU/ε ≥ V/ε U → 0
LV := −d∆V + c∂xV ≥ f(ψr)− f(ψ)
−∂yV ≥ 0
V > 0 V → 0
U > 0
B−
p
B+
p
B
p
Suppose there is a point where V < 0. Then because of its limits, V reaches a minimum
V (p) = m < 0 at some p ∈]a,+∞[×[−L, 0].
• Case 1 : p ∈]a,+∞[×] − L, 0[. By continuity, there is a ball B around p such that
on B, 1 − ε < ψr < ψ. On B, LV ≥ f(ψr) − f(ψ) ≥ 0 since f(s) is decreasing
on s ≥ 1 − ε. By the strong maximum principle, V ≡ m in B. Thus, {V = m} is
open. Being trivially closed and being non-void, it is all of [a,+∞[×[−L, 0] which is
a contradiction.
• Case 2 : p lies on y = −L. Again, by continuity there is a half ball B+ just as B in
the previous case. By the Hopf lemma, since ∂yV (p) ≥ 0 necessarily V = m is also
reached in the interior of B+, and we fall in case 1.
6
• Case 3 : p lies on y = 0. Taking another half ball B− as above, either we fall
in case 1 or µU < m < 0 at xp. But this is impossible also. Indeed, U would
reach a negative minimum somewhere, but looking at the equation it satisfies at that
minimum, µU ≥ V ≥ m.
Every case leading to a contradiction, we conclude that ψr − ψ ≥ 0 on x ≥ a. The strong
maximum principle applied on U yields now φr − φ ≥ 0 on x ≥ a and that the orders are
strict.
We do the same thing for x ≤ b up to the following subtlety : we can only ask for the
following conditions
µφ, ψ < ε on x ≤ b (6)
For all r ≥ r2, µφr(b) > µφ(b), ψr(b, y) > ψ(b, y) (7)
Of course an equivalent of condition (5) is not available here : we cannot ask to put the
supersolution everywhere below ε on x ≤ b whereas before it was automatic to put it above
1− ε. Nonetheless, the exact same proof as above works, since on an eventual minimum of
ψ
r − ψ we would have this order for free : ψr < ψ < ε.
Finally, taking r3 = max(r1, r2) we end up with the supersolution above the subsolution
on all x 6∈]b, a[ : thanks to the uniform limits of φr3 , ψr3 to the right, we just have to translate
enough again to cover the compact region left.
For the case of equation (Ws), just observe that case 3 is similar to case 2, since on a
minimum, ∂xxV ≥ 0, ∂xV = 0.
Remark 2.1. The use of the maximum principle in the proof above could be simplified, since
on x ≥ a we know the sign of
k(x, y) = −f(ψ
r)− f(ψ)
ψ
r − ψ ∈ L
∞
we could apply it directly in all ΩL with the operator −d∆ + c∂x + k. Nonetheless, this is
not true any more on x ≤ b and this is the reason why we chose the proof above.
Proposition 2.2. Let (c, φ, ψ) be a solution of some (Sε), then
φ′, ∂xψ > 0
Similarly, if (c, ψ) solves some (Ws), ∂xψ > 0.
Proof. Use Lemma 2.2 with the solution serving as the sub and the supersolution at the
same time : we can translate some µφr, ψr over µφ, ψ. Call r the inf of such r0, i.e. slide
back until the solutions touch (which clearly happens since at r0 = 0 they are the same).
Monotonicity will be proved if we show that
r = 0
Suppose by contradiction that r > 0. By continuity
U := φr − φ ≥ 0
V := ψr − ψ ≥ 0
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Moreover, U, V solves
d∂yV + V = µU
−DU ′′ + cU ′ + µU/ε = V/ε U → 00← U
−d∆V + c∂xV + k(x, y)V = 0
−∂yV = 0
V → 00← V
with k(x, y) = −f(ψr)−f(ψ)
ψr−ψ ∈ L∞. The strong maximum principle and Hopf’s lemma for
comparison with a minimum that is 0 gives that U, V > 0 (otherwise φ, ψ would be periodic
in x, which is impossible). Then by continuity, for any compact
Ka = [−a, a]× [−L, 0]
we can still translate a bit more to the right while keeping the order :
µφr−εa > µφ, ψr−εa > ψ on Ka
for some small εa > 0. Now just do this with a large enough so that on x ≤ −a, ψ < ε and
on x ≥ a, ψ > 1− ε (and so ψr−εa too, even on x ≥ a− εa). Then the exact same proof as
in Lemma 2.2 applies to conclude that
µφr−εa > µφ, ψr−εa > ψ
everywhere, which is a contradiction with the minimality of r.
We now know that φ and ψ are increasing in x, that is φ′, ∂xψ ≥ 0. To conclude that
φ′, ∂xψ > 0 everywhere, just differentiate (Sε) or (Ws) with respect to x and apply the strong
maximum principle and Hopf’s lemma for comparison with a minimum 0. We emphasise on
the fact that this result is valid up to the boundary of ΩL.
The proof above gives directly the following rigidity result and his corollaries :
Proposition 2.3. (Uniqueness among sub or supersolutions.)
Fix c > 0. If (Sε) has a solution, then every supersolution or subsolution is a translated
of this solution. The same holds for (Ws).
Proof. Denote (φ, ψ) the solution mentioned and (φ, ψ) an eventual supersolution. Let
r, U, V be as in the proof of Proposition 2.2 (this time r exists thanks to the limit conditions :
at some point the supersolution and the solution touch). We end up with either U, V > 0
or U, V ≡ 0. The first case is impossible for the exact same argument as in Proposition 2.2
and this concludes the proof.
Proposition 2.4. (Uniqueness of the velocity and the profiles up to translation.)
1. There is a unique cε ∈ R such that (Sε) can have solutions. The same holds for cs
with (Ws).
2. Solutions of (Sε) are unique up to x-translations, i.e. if (c, φ1, ψ1) and (c, φ2, ψ2) are
solutions of (Sε), then there exists r ∈ R such that
φ2(·+ r) = φ1(·), ψ2(·+ r, ·) = ψ1(·, ·)
The same holds for (Ws).
8
Proof.
1. Call (c, φ, ψ) and (c, φ, ψ) two solutions such that c > c. Observe that thanks to
monotonicity :
− d∆ψ + c∂xψ = f(ψ) + (c− c)∂xψ < f(ψ)
− φ′′ + cφ′ + µφ/ε = ψ/ε+ (c− c)φ′ < ψ/ε
so that (φ, ψ) is a subsolution of equation (Sε) with c and is not a solution, which
is impossible thanks to Proposition 2.3. The case of equations (Ws) is treated in a
similar way, just observe that
d∂yψ = s
(
D
µ
∂xxψ − c
µ
∂xψ
)
< s
(
D
µ
∂xxψ − c
µ
∂xψ
)
2. Apply Proposition 2.3, knowing that a solution is also a subsolution.
2.2 Uniform bounds for c
Our continuation method will need compactness on c > 0 if we want to extract a solution
from a sequence of solutions. Getting an upper bound will depend on finding supersolutions
of (Sε) or (Ws). Then a lower bound will follow easily via an argument of [2].
Proposition 2.5. There exists cmax > 0 such that any solution (cε, φε, ψε) of (Sε) satisfies
cε < cmax
The same holds for (Ws).
Proof. Observe that if −Dr2 + cr ≥ 0−dr2 + cr ≥ Lipf
Then (erx, µerx) is a supersolution of (Sε) which is not a solution. The first inequation
gives r = αc/D with α ∈ [0, 1] and the best choice for minimising c in the second one is
α = D/(2d) or α = 1 depending on D ≶ 2d. More precisely,
cmax =

2
√
dLipf if D ≤ 2d√
D2
D − dLipf if D ≥ 2d
(8)
The exact same computation holds for (Ws).
Remark 2.2. Note that at s = 0, D does not appear in the equation so the lowest cmax is
valid but exhibits a discontinuity as soon as s > 0 (if D > 2d). Of course, since this is
only an upper bound it is not a problem. Actually, this is just technical : if we had done
the continuation from Neumann to oblique and from oblique to Wentzell in two steps, this
discontinuity would not be since the comparison would occur between sD ≶ 2d.
Proposition 2.6. There exists cmin > 0 such that any solution of (Sε) satisfies
cε ≥ cmin > 0
The same holds for equation (Ws).
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Proof. In this proof we get rid of the ε for the sake of notations. We integrate the equation
for ψ on ΩL,M := [−M,M ]× [−L, 0] using integration by parts. For the first term, we have
∫
ΩL,M
−d∆ψ =
∫
∂ΩL,M
−d∂νψ
=
∫
[−L,0]
d∂xψ(−M, y)dy −
∫
[−L,0]
d∂xψ(M, y)dy +
∫ M
−M
−d∂yψ(x, 0)dx
=
∫
[−L,0]
d∂xψ(−M, y)dy −
∫
[−L,0]
d∂xψ(M, y)dy +
∫ M
−M
(ψ(x, 0)− µφ(x))dx
Using elliptic estimates and dominated convergence, we see that the first two terms go to
zero as M →∞, which gives∫
ΩL
−d∆ψ =
∫
R
(ψ(x, 0)− µφ(x))dx =
∫
R
(−Dφ′′ + cφ′)dx = c
µ
thanks to elliptic estimates on ψ.
For the second term, we have∫
ΩL,M
c∂xψ =
∫
[−L,0]
cψ(M, y)dy −
∫
[−L,0]
cψ(−M, y)dy → cL
by dominated convergence. We thus have
c = 1
L+ 1/µ
∫
ΩL
f(ψ) (9)
Now, any solution satisfies −d∆ψ + c∂xψ = f(ψ) in ΩL with c and f(ψ) bounded inde-
pendently of c by the constant M0 = max(d, cmax, sup f). Thus on the ball B of centre
(0,−L/2) and radius L/4, standard L2 elliptic estimates and the Sobolev embedding give
for any 0 < β < 1
|ψ|Cβ(B) ≤ C1
(
|ψ|L2(2B) + |f(ψ)|L2(2B)
)
≤ C1|2B|(1 + sup f 2) ≤ C2
with C2 independent of ε and where 2B denotes B with doubled radius, and |2B| its measure.
We just proved that all solutions share a modulus of continuity independent of ε on the ball
B. Since f is Lipschitz, the same holds for f(ψ).
Now normalise the solutions by translation so that
ψ
(
0, −L2
)
= 1 + θ2
The previous estimate enables us to choose a radius r0 > 0 small enough that depends only
on C2 and Lipf such that f(ψ) ≥ 12f(1+θ2 ) on the ball r0B. This implies the lower bound∫
ΩL
f(ψ) ≥ |r0B|12f
(
1 + θ
2
)
> 0
that gives the existence of
cmin =
|r0B|
2(L+ 1/µ)f
(
1 + θ
2
)
that depends only on d, µ, L, cmax, sup f,Lipf .
For equation (Ws), the exact same proof holds since (9) is replaced by
c = 1
L+ s/µ
∫
ΩL
f(ψ) ≥ 1
L+ 1/µ
∫
ΩL
f(ψ)
for s ∈ [0, 1].
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3 From Neumann to Wentzell
Set
PW = {s ∈ [0, 1] | (Ws) has a solution}
The main goal of this section is to prove that PW is open and closed in [0, 1], as in [1]. We
will proceed as follows :
• We already know that 0 ∈ PW so that PW 6= ∅.
• In Section 3.1 we prove that PW is closed, using the bounds on c from Section 2 and
a regularity result up to the boundary for (Sε) or (Ws).
We emphasise on a small but interesting technical difficulty : in the context of (Ws),
no standard Lp estimates up to the boundary appear to be in the literature. As a
consequence, we had to use a weak Harnack inequality up to the Wentzell boundary
to prove the Hölder regularity of f(ψ), which is needed to use the Schauder estimates
of [14].
• In Section 3.2 we prove that PW is open, by perturbing (Ws) for s close to some
s0 ∈ PW in a weighted space where we can apply the implicit function theorem.
Together with the uniqueness properties of Section 2, this will prove Theorem 1.
3.1 PW is closed
In this section we consider a sequence (sn) ⊂ PW that converges to s∞ ∈]0, 1] and we want
to show that (Ws∞) has a solution thanks to the compactness results we already obtained.
Denote (cn, ψn) a solution of (Wsn). Throughout all this section we break the translation
invariance by making the normalisation
max
x≤0
ψn = θ (10)
We also drop a finite number of terms of the sequence (sn) so that for all n ≥ 0, sn > s∞2 > 0,
which will be needed to ensure the uniform ellipticity of the boundary operator in (Ws) so
that we can use the elliptic estimates up to the Wentzell boundary.
By Section 2.2 we can extract from cn some subsequence still denoted cn that satisfies
lim
n→+∞ cn = c
∞ ∈ [cmin, cmax] (11)
We now derive global Schauder estimates for (Ws) from the standard local ones of [14].
We describe the argument exhaustively for once because we will refer to it later for the more
complicated case of (Sε). We chose deliberately to use that |ψs| ≤ 1 only at the end to give
the inequality in its full generality, since the proof will serve later purposes.
Proposition 3.1. There exists α > 0 and a constant CSch = C(D, d, cmax,Lipf, L, µ) such
that for all n ≥ 0
|ψn|C2,α(ΩL) ≤ CSch
(
|ψn|L∞(ΩL)
)
≤ CSch (12)
Proof. We only prove a local estimate near y = 0, the rest of the strip being treated
similarly but with classical interior Schauder estimates or up to the Neumann boundary
(see [8], Theorem 6.29).
Schauder estimates up to the Wentzell boundary are already proved in [14], but of course
they need a bound on the Cα norm of the data f(ψ) (or on the bounded coefficient −f(ψ)/ψ
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after rewriting the equation). Usually, this not a problem and, for example, can be derived
from W 2,p estimates up to the boundary.
Nonetheless, no such Lp estimates appear to be in the literature concerning Wentzell
boundary conditions. We overcome this technical difficulty by using directly a Cα (for some
small α > 0) estimate up to the boundary (see [12], Theorem 2) which relies on a weak
Harnack inequality up to the boundary (see [13]) : in other words, the Krylov-Safonov
inequality of [10] is valid up to a Wentzell boundary.
Call B− ⊂ ΩL (resp. 2B−) some half-ball of centre (x, 0) and radius ε > 0 (resp.
2ε) small. By the references above there exists α > 0 and some Cα depending only on
cmax, d,D, µ, ε such that
|ψn|Cα(B−) ≤ CαLipf |ψn|L∞(2B−)
since f is Lipschitz and f(0) = 0. This yields
|f(ψn)|Cα(B−) ≤ Cα (Lipf)2 |ψn|L∞(2B−)
and then by plugging this in the Schauder estimates up to the Wentzell boundary ([14],
Theorem 1.5) :
|ψn|C2,α(B−) ≤ CW
(
|ψn|L∞(2B−)
)
for some CW = C(d,D, cmax, µ,Lipf).
To obtain the global estimate, just use the global L∞ bound and observe that the above
estimate does not depend on the position of B−.
Remark 3.1. Of course we can now iterate the Schauder estimate for any Ck,α provided
enough regularity on f . Namely, if f has k Lipschitz derivatives, ψn is uniformly in Ck+2,α
for every 0 < α < 1.
Using (12) with Ascoli’s theorem and the process of diagonal extraction for every [−N,N ]×
[−L, 0], we get a subsequence still denoted ψn that converges in C2loc(ΩL) to a function
ψ∞ ∈ C2(ΩL). Remembering (11) we can pass to the limit in (Wsn) to get that (c∞, ψ∞)
solves (Ws∞) apart from the limiting conditions. This is the aim of the following lemmas.
Proposition 3.2. ψ∞(x, ·) converges uniformly to 0 as x→ −∞.
Proof. This relies on a comparison with the exponential supersolution already computed in
Proposition 2.5. Observe that thanks to (10), any solution of (Ws)+(10) satisfies f(ψs) ≡ 0
on x ≤ 0. As a consequence
ps := θersx
where
rs =
cs
max(d,D) ≥
cmin
max(d,D) =: r
is a supersolution of (Ws) on x ≤ 0.
Since ps − ψs is non-negative on x = 0, goes uniformly to 0 as x → −∞, satisfies a
Neumann boundary condition on y = −L, a Wentzell boundary condition on y = 0 and
−d∆u + c∂xu ≥ 0 inside x < 0, the strong maximum principle and Hopf’s lemma give for
all x ≤ 0 :
ψs(x, y) ≤ θersx ≤ θerx (13)
The result is obtained by taking s = sn and making n→ +∞ in the above inequality.
The right limit condition is obtained by simple computations already done in [2] in the
Neumann case, we adapt them here.
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Proposition 3.3. ψ∞(x, ·) converges uniformly to 1 as x→ +∞.
Since bounds and monotonicity pass to the C2 limit, we have 0 ≤ ψ∞ ≤ 1, as well as
ψ∞x ≥ 0. As a consequence there exists β(y) ≤ 1 such that ψ∞(x, y) → β(y) as x → +∞.
Let us define the functions ψ∞j (x, y) = ψ∞(x + j, y) in [0, 1] × [−L, 0] for every integer j.
Elliptic estimates and Ascoli’s theorem tell us that up to extraction, ψ∞j → δ in the C1 sense
for a C1 function δ. By uniqueness of the simple limit, β = δ ∈ C1. So ψ∞j lies in a compact
set of C1([0, 1]× [−L, 0]) and has a unique limit point β ∈ C1 : then it converges to it in the
C1 topology.
Lemma 3.1. ∫ΩL f(ψ∞) < +∞ and ∫ΩL |∇ψ∞|2 < +∞
Proof. For the first integral we integrate (Ws∞) on QM := [0,M ]× [−L, 0] using integration
by parts. We obtain
∫
QM
f(ψ∞) =
∫ 0
−L
−d∂xψ∞(M, y)dy +
∫ 0
−L
d∂xψ
∞(0, y)dy
+ s
∞
µ
(c∞(ψ∞(M, 0)− ψ∞(0, 0))−D(∂xψ∞(M, 0)− ∂xψ∞(0, 0)))
+
∫ 0
−L
c∞ψ∞(M, y)dy −
∫ 0
−L
c∞ψ∞(0, y)dy
which can be written as ∫
QM
f(ψ∞) = A(M)− A(0)
with
A(m) = c∞
∫ 0
−L
ψ∞(m, y)dy + s
∞
µ
(c∞ψ∞(m, 0)−D∂xψ∞(m, 0))− d
∫ 0
−L
∂xψ
∞(m, y)dy
Since the first two terms in A(m) are bounded (thanks to ψ∞ ≤ 1 and elliptic estimates)
and the last one is non-positive, the boundedness of the positive integral
∫
QM
f(ψ∞) as
M → +∞ follows.
For the second integral, we proceed in the same manner, but integrating the equation
multiplied by ψ∞ and integrating by parts on QM = [−M,M ]× [−L, 0] we get
d
∫
QM
|∇ψ∞|2 = B(M)−B(−M) +
∫
QM
f(ψ∞)ψ∞ − s∞D
µ
∫ M
−M
(∂xψ∞)2(x, 0)dx (14)
with
B(m) =− c
∞
2
∫ 0
−L
ψ∞(m, y)2dy − c
∞s∞
2µ ψ
∞(m, 0)2 + s∞D
µ
(∂xψ∞ψ∞)(m, 0)
+ d
∫ 0
−L
(ψ∞∂xψ∞)(m, y)dy
The third term in (14) is bounded thanks to 0 ≤ ψ∞ ≤ 1 and what we just saw. The last
one is non-positive. The first two terms in B(m) are bounded, the third one also by elliptic
estimates, so
∫
QM
|∇ψ∞|2 → +∞ would mean
d
∫ 0
−L
(ψ∞∂xψ∞)(m, y)dy −→
m→+∞ +∞
which is impossible since it is the derivative of the bounded functionm 7→ d ∫ 0−L 12ψ∞(m, y)2dy.
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End of the proof of Prop. 3.3. We now turn back to the study of the right limit. The second
integral in Lemma 3.1 being finite, necessarily ∇β = 0 1. So β is a constant. Moreover,
0 ≤ θ ≤ max[−L,0]ψ∞(0, y) ≤ β ≤ 1
We also have f(β) = 0 because of the finiteness of the first integral2 so β = θ or β = 1.
Suppose by contradiction that β = θ. Then f(ψ∞) ≡ 0, and integrating the equation
satisfied by ψ∞ on [−m,m]× [−L, 0] just as above and making m→ +∞ yields
0 = A(∞)− A(−∞) = c∞
(
L+ s
∞
µ
)
θ
since ∂xψ∞(m, y) → 0 uniformly in y as x → ±∞. This is of course, impossible, since
c∞ > cmin > 0 and θ > 0.
As a conclusion, ψ∞ satisfies all the desired properties, and we have proved that PW is
closed.
3.2 PW is open
This part is about applying the implicit function theorem to some function F (s, c, ψ) in
order to get a solution for s > s0 close to a value s0 of the parameter for which we already
have a solution c0, ψ0. In this section we take µ = 1 without loss of generality to clarify the
diagrams. We also suppose s0 > 0, the case s0 = 0 is simpler and will be discussed at the
end of the subsection. We set
ψ = ψ0 + (s− s0)ψ1, c = c0 + (s− s0)c1
where s ∈ [s0, s0 + δ], δ > 0 small to be fixed later. After a simple but tedious computation,
we get that the corresponding equation for ψ1, c1 is :
Wψ1 = −(c0 + c1s)∂xψ0 +D∂xxψ0 − (s− s0)(c0 + c1s)∂xψ1 + (s− s0)D∂xxψ1
Lψ1 + c1∂xψ0 = R(s− s0, c1, ψ1)
∂yψ
1 = 0
where
W = d∂y + c0s0∂x − s0D∂xx
and
L = −d∆ + c0∂x − f ′(ψ0)
and R being a function that goes to 0 as s → s0 and decays quadratically in the variables
ψ1, c1 in a setting that will be defined later3.
We will solve the order 1 problem, i.e. the one obtained by taking s = s0 and then we
will apply the implicit function theorem in a good functional setting to obtain the existence
of a solution to the above problem for s close to s0. The upper boundary condition should
be seen as close to a fixed non-homogeneous Wentzell boundary condition. That is why we
first need some information about the operator L with Wentzell condition.
1or else we have uniformly |∇uj |2 → g, with g > δ > 0 in [y0 − ε, y0 + ε] and the second integral would
be greater than
∫
[R,∞)×[y0−ε,y0+ε] δ/2 = +∞ for R large enough.
2∫
Q∞
f(ψ∞) =
∑∞
j=0
∫
Q1
f(ψ∞2j ) so
∫
Q1
f(ψ∞2j )→ 0, but this →
∫ 0
−L f(β(y))dy too.
3R(s−s0, c1, ψ1) = −(s−s0)c1∂xψ1+(s−s0) f
′′(ψ0)
2 (ψ1)2+(s−s0)2 f
′′′(ψ0)
6 (ψ1)3+· · · = (s−s0)O(c1, ψ1),
the O being in R× C1,α norm.
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Wg = 0
Lg = 0
−∂yg = 0
It is well known (see [19],[18]) that this operator is not Fredholm in the usual spaces of
bounded uniformly continuous functions due to the degeneracy of f in the range [0, θ].
The way to circumvent this difficulty is to endow the space with a weight that sees the
exponential decay of the solutions as x→ −∞.
Definition 2. Let
r = cmin4 max(d,D) (15)
so that −dr2 + c0r ≥ 0 and −Dr2 + c0r ≥ 0 (the 4 will serve later purposes, see Lemma
3.4). Define w to be a C2 function such that
w(x) =
erx for x < 0constant for x > 1 (16)
and such that
w′′(x) ≤ c
0
D
w′ (17)
for x ∈ (0, 1). Define also w1 = 1/w.
Proof of the exitence of w. Satisfying the differential inequation (17) will be necessary be-
cause of the Wentzell condition. Take for instance
w(x) =
∫ x
0
rer(s−s
2)ds+ 1
for x ∈ (0, 1/2) so that
w(0) = 1
w′(0) = r
w′′(0) = r2
fits with the definition of w as x < 0. Since r < c0/D, (17) is satisfied. Moreover
w(1/2) = a > 0
w′(1/2) = a′ > 0
w′′(1/2) = 0
so now we can just continue w in a concave increasing way (so that (17) is also satisfied) :
w′′(x) = a
′
48
(
x− 12
)
(x− 1)
w′(x) =
∫ x
1/2
w′′(s)ds+ a′
w(x) =
∫ x
1/2
w′(s)ds+ a
and choose the constant in Def. 2 to be
∫ 1
1/2w
′(s)ds + a. The author whishes to thank an
anonymous referee for detecting a problem with the initial definition of w.
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Definition 3. Let
Cαw(ΩL) = {u ∈ Cα(ΩL) | w1u ∈ Cα(ΩL)}
and
X = C2,αw (ΩL)
the set of C2 functions on ΩL whose derivatives up to order two are in Cαw(ΩL). We endow
X with the norm
|u|X = |w1u|C2,α
X is clearly a Banach space, which contains ψ0. Indeed, at the left of ΩL, w1ψ0 satisfies
a linear homogeneous Wentzell problem. Thus, the C2,αw estimate directly comes from the
Schauder estimates of [14] by the L∞ estimate for w1ψ0, which was already proved to get
the left-limit condition, in Proposition 3.2. At the right of ΩL, w1 is a bounded smooth
function and being C2,αw here is equivalent to being C2,α. Now we have :
Lemma 3.2. L has closed range and there exists X1 ' R(L) a closed subspace of X and
Y2 ' N(L) such that
X = N(L)⊕X1
Y = R(L)⊕ Y2
Moreover N(L) = N(L2) = R∂xψ0. Finally, denote L∗ the adjoint of L. Then N(L∗) is
one dimensional too. Calling e∗ the unique generator that satisfies
< e∗, ∂xψ0 >= 1
we get that e∗ is a positive measure that happens to be a smooth positive function, solving
L∗e∗ =
(
−d∆− c0∂x − f ′(ψ0)
)
e∗ = 0
endowed with the dual boundary conditions
d∂ye
∗ − c0s0∂xe∗ − s0D∂xxe∗ = 0 on y = 0
∂ye
∗ = 0 on y = −L
Moreover e∗ is bounded on x > 0 and has at most Ce−rx growth as x→ −∞.
Proof. The proof will be postponed to the last paragraph of this section. It all relies on the
fact that L is a Fredholm operator of index 0 on the weighted space X.
Now we want to transform the problem into a fixed Wentzell homogeneous problem. We
do this by creating an auxiliary function ψ˜(s, c1, v) such that we search for ψ1 as
ψ1 = ψ˜(s, c1, v) + v
where ψ˜(s, c1, v) solves for A > 0 large enough
Wu = D∂xxψ0 − (c0 + c1s)∂xψ0 − (c0 + c1s)(s− s0)∂x(u+ v) +D(s− s0)∂xx(u+ v)
Lu+ Au = 0
∂yu = 0
Lemma 3.3. Such a function exists and satisfies ψ˜ ∈ C1([0, 1]× R× C2,αw (ΩL); C2,αw (ΩL)).
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Proof. For A > |f ′(ψ0)|∞ it is known that the above problem has a unique solution that lies
in C2,α(ΩL) provided v ∈ C2,α(ΩL), since this gives that the data for the Wentzell condition
lies in Cα(R) (see theorem 1.6 in [14] along with the remark at its end). What is important
to show is that if v lies in the weighted space, the solution u is in it too. On x ≥ 0, w1u is
trivially C2,α as the product of a smooth bounded function and a C2,α function. The only
problem might come from unboundedness at x → −∞. In other words, we need to show
that u decays like Cerx as x → −∞. We see that w1u satisfies an elliptic problem too, so
conversely by Schauder estimates the problem is reduced to showing this L∞ bound for w1u
on x < 0. More precisely : we see that w1u solves :
(d∂y − sD∂xx + a1∂x + a2)(w1u) = w1ϕ ∈ C1,α(R)
(−d∆ + b1∂x + b2)(w1u) = 0
∂y(w1u) = 0
B
T
where on x < 0
a1 = c0s+ c1s(s− s0)− 2sDr
a2 = s
(
−3Dr2 + c0r + c1r(s− s0)
)
≥ 0
b1 = c0 − 2dr
b2 = A− f ′(ψ0) + c0r − dr2 ≥ 0
and where
ϕ(c1, s, v) = −(c0 + c1s)∂xψ0 +D∂xxψ0 − (c0 + c1s)(s− s0)∂xv +D(s− s0)∂xxv
Using Schauder estimates up to the boundary for the Wentzell problem, we see that
provided a global L∞ estimate for w1u, w1u is in C2,α(B ∪ T ) with constant independent
of the position of the closed half balls B ∪ T depicted on the diagram above. Since we can
cover all ΩL with translations of B∪T , this gives w1u ∈ C2,α(ΩL). This weighted L∞ global
estimate is the object of the next lemma. It simply relies on the maximum principle.
Lemma 3.4. Let u = ψ˜(s, c1, v). There exists two constants K ′ < 0, K > 0 such that
K ′ ≤ w1u ≤ K
Proof. We already have u ≤ Kw for K > max(0, sup u) on Ω+L . We now want to show that
this is also (eventually with a larger constant) true in Ω−L by using the maximum principle.
Suppose there exists a point where u > Kw. That means that Kw − u reaches a negative
minimum somewhere in Ω−L or tends to a negative infimum as x → −∞. First, let us see
that this minimum cannot be reached. Kw − u satisfies :
(d∂y − sD∂xx + (c0s+ c1s(s− s0)∂x)(Kw − u) = rs(−Dr + c0 + c1(s− s0))Kw − ϕ
(L+ A)(Kw − u) = (−dr2 + c0r + A− f ′(ψ0))Kw > 0
∂y(Kw − u) = 0
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In order to conclude to a contradiction thanks to Hopf’s lemma, we only need to ensure
rs(−Dr + c0 + c1(s− s0))Kw − ϕ > 0
so that
(−Dr + c0 + c1(s− s0))K > supw1ϕ
rs0
suffices. Now observe that thanks to (15) and since s ∈ [s0, s0 + δ] then provided
c1 >
Dr − cmin
2δ (18)
we have that K > max
(
0, 2sup(w1ϕ)
rs0(cmin −Dr)
)
suffices and in the end we have the desired
result with
K = max
(
max (0, sup(u)) ,max
(
0, 2sup(w1ϕ)
rs0(cmin −Dr)
))
From now on, we assume condition (18) and we will see that this is not restrictive.
Now if the minimum is obtained at infinity, let us denote (xn, yn) a minimizing sequence.
Since yn is bounded we can extract a subsequence that converges to y∞ ∈ [−L, 0]. Let us
set
(Kw − u)n(x, y) := (Kw − u)(x+ xn, y + y∞) (19)
We have two subcases :
i) y∞ ∈] − L, 0[. Then (19) defines a sequence of uniformly bounded functions in some
small ball B in the interior of ΩL. By standard elliptic estimates, we can extract from
it a subsequence that converges in C2(B) to some (Kw − u)∞ that satisfies (−d∆ +
c0∂x +A)(Kw − u)∞ ≥ 0 in B but reaches its negative infimum m < 0 inside B : as a
consequence, (Kw − u)∞ ≡ m in B, but this is impossible since Am < 0.
ii) y∞ = 0 or −L : the exact same analysis applies, replacing the ball B by a half-ball B±
supported on y = 0 or y = −L and using elliptic estimates up to the boundary, and
Hopf’s lemma.
For the other bound, we proceed in the same way by looking at u − K ′w with K ′ <
min(0, inf u) and using the existence of inf(wϕ), we get
K ′ = min
(
min (0, inf u) ,min
(
0, 2 inf(w1ϕ)
rs0(cmin −Dr)
))
that works.
Thanks to this auxiliary function, we are now left with the following equivalent problem,
on v :
Wv = 0
Lv + c1∂xψ0 = R(s− s0, c1, v)− Lψ˜(s, c1, v)
∂yv = 0
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Calling P =< e∗, · > ∂xψ0 and Q = Id − P the projections onto Y2 and R(L) we are now
able to apply these projections onto the equation to get a set of two equations that are
equivalent to this one. Nonetheless, since ψ˜ on the boundary y = 0 depends on c1 even
when s = s0, we should be careful and try to make this dependence explicit. For this, we
need to have an explicit representation of e∗ to be able to compute the projections. This
technical difficulty only comes from the fact that the unknown c appears in the boundary
condition of (Ws).
Thanks to the smoothness and decay properties of e∗, v and ∂xψ0, all the integration by
parts make sense and we find∫
ΩL
e∗Lv =
∫
y=0
(vd∂ye∗ − e∗d∂yv) = 0
∫
ΩL
e∗Lψ˜ =
∫
y=0
e∗
((
c0 + c1s
)
∂xψ
0 −D∂xxψ0
)
+ (s− s0)
∫
y=0
e∗
((
c0 + c1s
)
∂x(ψ˜ + v)−D∂xx(ψ˜ + v)
)
and we get the first equation 4:
c1
(
1 + s
∫
y=0
e∗∂xψ0
)
=−
∫
y=0
e∗
(
c0∂xψ
0 −D∂xxψ0
)
+
∫
ΩL
e∗R
− (s− s0)
∫
y=0
e∗
((
c0 + c1s
)
∂x(ψ˜ + v)−D∂xx(ψ˜ + v)
) (20)
The second equation should be seen as an equation on vR ∈ X1 with the decomposition
v = vN∂xψ0 + vR
and vN ∈ R being free : this is, of course, due to the x-translation invariance of (Ws). From
now on, we fix vN ∈ R.
LvR = R−
(∫
ΩL
e∗R
)
∂xψ
0 − Lψ˜
+ (c0 + c1s)
(∫
y=0
e∗∂xψ0 + (s− s0)
∫
y=0
e∗∂x(ψ˜ + v)
)
∂xψ
0
− (s− s0)D
∫
y=0
e∗∂xx(ψ˜ + v)
−
(∫
y=0
e∗D∂xxψ0
)
∂xψ
0
(21)
The system of equations (20), (21) is non-linear and coupled but in the case s = s0 it is
much simpler. It becomes
c1
(
1 + s0
∫
y=0
e∗∂xψ0
)
= −
∫
y=0
e∗
(
c0∂xψ
0 −D∂xxψ0
)
(22)
LvR = −Lψ˜ + (c0 + c1s0)
(∫
y=0
e∗∂xψ0
)
∂xψ
0 −
(∫
y=0
e∗D∂xxψ0
)
∂xψ
0
(23)
4where ψ˜ means ψ˜(s, c1, v) and R means R(s− s0, c1, v + ψ˜(s, c1, v))
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which has clearly a unique solution : since
∫+∞
−∞ (e∗∂xψ0)(x, 0)dx > 0, (22) has a solution c1∗
that satisfies condition (18) provided we take δ small enough. (23) is automatically uniquely
solvable with a solution v∗R since its right hand side lies in R(L) and does not depend on v.
Now for s > s0 we said that this system was non-linear and coupled, but this is when
the implicit function theorem does all the work. Since X1 is closed in X and L is Fredholm
so image-closed, we have the right Banach setting to apply it. We may see this system of
equations as F (s, c1, vN , vR) = 0 with
F :
[
s0, s0 + δ
]
×
[
Dr − cmin
2δ ,+∞
[
×X1 → R×R(L)
associating to its parameters the equations (20), (21) in this order. F is a C1 function because
it consists in affine bounded operators composed with usual and C1 functions. Moreover,
we can compute the differential of F at (s0, c1∗, v∗R) with respect to (c1, vR). In matrix
representation, it is (
1 + s0
∫
x=0 e
∗∂xψ0 0
∗ L
)
which is invertible since 1 + s0
∫
x=0 e
∗∂xψ0 > 0, and L is invertible on X1. That being, the
implicit function theorem says that there exists δ′ > 0 and a neighbourhood V of (c1∗, v∗R)
such that for each s ∈ [s0, s0 +δ′[, the system of equations has a unique solution (c1s, vsR) ∈ V .
Then we can construct back ψ from c1s, vsR, vN and it will clearly satisfy the original equation.
The left limit condition for it is obtained directly because of the structure of X. The only
thing left to show is that the right limit condition holds. This is the case provided δ is taken
small enough, and it is the object of the next proposition.
Remark 3.2. Note that this is valid for every vN ∈ R, which will provide us with a whole
1-dimensional manifold of solutions in the end. Of course, thanks to Proposition 2.4 all of
these solutions will be x-translates of each other.
Proposition 3.4. Let
c = c0 + (s− s0)c1, ψ = ψ0 + (s− s0)ψ1
If δ > 0 is small enough, we have uniformly in y :
lim
x→+∞ψ(x, y) = 1
Proof. First, we show that ψ < 1, by contradiction. We know that ψ ∈ C2,αw is bounded.
Suppose there exists a point where ψ > 1. Then either ψ − 1 reaches a positive maximum
somewhere, or it tends to a positive maximum as x → ∞. These two cases are both
impossible, because of respectively the argument given in theorem 2.1 and the compactness
argument given in the proof of Lemma 3.4 (take B or B± small enough so that f(ψ) < 0
on it). So ψ ≤ 1 and the strong maximum principle and Hopf’s lemma and the fact that ψ
cannot be constant give
ψ < 1
Now we fix ε > 0. For a large enough we have ψ0 > 1 − ε2 on x ≥ a. Moreover, we
can take δ small enough such that |(s− s0)ψ1|∞ < ε2 , what gives 1− ε < ψ < 1 for x ≥ a.
We assert that this property suffices to have ψ → 1 for δ small enough, and we will show
that by a maximum principle argument using an exponential solution to the right for the
linearised problem near 1.
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On x ≥ a, by Taylor’s formula applied on f , we have
−d∆(1− ψ) + c∂x(1− ψ) = f ′(1)(1− ψ) + o(ε)
So by choosing ε > 0 small enough, we have
L1(1− ψ) := −d∆(1− ψ) + c∂x(1− ψ)− 12f
′(1)(1− ψ) ≤ 0
We now look for a positive solution p of L1p = 0 endowed with the boundary condition
of (Ws) that has exponential decay as x→ +∞, for comparison purposes. Unlike the proof
of Proposition 8, we cannot expect a supersolution with the form p(x, y) = e−γx with γ > 0,
since inequations
−dγ2 − cγ − 1/2f ′(1) ≥ 0
s(−Dγ2 − cγ) ≥ 0
cannot be solved simultaneously. This motivates the research for a p(x, y) = e−γxφ(y),
φ > 0. For p to be a solution of L1p = 0 endowed with the boundary condition of (Ws), the
equations are 
−φ′′ +
(
− 12df ′(1)− γ
(
γ + c
d
))
φ = 0
dφ′(0)− s(−Dγ2 − cγ)φ(0) = 0
φ′(−L) = 0
(24)
Since f ′(1) < 0, this can be solved by
φ(y) = cosh (β(γ) (y + L))
where
β(γ) =
√
−f ′(1)/(2d)− γ(γ + c/d)
and 0 < γ < γlim =
√
c2−2df ′(1)−c
2d solving
s(Dγ2 + cγ) = dβ(γ) tanh(β(γ)L)
as pictured in Figure (3.2).
Now chose C > 0 such that 1 − ψ < Cp on x = a and observe that U = Cp − (1 − ψ)
solves on x ≥ a
d∂yU + s (−D∂xxU + c∂xU) = 0
L1U ≥ 0
−d∂yU = 0
U > 0
Now suppose that there is a point where U < 0. Then either U reaches a negative minimum
or tends to a negative infimum m < 0 as x→ +∞. The first case is impossible thanks to the
strong maximum principle and Hopf’s lemma. The second is impossible also thanks to the
compactness argument already given in Proposition 3.4, since L1(m) = −1/2f ′(1)m < 0.
As a consequence, for all x ≥ a :
0 < 1− ψ ≤ Ce−γxφ(y) ≤ C max(φ)e−γx
which gives the desired result by sending x→ +∞.
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0 γlim
dβ(γ) tanh(β(γ)L)
s(Dγ2 + cγ)
Figure 2: Equation (24) on γ
This section is now finished and Theorem 1 is proved.
Remark 3.3. Note that the above subsection does not apply exactly when s0 = 0. Indeed, in
this case the estimates up to the Wentzell boundary do not hold. Nonetheless, this situation
is way simpler : just apply the standard estimates up to the Neumann boundary. We leave
it to the reader to check that everything holds, all the other computations being simpler
(for instance, no information on e∗ is required).
3.3 Proof of lemma 3.2
Proof of the Fredholm property
L is Fredholm of index 0 as an operator C2,αw → Cαw if and only if
L˜u := 1
w
L(wu)
defines a Fredholm operator of index 0 as an operator C2,α → Cα endowed with the boundary
condition ∂yu = 0 on y = −L and d∂yu+ 1wc0s0∂x(wu)− 1ws0D∂xx(wu) = 0 on y = 0.
We do not have any closed formula for the coefficients of L˜, but we know that
L˜u = −d∆u+ (c0 − 2dr)∂xu+ (c0r − dr2 − f ′(ψ0))u on x < 0, L˜ = L on x > 1
Moreover the 0-order coefficient of L˜ is c0r − dr2 > 0 on x < 0, and tends to −f ′(1) > 0
uniformly in y as x → ∞ ; thus it is greater than some positive constant, away from a
compact set : this indicates a decomposition invertible + compact for L.
The boundary condition L˜ is endowed with is unchanged on y = −L and is
W˜u := d∂yu+
(
c0s0 − 2w
′
w
s0D
)
∂xu− s0D∂xxu+ s
0
w
(
c0w′ −Dw′′
)
u = 0
on y = 0, and we know that the zero order term satisfies
c0w′ −Dw′′ > 0
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thanks to the definition of r and the properties of w asked in Definition 2.
Now call γ(x) a positive function that smoothly connects c0r − dr2 > 0 on x < 0 with
−f ′(1) on x > 1 such that γ ≥ min(c0r−dr2,−f(1)) := γ0 > 0. We now call T˜ the operator
L˜ with its 0-order coefficient replaced by γ(x), and we want to show that T˜ is invertible,
and that S˜ := L˜ − T˜ satisfies S˜T˜ −1 is compact on Cα and T˜ −1S˜ on C2,α, in order to have
L˜ = (Id+ S˜T˜ −1)T˜ = T˜ (Id+ T˜ −1S˜)
which is the Fredholm property with index 0 we want.
First suppose that T˜ is indeed invertible : then the compactness of the perturbation is
easy to obtain. Indeed, S˜ is no more than the multiplication by a function that is ≡ 0 on
x ≤ 0 and that tends uniformly in y to 0 as x→∞. So, taking (un) a bounded sequence in
Cα(ΩL), we have that (T˜ −1un) is bounded in C2,α, so by applying a chain of Ascoli theorems
and the process of diagonal extraction we can extract from (T˜ −1un) a sequence we note (vn)
that converges in C2loc to v. We now want to extract from (S˜vn) a sequence that converges
in Cα. But this is easy since S˜vn = 0 on x < 0 and S˜vn → 0 uniformly in y as x→∞, so in
fact the C2loc convergence of vn suffices to have S˜vn → S˜v in whole C2, so in Cα. For T˜ −1S˜
on C2,α we apply the same argument : we just have to see that T˜ −1(S˜(un)) is bounded in
C4,α since un is bounded in C2,α. Then we extract from it something that converges in C3loc,
but in fact, in whole C3 so in C2,α.
It remains to show that T˜ : C2,α → Cα is indeed invertible, that is, to show that the
following problem is uniquely solvable
W˜u = 0
T˜ u = f ∈ Cα(ΩL)
∂yu = 0
but this is the case, since the 0-order coefficient of T˜ and W˜ are > 0 (see theorem 6.31 in
[8] and more precisely the remark at the end of its proof).
Computation of the kernel
Suppose Lu = 0. We will show that
P := {Λ ∈ R |∀λ < Λ, u > λ∂xψ0}
has a supremum λ0, and that u = λ0∂xψ0. First, we show that this set is non-void : for
every truncated (compact) rectangle K, we can find λ ∈ R such that u > λ∂xψ0 on K. Now
just chose K big enough such that outside K we have f ′(ψ0) ≤ 0, so we have the strong
maximum principle, and since L(u−λ∂xψ0) = 0, the comparison u−λ∂xψ0 > 0 is inherited
in all ΩL 5. Now P being non-void and trivially bounded from above, it has the supremum
we announced. By continuity, u − λ0∂xψ0 ≥ 0, and moreover we have L(u − λ0∂xψ0) = 0.
Now suppose u− λ0∂xψ0 6≡ 0 by contradiction : because of the strong maximum principle,
we have u − λ0∂xψ0 > 0, and again on any truncated rectangle K we can find ε > 0 small
enough such that u > (λ0 + ε)∂xψ0 on K, and choosing K large enough and proceeding as
above, we have a contradiction regarding the maximality of λ0.
5a point where it is ≤ 0 at the left of K means that a non-positive minimum is reached at the left of K,
which is impossible ; the right of K is treated in the same way but with the compactness argument given
in Lemma 3.4 since we do not know a priori that u− λ∂xψ0 → 0 as x→∞ even if it is the case.
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Now, suppose L2u = 0. Then Lu = α∂xψ0 for some α ∈ R. We suppose α 6= 0 and we
will obtain a contradiction. By linearity we can suppose α = 1, i.e. Lu = ∂xψ0 > 0. Now,
the fact that for every λ ∈ R, L(u − λ∂xψ0) = ∂xψ0 is positive, enables to do the exact
same proof as above to have a contradiction too (we will necessarily have u > λ0∂xψ0 and
the contradiction, since Lu 6= 0).
Properties of e∗
Finally, let e∗ generate the kernel of the adjoint of L. Let us normalise e∗ by the condition
< e∗, ∂xψ0 >= 1, and show that e∗ is a positive measure. Similarly to [18]6 we infer that L
is sectorial on BW0 := {u ∈ UC0(ΩL) | w1u ∈ UC0(ΩL)} and that 0 is the bottom of its
spectrum. As a consequence we have the following realisation of e∗ on BW0 :
∀u0 ∈ BW0, lim
t→+∞ e
−tLu0 =< e∗, u0 > ∂xψ0
Indeed, decomposing u0 on N(L) ⊂ BW0 and its orthogonal complement we get e−tLu0 =
e−tL(< e∗, u0 > ∂xψ0 + b0), the first term being constantly < e∗, u0 > ∂xψ0 and the second
one decaying exponentially fast to zero as t → +∞. Knowing that ∂xψ0 > 0 and applying
this on every non-negative u0 in D(ΩL) ⊂ BW0, since non-negativity is preserved over time
for e−tLu0, we get that e∗ is a non-negative distribution, that is a positive measure.
Moreover, e∗ satisfies L∗e∗ = 0 in the sense of distributions along with its dual boundary
condition, which is an hypoelliptic problem (see [7] Thm 4.2 or [16] Thm 3)(iii)). As a
consequence, e∗ is a smooth non-negative function up to the boundary of ΩL.
Then, the strong maximum principle gives e∗ > 0. Finally, using the weak Harnack
inequality up to the boundary of [13] and the classical subsolution estimate up to the
boundary of [8], Theorem 9.20, we obtain a full Harnack inequality up to the boundary for
e∗. Using it in x large (where −f ′(ψ0) > 0)) on half-balls touching the boundaries we get
that e∗ is bounded : indeed, if its supremum were blowing up, its infimum would also : but
this is impossible since e∗ is integrable on x > 0 (note that w ∈ X).
The same argument for −x large gives that e∗ has at most a Ce−rx growth.
4 Continuation from small ε > 0 to ε = 1
First we avoid the singularity near ε = 0 : it will be studied later since it deals with a very
unusual boundary condition. Let us set for ε0 > 0,
Pε0 = {ε ∈ [ε0, 1] | (Sε) has a solution}
We now adapt the proofs of the previous section, following the same steps. The main
differences are technical : all the computations are adapted easily, the counterpart of the
regularity result in Proposition 3.1 has no technical difficulty any more, but the weight
function in Section 4.2 changes a bit. For technical reasons we had to chose erx everywhere,
so we will need to be careful about the boundedness of solutions.
4.1 Pε0 is closed
This subsection follows exactly subsection 3.1. Consider a sequence εn → ε∞ ∈ [ε0, 1] and
call (cn, φn, ψn) the associated sequence of solutions of (Sεn) normalised in translation by
max
x≤0,y∈[−L,0]
(µφn(x), ψn(x, y)) = θ (25)
6where the author treats this exact problem with a Neumann condition instead of a Wentzell one, but
this does not change his proof.
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Thanks to Propositions 2.5 and 2.6 we can extract from cn a subsequence such that
lim
n→+∞ cn = c
∞ > 0 (26)
We now state a regularity result which is the counterpart of Proposition 3.1 in the case of
(Sε) :
Proposition 4.1. There exists α > 0 and constants CSch1,2 = C(D, d, cmax,Lipf, L, µ) such
that for all n ≥ 0
|ψn|C2,α(ΩL) ≤ CSch1
(
|ψn|L∞(ΩL) + |µφn|L∞(R)
)
≤ 2CSch1
|µφn|C2,α(R) ≤ CSch2
(
|ψn|L∞(ΩL) + |µφn|L∞(R)
)
≤ 2CSch2
Proof. We adapt the proof of Proposition 3.1. By classical ODE theory (use Fourier trans-
form or the variation of constants), there exists Code = C(D,µ, cmax) such that
|µφn|C1,α ≤ |µφn|W 2,∞ ≤ Code (|µφn|∞ + |ψn|∞) ≤ 2Code
Seeing the right-hand side f(ψn) in (Sε) as −f(ψn)ψn ψn in the left-hand side, which yields a
bounded 0-order term since f is Lipschitz, we can use the Hölder continuity estimate up
to the mixed boundary of [11] and iterate with the classical Schauder estimate up to the
Robin boundary (see [8], Lemma 6.29) so that on half-balls B− supported on y = 0 on a
segment T :
|ψn|C2,α(B−) ≤ CR
(
(1 + Code)|ψn|L∞(2B−) + Code|µφn|∞
)
for some constant CR. Finally we obtain the desired result by plugging the above estimate
in the standard Schauder estimates for φ :
|φn|C2,α(T ) ≤ CSch
(
|φn|L∞(2T ) + CR
(
(1 + Code)|ψn|L∞(2T ) + Code|µφn|∞
))
As before, we obtain the global estimate by covering R×ΩL with such T and B− using
that the above estimate holds independently of the position of B−, and other half-balls
where standard Schauder estimates up to the Neumann boundary hold.
Thanks to the previous estimate, as before we extract from (φn, ψn) a subsequence
still denoted (φn, ψn) that converges in C2loc to φ∞, ψ∞ satisfying (Sε∞) except the limiting
conditions. We now conclude just as in Propositions 3.2 and 3.3 :
Proposition 4.2. µφ∞ and ψ∞ satisfy uniformly in y
lim
x→−∞µφ
∞(x), ψ∞(x, y) = 0
lim
x→+∞µφ
∞(x), ψ∞(x, y) = 1
Proof. For the left limit, just observe that thanks to condition (25), (13) still holds for both
µφε and ψε. For the right limit, the computations of Proposition 3.3 still hold : the only
difference is that the boundary term
s∞
µ
∫ M
0
(−D∂xxψ∞(x, 0) + c∞∂xψ∞(x, 0)) dx
should be replaced here by ∫ M
0
(−D∂xxφ∞(x) + c∞∂xφ∞(x)) dx
which is treated in the exact same way.
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4.2 Pε0 is open
To simplify the notations, we note M = 1/ε and we search around a solution (c0, φ0, ψ0) for
M = M0, a solution c = c0 + (M −M0)c1, φ = φ0 + (M −M0)φ1, ψ = ψ0 + (M −M0)ψ1.
The equations on c1, φ1, ψ1 are
E(φ1, ψ1) = (M −M0)(µφ1 − ψ1) + µφ0 − ψ0
l(φ1, ψ1) = (M −M0)(ψ1 − µφ1)− c1φ′0 − (M −M0)c1φ′1 + ψ0 − µφ0
Lψ1 + c1∂xψ0 = R(M −M0, c1, ψ1)
∂yψ = 0 (27)
where
l(φ, ψ) = −Dφ′′ + c0φ′ −M0(ψ − µφ)
Lψ = −d∆ψ + c0∂xψ − f ′(ψ0)ψ
E(φ, ψ) = d∂yψ −M0(µφ− ψ)
The functional setting will be r = min( cmin
D
, cmin
d
), w(x) = erx on the whole real line (we
will see later why we need to take the exponential everywhere instead of connecting it with
a constant like before)
X = C2,αw (R)× C2,αw (ΩL)
and we will work with the operator from X to Y = Cαw(R)× Cαw(ΩL)
L (φ, ψ) := (l(φ, ψ),Lψ)
endowed with the exchange condition E(φ, ψ) = 0 on y = 0 and the Neumann condition
−d∂yψ = 0 on y = −L.
Treating the boundary as usual in the system case, we can obtain the same properties
as in Lemma 3.2, with this time N(L ) generated by (φ′0, ∂xψ0) :
Lemma 4.1. L : X → Y is a Fredholm operator of index 0. As a consequence, the
following decompositions hold
X = N(L )⊕X1
Y = R(L )⊕ Y2
where X1 ' R(L) is a closed subspace of X and Y2 ' N(L). Moreover
N(L ) = N(L 2) = R(φ′0, ∂xψ0)
Proof. This proof is postponed in section 4.3 to lighten this section. It relies on the same
arguments as Lemma 3.2, up to the subtlety of the system case. These technicalities are
the reason why we chose w(x) = erx everywhere. Observe that the exponential growth of w
as x→ +∞ adds a difficulty in proving the Fredholm property : we have to prove that the
invertible part of L yields bounded solutions.
In order to work with this fixed problem, we have to kill the non-homogeneities and the
small terms, so as before we look for solutions with form
φ1 = φ˜(M, c1, φ, ψ) + φ
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ψ1 = ψ˜(M, c1, φ, ψ) + ψ
where φ˜, ψ˜ solves, for A large enough,
d∂yψ˜ −M(µφ˜− ψ˜) = (M −M0)(µφ− ψ) + µφ0 − ψ0
−Dφ˜′′ + c0φ˜′ −M(ψ˜ − µφ˜) + Aφ˜ = (M −M0)(ψ − µφ)− c1φ′0 − (M −M0)c1φ′ + ψ0 − µφ0
(−d∆ + c0∂x − f ′(ψ0) + A)ψ˜ = 0
∂yψ = 0
(28)
Lemma 4.2. Such a function (φ˜, ψ˜) exists and satisfies
(φ˜, ψ˜) ∈ C1 (R× R×X;X)
Proof. See Section 4.3 for the solvability of this equation provided A large enough. The fact
that φ˜, ψ˜ are not only C2,α but C2,αw is shown just as before : thanks to the Schauder type
estimate as in Proposition 4.1, it suffices to show that w1ψ˜ and w1φ˜ are bounded. For this,
repeat the proof of Lemma 3.4 but treating the boundary as usual in the system case.
Thus we are left with the following problem to solve in c1 ∈ R, (φ, ψ) ∈ X :
L (φ, ψ) + c1(φ′0, ∂xψ0) = (R1, R2)−L (φ˜, ψ˜) (29)
As before, applying the projection P onto Y2 on (29) yields an equation on c1, and
applying Q = Id − P yields an equation on the image part of the decomposition of
(φ, ψ) = Λ(φ′0, ∂xψ0) + (φR, ψR) ∈ X, Λ ∈ R being free in all this procedure. The set
of equation obtained is
c1 =P((R1, R2)−L (φ˜, ψ˜)) (30)
L (φR, ψR) = Q((R1, R2)−L (φ˜, ψ˜)) (31)
For M > M0, the auxiliary functions depend on c1, φ and ψ so this system is non-linear
and coupled, but at M = M0, we have R1 = R2 ≡ 0, and the auxiliary functions depend
only on φ0, ψ0, so in this case the system, as before, can be solved step by step. Moreover,
since here c does not appear in the boundary condition, we do not need the duality argument
of the previous section : (30) is trivially solvable.
Finally, as before the differential of this system of equations with respect to c1, (φR, ψR) ∈
R × X1 at M = M0 and the corresponding solutions yields an isomorphism since L is
invertible on X1, and the implicit function theorem provides for M close to M0 a solution
of (Sε) apart from the limiting conditions.
The right-limit condition is then obtained by an adaptation of the computations of
Proposition 3.4. We wish to emphasise on the fact that even though w has exponential
growth as x→ +∞, φ1, ψ1 are indeed bounded, as highlighted in Lemma 4.1.
Proposition 4.3. Let
c = c0 + (M −M0)c1, φ = φ0 + (M −M0)φ1, ψ = ψ0 + (M −M0)ψ1
If M −M0 is small enough, we have
lim
x→+∞µφ(x), ψ(x, y) = 1
uniformly in y.
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Proof. By treating the upper boundary as usual in the system case, the arguments of Propo-
sition 3.4 hold. The only thing to check is the existence of another supersolution with ex-
ponential decrease in this case. We look for a solution of the type (e−γx, e−γxh(y)). The
equations on γ > 0, h > 0 are
−h′′ +
(
− 12df
′(1)− γ
(
γ + c
d
))
h = 0 (32)
dh′(0) = µ− h(0) (33)
−h′(−L) = 0 (34)
−Dγ2 − cγ = h(0)− µ (35)
Since f ′(1) < 0, this can be solved by
h(y) = C cosh (β(γ) (y + L))
where
β(γ) =
√
−f ′(1)/(2d)− γ(γ + c/d)
Moreover, equation (33) gives that
C = µ
dβ(γ) sinh(β(γ)L) + cosh(β(γ)L)
which, plugged in equation (35) yields the equation on γ :
Dγ2 + cγ = µdβ(γ)1 + tanh(β(γ)L)
which has a solution 0 < γ < γlim (where γlim is the positive zero of β(γ)) for the same
reasons as in Proposition 3.4.
0 γlim
µdβ(γ)
1+tanh(β(γ)L)
Dγ2 + cγ
Figure 3: Equation (35) on γ
28
4.3 Proof of Lemma 4.1
Throughout all this section, in order to simplify the notations, we have taken M0 = 1
without loss of generality. In this section we show that L is Fredholm of index 0 on X, and
that N(L ) = N(L 2) is generated by (φ′0, ∂xψ0). The proof of the second property does
not change : (φ′0, ∂xψ0) is indeed a solution of the problem, and by treating the boundary
condition as usual in the system case, the proof of lemma 3.2 as in section 3.3 still holds.
The proof of the Fredholm property on the other hand changes a bit, since we did not
take the usual weight but the exponential weight on the whole real line. This is because of
the exchange condition : suppose we had take the usual weight, and did all the machinery
L˜ = T˜ + S˜ . Then we would not be able to show that T˜ is invertible. Indeed, suppose
we want to solve T˜ (φ, ψ) = (g, h) ∈ Cα(R)×Cα(ΩL). In order to obtain that T˜ is injective
(and that its inverse is bounded if it exists), we want to control (φ, ψ) by the data (g, h),
by starting with the L∞ norm. So suppose ψ reaches a maximum somewhere. Then if it is
on y = 0 and on x > 1, we have a problem. Indeed, the Hopf lemma only gives ψ < µφ and
then looking the equation for φ gives nothing : that is why we want to pull a bit the 0-order
coefficient of the equation on φ, and that is why we have chosen w(x) = erx everywhere, so
that T˜ (φ, ψ) = (g, h) is no more than
d∂yψ = µφ− ψ
−Dφ′′ + (c0 − 2Dr)φ′ + (µ+ αr)φ− ψ = g
(−d∆ + (c0 − 2dr)∂x + γ(x))ψ = h
∂yψ = 0 (36)
with αr = −Dr2 + c0r > 0. In this setting, a maximum point of ψ reached on the road is no
more a problem, we always have that ψ < µ
αr
|g|∞ in this case, and actually, in every case
|ψ|∞ ≤ 1min γ |h|∞ +
µ
αr
|g|∞
|φ|∞ ≤ |g|∞ + |ψ|∞
µ+ αr
≤ 1min γ(µ+ αr) |h|∞ +
1
αr
|g|∞
For the surjectivity, unlike before, the literature does not give any existence theorem for
such a linear problem, so we have to do it by ourselves : just observe that the estimate
above gives that T˜ has closed range. Indeed, if T˜ (φn, ψn) = (gn, hn) and (gn, hn) converges
in Cα to a (g, h), then by the above estimate and the Cauchy criteria, (φn, ψn) converges
uniformly to a bounded continuous (g, h). But also T˜ (φn, ψn) is bounded in Cα, so by
regularity as in Proposition 4.1, (φn, ψn) converges up to extraction and diagonal process in
C2,β. Uniqueness of the limit implies that (φ, ψ) is indeed C2,β and the convergence holds
in the C2,β sense. Finally, passing to the limit we get T˜ (φ, ψ) = (g, h) and (φ, ψ) ∈ C2,α
so that (g, h) lies in R(T˜ ). Finally, observe that the above estimate also holds for the
formal adjoint of T˜ . Then, since the operators have smooth coefficients, the duality can be
obtained thanks to the formal adjoint, and so R(T˜ ) = R(T˜ ) = N(T˜ ∗)⊥ = Cα.
The only thing left to see is that solving something for tilded operators really yields
something back in the untilded world : what we mean is that since w has exponential
growth as x→ +∞, we might have a problem. Indeed, we wanted to solve T u = (g, h) in
the weighted spaces, so we saw this equation as 1
w
T (w×(φ, ψ)) = 1
w
(g, h) ∈ Cα(R)×Cα(ΩL)
and obtained a solution (φ, ψ) ∈ C2,α. In the former cases, since w ∈ C∞,α we did not have
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any problem to claim that also wv ∈ C2,α but here it is not the case any more, w is not even
bounded, and we might not have wψ ∈ C2,α, we might even not have that it is bounded.
Actually, C2,α and boundedness for w× (φ, ψ) are equivalent because of Schauder estimates,
so we just have to see that it is indeed bounded. We will do that by showing that φ, ψ have
actually a Ce−rx decay as x→ +∞.
For this, let K = max(|g|∞, |h|∞) and observe that if A ≥ max(K,K/− f ′(1)) then
(φ, ψ) =
(
A
µ
e−rx, Ae−rx
)
is a supersolution of (36) on x > 1, where (36) has constant coefficients and a positive
0-order term. Now just multiply this supersolution by a constant large enough so that it is
above (φ, ψ) on x = 1 and apply the usual maximum principle and compactness argument
to (φ − φ, ψ − ψ) : it can neither reach a negative minimum, nor have a negative infimum
as x→ +∞, which yields that φ, ψ ≤ Ce−rx for some constant C > 0. The same argument
works for finding C ′ < 0 such that φ, ψ ≥ −C ′e−rx.
5 The case ε ' 0
We start with
(
cw, ψw, φw = 1µψw(·, 0)
)
. We want to continue this solution to a solution of
(Sε) for small ε > 0. If we set as usual φ = φw + εφ1, ψ = ψw + εψ1, c = cw + εc1, using
φ1 =
ψ1 + d∂yψw + εd∂yψw
µ
from the exchange condition yields the equation
Wψ1 + ε
c1
µ
∂xψ1 +
(
−εD
µ
∂xx + ε
cw + c1ε
µ
∂x
)
d∂yψ1
=− c1
µ
∂xψw −
(
−D
µ
∂xx +
cw + c1ε
µ
∂x
)
d∂yψw
(37)
where
W = d∂y −D/µ∂xx + cw/µ∂x
as the upper boundary condition for the usual linearised problem in ψ1 :
− d∆ψ1 + cw∂xψ1 − f ′(ψw)ψ1 = −c1∂xψw +R(ε, c1, ψ1) (38)
In particular, by taking ε = 0 in (37), (38) we retrieve a linear Wentzell problem, i.e. (37),
(38) is a singular perturbation of a Wentzell problem on which we already applied the implicit
function theorem. Conversely, we can see (37) as an integro-differential regularisation of the
Wentzell boundary condition, but the regularity theory of [6] does not apply easily to this
situation.
As before, we want to transform (37) in a fixed Wentzell problem by using an auxiliary
function. This time, since we do not have any existence or regularity theorem for such
problems, we will have to compute everything by hand. Hopefully, since we work in a strip,
we can use the partial (in x) Fourier transform which will be a very helpful tool. On the
other hand, this time we will have to work with a constant coefficient operator instead of
the linearised itself in order to be able to do the computations, but we will see that this
is not a problem. From now on, let w denote the same weight function as in the Wentzell
section. We now give two simple technical lemmas that we will use throughout the next
computations.
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Lemma 5.1. If k ∈ L1, kˆ ∈ C∞ ∩ L2 and h ∈ L∞, hˆ ∈ S ′ then the formula
F−1(kˆhˆ) = k ∗ h
makes sense and holds (where F−1 denotes the inverse Fourier transform).
Proof. Since kˆ is a smooth function, the product distribution kˆhˆ makes sense and we can
compute its inverse Fourier transform : we leave it to the reader to check the result using
the classical properties of the Fourier transform on L2 and the Fubini-Tonelli theorem.
Lemma 5.2. Let r > 0. If h ∈ L∞(R) and e−rxh(x) ∈ L∞(R) as well as K ∈ L1(R) and
e−rtK(t) ∈ L1(R) then
K ∗ h ∈ L∞(R) and e−rx(K ∗ h)(x) ∈ L∞(R)
If moreover e−rxh ∈ Cα(R), then e−rx(K ∗ h)(x) ∈ Cα(R).
Proof.
|e−rx(K ∗ h)(x)| ≤
∫
R
|K(t)e−rxh(x− t)|dt ≤
∫
R
|e−rtK(t)||e−r(x−t)h(x− t)|dt
≤ |e−rtK(t)|L1|e−rxh(x)|L∞
For the second part of just observe that
|e−ry(K ∗ h)(y)− e−rx(K ∗ h)(x)|
|x− y|α ≤
∫
R
K(t)e−rt |e
−r(y−t)h(y − t)− e−r(x−t)h(x− t)|
|y − x|α dt
≤ |e−rtK(t)|L1|e−rxh(x)|α
Now we assert the following :
Lemma 5.3. By taking r > 0 small enough in the definition of w, we have
ψ˜ ∈ C1([0, 1]× R× C3,αw (ΩL); C2,αw (ΩL))
where u = ψ˜(ε, c1, v) solves
Wu+ ε c1
µ
∂xu+
(
− εD
µ
∂xx + ε cw+c1εµ ∂x
)
d∂yu = h0 − ε c1µ ∂xv −
(
− εD
µ
∂xx + ε cw+c1εµ ∂x
)
d∂yv
−∆u+ u = 0
∂yu = 0
and h0 := − c1µ ∂xψw −
(
−D
µ
∂xx + cw+c1εµ ∂x
)
d∂yψw ∈ Cα(R). Moreover, we have the estimate
|u|C2,α(ΩL) ≤ C1|h0|∞ + C2
∣∣∣∣∣1εK0
( |x|
dε
)
∗ (h0 + εh(v))
∣∣∣∣∣
α
+ C3|h0 + εh(v)|α
where K0 denotes the 0-th modified Bessel function of the second kind (which is integrable7
and whose Fourier transform is pi√1+x2 ) so that
1
ε
K0
( |x|
dε
)
realises an approximation to the
identity, and where h(v) denotes ∂xv + ∂xyv + ∂xxyv. Finally, we also have
Lψ˜(ε, c1, v) ∈ C1,αw (ΩL)
7it increases in a logarithmic fashion as x→ 0 and decreases as e−x/x as x→∞, see [15] p.532.
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Proof. The proof is based on the kernel analysis of this problem after applying a partial
Fourier transform. First, let us see that v ∈ C3,αw (R) implies that the right-hand side in the
boundary condition for u is in Cαw(R). In the following, for the sake of notations we will only
write it h. Applying formally the x-Fourier transform, we get a one parameter (in ξ) family
of two-points boundary problems (in y) which are solved necessarily by
uˆ(ξ, y) = C(ξ) cosh(
√
ξ2 + 1(y + L))
and the upper boundary condition yields, if we set β(ξ) =
√
ξ2 + 1
C(ξ) = hˆ(ξ)
dβ (ξ) sinh (β (ξ)L)
(
1 + εD
µ
ξ2 + ε cw+c1ε
µ
iξ
)
+
(
D
µ
ξ2 + cw+c1ε
µ
iξ
)
cosh (β (ξ)L)
i.e. we get
uˆ(ξ, y) = C(ξ) cosh (β (ξ) (y + L)) hˆ(ξ) =: kˆy(ξ)hˆ(ξ)
Now for each −L ≤ y < 0, this kernel is in the Schwartz space S (R) and u(x, y) for such
y can be obtained by the usual convolution product between the Fourier inverse of kˆy(ξ)
and h(x). Moreover, since for −L ≤ y < −δ with δ > 0 the kernels are a C∞ family that
is uniformly bounded in the Schwartz space S (ξ), we have by dominated convergence that
u is a C∞ function in ΩL, in particular it is locally C2,α. We now want to investigate the
regularity of u on the line y = 0 in order to use Schauder estimates to conclude to a uniform
C2,α regularity.
On y = 0, things get a little more complicated since the kernel involved is
kˆ0(ξ) =
1
dβ (ξ) tanh (β (ξ)L)
(
1 + εD
µ
ξ2 + ε cw+c1ε
µ
iξ
)
+
(
D
µ
ξ2 + cw+c1ε
µ
iξ
)
which decays only like 1
1 + D
µ
ξ2 + εdD
µ
|ξ|3 , and (iξ)
2kˆ0(ξ) like
ξ2
1 + D
µ
ξ2 + εdD
µ
|ξ|3 . Keep in
mind that we are interested in ε independent estimates, so we cannot use the little bonus
decay it gives. Nonetheless, observe that kˆ0 is C1 with respect to the parameters (c1 ∈ R, ε ∈
[0, 1]) (this is something we will need in the end to apply the implicit function theorem) and
decays at worst (when ε = 0) as µ
D(1+ξ2) . Heuristically, we see that ε > 0 is not a problem
in the sense that it adds decay and does not prevent analyticity, so in a Fourier point of
view, the worst case is when ε = 0, and in this case the kernels are nothing more than the
kernels for the Wentzell problem in a strip, which is known to be well-posed. We use a
Paley-Wiener type theorem to prove this :
• kˆ0(ξ) is a C1 in (c1 ∈ R, ε ∈ [0, 1]) family of integrable (because the worst decay is 11+D
µ
ξ2
for ε = 0) and real analytic functions (as the inverse of real analytic functions that
have no zero). Moreover, independently from ε and c1, these real analytic functions
admit an analytic continuation to a complex strip |=ζ| < a with a > 0 that have a
η-uniformly bounded L1 norm on the real lines R+ iη, −a < η < a, see lemma 5.4. By
virtue of the Paley-Wiener type theorem of [17] (IX.14) and the dominated convergence
theorem we know that k0(x) is a C1 in c1 ∈ R, ε ∈ [0, 1] family of bounded continuous
real functions that satisfy all |k0(x)| ≤ Cae−a|x|. Now, we can say that u(x, 0) = k0 ∗h
is a bounded continuous function that is C1 with respect to the parameters ε, c1 and
v (since h is C1 in those parameters as product and sum of affine functions).
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• For the sake of simplicity, we divide the analysis of ξ2kˆ0(ξ) in two cases : ε > 0 or
ε = 0 and we will see that the result is smooth in ε.
Case ε = 0 : in this case, the asymptotic behaviour of ξ2kˆ0(ξ) as |ξ| → ∞ yields
ξ2kˆ0(ξ) = µD − µ
2d
D2
√
1+ξ2
+ r1(ξ) where r1 denotes an integrable function (it decays like
1/ξ2) that has an analytic continuation in some complex strip |=| < a, i.e. to which
the same analysis as above applies. Thus, the Fourier transform of ξ2kˆ0(ξ) is given by
µ
D
δ− µ2d
D2
1
pi
K0(|x|) + rˇ1, where δ denotes the Dirac distribution, K0 the modified Bessel
function of order 0, and where rˇ1 has the properties described in the section above.
By lemma 5.1 we get
∂xxu(x, 0) =
µ
D
h0 − µ
2d
D2
1
pi
K0(| · |) ∗ h0 + rˇ1 ∗ h0 ∈ Cα(R)
since h0 ∈ Cα(R)
Case ε > 0. This changes the decay of the kernel from constant to 1/ξ, so we will
not get a Dirac term in the Fourier transform. Nonetheless, what is tricky is that we
want u = ψ˜ to be a C1 function in ε to be able to use the implicit function theorem,
i.e. we separated the computations for ε > 0 or = 0, but in the end the results should
agree when ε → 0. This will be based on the fact that the functions we will obtain
will behave as an approximation to the identity as ε→ 0.
Indeed, ξ2kˆ0(ξ) = µD
1√
1+(dε)2ξ2
+ r2. Notice that we chose to put ε in front of ξ
inside the square root rather than just let it appear as 1
ε
: this is the right way to
get smoothness in ε, since this gives the correct decay even if ε = 0. Now, observe
that the inverse Fourier transform of the first term is µ
D
1
pi
1
dε
K0( |x|dε ) : since K0(| · |) is
an integrable function on R1 whose integral equals to pi, this clearly is µ
D
times an
approximation to the identity. We finish by saying that the term r2 can be computed
as C(ε)√
1+ξ2
+ r3 where C(ε) is a smooth function that satisfies C(0) = −µ2dD and r3
is a smooth family with respect to (c1, ε) of integrable functions to which the same
analysis as r1 applies, and that goes to r1 as ε→ 0.
This analysis gives that u ∈ C2,α(y = 0) and then by applying Schauder estimates for the
Dirichlet problem, we get that u ∈ C2,α(ΩL). We describe now with more details the same
technique applied on w1u.
We are now left to show that a weighted data yields a weighted solution, i.e. that
w1u ∈ C2,α(ΩL). We observe that v = w1u solves the following equation in ΩL :
v = v
−∆v + 2
(
∂xw1
w1
)
∂xv +
(
1 + ∂xxw1
w1
− 2
(
∂xw1
w1
)2)
v = 0
∂yv = 0
B
T
Thanks to the expression of w1, the coefficients of this equation are smooth bounded func-
tions and we can use local estimates up to the boundary for the Dirichlet or the Neumann
problem (see Cor. 6.7 and Lemma 6.29 in [8]), so it suffices to show that w1u is bounded and
that w1u(·, 0) ∈ C2,α(R), which thanks to the expression of w1, is similar to w1∂xxu ∈ Cα(R).
We show that these are true provided r < min(ρ, 1) (see lemma 5.4 for the definition of ρ).
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• w1u is bounded thanks to lemma 5.2 : indeed w1u(x, y) = w1(x)(ky ∗ h)(x). As we
already said, ky is a family of bounded continuous functions uniformly bounded in L1.
Moreover, they have a uniform Ce−ρ|x| decay as x → ±∞ : for this see lemma 5.4
below and use [17], Theorem IX.14.
• w1∂xxu(·, 0) is bounded and has Cα regularity since K0(| · |) has e−|x|/|x| decay and the
other kernels appearing in ∂xxu(·, 0) satisfy lemma 5.2 too, thanks to their common
analyticity ; see lemma 5.4.
Lemma 5.4. Replacing ξ with the complex variable ζ in kˆy(ξ) yields a meromorphic con-
tinuation of kˆy in the strip −1 < =z < 1 that has no pole in a strip −ρ < =z < ρ for ρ > 0
small enough.
Proof. First, observe that apart from β(ξ), the denominator of kˆy, which we will note F (ξ)
in this proof :
dβ (ξ) sinh (β (ξ)L)
(
1 + εD
µ
ξ2 + εcw + c1ε
µ
iξ
)
+
(
D
µ
ξ2 + cw + c1ε
µ
iξ
)
cosh (β (ξ)L)
is composed of holomorphic functions over the whole complex plane. The only limiting
function is β(ξ) which is holomorphic in the strip −1 < =z < 1. As a result, kˆy is mero-
morphic in this strip. Moreover, thanks to the D
µ
ξ2 cosh(β(ξ)L) term we can see that if ξ
is large enough, |F (ξ)| is large enough (independently from =ζ in the strip and from c1, ε),
so its zeroes have to be in a rectangle centred at the complex origin whose length depends
on the parameters (but not on ε or c1). Since the zeros of a non-zero holomorphic functions
are isolated, we know that F has a finite number of zeros in such a rectangle. Moreover, a
direct computation shows that it cannot have any zero on the real line. Thus, there exists
ρ > 0 small enough such that on the strip −ρ < =ξ < ρ, F does not vanish.8
We now turn to the implicit function theorem procedure that concludes this section.
Searching as usual for ψ1 with form ψ1 = v + ψ˜(v), we are reduced to solving the following
problem on v :
d∂yv − Dµ ∂xxv + cwµ ∂xv = 0
Lv + c1∂xψ0 = R(ε, c1, v)− Lψ˜(s, c1, v)
∂yv = 0
We now use the analysis of section 3.2 to claim that L endowed with this Wentzell
boundary condition has the Fredholm property of index 0 between C3,αw and C1,αw . Since R
lies also in C1,αw , the procedure is then exactly the same as in 3.2 and for ε > 0 small enough
leads to a solution c1, ψ1 = v + ψ˜(ε, c1, v) of (37), (38) that lies in C2,αw (ΩL).
Then, setting φ1(x) =
ψ1(x, 0) + d∂yψw(x, 0) + εd∂yψ1(x, 0)
µ
we get that φ1 ∈ C2,αw (R)
and that φ = 1
µ
ψw(x, 0) + εφ1, ψ = ψw + εψ1 solves (Sε) except for the right limit condition.
But the analysis of Proposition 3.4 with the maximum principle and Hopf lemma for the
system gives that if ε > 0 is taken small enough, this limit holds.
8Actually, contour integrals of F ′/F show that F has only one or two zeros, depending on d,D, µ, cw
and L, and we can easily see that these are on the imaginary axis by solving for ζ = iη the equation
d
√
1− η2 tanh(
√
1− η2L)(1− εDµ η2 − ε cw+c1εµ η) = Dµ η2 + cw+c1εµ η.
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Remark 5.1. Observe that solving this singular perturbation had a price of one derivative:
we started by assuming ψw ∈ C3,α(ΩL) but we end up with a solution of (Sε) that is only
C2,α(R)× C2,α(ΩL).
Remark 5.2. Finally, we wish to detail the changes that are to be made when f satisfies
Assumption B :
• On the one hand, since f ′(0) < 0, no weighted spaces are needed : the linearised
operators will be Fredholm in the usual function spaces. This simplifies considerably
the above method.
• On the other hand, the estimates by below on cn will not hold anymore since we lose
the positivity of
∫
f(ψ). Nonetheless if one multiplies by ∂xψ the equation satisfied
by ψ in (Sε) and integrate by parts, one gets
c
(∫
ΩL
(∂xψ)2 +
∫
R
φ′2
)
= L
∫ 1
0
f(s)ds
Thus, since f is of positive total mass one ensures the positivity of c and one can take
cmin = 0. This will not be a problem thanks to f ′(0) < 0 : for instance in Prop. 3.2
the exponent r can now be defined as
r :=
√
−f ′(0)
2d > 0
and this will yield a suitable supersolution if one normalises the solutions by translation
in such a way that f(ψ) ≤ f ′(0)2 ψ on x < 0.
Finally, the end of the proof of Prop. 3.3 adapts as follows :
c∞(L+ s∞/µ) =
∫
ΩL
f(ψ∞)
but this is impossible if β = θ since c∞ ≥ 0 and ∫ f(ψ∞) < 0.
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