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A testing method was to he developed based on previous 
experience on computer tomography. It has been known for some 
time that an image of a cross-section of an object could be 
reconstructed using projections or scans at different angles 
describing 180 0 around the cross-section. Sound velocity, 
attenuation and sound reflection are the parameters used in 
ultrasonic computerised-tomography. 
The object under investigation in this work is a cylinder 
of acoustic properties like plastic enclosed in a steel casing. 
The task was to find defects in the cylinder and these defects 
were of a nature such, that echoes received from them are low 
and therefore the pulse echo technique cannot be used in their 
detection. A reconstruction method, based on the "Algebraic 
Reconstruction Techniques" (ART) is used here to detect these 
defects. The main achievements are that these recionstructions 
are obtained from constrained-scans, due to total reflection of 
ultrasound near the edge of the field, and a technique of obtain- 
ing an image with no background speckles. 
square image reconstruction area was mapped by an x/y 
grid and this was formed of small picture elements called pixels. 
The transit time of a pixel is the sum of the transit times of 
the scan lines through it.; Processing of the transit time data 
and displaying it produced an, image representing the transit 
time profile of the object-at ... that cr'ossýsection. 
Problems involved i'H'*-the--testingA. r. e the total reflection 
of the incident ultrasonic beam when the, ýangle of incidence exceeds 
the critical angle for the'two, -media and as a result within a 
fixed distance at either edge of the fipld scanning is not possible. 
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Because of certain modes of propagation in the steel casing 
scanning is also prevented along some lines across the cylinder, 
which are called no-scan areas. Furthermore there is the 
speckled background due to the application of ART which can 
disturb the assessment. 
An extensive computer simulation was done using a mathemat- 
ical model of the object, which generated scan data similar to 
that obtained by actual experiment. Different processing tech- 
niques were tried to improve the image quality and testing 
reliability especially to remove the above mentioned problems. 
A successful method was chosen such that it will be easy to 
implement in a real testing situation. Successive marking of 
defect-free areas of the different scans resulted in a well de- 
fined defect structure. No-scan areas were identified by experi- 
ment and both the no-scan areas due to total reflection and those 
due to different modes of propagation received the same treatment. 
Using a marking technique together with the known coordinates 
of these areas an integrated image was obtained. 
The implementation of the system was done using a micro- 
computer together with a commercial flaw detector. The flaw 
detector was coupled to a digital counter to measure the transit 
time. The datawere acquired by interfacing the counter to the 
microcomputer. Data acquisition, control and processing together 
with the reconstruction programme constituted the software which 
was developed for this system. 
iii 
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INTRODUCTION 
This is a feasibility study to determine whether testing 
techniques based on previous experience in computer tomography 
using ultrasound are suitable for or adaptable to test objects 
such as the one described below. 
In the early 1970's a system was invented at EMI that was 
capable of resolving small differences in X-ray attenuation in 
brain tissue so enabling an unprecedented amount of detail to 
be obtained from images of a cross-section through the skull. 
The system was called the EMI-scanner which is its trade name. 
The technique used in the scanner is computer tomography (CT) 
which was later used by different manufacturers to produce their 
own scanners. 
Research then progressed towards using CT in ultrasonic 
imaging which was then successfully used by Greenleaf et al to 
reconstruct body tissues both in vitro and in vivo. 
All these techniques were based on reconstructions from 
projections. A cross-section of an object can be reconstructed 
using projections of the cross-section at different angles des- 
cribing 1800 about the cross-section. Different reconstruction 
techniques exist but the most popular are the Algebraic Recon- 
struction Techniques (ART). The measured quantity used in the 
reconstruction is a function of the material characteristics 
since the reconstructed image is to give an idea of the character- 
istic structural distribution in the cross-section. Sound velocity 
or attenuation are the parameters used in ultrasonic computer 
tomography. 
The test object is a cylinder of material like plastic in a 
cylindrical steel casing. This, however, is simulated by the empty 
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steel casing with inhomogeneities bolted to a platform fitted 
inside the cylinder-and the whole object is immersed in water. The 
object of the investigation is to study whether a good reconstruc- 
tion can be obtained in spite of the total reflection of ultra- 
sound near the edges of the field. hence constraining the width 
of the scan, and other obstructions to the scanning process. 
From results obtained with this object it was then hoped to test 
the plastic cylinder and similar objects. 
A computer model was developed for the test object and when 
the computer simulated scanning system was operational the diff- 
erent parameters were investigated on the computerised system 
before any work on a real system was undertaken. 
Results obtained from the simulation were analysed and then 
different processing techniques were devised to improve them. 
These techniques were then used in a real time system to obtain 
reconstructions from a cross-section of the test object. 
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SYMBOLS TABLE 
r Radius of curvature. 
X0y, z Coordinates in, real space. 
8 Angle of rotation or polar coordinate. 
Pe f Projection of a function f(x, y) into a line at an 
angle 0 to through the origin. 
FP6f Fourier transform of P0f. 
X, Y Coordinates in Fourier space. 
a Average value of f(x, y) in the jth pixel. 
Approximate value of f. 
b1 (X, Y) ith Basic image. 
w i, j Fraction of 
the area of the jth pixel intersected 
by the ith ray. 
wi Row vector whose elements are w 
11 i, j 
A 0-1 valued parameter dependent on whether the ray 
includes the centre of the pixel or not. 
ill = Row vector of the elements V i, j* 
W= Pseudo projection data. 
U= Unweighted pseudo projection data. 
R Real ray sum. 
S Weighted pseudo ray sum. 
T Unweighted, pseudo ray sum. 
P An m Xn 
2_ 
dimensional matrix. 
N Number of pixels whose centres lie within the ith ray. 
GI Ultrasonic unweighted pseudo projection data. 
L i, j Length of ray i through pixel j. 
F Distribution of the measured ultrasonic quantity in 
ray i. 
10 Incident ultrasonic intensity. 
I Received ultrasonic intensity. 
T Propagation time of an acoustic ray i transversing a 
pixel j. 
I 5ý 
vF 
n. ] 
= Total time of propagation of ray i. 
= Acoustic velocity in fluid. 
Acoustic velocity in pixel j. 
Acoustic refractive index in pixel 
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CHAPTER 1 
IMAGING TECHNIQUES 
REVIEW 
In this Chapter some of the imaging techniques are 
examined. The techniques of three-dimensional reconstructions 
from projections are of special relevance to this work. A 
detailed description of the algorithms available is presented 
in the following sections. To complete the picture a general 
review of the different classes of display used in the non- 
destructive-testing equipment, including the imaging instru- 
ments, is provided. 
1.1. Three Dimensional Reconstruction From Projections 
The problem of reconstructing the three-dimensional 
picture from its two-dimensional projected images has been 
encountered and solved independently in different fields of 
scientific research. By irradiating the object a transmission 
picture, or projection of that object in two dimensions, is 
obtained. The reconstruction problem is stated as follows: 
"Given a subset of all possible projections of an object, 
(1) 
estimate its density distribution 
A reconstruction algorithm will take as input the projection 
data and produce as output an estimate of the original structure 
based on the available data. The estimate varies from one 
method to another and is largely dependent on the object and 
the method used to collect the data. Due to these factors, 
qualitative judgement should only be made after a careful and 
exhaustive study. 
To illustrate the problem clearly a practical example will 
be considered. Take the particular case of Projected images 
formed by the transmission of x-rays through a patient. From 
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the intensity at each point on the detector, the total density 
of the object along the path of the radiation from the radiation 
source and to that Point can be estimated. In practice the 
measurement of intensity can only be made on a smallýbut finite 
region of the projection. Hence a ray is defined as a cluster 
of paths from the source to a small region of the projection. 
A ray sum is thus defined as an estimate of the density of 
the object contained within the ray. 
Assume we are looking for abnormalities in someone's 
brain. Since the abnormality will usually have a density 
different from that of healthy tissue, a density map of the 
brain will be of great help. In fact a density map can be 
achieved by taking a stack of two-dimensional sections of the 
density distribution at closely spaced intervals. For each 
two-dimensional section data is collected as follows: An x-ray 
source emits a collimated pencil beam in the plane of the 
cross section. This is received by a detector situated on the 
other side of the patient (Fig. 1.1). From the output of the 
detector an estimate of the density of the part of the section 
enclosed between two parallel lines of known location is ob- 
tained. Assume for the sake of simplicity that the section 
is enclosed in a square area of the plane outside which the 
density is zero. The region in which the parallel lines inter- 
sect the square is a ray (cross hatched in Fig. 1.1). The 
experimentally obtained total density within the ray is its 
ray sum. 
For the above mentioned example it is assumed that for 
each direction a series of non-overlapping rays cover the square 
region. The total information obtained from their ray sums is 
a projection. The procedure is repeated for a pre-determined 
(ourCe 
dc te c 
t0r 
Fig. 1.1. 
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number of directions to obtain the other projections. For 
each two-dimensional section of the object a projection is 
one-dimensional. The assumption is that we are reconstructing 
a two-dimensional non-negative picture from its one-dimensional 
projections. Precisely a picture is defined as a square region 
of the plane with a well-defined greyness at every point in 
the region. The g(reyness is assumed as a non-negative real 
number. 
In a practical set up where scan data is collected, some 
errors arise due to the experimental technique adopted. Such 
errors, like the systematic error introduced in the positioning 
of the rays due to the maladjustment, of the scanning rig, cause 
the value of the ray sums to depart from the correct estimate 
of the total density within the ray. Noisy projection data 
add further to the uncertainty in the ray sum value obtained. 
These implementation difficulties increase the complexity of 
the processing system required to handle the reconstruction. 
Different techniques are emplcyed to solve the reconstruction 
(1) 
problem. These are classified into four categories 
1. Summation: The ray sums of the rays through each 
point are simply added to obtain an estimate of the density. 
2. Use of Fourier transforms: The projections are 
transformedinto Fourier space to, obtain some of the values of 
the Fourier transform of the whole picture. other values are 
estimated by interpolation, the reconstruction is obtained by 
taking the inverse Fourier transform. 
3. Analytic solution of the integral equation: The 
relation between the picture and its projection is expressed 
by a set of integral equations which are then solved analytically. 
The picture elements are assigned values based on the analytic 
solution. 
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4. Series expansion approaches: it is assumed that 
any picture can be sufficiently approximated by a linear com- 
bination of some predetermined basic pictures. The unknown 
coefficients in this linear combination are estimated from 
the equations obtained by expressing the projections of the 
unknown picture as a linear combination of the projections of 
the basic pictures. 
1.1.1. Summation Method 
The simplest of the reconstruction techniques is the 
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summation method. In this method the estimate of the density 
at any point is made by the direct addition of all the ray 
sums going through that point. A technique of reconstruction 
used in medical instrumentation with x-rays since the 1920's 
(2) is a practical form of the summation method This is known 
as tomography and goes back to some early French patents. A 
description of the tomographic technique will help to demon- 
strate that it is indeed a summation method. 
Looking at the density distribution in a cross section C 
of a patient (Fig. 1.2) the following set up is used: a 
photographic plate P is on one side of the patient and an x-ray 
source is on the other. The x-ray source is moved parallel to C 
at a constant speed. The plate, also kept parallel to C, is 
moved in the opposite direction at an appropriate speed. The 
plate speed is chosen s, uch that a point A in C is always pro- 
jected onto the same point on P. Points above or below C will 
be projected on different points on P. Hence A will be sharp, 
whereas those other points will be blurred. The density distri- 
bution of C will stand out while the rest of the body will be 
blurred. 
In mathematical terms what has happened is that the 
X1X2 
Movement of X-ray source 
low 
ment of filr- 
Fig. 1.2. 
A2 
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density at a point A on the body has been estimated by integrating 
the total density along the path from Xt to At as t is varied. 
Observe that since At is always at the same point on the photo- 
graphic plate and A is the only point common to all paths from 
xt to At the intensity at At is proportional to the sum of the 
total density from all the paths which is the expression of the 
summation method on a three-dimensional model. If a three- 
dimensional tomographic reconstruction is needed a number of 
plates in a stack can be used to yield different planes in 
(1) 
focus, one in each plane 
Relatively simple hardware is needed to implement the 
summation method (Fig. 1.3). This is its main advantage over 
the other reconstruction techniques available. its main weak- 
ness,. however, is the limited accuracy obtainable as will be 
shown in the following discussion. 
If a reconstruction is desired of a point object then 
the result is a star shaped object whose cen'tre is the original 
point. The intensity at the point is much higher than at other 
points on the star (Fig. 1.4). As the number of projections is 
increased the reconstruction approaches a density distribution 
of 1/r where r is the distance from the centre. Thus it is 
seen that the effect of using the summation method is blurring 
out of sharp 
(3,4) 
features on the original object. When a 
real object with different density points is reconstructed this 
results in the speckling of the background in the reconstructed 
picture. 
Different techniques exist to improve the output of the 
summation method, specially when digital computers are used. 
A correction factor may be applied to make the average density 
(4) 
equal to that of the original object Another technique 
13 
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Fig. 1.4. 
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uses the value of the ray sum to flag those points where its 
value is equal to the value of the points whose density is 
known to be zero or any other reference value. This results 
in a reconstruction showing the details of the described object 
with the correct sharp features included. 
other improved techniques exist and have been tried by 
(5,6) different researchers The only difficulty is an increased 
processing requirement which conside rably impairs the through- 
put of a real time system. A suggestion by Vainshtein 
(4) 
pointed out that a truly three-dimensional summation method 
will yield a reconstructed image whose density distribution 
is proportional to 1/r 
2 
with the blurring effect much reduced 
as a result. This, however, requires that the summation should 
be taken at all spatial anglesin a solid sphere and as a result 
the data acquisition and processing requirements become in- 
tolerably large. 
1.1.2. Use of Fourier Transforms 
The foundation of the Fourier transform method is the 
fact that the Fourier transform of a two-dimensional projection 
of a three-dimensional object is identical to the corresponding 
section of the three-dimensional transform of the object. 
Similarly the Fourier transform of the one-dimensional project- 
ion of a two-dimensional object is identical to the corresponding 
central section of the two-dimensional transform of the object. 
Hence the method uses the theoretical foundation and 
extends it by extrapolation to obtain a reconstruction of the 
object. A transform of the projection yields a central section 
of the corresponding transform of the object. Values for the 
parts are obtained by interpolation from the known values of 
the central section. An inverse Fourier transform is then invoked 
I 
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to give a reconstruction of the object in the real space. 
Mathematically the Fourier transform method may be 
(1) 
expressea as follows Let f be a function of two variables 
* and y in real space, and let P8 denote the projection onto 
* line of angle 0 with the horizontal (Fig. 1.5). Therefore 
1P 
0 f] is a function of one variable. This follows from the 
fact that if f is a function and P an operator mapping that 
function into another function Pf, then the value of the new 
function at any point x will be [Pf](x). Upper and lower case 
letters refer to coordinates in Fourier space and real space, 
respectively. Let [F 1P6 f] be the Fourier transform of 
[P, f] 
which is a function of a single variable as explained above, 
then for any number R 
[F 
1p0f] 
(R) e-2 
RU 
IP 
0 
f] (U) dU 
Let [F 2 f] be the function of two variables, which 
is 
the two-dimensional Fourier transform of f, that is, for any 
coordinates X and Y in Fourier space: 
co ca 
-27ii(Xx+Yy) IF 
2 
f] (X, Y) f(x 
. 
Y)e dxdy (1.2) 
Let S0 be the operator that maps a function of two 
variables into a function of one variable by restricting it 
to a line through the origin at angle 0 to the horizontal. 
This line is the central section, referred to in the formulation 
of the problem, then for any number R which measures distance 
along the central section: 
IS 
0F2f] 
(R) - 
[F 
2 
f)(Rcose, Rsine ) (1.3) 
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Fig. 1.5(a) A picture of two variables defined by 
if otxsl and 2, <Y, <3 
f(x. y) . 
0 otherwise 
IP 
OF 
I 
, r2- 
Fig. 1.5 (b) "he values of the function -P fl obtained'as 
-0 .1 
a result of this projection. 
V-2 03/ r2 2 vf 2--u 
is 
rrom the theoretical treatment above a projection 
theorem can be derived. This theorem states: ror any function 
f of two variables (satisfying certain conditions), and for 
any number 
Ise F2f] (R) [F1p0f) (R) 
This theorem can be used for reconstruction in the 
following manner 
00 Co 
f (X, y) -ff IF, fl(x, Y)e 
" J(XX+YY) 
dxdy (1.5) 
-co -CO 
If the values of 
[F 
2 f] at all 
(X, Y) are known, the 
function f(x, y) can be determined. If this function represents 
the original picture, that is the end of the exercise. 
Equations (1.3) and (1.4) show how to find values of 
[F 
2 
f) 
for certain values of (X, Y) from the projection 
[P, f] of f. 
From (1.3) and (1.4) 
[F 
2 
f](RCOSO, RsinO) [F 1p0 
f](R) (1.6) 
Thus the projection of f into a line at angle e to the 
horizontal determines the two-dimensional Fourier transform 
IF 
2 f) of f on all points on that line that makes angle 6 with 
the horizontal. 
Taking a number of projections on lines at different 
angles ei to the horizontal results in physical estimates of 
(Pef) which is a set of different projections at angle 
i 
ei Using these projections a reconstruction proc- 
edure is as follows: 
1. Using equation (1.1) evaluate 
[F 
2 
f] along the lines 
through the origin that makes angles 0 1*02'***'Om' with the 
horizontal. 
= 
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2. Interpolate between these lines to find the 
intermediate values and hence any values of 
[F 
2 
f)(X, Y) at 
any point (X, Y) in the Fourier space. 
3. Using equation (l.. 5) evaluate f(x, y). 
This method inspires confidence due to its exact and 
apparently rigorous formulation. If certain values are known; 
then the rest could be found using the formulae, however, 
values of f(x, y) obtained are only estimates due to the 
following reasons: 
1. The physical projection data is only an approximation 
of the functions [Pei f)'[Pe 
2 
f)'.... '(Pe 
m 
f]. 
2. The projection data is normat. -ly sampled at certain 
intervals. 
3. An interpolation procedure can only give approximate 
values of [F2f]MY) for points that do not lie on the lines 
on which the values have already been estimated by equation 
(1.1) . 
4. The integrals in equations (1.1) and (1.5) have to 
be evaluated numerically hence giving an approximate result. 
Improving the precision of the projection data by the 
use of proper equipment and using good integration subroutines 
makes the overall accuracy critically dependent on the inter- 
polation method applied. 
1.1.3. Analytic Solution of the Integral_Equation: 
From section (1.1.2) f(x, y) is the two dimensional 
function representing the density distribution in a cross 
section of the object to be reconstructed. Assuming a line 
through the origin of inclination e to the horizontal (Fig. 1.5) 
the projection of f(x, y) is 1P 0 f]. Expressing the same function 
20 
A 
in polar coordinates as f(r, O) then the projection on the 
above mentioned line is still 
[P, f]. Assume 
IP 
6 f] 
(Z) 
Where Z is the single variable in which the function of two 
variables f(r, O) is mapped by the operator P. 
obtaining the value of the function g(t, O) from the 
function f(r, 6) involves an integration. Equation (1.7) is 
(1.7) 
known as the integral equation of the reconstruction problem. 
Radon asked the following question: Suppose the projections 
g(t, e) are available at all angles 0. Is this sufficient to 
determine f? This is the idealized version of the reconstruction 
problem when perfect projection data is available in all 
directions. 
Using the assumption in equation (1.7) Radon showed that: 
7r /2 
1 didO (1.8) 
2 7r rsin(0-6)-L ff /2 
where 6 is the angle of the projection to the horizontal# 
and e is the polar coordinates angular displacement. 
Later different other researchers reached the same result 
(8) 
quite independently If the assumptions of Radon are true, 
then this method will give a perfect reconstruction of the 
object. However, as has been agreed in respect of the Fourier 
transforms method, ideal conditions do not exist in a practical 
situation. The inaccuracies inherent in any measurement 
process means that the end reconstruction is only an estimate 
of the real object. It is worth noting that a suggested method 
for the evaluation of equation (1.8) is by use of the Fourier 
(9) integrals 
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Other evaluation methods have been suggested and each 
one used its own approximations 
(10,11,12) 
. The different 
methods if applied on the same data will yield different esti- 
mates because of the different approximations. All the integrals 
are evaluated numerically and sometimes the approximations made 
are such that the estimate obtained is very unreliable. 
1.1.4. Series Expansion Approaches 
In this method it is postulated that any object can be 
reconstructed by a linear combination of basic images. 
Representing any basic image by the function bi (x, y), any 
real image f(x, y) can be reconstructed approximately as an 
image i(x, y), where 
(X, y) -Zaibi (x, y) 
i-1 
al, a 2' ... ai, ... aN are the linear coefficients which 
are real numbers. 
Since an image is assumed, for the sake of simplicity, 
to be a square region of the plane, then all the basic images 
are also assumed to be on the same square version. Subdividing 
the square to N small squares and taking N=n2, define 
(X, y) = 
Where i-1n 
in the ith square 
everywhere else_ 
If ai is defined as the average value of f(x, y) in the 
ith small square, then we call them 
2 
(x, y) -E (x. 
i-1 
The nXn digitized version of the picture f. 
It is important that the basic images are chosen such 
(1.10) 
(1.11) 
that any image of interest may be reconstructed from a linear 
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combination of the basic images. Having a fixed basic image 
set (bl, b 2**** 
b 
N) the reconstruction problem 
becomest 
"From a finite number of projections of an object f, 
N 
calculate N numbers al,..., a N such 
that Zaibi is an adequate 
i=l 
approximation of V. 
Assume a projection operator Pe as defined previously, 
then the projection of the approximate image is the linear sum 
of the projections of the basic images: 
N 
f) (t) a, lp e 
bj (1) 
The above linear equations can, beýsolved for the unknown 
coefficients ai. By appropriate choice of the basic images 
bi, projections of the basic function 
[P 
6 bi] can be calculated. 
For different angles e and values of I equations of the form 
I 
of (1.12) are obtained. If the projection data is- collected 
from rays of finite width (Fig. (1.1)), then using (1.12) 
L2 
N 
lf 
L2 
^)(I)dt 
aEa 
[Pef 
iml 
Pe b, ](. t)dt (1.13) 
The left hand side is approximated by the experimentally 
obtained ray sums. The right hand side integrals can be 
evaluated. The resultant system of linear equations is then 
solved to obtain the coefficients ai from which the function 
f is calculated. Since fýf this gives the reconstruction of 
the real object. The problem of solving a set of linear 
equations may not be as straight forward as it sounds. ror a 
good approximation a sufficient number of basic images has to 
be chosen. This in turn increases the number of unknown 
coefficients and hence the number of equations to be solved. 
In fact the number of equations can become so large that standard 
23 
computational techniques are not feasible. The actual number 
of equations obtained from the projections may be less than 
the number of unknowns and hence an infinite number of 
solutions results. Errors in the projection data also means 
that the approximation reached may not always be a good one. 
The differrihg criteria by which the basic images are 
chosen and by which the accuracy of the reconstruction is 
gauged, add to the uncertainty involved in defining a viable 
system. A complete basic image set is undefinable so by 
necessity any finite set chosen is a subset of such a set. The 
difficulty arises when the required image is not available in 
the chosen basic image set. The accuracy is defined differently 
dependent on the application considered where it is sometimes 
the smoothness of the reconstruction and in others the clarity 
of the structures constAtuting the original. 
Using the nXn digitised basic set of equation (1.10) 
and assuming that data is collected as is shown in figure 1.1, 
the integral in the left hand side of equation (1.13) is approxi- 
mated by the ray sums, while the integral on the right is the 
area of intersection of the ray in question with the ith square. 
The integral in the right is either calculated exactly which 
is the weighted case or is either allotted the value of 'one' 
or 'zero' depending upon whether the centre of the ith square 
is within the ray or not, which is the unweighted case. Although 
the unweighted case introduces a further approximation, its 
advantage lies in the improvement of computational speed achieved 
by its use. In either case equation (1.13) can be expressed 
as: N 
pja 
1 
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Where Ri is the measured ray sum of the jth ray and M is the 
total number of rays in all the projections. Algebraic 
reconstruction techniques (ART) proposed by Gordon et al. 
13 is 
a class of methods proposed to solve equation (1.14) using an 
iterative process rather than a matrix inversion method to 
solve the linearequations and hence achieve a reconstruction 
with the series expansion approach. 
1.2. Display Techniques 
A display system is a vehicle that presents information 
in a form acceptable to the human visual system, i. e. as a 
luminous message. Bats and dolphins use echolocation to 
achieve functions only achievable by vision in their human 
counterparts. Information contained in so-called acoustic 
images can only be perceived if a suitable mode of visual 
display is available. Different types of display exist depend- 
ent on the type of information to be obtained from the acoustic 
data. Simple display modes are used in echo detection systems 
whereas more sophisticated ones furnish the spatial relationships 
of the test objects together with greyscale to highlight the 
differences in structure. 
1.2.1. A-scan 
This is the simplest mode of display. It usually uses 
a cathode ray oscilloscope to show the variation of signals 
with time. It does not represent a visualized sound image in 
the sense of an optical image since it displays a single spatial 
dimension (13) , that of sound propagation direction, which is 
regarded as range and shows up as horizontal or X-direction. 
Direction y, which in normal spatial images represent altitude 
displays the amplitude information in the A-scan mode. 
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A-SCAN 
Fig. 1.6. 
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The sweep of the oscilloscope in the A-scan is triggered 
synchronously with the transmit pulse. A horizontal trace 
appears on the screen until an echo is received which causes 
vertical deflections of the beam in proportion to the ampli- 
tude of the received echo. At the end of the trace the beam 
flies back and is blanked awaiting a further trigger (Fig. 1.6). 
Amplification of the received signal as a function of 
time is sometimes used to counteract the effect of high absorp- 
tion of the ultrasonic beam so that the amplitude of echoes 
of similar size and orientation but at different depths is 
nearly equal. 
A hard copy of the A-scan is obtained by photographing 
the oscilloscipe screen using a normal camera, or a polaroid 
camera for fast results. 
B-scan 
Instead of displaying the A-scan as a series of different 
amplitude spikes on a time base, the information is presented 
as a brightness modulated display, that is, the echo amplitude 
instead of appearing as a series of spikes of different heights, 
appears as a spot of appropriate brightness. 
In displaying a sound image in the form of a luminous 
image, the conversion process is continuous in one and discrete 
in the other spatial coordinate as well as in time. During 
the formation of a B-scan sound image, the transducer yields 
a set of continuous electrical intensity fluctuations Ix (t) 
corresponding to a sound i ntensity fluctuation Is (X), and this 
is transformed into a luminous function L(x) along the lines. 
The luminance function L(y) is, however, the result of discrete 
amplitude samples IyM taken at intervals AY determined by 
the rasterline spacing. By changing the position of the transducer 
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Fig. 1.7. 
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a number of lines are obtained each for one transducer position, 
and each at the right spatial position. This procedure 
continues until the whole screen is filled by a two dimensional 
display that gives the spatial distribution of the object under 
test (Fig. 1.7). 
To get the B-scan picture a film is exposed to the image 
on the oscilloscope during the whole scanning procedure. 
, 
Since the dynamic range of both the film and the oscilloscope 
screen are nearly the same the picture resulting will show the 
brightness changes. The cost incurred, however, in developing, 
film waste due to bad scans and time loss make an alternative 
display technique desirable. This is provided by the new 
breed of storage oscilloscopes which provide the grey scale 
range needed for such a job. A scan converter is an alternative 
although it is more expensive than the storage oscilloscope. 
C-scan 
Sound images visualized in C-scan mode look similar to 
those of the B-scan images. Their information content, however, 
is different. The C-scan image represent a cross-section 
perpendicular to the information carrying beam and not one 
that is parallel to it as is the case in a B-scan. C-scan 
images are obtained by using time-gating and are in general 
is 
a result of two-dimensional sampling (Fig. 1.8) 
In time-gating, an electronic device allows only echoes 
that occur in a certain time interval to be examined. Only 
echoes received from the interval of the time-gate contribute 
to the image. This is applied in the manner shown in Fig. 1.8 
where each position of the transducer is mapped in the screen 
so that the image resulting is of a certain section whose thickness 
is known. 
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In C-scan the thickness of the specimen is usually 
unimportant hence a C-scan of the whole structure is obtained. 
If a section of some thickness at some depth is to be imaged_ 
a time-gate that passes echoes from that depth only is used. 
If the B-scan is assumed to give a section in the (x, z) plane, 
where x denotes azimuth and z denotes range (Fig. 1.7), then 
by time-gating a small strip Az at some distance z, the output 
voltage, proportional to the received echoes, can be used as 
a control voltage of the modulator electrode of the CR tube. 
What would have been displayed in B-scan as a line is thus 
displayed as a spot on the screen in C-scans. Movement of the 
transducer along x produces a single line across the screen. 
Displacing the. transducer a short distance in the y-direction, 
and then making another sweep in the x-direction, an adjacent 
line is generated on the screen. The scanning technique is 
shown in Fig. 1.8. If the thickness Az is sufficiently small 
the resulting C-scan in the screen is essentially an image of 
the (x, y) plane in an object at a distance z. The types of dis- 
play used with B-scan such as the scan converter and the storage 
scope are also suitable for C-scan. The open shutter photographic 
technique with a normal CR tube, however, is not suitable due to 
the longer time required to complete the scanning procedure. 
Because of this a slow display vehicle like a pen recorder can 
be used quite happily with C-scans. 
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CHAPTER 2 
THEORETICAL APPROACH 
A discussion of the theory behind the reconstruction 
technique chosen from the few available, is presented in this 
chapter. As explained in section (1.1) the choice of a certain 
reconstruction technique depends on its suitability for the 
application to be undertaken. In the current study the method 
used is the Algebraic Reconstruction Technique (ART) which is 
a special implementation of the series expansion reconstruction 
method. The so called direct addititive methodis used and will 
be described in this chapter together with the general formulation 
of the (ART) problem. 
General Terminology and Assumptions 
Most of the terms and assumptions used in this section 
have already been used in Chapter 1. To aid the readability 
of this chapter they are reiterated here. 
The assumptions made here are unimportant as far as the 
reconstruction problem is concerned. Nevertheless they will 
make the description of the problem easier and more concise. 
An image is defined as a square region of the plane with a well 
defined brightness at every point in the region. The brightness 
is represented by a real non-negative number. The choice of the 
range of brightness defines the grey scale range of the display 
to be used and hence varies from one system to another. Dividing 
the square region into n2 smaller squares, an nxn digitized 
version of the image is obtained(17). In this digitized image 
the brightness inside each of the small squares is assumed to 
be uniform. The value of the uniform brightness within the small 
square is such that the overall brightness remains unchanged. I 
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From the above assumptions it is clear that the higher the 
degree of digitization of the image, i. e. the. smaller the squares 
covering the image area, the more similar is the digitized 
image to the real one. To obtain a finely digitized image is 
not simply achieved by decreasing the size of the small squares, 
which is known as a picture element (pixel for short)osince 
the actual beam width in the case of an ultrasonic scanning 
system limits the actual size of the picture element that can 
be resolved. A minimum pixel size is determined in this way and 
is called the resolution of the system. 
Continuing with the example of the ultrasonic beam, 
assuming a collimated beam, a ray is defined as the area bound 
by the two parallel lines described by the extremities of the 
beam. For a certain number n and for each ray, three quantities 
are defined 
(i) The real ray sum is the total brightness of the image 
within the ray. 
(ii) The weighted pseudo ray sum is the total brIghtness 
of the nxn digitized version of the image within the ray. 
(iii) The unweighted pseudo ray sum is the total brightness 
of those small squares of the nxn digitized version of the image 
whose centres lie within the ray. 
The real ray sum is approximated better by the weighted 
pseudo ray sum than by the unweighted pseudo ray sum. 
A number of equally wide, non-overlapping parallel rays 
covering the image are called a projection. The angle of a 
projection is the counter clockwise angle its rays make with-the 
horizontal or any other reference direction. The data collected 
for a projection is referred to as real projection data, weighted 
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pseudo projection data or unweighted pseudo projection data 
if the ray sums in each projection are the real ray sums, weighted 
pseudo ray sums or unweighted pseudo ray sums, respectively. 
2.2. Statement and Mathematical Formulation of the Reconstruction 
Problem 
From the above definitions of a picture and a projection 
(17) 
the statement of the reconstruction problem becomes 
"Given some real projection data of an image and a 
positive integer n, estimate the nxn digitized version of the 
image". 
Mathematically an nxn digitized version of an image is 
an n 
2_ dimensional column vector. Each of its n2 entries is 
a brightness level of a particular pixel. The column vector 
of a 3x3 digitized picture (Fig. 2.1. (a)) with brightness as 
shown, is: 
0.2 
0.5 
0.4 
0.1 
0.3 
o. 6 
0.0 
o. 3 
0.5 
Let (a) denote the column vector representing the image with ai 
as its jth entry. 
Assuming a projection of m rays covering the picture, the 
fraction of the area of the jth square or pixel intersected by 
the ith ray is called w,, j* Then let wi be the row vector whose 
jth entry is w,., j. From rig. 2.1. (b) assuming the hatched ray is 
3 
the ith ray, the wi row vector becomes: 
(0.25,0.75,0,0,0.75,0.25,0,0,0.25,0.75) 
Hence the weighted pseudo projection ray sum of the ith 
ray is: 2 
n 
r w. a. 
J=l 1#3 3 
Likewise if the ith ray passes through and includes the 
centre of the jth square, there exists a row vector 1j, which 
is the unweighted pseudo ray sum row vector-with a jth component 
vie) defined as: 
1, if the centre of the jth pixel 
Iji, j lies within the ith ray. 
01 otherwise. 
Then the weighted pseudo ray sum is: 
2 
n 
Epi, a 
j-1 
The associated row vector Vi in the case of the above 
mentioned ith ray, Fig. 2.1(b) , is 
vi= (01110101110101011) 
Denote the weighted pseudo projection data, a matrix 
mxn 
2, by W, and the unweighted pseudo projection data by U, 
another mxn 
2 
matrix. 
Let R&S and T, respectively, be the m-dimensional column 
vectors whose ith entries are R,, S, and T,, are the real ray sum, 
the weighted pseudo ray, sum and the unweighted pseudo ray sum, 
respectively, of the ith ray. Take a as the above mentioned 
column vector, then this discussion can be summarized by the 
equations: - 
Wa - 
Ua -T (2.2) 
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As seen above the weighted pseudo ray sum and the 
unweighted pseudo ray sum data can be obtained from the physical 
dimensions of the image and the rays. Hence both W and U can 
be obtained for a real projection; what cannot be obtained, 
however, is the S and T. The real projection data give the 
real ray sums and hence only R can be obtained experimentally. 
By assuming that the image is finely digitized and smoothly 
varying, R and S and even T can be taken as approximately equal 
provided the widths of the rays in the projections are suitably 
chosen. Hence by replacing either S or T by Ra solution of 
the linear equations (2.1) and (2.2) can be obtained. A mathe- 
matical statement of the reconstruction problem becomes: 
(i) The unconstrained Reconstruction Problem (URP): 
Given an mxn 
2 
matrix P and an m-dimensional column vector 
R, find an "all such that 
Pa - (2.3) 
The URP ignores the fact that "a" represents adigitized 
image and hence ai can be taken as positive real numbers only. 
(ii) The Partially Constrained Reconstruction Problem (PRP): 
Given the above mentioned P matrix and column vector R, 
find an a such that 
Pa = 
an ai >0 ; for 1, <j<n 
2 
(iii) The Fully Constrained Reconstruction Problem WRP): 
Given the above P and R find an a such that 
Pa - 
and 0. <aýl ; for 1, <J. <. n 
All three reconstruction problems represent a set of linear 
equations. The difficulty in solving these equations lies in the 
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fact that P might be very large. Also if R is not sufficiently 
similar to S and Ta solution may not be found. 
2.3. Solution of the Reconstruction Problem 
Due to the large number of matrix elements usually involved, 
solution of the reconstruction problem is usually undertaken 
using ART. In such a case the normal matrix inversion technique 
becomes very cumbersome and practically unattractive when the 
computational requirements are assessed. In this study it is 
ART that has provided the means to solve the reconstruction 
problem and in particular what is called the direct additive 
method. A mathematical treatment is provided here for this method 
(17) 
Assume a matrix P of mxn 
2 
elements and an m component column 
vector Re let P i, j denote the (i, j)th element of P, and Ri 
denote 
the ith element of R ; then for 1. <ism, define 
2 
If P is the matrix defined in Section (2.2-1), then Ni is the 
number of small squares whose centres lie in the ith ray. 
In ART an estimate of a is obtained from one projection, then 
another projection is made at a different angle and the first 
estimate is adjusted using the data from the new projedtion. 
This iteration continues until the variation in a is minimal or 
a certain number of projections are obtained, e. g. according 
to the limitations imposed by a real time system. Fixing the 
number of projections without an attempt to test the reconstruction 
obtained to see if it is optimal or not means that this criterion 
is ignored. To test for optimality of the reconstruction and to 
allow for more projections to be obtained is a sound technique, 
the only problem is that only a fixed processing time is practically 
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desirable since it is not a good idea to allow a variable 
time allocation for this testing. Defining an estimate of 
density after q iterative steps a2; then i 
p (2.4) i, j 
In all versions of ART discussed so far 
a0 
q+l q R. -R q 
ajai+ pi 
fj Ni 
Where 
(2.5) 
M, if (q+l) is divisible by m 
The remainder of dividing (q+l) by m, otherwise. 
This definition of i means that in the steps of the 
algorithm the rows of P are used cyclically. The three versions 
q 
of the reconstruction problem differ in the way ai is obtained 
_q from a. 
In the unconstrained reconstruction problem 
q 
_q a. a, (2.7) 33 
In the partially constrained reconstruction problem 
_q 0, if a. <0 3 (2.8) 
q 
a. 3 
_q a. otherwise. 3 
In the fully constrained reconstruction problem 
_q 0, if a. <0 3 q 
_q _q a. ail if O; Ca 1 3 
1, otherwise 
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Although most of the reconstruction algorithms are 
dealing with data which are values of brightness where it is 
meaningless to speak about negative brightness, the URP is 
mainly used in the theoretical analysis since it is the easiest of 
the three-to analyse theoretically. The other two can be treated 
as special cases and solutions for them are obtained by imposing 
the boundary conditions for each. 
2.4. Application of ART on Ultrasonic Data 
The relationships of the previous sections can be applied 
to different systems using different types of energy trans- 
mission. This technique, called computer tomography, has already 
been applied in medical instrumentation using X-rays and ultra- 
sonic transmission. In the case of ultrasonic waves the density 
distribution of the object to be tested affects two measurable 
quantities namely the attenuation of the sound wave and its 
velocity. By taking projections in which the real projection 
data is either sound velocity or attenuation a reconstruction of 
the density distribution can be achieved and an image is then 
obtained by employing a suitable display technique. 
Define a matrix L of mxn 
2 
elements whose element L is 
the length of the centre of ray i enclosed in pixel j. Define 
F as the n 
2_ dimensional column vector whose F. entry is the 3 
value of the ultrasonic measured quantity in the jth pixel. 
The fact that the centre of the ray has to pass through the pixel 
for an element L. to exist, is in fact equivalent to the state- 1 ri 
ment of the unweighted pseudo ray sum where a pixel contributes 
to the ray sum only if its centre lies within the ray for whom 
the ray sum is to be calculated. As seen previously, by assuming 
the real projection data, Gil is equivalent to the unweighted 
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pseudo projection data the following relationship is true 
(3) 
: 
2 
n 
Gi =ZLi, j F1 (2.10) j=l 
Where i=1,2,.., m 
Fig. 2.1. Shows a typical arrangement for obtaining 
a projection and the value of L i, j 
from geometrical considera- 
tions. Equation (2.10) is a set of linear equations which can 
be solved for values of F which is the distribution of the 
measured quantity. From this distribution a density profile 
is obtained. Methods of analytical solution for large matrices, 
such as the one obtained in a typical imaging situation, are 
complex and time consuming. Using the iterative method of the 
previous section a faster and easier solution is achieved. 
The specific equations for applying this technique, to 
solutions of sets of linear equations where the measured quantity 
is either sound attenuation or sound velocity, are given below 
and are derived relative to the geometry shown in Fig. (2.1). 
Assume the attenuation can be calculated by the formula, 
Ij 
ý exp 10 
2 
n 
E 
j-1 
(2.11) 
Where 10 is the incident intensity, Ii is the received intensity 
and dj is the attenuation in the pixel j and L i'J is the length 
of ray i in pixel J. Define an-zacoustic parameter "D" which 
can be obtained from the following set of linear equations with 
some suitable reconstruction algorithm, 
In2 
Di= Ln IEdiL 
(2.12) 
0 j=1 
Where i=1,2,.., m 
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0.2 0.5 0.4 
0.1 0.3 0.6 
0.0 o. 3 0.5 
Fig. 2.1 (a) 
EXAMPLE OF A 3X3 DIGITIZED VERSION OF A PICTURE. 
rig. 2.1 (b) 
AN EXAMPLE OF A RAY ACROSS A 3X3 DIGITIZED 
VERSION OF A PICTURE. 
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The refractive index, or transit time profile, also 
gives an indication of the density distribution of the test 
object. Assume the propagation time for an acoustic ray i 
traversing a length L i, j of pixel j is T J* Then -the total time 
of propagation of the ray through the grid of Fig. 2.1 is 
222 
nnn 
T-ET r3 E1L1EniL i j=l i j=1 vji, j VF J=l i, j 
Where n 
VF 
is the acoustic index of refraction for pixel j. jVi 
In practice the difference in arrival time between a 
fluid filled fantom and that through the actual test object 
enables the establishment of some reference for the spread of the 
measured data. This is particularly useful when testing for 
inhomogene-Ities within a homogenous test object structure. In 
this case instead of a fluid fantom a homogeneous test object 
with no inhomogeneities is used instead of the test fantom. 
The equation becomes: 
mL v 
2 
n 
T 
F- 
T, E (1-n i)Li, j (2.14) 
F j=l 
Where VF is the sound velocity in the fluid. By taking 
(1-n i 
VF to be equal to Dj ; then 
(1-n. 
vF 
T 
F- Tjm 
Equation (2.14) becomes: 
2 
n 
TD=TFT! =IaiL 
j=l 
(2.15) 
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The procedure for obtaining solutions for di and i from 
equations (2.12) a'nd (2.15), respectively, requires the acquisition 
of as many measurements (i. e. independent equations) as there are 
unknowns. The way in which this is done is to make measurements 
of propagation time or intensity for as many rays through the test 
objects as possible, given the particular geometry. This is 
accomplished by rectilinearly scanning the test object at each of 
several angles of rotation (about an axis perpendicular to the 
sca4 plane) relative to the scanning transducers. 
qqq 
From equatio n (2.4), if Ri is equal to TD and is equal 
to aj, P i'j equal L i'j 
2 
n q. E $I L Di J-1 3 i, j (2.16) 
_q+l _q+l Using the expression for a and applying it to 0 
TTq 
_q+l qDiDi +LJ, j N 
Hence TqTD 
_q+l 
Di 
jai+Li, j Ni 
, 
The number of pixels in the path of the ray are related 
to the total length of the ray, hence 
TC1 T 
q q+l DD 
i+L i'j KZ 
Where K is a constant. By approximately taking KZ i as 
constant for all rays and calling it L 
TqT 
q q+l DiDi 
j i, j L (2.17) 
L,, j path length in pixel j, T and Tq vFDiDi 
is T. O. F. D. and iterated T. O. F. D. for ray i compared to water and 
L is the length of the path. This is the reconstruction equation 
used in this work. 
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CHAPTER 3 
COMPUTER SIMULATION 
General Approach 
The computer simulation was used to test the applicabil- 
ity of the reconstruction method to the problem in hand, 
namely the discrimination of inhomogeneities in the structure 
of a plastic cylinder enclosed in a steel casing. This is not 
a straight forward application of the aforementioned methods 
but a study of the effect, on the reconstruction, of the use 
of constrained projections that do not cover the entire cross- 
section. The best method to test for the feasibility of such 
an application is by the use of computer simulation techniques. 
A reconstruction data generating programme that simulates a 
real scanning data acquisition system allows the introduction 
of all the different parameters, or some of them and monitoring 
the reconstruction results obtained by a suitable reconstruction 
I 
programme. 
The fact that an incident ultrasonic beam, at a certain 
angle of incidence greater than the critical angle of the two 
media, is totally reflected means that each projection will only 
cover part of the cross-section studied (Fig. 3.1). For a unique 
reconstruction to result there must be, at least, a number of 
equations equal to the number of unknowns sought, which are the 
measured quantity values of each pixel. By varying the number 
of projections simulated in each simulation run the effect on 
the definition of the pseudo-inhomogeneities is studied. In each 
stage a control reconstruction is obtained which is later used to 
see the effect, on the reconstruction, of introduction of the 
various parameters. 
TEXT BOUND 
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In the simulation transit times are computed for hypo- 
thetical rays through the simulation model. 
struction techniques a delay time profile is 
an estimate of the density or more accuratel 
istic strIuctural distribution of the model. 
is displayed as a luminous image and as such 
nition of inhomogeneous structures. 
Using the recon- 
obtained which is 
y the character- 
This distribution 
allows the recog- 
The model used for simulation is a circular cross-section 
of a certain structural characteristic. Inhomogeneities of 
different structural characteristics are assumed to exist in 
the cross-section (Fig. 3.1). Sound velocities in each of the 
inhomogeneities and in the cross-section differ accordingly. 
Computations of transit times are thus made for this model 
and later a reconstruction of the cross-section is displayed. 
3ý2. Design of a Mathematical Model for the Simulation 
Since the simulation is of data acquisition by a scanning 
system, where a number of projections are obtained for the cross- 
section, it is sufficient to set a mathematical algorithm by 
which transit time of a scan line (ray) is calculated to give 
the ray sum mentioned in the previous chapter. 
The mathematical model of scanning a cylindrical object 
at a certain cross-section is obtained by mapping the cross- 
section by a grid of X/Y coordinates in a reference cartesian 
coordinate system. This mapping defines the location of the 
inhomogeneities such that when a non overlapping system of rays, 
a projection or scan, is hypothetically made to cover, the cross- 
section, the ray sums of the rays may be computed. 
The simulation model is defined as follows (Fig. 3.1): 
A cross-section of a cylindrical object is studied. The circular 
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cross-section is assumed to contain three inhomogeneities; a 
circle, a square and a triangle. These three inhomogeneities 
are each assumed to have structural characteristics different 
from those of the other two and from the characteristics of 
the homogeneous medium. Sound velocity through different media 
have different values dependent on the homogeneous structure 
of each medium. Transit times of scan lines are hence calcu- 
lated from areas with different sound velocities allocated to 
show differences in the structure. Each of these areas, in- 
homogeneities and homogeneous medium. are allocated relative 
sound velocities to facilitate the calculation of the times of 
flight. 
A number of scans or projections are taken for the cross- 
section. These scans are taken at different angles to the 
horizontal in an anti-clockwise direction. The projections 
are at angular positions equally spaced to cover 1800. In each 
projection a non-overlapping set of scan lines (rays) is assumed. 
The number of scan lines in each scan determinesthe possible 
resolution and are varied to simulate the practical situation 
where resolution is determined by the wavelength of the ultra- 
sonic beam used to scan the cross-section. The number of pro- 
jections or scans taken affect the smoothness of the reconstruc- 
tion and these are also varied to gauge this effect. 
The simulation programme was also used to see the effect 
of using some processing techniques on the quality of the output 
of the reconstruction programme. The data from the data generation 
programme was passed to an image reconstruction programme to 
enable an image to be displayed using this data. 
t 47 
3.3. The Simulation Programme 
The Data Generation Subroutines 
This is a data generation programme simulating data 
acquisition of a scanning system. The data acquired is transit 
time data of a hypothetical beam of sound travelling across a 
cross-section of a certain object. This cross-section of 
homogeneous material is assumed to contain certain inhomogeneous 
areas. The programme computes a location for a scan line and 
then determines if this scan line passes through a homogeneous 
or inhomogeneous area and the length of path in each. From 
these distances together with the sound velocities a transit 
time information is calculated for the scan line. A detailed 
description of the programme is presented here. Reference 
should be made to (Fig. 3.3) which shows the logical flow chart 
of the programme. 
An X/Y coordinate system is established. The position of 
the origin of this system is chosen to coincide with the centre 
of the cross-section of the model. Any other choice will com- 
plicate the translation of the coordinates of the successive 
projections to those of the reference coordinate system. The 
position of each of the inhomogeneities is defined, the circle 
by its centre and radius, the triangle by the positions of its 
vertices and the square by the positions of its corners. 
First Scan and Grid Definition 
Before the reconstruction can be embarked on, physical 
dimensions of the reconstruction area are to be defined. These 
dimensions are computed in the first scan and describes a square 
area. This area is mapped by an X/Y grid. The centre of the 
square is at the centre of the circular model. The grid is 
formed of horizontal lines parallel to the X-axis and vertical 
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Fig. 3.2 
49 
lines parallel to the Y-axis (Fig. 3.2). The distance between 
consecutive horizontal lines is one ray width and so is the 
distance between consecutive vertical lines. Points of inter- 
section of horizontal and vertical lines is at the centre of 
a picture element. Each picture element is a small square of 
one ray width side. The complete grid, therefore, defines the 
pixels by their centre coordinates so that a transit time 
computed for a particular ray can be associated with the pixels 
in its path, flow chart Fig. 3.3., programme listing Appendix 
Al. l. 
The horizontal lines of the grid are assumed to be at 
the centres of the rays of the first projection. This particu- 
lar projection, therefore, has each ray completely covering the 
pixels on its path. 
The transit time of each ray is calculated and is then 
compared to the transit time through an equal length of homa- 
geneous material. The differen ce between these two times is 
the time of flight difference (T. O. F. D. ) associated with each 
pixel in the path of the ray. The T. O. F. D. is calculated as 
follows: 
(T. O. F. through actual cross-section)-(transit 
T. O. F. D. time through 
homogeneous cross-section) (3.1) 
Number of pixels on ray path. 
Number of pixels in the path of the ray is proportional to 
the length of this path. Since the relative times of flights 
difference is the actual parameter which is proportional to 
the structure equation (3.1) becomes 
(T. O. F. through actual X-xection)-(T. o. r. through 
T. O. F. D. homogeneous X-section) (3.2) Length of path 
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The distance between the hypothetical transmitter and 
receiver is assumed to be fixed. The material outside the 
circular cross-section is assumed to be the same as the homo- 
geneous material within the cylinder. The effective length of 
path from the transmitter to the receiver is nominally the 
same for all scans. Equation (3.2) can be simplified to: 
T. O. F. D. - (T. O. F. through actual cross-section)-(T. O. F. 
through homogeneous cross-section) (3.3) 
These simplifications, although not rigorously accurate, 
were nevertheless important for the simulation programme to 
be feasible. Accurate expressions for T. O. F. D. according to 
A. R. T. are more complex and could have easily doubled the 
processing requirement. As it is this requirement was rather 
high and assumptions that caused savings, without harming the 
reconstruction process, were encouraged. 
Computing times of flight for a certain scan line required 
the calculation of the distances it travelled through the inhomo- 
geneities, if any, and through the homogeneous material. Using 
these distances and the relative sound velocities the time of 
flight is calculated. 
The reconstruction grid and the triangle and square are 
mapped by pixels, each pixel defined by its centre coordinates. 
The length of path of a ray through either inhomogeneity, square 
or triangle is calculated from the number of pixels, in either 
inhomogeneity map, intersected by the ray. The length of path is 
then equal to the width of pixel multiplied by their number. 
Distance of a ray across the circle is simpler to obtain. 
The two points which intersect the circumference of the circle 
are found and then the distance between them is calculated from 
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the mathematical relationships. The distance across the homo- 
geneous material is the rest of the path length. Using the 
different sound velocities the total time of flight is computed. 
This value is subtracted from that calculated for a homogeneous 
I 
path. This is the time of flight difference of the ray. 
The T. O. r. D. for each ray is stored in a certain memory 
array together with the centre coordinates of the pixels in 
the path of the ray. This arrangement will help the correct 
retrieval of this datum when it is needed for display or update 
after each new scan line which intersects the particular pixel 
position. 
The mathematical formula used to calculate the T. O. F. 
through each inhomogeneity, once the length of path through it 
is found from the above description, is as followss 
T. O. F. = 
Distance through the inhomogeneity (3.4) 
Sound velocity in the inhomogeneity 
The T. O. F. D. is then calculated from equation (3.3). 
3.3.1.2. Data Generation of Other Scans 
In scans other than the first, the data for each pixel 
is computed in much the same way as in the first scan. Each 
scan, however, is taken at a certain angle to the horizontal. 
The scan lines forming each scan ire at the same projection angle 
relative to the X-axis. Calculating transit times for such an 
oblique system is difficult, so instead of generating translated 
coordinates for each ray for points of a ray width apart along 
the ray, it is easier to translate the inhomogeneities coord- 
inates to a new system of coordinates tilted by the angle of 
projection to the reference system. When the T. O. F. D. 's of each 
ray are calculated by the method described in the last section, 
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these values can then be associated with the pixels in the ray 
path, flow chart Fig. 3.3., Appendix Al. l. 
The procedure adopted for both data generation, for the 
first scan and for later scans, is the same. By using the 
angle of the scan or projection to translate the coordinates 
of the inhomogeneities to an auxiliary coordinate system, the 
calculation of times of flight for each projection is made 
much easier. These times of flight are associated with a grid 
system at an angle equal to the angle of projection referred 
to the reference system of coordinates. This grid is pro- 
duced by the data generation programme. The coordinates of 
these pixels are then translated to the reference cartesian 
coordinate system. The T. O. F. D. is stored in the memory associ- 
ated with the centre coordinates of their pixels. The output 
of this programme is then fed together with the data from the 
first scan to the reconstruction programme. 
3.3.2. The Reconstruction Programme 
The reconstruction programme is a simple comparison 
programme. It establishes, from the centre coordinates of 
the pixels of the first scan and those of subsequent scans, 
which pixel is to be taken as coincident with which. The 
criterion of coincidence is that the centres of both pixels 
should lie within a maximum distance of half a: ray width apart. 
The results of the data generation programme for both the first 
scan and the subsequent scans are taken as input to this pro- 
gramme, flow chart Fig. 3.4. Appendix Al. Z. The reconstruction 
programme is an iteration process by which the T. O. F. D. values 
saved with the centre coordinates of the first scan grid-are re- 
peatedly updated by the values of the T. O. F. D. of subsequent scans 
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whose pixels coincide with the pixels of the first scan grid. 
This programme is invoked after each projection to update the 
so called first scan data file. By the end of the scanning 
process this data file holds all the T. O. F. information accumu- 
lated throughout the scanning. The result is what is called 
a delay time profile of the cross-section. 
The comparison and update process will be clearly illus- 
trated when the construction of the grid data files is explained. 
The data in the two files is arranged as one record of data 
for each pixel. In this record the centre coordinates are 
written together with the. T. O. F. D.. The first data file is read 
in by the computer and kept in its memory. Since the data files 
are rather large the other file is read in, one record at a time 
so as not to occupy too much core store in the memory. The 
X-coordinate value read in from the second data file record 
is then successively compared with the X-coordinates of the 
first scan grid. When an x-value near to the value in the record 
is found, within the prescribed tolerance, the associated 
y-coordinates are compared to the y-coordinate value in the 
record. If such a coordinate is found, the pixel defined by 
these X/Y coordinates is regardedas coincident with the pixel 
in the record. The T. O. F. D. in the record is then added to the 
T,. O. F. D. associated with coincident pixel in the first scan 
data file. The updated T. O. F. D. is then stored with the pixel 
of the first scan grid. 
These programmes are used assuming perfect projections 
mapping the complete cross-section. In the simulation-these 
programmes are used to produce scan data for a reconstruction 
which is later used as a control for other reconstructions 
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obtained from imperfect scans. other processing improvements 
are also incorporated in these programmes so that a better 
reconstruction can be obtained. These are dealt with in 
section (3.5). 
3.3.3. The Simulation Parameters 
The first parameter which was investigated in the simu- 
lation was the quality of the reconstructed picture with diff- 
erent resolutions. Although this effect. is fairly obvious, it 
was felt that it will help to Visualize the effect of bad reso- 
lution on the detectability of the type of inhomogeneities under 
investigation. The resolution of a scanning set up is a function 
of the -beamwjdtK.,,. '. of the ultrasonic beam which, in turn'is a 
function of frequency. Shorter wavelengths and hence higher 
resolutions are obtained at higher frequencies. The attenuation 
of ultrasound, however, also increases with frequency. A trade- 
off is therefore required to ensure reliable detection of the 
received signal at a reasonable resolution. The resolution of 
a certain set up is a square pixel of side of one wavelength. 
A practical computer tomography system will have to be content 
with reconstructions of limited resolution dependent on the 
tradeoff mentioned above. 
The first simulation run obtained reconstructions for 
a system of projections of rather low resolution. Although 
the resolution used in this first simulation run might be use- 
ful in a real time system, it was felt that the effect of the 
different parameters will not be shown clearly with such limited 
resolution. Each projection contained 20 scan lines. The pixel 
size was 6 mm x6 mm in a total picture area of 12 cm x 12 cm. 
The angle between the successive projections was 22.5 0 Results 
61 
of this first reconstruction are to be found with all the other 
results in chapter 6. 
The results of the first reconstruction showed the 
importance of a high resolution system. Although the photo- 
graphs obtained from the reconstruction showed a clear indication 
of the presence of the assumed inhomogeneities in the cross- 
section, the shapes were not accurately reproduced. The quality 
of the picture did not allow the easy assessment of any improve- 
ment or worsening of the obtained reconstructions. A high 
resolution system was then implemented. The number of scan 
lines was increased to 80 and the angle between successive 
projections was reduced to 50. The square pixel size became 
1.5 mm x 1.5 mm which is fairly small. The reconstructed image 
obtained from this system closely resembled the actual model 
and was therefore used as control for later tests implemented 
on the first model. These results are also described in chapter 6. 
The number of projections made at a50 angle separation was 
rather large. This number was then reduced and a larger angle 
Of 10 0 used. Comparison of the reconstruction obtained here 
with that obtained at asmaller angle of separation showed little 
difference, chapter 6 contains these results. 
This model helped to resolve the question of resolution 
but when the other parameters under investigation were tested on 
it, it failed to give a conclusive answer. This mainly concerned 
the question of restricted scans due to total reflection of the 
ultrasonic beam towards the edge of the field, or presence of 
a cavity in the cross-section. Testing of the effect of total 
reflection was applied on this model but with limited success, 
since all the inhomogeneities were rather far removed from the 
edge of the field to show the effect of constrained scanning. 
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Another testing model was then devised using the ex- 
perience gained in the various aspects of the simulation to 
improve on its functional qualities. In the original model 
the circular inhomogeneity lent itself more readily to the 
requirements of computer processing. The ease of testing 
for an intersection of the scan line with the circle and cal- 
culation of the length of these intersections encouraged the 
use of three circular inhomogeneities in the second model, 
(Fig. 3.5). A revised data generation programme was developed 
to study the remaining parameters. 
3.4. Second Data Generation Programme 
Xn this new programme the fundamental change intro- 
duced is that all the three inhomogeneities are now in the 
shape of circles for the reasons mentioned above. This means 
that in a solid model they are three cylinders. The recon- 
struction is of a section of this hypothetical nodel and hence 
it is enough to define the inhomogeneities as circles. These 
are defined by their centre doordinates and radii. All three 
circles are equal in size hence the radii are identical. One of 
the circles is assumed to touch the circumference, or wall, of 
the circular cross-section. Constrained projections of this 
model will certainly affect the reconstructed shape of this 
inhomogeneity most close to the circumference. Monitoring the 
reconstructed picture then gives an indication of the effect of 
total reflection. 
A control reconstructed picture was required for com- 
parison with later reconstructions to see the effect the 
different parameters introduced. This control picture was 
produced from perfect projections. These projections contained 
80 scan lines each and were separated by 10 0 from their immediate 
Fj 3.5 
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neighbours. Subsequent reconstructed pictures produced 
can be appraised with this control picture. The data genera- 
tion programme was found to operate more efficiently with the 
circular inhomogeneities and this resulted in improved through- 
put of the simulation programme. Flow chart (Fig. 3.6) shows 
the data generation programme and the actual programme is in 
Appendix A1.3. 
The next step was to constrain the projections a fixed 
distance from either edge of the field. Using the same pro- 
gramme shown on flow chart (Fig. 3.7) but acquiring data only 
from a constrained set of rays per projection. A reconstruc- 
tion is made by the reconstruction programme of flow chart 
(Fig. 3.4). 
In all the reconstructions obtained so far a lot of 
streaking covered the background of the reconstructed image. 
This was successfully blanked by turning down the brilliance 
of the display monitor, since the display used has a true grey 
scale capability. With a reconstruction of limited resolution 
the effect of streaking is less acceptable than it is in a high 
quality, high resolution reconstructed image such as those 
obtained using the excellent graphics display facilities-avail- 
able for general processing on the university computer. In 
real time applications where the budget is tighter, an altern- 
ative is required to combat the streaking effect since the 
display facility is less impressive. An extension of the simu- 
lation programme to accommodate processing improvements to 
combat the streaking effect and other improvements are under- 
taken. The next section is devoted to these improvements. 
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3.5. The Second Data Generation Programme with Processing 
Im2rovements 
This was the final programme with which the simulation 
process was concluded. The usual grid mapping is much the same 
as before and also is the translation of the coordinates of 
the centres of the three circles. The model was similar to 
the one outlined in the previous section. Differences existed 
in the data acquisition of the constrained scans and later 
processing. 
From eq. (3.3) it is apparent that T. O. F. D. of a scan 
line passing through homogeneous material only is zero. Scan 
lines passing through inhomogeneous as well as homogeneous 
materialhave a non zero T. O. F. D.. From this it is seen that a 
criterion can be established for homogeneous areas which is 
useful in marking these areas. If pixels in the path of scan 
lines of zero T. O. F. D. are marked as being of homogeneous 
structure, all the homogeneous areas can easily be identified. 
once a pixel is marked as homogeneous, its associated times 
of flight, from previous or later scans, are reset to zero. 
The black level of the grey scaledisplay is also allocated 
zero value and hence the homogeneous areas are shown as black 
areas. The streaking effect is overcome in this way, flow 
chart Fig. 3.7, Appendix A1.4. 
The data is, acquired in much the same way as before. 
When the programme has been tested for the existence of inhomo- 
geneities in the path of the ray and failed to find any, it used 
to. access the next ray and carry on with another sequence of 
tests for the next scan line. Now, when a scan line is found 
to pass through a purely homogeneous material, a special store 
linked to each of the pixels in its path is loaded by a specific 
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number which in effect acts as a label for that pixel. By 
this process the homogeneous areas are clearly marked by the 
different scan lines from all the projections. The T. O. F. D. 
stores of these pixels are also cleared to contain zero. This 
is important since the display programme utilises the values 
in these stores to draw the final picture. At first thought 
it might seem that clearing the time of flight store of a 
certain pixel is enough to mark that pixel as of homogeneous 
structure. This, however, is only true if the last ray path 
going through this pixel has a zero T. O. F. D., If at some 
stage of the data generation programme execution a zero T. O. F. D. 
is encountered and only the T. O. F. D. stores of the relevant 
pixels are cleared, with no markers kept, subsequent transit 
times will plot out this fact and the wanted effect is lost. 
The marking of zero T. O. F. D. areas meant that streaking 
of the background can be cleared out and reconstructions of 
very high definition obtained. As was the case of all previous 
programmes a first perfect run and reconstruction were made 
to furnish a control picture for later assessment of subsequent 
reconstructions. other reconstructions were made with a con- 
strained projection set. The definition of the 
reconstructed using the new processing technique 
although the brilliance within the inhomogeneity 
decreased progressively as the edge of the field 
This and other pictures are found in chapter 6. 
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their path. To display the data as it is meant ignoring the 
effect of these T. O. F. 's and this resulted in the reduced 
brilliance of the inhomogeneities which fall in the area of 
constrained scanning of any of the projections. 
To make the inhomogeneity uniformly bright counting scheme 
for the number of rays through any given pixel is used. In 
a completely mapped projection the number of rays per pixel 
should be equal to the number of projections for the pixels 
within the circular cross-section. By incrementing a store 
linked to the pixel each time an intersection of a ray with 
the pixel is registered, a count of the total number of rays 
intersecting the particular pixel is obtained. This number is 
then used to correct the value of the T. O. F. D. of a certain 
pixel by the following formula: 
T. O. F. D. - 
T. O. F. D. X NO. of Projections (3.5) 
c Total number of intersections 
Where T. O. F. D. is the corrected T. O. F. D.. A reconstruction 
obtained in this manner rectifies the effect of loss of 
brilliance in inhomogeneities near the edge of the field. 
The levels of grey available on the display system are 
used to best advantage by quantizing the T. O. F. D. to span-the 
maximum to minimum values of grey, namely black and white. 
Since the number of projections is a constant, it is possible 
by ingnoring that constant to obtain a data range that preserves 
the important relative values. The effect of ignoring the 
constant is a smaller absolute T. O. F. D. for all pixels but with 
the same relative values. Equation (3.5) can be rewritten to be: 
T. O. F. D. - 
T. O. F. D. (3.6) 
c Total number of interseCtions 
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3.6. Reconstruction Programme of the Modified Data 
The reconstruction programme for this new set of 
data is modified to make full use of the extra information 
obtained in the last data generation programme. The 
above mentioned markers are recognised by this programme 
as to indicate the homogeneous structure of the associ- 
ated pixels. The number of intersections of the scan 
lines with a certain pixel is also used to correct the 
T. O. F. D. value associated with the pixel. In all other 
aspects the programme is similar to the'programme of 
flow chart Fig. 3.4 The new Programme is shown in 
Fig. 3.8 , Appendix A1.5. 
After coincidence of two pixels is established, 
their associated marker stores are checked to see if either 
contained a homogeneity marker. This marker, if found, 
is preserved with the first scan grid. In this manner 
all the homogeneous pixels are progressively marked 
as more projections are made. The final reconstruction 
data is then present in the first*scan grid. 
The T. O. F. D. is divided by the number of intersect- 
ions to obtain the corrected T. O. F. D. - This will rectify 
the effect of constrained scanning as explained in the 
previous section. The resultant data file is then con- 
taining the reconstruction data which is now ready for 
display. 
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3.7. Display Programme 
The data file prepared by the reconstruction 
programme is searched to find the maximum time of flight. 
The T. O. F. D. of a certain pixel is then multiplied by 
the number of brightness levels and divided by the maximum 
T. O. F. D. to find the brightness level of the particular 
pixel, flow chart Fig. 3.9. Appendix Al-6. The formula 
used is: 
P T. O. F. D. x NO. of brightness levels 
C. S. T. O. F. D. 
max 
Where P 
G. S. 
is pixel brightness level. 
A grey scale image is produced from this data file. 
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CHAPTER 
HARDWARE DESIGN 
4.1. General Description 
In this chapter the real time scanning system is 
considered. The configuration adopted to implement the scanning 
system was a simple one; by fitting two transducers to a U-shaped 
bracket a rigidly fixed arrangement is obtained; this was then 
fixed to a manipulator in one of the two carriages which are 
fitted to the top of a water tank, Fig. 4.1. The motion of these 
manipulators is possible in all directions so that a certain 
alignment can be obtained. 
The actual test piece is a cylinder of steel with a 
plastic bottom, which was originally envisaged as the homogeneous 
material. The high level of attenuation in the plastic, however, 
ruled that out and hence the plastic bottom was used to support 
the inhomogeneities which were siliconerubber cylinders and the 
whole test piece was immersed in water which acted as the homogen- 
eous medium, the cylinder was fixed to the other manipulator, ' 
fitted to the top of the water tank, by a collar. Both the 
scanner and theýtest piece are easily aligned by the adjustment 
of the manipulators to obtain an optimum setting. 
After setting the scanning system, such that the transmitted 
beam is in an azimuth plane and the walls of the cylinder are 
vertical, the testing system is ready. Two movements are allowed, 
a forward and reverse movement of the scanner assembly and rotat- 
ional movement of the manipulator holding the test piece. These 
two movements can be made manually using the handles fitted to 
the controls; there is also a facility to use electric motors 
to drive the mechanisms. The use of an electrical controi system 
was necessitated by the number of steps involved in the scanning 
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process. A microcomputer was used to handle'the data acquisition 
and processing to enhance the experimental procedure and the same 
microcomputer system was used to control the scanning process 
by supplying the control signals to the electronic drive units. 
Once the electrical control system was adopted, the actual 
data measurement process was the next part to be realized. A 
counter/timer together with the circuitry to condition the output 
of the ultrasonic equipment was used to measure the time of 
flight (T. O. F. ) data. This data is then read into the microcom- 
puter memory using a suitable interface. The data was suitably 
processed before it was finally displayed as a reconstructed 
image, 
in the following sections the different hardware components 
used in the scanning system are described, Where applicable each 
part is split into a hardware part, described in this chapter, 
and a software part, described in chapter 5. 
4.2. The Ultrasonic System 
It is important to describe the ultrasonic system which 
is used to drive the transmit transducers of the scanner and 
which receives the output signal of the receiver. This system 
consists of the transmitter and receiver circuitry and the 
probes or transducer system. A brief description is given 
here of this system together with its specifications and the 
operating conditions 
The ultrasonic transmitter/receiver is an Ultrasonoscope Mk. 4. 
This instrument can be operated in the single, or double probe 
mode. In the first mode the probe acts as the transmitter and 
then the receiver sequentially. The receive amplifier is hence, 
directly coupled to the transmitter output# this is a pulse of 
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many hundreds of volts (800 V) and as such will damage a 
normal amplifier especially when it is designed to work with 
low voltages which is the case here. A protected receiver 
amplifier is, therefore, used in the ultrasonoscope and is 
designed to withstand the transmit shock. In the double probe 
mode two separate probes are used, one as a transmitter and 
the other as a receiver. Choice of the Ultrasonoscope was 
mainly because of the availability of the probes needed to 
operate at a suitable frequency range for this application. 
The Ultrasonoscope has a set of probes covering various 
frequency ranges. Each of the probes has a centre frequency 
with a frequency spread in which the performance of the probe 
is at a peak. Although it is possible to use a probe with a 
range adjacent to its working range, it is always better to 
use the correct probes for the frequency range. 
The frequency chosen for this application is 2.5 MHz 
which was found to give satisfactory performance on the system 
used. The level of received signal over the width ofthe scan 
did not fall below a signal to noise ratio of 2. This ensdred 
reliable triggering of the counter/timer. 
4.3. Signal ConditioningUnit 
The transmitter and receiver probes mounted on the 
scanner bracket were connected to a commercial flaw detector 
namely the Ultrasonoscope described in section 4.2. Output 
signal from the flaw detector is then received by a narrow band, 
high gain amplifier. The trigger pulse of the transmit signal, 
also available from the Ultrasonoscope, is fed to the trigger input 
of an electronic gate. The amplified signal is then applied 
to the signal input of this gate. Delay of the gate is adjusted 
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until the first arrival received signal is allowed through 
and all the earlier irrelevant signals are suppressed. The 
trigger pulse which is modified to conform with the correct 
TTL levels is then applied, together with the signal from 
the output of the gate, to the inputs of the counter/timer. 
A trigger pulse starts the count and a received pulse stops 
it. The number in the counter, to the nearest microsecond, 
represents the actual propagation time of an ultrasonic pulse 
from transmitter to receiver. These transit times are a function 
of the properties of the materials in the path of the ultrasonic 
beam, variations in this time are used to reconstruct the 
structure variations. 
The trigger applied to the gate circuit is derived from 
the actual transmit trigger of the Ultrasonoscope. Fig. 4-2. 
The voltage excursions of the trigger pulse are not acceptable 
to the logic circuitry. By a suitable arrangement the voltage 
level of the trigger is limited, rectified and shaped to yield 
a TTL pulse of the correct levels (see Appendix A2.1). 
The gate circuit itself is an analogue switch which is 
triggered by an arrangement of monostable multivibrators. Both 
the gate delay and its duration are controlled to enable the 
exact selection of the time interval in which the signal is 
to be fed through. To accomplish these requirements two mono- 
stables are used. The first monostable determines the delay of 
the gate and the other its duration, (See Appendix A2.2). 
This first monostable is triggered by the modified transmiý- 
pulse trigger and hence all timing is in relation to this trigger'; 
a timing diagram is shown in Fig. 4.2. and the complete circuit 
diagram is shown in Appendix A2.2. 
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The output signal from the Ultrasonoscope contained 
both the received signal and pick up of the transmitted 
signal. This output signal is of low amplitude and since the 
level of the received signal varied at different points in 
the scan a suitable amplification is needed to ensure that the 
received signal level does not fall below the timer's trigger lev- 
el. A high gain amplifier was used to provide the amplification 
of the signal after it was passed through a narrow band pass 
filter. The amplified signal is applied to the gate input and 
the gate period is adjusted until the first through trans- 
mission signal is allowed through. This is important since 
other modes of transmission exist like the lamb waves propagating 
in the steel casing. Depending on the scanner location these 
waves can arrive faster than the through transmitted waves 
because of the different sound velocities of the modes. In 
addition to these early arrival modes the break through of the 
transmit signal itself has to be gated out. A schematic diagram 
of the signal conditioning unit is shown in Fig. 4.3. 
The gate timing is with respect to the transmit pulse 
trigger which is explained previously in this section, Fig. 4.2. 
and the same trigger signal is'used as a start count signal 
to the counter/timer. The counter used is a microprocessor 
controlled type with an in-built oven to dtabilise the operating 
temperature and hence the high stability performance of the 
timer clock on which all the timing reliability hinges. Functions 
available on the counter are also accessible from a back connector 
which made the counter suitable for data processing appli. cations 
using other instrumentation modules from the same family or, 
as in this case, a connection is obtained from this connector 
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and routed to a computer. The display of the counter is ob- 
tained in the form of binary coded decimal (BCD) from four 
contacts on the connector. These digits are displayed se- 
quentially, the most significant digit first and then the 
less significant digit down to the least significant. Each 
digit is true for a certain time interval. Display of the 
count starts when a display enable signal, 'called time slot 
signal, is at logic one. Each digit is then displayed for 
a fixed time duration and then the next until all digits are 
displayed. By sensing the level of the time slot signal and 
then accessing the value of each digit in the correct time 
the front panel display can be read digitally from the back 
by a microcomputer, to achieve this a suitable programme was 
used so that the different timing considerations are met. 
This programme is described in detail in the software design 
chapter, Chapter 5 
The time of flight measurement obtained using this setup 
is adequately accurate to obtain reconstructions, the measure- 
ment is accurate to the nearest microsecond. More accurate 
timing is difficult to obtain since the receive'd signal suffers 
from amplitude fluctuations dependent on the angle of incidence 
of the transmit beam and the actual attenuation of the signal 
while passing through the test object. This change of amplitude 
shows as a change in time of flight since the trigger level is 
reached in different times dependent on the rise time of the 
waveform. If the received signal is amplified to saturation 
the rise time effect can be ninimised, noise level in certain 
parts of the scan is such that unreliable triggering results. 
A tradeoff has to be struck and some variation'in the time 
measurement has to be tolerated. 
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Different schemes can be used to improve the overall 
performance of the timing process, such as finger printing 
a perfect specimen of the same dimensions and construction as 
the test piece. The T. O. F. D. is found by subtracting the 
T. O. F. of the test piece from the T. O. F. of the perfect 
specimen corresponding to it. The fluctuations due to the 
angle of incidence are nulled in this way for they are roughly 
the same since the scan path is similar in both. Averaging 
the reading through a large number of measurements also improves 
the accuracy. This facility is already available in the com- 
puterised counter timer. 
4.4. Stepper Motor Control System 
The scanning rig described above has two movements 
a longitudinal forward/reverse movement of the transducer 
assembly to produce the rectilinear scan and a rotary movement 
to rotate the test piece through a certain angle each time a 
new scan is to be made. Using the two manipulator carriages 
available on the water tank it was possible to use the manual 
controls to obtain the*transit time data. This would have 
been a very lengthy business and a single scan would have 
taken a few hours of tedious work each time. Mechanising the 
scanning process was the more practical approach. What was 
required was an accurate mechanical system which would move 
the carriage of the manipulator holding the scanner assembly 
a fixed distance each time a scan line is to be made. The 
other manipulator is to be rotated by a fixed angle each time 
a. complete scan is finished and a new one is to be made. 
A pair of stepper motors is used as the electrical 
drive to the mechanical system. Each motor is used together 
with an electronic control card called a digicard. The digicard 
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controls the motion of the stepper motor in a selectable 
manner. output of the digicard to the motor coils is either 
400 pulses or 200 pulses per revolution(19). According to the 
manufacturers, to obtain a higher torque output it is better 
to use the 400 pulses per revolution option; synchroni'sm is 
maintained with higher loads in this case. The minimum angle 
the motor moves is by 1/400th of a revolution with one pulse. 
This motion is transmitted by a toothed belt to prevent 
slippage and the belt drives a gearbox which reduces the motion 
8: 1, thus reducing the load on the motor. The motor available 
was rather small and the load of the carriage on it was rather 
high thus the pulley ratio had to be changed until the motor 
was able to drive the carriage. The motor driving the manipu- 
lator holding the test piece was not under the same stress 
since the manipulator was rotated about its axis and did not 
present a high mechanical load. 
The actual stepper motor motion control is by the number 
of pulses applied to the motor coils by the digicard. An 
accurate control system involved a counting of the number of 
pulses the motor has received, and hence the number of unit 
steps made, and a'feedback to the control circuitry once a 
predetermined number of pulses have been counted. A schematic 
diagram of the control system is shown in Fig. 4.4. The actual 
control of the stepper motors concerning the initiation of 
the pulses, counting the number of pulses applied to the motor 
. and then inhibiting the pulses once a predetermined number 
is 
reached is handled by the microcomputer through a control 
programme (see Chapter 5). 
The control signals applied to the'digicard to achieve 
the motor's controlled motion are produced as logic levels 
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from the output port of the microcomputer, these signals are 
as follows: 
(i) A slow motor control input where the pulse genera- 
tor within the digicard is enabled at its slow setting by 
applying a low logic level at this input. The pulse genera- 
tor has two settings, a slow and a fast setting. By enabling 
the slow setting the frequency of the pulses is produced at 
the lower rate. The main advantage when using the slow con- 
trol is that the motor, though moving at a slow speed, can 
tackle a heavier load. 
(ii) A fast motor control input where a low logic level 
applied to this input will enable the pulse generator at its 
fast setting. At this setting the motor travels much faster 
than with the slow control input but at a proportionately lower 
torque. Both the fast and slow controls are inhibited by apply- 
ing a high logic level to the respective input. 
(iii) A'direction control input where a low logic level 
applied to this input will select one direction of motion and 
a high logic level will select the reverse direction. 
There is one output from the digicard. This output is 
the pulse generator output. The pulse generator output is the 
trigger that fires the pulses that actually drive the stepper 
motor. By counting the number of trigger pulses one can calculate 
the number-of revolutions the motor has made. This information 
is used to accurately control the motion of the motor. 
The microcomputer interface to the electronic drive unit 
I 
is a simple one. The output of the drive unit, the step pulses, 
are 0-15 V logic levels. These are not compatible with the TTL 
(transistor transistor logic) logic levels which are the, logic 
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levels the microcomputer accepts. By using a level limiter 
to feed an open collector (o. c. ) gate as an interface and 
pulling the output up to the 5V rail by a suitable resistor, 
conversion of the 0-15 V levels to TTL compatible levels is 
achieved. The control signals which the drive unit accepts 
are o. c. inputs which are committed within the control unit 
to the appropriate levels. o. c. Gates are, therefore, used 
to interface the microcomputer output port to the drive unit. 
The gates are driven by TTL logic levels from the microcomputer 
side and by limited CMOS levels from the electronic drive unit 
side, Fig. 4.4. 
It is important that the logic levels on the control 
unit are such that when the system is turned on the motors 
will not run away since this may cause damage. Since the 
inhibit is on the high logic level the power up of the system 
is carefully arranged to produce high levels on the control 
inputs. Safe operation is hence guaranteed. 
The control signals to operate the scanner are software 
controlled. The number of revolutions a stepper motor is allow- 
ed to make are calculated from the step width of the scanner. To 
monitor whether the motor has made the correct number of revolu- 
tions a count of the drive pulses is carried out. These are 
related to the part of the revolution each step pulse produces 
and hence an accurate control can be exercised on the motion. 
When the correct revolutions are produced the control input is 
inhibited by a high logic level. A complete number of scan 
steps is made before the direction of travel is reversed and 
the scanner driven back to the starting position for a new scan. 
This accurate method of controlling the motor's motion 
allows the predetermined step length to be produced precisely. 
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If a square pulse of fixed duration is applied to the SlowV Fast 
control inputa- certaiji- rotation [5 produced- . The accuracy of this 
method, however, is less than the above mentioned method. 
The pulses produced are within il pulse from the total required. 
The second motor is used to rotate the test piece. This motion 
was accomplished to a satisfactory accuracy using this coarse 
control method. The actual control programmes are described 
in detail in chapter 5. 
The available output port of the computer is eight bits 
wide. Four of these are committed to the transit time input 
from the counter/timer as binary coded decimal (BCD) digits. 
The other four bits are shared between the two motor controls. 
Three of these bits are dedicated to completely control the 
direction and movement of the linear scan motor. The remaining 
bit is used to control the movement of the second motor where 
the direction is fixed and less accurate motion control is 
tolerated. The second motor is used to rotate the test piece 
10 0 each time a new scan is to be made; its direction of motion 
is fixed and is selected by tying the direction input to the 
appropriate logic level. 
The same method of accurate motion control, used with the 
first motor, can be applied to the second motor. The available 
interface port bits can be multiplexed to enable the complete 
control of both motors functions and the input of time of 
flight data. In the present system the accuracy obtained from 
the simple control method was found to be quite satisfactory 
and further improvements were deemed unnecessary. 
The complete scanning system worked using the different 
control programmes in a fixed sequence. At the beginning of 
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each scan a return of the carriage holding the scanner to a 
start position is invoked. When this is achieved the test piece 
0 is rotated through 10 The scanner is then stepped forward, 
one step at a time, to accomplish the scanning process until 
a predetermined number of steps has been achieved. A repeat 
of this procedure is executed for each scan until the test piece 
has been rotated through 180 0 which signals the end of the 
scanning process. 
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CHAPTER 5 
SOFTWARE DESIGN 
In this chapter a detailed description of the microcom- 
puter programmes, used to reconstruct the cross-section of the 
test object, is offered. These can be brought under two main 
sections; a data acquisition and scanner control programme; 
and a reconstruction and display programme. Each of these 
sections has a few subroutines, by calling each of these a 
specialised function can be performed. 
The data acquisition and scanner control programmes are 
by far the more complex of the programmes. The basic scanner C, 
functions are implemented by this programme and then the re- 
lated data acquisition functions are performed. Each of the 
scanner functions were implemented as a subroutinef to reduce the 
complexity of the programmes. This modular approach of defining 
the separate functions required from a computer programme is a 
standard programming technique. By dividing the programme 
into self contained sub-programmes, called subroutines, the most, 
complex problems can be tackled without overwhelming the pro- 
grammer. Different subroutines were developed, some to control 
the scanning process and others to handle the data acquisition 
and processing. These subroutines were linked by a monitor pro- 
gramme which determined the logical sequence in which the diff- 
erent functions are handled. When this monitor programme was 
accomplished the resultant scan data was further processed to 
obtain a reconstructed image of the cross-section. 
The scanner, which is controlled by a stepper motor, has 
control subroutines which determine the ray width, equal to 
the beam width, and the angular rotation between the scans. 
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Arithmatic programmes were also developed such as multiplication 
and division subroutines. Other subroutines were also developed, 
some to perform the data acquisition and others to determine 
which pixels of the current grid coincides with which pixels 
of the first scan grid. The times of flight of coincident 
pixels are added and then associated with the pixel on the first 
scan grid. 
The programmes used in this application were written in 
the assembly language of the MOS Technology 6502 microprocessor. 
The choice of processor was not a question of what is suitable 
but rather of what is available. The performance of the proc- 
essor is comparable to most eight bit process. ors. Using the 
assembly, or machine language in preference to available high 
level languages, such as basic, had a beneficial effect on the 
performance of the system. Higher through-put was achieved 
at the cost of increasing the complexity of the programming 
effort. 
5.1. The Monitor Programme 
The scanning process has to ensure that all scans (projections) 
start from the same scan position. This is achieved by a sub- 
routine that returns the scanner to a fixed position called the 
start position of the scan. The scanner is situated at the same 
end of scan position to start with so that the requirement of 
returning the scanner after each projection is the same all 
through even for the first scan. This is useful since all the 
projections can then use the same programme. 
The monitor starts by returning the scanner back the length 
of the scan to the start position. The total travel distance 
forward is equal to the return distance so all the scan steps 
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are at the same position. This is achieved by feeding the 
same total number of pulses to the motor in its forward travel 
as has been fed to the same motor in its return travel. No 
variation in the step position occurred in this way. 
When the motor came to rest at the start position of the 
scan the scanning process could start. The subroutine that 
controlled the return of the scanner fed continuous pulses to 
the motor and this produced continuous motion of the scanner 
back to the start position. In the case of the scanning movement 
it was an intermittent type of motion. Each time a scan line is 
to be made the motor is pulsed to move a short distance forward 
(equal one ray width) and then the time of flight data acquisi- 
tion and processing for the pixels on the path of the current 
ray was handled. For each step position a ray is defined by 
the pixel centres X/Y coordinates in its path each one ray 
width apart from the next. These pixel centres are calculated 
from the scan angle and the current X-position together with 
the Y-positions one ray width apart along the same line which 
is along the same X-position. These positions are translated 
to a reference cartesian coordinate system. The mathematical 
relationships for the translation are as follows: 
Y' - YcosO+Xsin0 
X' = Xcos6-YsinG 
(5.1) 
Where X/Y are the coordinates in a cartesian coordinate system 
at an angle e to the reference coordinate system, the angle 0 
is the projection angle which is referred to the X-reference 
direction. The X-position is updated each time a new step is 
made, the Y-positions are defined in the same way for all the 
rays. The values XI/Y' are relative to the reference coordinate 
system which is defined by the first scan. 
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The data acquistion programme has to cater for two 
requirements, the first is of course to obtain the T. O. F. data 
and the second is to store this data in such a way that it 
can be used in the reconstruction. T. O. F. data is saved together 
with its pixel coordinates for this purpose. These pixels should 
lie within half a ray width from the centre of the ray. Appar- 
ently, since the first scan made is taken to define the grid 
which maps the eventual reconstruction area. time of flight data 
in this first scan is taken to relate directly to the pixels 
in the ray path since these pixels are completely covered by 
the ray. The proximity criteria are not needed to find these 
pixels since their centre coordinates are directly calculated 
from equation (5.2) and these are taken to define the reference 
grid: 
x of =xIy 
of =y 
Yi+l I-- Y, +6 
(5.2) 
Where x" and y" are reference coordinates and x and y are actual 
coordinates of the scan, 6 is the ray width yi and y, +, are 
two Y-coordinates one ray width apart. 
With the other scans the pixel coordinates calculated 
from equation (5.2) are then related to the reference grid by 
equation (5.1). The values X'&Y' are then compared to the 
centre of pixel coordinate values calculated for the first scan 
grid. When two pixel centres are found to be within half a 
ray width from one another they are assumed to overlap. The 
T. O. F. data of the new scan is added to the T. O. F. values associ- 
ated with the first scan grid. 
When all the current scan pixel centres along the scan 
line are compared with their counterparts in the first scan grid 
and the T. O. F. saved with the first scan pixels coincide with 
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the pixels in the ray path, a new scan line can be made. 
The scanner is stepped forward by invoking the motor control 
subroutine and a new X-position is computed accordingly. 
Another sequence of tests are then executed and the transit 
time data saved with the correct pixels. This is repeated 
until all the scan data is collected. 
on completion of the scan the scanner has travelled 
forward the full length of the scan. The scanner is then 
returned to the start position by the subroutine previously 
mentioned. The scan angle is then changed by the second 
motor control subroutine and the scanning procedure is 
repeated until a complete set of scans is achieved. These 
0 are the scans that describe a 180 angle around the test 
object. Monitoring this scan angle supplies an indication 
of completed scanning. 
rrom the above discussion it is seen that most of the 
functions required by the monitor programme can each be 
achieved by using a specialised subroutine to do a specific 
function. The monitor, therefore, becomes the linking pro- 
gramme for the different subroutines. Apart from calling these 
subroutines the monitor programme has to process the results 
of these subroutines so that logical decisions are taken 
according to these results, e. g., saving the T. O. F. date when 
the coincident reference pixel is found. Before processing 
the results the monitor has also to load the subroutine 
parameters prior to a subroutine call, e. g., in multiplication. 
A flow chart of the monitor programme is shown in Fig. 5.1. 
and an assembly listing is presented in Appendix A3.1. 
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The subroutines called from the monitor programme 
are : 
1. Scanner return motor control subroutine. 
2. Test object rotate subroutine. 
3. Scanner step subroutine. 
4. Multiplication subroutine. 
5. First scan data acquisition subroutine. 
6. Comparison subroutine. 
7. other scan data acquisition subroutine. 
These subroutines are described in detail in the following 
sections. 
5.1.1. Return Scanner Motor Control Subroutine 
The control of the stepper motor drive unit is 
accomplished by interfacing the unit to a microcomputer 
input/output port so that the control inputs can be con- 
trolled by software. These inputs are described in detail in 
Section 4.4 and two of these are used, the slow motion control 
input and the direction control input. The control unit has 
one output which allows the precise monitoring of t. he number 
of drive pulses applied to the motor and hence the distance 
the motor has travelled. rlow chart Fig. 5.2 shows the sub- 
routine logical flow, see Appendix A3.2 for the programme 
listing. 
The return scanner programme must control the movement 
of the scanner such that all scans start at exactly the 
same point. This is achieved by driving the motor backward 
the same distance it has travelled forward during the scanning. 
Care must be exercised, however, when changing the control 
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signals to affect the motion reversal. The stepper motor 
will stall if the direction change signal and the motion 
control signal are applied at the same time. A delay of 
250 microseconds must be allowed between the direction 
control signal and the motion control signal if reliable 
operation is to be obtained. 
In all the subsequent subroutines and indeed in all 
programmes the procedure of obtaining time delays by soft- 
ware is the same. The procedure is as follows: A fixed 
small time delay is directly obtained by using the execution 
time of a sequence of instructions. Each instruction of the 
processor's instruction set has an execution time of a few 
periods of the system clock. This clock is accurately con- 
trolled to give precise timing. if a rather long time delay 
is required a repetition of the above timing sequence can be 
used. These are repeated a fixed number of times determined 
by the contents of a counter, which is either a register 
or any memory location. When the contents of this counter 
are equal to a certain chosen value, e. g. zero, the required 
time delay has elapsed. The normal processing of the sub- 
sequent instruction is then resumed. In future when a time 
delay is mentioned then this procedure will be the one used 
in its realisation.. 
The reverse mode logic level is set on the direction in- 
put of the drive unit. A time delay of 250 microseconds is 
interposed before the motion control input is set to run. 
Two counters are the set, the first contains the number of 
pulses per step. Repeated testing of the pulse output is 
carried out until a pulse occurs. The duration of each pulse 
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is 50 Usecs. and the time between pulses is 200 usecs. 
Testing for the next pulse occurrence should only be done 
after at least 50 usecs. have elapsed since the last successful 
test. This is achieved by using a time delay before a new 
test can be executed after the occurrence of a pulse has been 
confirmed, thus repeated testing of the same pulse is avoided. 
The counter of the pulses is decremented when a successful 
test is executed until the counter is empty. When the number 
of pulses per step is complete, which is the condition sig- 
nified by the empty counter, the step counter is decremented 
and the pulse counter is reloaded by the number of pulses per 
step once more. The above mentioned sequence of testing 
is repeated until all the steps are finished which is indi- 
cated by an empty steps counter. The motor is stopped and the 
direction control mode is reversed to forward. A return to 
main programme instruction is executed so the rest of the 
monitor can be attended to. 
Rotate Specimen Subroutine 
The test object is fitted to the manipulator of 
the second carkiage. This manipulator is driven by the sec- 
ond stepper motor to provide angular rotations of the test 
object. In the theoretical treatment of the reconstruction 
problem the scanner was assumed to rotate to take successive 
projections but practically it was found more convenient to 
rotate the test piece rather than the scanner assembly. These 
rotations, however, were of opposite sense to the rotations 
assumed by the scanner assembly in the simulation. 
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Accurate control of the stepper motion can be achieved 
by monitoring the number of pulses fed to the motor coils. 
Each pulse causes a predetermined accurate rotation 
(Section 4.4). The number of pulses counted help to 
calculate the number of revolutions executed by the motor 
(Section 5.1.1). The accurate control facilitated by this 
technique is not really needed here. The total rotation of the 
object for a complete scanning procedure is 1800 in steps 
of 10 0 each, needing 18 steps in all. This low number of 
steps means that a small error produced in the rotation is 
not allowed to accumulate such that it becomes significant. 
This lax constraint on accuracy means that a simpler motor 
control can be used. 
The control programme of the second motor is simpler 
than that described for the first rectilinear scan motor 
(Section 5.1.1). By producing a fixed duration square pulse 
on the output port of the microcomputer driving the slow drive 
input of the motor's drive unit (Section 4.4), a fixed 
rotation is produced. Rotations of the test object produced 
in this way were sufficiently accurate; see Flow Chart 
Fig. 5.3, Appendix A3.3. 
The working registers used in the subroutine are saved 
at the start of each subroutine to enable the resumption of 
the main programme without loss of vital data. This is im- 
portant if the main programme is to produce consistent and 
useful processing. The square pulse used to drive the motor 
drive unit is then generated. This is effected by switching 
the output port pin to the appropriate logic level and then 
computing a delay time by the procedure described in Section 
ROTATE SUBROUTINE 
rig. 5.3 
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5.1.1. When the delay time has elapsed the motor is stopped 
by reversing the logic level on the output pin. 
The contents of the working registers are restored and 
a return to the main programme instruction is executed to 
surrender control to the monitor programme. 
5.1.3. Step Scanner Subroutine 
This subroutine starts by saving the index registers 
of the processor. These registers are used as memory pointers 
in the main programme to handle the data storage. The sub- 
routine provides accurate control of the rectilinear scanner. 
in this it is very similar to the return scanner subroutine 
(Section 5.1.1. ) except it provides only one step at a time. 
Each time a subroutine call from the main programme is exe- 
cuted, one step is made. The transit time datum is obtained 
and saved with the pixels in the path of the ray. When all 
these pixel transit time data values are adjusted another scan 
line can be made by stepping the scanner. When all the scan 
lines are finished, the scanner carriage has travelled for- 
ward a distance equal to the distance it has travelled under 
the control of the return scanner subroutine in the reverse 
direction, see Flow Chart Fig. 5.4 Appendix A3.4. 
A counter, which is either a register or a memory locat- 
ion, is loaded with the number of pulses per step. This is the 
same number of pulses used in the return scanner subroutine. 
The timing of these pulses is shown in Fig, 4.5. which helps 
to understand the control requirements. The motor direction 
control is set to forward and the run/stop control set to run 
by applying the appropriate logic levels to the motor drive 
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. unit interface. The pulses generated by the drive unit are 
then counted. To get an accurate count it is ensured that 
no one pulse is tested more than once, which can easily happen 
due to the difference in the repetition rate of the pulses 
and the processor's ability to verify their existence. To 
explain this further, since the width of the pulse mark is 
So v secs the processor can verify its existence about ten 
times during that period, which to the processor will mean 
ten pulses. EVen if other processing functions are executed, 
after each occurrence, which results in fewer pulse tests 
during the same period it is still important to incorporate 
a timing control feature that ensures that only one occurrence 
is verified with each pulse. This is achieved by using a de- 
lay after each occurrence to stop further verifications during 
that time. When each test is accomplished the number in the 
pulse counter is decremented and tested to see if it is zero 
yet. An empty pulse counter means that one step is completed 
by the scanner. If the counter is not empty, a further test 
is carried out till the right number of pulses is achieved. 
When the counter is empty, the run/stop control logic is re- 
'versed 
to stop the motor. 
The working registers are restored to their values at 
entry to the subroutine. A return to the main programme instr- 
uction is then executed. 
, . 
5.1.4.14ultiplication Subroutine 
The flow chart Fig. 5.5. shows a multiplication sub- 
(20) 
routine using what is popularly known as Booth's algorithm 
This algorithm allows the multiplication of complementary 
binary numbers without the need for a special arrangement for 
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the sign of the number (assembly listing Appendix A3.5). 
Multiplication is a process in which values of the 
multiplicand are added cumulatively a number of times deter- 
mined by the value of the multiplier. In binary numbers a 
shift of the number one place to the left is effectively a 
multiplication by 2 and conversely a shift one place to the 
right is a division by 2. In this algorithm the multiplier is 
shifted from the right to the left so that the least significant 
bit (L. S. B. ) flows into what is defined as a test bit. The 
transition of values from the L. S. B. into the test bit deter- 
mines a sequence of decisions as shown in the flow chart. 
The programme commences by saving the working registers 
and then clearing the memory locations in which the result is 
to-be stored. Values of the numbers that, can be multiplied 
together are limited to two bytes. The most significant bit 
M. S. B. ) is reserved as a sign bit which makes the range of 
ei ther the multiplier or the multiplicand ± (2 
Is- 
1). Both are 
real numbers, although a binary point (similar to a decimal 
point) can be used to multiply fractions as well by increasing 
the sophistication of the programme. Since the number is sixteen 
bits long, the number of transitions of the multiplier to the 
right is limited to sixteen. The number of transitions is saved 
in a counter, called an index register, and this is decremented 
when each transition and its logical sequence are executed. When 
the counter is empty the subroutine is accomplished and a re- 
turn instruction is executed. 
Since both multiplier and multiplicand are 16-bits wide, 
the result has a 32-bit store. The normal saving of working 
registers at the start of the subroutine and then restoring them 
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to their entrant values at the end is also applied here. 
A return to main programme is executed at the end of the 
subroutine. 
5.1.5. First Scan Data Acquisition Subroutine 
This subroutine deals with the data acquisition from 
the first scan. The difference in the processing of the 
first scan data and data from subsequent scans is that the 
first scan data replaces any data in the memory store allo- 
cated, whereas the data from other scans is only added to 
the contents of these memory locations (flow chart Fig. 5.6. 
Appendix A3.6. ). 
The subroutine has to ensure that the current position 
of the scanner is going to produce valid data; i. e. the value 
in the timer is the actual time of flight across the specimen. 
This is not always the case since total reflection of the 
transmitted beam means that the value in the timer is not the 
T. O. F. of a transmitted beam through the specimen and to the 
receiver. The position of the scanner is, therefore, moni- 
tored and two regions of total reflection are defined. By 
checking the position of the scanner against the total re- 
flection regions*the times of flight readings obtained while 
the scanner is in the totoal reflection zone are ignored. 
All other times of flight obtained are saved together with 
the x/y coordinate values of the pixel centres in the path of 
their respective ray. 
The subroutine starts by comparing the x-value of the 
scanner position with the x-values of the total reflection 
zones, see flow chart Fig. 5.6. The result of this check de- 
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executed or not. If not a sequence of instructions clearing 
the T. O. F. D. store is executed. If the scanner is not in a 
total reflection zone an exact timing sequence is, required to 
obtain the digits representing the T. O. F. number at their 
correct occurrence times. 
The timing requirements of the data acquisition are 
best understood by studying the output of the counter/timer. 
The number in the front display of the timer is accessible 
from a back connector in the instrument. This connector dis- 
plays the digits as Binary Coded Decimal (B. C. D. ) output in 
a serial manner. The time period in which the whole displayed 
number is serially output from the back contacts is called a 
time slot. This time slot information is also available from 
the back connector. The signal used to synchronise the data 
acquisition process from the timer to the computer is the time 
slot signal. 
After verification of the current scanner position the 
programme proceeds with the actual data acquisition. The time 
slot signal is used to interrupt the computer by connecting it 
to the interrupt input and the interrupt enable flag is cleared 
so that the next interrupt signal occurrence can be registered. 
A test of the interrupt flag is then executed repeatedly until 
the flag is set. The number display is underway now in a 
serial by digit manner and each digit is displayed and remains 
true for 300 V secs. The microcomputer input/output port has 
built in timers, one of these is used to time 300 V secs in a 
free run mode, i. e. when the current 300 V secs are timed out 
another 300 V secs starts and this continues until the timer 
is stopped. Display of the digits starts with the most signifi- 
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cant digit (M. S. D. ) to the least significant digit (L. S. D. ). 
The value of the T. O. F. and the range of the timer chosen 
determines the actual position of the M. S. D. of the number. 
Leading zeros of the display are ignored and only the relevant 
digits are accepted. The digits received from the counter/ 
timer are packed two to a byte since each B. C. D. digit is 
four bits wide. 
The di'gits of the number are either stored in the left 
or right ni. bble of the byte according to its order. A digit 
counter is loaded by the number of digits to be acquired before 
the actual digits are transferred to the computer and a test 
is executed to see if a digit is destined to the left or 
right nib-ble of the current memory store. This test is execut- 
ed by checking the digit order from the contents of a counter 
called the digit counter. When the current digit is saved 
the digit counter is decremented and if necessary the memory 
pointer is updated, this is done once after saving two consecu- 
tive digits. If all the digits are not stored the time out 
flag of the internal timer is tested awaiting the occurrence 
of the next digit. This is repeated until all, the digits are 
acquired which is indicated by a zero value in the digit counter. 
The acquired T. O. F. is then compared to the value through 
a homogeneous specimen. The difference between these two 
values is the T. O. F. D. If this difference is a positive num- 
ber it is then saved with the x/y position information. A 
memory location is also reserved for the number of intersect- 
ions of scan lines from different projections with the current 
pixel. In the first scan if there is no intersection with the 
current pixel or if the pixel lies in a total reflection zone 
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this memory location is cleared otherwise it is loaded with 
"one" to indicate that an intersection has occurred. If 
the difference between the T. O. F. through the test object is 
equal to that through a perfect test object the pixel. is 
marked as homogeneous area so that further T. O. F. D. 's are 
not added to its T. O. F. D. store. In this way points of 
homogeneous construction are marked out and are protected from 
subsequent overwriting from the succeeding scans times of 
flight difference data. This technique helps to produce a 
reconstruction in which the homogeneous areas are of a uniform 
brightness level, e. g. black, see Appendix A3.6(b). 
When each T. O. F. digit is acquired, all the associated 
processing must be finished in less than 300 V-secs so that 
no over run of one digit period occurs or the data input 
synchronization is lost with unreliable data acquisition re- 
sulting. 
This subroutine is called whenever'the T. O. F. D. is to 
be saved with a pixel in the path of the scan line. 
5.1.6. Comparator Subroutine 
This subroutine is invoked in the scans succeeding the 
first scan. The first scan defined an x/y grid system which 
is the reconstruction area and the intersections on the grid 
define the picture elements (pixels) centres on it. What 
the subroutine hopes to achieve is to find the pixel centres 
from the different scans that lie within a certain pixel of 
the reconstruction grid. The different scans describe sim- 
ilar x/y grid systems defined by the positions of the rays 
and by the intersecting orthogonal lines one ray width apart. 
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Each scan grid is situated at an angle to the earlier scan 
equal to the angle of projection difference which is fixed 
for all the projections. 
The grid systems defined as above are each making a 
certain angle to. the first, or reference, grid. To relate 
the centre coordinates of the pixels of any projection these 
x/y coordinates are translated to the reference system. 
Each centre coodinates are compared to all the coordinates of 
the reconstruction grid, the x-values are first compared and 
then the y-values if an x-value is near to the x-value of 
the projection underway. If an x/y centre coordinate value 
is found to be coincident with a pixel centre coordinate 
from the reconstruction grid the subroutine is successful, 
otherwise it has failed and both conditions are indicated by 
a flag (Fig. 5.7, Appendix A3.7). 
A pointer is set to the top of the data block containing 
the reconstruction data which is the coordinates T. O. F. D. # 
markers and number of intersections-values. The centre coordin- 
ates of the pixel to be tested for proximity with a pixel of 
the reference grid are saved in known memory locations. The 
memory pointer is incremented to point at successive x-values 
in the reference grid, each of these values is compared to the 
x-value to be tested and if the'difference from any reference 
x-value is less than or equal to a tolerance distance, the 
two x-values are taken to coincide and further search of 
x-values is stopped. The y-values associated with the coinci- 
dent reference x-value are then compared with the y-value of 
the non reference pixel. If a near y-value is found the two 
pixels are assumed to overlap. All the data is searched before 
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failure is registered but if the search is successful the 
testing is stopped. A flag is used to indicate the success 
or the failure and this is appropriately set before a return 
instruction is executed to return the control to the monitor 
programme, 
Dependent on the result of this subroutine the T. O. F. D. 
datum of the current ray is added to the value already with 
the coincident pixel or another pixel along this ray is com- 
puted and then compared to the pixels of the reconstruction 
grid. Only the coincident pixels add their T. O. F. D. to the 
reconstruction grid while the others are ignored since they 
do not lie on the reconstruction area. 
5.1.7. Non-Reference Scan Data Acquisition Subroutine 
Most of this subroutine is similar to the first scan 
data acquisition subroutine. The differences are easily 
seen by looking at the flow charts rig. 5.8 and rig. S. G. 
Assembly listing of this subroutine can be seen on Appendix 
A3.8. 
The timing requirements are the same since this concerns 
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acquisition of digits from the same counter/timer. Each digit 
is saved in a temporary store. This is because if the current 
T. O. F. D. datum is directly stored in the T. O. F. D. store it 
will overwrite the value obtained from earlier scans. After 
the condition of the zero T. O. F. D. is tested, both by testing 
the marker associated with T. O. F. D. store and the actual T. O. r. D. 
value of the current scan line, the current T. O. F. D. is added 
to the T. O. F. D. store, or if a zero T. O. F. D. condition is dis- 
ýovered this store is cleared and a marker is saved in the 
marker store which is a memory location associated with the 
I 
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T. O. F. D. store. 
This subroutine is called only if the comparison 
subroutine was successful in finding two coincident pixels 
one from the reconstruction grid and the other from the 
current grid lying in the path of the current scan line. 
Addition of the T. O. F. D. of the current scan line to pixels 
in its path continues until all scans are accomplished. 
Each new addition to a certain pixel position is also indi- 
cated by incrementing an intersection counter. This is a 
counter which holds the number of scan lines through the 
pixel from the different scans. 
When all the scans are completed, the data obtained 
is kept in records, each record is as follows; x/y coordin- 
ates of pixel centre, T. O. F. D. value, number of scan lines 
through the pixel and the marker memory location. In an 
ideal scanning set up where the complete cross section is 
scanned, the number of scan lines through the pixel is fixed 
and equal to the number of scans. To find the true times of 
the whole cross-section the following formula can be used: 
T. O. F. D. of the pixel x total no. of scans 
Number of scan lines actually thro' the pixel. 
Since the total number of scans is fixed the T. O. F. D. relative 
values are not affected by ignoring it, hence: 
T. O. F. D. of the pixel 
No. of scan lines passing throl the pixel 
will yield the T. O. F. D. adjusted values of the cross-section. 
Finding the T. O. F. profile is achieved by other pro- 
grammes which process the data prior to display such as the 
maximum value acquisition and T. O. F. values normalisation 
subroutine in section 
I- 
i 5.2. Image Reconstruction and Display 
When all the times of flight data are collected from 
the different scans a reconstructed image based on this 
data can be obtained. Pixels towards the Centre of the 
cross-section have times of flight associated with them 
resultant from scan lines from all the scans. Because of 
the effect of, total reflection towards the edges of the field 
the peripheral pixels have associated with them, times of 
flight which are the result of intersecting scan lines from 
some of the scans. If the effect of total reflection is to 
be minimised a correction factor has to be applied. Using the 
formula of the last section, equation (5.1), the relative mag- 
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nitudes are adjusted to the correct levels. This does not mean 
that the effect of total reflection is completely nulled but 
rather minimised. The orientation of the inhomogeneities 
will still make a difference in magnitude between the real 
time of flight, if all the cross-section could be scanned, 
and those calculated from incomplete scans. 
Two programmes and as many subroutines are described 
here, the programmes are a reconstruction programme that takes 
as input the data produced from the scanning monitor programme 
and produces as output a delay time profile of the cross-section 
with adjusted T. o. r. D. values and a programme that handles the 
display of the reconstruction data. This data is quantized 
into levels of brightness before handing it over to the graphics 
subroutine which allocates the correct graphic symbol to the 
pixel to be displayed. The other subroutine is a decimal 
division subroutine used in the quantization and general data 
processing of the two programmes. 
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5.2.1. T. O. F. D. Normalisation and Maximum Value Acquisition 
Programme 
The data obtained from-the monitor programme is records 
of the pixel position information, its T. O. F. D., the number 
of scan lines intersecting the pixel and the pixel marker. 
By taking the T. O. F. D. 'and dividing it by the number of scan 
lines the delay times obtained assume a relation very close 
to that which would have been obtained if the scans contained 
a complete set of scan lines across the cross-section. 
The programme starts by clearing the memory locations 
used to save the maximum T. O. F. D. value. The memory pointer 
is set to point at the beginning of the data block. The 
memory pointer is incremented to skip over the position 
data and to point at the time of flight datum. The time of 
flight datum is moved to the dividend store and the pointer is 
incremented to point at the number of intersecting scan lines 
store, this number is moved to the divisor store. The deci- 
mal division subroutine is invoked and the division result 
is stored in the T. O. F. D. store. The number of intersecting 
scan lines store is then loaded with the number "one" so 
that the data can be reprocessed by this programme to yield 
the same T. O. F. D. values. This is because the programme is 
also used to obtain the maximum T. o. r. D. value which is import- 
ant for the quantization process with the display programmej 
hence each time the data is to be displayed this maximum must 
be obtained. 
The maximum value is initially zero, when the first 
T. O. F. D. is accessed a comparison to the maximum value store 
is made. if this value is greater than the maximum value, the 
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current T. O. F. D. becomes the maximum time of flight differ- 
ence, if it is less the maximum value is not altered. The 
memory pointer is then incremented to point at the next set 
of data, of the next pixel. A test of the value of the pointer 
is then executed to ascertain that the pointer is not at the 
bottom of the data block yet, if it is, the programme is 
terminated, otherwise the data for the new pixel is processed 
in the same manner described above. This continues until all 
the data is processed. The maximum value is at the reserved 
memory locations by the end of this programme. The resultant 
data of this programme contain the complete reconstruction 
information. What is left is to put this data as levels of 
brightness suitable for the display on the available display 
hardware, flow chart Fig. 5.9., assembly listing Appendix 
A3.9, show details of above mentioned programme. 
5.2.2. Image Data Preparation Programme 
This programme transfers the T. O. F. D. values into 
brightness levels. These levels can then be displayed by a 
true grey scale display as a grey scale image. Since the 
display of the microcomputer system does not have a grey scale 
capability, some of the available symbols were used in such a 
way as to simulate a grey scale effect. This is done by 
choosing symbols which are of different shading to simulate 
the brightness variation. Three such symbols were used and 
the space character which is of black level. Each of these 
symbols covered one pixel and these are white lines, white 
dots and chequer pattern and the aforementioned black 
level, four levels in all, see flow chart (Fig. 5.10), 
assembly listing (Appendix A3.10. ). 
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The maximum level of brightness chosen is sixteen. 
Each T. O. F. D. value is multiplied by sixteen and then divid- 
ed by the maximum T. O. F. D. value found by the programme of 
the previous section. The result is then handled by the 
display subroutine. This subroutine has a table of values 
corresponding to the symbols of the display and the right 
symbol is thus displayed in the current pixel position. 
Successive values of T. O. F. D. are treated in this manner to 
yield the image. When the image is completed i. e. all data 
displayed, the programme is terminated. 
5.2.3. Decimal Division Subroutine 
This is a simple and rather primitive subroutine, it 
is not suitable for general processing applications but is 
restricted to this specialised usage. The algorithm used is 
to successively subtract the divisor from the dividend and 
keep count of these subtractions. The division is terminated 
when a negative remainder is obtained, flow chart Fig. 5.11 
assembly listing Appendix A3.11 . 
Other better algorithms exist for division but since 
these usually work on complementary binary numbers, another 
subroutine would have been needed to'change the decimal 
numbers to binary numbers. Any improvement in the processing 
time obtained by the division subroutine is hence wiped out 
by the numbers transfer subroutine. Another point to make 
is the actual size of the numbers involved which is quite 
small so that the subroutine used was quite fast if not faster 
than a better subroutine of overall higher performance over 
the whole numbers range. 
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5.2.4. Display subroutine 
The graphic display of the microcomputer system which 
is used here is called a memory driven display. The video 
display unit (VDU) screen is mapped by a memory block whose 
data bus is connected to a character generator read only 
memory (ROM) in addition to the data bus of the computer. 
The address of this memory block is handled both by the nor- 
mal microcomputer address decoding circuitry and by an addit- 
ional display address circuitry. Control of the pooled mem- 
ory block is transferred from display to microcomputer by 
a hand shaking arrangement to stop contention for memory by 
the two address controllers. 
The screen display is manipulated by the computer by 
writing in the memory block the sequence of characters that 
are to be displayed. Each character has its ASCII (American 
Standard Code for Information Interchange) code which is 
fed to the character generator data input. The character is 
displayed on the screen in the exact location mapped by the 
memory location on which the character symbol is stored. 
To produce a display, therefore, the graphic symbols are 
stored in the memory and the display circuitry will handle 
all the other hardware functions. 
The display subroutine is a microcomputer programme that 
takes in the values of brightness from the-reconstruction 
data block, convert these values to graphic symbols chosen 
from the character generator's graphic set to simulate a grey 
scale effect. These symbols are each allocated a range of 
brightness values and by successive testing the right symbol 
is allocated to each pixel position, see flow chart Fig. 5.12 
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assembly listing Appendix A3.12 . 
The programme uses two pointers to the memory, the first 
is the one that keeps track of the current pixel location in 
the display memory. Display of the brightness levels must be 
made in the correct physical screen position. Each linearly 
adjacent sequence of pixels is displayed in one line, a new 
line is started for the next sequence and so on. 
Since the memory pointers may be used in other parts of 
the main programme the first action is to obtain the brightness 
level and then to save the me mory pointer contents in the stack. 
A test of the display pointer is then executed to see if the 
current sequence being displayed on the current display line 
is finished, so that a new line may be started for the next 
sequence if it is. The number of pixels of each line of the 
display is greater than the actual number of pixels in the 
reconstruction map, hence the extra pixels are split, half on 
either side of the reconstruction line. Each line starts 
and finishes by displaying blank characters in the extra pixel 
positions so a nicely central display results. If the display 
area is to be highlighted the extra pixels may be made to 
display some chosen symbol. 
The brightness levels are compared to preselected levels 
and if they fall within a certain range they will be dis- 
played as a, certain symbol that represents such a range. 
There are four such ranges and hence four symbols. When 
the current pixel has been displayed the display memory 
pointer is incremented and saved. The data memory pointer 
is restored and a return to main programme is initiated. 
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CHAPTER G 
RESULTS 
The results are split into two parts; the first part 
deals with reconstructions from simulated. time of flight 
data and the second part deals with results of real time im- 
plementation of the technique. Each of these two sections 
is preceded by a description of either the model for simulated 
data or the test object in the case of the real time system. 
Different test conditions are specified where applicable for 
each result obtained. 
6.1. Simulation Results 
The simulation results are split into two sections; 
the first section deals with results obtained using the first 
simulation model and the second section deals with those obtained 
using the second simulation model. 
6.1.1. Results of the rirst Simulation Model 
This model is described in detail in section (3.2). 
Three inhomogeneities are modelled mathematically to lie within 
a circular cross-section. These inhomogeneities are a circle, 
a square and a triangle. They were chosen of differing shapes 
to assess the definition of each shape in the reconstruction, 
see Fig. 3.1. 
A rough scanning scheme was first simulated. A large 
angle between successive projections is used with a few rays 
per projection. These were 20 rays per projection and each 
0 projection was separated from the others by 22.5 . The whole 
reconstruction area was thus mapped by 20x2O pixels. This was 
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a rather low resolution reconstruction and its result is shown 
in Fig. 6.1. 
The image obtained from this rough scanning simulation 
showed the existence of the inhomogeneities in the cross-section. 
It was not expected to produce the exact shape of each inhomo- 
geneity since the resolution was very crude. In a real time 
system low resolution reconstruction is imposed upon the system 
by the fact that only relatively low frequency ultrasound can 
pass through the test object, because the attenuation of ultra- 
ound increases with the increase of frequency. At the same time 
he beam width decreases and, hence, resolution is sacrificed 
to obtain reliable reception of the ultrasonic beam. In these 
practical situations an indication of the existence and approx- 
imate size of the inhomogeneity is more important than shape. 
The image obtained from this low resolution simulation 
served to show the type of results to be expected from a prac- 
tical system. To test the effect on performance of various 
parameters it was felt an improvement in the resolution was 
necessary. An even background to the image required an optimum 
number of projections and a high resolution required a large 
number of rays per projection. Hence, the number of rays per 
projection was increased to 80 and the angle between successive 
0 projections was decreased to only 5. A reconstruction was 
obtained and is shown in Fig. 6.2. and an improved definition 
of the inhomogeneities is seen. The streaking of the background 
was more even and was successfully blanked off by turning down 
the brilliance control of the display which helped the definit- 
ion further. This feature, however, can only be found in a 
true grey scale display. 
ISO 
The processing time of the simulation was drastically 
increased by the increased number of projections and the higher 
number of pixels to be treated. It was desirable to reduce 
this time if the performance is not terribly impaired. This 
was achieved by reducing the number of projections by increas- 
ing the angle between successive projections to 10 0. A recon- 
struction was obtained and it showed a slightly worse back- 
ground streaking but it was felt the time saved was worth the 
lower performance. The reconstruction is shown in Fig. 6.3. 
When the question of resolution and general performance 
was settled the other parameters of the reconstruction system 
were then tested. These are the effects of the no go areas 
in the cross-section such as the total reflection zones and 
similar zones such as a cavity. The effect of either of these 
is to block the scanning in a certain part or parts of the cross- 
section and this is easily simulated by using projections where 
some rays are omitted such as the rays towards the edges of the 
field in the total reflection case. A reconstruction of these 
constrained projections where each projection missed a few rays 
from either edge of the field, to simulate the total reflection 
zones, is shown in Fig. 6.4. All the inhomogeneities in this 
model were rather far from the periphery of the cross-section 
and hence it was no surprise that the reconstructed image was 
much similar in quality to the previous ones. At that stage 
it was felt that another model was required to illustrate the 
effect of total reflection. 
6.1.2. Second Simulation model and Results. 
In this new model the emphasis was on the testing of the 
total reflection effect on simulated inhomogeneities. These 
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were three cylindrical shapes so that their cross-sections 
were circles. This choice of similar inhomogeneities is 
useful since the effect of total reflection on the peripheral 
inhomogeneity can be easily seen by comparison with the other 
twot see rig. 3.5 for the reconstruction model. 
A reconstruction using this simulation model was then 
carried out for constrained scans, Fig. 6.5 shows photographs 
of this reconstruction. The peripheral inhomogeneity has 
progressively lost its brightness as it approached more and 
more towards the edge. To get rid of the background speckles 
the brilliance was turned down and the effect of this was that 
part of this homogeneity was lost with the background speckles 
since its reduced brightness was of the same level as some of 
the speckles. 
It was felt that a processing improvement is needed to 
combat this effect. Areas where no inhonogeneities existed 
were marked so that the inhomogeneities were well defined 
since all the homogeneous, marked, areas were allocated the 
same brightness level. The marking is carried out by assuming 
that T. O. F. 's of a certain value are obtained from transmission 
through a homogeneous area. This is an assumption based on the 
practical condition that all the inhomogeneities has s. ound 
velocities either greater or less than the sound velocity 
through the homogeneous medium hence enabling the definition 
of the medium from its sound velocity or time of flight, see 
rig. o. 6 for this improved reconstruction. 
Since the marking only blanked off the background speckles, 
the brightness level in the peripheral inhomogeneity was still 
uneven. The final improvement applied to the simulation programme 
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was to try and even out this variation in the manner described 
in Section 3.5 and the reconstruction of this final simulation 
is shown in Fig. 6.7. 
6.2. Results of the Real Time System 
On conclusion of the computer simulation it was felt 
that applying its results to a real time system would help to 
illustrate the practical difficulties encountered in implement- 
ing such a system. A test rig was constructed using existing 
testing and processing hardware (a microcomputer) together 
with interface circuitry designed specially for this project, 
see Chapter 4. The microcomputer controlled the scanning 
process using the software developed for this purpose, see 
Chapter S. 
The inhomogeneities used were cast silicon rubber cylin- 
ders 25.4 mm in diameter. Support of the inhomogeneities is 
on a plastic sheet fitted inside the steel casing. The inhomo- 
geneities are bolted to the sheet so that they remain fixed, 
see Fig. 4.1. Diameter of the steel casing is 258 mm. 
Reconstructions were made of projections using a scan 
step (ray width) of 1 cm determined from the approximate width 
of the ultrasonic beam. The area of the pixel used, therefore, 
is 1 cm 
2 
which makes the resolution rather crude. This low 
resolution together with the limitations of the scanning system 
affected the quality of the obtained image. 
Reconstruction is first made of the test object with a 
single inhomogeneity. Different starting positions are chosen 
to ensure the reliable detection of the inhomogeneity each time, 
see rig. 6.8. The image obtained is rather poor compared to 
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earlier images obtained from the simulation but improvements 
are possible and ways of achieving this are discussed in the 
conclusions. 
Two inhomogeneities were then included in the test object. 
A reconstruction from the scanning produced for the cross- 
section is shown in Fig. 6.9. The amount of attenuation of 
the ultrasonic beam produced by two inhomogeneities in the 
path of the beam is about th*e maximum the system can withstand 
before the data acquisition becomes unreliable, increasing the 
number of inhomogeneities for this reason would have served 
no useful purpose. 
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CONCLUSIONS 
The overall performance of the system proposed to solve 
the problem of incomplete projections, due to the total I 
re- 
flection of ultrasound or the existence of a sound obstruction 
, -, 
in the path, was felt to be satisfactory for a practical test- 
ing system. The system was not, however, meant to be a com- 
plete exercise in designing a test system but rather a feasi- 
bility study, as such it has fulfilled its objectives. The 
main conclusion reached in this study is that the effect of 
constrained projections on the reconstructed cross-sections 
can be successfully circumvented by using the appropriate 
, number of projections 
for each test situation and the relevant 
,, 
processing techniques described in Chapters 3 and 5. Possible 
improvements of the test system are included here to ensure 
that the awareness of certian practical shortcomings is not 
lost to future researchers. 
Since the system performance is to a large part dependent 
on the accurate measurement of the tine of flight, improvements 
in this process will reflect well on t'he performance. The T. o. r. 
, measurement is influenced by the rise time of the received signal 
which is affected by the amplitude. If the amplitude of the 
,, received signal can be kept approximately constant, variations 
., 
in the time measurement can he minimised. One has to guard against 
increasing the level of the noise to the extent where erroneous 
, ýtrigqering of the counter takes place. 
The amount of time used in the actual scanning process is 
considerable compared to the processing time, since the mechanical 
-, movement of 
the scanner assembly produced vibrations which meant 
that an allowance should be made for the settling of the transdu- 
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cers before a measurement can be taken. The accurate positioning 
of the scanner is very critical for the reconstruction to behave 
satisfactorily. 
Using the marking technique for homogeneous areas, while, 
very useful for improving the definition of the inhomogenities 
may in certain cases be misleading. if the width of an inhomogen- 
eity at a certain orientation is very small compared to the beam 
width, the time of flight obtained may be comparable to that 
through the homogeneous medium. Furthermore if two types of 
inhomogeneity exist in the path of the ultrasonic beam and one 
of them has a higher and the other, a lower sound velocity 
than that of the homogeneous medium, then it is possible that 
the slowing down of the beam in one is compensated by its faster 
travel in the other. The resulting T. O. F. D. may be a value 
equal to that through the homogeneous medium. it is safer toý 
make more than one reconstruction with the starting position 
staggered and if the two. reconstructions are not identical another 
one should be carried out without the marking technique. 
_ 
Future work may involve generalising this technique of 
reconstruction using constrained projections to the general case 
where the existence of cavities in the path of the beam hampers 
the scanning process. Using the trigger and overflow of the 
timer, times of flight are registered only for these scan-lines 
where a correct measurement process. was made. ThisItechnique is 
readily applicable but will involve additional processing and 
0: 1 
will generally require a more powerful computer system to make 
it. s realisation efficient in terms of processing time. 
The scanning system may also., be improved by using arrays 
since this will improve the scanning speed and realibility due 
165 
to the absence of the moving scanner. The processing and con- 
trol load on the microcomputer will be reduced since the stepper 
motor driving the scanner assembly will not be needed together 
with its control programme. 
If future needs show that fixed grey scale levels corres- 
ponding to T. O. F. values are desirable for different cross- 
sections of the same object this'can easily be incorporated in 
the display processing programme to produce images related to 
the same grey scale. 
The quality of the displayed image in the real time system 
is open to all sorts of further improvements. Using a true 
grey scale display will improve the definition of the detected 
inhomogeneities and if a colour display is used different 
sound velocity regions within the cross-section can readily be 
identified. In the present work the goals of the work did not 
warrant the sort of expenditure such an exercise would require 
but when a prototype is involved such a display system will 
have to be used if the full potential of the technique is to 
be realised. 
The frequency of ultrasound chosen for this test object 
(see Fig. 4.1. ) is 2.5 MHz. Since the transmission is through 
water for the most part a good received signal is ensured. 
When testing large objects of highly attenuating media then 
a lower frequency has to be used to obtain reliable transmission. 
Lowering the frequency of ultrasound worsens the resolution 
of the reconstructed images and the usefulness of such systems 
is dependent on the particular application. 
1G6 
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APPENDIX 1 
A. 1 
LISTING OF SINAF6 15: 31 05 AUG 82 
INTEGER PiQ 
DIMENSION Xl(81)vYI(Sl)vXT(15)gYT(29)iTCW2(81)i 
1XI: 4)vY(4)vTV2(81)iXSQ(15)vYSQ(15)vXS02(l5vl5)9 
IYS02(15915)sTW2(81)gXT2(15iA'. 9)vYT2(15929)iTCW1(81)9 
1TIMI(81), )TIM2(81)iTTRW2(81)iTTRV2(8l)9V2(8l)9W2(81)9 
1DELTSQ(2)vADSTRV(2)vADSTRW(2)vTP2(8lt8l)gTP3(81981)9 
lY22(8li8l)vX22(81v81) 
DOUBLE PRECISION TPlvALPHAsTHETA 
REAL MOH9MOHliPSIiPSIl 
C READ THE SCAN ROTATION ANGLE 
READ(19*)THETAI 
THETA=THETAI*22.0/(180.0*7.0) 
C DETERMINE THE CIRCLE CENTER COORDINATES THESE WILL LATER BE 
C USED TO FIND THE LENGTH OF EACH SCAN THRO' THE CIRCLE 
Y(I)=-1.2 
X(I)=1.05 
Y(3)=2.45 
X(3)=0.00 
Y(2)=Y(I)*CDS(THETA)-X(1)*SIN(THETA) 
X(2)=Y(I)*SIN(THETA)+X(I)*COS(THETA) 
Y(4)=Y(3)*COS(THETA)-X(3)*SIN(THETA) 
X(4)=Y(3)*SIN(THETA)+X(3)*SIN(THETA) 
N=O 
D=0.075 
C CALCULATE THE GRID COORDINATES WITH THE APPROPRIATE SPACING 
C BETWEEN THE SCAN LINES. 
DO 100 I=1941 
XI(I)=(N-40)*D 
YI(I)=Xl(I) 
100 N=N+l 
N=O 
DO 200 J=42v8l 
N=N+l 
XI(J)=N*D 
200 YI(J)=Xl(J) 
C MAKE A LOOK UP TABLE FOR THE SQUARE TO HELP CALCULATE 
C TIMES OF FLIGHT THROUGH IT. 
XSQ(1)=-2.0 
YSQ(1)=-0.4 
DO 1003 P=ltl5 
DO 1003 0=1915 
XSQ(P)=XSQ(1)+(P-I)*0.075 
YSQ(Q)=YSQ(1)+(Q-I)*0.075 
1003 CONTINUE 
C CONVERT LOOKUP TABLE VALUES TO THE CURRENT SCAN GRID SYSTEM 
DO 10145 P=lvl5 
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DO 10145 D=lvl5 
YSQA '5(pto)=YSQ(Q)*COS(THETA)-XSQ(P)*SIN(THETA) 
XS02(P, Q)=YSQ(Q)*SIN(THETA)+XSQ(P)*CDS(THETA) 
10145 CONTINUE 
C LOOK FOR POINTS IN THE CCLE PERIPHERY. FIND LENGTH OF PATH 
C IN THE CCLE CALCULATE TIME OF TRAVEL FOR EACH PATH - 
C CALCULATE TIMES ACROSS THE SQUARE AND THE TRIANGLE AS WELL 
C AND ADD THE RELEVANT TIMES FOR EACH SCAN 
DELTX=0.55+0.0375 
DELTN=0.55-0.0375 
DLI=0.0375 
DL2=(). 0433/2.00 
M=O 
K=O 
Ml=o 
N1=0 
K1=0 
N=O 
DO 10103 P=1181 
DO 10103 0=1181 
C X22(PiQ) AND Y22(PvQ) ARE THE X AND Y COORDINATES OF A CERTAIN POINT 
C IN THE GRID(PvQ) WHERE THE REFERNCE IS ROTATED AN ANGLE THETA 
C WHERE THETA IS THE ANGLE OF ROTATION OF THE SCAN TO THE HORIZONTAL 
C X22(PtQ) & Y22(PvQ) ARE i THEREFOREv REFERENCED TO THE HORIZONTAL 
C VERTICAL LINES GOING THRO' THE CENTRE OF THE RECONSTRUCTED IMAGE 
Y22(PvQ)=Yl(Q)*COS(THETA)+Xl(P)*SIN(THETA) 
X22(P, Q)=-YI(Q)*SIN(THETA)+XI(P)*COS(THETA) 
DEL2=(: YI(Q)-Y(2))**2+(XI(P)-X(2))**2 
DELT2=SQRT(DEL2) 
DEL3=(YI(Q)-Y(4))**2+(Xl(P)-X(4))**2 
DELT3=SQRT(DEL3) 
C DELT2 & DELT3 ARE THE DISTANCES FROM THE CENTRE OF CCLEI AND CCLE2 
C RESPECTIVELY TO A CERTAIN POINT IN THE GRID . 
IF(DELT2. LE. DELTX. AND. DELT2. GE. DELTN)GO TO 11020 
IF(P. NE. 81)GO TO 19 
XlCIRC=0.0 
YlCIRC=0.0 
TIM=0.0 
N1=0 
00 TO 19 
11020 IF(XlCIRC. EQ. 0.0)00 TO 1032 
70001 N1=0 
00 TO 62 
42 XlCIRC=0.0 
YICIRC=0.0 
GO TO 19 
62 DISV2=YI(D)-YICIRC 
ADISV2=ABS(DISV2) 
TIM=ADISV2/0.9 
TIM2(P)=TIM+TIM2(P) 
X2CIRC=X I (P) 
Y2CIRC=Yl(Q) 
GO TO 42 
66 DISV2=Y2CIRC-YI(Q) 
ADISV2=ABS(DISV2) 
TIM=ADISV2/0.9 
TIM2(P)=TIM+TIM2(P) 
X2CIRC=Xl(P) 
Y'-CIRC=YI(Q) 
00 TO 42 
1032 IF(Nl. EQ. 1)GO TO 70001 
IF(X2CIRC. EQ. XI(P))GO TO 66 
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XICIRC=XI(P) 
YlCIRC=Yl(Q) 
Nl=l 
19 IF(DELT3. LE. DELTX. AND. DELT3. GE. DELTN)GO 
IF(P. NE. 81)00 TO 190 
XICIR=0.0 
YICIR=0.0 
TIMO=0.0 
N10=0 
00 TO 190 
22020 IF(XlCIR. EQ. 0.0)00 TO 6032 
79991 NlO=O 
GO TO 1621 
1421 XICIR=0.0 
YlCIR=0.0 
00 TO 190 
1621 DISV', 2=Yl(Q)-YlClR 
ADISV2=ABS(DISV2) 
TIMO=ADISV2/0.85 
TTRV2(P)=TIMO+TTRV2(P) 
X2CIR=XI(P) 
Y2CIR=YI(Q) 
00 TO 1421 
1661 DISV2=Y2CIR-Yl(Q) 
ADISV2=ABS(DISV2) 
TIMO=ADISV2/0.85 
TTRV2(: P)=TIMO+TTRV2(P) 
X2CIR=XI(P) 
Y2CIR=YI(Q) 
00 TO 1421 
6032 IF(Nl0. EQ. 1)GO TO 79991 
IF(X2CIR. EQ. XI(P))GO TO 1661 
XlCIR=Xl(P) 
YlCIR=Yl(Q) 
N10=1 
190 DO 55104 l=lil5 
DO 55104 J=lvl5 
DELSQ2=Xl(P)-XSQ2(ltJ) 
DELTSQ(2)=Yl(Q)-YSQ2(IiJ) 
DES02=ABS(DELS02) 
DETS02=ABS(DELTSQ(2)) 
IF(DES02. LE. DL1. AND. DETS02. LE. DLI)GO TO 
00 TO 55104 
2002 TV1=o. 00 
IF(XSQR1. EQ. 0.0)60 TO 3001 
50001 Ml=o 
IF(XEQR1. EQ. Xl(P))G0 TO 4001 
00 TO 10103 
6001 XSQR1=0.0 
YSQRI=0.0 
GO TO 10103 
4001 DSQV2=Yl(Q)-YSQRl 
ADSOV2=ABS(DSQV2) 
TVI=ADSOV2/0.9 
T ', (P)=TV1+TV2(P) V9- 
XSQR2=XI(P) 
YSQR2=Yl(Q) 
GO TO 6001 
5001 DSQV2=Yl(Q)-YSOR2 
ADSQV2=ABS(DSOV2) 
TV1=ADSQV2/O-9 
TV2(P)=TV2(P)+TV1 
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TO 22020 
2002 
XSQR. `d. =X I( P) 
YSQR2=Yl(Q) 
00 TO 6001 
3001 IF(MI. EQ. 1)00 TO 50001 
IF(XSQR2. EQ. XI(P))00 TO 5001 
XSQR1=XI(P) 
YSQR1=YI(Q) 
Ml=l 
00 TO 10103 
55104 CONTINUE 
10103 CONTINUE 
DO 10114 0=1981 
DO 10114 P=li8l 
DEL2=(YI(Q)-Y(2))**2+(Xl(P)-X(2))**2 
DELT2=SQRT(DEL2) 
DEL3=(Yl(Q)-Y(4))**2+(Xl(P)-X(4))**2 
DELT3=SQRT(DEL3) 
IF(DELT2. LE. DELTX. AND. DELT2. GE. DELTN)GO 
IF(Q. NE. 81)GQ TO 29 
XICIRC=0.0 
YICIRC=0.0 
N1=0 
GO TO 29 
31020 TCW=0.0 
IF(XlCIRC. EQ. 0.0)00 TO 3032 
75001 N1=0 
GO TO 192 
52 XICIRC=0.0 
YICIRC=0.0 
GO TO 29 
192 DISW2=XI(P)-XlCIRC 
ADISW2=ABS(DISW2) 
TCW=ADISW2/0.9 
TCW2(0)=TCW+TCW2(Q) 
X2CIRC=Xl(P) 
Y2CIRC=YI(Q) 
00 TO 52 
196 DISW2=XI(P)-X2CIRC 
ADISW2=ABS(DISW2) 
TCW=ADISW2/0. C/ 
TCW2(0)=TCW+TCW2(0) 
X2CIRC=XI(P) 
Y2CIRC=YI(Q) 
GO TO 52 
3032 IF(Nl. EQ. 1)00 TO 75001 
IF(Y2CIRC. EQ. YI(Q))GO TO 196 
XICIRC=Xl(P) 
YICIRC=Yl(Q) 
Nl=l 
29 IF(DELT3. LE. DELTX. AND. DELT3. GE. DELTN)GO 
IF(Q. NE. 81)GO TO 290 
XlCIR=0.0 
YlCIR=0.0 
N10=0 
TIMO=0.0 
00 TO 290 
23020 IF(XlCIR. EQ. O. O)GO TO 5032 
78881 N10=0 
00 TO 2622 
2422 XlCIR=0.0 
YlCIR=0.0 
00 TO 290 
APPENDIX Al. l. 
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A. 4 
SHEET 4 OF 6. 
2622 DISV2=XI(P)-XICIR 
ADISV2=ABS(DISV2) 
TIMO=ADISV2/0.85 
TTRW2(0)=TIMO+TTRW2(0) 
X2CIR=XI(P) 
- Y2CIR=Yl(Q) 
GO TO 2422 
2662 DISV2=X2CIR-XI(P) 
ADISV2=ABS(DISV2) 
TIMO=ADISV2/1). 85 
TTRW2(0)=TIMO+TTRW2(0) 
X2CIR=Xl(P) 
Y2CIR=Yl(Q) 
GO TO 2422 
5032 IF(NI0. EQ. j)GO TO 78881 
IF(Y2CIR. EQ. YI(Q))GO TO 2662 
XICIR=XI(P) 
YICIR=YI(Q) 
N10=1 
290 DO 66104 I=1915 
DO 66104 J=lil5 
DELS02=Xl(P)-XS02(I%J) 
DELTSQ(2)=Yl(D)-YSQ2(IvJ) 
DESQ2=ABS(DELSQ1. ) 
DETS02=ABS(DELTSQ(2)) 
IF(DES02. LE. DL1. AND. DETS02. LE. DL1)60 
GO TO 66104 
9002 TW1=0.00 
IF(XSQRI. EQ. O. O)GO TO 3301 
56001 MI=o 
IF(YSORI. EQ. YI(Q))GO TO 5501 
Ml=l 
00 TO 10114 
6601 XSQR1=0.0 
YSDR1=0.0 
00 TO 10114 
5501 DSOW2=XI(P)-XSDR1 
ADSOW2=ABS(DSQW2) 
TWI=ADSOW2/(). 9 
TW'(-'(Q)=TWI+TW2(0) 
XSQR2=XI(P) 
YSUR2=YI(Q) 
GO TO 6601 
5502 DSOW2=XSQR2-XI(P) 
ADSQW2=ABS(DSQW2) 
TW1=ADSQW2/0.9 
TW2(Q)=TW1+TW2(0) 
XSDR2=XI(P) 
YSQ R. 2-Y 1 (0) 
00 TO 6601 
3301 IF(Ml. EQ. 1)GO TO $6001 
IF(YSUR2. EQ. Yl(Q))00 TO 5502 
XSDRI=XI(P) 
YSQR1=YI(Q) 
Ml=l 
TO 9002 
66104 CONTINUE 
10114 CONTINUE 
Do 3oo P=1181 
DO 300 0=1181 
V2(P)=TIM2(p)+TV2(P)+TTRV2(P) 
W2(0)=TCW2(0)+TW2(0)+TTRW2(0) 
IF(V2(P). EQ. o. 00. OR. W2(. 'Qý. EQ.. 0.00) GO TO 432 
APPENDIX Al. l. 
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TP7-, (PiQ)=V2(P)+W2(0) 
00 TO 313 
432 TP3(PvQ)=0.00 
313 WRITE(69602)X22(PiD)9Y22(P%Q)vTP3(PgQ) 
602 FORMAT(F6.3vlXiF6.3ilXvF8.2/) 
300 CONTINUE 
- CALL EXIT 
END 
APPENDIX Al. l. 
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A. 
LISTING OF SINAF4 15: 27 05 AUG 82 
INTEGER PvQ 
DIMENSION XI(al)vYl(81)iTP2(Sli8l)sTP3(81981)v 
lX21(, 8lv8l)vY21(8lv8l) 
DOUBLE PRECISION TP19ALPHAiTHETA 
REAL MOHvMOHIiPSIqPSIl 
TP1=0.0 
L=O 
DI=0.0375 
READ DATA FILES CONTAINING THE T. O. F. DATA FOR THE MASTER 
C GRID AND THE GRID TO BE ADDED . C THIS SHOULD RESULT IN THE MASTER GRID CONTAINING THE 
IC - T. O. F. DATA WHEN ALL THE GRIDS ARE ADDED. 
-c 
THIS DATA IS THEN PROCESSED TO GIVE THE RECONSTRUCTED 
C IMAGE DETAILS 
DO 200 P=IsSl 
DO 200 0=1981 
READ(6v*)Xl(P)tYI(Q)vTP2(PsQ) 
READ(5v*)X21(PiQ)vY21(PvQ)vTP3(PgQ) 
200 CONTINUE 
c COMPARE THE COORDINATE VALUES FOR THE MASTER GRID AND 
C THE GRID TO BE ADDED NEAR COINCIDENT COORDINATES ARE THEN 
C MERGED TOGETHER THE TIMES OF FLIGHT APPERTAINING TO THESE 
C COORDINATES ARE ADDED TO UPDATE T. O. F. FOR THE MASTER GRID 
DO 700 J=81981 
DO 180 K=liSl 
DO 2020 P=lv8l 
DO 2020 Q=lvSl 
'TAU=X21(PiQ)-XI(J) 
ROH=Y21(P%Q)-Yl(K) 
TAU1=ABS(TAU) 
ROH1=ABS(ROH) 
IF(TAUI-Dl)lO9lOi2O2O 
10 IF(ROHl-DI)9OOO6v90OO6i2()2O 
90006 TPI=TP. 2(JvK)+TPZ(PiQ) 
GO TO 90900 
2020 CONTINUE 
TP1=TP2(JvK) 
90900 WRITE(7v5C)I)Xl(j)vYl(K)vTP1 
501 FORMAT(lXiF6.3slXiF6.39IXvFlO. Z/) 
ISO CONTINUE 
700 CONTINUE 
CALL EXIT 
END 
APPENDIX A1.2. 
LISTING OF-SINAF9 18: 25 06 AUG 82 
-II Cý, ' ''DEFEC . TS ARE THREE CIRCLES THE SCANNING IS CONSTRAINED. 
-INTEGER P9QvCNTvSTAT 
DIMENSION Xl(81)? YI(81)vXT(15)iYT(29)vTCW2(81)vTTRV3(81)9 
ITTRW3(81)vX(6)gY(6)sTV2(81)vXSQ(15)tYSQ(15)gXS02(15915)t 
lYS02(15915)vTW2(81)gXT2(15929)gYT2(15929)vTCWI(81)9 
1TIMI(81)vTIM2(81)iTTRW2(81)sTTRV2(8l)9V2(8l)9W2(81)9 
IDELTSQ(2)vADSTRV(2)vADSTRW(I'd'-)? TP2(81ý81)gTP3(Slv8l)s 
IY22(8lv8l)vX22(81981)iSTAT(81981) 
DOUBLE PRECISION TP19ALPHAgTHETA 
REAL MOH9MOHliPSItPSIl 
READ THE SCAN ROTATION ANGLE 
READ(19*)THETAl 
THETA=THETA1*22.0/(180.0*7.0) 
DETERMINE THE CIRCLE CENTER COORDINATES THESE WILL LATER BE 
USED TO FIND THE LENGTH OF EACH SCAN THRO' THE CIRCLE 
Y(1)=-1.2 
X(1)=1.05 
Y(3)=2.45 
X(Z)=0.00 
Y(5)=O. l 
X(5)=-1.5 
Y(2)=Y(L)*COS(THETA)-X(I)*SIN(THETA) 
X(2)=Y(I)*SIN(THETA)+X(1)*COS(THETA) 
Y(4)=Y(3)*COS(THETA)-X(3)*SIN(THETA) 
X(4)=Y(3)*SIN(THETA)+X(3)*SIN(THETA) 
Y(6)=Y(5)*COS(THETA)-X(5)*SIN(THETA) 
X(6)=Y(5)*SIN(THETA)+X(5)*COS(THETA) 
IF(THETAl. LT. 45)THETA1=90-THETAl 
THETA2=THETA1*22.0/(180.0*7.0) 
BETA=ABS(COS(THETA2)) 
N=O 
D=0.075 
CALCULATE THE GRID COORDINATES WITH THE APPROPRIATE SPACING 
c BETWEEN THE SCAN LINES. 
DO 100 I=li4l 
Xl(I)=(N-40)*D 
Yl(I)=XI(I) 
100 N=N+l 
- N=O 
DO 200 J=42981 
N=N+l 
Xl(J)=N*D 
400 YI(J)=Xl(J) 
c LOOK FOR POINTS IN THE CCLE PERIPHERY. FIND LENGTH OF PATH 
c 
-IN 
THE CCLE CALCULATE TIME OF TRAVEL FOR EACH PATH . c CALCULATE TIMES ACROSS THE SQUARE AND THE TRIANGLE AS WELL 
APPENDIX A1.3. 
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A. 9 
r 
AND ADD THE RELEVANT TIMES FOR EACH SCAN 
DELTX=0.55+(D/2.00) 
DELTN=0.55-(D/2.00) 
M=O 
k=o 
Ml=o 
N1=0 
K1=0 
N=O 
DO 10103 P=1181 
DO 10103 Q=1181 
X22(PvQ) AND Y22(PiQ) ARE THE X AND Y COORDINATES OF A CERTAIN POINT 
IN THE GRID(PsQ) WHERE THE REFERNCE IS ROTATED AN ANGLE THETA 
WHERE THETA IS THE ANGLE OF ROTATION OF THE SCAN TO THE HORIZONTAL. 
, X22(PvQ) & Y22(PvQ) ARE v THEREFOREY REFERENCED TO THE HORIZONTAL & 
. VERTICAL LINES GOING THRO' THE CENTRE OF THE RECONSTRUCTED IMAGE . 
11020 
70001 
42 
69-1 
66 
I 032 
19 
IF(P. LT. 11. OR. P. GT. 71)GO TO 10103 
DEL2=(YI(Q)-Y(2))**2+(XI(P)-X(2))**2 
DELT2=SDRT(DEL2) 
DEL3=(YI(Q)-Y(4))**2+(XI(P)-X(4))**2 
DELT3=SQRT(DEL3) 
DEL4=(YI(D)-Y(6))**2+(Xl(P)-X(6))**2 
DELT4=SDRT(DEL4) 
DELT2 & DELT3 ARE THE DISTANCES FROM THE CENTRE 
RESPECTIVELY TO A CERTAIN POINT IN THE GRID , 
IF(DELT2. LE. DELTX. AND. DELT2. GE. DELTN)GO TO 11020 
IF(P. NE. 81)00 TO 19 
XlCIRC=0.0 
YlCIRC=0.0 
TIM=0.0 
N1=0 
GO TO 19 
IF(XlCIRC. EQ. 0.0)GO TO 1072 
N1=0 
00 TO 62 
XICIRC=0.0 
YlCIRC=0.0 
GO TO 19 
DISV2=YI(Q)-YICIRC 
ADISV2=ABS(DISV2) 
TIM=ADISV2/0.9 
TIM2(P)=TIM+TIM2(P) 
X"CIRC=Xl(P) 
Y2CIRC=YI(Q) 
GO TO 42 
DISV2=Y2CIRC-Yl(Q) 
ADISV2=ABS(DISV2) 
TIM=ADISV2/0.9 
TIM2(P)=TIM+TIM2(P) 
X2CIRC=Xl(P) 
Y2CIRC=YI(Q) 
GO TO 42 
IF(Nl. EQ. 1)00 TO 70001 
IF(X. *g'-CIRC. EQ. XI(P))GO TO 66 
XlCIRC=XI(P) 
YlCIRC=YI(Q) 
Nl=l 
IF. (DELT3. LE. DELTX. AND. DELT3. GE. DELTN)GO TO 2202C 
, IF(P. NE. 81)GO TO 190 
XICIR=0.0 
YlCIR=0.0 
TIMO=0.0 
APPENDIX A1.3. 
OF CCLEI AND CCLE2 
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A. 10 
N10=0 
00 TO 190 
22020' IF(XICIR. EQ. Q. O)GO TO 6()*. T, 2 
79991'N10=0 
00 TO 1621 
1421 XlCIR=0.0 
YlCIR=0.0 
00 TO 190 
16211 DISV2=Yl(Q)-YlCIR 
- 
ADISV2=ABS(DISV2) 
TIMO=ADISV2/0.85 
TTRV2(: P)=TIMO+TTRV2(P) 
UCIR=Xl(P) 
Y2CIR=Yl(Q) 
GO TO 1421 
1661 DISV2=Y2CIR-YI(Q) 
ADISV2=ABS(DISV2) 
TIMO=ADISV2/0.85 
TTRV2(: P)=TIMO+TTRV2(P) 
X2CIR=XI(P) 
Y2CIR=YI(Q) 
GO TO 1421 
6032 IF(NlO. EQ. I)GO TO 79991 
IF(X2CIR. EQ. XI(P))GO TO 1661 
XlCIR=Xl(P) 
YlCIR=Yl(Q) 
N10=1 
190 IF(DELT4. LE. DELTX. AND. DELT4. GE. DELTN)GO TO 2002 
IF(P. NE. 81)00 TO 10103 
XlCIRI=0.0 
YlCIR1=0. C) 
TIM01=0.0 
N 11 0=0 
GO TO 10103 
2002 IF(XlCIRI. EQ. O. C))GO TO 3001 
79999 N110=0 
GO TO 4001 
sool XlCIRI=0.0 
YlCIR1=0.0 
GO TO 10103 
2001 DISV-: r=YI(Q)-YICIRI 
ADISV3=ABS(DISV3) 
TIM01=ADISV3/0.9 
TTRV3(: P)=TIM01+TTRVZ(P) 
X2CIRI=Xl, 'P) 
Y2CIRI=Yl(Q) 
GO TO '6001 
J001 DISV--=Y2CIRl-, Yl(. Q) 
ADISV'-7=AE(S(: Dl, SV3) 
T. IM01=ADISV3/0.9 
TTRV3"P)=TIMOI+TTRV3(P) 
X2cIRI=XI(P) 
Y2CIRI=YI(Q) 
GO TO 6001 
J001 IF(NllO. EQ. 1)GO TO 79999 
IF(X2CIRI. EQ. XI(P))GO TO 5001 
XlCIRl=Xl(P) 
YICIRI=YI(D) 
N110=1 
10103 CONTINUE 
c REPEAT THE ABOVE LOOP TO CALCULATE DATA FOR THE ORTHOGONAL SCAN. 
c THIS WILL FACILITATE THE CALCULATIONS FOR THE X/Y GRID T. O. F PROFILE 
APPENDIX A1.3. 
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DO 10114 0=1981 
Do IoI14 P=1981 
IF(Q. LT. 11. OR. (). GT. 71)GO TO 10114 
DEL2=1: YI(Q)-Y(2))**2+(Xl(P)-X(2))**2 
DELT2=SQRT(DEL2) 
DEL3=(: Yl(D)-Y(4))**2+(XI(P)-X(4))**2 
DELT3=SQRT(DEL3) 
DEL4=(: YI(Q)-Y(6))**2+(Xl(P)-X(6))**2 
DELT4=SQRT(DEL4) 
IF(DELT2. LE. DELTX. AND. DELT2. GE. DELTN)GO TO 31020 
IF(D. NE. 81)00 TO 29 
XICIRC=0.0 
YlCIRC=0.0 
NI=O 
00 TO 29 
31020 TCW=(). O 
IF(XICIRC. EQ. 0.0)00 TO 3032 
75001 NI=O 
00 TO 192 
52 XICIRC=0.0 
YlCIRC=0.0 
GO TO 29 
192 DISW2=Xl(P)-XICIRC 
ADISW2=ABS(DISW2) 
TCW=ADISW2/0.9 
TCW2(0)=TCW+TCW2(g) 
X2CIRC=Xl(P) 
Y2CIRC=YI(Q) 
GO TO 52 
196 DISW'4=XI(P)-X2CIRC 
ADISW'-'=ABS(DISW2) 
TCW=ADISW2/o. *`-/ 
TCW2(Q)=TCW+TCW2(Q) 
X2CIRC=XI(P) 
- Y2CIRC=Yl(Q) 
GO TO 52 
3032 IF(Nl. EQ. 1)C30 TO 75001 
IF-(Y2CIRC. EQ. YI(Q))GO TO 196 
XlCIRC=XI(P) 
YICIR---=Yl(Q) 
Nl=l 
29 IF(DELT3. LE. DELTX. AND. DELT3. GE. DELTN)G 
IF(DELT3. LE. DELTX. AND. DELT3. GE. DELTN)GO TO 23020 
IF(Q. NE. 81)GO TO 290 
XlCIR=0.0 
YICIR=0.0 
r4lc)=o 
TI M0=0.0 
00 TO 290 
23020 IF(XlCIR. EQ. O. C))00 TO 5032 
78381 N10=0 
GO TO 2622 
XlCIR=0.0 
YlCIR=O. o 
00 TO 1C. 90 2622' DISV2=XI(P)-XICIR 
ADISV*4=ABS(DISV2) 
TIMO=ADISV2/0.85 
TTRW2(. Q)=TIM0+TTRW2'(Q) 
X'--CIR=XI(P) 
Y2CIR=YI(D) 
GO TO 2422 
-2662 DISV2=X2CIR-XI(P) 
APPENDIX Al. 3. 
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AD I SV'. 'L=ABS (D I SV2, ) 
TIMO=ADISV2/0.85 
TTRW2(: Q)=TIMO+TTRW2(0) 
X2CIR=XI(P) 
Y2CIR=YI(Q) 
00 TO 2422 
50-02' IF(Nl0. EQ. 1)GO TO 78881 
IF(Y2CIR. EQ. YI(Q))GE) TO 2662 
XlCIR=Xl(P) 
YICIR=YI(Q) 
N10=1 
290 IF(DELT4. LE. DELTX. AND. DELT4. GE. DELTN)GO TO 9002 
IF(D. NE. 81)GO TO 10114 
XlCIRI=0.0 
., YlCIRI=0.0 
TIM01=0.0 
N110=0 
GO TO 10114 
9002 IF(XlCIRI. E(2.0.0)00 TO 3301 
80000 N110=0 
00 TO 5501 
6601 -XlCIRI=0.0 
-YICIRI=0.0 
ýGO, TO 10114 
5501 DISW3=XI(P)-XICIR1 
ADISW3=ABS(DISW3) 
TIM01=ADISW3/0.9 
TTRW3(0)=TIMOI+TTRW3(0) 
X2CIRI=XI(P) 
, Y2CIRl=Yl(Q) 
G0 TO 6601 
3502' DISW3=X2CIR1--XI(P) 
ADISW3=ABS(DISW3) 
TIMOI=ADISW3/0.9 
-TTRW"10'(: Q)=TIM01+TTRWý(Q) 
ýX2CIRI=Xl(P) 
Y2-CIR1=YI(Q) 
GO TO 6601 
3301 IF(Nll0. EQ. 1)GO TO 80000 
IF(Y2CIRl. E0. Yl(Q))G0 TO 5502 
XlCIR1=Xl(P) 
-. YICIR1=YI(Q) 
NI 10=1 
10114 CONTINUE 
DO 7"oo P= I 18 1 
DO 300 0=1981 
X22kPtQ)=-YI(Q)*SIN(THETA*ý+Xl(: P)*COS(THETA) 
V2(P)=TIM2(P)+TTRV2(P. ')+TTRV3(P) 
,. IF(P. LT. 11. OR. P. GT. 71)GO TO 599 
00 TO 6,00 
599 
,, 
W2(0)=TCW2(0)+TTRW2(0)+TTRW3(0. ) 
-lF(Q. LT. 11. OR. Q. GT. 71)GO TO 600 
1,00 TPZ(PtQ)=V2(P)-+W2(. Q) 
"'IX2., -; '(PiQ)sY22(PsD)iTPZ, (PtQ)iSTAT(PiQ) 601 WRITE (5 9 60.96. 
A, 02' FORMAT(F6.3tlXiF6.: 3ilXiFI0.3v2(IZ; )/) 
3 J00 CCINT I NUE 
CALL EXIT 
END 
APPENDIX A1.3. 
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c 
c 
Ic 
c 
DEFECTS ARE THREE CIRCLES THE SCANNING IS CONSTRAINED. AN 
PROCESSING. TECHNIQUE IS EMPLOYED TO MARK THE ZERO T. D. F. D. 
INTEGER PvQvCNTvSTAT 
DIMENSION XI(81)vYI(81)vXT(15)oYT(29)vTCW2(81)gTTRV3(81)9 
ITTRW3(81)oX(6)vY(6)gTV2(81)tXSQ(15)vYSQ(15)tXS02(15915)9 
lYS02(15915)vTW2(81)9XT2(15929)vYT2(15929)vTCW1(81)9 
ITIMI(81)tTIM2(81)iTTRW2(81)tTTRV2(Sl)9V2(81)9W2(81)t 
1DELTSQ(2)iADSTRV(2)vADSTRW(2)vTP2(81981)PTP3(81981)9 
IY22(8lv8l)9X22(81981)oSTAT(81981) 
DOUBLE PRECISION TP19ALPHAtTHETA 
REAL MOHvMOHliPSIvPSIl 
READ THE SCAN ROTATION ANGLE 
READ(19*)THETAI 
THETA=THETAI*22.0/(180.0*7.0) 
DETERMINE THE CIRCLE CENTER COORDINATES THESE WILL LATER 
USED TO FIND THE LENGTH OF EACH SCAN THRO' THE CIRCLE 
Y(I)=-1.2 
X(l)wl. 05 
Y(3)=2.45 
X(3)=0.00 
Y(5)=O. l 
-X(5)=-1.5 
Y(2)=Y(I)*COS(THETA)-X(1)*SIN(THETA) 
X(2)=Y(1)*SIN(THETA)+X(1)*COS(THETA) 
Y(4)=Y(3)*COS(THETA)-X(3)*SIN(THETA) 
X(4)=Y(3)*SIN(THETA)+X(3)*SIN(THETA) 
Y(6)=Y(5)*COS(THETA)-X(5)*SIN(THETA) 
X(6)=Y(5)*SIN(THETA)+X(5)*CDS(THETA) 
IF(THETAl. LT. 45)THETA1=90-THETAl 
THETA2=THETAI*22.0/(180.0*7.0) 
BETA=ABS(COS(THETA2)) 
N=O 
D=0.075 
ADDITIONAL 
AREAS. 
BE 
L; CALCULATE THE GRID COORDINATES WITH THE APPROPRIATE SPACING 
C BETWEEN THE SCAN LINES. 
DO 100 1=1941 
XI(I)=(N-40)*D 
Yl(I)=Xl(l) 
100 N=N+l 
N=O 
DO 200 J=42v8l 
-N=N+l 
XI(J)=N*D 
200 Yl(j)=Xl(j) 
C -LOOK FOR POINTS IN THE CCLE PERIPHERY. FIND LENGTH OF PATH 
c IN THE CCLE CALCULATE TIME OF TRAVEL FOR EACH PATH . 
APPENDIX A1.4. 
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C CALCULATE TIMES ACROSS THE SQUARE AND THE TRIANGLE AS WELL 
C AND ADD THE RELEVANT TIMES FOR EACH SCAN 
DELTX=0.55+(D/'. 6.00) 
DELTN=0.55-(D/2.00) 
M=O 
K=O 
Ml=o 
N1=0 
K1=0 
N=O 
DO 10103 P=1181 
DO 10103 0=1981 
C X22(PiQ) AND Y22(PiQ) ARE THE X AND Y COORDINATES OF A CERTAIN POINT 
C IN THE GRID(PqQ) WHERE THE REFERNCE IS ROTATED AN ANGLE THETA 
C WHERE THETA IS THE ANGLE OF ROTATION OF THE SCAN TO THE HORIZONTAL. 
C X22(PvQ) & Y22(PsQ) ARE v THEREFORE9 REFERENCED TO THE HORI"ZONTAL & 
C VERTICAL LINES GOING THRO' THE CENTRE OF THE RECONSTRUCTED IMAGE 
IF(P. LT. 11. OR. P. GT. 71)GO TO 10103 
DEL2=(Yl(D)-Y(2))**'ýý+(Xl(P)-X('2): $**2 
DELT2=SQRT(DEL2) 
DEL3=(Yl(Q)-Y(4))**2+(Xl(P)-X(4))**dI 
DELT3=SQRT(DEL'l>) 
DEL4=(Yl(D)-Y(6))**2+(Xl(P)-X(6))**2 
DELT4=SQRT(DEL4) 
C DELT2 & DELT3 ARE THE DISTANCES FROM THE CENTRE OF CCLEI AND CCLE2 
C RESPECTIVELY TO A CERTAI14 POINT IN THE GRID . 
IF(DELT2. LE. DELTX. AND. DE; -T2. GE. DELTN)GO TO 11020 IP(. P. NE. 81)00 TO 19 
XIC1 Rc=(: ). 0 
Y 1C I RC=(. ). 0 
TIM=0.0 
N1=0 
GO TO 1', ' 
1102,0 ir, (XlClRC. EQ. 0. (j)GO TO 10-'32 
70001 Nl=%:, 
GO TO 62' 
42 XICIRC=0.0 
'vlcTpC=o. o 
GO TO 19 
62 DIEV2=Yl(Q)-YICTRC 
ADISV2=ABS(DISV. ^, '. ) 
TTM=ADISV', I/o. `--/ 
l*lM2ýP. )=TIM+TlM2(P) 
x2c, jRc=xl4P) 
GO TO 42 
(16- UISV2=Y2CIRC-Yl(Q) 
ADISV2=ABS(DISV2) 
-'/ 0.9 TI Jý, =kD I SV4 
TIM2(P)=TIM+TIM2(P) 
X --- L1 RL =X IL (P, i 
Y 2C I RC=Nl I (D) '4 
1032 IF(Nl. EQ. 1)00 TO 70001 
IF ( Xc-'CIRC EU . /, I ýP) )C-0 ', 0 
XlCIRC=Xl(P) 
1' 1 -1-- 1Rt, =Y1( Q) 
Nl=l 
'LF4'1)ELT3. LE. DELTX. AND. DE! -IZ:,. GE. DELTN')00 
TO 22020 
IF(P. NE. 81)GO TO 191. ', 
XICIP=0.0 
YlCIR=0.0 
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TIMO=0.0 
N10=0 
00 TO 190 
22020 IF(XICIR. EQ. O. O)GO TO 6032 
7999f N10=0 
GO TO 1621 
1421 XlCIR=0.0 
YlCIR=0.0 
GO TO 190 
1621 DISV2=Yl(Q)-YlCIR 
ADISV2=ABS(DISV2) 
TIMO=ADISV2/0.85 
TTRV2(: P)=TIMO+TTRV2(P) 
X2CIR=Xl(P) 
Y-. 6, CIR=Yl(Q) 
00 TO 1421 
1661 DISV. '&=Y2CIR-Yl(Q) 
ADISV2=ABS(DISV2) 
TIMO=ADISV2/0.85 
TTRV2(P)=TIMO+TTRV2(P) 
XI-CIR=Xl(P) 
Y2CIR=YI(Q) 
00 TO 1421 
60'12 lF(N10. EQ. l)G0 TO 79991. 
IF(X2CIR. EQ. Xl(P))G0 TO 1661 
XICIR=Xl(P) 
YlCIR=Yl(Q) 
N10=1 
190 IF(DELT4. LE. DELTX. AND. DELT4. GE. DELTN)GO TO 2002 
IF(P. NE. 21)GO TO 10103 
XICIR1=0.0 
'YlClR1=0.0 
TIM01=0.0 
NII 0=6 
00 TO 10103 
200-9, lP;. XlCIRl. EQ. 0.0)GO TO . 3001 
79999 N110=0 
GO TO 4001 
6001 XICIRI=0.0 
YICIRI=0.0 
00 TO 1010*3 
4001 DISY'l"=Yl(Q)-YlCIRl 
AD I 0l#Y"3'=ABS (D I SY7) 
TIM01=ADISY3/0.9 
TTRV3(: P)=TIM01+T'TRV-'ý(P) 
IRI=X1 (P) 
y2c1pl=YI(o) 
GO TO 6001 
5001 DISV'_'=Y2CIRl-Yl(Q) 
ADISV'P=ABS(DISV3) 
TIM"-)l=ADI9V3/0.9 
TTF, 'V-. ý"It. P)=TIPlol+TTRV3ýFI) 
X:. ':. C IP I= XI (P) 
Y: 'c IRI =y I (Q) 
GO TO 6001 
1; 00 1 lF(Nll0. ED. l)GO TO 7', 1999 
IF('X2CIRl. EQ. Xl(P). 'GO -1*0 t"! (ll 
y1 -"1 R' i =X Iý P) YlCIRI=Yl(Q) 
N110=1 
110103 
CONTINUE 
C REPEAT THE ABOVE LOOP TO CALCULATE DATA FOR THE ORTHOGONAL SCAN. 
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ý 
31020 
75001 
52 
192 
I --/ 
Z032 
4 "3020 
780si 
2424 
26.22 
THIS WILL FACILITATE THE CALCULATIONS FOR THE X/Y GRID T. O. F PROFILE . DO 10114 Q=li8l 
DO 10114 P=ItSl 
IF(Q. LT. 11. OR. Q. GT. 71)GO TO 10114 
DEL2=(Yl(D)-Y(2))**2+(Xl(. P)-X("g'-))**2 
DELT',, =SQRT(DEL2) 
DEL-3=(Y I (0)-Y(4) )**2+(Xl 
DELT3=SQRT(DEL3) 
DEL4=(ýYI(D)-'Y(6))**2+(Xl(*. P)-X(6))**2 
DELT4=SQRT(DEL4) 
IF(DELT2. LE. DELTX. AND. DELT2. GE. DELTr4)0(3 
IF(Q. NE. 81)GO TO 29 
XlCIRC=0.0 
YlCIRC=0.0 
NI=O 
GO TO 29 
TCW=0.0 
IF(XICIRC. EQ. O. O)GO TO 3032 
N1=0 
GO TO 192 
XlCIRC=0.0 
YICIRC=0.0 
00 TO 29 
DISW2=Xl(P)-XICIRC 
ADISW2=ABS(DISW, '-) 
TCW=ADISW'&, /O. '-7 
lCt4Z?. 'Q)=TCW+TCW2(0) 
X-4CIRC=Xl(P) 
""ýc 7 RC=Y 1 (0) 
GO TO 52 
DISW2=Xl(P)-X2CIRC 
ADISW, -, =AEiSi: DISW2', 
, CW=ADISW.; '. /, o. *-2 
TCW2('O. )=TCW+TCW2(0) 
X2, -! Rc=xl(pj 
Y2CIRC=YI(Q) 
GO TO 52 
IF(Nl. EQ. 1)60 TO 75001 
IF(Y. 4'CIRC. EQ. YI(Q))GO TO 196 
XICIRC=Xl(P) 
'YICIRC=Yl(Q,, 
N1=1 
IFkDELT3. LE. DELTX. AND-DELTI-ý. GE. DELTN, '00 
IF(Q. NE. E: 1)GO TO 290 
XICIP=0.0 
YICIR=0.0 
t. 4 I (: ) = ý) 
TI M0=0.0 
00 TO 290 
IF(. XlCIR. EQ. O. ())GO To 50: 32 
N10=0 
GO '10 2622 
XlCIR=0.0 
YlCIR=0.0 
GO TO 290 
IS D SV2=Xl(P)--XICIR 
ADISV**'=ABS(: DISY2: i 
TIMO=ADISV2/0.85 
TTRW2(Q)=TIM0+TTRW, *ý(. Q) 
XZCIR=Xl(P) 
Y2-CIR=YI(0) 
GO TO 2422 
TO 31020 
TO 23020 
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2662 DISV2=X2CIR-XI(P) 
ADISV2=ABS(DISV2) 
-,. TIMO=ADISV2/0.85 
''TTRW2(Q)=TIM0+TTRW2(Q) 
X2CIR=XI(P) 
_.,, 
Y2CIR=Yl(Q) 
00 TO 2422 
5032 IF(Nl0. EQ. l)GO TO 78881 
IF(Y2CIR. EQ. Yl(Q))GO TO 2662 
XICIR=XI(P) 
YlCIR=Yl(D) 
N10=1 
290 IF(DELT4. LE. DELTX. AND. DELT4. GE. DELTN)GO TO 9002 
IF(Q. NE. 81)GO TO 10114 
XICIRI=0.0 
YlCIRI=0.0 
TIM01=0.0 
N110=0 
GO TO 10114 
9002 IF(XlCIRI. E(2.0. CJ)00 TO 3301 
80000 N110=0 
GO TO 5501 
6601 XlCIR1=0.0 
YICIRI=0.0 
00 TO 10114 
5501 DISW3=Xl(P)-XlCIRl 
ADISW3=ABS(DISW-3) 
TIrlol=ADISW'_'1/0.9 
TTRWZ(: Q)=TIM01+TTRW"S(Q) 
A X"'CIRI=Xl(P) 
Y2ClR1=Yl(Q) 
60 TO 6601 
5502 VlSW--l'=X2CIR1-Xl(P) 
ADISW3=ABSc: DISW---') 
TIM01=ADISW'_S/0.9 
TTRW3(Q)=TIM01+TTRW--r(Q) 
X2-'IR1=XI(P) 
Y2CIRI=YI(Q) 
00 TO 6601 
3301 IF(Nll0. EQ. 1)GO TO 80000 
IF(. Y2CIRI. EQ. YI(Q))00 TO 5502 
XICIR1=XI(P) 
YlClRl=Yl(Q) 
NI 10=1 
10114 CONTINUE 
, P=1981 Z3 
L, Ul t'l i. ) U 
Y2'--,,,: P, Q)=YI(Q)*COS(THETA)+XlkP)*SIN(THETA) 
X--12ýP, Q)=-Yl(Q)*SINt. TtiETA)+XI"P)*COS(THETA) 
V, '.,. (P)=TIM2(P)+TTRV2(: P; +TTRVZ(P) 
, LF(P. LT. 11. OR. P. GT. 71'. )GO TO t99 IF(: V2(: P). NE. O)GO TO 599 
TA l' PiQ1 
TP3(PiQ)=0.000 
00 TC 601 
(Q +TT RW7- (. Q) 599 * W2(: Q)=TCW2(: Q)+TTRWý- 
lFkQ. LT. 11. OR. Q. GT. 71)C. -O 10 
2(: Q). NE. 0)GOTO 600 IF(Wd- 
STAT(P%Q)=l 
TP3(PiQ)=0.000 
GOTO 601 
600 TPl3(PqQ)=V2(P)+W'2(: Q) 
APPENDIX A1.4. 
A. 18 
601 WRITE(: 59602)X22(Pill)iY. -L2(. Pg(2)ýTP3(PgQ)vSTAT(Pý0) 
602 FORMAT(F6.3vlXvF6. 'ltlXtFlO. 3t2(I3)/) 
300 CONTINUE 
CALL EXIT 
END 
APPENDIX A1.4. 
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INTEGER PiQvCNTiSTATiSTAT17CNT19STAT2 
DIMENSION X21(8l98l)vY21(8lv8l)tTP3(81981)9 
1STAT1(81%81) 
DOUBLE PRECISION TPI%ALPHAvTHETA 
REAL MOH%MOHlvPSIvPSIl 
TP1=0.0 
L=O 
DI=0.0375 
C READ DATA FILES CONTAINING THE T. O. F. DATA FOR THE MASTER 
c GRID AND THEý GRID TO BE ADDED . 
C THIS SHOULD RESULT IN THE MASTER GRID CONTAINING THE 
C T. O. F. DATA WHEN ALL THE GRIDS ARE ADDED. 
C THIS DATA IS THEN PROCESSED TO GIVE THE RECONSTRUCTED 
c IMAGE DETAILS 
DO 2.00 P=li8l 
DO 200 Q=li8l 
READ(5t*)X21(PtQ)iY21(PvQ)tTP3(PvD)iSTAT1(PtQ) 
200 CONTINUE 
'DUMMY READ THE FILE TO REACH THE RELEVANT DATA 
DO 333 P=1954 
DO Z33 0=1181 
READ(69A-)XlqYl9TP29CNTvSTAT 
333 CONT I 14UE 
COMPARE THE COORDINATE VALUES FOR THE MASTER GRID AND 
THE GRID TO BE ADDED NEAR COINCIDENT COORDINATES ARE THEN 
MERGED TOGETHER THE TIMES OF FLIGHT APPERTAI. NING TO THESE 
COORDINATES ARE ADDED TO UPDATE T. O. F. FOR THE MASTER GRID 
DO 700 J=55,69 
DO 1-ý, O K=IiSl 
READ(61*)XlvYlsTP2vCNTiSTAT 
DO -.., o20 P=1981 
DO . 2020 Q=li8l TAU=X21(P%Q)-XI 
R0H=Y21(PqQ)-Yl 
I-Aul=ABS(lAU) 
ROHI=ABS(ROH) 
lýt. iAUl-Dl)10%1()v2020 
10 IF(RCIýil-Dl)9OOO6v9OOOý-., -'()2C) 
0006 90: 35 
TPI=o. 00 
STAT2=1 
GOTO 90900 
9075 90338 
IF(TP'(PqQ). EQ. 0.0)GOT0 9038 
rNT=CtJT+l 
9038 'rPl=TP2+TP3(PvQ) 
STAT2=0 
GOTO 90900 
2020 ccý. 47 Ttlu-c- 
- TPI=TP2 
STA T. -* --- STA1 
90900 WRI I E(. -/ v 50 1) X1 9Y I vTP I 9CNT i STAT2 
5 . 901 r-, OrZtlriT(lX vF6.73% IX -7', 1X 1Z)/) iso -- ONTI NUE 700 CONTTNUE 
Ci4L. l- EXIT 
END 
A. 19 
APPENDIX A1.5. 
LISTING OF MAXIM 15: 26 05 AUG 82 
DIMENSION X(8lv8l)vY(81v81)sBRIT(81q81) 
REAL MAX 
MAX=0.0 
DO 600 I=IvSl 
DO 600 J=liSl 
READ(79*)X(ItJ)vY(ItJ)sBRIT(IvJ)sCNTtSTAT 
IF(BRIT(IvJ). GT. MAX)MAX=BRIT(IiJ) 
600 CONTINUE 
WRITE(lv4OO)MAX 
400 FORMAT('MAXIMUM BRIGHTNESS IS v-jF8.4) 
CALL EXIT 
END 
LISTING OF NBRT 15: 29 05 AUG 82 
DIMENSION X(81981)7Y(8lv8l)vBRIT(8li8l)tNBRT(8li8l) 
READ(19*)AMAX 
DO 500 I=li8l 
DO 500 J=liSl 
READ(79*)X(IvJ)vY(IgJ)vBRIT(IiJ)%CNTiSTAT 
BRITI=BRIT(IgJ)*15/AMAX 
NBRT(IgJ)=INT(BRIT1) 
WRITE(: 6913)X(IvJ)iY(IiJ)tNBRT(IiJ) 
1--Z FORMAT(2(F6.2)vlXiI39/) 
500 CONTINUE 
CALL EXIT 
END 
APPENDIX A1.6. 
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if: 
SHEET 1 OF 3. 
A. 21 
LISTING OF ILTSON 15: 28 05 AUG 82 
C THIS PROGRAM CALCULATES LEVELS OF SHADING FOR THE 
c GRAPHICS TERMINAL SO THAT DIFFRENT TIMES OF FLIGHT 
C CAN BE DISPLAYED AS DIFFRENT SHADES ON THE SCREEN 
DIMENSION X(8li8l)vY(8lv8l)vNBRT(81v81) 
DO 1000 I=1981 
DO 1000 J=1181 
READ(69*)X(IiJ)gY(IvJ)iNBRT(IiJ) 
C TO CUT THE NUMBER OF CURSOR MOVEMENTS ON THE SCREEN MOVE 
C ALONG THE SAME COLUMN FROM ONE BLOCK CORNER TO THE NEXT 
DELTA=0.0375 
Xl=X(I, J)+((-l)**J)*0.0375 
X2=X(I? J)-((-I)**J)*0.0375 
YI=Y(IvJ)-0.0375 
Y2=Y(IvJ)+0.0375 
WRITE(792300)Xl9YltX29Y2iNBRT(ItJ) 
2300 FORMAT(4(lXvF6.2)ilXiI3T/) 
1000 CONTINUE 
C EACH INTENSITY NOW HAS TWO POINTS CORRESPONDING TO IT. DATA 
C ARRANGED NOW S. T. GRAPH WILL BE LESS TIME CONSUMING ON THE 
C M/C . 
CALL EXIT 
END 
APPENDIX A1.6. 
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A. 22 
LISTING OF DISSON 15: 25 05 AUG 82 
c THIS PROGRAM USES THE INFORMATION ON THE DATA FILE 
c TO PLOT A SHADED PICTURE OF DIFFRENT 
c AREAS ON THE GRAPH . 
DIMENSION IBR(8li8l)vXI(8li8l)%Yl(8l98l)9X2(8ls8l)vY2(8li8l) 
CALL S5660 
c SET THE SCREEN DIMENSION TO USE TO RELATE TO SIZE 
c OF GRAPH . 
CALL PAPENQ(XPAP%YPAP90) 
C SHIFT THE ORIGIN TO CENTRE OF SCREEN . 
CALL SHIFT2(XPAP/2sYPAP/'") 
c SCALE THE PICTURE TO FILL THE SCREEN . 
CALL SCALE(YPAP*0.99/6.075) 
CALL tlOVT02(0.090.0) 
CALL PENDEF(Oi'0000'90) 
CALL PENDEF(101110'0) 
CALL PENDEF(21'2220'iO) 
-CALL PENDEF(39'37,30'90) 
CALL PENDEF(41'4440'90) 
CALL PENDEF(5v'5550"90) 
CALL PENDEF(6v'6660'i0) 
CALL PENDEF(71'7770'i0) 
CALL PENDEF(8i"8880'i0) 
CALL PENDEF(9v'9990'90) 
CALL PENDEF(10i'AAAo'iO) 
CALL. PENDEF(119'BE'D()' I cl') 
CALL PENDEF(129'CCCo'90) 
CALL PENDEF(139'DDD0's0) 
CALL PENDEF(14v'EEE0'i0) 
CALL PENDEF(15%'FFFO's0) 
DO 1500 I=1981 
DO 1500 J=1981 
READ(61*)Xl(IiJ)YY1(IiJ)9X2(IiJ)sY2(IiJ)3IBR(ItJ) 
CALL MOVT02(XI(IvJ')iYl('IiJ)) 
c SELECT APPROPRIATE PEN COLOUR & BLOCK DRAW 
CALL PENSEL(lBR(I%J)v0. ov7) 
DELTY=X2(IiJ)--Xl(IiJ) 
DELTY=Y2(IiJ)-Yl(1v. ') 
c CONNECT DIAGONAL PATH FOR SHADING 
CALL LINBY2(DELTXsDELTY) 
1500 CONT 1 NUE 
CALL CHAMOD 
RF-AD(lt*)JUNK 
CALL DEVEND 
CALL EXIT 
END 
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TEXT CUT 
OFF IN 
ORIGINAL 
A. 25 
0015 1 TEMPI=$0015 ly-POSITION STORE . 
0016 2 TEMP2=$0016 IX-POSITION STORE . 
0017 3 TEMPX=$0017 IX INDEX REGISTER . 
0018 4 HAFBYT=$0018 1PART RESULT STORE. 
001C 5 NHAFBT=$001C ! OTHER PART STORE 
0020 6 YY=$0020 IMLTPLIER STORE. 
0022 7 XX=$0022 ! MULTIPLICAND STORE. 
0024 8 U=$0024 IRESULT STORE 
002B 9 PUNT=$0028 ITEMPORARY STORE. 
002C 10 CNT=$002C ! TEMPORARY STORE 
002D 11 ORFLO=$002D ISCAN IDENTIFIER 
002E 12 FAIFLG=$002E VOMPARISON FLAO. 
E843 13 VIADD=$E843 1I/P O/P STATUS REG. 
E84F 14 VIAOP=$E84F ! I/P O/P PORT ADDR. 
0013 15 COUNT=$0013 ! NO' DIG. TO BE I/P 
0014 16 MOUNT=$0014 
0010 17 PTRM=$0010 IINDEXED INDIRECT PTR 
3000 18 *=$3000 
3000 200037 19 BEGIN JSR SWISH2 ! STEPPER MOTORS 
3003 08 20 CLD ! RETURN & ROTATE PRGM. 
3004 A900 21 LDA #$00 
3006 852E 22 STA FAIFLO VOMPARE RESULT FLO 
3008 8510 23 STA PTRM VET POINTER LOWER 
300A A9F3 24 LDA #$F3 
300C 8515 25 STA TEMPI ISET Y-POSITION 
300E 8516 26 STA TEMP2 ! SET X-POSITION. 
3010 A93A 27 LDA #$38 ! SET POINTER HIGHER 
3012 8511 28 STA PTRM+l ! BYTE 
3014 A216 29 LOX #22 ! SET BLOCKS COUNTER<BL- 
3016 AOOO 30 LOY #$00 1-OCK EQUALS 256 BYTES) 
3018 4C3630 31 JMP LPSTRT 
3018 E62D 32 NONE INC GRFLG ! TAKE SUBSEQUENT 
APPENDIX Al. 1. 
SHEET 1 or 7 
3020- E615 34 LOOP INC TEMPI INEXT SCAN. 
3022 88 35 TXA ITEST INDEX VALUE 
3023 F005 36 BEQ LEVESQ 
3025 204731 37 JSR SWITCH ISTEP FORWARD 
3028 E616 38 LOOP 1 INC TEMP2 ! NXT SCAN POINT 
302A CS 39 LEVE SO INY ! 256 BYTES? 
3028 D009 40 BNE LPSTRT ! NO; CONTINUE. 
302D E611 41 INC PTRM+l AES , NXT. BLOCK 
302F CA 42 DEX 
3030 3OE9 43 BMI NONE 
3032 0002 44 BNE LPSTRT 
3034 A038 45 LOY #$38 ILOAD REMAINDER. 
, 3036 SA 46 LPSTRT TXA ! SAVE INDEX REGISTER 
3037 48 47 PHA 
3038 98 48 TYA ! SAVE Y-REO. 
3039 48 49 PHA 
3038 A900 50 LOA #*00 
303C 8528 51 STA PUNT ! INITIALIZE COORD. CNT 
303E 852C 52 STA CNT IINITIALIZE COUNTER. 
3040 A515 53 LOA TEMPI ! LOAD'X-POSITION. 
3042 8523 54 STA XX+l ISET MULTIPLICAND TO X 
3044 1012 55 BPL POS 
3046 4C5130 56 JMP NEG ! NO ; GO TO NEGATIVE. 
'3049 E62B 57 BLAB INC PUNT IINCREMENT COUNT. 
304D A516 58 LOA TEMP2 !Y VALUE TO MULTIPLIC 
3040 8523 59 STA XX+I ! -AND L. S. DIGIT STORE 
304F 1007 60 BPL POS ' 
3051 89FF 61 NEG LOA #$FF WET NEGATIVE NO. 
3053 8522 62 STA XX ITO M. S. B YTE OF MLTPLCND 
3055 4C5C30 63 JMP CNTNU 
3058 A900 64 POS LOA #$00 ISET M. S. BYTE OF 
3058 8522 65 STA XX IMLTPLCND AS POSITIVE. 
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A. 27 
305E 6DO039 67 LDA SINTAB, X 1M. S. B. ANGLE SINE 
3061 8520 68 STA YY IM. S. B. MULTIPLIER. 
3063 E8 69 1 NX 
3064 BDO039 70 LOA SINTAB, X W. S. B. OF SINE 
3067 8521 71 STA YY+l W. S. B. MULTIPLIER. 
-3069 200035 72 JSR MULT32 W OR X*SIN<THETA) 
_306C 
A527 73 LOA U+3 IL. S. RESULT. 
306E 48 74 PHA WAVE IN STACK. 
306F A526 75 LOA U+2 IM. S. RESULT. 
3071 48 76 PHA ISAVE 
3072 A52B 77 LOA PUNT WOAD COUNT 
3074 D009 78 BNE STAMRD QERO? 
3076 68 79 PLA IRESTORE M. S. RESULT. 
3077 8518 80 STA HAFBYT WTORE IN TOP OF STR 
3079 68 81 PLA IRESTORE L. S. RESULT. 
307A 8519 82 STA HAFBYT+l 
307C 4CS530 83 JMP RAMRO 
307F 68 84 STAMRD PLA WESTORE M. S. RESULT. 
3080 851A 85 STA HAFBYT+2 WAVE IN BOTTOM. 
3082 68 86 PLA 
3083 851B 87 STA HAFBYT+3 
3085 CA 88 RAMRD DEX WESTORE POINTER. 
3086 802639 89 LOA COSTABA ! M. S. B. OF COSINE. 
3089 8520 90 STA YY ! IN M. S. B. MLTPLR. 
308B E8 91 INX 
308C BD2639 92 LOA COSTABA W. S. B. COS VALUE. 
303F 8521 93 STA YY+l ! MLTPLR L. S. BYTE 
3091 200035 94 JSR MULT32 W OR Y *COS(THETA). 
3094 A527 95 LOA U+3 IL. S. RESULT 
3096 48 96 PHA 
3097 A526 97 LOA U+2 IM. S. RESULT 
3099 48 98 PHA 
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309A A528 99 LOA PUNT WOAD COUNT. 
A. 28 
, 309 D009 100 SNE FAMRO WERO? 
309E 68 101 PLA IYES; RESTORE M. S. RESULT. 
309F 851C 102 STA NHAFBT ITOP bF STORE. 
30AI 68 103 PLA 
30R2 851D 104 STA NHAFBT+l 
30% 4CAD30 105 JMP YEWRD 
30A7 68 106 FAMRD PLA ! NOT ZEROIRESTORE 
30AS 851E 107 STA NHAFBT+2 ! BOTTOM HALF STORE 
30AA 68 108 PLA 
36AB 851F 109 STA NHAFBT+3 
30AD 852B 110 YEWRD LOA PUNT ICOUNT 
308F F098 111 BEQ BLAB WERO ; GET Y VALUE. 
3081 18 112 CLC 
3082 A510 113 LOA NHAFBT+l W. S. X*COS(THETA) 
3084 6518 114 ADC HAFBYT+3 W. S. Y*SIN(THETA) 
3086 851D 115 STA NHAFBT+l 
3088 A51C 116 LOA NHAFBT IM. S. X*COS(THETA). 
308A 651A 117 ADC HAFBYT+2 ! M. S. Y*SIN(THETA) 
308C 18 118 CLC 
308D 851C 119 STA NHAFST 
30BF 1017 120 BPL BLITZ 
30C1 38 121 SEC ! NEGATIVE NO. 1% 
3OC2 4CD830 122 JMP BLITZ 
A 
3OC5 E62C 123 WITZ INC CNT QET COUNTER. 
3OC7 33 124 SEC 
3OC8 A51F 125 LOA NHAFBT+3 1L. S. Y*COS(THETA) 
30CA E519 126 SBC HAFBYT+l 1L. S. X*SIN(THETA) 
36cc 8519 127 STA HAFOYT+l IL. S. Y COORDINATE 
30CE A51E 128 LOA NHAFBT+2 IM. S. Y*COS<THETA) 
3obo E518 129 W HAFBYT IM. S. X*SIN(THETA) 
3,002 Is 130 CLC ICLEAR CARRY FOR POSITIVE. 
3603 8518 131 STA HAFBYT ! M. S. Y COORDINATE 
APPENDIX A3.1. 
: ýAJD5 lLlUl jj;: ý WIL LiL114 
A. 29 
3OD7 38 133 SEC 
3OD8 A52C 134 BLITZ LOA CNT ICHECK X OR Y? 
I 30DA FOE9 135 BEQ WITZ 
30DC A52D 136 LOA GRFLG ! TEST SCAN FLAG. 
30DE D003 137 BNE FLAK 
30EO 4CE930 138 JMP FLITZ 
30E3 200038 139 FLAK JSR COMPR 1NOT 1ST SCAN 
30E6 4CO331 140 JMP MACK 
30E9 851D 141 FLITZ LOA t4HAFBT+l ! SAVE X. 
30ES 9110 142 STA (PTRM), Y 
30ED ca 143 1 H.? 
30EE A51C 144 LOA NHAFBT 
30FO 9110 145 STA <PTRM), Y 
3OF2 Ca 146 1 Ny 
3OF3 A519 147 LOA HAFBYT+l ISAVE Y COORDINATE 
3OF5 9110 148 STA (PTRM), Y 
3OF7 C8 149 INY 
3OFS A518 150 LOA HAFBYT ! LOAD Y RESULT 
30FA 9110 151 STA (PTRM), Y 
30FC C8 152 INY 
30FD 208032 153 JSR SCANI ! 1ST SCAN 
3100 4CI631 154 JMP LPO 
3103 A52E 155 MACK LOA FAIFLO ! POINT OUT OF 
3105 D00A 156 BNE LPO IBOUNDS? 
3107 B110 157 LOA <PTRM), Y WHECK GRID FLARG. 
3109 C52D 158 CMP GRFLG 
3108 D003 159 BNE LPM WREADY ADDED ? 
310D 4C1631 160 JMP LPO INO; SKIP 
3110 88 161 LPM DEY 
3111 88 162 DEY 
3112 88 163 DEY 
3113 200033 164 JSR SCAN2 IOTHER SCAN. 
APPENDIX A3.1. 
SHEET 5 or 7 
A. 30 
C-11 17 A8 166 TRY ! RESTORE 'il-REGISTER. 
: 2.118 ce 167 1 NY 
3119 C8 168 INY 
311 A C8 169 1 NY 
3111B Ce 170 1 NY 
311C C8 171 1 NY 
311D C8 172 1 NY 
311E C8 173 INY 
311F 63 174 PLA 
3120 AA 175 TAX ! RESTORE X-REGISTER. 
3121 A900 176 LOA #$00 
3123 852E 177 STA FAIFLO IRESET FAIL FLAG 
3125 A516 178 LOA TEMP2 
3127 C90D 179 CMP #$00 ISCAN FINISHED. 
'3129 0003 180 BNE LOOM 1NO; GO TO LOOPI. 
31', C'-'B 4C3131 181 JMP MUM ILINK. 
312E 4C2830 182 LOOM JMP LOOP1 
3131 89F3 183 MUM LOA #-VF3 1Y POSITION SET 
3133 8516 184 STA TEMP2 
3135 4C2030 185 JMP LOOP 
3138 E617 186 DONE INC TEMPX 
313A E617 187 INC TEMPX 
313C A926 188 LOA #$26 
313E C517 189 CMP TEMPX 
3140 F003 190 BEQ END 
3142 4CO030 191 JMP BEGIN 
3145 00 192 END BRK 
3500 193 MULT32=$3500 
3800 194 COMPR=$3800 
3280 195 SCAt-41=$3280 
196 SCAN2=$3300 
3900 197 SItATAB=$3900 
APPENDIX A3.1. 
SHEET 6 OF 7 
A. 31 
3926 198 COSTAB=$3926 
3147 199 SWITCH=$3147 IMOTOR CONTROLLER. 
3700 200 SWISH2=$3700 12ND MOTOR CONTROL 
3146 999 . END 
TIME 7.22 SECS/LINE 23186 BYTES FREE 
EXECUTE 
BREAK IN 1320 
READY. 
APPENDIX A3.1. 
SHEET 7 or 7 
033A I i 
033A 2 1 
0338 3 W SUBROUTINE RETURN + 
033A 4 Q SCANNER 
033A 5 1 
0338 6 
033A 7 ITHIS SUBROUTINE RETURNS THE 
033FI 8 MCANNER TO THE INITIAL SCAN 
033A 9 WOSITION 
E843 10 VIADD=$E843 IDATA DIRECTION REG 
E84F 11 VIAOP=$E84F MATA PORT. 
002C 12 CNT=$002C 
3690 13 *=$3690 
3690 SA 14 TXA WAVE INDEX X-REGISTER 
3691 48 15 PHA 
3692 98 16 TYR 
3693 48 17 PHA WAVE Y-REOISTER. 
3694 A215 18 LDX #$15 
3696 AOFF 19 LDY #$FF MELAY DIRECTION CHANGE 
3698 A970 20 LP4 LDA #$70 ICHANGE DIRECTION. 
3698 8D4FE8 21 STA VIAOP 
369D 88 22 DEY 
369E DOF8 23 BNE LP4 
36AO CA 24 DEX 
36AI DOF5 25 BNE LP4 ! DELAY ELAPSED ? 
36A3 A91D 26 LOA #27 
3685 852C 27 STA CNT 
3687 A960 28 LP3 LOA #$60 ISET BIT PA6 
36A9 804FE8 29 STA YIAoP 
36AC A23C 30 LDX #$3C 
36AE AD4FES 31 LPO LOA VIAOP 
3681 2980 32 AND #*80 IMOTOR PULSE CHECK 
A. 32 
APPENDIX A3.2. 
SHEET I OF 2 
001; 1 rUrZ., 
'3685 A005 34 LOY #SOS ISET DELAY TIME A. 33 
36B7 48 35 LPI PHA 
36BS 63 36 PLA 
3689 
I 
88 37 DEY 
368A DOFB 38 BNE LP1 
36BC CA 39 DEX 
36BD DOEF 40 BNE LPO WOMPLETED ?. 
368F A970 41 LDA #*70 ! STOP MOTOR 
36CI 004FES 42 ORA VIAOP ISTOP MOTORI 
36C4 8D4FE8 43 STA VIAOP 
36C7 A203 44 LDX #$03 
36C9 A003 45 LOY #$03 
36CB 88 46 LP6 DEY 
36CC DOFD 47 BNE LP6 
36CE CA 48 DEX 
36CF DOFA 49 BNE LP6 
36DI C62C 50 DEC CNT WETURNED TO SCAN START 
36D3 DOD2 51 BNE LP3 ! NO; COMPLETE 
3605 68 52 PLA 
36D6 F18 53 TRY 
36D7 68 54 PLA WESTORE X-REGISTER. 
36DS AR 55 TA, -4 
36D9 60 56 RTS IYES ; RETURN TO MAIN PROORM. 
360A 999 END 
TIME 6.26 SECS/ LINE 23191 BYTES FREE 
E'XECLITE 
BREAK IN 1320 
READY. 
APPENDIX A3.2. 
SHEET 2 OF 2 
033A, I 
033A 2 1 
0338 3 1* SWITCH2 SUBROUTINE 
033A 4 Q 
033A 5 
033A 6 ITHE SUBROUTINE RETURNS THE 
033A 7 ISCANNER TO THE SCAN START BEF- 
033A 8 I-ORE ROTATING THE SPECIMEN TH- 
0338 9 I-ROUGH TEN DEGREES 
. 
E843 10 VIADD=SE843 IDATA DIRECTION REG 
3690 11 RTNSCR=$3690 WCANNER RTN. SBRT. 
E84F 12 VIAOP=$E84F ! DATA PORT. 
3700 13 *=$3700 
3700 A970 14 LDA #$70 ISET MOTOR CONTROL 
3702 8043ES 15 STA VIADD 
3705 804FE8 16 STA VIAOP 
3708 209036 17 JSR RTNSCR 
370B SA 18 TXA ISAVE INDEX X-REGISTER . 
370C 48 19 PHA 
370D 8930 20 LOA #$30 ISET BIT PA6 
370F 8134FE8 21 STA VIROP 
3712 A26C 22 LDX #= 
3714 AD4FE8 23 LPO LOA VIAOP 
3717 2980 24 AND #$80 IMOTOR PULSE CHECK 
3719 98 25 TYA ISAVE WREGISTER 
371A 48 26 PHA 
371B ROFF 27 LDY #$FF ISET DELAY TIME 
371D 48 28 LPI PHA 
371E 68 29 PLA 
371F 88 30 DEY 
3720 DOFB 31 SNE LPI 
3722 68 32 PLA 
APPENDIX A3.3. 
SHEET 1 OF 2 
A. 34 
H8 Jý5 1 We 
3724 CA 34 DEX 
3725 DOED 35 BNE LPO ! COMPLETED ?. 
372,7 A970 36 LDA #$70 
3729 ODWE S 37 ORA VIAOP QTOP MOTORI 
372C GD4FE 8 38 STA VIAOP 
372F 98 39 TYA ISAVE Y-REGISTER 
3730 48 40 PHA 
3731 A215 41 LDX #$15 
3733 AOFF 42 LDY #$FF 
3735 88 43 LPS DEY 
S736 D0FD 44 BNE LP5 
3738 CA 45 DEX 
3739 DOFA 46 BNE LP5 
3738 68 47 PLA 
373C A8 48 TRY 
373D 68 49 PLA WESTORE X-REGISTER. 
373E AA 50 TAX 
373F 60 51 RTS ! YES; RETURN FROM ROUTINE 
3740 999 END 
TIME 5.89 SECS/LINE 23190 BYTES FREE 
EXECUTE 
BREAK IN 1320 
READY. 
APPENDIX A3.3. 
SHEET 2 OF 2 
A. 35 
A. 36 
033A 1 
. 
033A 2 Q 
033A 3 1* SWITCH SUBROUTINE 
033A 4 Q. 
033A 5 
033A 6 IA PROGRAM TO STEP A STEPPER 
033A 7 IMOTOR A FIXED DISTANCE EACH 
033A 8 ITIME SO THAT RAY SUMS COULD 
033A 9 IBE COMPUTED 
E843 10 YIADD=$E843 IDATA DIRECTION REG 
E84F 11 VIAOP=$E84F IDATA PORT. 
3147 12 *=$3147 
3147 68 13 PLA 
3148 A929 14 LOA #$29 
314A 48 15 PHA 
314B 8A 16 TXA ISAVE INDEX X-REGISTER 
314C 48 17 PHA 
3140 98 18 TYR ISAVE Y-REOISTER 
314E 48 19 PHA 
314F A970 20 LOA #170 
3151 SD43ES 21 STA VIADD 
3154 A940 22 LOA #$40 
3156 8D4FE8 23 STA VIAOP 
3159 A23C 24 LDX #$3C 
3158 AD4FE8 
. 
25 LPO LOA VIAOP 
315E 2980 26 AND #$80 IMOTOR PULSE CHECK 
3160 FOF9 27 BEQ LPO QLOCK PULSE CHECK 
3162 8005 28 LOY #$05 ISET DELAY TIME 
3164 43 29 LPI PHA 
3165 68 30 PLA 
3166 so 31 DEY 
3167 DOFB 32 BNE LPI 
APPENDIX A3.4. 
SHEET 1 OF 2 
AW 
A. 37 
!? 168 DOEF 34 BNE LPO lCOMPLETED ?. 
316C A950 35 LDA #$50 
316E OD4FE8 36 ORA VIAOP ISTOP MOTORI 
3171 804FEG 37 STA VIROP 
3174 A2FF 38 LDX #$FF WET DELAY 
3176 AOFF 39 LDY #$FF 
3178 88 40 LP5 DEY 
3179 DOFD 41 BNE LP5 
3178 CA 42 DEX 
317C DGFA 43 BNE LP5 
317E 68 44 PLA 
317F A8 45 TAY 
3180 68 46 PLA IRESTORE X-REGISTER. 
3181 AA 47 T AX 
3182 60 48 RTS IYES; RETURN FROM ROUTINE 
3183 999 END 
TIME 5.99 SECS/LINE 23190 BYTES FREE 
EXECUTE 
BREAK IN 1320 
READY. 
APPENDIX A3.4. 
SHEET 2 OF 2 
A. 38 
0020 1 YY=$0020 IMULTIPLIER STORE. 
0022 2 XX=*0022 IMULTIPLICAND STORE. 
0024 3 U=$0024 IRESULT STORE. 
0028 4 T=$0028 ITEST BYTE. 
0029 5 MULTI=$0029 ! MULTIPLICAND TWO'S 
002A 6 MULT2=$002A lCOMPLEMENT STORE. 
3500 7 *=$3500 
3500 88 8 TXA ISAVE INDEX REGISTER. 
3501 48 9 PHA 
3502 98 10 TYR WAVE Y-INDEX REGISTER. 
3503 48 11 PHA 
3504 AOOO 12 LDY #$00 
3506 A900 13 LDA =0 
3503 8524 14 STA U ICLR RESULT STORE. 
350A 8525 15 , STA u+l 
35L-IC 8526 16 STR U+2 
350E 8527 17 STR U+3 
3510 AT-23 IS LOA 'e<'e'?. +l IFORM TWO'S COMPLEMENT 
3512 49FF 19 EOR #$FF 10F MULTIPLICAND. 
P514 18 20 CLC 
3515 6901 21 ADC #tol 
3517 8529 22 STA MULT1 
3519 8008 23 Scs SLI 
351D A522 24 LOA XX 
3510 49FF 25 EOR #SFF 
351F Is 26 CLC 
3520 852A 27 STA MULT2 
3522 4C2035 28 Jrlp SL6 
3525 A522 29 SU LOA XX 
3527 49FF 30 EOR #$FF 
, 
3529 6900 31 ADC #$00 
352B 852A 32 STA MULT2 
APPENDIX A3.5. 
SHEET 1 OF 3 
352F 8528 34 STA T WLEAR TST BIT. 
3531 8010 35 LDY #$10 ISET COUNT. 
3533 A521 36 L182 LDA YY+l 
3535 2901 37 AND #$01 
3537 48 38 PHA 
3538 4528 39 EOR T W. S. B. EQ. TST SIT? 
353A F015 40 BEQ SIFT WES 00 TO SHIFT. 
-353C 68 41 PLA INO 
353D C900 42 CMP #$00 1L. S. B. EQ. ZERO. 
353F F014 43 BEQ ADD IYES; 00 TO ADD. 
3541 A525 44 LOA U+l INO; SUBTRACT MULTIPL- 
3543 Is 45 CLC IICAND FROM RESULT. 
3544 6529 46 ADC MULTI 
3546 8525 47 STA U+l 
3548 A524 48 LDA U 
354A 652A 49 ADC MULT2 
354C 8524 50 STA U 
354E 4C6235* 51 JMP SHIFT 
3551 63 52 SIFT PLA IRESTORE STACK. 
3552 4C6235 53 JMP SHIFT 
. 
3555 18 54 ACID CLC 1800 MULTIPLICAND 
3556 A525 55 LOA U+l ITO RESULT. 
3558 6523 56 ADC 'XX+l 
355A 8525 57 STA U+l 
355C A524 58 LOA U 
355E 6522 59 ADC 
3560 8524 60 STA U 
3562 A900 61 SHIFT LDA #$00 
3564 8528 62 STA T lCLR TST BIT. 
3566 6620 63 ROR YY 
3568 6621 64 ROR YY+l 
3568 2628 65 ROL T 
APPENDIX A3.5. 
SHEET 2 OF 3 
A. 39 
356E 2524 67 
II 
AND 
Tr ý' WW 
u 
jý 
3570 6624 68 ROR U 
3572 0524 69 ORA U 
3574 8524 70 STA U 
3576 6625 71 ROR U+l 
3578 6626 72 ROR U+2 
357A 6627 73 ROR U+3 
357C 88 74 DEY 
357D D084 75 BNE LIB2 MOUNT ZERO. 
357F sa 76 PLA IRESTORE 
3580 As 77 TAY lINDEX. Y RESTORED. 
3581 68 78 PLA 
3582 AA 79 TAX 1INDEX X RESTORED. 
3583 60 80 RTS ! YES ; RETURN. 
3584 999 E ND 
TIME 6.68 SECS/LINE 23184 BYTES FREE 
EXECUTE 
SREAKI IN 1320 
READY. 
A. 40 
APPENDIX A3.5. 
STIEET 3 OF 3 
033A 2 1* 
0338 3 1* GRID SCAN SUBROUTINE 
033A 4 1* 
0338 5 
033A 6 18 SUBROUTINE TO MAP THE ORIG- 
033A 7 IINAL GRID FOR THE RECONSTRUCT- 
033A S lION DATA FOR THIS FIRST SCAN 
033A 9 IIS ACQUIRED AND SAVED IN RELE- 
033A 10 WANT POSITIONS 
0013 11 COUNT=$0013 IDIGIT COUNTER . 
0014 12 MOUNT=$0014 ! SHIFT COUNTER . 
0015 13 TEMP1=$0015 W- CO-ORD. STORE 
0016 14 TEMP2=*0016 
002D 15 ORFLG=$002D' 
0010 16 PTRM=$0010 WINTER STORE . 
E841 17 VIALR=$ES41 WSIDE LATCH . 
E, 843 18 VIADD=$E843 ! DATA DIR. REGISTER 
E84F 19 VIAOP=tE84F WO REGISTER . 
004D 20 TERCNT=$0040 ! INTERRUPT COUNTER 
004E 21 EMPCNT=$004E WGNORED DIGITS 
0338 22 1 COUNTER 
0053 23 LARS=$0053 
31AO 24 DTASRT=$31AO WORT SUBROUTINE. 
E84B 25 ACR=SE84B ! AUX. CONTROL REGIST. 
E84C 26 PCR=tE84C WERIPHERAL CNTRL. REG 
E84D 27 IFR=$E84D 1INTRPT FLAG REGISTER 
E84E 28 IER=$E84E WNT. ENABLE REGISTER 
E844 29 TlLL=$ES44 ILOWER TIMER LATCH. 
E845 30 TILH=$ES45 ! TIMER LATCH HIGHER 
3280 31 *=$3280 
3280 A515 32 LDA TEMPI ICHECK X-VALUE 
APPENDIX A3.6. 
SHEET 1 OF 7 
A. 41 
3284 3007 34 SMI RFLCTD 
3286 C906 35 CMP #$06 ILOWER LIMIT 
3288 1003 36 BPL RFLCTD 
3288 4C9332 37 JMP HPPY 
328DACDE35 38 WLCTD JMP CLEAR 
3290 4CES35 39 REPEAT JMP SAME WOPY T. O. F. D. 
3293 8516 40 HPPY LOA TEMP2 WHECK Y VALUE 
3295 C9F3 41 CMP #$F3 
3297'DOF7 42 BNE REPEAT 
3299 78 43 SEI IDISABLE INTERRUPTS 
329A A04CES 44 LOA PCR ISET CAI INTRPT ON 
329D 29FE 45 AND #$FE 1POSITIVE TRANSITION 
329F 8D4CE8 46 STA PCR 
3282 AD4lE8 47 LOA VIALR IREAD TO CLEAR FLAG 
3205 A902 48 SRCH LOA #$02 QEST CAI INTRPT. 
32A7 2DWES 49 AND IFR 
32RA FOF9 50 BEQ SRCH 
32AC 20BA32 51 JSR INTSUN IINTERRUPT SERVICE 
32AF A900 52 LOA #$00 
ABI SD48ES 53 STA ACR ISTOP COUNTER FREE RUN 
3284 58 54 CLI I ENABLE INTERRUPTS 
32B5 20A031 55 JSR DTASRT WORT DATA 
32BS D8 56 ELFF CLD 
32B9 60 57 RTS IRETURN FROM SUBROUTINE 
326A F8 58 INTSUN SED ISET DECIMAL MODE 
3288 18 59 CLC WLEAR CARRY FLAG 
328C A940 60 LOA #*40 ISET BIT SIX OF ACR TO 
32SE SD48ES 61 STA ACR IONE TO SEL. FREE RUN 
32CI A904 62 LOA #*04 
32C3 8513 63 STA COUNT 1DIOIT COUNT . 
32C5 8514 64 STA MOUNT ISHIFT COUNT . 
32C7 A940 65 LOA #S40 ISET COUNTING TO 
A. 42 
APPENDIX A3.6. 
RMrRT 7 nr 7 
A. 43 
32CC, A901 67 LOA #$01 
32CE 8045ES 68 STA TlLH ISTART COUNT 
32DI A904 69 LOA #$04 
3203 854D 70 STA TERCNT ISET COUNTER 
32D5 A902 71 LOA #$02 
0207 854E 72 STA EMPCNT lIGNORE 1ST. TWO DIG. 
32D9 A940 73 LANG LOA #$40 ! SET FLAG MASK. 
3208 2D4DE8 74 AND IFR ITIMER INTRRUPT SET 
32DE FOF9 75 BEQ LANG INOp LOOP BACK 
32EO AD44ES 76 LOA TILL ICLEAR TIMER INTERRUPT 
32E3 C64E 77 DEC EMPCNT 
32E5 DOF2 73 BNE LANG 
32E7 209035 79 JSR SAMSON ISECOND COUNT RTNE 
32ER AD44E8 30 LOA TILL ICLEAR Tl INTRPT. 
32ED E64E 81 INC EMPCNT IPUT ONE IN STORE 
32EF C640 82 DEC TERCNT ! INTRPT COUNTER 
32FI DOW 83 BNE LANG 
32F3 60 84 RTS IRETURN TO MAIN PROGRAM 
3590 85 *=$3590 ! SECOND INTRPT. ADDR. 
3590 A513 86 SAMSON LOA COUNT 
3592 C904 87 CMP #$04 
3594 DOOF 88 BNE LP2 
3596 AD4FES 89 LOA VIROP 
3599 OA 90 LBL2 ASL A 
3598 C614 91 DEC MOUNT 
-359C DOFB 92 BNE LBL2 
359E 9110 93 STA (PTRM>, Y 
-35A0 C613 94 DEC COUNT 
3582 4CDO35 95 JMP LPO 
35A5 C903 96 LP2 CMP, #$03 
3587 DOOF 97 BNE LP3 
35A9 A04FES 98 LOA VIROP ILOAD M. S. DIGIT. 
APPENDIX A3.6. 
SITEET 3 OF 7 
A. 44 35RE 1110 100 ORA <PTRM), Y ICOMPLETE BYTE 
3580 9110 101 STA (PTRM>, Y WIGIT & KEEP 
. 35B2 Ce 102 INY 
35B3 C613 103 DEC COUNT 1ADJUST COUNTER 
35B5 4COD35 104 JMP LPO IRETURN 
35B8 C902 105 LP3 CMP #$02 12ND. DIGIT 
35BA 0013 106 BNE LP4 
358C A904 107 LDA #$04 
35BE 8514 108 STA MOUNT 
35CO A04FES 109 LDA VIAOP ILOAD DIGIT 
ý35C3 
OR 110 LBL3 ASL A 
35C4 C614 III DEC MOUNT 
35C6 DOFB 112 BNE LBL3 
'35CS 9110 113 STA (PTRM), Y 
35CA C613 114 DEC COUNT 
35CC 4CDD35 115 JMP LPO 
35CF A04FES 116 LP4 LDA VIAOP ILOAD LAST DIGIT. 
35D2 29OF 117 AND #$OF IMASK UNWANTED BITS 
35D4 1110 118 ORA (PTRM), 'T' IFORM BYTE 
3506 9110 119 STA <PTRP1>, Y ! SAVE IN STORE 
35D8 Ce 120 114Y 
35D9 9901 121 LDA #Sol 
35DB 9110 122 STA (PTRM), Y ISET SCAN POINTER. 
35DO 60 123 LPO RTS 
35DE A900 124 CLEAR LDA #SOO 
35EO 9110 125 STA <PTRM), Y 
35E2 Ca 126 1 NY 
35E3 9110 127 STA <PTRM), Y 
35E5 03 12 8 1 Ny 
35E6 9110 129 STA <PTRrl>, Y 
35ES 4CS832 130 JMP ELFF 
35EB A553 131 SAM E LDA LARS 
APPENDIX A3.6. 
SHEET 4 OP 7 
435ED 9110 132 STA (PTRM), Y 
ý35EF Ce 133 itly 
ýý35FO A554 134 LDA LARS+l 
35F2 9110 135 STA (PTRM>, Y 
35F4 A555 136 LDA LARS+2 
_35F6 
CS 137 INY 
35F7 9110 138 STA (PTRM), Y 
35F9 4CBS32 139 JMP ELFF 
35FC, 999 .E ND 
TIME 7.11 SECS/LINE 23184 BYTES FREE 
E XECUTE 
. 
BREAK IN 1320 
READY. 
A. 45 
APPENDIX A3.6. 
SHEET 5 OF 7 
033FI I 
033A 2 1* 
033A 3 1* DATA SORT SUBROUTINE 
033A 4 1 
033A 5 
0052 6 Hr-IOTY=$0052 ITEST PHASE FLAG 
0053 7 LARS=S0053 
0010 8 PTRM=$0010 
31FIO 9 *=$31AC 
31AO A552 10 DTASRT LDA HPIGTY ILOAD DATA PTR 
-31A2 C900 11 clip #SOO 
31A4 F030 12 BEQ NADJST WINGER PRINTING OR 
31A6 88 13 DEY 
31A7 8110 14 LDA (PTRM>, Y 
31A9 38 15 SEC 
31AR E939 16 SBC #$39 
31AC 9110 17 STA (PTRM), Y 
31AE 8554 Is STA LARS+1 
31BO 88 19 DEY 
3181 B110 20 LDA <PTRPI>, Y 
31B3 E920 21 SBC #$20 
31B5 3000 22 BPII REJECT 1< 203. ZERO T. O. F. D. 
, 
31B7 9110 23 STA (PTRM), Y ! STORE T. O. F. D. 
3189 8553 24 STA LARS 
3188 ca 25 INY 
318C Cs 26 INY 
318D A901 27 LDA #$01 
31EF 8555 28 STA LARS+2 
31CI 4CD631 29 JPIP NADJST 
31C4 
I 
A900 30 REJECT LDA #$00 
31C6 9110 31 STA <PTRPI), Y 
31CS 8553 32 STA LARS 
A. 46 
APPENDIX A3.6. 
SHEET 6 or 7 
A. 47 
31CA ce 33 INY 
ý31CB 9110 34 STA (PTRM), Y 
31CD 8554 35 STA LARS+l 
31CF. C8 36 INY 
31DO A999 37 LDA #$99 
31D2 9110 38 STA (PTRM>, Y 
31D4 8555 39 STA LARS+2 
31DS DS 40 NADJST CLD IBINARY MODE ARITHMTC. 
31D7 60 41 RTS IEND 
31DS , 999 . END 
TIME 6.65 SECS/LINE 23183 BYTES FREE 
E'X. ECUTE 
BREAK IN 1320 
READY. 
APPENDIX A3.6. 
SHEET 7 or 7 
A. 48 I 
0338 
033A 2 
033A 3 V COMPARISONVUBROUTINE 4; 
0338 4 
1033A 5 
033A 6 ITHIS SUBROUTINE COMPARES THE 
033A 7 lCO'ORDINATES OF THE FIRST SCAN 
033A 8 IORID TO THE CO'ORDINATES OF 
033A 9 ISUBSEQUENT SCANS TO FIND COIN- 
033A 10 ICIDENT OR NEAR COINCIDENT POIN 
033A 11 I-TS SO THEIR T. O. F. MAY BE 
033A 12 1ADDED S. T. THE RAY SUMS OF 
033A 13 IPICTURE ELEMENTS MAY BE COMPU- 
033R 14 ITED .I 
0018 15 HAFBYT=$0018 
001c 16 NHAFBT=$001C 
002E 17 FAIFLO0002E ICOMPARE FAIL FLO 
002F IS SBIRST=$002F 
0030 19 SB2RST=$0030 
0010 20 PTRM=$0010 
3800 21 *=$3800 
3800 A900 22 COMPR LOA #$00 
3802 8510 23 STA PTRM ISET POINTER LOWER 
3804 893A 24 LDA #$3A ISET POINTER HIGHER 
3806 8511 25 STA PTRM+l IBYTE 
3808 A216 26 LOX #22 ISET BLOCKS COUNTER. 
380A A000 27 LOY #$00 
380C 4C2238 28 JMP LPSTRT 
38OF 4C6638 29 GAIL JMP FAIL 
3812 CS 30 NXTPT INY 1256 BYTES? 
3813 Cs 31 INY 
3814 CS 32 INY 
APPENDIX A3.7. 
SHEET 1 OF 3 
3816 ca 34 INY 
3817 D009 35 BNE LPSTRT ! NO; CONTINUE. 
-3819 E611 36 INC PTRM+l ! NXT BLOCK. 
3818 CA 37 D EX 
381C 3OF1 38 BMI GAIL 
381E 0002 39 BNE LPSTRT 
3820 8038 40 LOY #$38 ILOAD REMAINDER. 
3822 B110 41 LPSTRT LOA <PTRM), Y 1Y VALUE. 
3824 38 42 SEC 
_3825 
E51D 43 SBC NHAFBT+l WOMPARE TO CURRENT 
3827 852F 44 STA S81RST 
3829 C8 45 INY 1POSITION 
382A B110 46 LDA <PTRM), Y 
382C E51C 47 SBC NHAFBT 
382E 8530 48 STA S82RST 
3830 303F 49 BMI HIMITZ 1POSITION. 
3832 38 50 LPI SEC 
3833 A900 51 LDA #$00 
3835 E52F 52 SBC SBIRST WOMPARE TO TOLERA- 
3837 A902 53 LDA #$02 INCE DISTANCE 
3839 E530 54 SBC SB2RST 
3838 1005 55 BPL TSTY 
383D C8 56 INY 
383E CS 57 INY 
383F 4C1238 
- 58 JMP NXTPT ! NOT COINCIDENT. 
3842 C8 , 59 TSTY INY ! TEST Y COORDINATE. 
3843 B110 60 LDA <PTRM), Y W-VALUE . 
3845 38 61 SEC 
3846 E519 62 SBC HAFBYT+l 
3848 852F 63 STA SBlRST 
384A C8 64 INY 
'3848 8110 65 LDA (PTRrl>, Y 
APPENDIX A3.7. 
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A. 49 
384U E51877 66 SBG HAFBYT 
A. 50 
384F 8530 67 STA S82RST ISAVE M. S. DIFFERENCE 
3851 3018 68 BMI NEGTVE 
3853 38 69 LP2 SEC 
3854 A900 70 LDA #$00 ICOMPARE TO TOLERANCE 
3856 E52F 71 SBC SBIRST IDISTANCE 
3858 A902 72 LDA #$02 
3858 E530 73 SBC SB2RST 
385C 1003 74 BPL SMASH 
ý385E 
4CI238 75 JMP NXTPT ! NOT LESS FETCH NXT. 
3861 ce 76 SMASH INY 1ADJUST POINTER. 
3862 CS 77 INY 
3863 CS 78 INY I COINCIDENT; FINISH. 
3864 C8 79 INY 
3865 60 80 FINI RTS IRETURN 
3866 E62E 81 FAIL INC FAIFLO IDENOTE FAILURE 
3868 4C6138 82 JMP SMASH WETURN 
. 
386B 207738 83 NEGTVE JSR NEGRES 
386E 4C5338 84 JMP LP2 
3871 207738 85 NIMITZ JSR NEGRES 
3874 4C3238 86 JMP LP1 
3877 is 87 NEGRES CLC 
3878 A52F 88 LDA SBIRST ICREATE TWO'S COMPLE- 
387A 49FF 89 EOR #$FF IMENT 
387C 6901 90 ADC #tOl 
387E 852F 91 STA S81RST ISAVE POSITIVE RESULT 
3880 A530 92 LDA S82RST 
3882 49FF 93 EOR #tFF 
3884 6900 94 ADC =0 ITWO'S COMPLEMENT 
3886 8530 95 STA S82RST ISAVE RESULT 
3888 60 96 RTS WINISHED 
3889 999 END 
TIME 6.55 SECS/LINE 23176 BYTES FREE 
APPENDIX A3.7. 
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A. 51 033A I 
033A 2 1* 4; 
033A 3 1* OTHER SCAN SUBROUTINE, 
033A 4 1* 
ý033A 5 
0013 6 COUNT=$0013 1DIOIT COUNTER . 
0014 7 MOUNT=$0014 ISHIFT COUNTER . 
0010 8 PTRM=S0010 IPOINTER STORE 
0015 9 TEMPI=$0015 
ý0016 
10 TEPIP2=$0016 
'002D, 
11 GRFLG=$002D ISCAN NUMB, ER STORE. 
E841 12 VIALR=$ES41 IA-SIDE LATCH 
E843 13 VIADD=SE843 IDATA DIR. REGISTER 
E84F 14 VIAOP=$E84F 11/0 REGISTER . 
004D 15 TERCtlT=$004D IINTERRUPT COUNTER 
004E. 16 EMPCt4T=$004E IREJECTED DIGITS 
0? 3A 17 1 COUNTER 
0053 Is LARS=$0053 ITEMPORARY RESULT 
, 
E84B 19 ACR=SE84B lAUX. CONTROL REGIST. 
E84C 20 PCR=SE84C IPERIPHERAL CNTRL. REG 
E84D 21 IFR=$E84D IINTRPT FLAG REGISTER 
E84E, 22 IER=SE34E IINT. ENABLE REGISTER 
E844 23 TILL=$ES44 ILOWER TIMER LATCH. 
E845 24 TILH=$ES45 ITIMER LATCH HIGHER 
3300 25 *=$3300 
3300ý 8515 26 LDA TEPlPl 
3302 C9FB 27 CMP #$FB ILOWER LIMIT . 
3304 300A 23 BMI RFLCTD 
3306 C906 29 CMP #$06 ILOWER LIMIT . 
3308 1006 30 BPL RFLCTD 
33CIA 4CI533 31 JMP HOCUS 
330D 4C2932 32 REPEAT JMP SAME 
APPENDIX A3.8. 
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li . -j 'd 
3311 CS 34 1 NY 
3312 4C3333 35 JMP POT 
3315 78 36 HOCUS SEI IDISABLE INTERRUPTS. 
3316 A04CE8 37 LDA PCR ISET CAl INTRPT ON 
3319 29FE 33 AND WE 1POSITIVE TRANSITION 
3318 GD4CES 39 STA PCR 
331E AD41ES 40 LDA VIALR IREAD TO CLEAR FLAG 
3321 A902 41 SRCH LDA #*02 ITEST CAl INTRPT. 
3323 2D4DES 42 AND IFR 
3326 FOF9 43 BEQ SRCH 
3328 203C33 44 JSR INTSUN IINTERRUPT SERVICE 
3328 A900 45 LDA #$00 
332D 8D4BEe 46 STA ACR ISTOP COUNTER FREE RUN 
3330 20EO31 47 JSR DTASRT 
3333 53 48 POT CLI I ENABLE INTERRUPTS 
3334 A520 49 LDA GRFLG 
3336 CS 50 INY 
3337 9110 51 STA (PTRM), Y 
3339 as 52 DEY 
333A DS 53 CLD 
3338 60 54 RTS IRETURN FROM SUBROUTINE 
I 333C F8 55 INTSUN SED 
333D A904 56 LDA #Z04 
333F 8513 57 STA COUNT 
3341 8514 58 STA MOUNT 
3343 A940 59 LDA #$40 ISET BIT SIX OF ACR TO 
3345 8D4BE8 60 STA ACR IONE TO SEL. FREE RUN 
3348 A940 61 LDA #$40 ISET, COUNTING TO 
3348 SD44ES 62 STA TlLL 1300 USEC. 
334D A901 63 LDA #Zol 
334F GD45E3 64 STA TlLH ISTART COUNT 
3352 A904 65 LDA #t04 
APPENDiX A3.8. 
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A. 53 
3356 A902 67 LDA #S02 
3358 854E 68 STA EMPC14T IREJECT 1ST 2 DIGITS 
3358 A940 69 LANG LDA #S40 ISET FLAG MASK. 
335C 2D4DES 70 AND IFR ITIMER INTRRUPT SET 
335F FOF9 71 BEQ LANG INO; LOOP BACK 
3361 AD44ES 72 LDA TILL ICLEAR COUNT INTRPT 
3364 C64E 73 DEC EMPCNT 
ljlý 3366 DOF2 74 BNE LANG 
68 200036 75 JSR SAMSON I SECOND COUNT RTNE 
68 E64E 76 INC EMPCNT 
77 DEC TERCNT IINTRPT COUNTER 
3or DQE9 78 BNE LANG 
371 60 79 RTS IRETURN TO MAIN PROGRAM 
A 00 80 *=$3600 ISECOND INTERRUPT ADDR. 
13600 A513 al SAMSON LDA COUNT 
3602 C904 e2 CMP #. t04 IIST. DIGIT INPUT 
3604 DOOF 83 BNE LP2 INO )FETCH t4E, ', *. T DIGIT 
3606 A. D4FE8 84 LDA VIAOP 
3609 OA 85 LBL2 ASL A ISHIFT TO MOST 
360A C614 86 DEC MOUNT ISIGNIFICANT NIPPLE 
360C DOFB 87 BNE LBL2 
360E C613 88 DEC COUNT 
3610 8553 89 STA LARS ISAVE DIGIT 
3612 4C4936 90 JMP LPO 
3615 C903 91 LP2 CrIp #$03 12ND DIGIT. 
, 3617 DOOF 92 B14E LP3 
3619 A04FES 93 LDA VIAOP ILOAD DIGIT TWO 
361C 29OF 94 AND #$OF ICLEAR M. S. 4 BITS 
-361E 0553 95 ORA LARS IRESULT . 
ý3620 8553 96 STA LARS 11ST. & 2ND. DIGITS 
3622 Ce 97 1 Ny 
3623 C613 -93 DEC COUNT IADJUST COUNTER 
APPENDIX A3.8. 
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3628 C902 100 LP3 CMP #$02 13RD. DIGIT 
362FI D013 101 BNE LP4 
362C 8904 102 LOA #$04 
362E 8514 103 STA MOUNT 
3630 A04FES 104 LOA YIAOP ! LOAD DIGIT 
3633 08 105 LBL3 ASL A 
3634 C614 106 DEC MOUNT 
3636 DOFB 107 BNE LBL3 
3638 8554 108 STA LARS+1 IRESULT. 
3638 C613 109 DEC COUNT 
363C 4C4936 110 J11P LPO 
363F AD4FE8 Ill LP4 LOA VIAOP ! LOAD LAST DIGIT. 
3642 29OF 112 AND #$OF IMASK UNWANTED BITS 
3644 0554 113 ORA LARS+1 
3646 8554 114 STA LARS+1 
3648 C8 115 INY 
3649 60 116 LPO RTS IRETURN 
31EO 117 *=S3IEO 
31EO A554 118 DTASRT LOA LARS+l 
31E2 38 119 SEC 
31E3 E925 120 SBC #$25 
3IE5 8554 121 STA LARS+l, 
31E7 A553 122 LOA LARS 
31E9 E920 123 SBC #$20 
31EB 3027 124 Bril REJECT 
31ED 8553 125 STA LARS 
31EF 8110 126 LDA (PTRM), Y 
ý31F1 C999 127 cr1p #$99 
3IF3 F033 128 BEQ NAOJST 
3IF5 88 129 DEY 
, 31 F6 1.9 130 CLC 
3IF7 8554 131 LOA LARS+l 
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31FB 9110 133 STA (PTRt-1), Y 
31FD 88 134 DEY 
-31FE A553 135 LDA LARS 
3200 7110 136 ADC (PTRt-l), Y 
3202 9110 137 STA (PTRPI), Y 
3204 8900 138 LDA #$00 
3206 8555 139 STA LARS+2 
3208 ce 140 INY 
3209 C8 141 I14Y 
320A Is 142 CLC 
320B 8110 143 LDA (PTRM), Y IADD TO SCAN NO. 
320D 6901 144 ADC #tol 
320F 9110 145 STA (PTRPl), Y 
3211 4C2832 146 Jr, lp NADJST 
321-: 1 88 147 REJECT DEY 
3215 So 148 DEY 
3216 8900 149 LDA #SOO 
3218 9110 150 STA (PTRtl>, Y 
321A 8553 151 STA LARS 
321C Ce 152 INY 
321D 9110 153 STA (PTRM), Y 
321F 8554 154 STA LARS+l 
3221 CS 155 INY 
3222 A999 156 LDA #$99 
3224 9110 1,57 SITA (PTRPI), Y 
3226 8555 158 STA LARS+2 
3228 60 159 NADJST RTS lEND 
3229 FS 160 SAME SED 
3228 C8 161 INY. 
3228 CS 162 INY 
322C A999 163 LDA #$99 IZERO T. F. DIFFR. 
322E D110 164 CMP <PTRM), Y 
A. 55 
APPENDIX A3.8. 
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, 
3232, C555 166 CMP LARS+2 
3234 DOOF 167 BNE LEST 
, 3236 9110 163 STA <PTRM), Y 
3238 88 169 DEY 
3239 A900 170 LDA #$00 
3238 9110 171 STA <PTRti), Y 
3'2'3D 88 172 DEY 
ý23E 9110 173 STA (PTRtl), Y 
3240 CS 174 PAY 
3241 CS 175 INY 
3242 4C5D3 2 176 JMP ELSE 
3245 8554 177 LEST LDA LARS+l 
'3247 '88 178 DEY 
3248 IS 179 CLC 
3249 7110 ISO ADC <PTRtl), Y 
3248 9110 181 STA <PTRti), Y 
324D 88 182 DEY 
324E 8110 183 LDA <PTRM), Y 
3250 6553 184 ADC LARS 
3252 9110 185 STA (PTRM), Y 
3254 CS 186 INY 
3255 CS 187 INY 
3256 Is 188 CLC JADD TO SCAN NUMBER 
,, 
3257 A901 189 LDA #$01 
3259 7110 190 ADC <PTRrl), Y 
32158 9110 191 STA (PTRtl), '-? 
325D 4C3333 192 ELSE JMP POT 
3260 999 END 
TIME 6.89 SECS/LINE 23184 BYTES FREE 
E'XECUTE 
BREAK IN 1320 
READY. 
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A. 5E 
033A I 
033A 2 1* 
033A 3 1* MAXIMUM T. O. F. LOCATION #- 
033A 4 !* AND MEAN T. O. F. ADJUSTMENT* 
033A 5 1 SUBROUT I NE 
033A 6 i 
033A 7 
0010 8 PTRM=$0010 1POINTER STORE LOWER 
0014 9 MOUNT=$0014 
0045 10 RSLT=*0045 
0047 11 DVSR=$0047 
004A 12 DVDND=*004A 
3418 13 DIVIDE=$3418 
3380 14 *=$3380 
3380 FS 15 MAXCHC4 SED 
33-12: 1 A900 16 LDA #$00 
3383 8510 17 STA PTRM HNITIALIZE POINTER . 
3385 8540 18 STA $40 WLEAR MAXIMUM NO- STR. 
3387 8541 19 STA $41 
3389 8542 20 STA $42 
3388 A93A 21 LOA #$3A 
338D 8511 22 STA PTRM+l-1SET DIGITS POINTER. 
338F A216 23 LOX #06 WET BLOCKS COUNTER 
3391 A000 24 LOY #$00 WET INDEX POINTER 
3393 4CAD33 25 imp CNTN U WET TO BUSINESS 
3396 silo 26 MAXSET L OA <PTRM), Y 
3398 8541 27 STA $41 WAVE IN MAXIMUM NUMBER 
339A Ca 28 INY ISTORE . 
339B Blio 29 LDA (PTRM), Y 
339D 8542 30 STA $42 
339F ca 31 NXTSTP INY 
33RO CR 32 INY 
A. 57 
rl A t, 0 :i :A A Pl T r- IrU III I Mfl, I A. 58 
33F12 D009 34 BNE CNTNU 
33A4 E611 35 INC PTRM+l 1INCREMENT'BLOCK PTR 
331A6 CA 36 DEX 
33A7 3058 37 BPlI RESULT 
33A9 0002 38 BNE CNTNU 
338B A038 39 LOY #$38 ! LOAD REMAINDER 
33AD ca 40 CNTNU INY WALUE 
33RE Ce 41 INY 
33AF C8 42 INY 
33BO Ce 43 INY 
33BI A900 44 LOA #$00 
3383 854A 45 STA DVDND 
33B5 8547 46 STA OVSR 
33B7 8548 47 STA DVSR+l 
3389 B110 48 LDA (PTRM), Y 
338B -0354B 49 STA DvDt4D+l 
3380 CS 50 INY 
33SE B110 51 LOA (PTRM), Y 
33co 854C 52 STA DVDt4D+2 
33C2 C8 53 INY 
33C3 ello 54 LOA (PTRM), Y 
33C5 88 55 DEY 
33C6 C999 56 CMP #$99 
33ca FOD5 57 BED NXTSTP 
33CA C900 58 CrIp #$00 
33CC F001 59 BEQ NXTSTP 
33CE 8549 60 STA OVSR+2 
33DO 88 61 DEY 
3301 201834 62 JSR DIVIDE 
33D4 A545 63 LOA RSLT 
9110 64 STA (PTRM), Y 
33D8 C8 65 INY 
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33D9 A546 66 LOA RSLT+l 
33DB 9110 
I 
67 STA (PTRM), Y 
330D ce 68 INY 
33DE A901 69 LOA #$01 
33E0 9110 70 STR (PTRM), Y 
33E2 88 71 DEY 
33E3 88 72 DEY 
33E4 8110 73 LDA <PTRM), Y ! NEXT DIGIT TEST 
33E6 C541 74 CMP $41 OF M. S. DIGITS EQUAL 
33ES 30OF 75 BMI LINUPI ! MAXIMUM > NEW DIGIT? 
33ER F002 76 BEQ LP2 ! SECOYD DIGITS EQUAL? 
33EC IOAS 77 BPL MAXSET ! NOKESS THAN. SET NEW 
33EE CO 78 LP2 INY ! MAXIMUM NUMBER VALUE 
33EF 8110 79 LDA <PTRM>, Y ! EQUAL 2ND. DIGIT 
33F1 C542 80 CMP $42 lCOMPARE L. S. DIGIT 
33F3 30AA 81 SMI NXTSTP 
33F5 FOA8 82 BEQ NXTSTP &QUAL VALUES KEEP 
23F7 83 1 MAXIMUM UNALTERED 
33F7 1004 84 BPL NEWM1 0 MAX. SET NEW .' 
33F9 
33F9 C8 
33FA 4C9F33 
33FD 88 
33FE 4C9633 
3401 D8 
3402 00 
3403 
TIME 6.53 S 
85 
86 
87 
se 
89 
90 
91 
999 
ECS/ 
EXECUTE 
BREAK IN 1320 
READY. 
MAXIMUM . 
LINUP1 INY WET POINTER 
JMP NXTSTP 
NEWMI DEY 
JMP MAXSET 
RESULT CLD 
BRK QND 
. END 
LINE 23183 BYTES FREE 
APPENDIX A3.9. 
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SHEET 3 OF 3 
0338 1 
033FI 2 1 
033A 3 1* DISPLAY SUBROUTINE 
0338 4 1* 
033A 5 
0338 6 ! THIS SUBROUTINE CONVERTS T. O. F 
033A 7 IVALUES TO INTEGRAL VALUES WHICH 
033A a ICOULD BE DISPLAYED AS LEVELS OF 
033A 9 IGREY OR DIFFERENT SYMBOLS AS 
033FI 10 IIS THE CASE HERE 
0010 11 PTRM=$0010 
0012 12 XTM=$0012 IGRAPHIC MEMORY PTR. 
0050 13 GRPHY=S0050 ! TEMPORARY STORE 
0014 14 MOUNT=$0014 
0047 15 DVSR=$0047 
16 DIVIDE=$3418 
3760 17 ORPHIC=$3760 ! GRAPHIC DISPLAY 
3480 18 *=*3480 
3480 F8 19 SED 
3481 Afooo 20 LOA #$00 
3483 8512 21 STA ', ý, ', TM 
3485 8550 22 STA ORPHY 
, 
3487 8510 23 STA PTRM 
3489 F193B 24 LOA #$38 
348B 8511 25 STA PTRM+l 
3480 A980 26 LDA #$80 
ý348F 
8513 27 STA XTM+l 
3491 8215 28 LDX #21 
3493 A080 29 LDY #$SO 
3495 C8 30 COMET MY MOYE POINTER TO TOF 
3496 C8 31 INY IT. O. F. STORE 
3497 ce 32 I14Y 
APPENDIX A3.10 
nr i 
A. 60 
3499 CS 34 INY A. 
61 
3498 CS 35 INY 
349B 8110 36 LOA (PTRrl>, Y 
3490 C999 37 ctip #$99 
349F D005 38 BNE FLEXT 
34RI 88 39 DEY 
34A2 Go 40 DEY 
34A3 4CCE34 41 JMP GRAP 
3486 83 42 FLEXT DEY 
3487 88 43 DEY 
3488 A900 44 LOA #$00 
34RA 854A 45 STA $4A 
34AC B110 46 LOA (PTRM), Y 
34RE 8548 47 STA $4B 
3480 Ce 48 INY 
34B1 B110 49 LOA (PTRPl), Y 
3483 854C 50 STA $4C 
34B5 A542 51 LOA $42 
3487 8549 52 STA DVSR+2 
34B9 A541 53 LOA $41 
3488 8548 54 STA DVSR+l 
348D A540 55 LOA $40 
34BF 8547 56 STA DVSR 
34C1 201834 57 JSR DIVIDE 
34C4 88 58 DEY 
34C5 A545 59 LOA $45 
34C7 9110 60 STA (PTRPI), Y ISAVE DIV. RESULT. 
34C9 C8 61 1 Ny 
34CA 
, 
A546 62 LOA $46 
34CC 9110 63 STA (PTRM), Y 
34CE 206037 64 GRAP JSR ORPHIC 
34DI CS 65 INY 
AiPENDIX A3.10 
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!, - 11 A. 62 El 34D3 ca 67 INY 
34D4 DOBF 68 BNE COD'SET 
34D6 E611 69 INC PTRM+l lNXT BLOCK 
3408 CA 70 DEee. 
34D9 3007 71 BMI DONE ILAST BLOCK FINISHED ? 
34DB DoBs 72 BNE COOSET ! NO; LAST BLOCK ? 
34DD A038 73 LDY #$38 IYES ; LOAD REMAINDER. 
34DF 4C9534 74 JMP CODSET 
34E2 00 75 DONE BRK I 
34E3 999 END 
TIME 6.08 SECS/LINE 23183 BYTES FREE 
EXECUTE 
BREAK IN 1320 
READY. 
APPENDIX A3.10. 
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A 
033FI 2 1 
033A 3 SUBROUTINE DECIMAL 
033A 4 1 DIVISION 
033A 5 i 
033FI 6 ! 
0045 7 RSLT=$0045 IRESULT STORE 
0047 8 DVSR=$0047 
004A 9 DVOND=$0048 
3418 10 *=$3418 
3418 FS 11 SED WET DECIMAL MODE ARITHMATIC 
3419 A900 12 LOA #$00 
341B 8545 13 STA RSLT WLEAR RESULT STORE 
3410 8546 14 STA RSLT+l 
341F A900 15 LOA #$00 
3421 C54C 16 CMP OVOND+2 WERO DIVIDEND 
3423 D008 17 BNE DIVON 
3425 C54B Is CMP DVDND+l 
3427 0004 19 BNE DIVON 
3429 C54A 20 CMP DVDNO 
342B F042 21 BED END 
3420 38 22 DIVON SEC 
342E A54C 23 LOA DVDND+2 W. S. DIGIT. 
3430 E549 24 SBC DVSR+2, 
3432 854C 25 STA DVDND+2 
3434 854B 26 LOA OVOND+l 
3436 E548 27 SBC DVSR+l 
1 3438 8548 28 STA DVDND+l 
3438 A54A 29 LOA DVDND 
343C E547 30 SBC DVSR 
343E 854A 31 STA DVDND 
3440 F005 32 BED CHECK 
APPENDIX A3.11. 
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A. 63 
A. 64 
3442 101B 33 BPL STRSLT 
3444 4C6F34 34 JMP END 
3447 A54B 35 CHECK LDA DVDND+l 
3449 D014 36 BNE STRSLT 
3448 A54C 37 LDA DVDND+2 ! DIVISION FINISHED 
3440 0010 38 BNE STRSLT 
344F la 39 CLC 
3450 A901 40 LDA #$01 
3452 6546 41 ADC RSLT+l 
3454 8546 42 STA RSLT+l 
3456 A900 43 LDA #$00 
3458 6545 44 ADC RSLT 
345A 8545 45 STA RSLT 
345C 4C6F34 46 Jrlp END 
345F A901 47 STRSLT LDA #$01 ! RESULT 
3461 18 48 CLC 
3462 6546 49 ADC RSLT+l 
3464 8546 50 STA RSLT+l 
3466 A900 51 LDA #$00 
3468 6545 52 ADC RSLT 
346A 8545 53 STA RSLT 
346C 4C2D34 54 JMP DIVGN 
346F D8 55 END CLD WLEAR DECIMAL MODE 
3470 60 56 RTS QND 
3471 999 END 
TIME 6.61 SECS/LINE 23181 BYTES FREE 
EXECUTE 
BREAK IN 1320 
READY. 
I 
APPENDIX A3.11. 
SHEET 2 OF 2 
033A 2 1* 
033A 3 1* GRAPHICS SUBROUTINE 
033A 4 1* 
5 
033A 6 ITHIS SUBROUTINE DISPLAYS T. O. F. 
033A 7 1PROFILE DATA AS A PICTURE USING 
033A 8 ISYMBOLIC REPRESENTATION 
0010 9 PTRM=$0010 
0050 10 ORPHY=$0050 KEMP. INDEX STORE. 
0012 11 XTM=S0012 1POINTER TO DISPLAY 
033A 12 ! MEMORY 
3760 13 *=*3760 
3760 98 14 TYA ! SAVE Y -INDEX 
3761 48 15 PHA 
3762 8110 16 LOA <PTRM), Y 
3764 48 17 PHA 
3765 89EO 18 LOA #$EO ISPACE CODE 
3767 8450 19 LDY GRPHY QOAD CURRENT POSITION 
3769 F007 20 BED INITS ISEGINNING OF NEW LINE 
3768 C021 21 CPY #33 
376D F017 22 BED TAILS 
376F 4CB137 23 JMP LPSTRT 
3772 9112 24 INITS STA QTM), Y 
3774 C8 25 INY 
3775 9112 26 STA QTM), Y 
3777 C8 27 INY 
3778 9112 28 STA <XTM>, Y 
377A CS 29 1 NY 
3778 9112 30 STA <XTM>, Y 
3770 C8 31 INY 
377E 9112' 32 STA (XTPI), Y 
APPENDIX A3.12. 
A. 65 
MY 
A. 66 
3781 9112 34 STA (XTM), Y 
3783 4CB13", " 35 JMP LPSTRT IDISPLAY ACTUAL'DATA 
3786 CS 36 TAILS INY 
3787 9112 37 STA <, XTM), Y IINSERT TRAILING 
3789 Ca 38 INY I SPACES 
378A 9112 39 STA <XTM), Y 
378C Ce 40 INY 
378D 9112 41 STA <XTM), Y 
378F Ca 42 INY 
3790 9112 43 STA ýXTM>, Y 
379c- -1 Ce 44 INY 
3793 9112 45 STA <, XTtl>, Y 
3795 Ca 46 INY 
3796 9112 47 STA <XTM), Y 
3798 Ce 48 INY 
, 3799 9112 49 STA 0XTM), Y 
379B 18 50 CLC JADJUST LINE POINTER 
379C A928 51 LOA #40 
379E 6512 52 ADC XTM 
37AO 8512 53 STA XTM 
37A2 8900 54 LOA #$00 
37A4 6513 55 ADC XTM+l 
37A6 8513 56 STA XTM+l 
37AS A9E0 57 LOA #$EO ! SPACE CODE 
37AA AOOO 58 LOY #$00 INEW LINE 
37AC 8450 59 STY ORPHY 
37AE 4C7237 60 JMP INITS 
3781 ce 61 LPSTRT INY 
37B2 68 62 PLA 
3783 48 63 PHA ISAVE T. O. F. VALUE 
3784 C910 64 CMP #$10 IFIRST GRAY LEVEL 
1 
3786 1007 65 8PL PLT1 
APPENDIX A3.12 
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3788 A-9210- 6-6 -LbA #$20 IYES. 
I 378A 9112 67 STA (XTM), Y IDISPLAY . 
378C 4CDD37 68 JMP FIN 
378F 68 69 PLT1 PLA 
37CO 48 70 PHA 
37CI C915 71 CMP #$15 ! SECOND GRAY LEVEL 
37C3 1007 72 SPL PLT2 
37C5 A97F 73 LDA #s7F ! YES ; DISPLAY 
37C7 9112 74 STA <XTM), Y 
37C9 4CDD37 75 JMP FIN 
37CC 68 76 PLT2 PLA 
37CD 48 77 PHA 
37CE C920 78 tMP #$20 ITHIRD LEVEL ? 
3700 1007 79 BPL PLT3 
37D2 A966 80 LDA #*66 WES 
37D4 9112 81 STA (, XTr-l>, Y MISPLAY 
37DG 4COD37 82 JMP FIN 
37D9 A9EO 83 PLT3 LDA #$EO ! FOURTH LEVEL 
37DB 9112 84 STA <, XTM).. Y MISPLAY 
37DD 8450 85 FIN STY ORPHY WAVE POINTER 
370F 68 86 PLA 
37EO 68 87 PLA 
37EI AS 88 TAY MESTORE Y- REGISTER - 
37E2 60 89 RTS KND SUBROUTINE - 
37E3 999 END 
TIME 6.53 SECS/LINE 23184 BYTES FREE 
EXECUTE 
BREAK IN 1320 
READY. 
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