Machine learning codon usage optimisation of synthetic genes for E. coli expression by Špendl, Martin
Univerza v Ljubljani
Fakulteta za kemijo in kemijsko tehnologijo
DIPLOMSKO DELO
Martin Špendl
Ljubljana, 2020

Univerza v Ljubljani
Fakulteta za kemijo in kemijsko tehnologijo
UNIVERZITETNI ŠTUDIJSKI PROGRAM 1. STOPNJE
BIOKEMIJA
Optimizacija rabe kodonov sintetičnih
genov za izražanje v E. coli s strojnim
učenjem
DIPLOMSKO DELO
Martin Špendl
Mentor: doc. dr. Gregor Gunčar
Ljubljana, 2020

IZJAVA O AVTORSTVU
diplomskega dela
Spodaj podpisani Martin Špendl sem avtor diplomskega dela z naslovom:
Optimizacija rabe kodonov sintetičnih genov za izražanje v E. coli s strojnim
učenjem.
S svojim podpisom zagotavljam, da:
• je diplomsko delo rezultat mojega raziskovalnega dela pod mentorstvom
doc. dr. Gregorja Gunčarja;
• sem poskrbel, da so dela in mnenja drugih avtorjev, ki jih uporabljam
v predloženem diplomskem delu, navedena oziroma citirana v skladu z
navodili;
• se zavedam, da je plagiatorstvo, v katerem so tuje misli oziromaideje
predstavljene kot moje lastne, kaznivo po zakonu (Zakon o avtorski in
sorodnih pravicah – uradno prečiščeno besedilo (ZASP-UPB3) (Ur. list
RS, št. 16/2007));
• sem poskrbel za slovnično in oblikovno korektnost diplomskega dela;
• je elektronska oblika diplomskega dela identična tiskani obliki diplom-
skega dela.
V Ljubljani, Podpis avtorja:

Zahvala
Zahvaljujem se mentorju doc. dr. Gregorju Gunčarju za razpis zanimive
teme ter pomoč in nasvete pri pisanju diplomskega dela.
Zahvale za uspešno izveden programerski del naloge gredo doc. dr. Luki Ša-
jnu, ki me je z nasveti usmerjal pri delu in bil potrpežljiv, tudi ko je bilo moje
znanje strojnega učenja še zelo sveže in naivno. Skupaj s članom laboratorija
za računalniški vid Blažem Medenom sta mi s predlogi pomagala izboljšati
napovedni model.
Članu komisije doc. dr. Mihi Pavšiču se zahvaljujem za hiter in temeljit
pregled pisnega dela naloge ter popravke. Zahvaljujem se mu tudi, ker me
je v drugem letniku dodiplomskega študija pri svojem predmetu navdušil nad
bioinformatiko.
Za napredek pri programiranju in kritično razmišljenje ob učenju napovednih
modelov gre zahvala podjetju Genialis in vsem sodelavcem, ki so me preko
dela učili dobre programerske prakse.
Za pomoč pri iskanju hroščev, nastavitvah podatkovne baze in posoji proce-
sorske moči na strežniku gre zahvala Andreju Sušniku.
Zahvala gre tudi družini in prijateljem za podporo in priganjanje, ko diploma
ni bila na prvem mestu. Še posebaj gre zahvala stari mami Cilki, ki me je
vsak dan spraševala, kdaj bom diplomiral.

Povzetek
Optimizacija rabe kodonov sintetičnih genov za izražanje v E. coli
s strojnim učenjem
Povzetek:
Diplomsko delo je usmerjeno v razvoj algoritma za načrtovanje nukleotidnega
zaporedja genov za izražanje v E. coli. Dosedanja metoda za optimizacijo
rabe kodonov temelji na rabi posameznih kodonov skozi celoten genom. Ta
način optimizacije ne upošteva časa translacije in njegove povezave z zvijan-
jem proteina ter zanemari pogostost transkriptov v celici.
Avtorji smo ustvarili algoritem za načrtovanje optimiziranega zaporedja
kodonov proteina iz aminokislinskega zaporedja. Algoritem temelji na pove-
zavi med zaporedjem kodonov in časom translacije, ki ga napoveduje nevron-
ska mreža z dolgim kratkoročnim spominom. Čas translacije proteina je
izračunan kot lokalno povprečje časov translacije posameznih kodonov. Pre-
tvorba časa translacije proteina v zaporedje kodonov poteka s prileganjem
časa translacije različnih kombinacij kodonov.
Napoved algoritma je primerljiva z dosedanjo metodo optimizacije kodo-
nov. Primerjava časov translacije je pokazala odstopanja, ki predstavljajo
predvsem odseke proteinov s povišanim časom translacije. Optimizacija
kodonov na teh odsekih je pomembna za izkoristek pri sintezi sintetičnih
proteinov, saj čas translacije vpliva na zvijanje proteinov.
Ključne besede: optimizacija rabe kodonov, čas translacije, strojno učenje,
nevronska mreža, LSTM.

Abstract
Codon usage optimization of synthetic genes for E. coli expression
with machine learning
Abstract:
Bachelor’s thesis is aiming at developing an algorithm for designing a nu-
cleotide sequences of genes for expression in E. coli. Current method for
codon usage optimization is based on codon usage of each codon throughout
the whole genome. However, this optimization procedure does not account
for translation time and it’s relation to protein folding while disregarding
frequency of transcripts in a single cell.
The authors built an algorithm for designing an optimized codon sequence
of a protein from amino acid sequence. The algorithm is based on the con-
nection between codon sequence and translation time, which is predicted by
a long short-term memory neural network. Translation time of a protein is
calculated as a local average of translation times of individual codons. Trans-
lation time is converted into a codon sequence as the best fit of translation
time of different combinations of codons.
Model prediction is comparable to the current method of codon opti-
mization. The comparison of translation times indicates there are sections of
proteins with higher translation time. Codon optimization in those sections
is important for yield in synthesis of proteins, because translation time effects
protein folding.
Keywords: codon usage optimization, translation time, machine learning,
artificial neural network, LSTM.
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Seznam uporabljenih kratic
kratica angleško slovensko
MSE mean squared error povprečje kvadratne napake
MAE mean absolute error povprečje absolutne napake
MAPE mean absolute percentage er-
ror
povprečje absolutne odstotne
napake
SQL Structured Query Language (dopolni)
RNN recurrent neural network rekurenčna nevronska mreža
LSTM long short-term memory nevronska mreža z dolgim
kratkoročnim spominom
BLSTM bidirectional LSTM dvosmerna LSTM
SGD stohastic gradient descent stohastičen spust gradienta
SD Shine-Dalgarno (sequence) Shine-Dalgarno (zaporedje)

1. Pregled literature
Diplomsko delo združuje področji biologije in podatkovnih ved, zato je
pregled literature je napisan v dveh delih. Najprej sledi pregled in opis
biološkega procesa in vplivov nanj (1.1 - 1.7), nato pa sledi pregled strojnega
učenja in obdelave podatkov (1.8 - 1.13).
1.1 Proteini v celici
Proteini so makromolekule, ki v celici opravljajo večino kemijskih in tran-
sportnih procesov. To so linearni polimeri zgrajeni iz aminokislin povezanih s
peptidno vezjo. Primarno proteinsko strukturo sestavljajo zaporedno vezane
aminokisline iz nabora dvajsetih aminokislin. Tvorba ugodnih intra-molekul-
skih interakcij polipeptidne verige oblikuje sekundarne in terciarno strukturo
proteina v prostoru, kar poimenujemo zvijanje. Nekateri proteini se sesta-
vljajo v več molekulske komplekse oziroma tvorijo kvartarno strukturo [1].
Aminokisline v polipeptidni verigi imajo, z izjemo glicina, kiralni ogljikov
atom, na katerega sta vezani aminska skupina in karboksilna skupina. Pro-
dukt tvorbe peptidne vezi med aminsko in karboksilno skupino med dvema
aminokislinama je peptid z aminskim (N) in karboksilnim (C) koncem. Raz-
vejanje verige ni mogoče, saj je dodajanje aminokislin na C-konec edini način
za podaljševanje polipeptidne verige. Aminokisline se med seboj razlikujejo
po stranskih skupinah, ki določajo njihove lastnosti. Uvrščamo jih v štiri sku-
pine: nepolarne, polarne, pozitivno in negativno nabite. Nepolarne amino-
kisline med seboj tvorijo hidrofobne interakcije in se večinoma ne pojavljajo
na površini proteina. Polarne aminokisline tvorijo hidrofilne interakcije in so
prisotne tudi na površini proteina. Pozitivno in negativno nabite aminoki-
sline lahko med seboj tvorijo solne mostičke. Vse interakcije stranskih skupin
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so nekovalentne z izjemo interakcije med dvema cisteinoma, ki lahko tvorita
kovalentno disulfidno vez [1].
Poleg informacije o sekundarni in terciarni strukturi lahko primarna struk-
tura vključuje signalna zaporedja. N-končna signalna zaporedja so običajna
za transmembranske in zunajcelične proteine, kjer signalizirajo začasno usta-
vitev sinteze in premik translacijskega kompleksa do lokacije končne sinteze
proteina. S tem omogočajo prehajanje lipidne membrane in lažji transport
proteinov. Signalna zaporedja lahko nastopajo tudi znotraj proteinov in so
običajna za transmembranske proteine, ki prebadajo membrano večkrat. Po-
javljajo se tudi pri pro-oblikah proteinov, kjer je cepitev polipeptidne verige
s strani peptidaze potrebna za polno funkcionalnost proteina [1].
1.2 Zapis na DNA in transkripcija
DNA je linearen kompleks dveh polimerov (polinukleotidnih verig) deoksi-
ribonukleinske kisline, ki v celicah nosi zapise proteinskih zaporedij in infor-
macijo o regulaciji celice. Te makromolekule so sestavljene iz zaporedno
vezanih fosforiliranih deoksiriboz, pri čemer je na vsako izmed njih vezana
ena od štirih dušikovih baz. Dušikove baze prisotne v verigi DNA so ade-
nin (A), citozin (C), gvanin (G) in timin (T), ki jih označujemo s prvo črko
njihovega imena. Njihovo zaporedje nosi genetsko informacijo, ki se prenaša
med generacijami [1].
Posamezna veriga DNA ima dva konca poimenovana po ogljikovem atomu
deoksiriboze, kjer se veriga zaključi, in sicer 5’- in 3’-konec. Dve verigi se zvi-
jeta v nasprotnih smereh v nekovalenten kompleks z obliko dvojnega heliksa.
Pogoj za ugodno tvorbo dvojne vijačnice je komplementarnost dušikovih baz.
Komplementarne pare tvorita adenin in timin (A-T) ter gvanin in citozin (G-
C). DNA je v celici prisotna izključno v obliki dvojne vijačnice, razen ko se
del le-te razpre za potrebe prepisovanja [1].
Zapisi za proteinska zaporedja so na DNA v obliki genov. Te poleg zapisa
za zaporedje vsebujejo zapise za regulacijo prepisovanja genov v informacij-
sko RNA (mRNA). Posamezen gen lahko zapisuje za več proteinov hkrati,
kar je pogosto v primerih, ko proteini sodelujejo pri istem procesu. Prepiso-
vanje genov v mRNA opravljajo encimi RNA polimeraze skupaj z ostalimi
transkripcijskimi proteini. Produkt transkripcije je eno verižna mRNA, ki
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nosi komplementaren zapis za protein, z zamenjavo dušikove baze timina za
uracil [1].
Pri evkariontih se DNA nahaja v jedru, kjer poteka tudi transkripcija
mRNA in njeno procesiranje. Zrela mRNA se preko jedrnih por prenese v
citoplazmo, kjer poteka sinteza proteinov. Prokarionti nimajo jedra, zato
transkripcija DNA poteka v citoplazmi [1].
1.3 Translacija DNA
Prevajanje zapisa za aminokislinsko zaporedje na mRNA in sintezo poli-
peptidne verige imenujemo translacija. V citoplazmi translacijo opravljajo
ribonukleoproteini - ribosomi, ki se vežejo na mRNA in se premikajo vzdolž
verige od 5’- proti 3’-koncu. Branje zapisa poteka v oknih po 3 baze, ki
predstavljajo zapis za posamezno aminokislino (kodon). Sinteza polipepti-
dne verige poteka z dodajanjem posamezne aminokisline na C-konec verige.
Signal za konec sinteze zapisuje stop kodon, pri katerem se polipeptidna ve-
riga sprosti iz ribosoma [2].
Ribosomi prokariontov so makromolekule sestavljene iz velike 50S in male
30S podenote. Ribosomska RNA (rRNA) predstavlja funkcionalni del, med-
tem ko proteini služijo kot ogrodje. Tipičen bakterijski ribosom ima premer
okoli 25 nm, molekulsko maso blizu 265 Da in koeficient usedanja 70S. Pov-
prečna bakterijska celica vsebuje okoli 70 000 ribosomov za sintezo vseh po-
trebnih proteinov. Podenoti ribosoma sta v citoplazmi prisotni ločeno in sta
nekovalentno povezani le ob sintezi proteinov. Mala podenota prepoznava
zaporedje kodonov mRNA, medtem ko velika podenota omogoča katalizo
tvorbe peptidne vezi [2].
Aminokisline v ribosom vstopajo vezane na prenašalno RNA (tRNA). Ak-
tivacijo aminokisline in vezavo na ustrezno tRNA opravlja aminoacil-tRNA
sintetaza. Molekulo ATP hidrolizira do AMP, da nanj veže aminokislino. V
drugem koraku izvede prenos aminokisline na 3’-konec tRNA, s čimer dobimo
nabito (angl. charged) tRNA. Posamezna tRNA lahko veže samo določeno
aminokislino, glede na njeno antikodonsko zaporedje. To je zaporedje treh
baz, ki v nasprotni smeri tvori bazne pare s kodonskim zaporedjem vezane
aminokisline. Antikodonsko zaporedje lahko vključuje modificirane dušikove
baze predvsem na 5’-koncu, ki lahko tvorijo bazne pare z več kot eno bazo.
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To omogoča tRNA molekulam prepoznavanje več kodonov iste aminokisline.
Vse celice imajo 61 kodonov kodirajočih za aminokisline, medtem ko se število
molekul tRNA med organizmi razlikuje. Na primer E. coli ima v povprečju
84 genov, ki kodirajo za 45 različnih tRNA molekul. Število genov se med
sevi lahko razlikuje [2].
Sinteza proteinov pri prokariontih poteka v citoplazmi, kjer se na mRNA
veže 30S podenota ribosoma. Vezavna mesta za ribosom (RBS) so pri proka-
riontih večinoma Shein-Delgarnova (SD) zaporedja (5’-UAAGGAGGU-3’).
16S rRNA v mali podenoti se komplementarno veže na SD zaporedje in z
veliko podenoto tvori funkcionalen ribosom. Ujemanje komplementarnega
zaporedja mRNA in rRNA vpliva na količino izražanja proteinov zapisanih
na mRNA. Vezava ribosoma je največji faktor regulacije izražanja proteinov
na nivoju mRNA, zato je nadzorovana z dodatnimi proteini, ki se vežejo proti
5’-koncu od RBS in pospešijo ali zavrejo vezavo [2].
Sintezo proteinov lahko razdelimo na štiri zaporedne sklope: iniciacijo,
elongacijo, terminacijo in reciklažo ribosoma. Faza iniciacije se začne z ve-
zavo prvo tRNA v ribosom, pri čimer sodelujejo iniciacijski faktorji (IF).
Elongacija je vezava zaporednih tRNA in podaljševanje polipeptidne verige s
pomočjo elongacijskih faktorjev (EF). Faktorji sprostitve (angl. release fac-
tor) (RS) prepoznajo terminacijsko zaporedje in ustavijo sintezo. Po končani
sintezi podenoti ribosoma prekineta kovalentno vez in se sprostita iz mRNA
molekule. Vse stopnje sinteze potrebujejo encime in proteinske faktorje spe-
cifične za vsako posebej [2].
Iniciacija se pri bakterijah začne pri začetnem kodonu AUG v 90% prime-
rih, GUG 10% in redkeje pri UUG. Prepoznava jih tRNA z vezanim N-formil
metioninom (fMet-tRNA). Formilna skupina na aminskem delu prvega meti-
onina se po sintezi proteina lahko encimsko odcepi, v okoli 60% primerih pa
poteče encimska hidročiza vezi med začetnim metioninskim in drugim ami-
nokislinskim ostankom polipeptidne verige. Okoli 70% vseh z metioninom
nabitih tRNA molekul je fMet-tRNA, ki se, zaradi formilne skupine, lahko
veže samo na iniciacijski kodon. Vezava fMet-tRNA na ustrezen kodon po-
teka v mestu A (aminoacil-tRNA mesto) ribosoma. Ob vezavi se ribosom
premakne za en kodon oziroma tri bazne pare proti 3’-koncu mRNA. S tem
se fMet-tRNA prestavi na mesto P (peptidil-tRNA mesto) ribosoma in spro-
sti mesto A za vezavo nove nabite tRNA molekule. Ribosom z vezavo prve
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tRNA določi bralni okvir prepisovanja, ki ustreza zaporedju po tri baze in se
konča s terminacijskim kodonom. Če se bralni okvir zamakne, se spremenijo
vsi nadaljnji tripleti baz in s tem prevedeno aminokislinsko zaporedje, ki se
lahko konča pri nepredvidenem stop kodonu ali ob disociaciji ribosoma [2].
Po vzpostavitvi pravega odprtega bralnega okvirja v fazi iniciacije sledi
podaljševanje polipeptidne verige (elongacija). Glavni elongacijski faktorji
so EF-Tu, EF-Ts in EF-G, poimenovani po termični stabilnosti in GTPazni
aktivnosti. Protein z najvišjo koncentracijo pri E. coli je EF-Tu, ki predsta-
vlja 5-10% vseh znotrajceličnih proteinov. Podaljševanje polipeptidne verige
poteka v cikličnem procesu, ki se med aminokislinami razlikuje le v nabiti
tRNA. Kompleks EF-Tu, GTP in aminoacil-tRNA (angl. ternary complex )
prenaša aminokisline do ribosoma. Najprej ribosom preveri ujemanje para
kodon-antikodon in nato s konformacijsko spremembo ribosoma nekovalentno
veže kompleks v mesto A. Neujemanje para povzroči disociacijo kompleksa.
Konformacijska sprememba ribosoma aktivira GTPazno aktivnost EF-Tu, ki
hidrolizira v kompleksu vezan GTP in s tem sprosti aminoacilni konec tRNA
v proces akomodacije. EF-Tu in vanj vezan GDP oddisociirata, regeneracijo
EF-Tu z zamenjavo GTP za GDP pa katalizira EF-Ts. Ko je fMet-tRNA
prisotna v P mestu ribosoma je za elongacijo potreben dodaten faktor EF-P
[2].
Prepoznavanje in stabilizacijo para kodon-antikodon v A mestu nadzirajo
aminokislinski ostanki ribosoma v bližini. Strogo nadzirajo prvi in drugi ko-
donski par, medtem ko je tretji par manj reguliran. To pojasni degeneriranost
antikodonskih zaporedij tRNA molekul, ki lahko kodirajo za več aminokislin
[2].
Ob zbližanju peptidil-tRNA na P mestu in aminoacil-tRNA na A mestu
se aktivira peptidil transferazna aktivnost 50S ribosomske podenote. Pepti-
dna veriga se iz P mesta prenese na aminsko skupino aminoacil-tRNA, kar
pusti na P mestu nenabito tRNA, polipeptidna veriga pa se podaljša za en
aminokislinski ostanek na C-koncu. Po prenosu verige se tRNA molekuli
spontano prestavita iz P in A v E in P mesto 50S podenote, medtem ko sta
še vedno vezani na P in A mesto 30S podenote. Potrebno energijo za premik
ribosoma vzdolž mRNA dovede EF-G s hidrolizo molekule GTP. Ta proces
imenujemo translokacija. Nenabita tRNA v mestu E (izstopno mesto) lahko
oddisociira iz ribosoma in se ponovno nabije s pomočjo aminoacil-tRNA sin-
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tetaze. Obstajata dve teoriji o zaporedju disociacije tRNA iz mesta E in
vezava nove aminoacil-tRNA poimenovane 2-1-2 in 2-3-2, glede na število
tRNA molekul hkrati vezanih v ribosom. Prva predlaga disociacijo nenabite
tRNA neodvisno pred vezavo tRNA v A mesto. Druga predlaga, da vezava
tRNA v A mesto spodbudi disociacijo iz mesta E. Raziskave kažejo, da je
menjava 2-3-2 prisotna pri sintezi začetnega peptida, 2-1-2 pa pri dodajanju
nadaljnjih aminokislin [2].
Terminacija se začne, ko terminacijski kodon vstopi na A mesto ribo-
soma. Terminacijski kodoni so UAA, UAG in UGA. Sosednje baze v obeh
smereh lahko terminacijski signal ojačajo ali ga omilijo. Kot primer; UGA
je močnejši stop kodon, če za njim sledi U namesto C. Terminacijski faktorji
sodelujejo pri prepoznavanju stop kodonov in sicer RF1 pri UAA in UAG
ter RF2 pri UAA in UGA. Oba faktorja sta hidrolazi, ki stimulirata odcep
peptidne verige iz tRNA v P mestu ribosoma. Kljub njuni hidrolazni aktiv-
nosti, odcepitev omogoči ribosomska peptidil-transferaza ob prisotnosti vode,
ki vdre v mesto A, ko tam ni vezane nobene molekule tRNA. Terminacijski
faktor RF3 stimulira odcep RF1 in RF2 iz ribosoma po odcepu polipeptidne
verige. Za tem se ribosom s pomočjo EF-G in IF3 razstavi na 50S in 30S
podenoto, ki lahko ponovno sodelujeta pri sintezi novih proteinov [2].
Za razliko od evkariontov, transkripcija in translacija pri prokariontih ne
potekata v ločnih predelih celice, zato sta lahko skopljeni. Z izstopom 5’-
konca mRNA iz RNA polimeraze prične 30S podenota ribosoma iskati mesto
iniciacije, s čimer steče sinteza proteina. To omogoča prokariontom hitrejši
odziv na okolje, saj je čas med signalom in funkcionalnim proteinom krajši
kot pri evkariontih [2].
1.4 Zvijanje proteinov
Biološka funkcija proteina je tesno povezana z njegovim zvitjem. Pri-
marno zaporedje aminokislin določa terciarno strukturo, ki zagotavlja ter-
modinamsko ugodno stanje proteina v nativni obliki [1].
Proteinska veriga iz ribosoma izhaja po izhodnem tunelu nad peptidil-
transferaznim aktivnim mestom. Tunel je širok med 10 Å in 30 Å ter se
proti površini ribosoma še razširi. V celotnem tunelu je lahko 60 amino-
kislinskih ostankov dolg α-heliks ali raztegnjena veriga polovice te dolžine.
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Ob izhodu polipeptidna veriga interagira z encimi, ki katalizirajo kotransla-
cijske modifikacije, proteini za lažje zvijanje (šaperoni) in faktorji za pre-
poznavo signalnih zaporedij. Predstavnika teh sta peptid-deformilaza in
metionin-aminopeptidaza, ki cepita N-formil prvega metionina in cel me-
tioninski aminokislinski ostanek [1].
Pri bakterijah kotranslacijsko zvijanje proteinov usmerja šaperon poime-
novan sprožitveni faktor (angl. trigger factor). Veže se na 50S podenoto
ribosoma in je v celici prisoten tudi v treh kopijah na ribosom. Pri izhodu
tunela tvori hidrofobne interakcije z nepolarnimi aminokislinskimi ostanki
polipeptidne verige in lahko ostane vezan tudi po zaključku sinteze proteina
[1].
Glavna sila zvijanja proteinov so hidrofobne interakcije nepolarnih ami-
nokislinskih ostankov. V prvem koraku pride do umika nepolarnih stranskih
skupin v notranjost proteina, čemur rečemo hidrofobni kolaps. Študije ki-
netike zvijanja kažejo čase v okviru 60 ns za tvorbo razrahljanega klobčiča
(angl. molten globule). Ob kolapsu pridejo v bližnji kontakt aminokisline, ki
lahko tvorijo sekundarne strukture. Razrahljani klobčič je vmesna stopnja
zvitja med denaturiranim stanjem in nativnim zvitjem [1, 3].
Sekundarne strukture so posledica vodikovih vezi v glavni verigi. Glede
na njihovo postavitev ločimo α-vijačnice, β-plošče, β-obrate in Ω-zanke. Naj-
pogostejša oblika α-vijačnice je desno sučna struktura, kjer vodikovo vez tvo-
rita karbonilna skupina i-tega člena in vodik sekundarnega amina i+4-tega
člena vzdolž proteina. Vzorec se ponavlja pri vsaki nadaljnji aminokislini,
s čimer doseže en obrat vijačnice na 3.6 aminokislinskega ostanka, oziroma
5.4 Å vzdolžne dolžine. Poznamo dve obliki β-ploskev: paralelne in antipara-
lelne, glede na njihovo medsebojno orientacijo N- in C-konca peptidne verige.
Dva popolnoma iztegnjena dela verige med seboj tvorita vodikove vezi med
aminom in karbonilno skupino, tokrat iz različnih delov verige. Možne so za-
poredne vezave več β-ploskev ne glede na orientacijo. Po časovni zahtevnosti
je zvitje α-vijačnica najhitrejše, β-ploskve počasnejše, vendar ne konkurirata
hidrofobnemu kolapsu [1].
Translacija proteinov in zvijanje sta pri prokariontih sklopljena, vendar
medsebojni vplivi niso dobro raziskani. Peptidna veriga po sintezi ribosom
zapušča preko tunela, kjer aminokislinski ostanki interagirajo z negativno
nabito steno. Interakcije s pozitivno nabitimi ostanki, predvsem argininom,
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lizinom in histidinom, povzročijo zastajanje verige v tunelu ribosoma in s tem
upočasnijo translacijo. Zaporedna vezava dveh prolinov povzroči zastajanje
tRNA molekul na mestu A in P, kar pozitivno nabite aminokisline v tunelu
še povečajo. Sila hidrofobnega kolapsa deluje na verigo v tunelu v smeri
izhoda iz ribosoma. S tem lahko sprosti zastoj vezanih ostankov v tunelu
[4]. Raziskave kažejo zvijanje domen na izhodu ribosoma, kjer delno zvite
interagirajo s površino ribosoma. Ob izhodu zadnje aminokisline iz tunela se
domena zvije v končno stanje in odcepi iz ribosoma. Hitrost zvijanja manjših
in srednje velikih domen lahko steče v sekundi, medtem ko se čas transla-
cije bakterijskega ribosoma giblje med 5-10 sekund na 100 aminokislinskih
ostankov proteina [5].
Pri zvijanju človeškega proteina NBD1 je analiza FRET pokazala, da ve-
zava α-poddomene na ribosom upočasni zvitje v nativno strukturo. Medtem
dovoli nadaljnjo sintezo verige, ki se zvije v β-ploskev znotraj celotne domene.
Predhodno zvitje α-poddomene onemogoči pravilno umestitev β-ploskve in s
tem nefunkcionalno zvitje proteina. Primerjali so sintezo proteina s spreme-
njenim časom translacije, in sicer upočasnjeno in hitrejšo. Pri upočasnjeni
translaciji so kodone nekaterih aminokislin zamenjali s sinonimnimi kodoni z
daljšim časom translacije ter pri hitrejši s kodoni s krajšim časom translacije.
Zamenjava kodonov na mestu zvijanja α-poddomene je pokazala višji delež
proteina v netopni frakciji v primeru hitrejše translacije, medtem ko je bil
delež proteina v topni in netopni frakciji upočasnjene translacije primerljiv
z divjim tipom (angl. wild type) [6].
1.5 Raba kodonov
Kombinacije treh zaporednih dušikovih baz tvorijo 64 možnih kodonov.
Od teh 61 zapisuje za aminokisline, trije, UGA, UAA, UAG, pa služijo kot
terminacijsko zaporedje. Samo metionin in triptofan zapisuje po en kodon,
medtem ko so ostale aminokisline zapisane z več različnimi kodoni. Število
kodonov za posamezno aminokislino je sorazmerno z njeno pogostostjo v
proteinih. Večino kodonov za isto aminokislino se razlikuje po 3’-končni
bazi, kar pojasni degeneriranost tRNA. Pregled kodonskih zaporedij pokaže,
da kodona XYC in XYU vedno zapisujeta za isto aminokislino ter kodona
XYA in XYG v večini primerov zapisujeta za isto aminokislino. Modifikacije
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prve baze antikodona tRNA pojasnijo degeneriranost genskega koda [1].
Na podlagi podatkov o transkriptomih organizmov se izdelujejo tabele z
rabo kodonov. V njih so zapisani relativni deleži posameznega kodona, kot
se ta pojavlja v nukleotidnih zapisih za proteine. Z leti se nabor znanih za-
poredij povečuje in tabele posodabljajo. Orodje, ki izračuna rabo kodonov
za posamezen organizem iz dostopnih zaporedij v zbirkah GeneBank in Ref-
Seq, je prosto dostopno. Zaporedja konstantno izraženih proteinov vsebujejo
predvsem pogoste kodone [7].
Raba kodonov vpliva na izražanje proteinov, translacijo in metabolizem
mRNA. Spremenjena dinamika ribosoma je glavni mediator vpliva na pro-
cese. Študije rabe kodonov niso odkrile signifikantne korelacije med hitrostjo
translacije in rabo posameznega kodona pri E. coli, vendar vpliv ni zanemar-
ljiv. Raba sinonimnih kodonov se je izkazala kot faktor, ki vpliva na sintezo
proteinov [8].
1.6 Hitrost translacije
Hitrosti translacije posameznih kodonov se med seboj razlikujejo. Na njih
vplivajo koncentracije tRNA molekul, tvorba baznih parov kodon-antikodon,
število podobnih antikodonskih zaporedij in vplivi predhodnih aminokislin,
kot na primer interakcije ostankov v tunelu ribosoma [8].
1.6.1 Koncentracija tRNA
Izmerjene koncentracije tRNA pri različnih hitrostih rasti kažejo na rela-
tivno povečanje koncentracije tRNA, ki kodirajo za kodone z višjo rabo in
znižanje koncentracije tRNA za redke kodone. Razmerje posamezne tRNA in
ribosoma se med 0,4 - 2,5 podvojitve na uro ne spremeni za več kot dvakrat.
Celokupna koncentracija tRNA v celici ob hitrejši rasti narašča počasneje
kot koncentracija ribosomov. Pri rasti 0,4 podvojitve na uro je v celici pri-
bližno 13 tRNA na en ribosom, kar se zniža na 6 tRNA pri 2,5 podvojitvah
na uro. Koncentracija iniciacijske fMet-tRNA se s povečano hitrostjo rasti
največ poveča relativno na koncentracijo pri nizki hitrosti [9].
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1.6.2 Interakcije kodon-antikodon
Interakcije med kodonom na mRNA in antikodonom tRNA so ključne
za prepoznavanje tRNA v ribosomu. Kodon in antikodon sta zaporedji treh
dušikovih baz, ki tvorita pare antiparalelno od 5’- proti 3’-koncu. Prepo-
znavanje prvih dveh baz kodona poteka striktno s tvorbo konvencionalnih
baznih parov (A-T in C-G), kar regulira tudi ribosom1. Tretji bazni par je
manj reguliran in lahko tvori pare po ’wobble’ hipotezi (angl. The Wobble
hypothesis). Prvo mesto antikodona prepoznava zadnjo bazo kodona v paru
U-A/G, G-U/C in I-U/A/C. I predstavlja inozin, ki je posttranslacijska mo-
difikacija adenina [1, 10].
Bazni pari tvorijo različno število vodikovih vezi, in sicer A-T tvorita
dve in G-C tvorita tri. Kljub močnejši vezi baznega para G-C, so izmerjene
vezavne energije tRNAmolekul v ribosomu podobne. Ribosom z ostalo verigo
tRNA tvori interakcije, ki izravnajo skupno energijo vezave [11]. Meritve
hitrosti translacije parov kodon-antikodon je pokazala hitrejšo translacijo
parov s konvencionalnimi baznimi pari v primerjavi z ’wobble’ pari [8].
Za vezavo v ribosom tekmujejo hkrati vse tRNA molekule, ki prepozna-
vajo trenuten kodon v mestu A ribosoma. Poleg njih se lahko na mesto A
vežejo tRNA molekule s podobnim antikodonom in tekmujejo za vezavno
mesto. V večini primerov take tRNA ribosom izvrže še pred hidrolizo GTP
v faktorju EF-Tu, vendar njihova vezava podaljša čas translacije kodona.
V obratnem primeru, ko kodon prepoznava malo tRNA molekul, je hitrost
translacije manjša in vključitev napačne aminokisline redkejša [8].
1.6.3 Hitrost translacije proteina
Hitrost translacije proteina napoveduje več različnih modelov, ki vključu-
jejo različne predpostavke. Napoved hitrosti translacije na podlagi koncen-
tracije tRNA izračuna adaptacijski indeks tRNA (tAI), preko katerega na-
pove stopnjo translacije posameznega kodona [12]. Geometrijsko povprečje
stopenj translacije v oknu ± 9 kodonov (19 aminokislin) napove hitrost tran-
slacije proteina na danem mestu. Okno 19 aminokislin je bilo izbrano iz
eksperimentalnih podatkov povprečne dolžine gruče kodonov s počasnejšo
translacijo, ki so vsebovali vsaj dva redka kodona. Z dano dolžino okna se
izravnajo točkovne razlike hitrosti translacije kodonov in počasneje izraženi
10
Diplomska naloga
deli proteina postanejo bolj razločni. Pomanjkljivost tega modela je uporaba
s-vrednosti za napovedovanje moči interakcij kodon-antikodon, ki so bile iz-
računane iz rabe kodonov več organizmov. s-vrednost za interakcijo U-U ni
navedena, pri čimer izgubimo interakcije tRNA pri E. coli, ki so sicer prisotne.
Metoda zanemari vpliv različnega ribosoma pri prokariontih in evkariontih,
predpostavi 80 % nasičenost tRNA z EF-Tu in s pripadajočo aminokislino
ter zanemari vpliv podobnih tRNA, ki tekmujejo za vezavno mesto ribosoma
[13].
S tem modelom je bila opažena raba kodonov z večjim translacijskim
časom, ker ponazarja počasnejši začetek elongacije, zastajanje ribosoma na
5’-koncu mRNA in posledično manjšo koncentracijo končnega proteina. Opa-
ženo je bilo tudi gručenje redkih kodonov za večjimi domenami in sicer na
mestih od 30 do 72 aminokislin za sintezo celotne domene, kar ustreza dolžini
verige v tunelu ribosoma v različnih konformacijah [13].
Študija hitrosti translacije pri celicah s pomanjkanjem aminokislin je po-
kazala kako različne koncentracije tRNA lahko vplivajo na translacijske pro-
file proteinov. Pokaže, kako so kodonska zaporedja proteinov, ki so potrebni
za odziv na spremembo v okolju, optimizirana za koncentracijo tRNA. Profil
hitrosti translacije hišnih genov se ohrani, medtem ko specifičnim genom, ki
niso esencialni, hitrost translacije pade. Ob pomanjkanju ene aminokisline, se
lahko hitrost translacije drugim tudi poveča. Dotična študija je uporabljala
drseče okno z dolžino 19 in računala klasično povprečje časa translacije [14].
Model, ki vključuje vse zgoraj navedene predpostavke, je teoretičen Mar-
kov proces na podlagi iskanja kinetičnega minimuma in vitro ter in vivo v
E. coli. V izračun stopnje elongacije so vključili koeficiente vezave tRNA,
prepoznavanja tRNA, hidrolizo GTP v EF-Tu, konformacijsko spremembo
EF-Tu, odcep EF-Tu in dve stopnji kontrolnega branja. Vse stopnje razen
vezave tRNA so identične za vse kodone. Kodonom lastni koeficienti pred-
stavljajo vezavo pravih tRNA, podobnih tRNA in ostalih tRNA molekul.
Namesto informacije o koncentraciji posamezne tRNA, so v model vključili
koncentracijo prostega kompleksa EF-Tu, GTP in aminoacil-tRNA, katerih
razmerje s celotno tRNA lahko dosega vrednosti med 8 in 87 % [15].
Pri izračunu stopenj translacije posameznih kodonov so predpostavili dve
možni zaporedji dogodkov pri izstopu tRNA na mestu E in vstopu tRNA na
mestu A. Večinoma je značilen izhod tRNA pred vstopom nove tRNA (2-1-2),
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za zgodnjo elongacijo pa je značilen izhod tRNA po vstopu nove tRNA (2-3-
2). Razlika v hitrosti translacije kodonov med obema zaporedjema dogodkov
izhaja iz nižje koncentracije tRNA v citosolu, ko je tRNA še vezana v mesto
E ribosoma (2-3-2). Signifikantnost dogodka potrjuje dejstvo, da je v celici
E. coli naenkrat translacijsko aktivnih dvajset do trideset tisoč ribosomov
[15].
1.6.4 Vpliv hitrosti translacije
Raba kodonov preko hitrosti translacije vpliva na učinkovitost translacije,
zvijanje proteinov in stabilnost mRNA [8].
Faza iniciacije je časovno zahtevna in s tem napoveduje hitrost translacije.
V fazi zgodnje elongacije ribosom sprosti vezavno mesto, kjer se lahko začne
vezava novega ribosoma. Glavni vpliv na koncentracijo proteina v celici
ima koncentracija mRNA in njena regulacija. Kljub temu hitrost iniciacije
vpliva na koncentracijo proteina v celici bolj kot hitrost elongacije. Hitrost
elongacije lahko pospeši ali upočasni sprostitev vezavnega mesta na mRNA z
uporabo hitrih ali počasnih kodonov v bližini začetnega kodona. Počasnejša
iniciacija lahko pomeni dodatno regulacijo koncentracije proteina v celici ali
sporoča, da protein vsebuje regije s počasnejšo translacijo. Na teh mestih
bi lahko v primeru hitrejše iniciacije prišlo do trkov ribosomov in predhodne
terminacije sinteze proteina [8].
Translacija in zvijanje proteinov potekata sočasno, kar sklopi rabo kodo-
nov in hitrost translacije. Počasnejša translacija dokazano spodbuja zvijanje
sekundarnih struktur in domen. Zamenjava kodonov za hitrejše kodone pov-
zroči višjo koncentracijo proteina v celici, vendar poveča verjetnost tvorbe
netopnih agregatov. Razlika v topnosti lahko povzroči že sinonimna zame-
njava dveh kodonov. Višanje koncentracije redkih tRNA poveča delež nepra-
vilno zvitih proteinov. Sprememba koncentracij tRNA vpliva na translacijski
čas več kodonov hkrati. Analize so pokazale rabo počasnejših kodonov na
dobro ohranjenih strukturnih regijah oziroma nižje od njih. Funkcijsko po-
membne aminokisline zapisujejo kodoni, kjer je možnost vključitve napačne
aminokisline manjša. To so tisti kodoni, za katere je koncentracija podobnih
tRNA majhna in lastnih tRNA visoka [8].
Hitrost translacije vpliva tudi na stabilnost mRNA. Raba kodonov s po-
časnejšo translacijo je sorazmerna s povečano razgradnjo mRNA pri E. coli
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in tudi višjih organizmih. Študije na kvasovkah so pokazale večjo afiniteto
vezave helikaze DEAD-box Dhh1 na počasnejše ribosome in s tem posledično
razgradnjo mRNA [8].
1.7 Izražanje proteinov in optimizacija rabe ko-
donov
Izolacija proteinov iz izvornega organizma ni vedno mogoča ali je zah-
tevna. Za pripravo rekombinantnih proteinov se kot ekspresijski sistem upo-
rabljajo različni sevi E. coli. Prenos zapisa za protein v sistem izvedemo
na nosilcu (vektorju), ki ima vključene regulacijske elemente za izražanje
proteina in dokazovanje prisotnosti vektorja v celicah. Po selekciji kolonij z
vektorjem jih gojimo v obogatenem gojišču in navadno induciramo izražanje
proteinov v log fazi rasti. To je faza rasti celic, ko se množijo najhitreje,
imajo dovolj hranil v gojišču in je produkcija proteinov največja. Takrat
celice E. coli dosežejo med 2-3 delitve na uro pri idealnih pogojih [16].
Pri prenosu rekombinantnega zapisa za protein iz tujega organizma se
moramo zavedati različne rabe kodonov med organizmi. Optimizacija rabe v
grobem prepreči zastajanje ribosoma ter s tem znižanje koncentracije izraže-
nega proteina ali celo nezmožnost sinteze. Optimizacija rabe kodonov poteka
s pomočjo tabel rabe skozi celoten ekspresijski organizem, s katerimi prilago-
dimo zaporedje kodonov. V praksi se izmenično uporablja samo kodone, ki
predstavljajo glavnino celotnega transkriptoma. Raba redkih kodonov je ne-
zaželena predvsem na 5’-koncu mRNA in večinoma zamenjana s pogostejšim
kodonom v celotnem zaporedju [17].
Klasična optimizacija kodonov temelji na treh predpostavkah. Prva pred-
postavka opredeli redke kodone kot omejujoč dejavnik hitrosti translacije.
Študije redkih kodonov niso potrdile sorazmerne povezave med časom tran-
slacije in koncentracijo tRNA. Pri izračunu rabe kodonov upoštevamo vsako
mRNA enkrat, ne glede na njeno izražanje v celici. Druga predpostavka
predpostavlja, da raba sinonimnih kodonov ne vpliva na strukturo prote-
ina in njegovo funkcijo. Raba sinonimnih kodonov spreminja lokalno hitrost
translacije, kar nekaterim proteinom omogoča pravilno zvitje. Tretja pred-
postavi, da zamenjava redkih kodonov s pogostimi poveča sintezo proteina.
Ta predpostavka je postavljena anekdotsko na več primerih, vendar ne vklju-
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čuje ostalih parametrov izražanja proteinov. Študije izražanja 154 variacij
kodonov zelenega fluorescirajočega proteina (GFP) v E. coli niso pokazale
korelacije med rabo redkih kodonov in koncentracijo proteina [17].
1.8 Osnove strojnega učenja in podatkovnega
rudarjenja
Podatkovno rudarjenje je proces iskanja zakonitosti v podatkih. Stan-
dard CRISP-DM je krožni proces, ki predpostavlja sosledje korakov za učin-
kovito rešitev problema. Prvi korak je razumevanje problema, kjer se na
podlagi zastavljenih ciljev začrta pot reševanja v smeri iskanja odgovora na
zastavljena vprašanja. Drugi korak je razumevanje podatkov, kamor spada
zbiranje podatkov, kontrola kvalitete, iskanje podskupin podatkov in splo-
šno spoznavanje dostopnih podatkov za tvorbo hipoteze o neznanih sistemih.
Sledi priprava podatkov za učenje modela. Iz surovih podatkov odstranimo
odvečne podatke, združujemo ali razdružujemo podatke v bolj informativne
in jih za potrebe učenja normaliziramo. Četrti korak je učenje različnih napo-
vednih modelov in nastavljanje njihovih parametrov na optimalne vrednosti.
Kot peti korak sledi ovrednotenje modelov in poti učenja, pri čimer skrbimo,
da se izognemo prevelikemu prileganju podatkom. Preverja se zanesljivost
modela in se na podlagi tega vrne nazaj na razumevanje problema ali v upo-
rabo končnemu uporabniku. Uporabnost standarda CRISP-DM je v njegovi
cikličnosti, saj se z novimi ugotovitvami in podatki napoved modela lahko
izboljšuje [18, 19].
Strojno učenje je podveja umetne inteligence in se ukvarja z modeliranjem
procesov, ki jih lahko opišemo s podatki. Rezultat učenja je novo znanje o
podatkih, kot so relacije, funkcije, pravila in distribucije predstavljena kot
napovedni model, s katerim lahko napovemo želene lastnosti. Glede na is-
kan atribut primerov v podatkih razlikujemo nadzorovano in nenadzorovano
učenje. Pri nadzorovanem učenju so pravilni rezultati znani, medtem ko jih
je pri nenadzorovanem potrebno določiti ročno ali z uporabo nenadzorova-
nih metod gručenja. Algoritmi pri strojnem učenju se med seboj razlikujejo
glede na napovedovano lastnost ali zakonitost: klasfikacija, regresija, gruče-
nje, učenje asociacij, relacije in enačbe. Strojno učenje je uporabljeno tudi
pri spodbujevanem učenju (angl. reinforcement learning) [18].
14
Diplomska naloga
1.8.1 Klasifikacija
Metode strojnega učenja so pogosto uporabljene za reševanje klasifika-
cijskih problemov. Na podlagi atributov, ki so lahko diskretne ali zvezne,
neodvisne spremenljivke, napovejo razred posameznih primerov. Klasifika-
tor mora opisati diskretno funkcijo v prostoru atributov in narediti preslikavo
v prostor z napovedovanimi razredi. Vsak klasifikator predpostavi funkcijo
atributov na svoj način. Najpogostejši klasifikatorji so Bajesovski klasifi-
katorji, odločitvena drevesa, k-najbližjih sosedov, umetne nevronske mreže,
metode podpornih vektorjev in logistična regresija [18].
1.8.2 Regresija
Regresijski problemi so glede na vhodne podatke podobni klasifikacijskim.
Razlika je v napovedovanem atributu, ki je pri klasifikaciji diskretna spre-
menljivka, medtem ko je pri regresiji zvezna. Regresorji na podlagi vhodnih
podatkov iz prostora atributov preslikajo vrednosti v prostor napovedovane
odvisne spremenljivke. Najpogostejši regresorji so linerna regresija, regresij-
ska drevesa, metode podpornih vektorjev za regresijo in nevronske mreže za
regresijo. Nekatere metode strojnega učenja so lahko uporabljene za klasifi-
kacijske in regresijske probleme [18].
1.9 Umetne nevronske mreže
Ideja o umetnih nevronskih mrežah izhaja iz bioloških nevronov, ki med
seboj prenašajo informacije preko sinaps. Temelji na pravilu, da je moč po-
vezave sorazmerna z aktivnostjo obeh nevronov hkrati, kar zahteva lokalnost
informacije. Prednost nevronskih mrež je v tem, da ne predpostavijo dis-
tribucije podatkov ali drugih predpostavk o vhodnih podatkih, kot nekateri
ostali statistični napovedni modeli [18].
Nevronska mreža je sestavljena iz enostavnih nevronov (perceptronov), ki
so med seboj povezani. Nevroni se združujejo v vzporedne nivoje in tvorijo
povezave z nevroni v prejšnjem in naslednjem nivoju. Vhodni (prvi) in iz-
hodni (zadnji) nivo nimata povezav na obe strani. Vsak perceptron sprejme
vhodni vektor in sešteje njegove komponente skupaj s faktorjem pristran-
skosti (angl. bias), ki je perceptronu lasten. Seštevek se nato preslika skozi
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aktivacijsko funkcijo, ki je lahko nelinearna. Ta omogoča mreži približek
nelinearnim funkcijam oziroma korelacijam med podatki. Izhodna vrednost
služi kot komponenta vhodnega vektorja perceptronom v naslednjem nivoju
mreže. Povezave med perceptroni so utežene, kar pomeni, da se vsaka vre-
dnost pomnoži z utežjo povezave. Uteži povezav in faktorji pristranskosti so
spremenljivke med učenjem mreže in konstante med napovedovanjem [18].
Število nevronov v vsakem nivoju je odvisno od števila vhodnih podatkov
in kompleksnosti napovedi. Število v prvem nivoju se ujema s številom vho-
dnih atributov, medtem ko je število v zadnjem nivoju enako številu izhodnih
podatkov. Pri uporabi mreže za napovedovanje zvezne spremenljivke je v za-
dnjem nivoju en nevron, pri klasifikaciji pa je običajno število enako številu
možnih razredov. Število nivojev mreže in vsebovanih nevronov se določa
empirično in glede na kompleksnost povezav med podatki. Povečevanje šte-
vila nivojev in nevronov lahko privede do prekomernega prileganja podatkom
in slabšega posploševanja ter s tem slabše napovedi na novih primerih [20].
Izbira aktivacijske funkcije nevronov je odvisna od kompleksnosti napo-
vedi in časa, ki ga ima model na razpolago za učenje. Preko aktivacijske funk-
cije se preslika vsota vhodnega vektorja in faktorja pristranskosti v izhodno
vrednost nevrona. Za učenje mreže z vzvratnim širjenjem (angl. backpropa-
gation) mora biti funkcija zvezna in odvedljiva. Najpogosteje se uporabljata
sigmoidna funkcija in hiperbolični tangens, ki preslikata vrednosti iz mno-
žice realnih števil v interval med 0 in 1 oziroma -1 in 1. Izbira aktivacijske
funkcije je eden od hiperparametrov (angl. hyperparameter), ki jih lahko
spreminjamo [20].
Učenje nevronske mreže poteka preko algoritma vzvratnega širjenja, ki
temelji na gradientnem spustu (angl. gradient descent). Algoritem v n-
dimenzionalnem prostoru uteži mreže išče globalni minimum s tem, da se
premika v smeri največjega naklona. Pri izgradnji nove mreže se vse uteži
nastavijo na naključne vrednosti, kar algoritem postavi v naključno točko
prostora. S prvim vhodnim vektorjem se izračuna izhodne podatke, ki se
jih primerja s pravimi podatki in izračuna napako. Signal napake se pošlje
nazaj po mreži in prilagodi uteži tako, da bi pri ponovnem vnosu vektorja iz-
hodni podatki bolje sovpadali s pravimi vrednostmi. Pri vsakem naslednjem
vnosu sledi enak postopek. Velikost popravka uteži je odvisna od dveh pa-
rametrov algoritma: hitrosti učenja (angl. learning rate) in momenta (angl.
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momentum). Prvi vpliva na delež popravka, ki bi bil potreben za popolno
ujemanje uteži, medtem ko moment doda delež prejšnje spremembe uteži
trenutni spremembi. Prava nastavitev teh dveh parametrov omogoči izogib
lokalnim minimumom in hitrejšo konvergenco do bližine globalnega mini-
muma. Nastavitev uteži po vsakem vhodnem setu podatkov je zamudna in
lahko privede do lokalnih minimumov, zato se običajno uporablja paketno
učenje (angl. batch training). En paket predstavlja n-vhodnih vektorjev,
katerih povprečje napak se uporabi za ponastavitev uteži, kar pohitri učenje
mreže [18, 20].
1.10 Rekurenčne nevronske mreže
Rekurenčne nevronske mreže (RNN) so posebna vrsta arhitekture s ci-
kličnimi povezavami, ki omogočajo posodobitev trenutnega stanja glede na
predhodno stanje. Uporabljajo se predvsem za raziskovanje zaporednih po-
datkov, kot so na primer tekstovni zapisi, avdio in video posnetki. Tradi-
cionalne sigma enote in enote s hiperboličnim tangensom si ne morajo za-
pomniti povezav med informacijami v daljših intervalih vhodnih podatkov,
zato je razvoj potekal v smeri podaljševanja sposobnosti pomnjenja. Posame-
zen vhodni podatek mreže je sestavljen iz zaporednih vektorjev, kjer njihovo
zaporedje vsebuje informacijo [21].
Standardna enota RNN je sestavljena enako kot nivo nevronov, le da po-
leg vhodnega vektorja iz prejšnjega nivoja prejme še izhodni vektor prejšnje
enote RNN istega nivoja. Vsak od vhodnih vektorjev ima svojo utež in sama
enota svoj faktor pristranskosti. Izhodni podatek take enote sta dva iden-
tična vektorja, pri čimer eden služi kot vhodni vektor nevronov v naslednjem
nivoju in drugi kot vhodni vektor naslednje enote RNN istega nivoja [21].
Matematično zapišemo enačbo standardne enote RNN kot:
ht = σ(Whht−1 +Wxxt + b) (1.1)
Problem RNN je v tem, da ne morajo pomniti dolgoročnih informacij,
zaradi izgube signala pri nastavitvi uteži, ki postane ničen oziroma naraste
čez mejo smiselnosti, kar onemogoči učenje. Problem sta rešila Hochreiter in
Schmidhuber z enoto LSTM [21].
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1.10.1 Nevronske mreže z dolgim kratkoročnim spomi-
nom
Nevronske mreže z dolgim kratkoročnim spominom - LSTM (angl. long
short term memory), vpelje dodatna vrata (regulacijske parametre) ter vzame
in odda tri vektorje za razliko od dveh pri standardni enoti RNN. Dva vek-
torja sta namenjena kratkoročnemu (h) in dolgoročnemu (c) spominu, ki se
prenaša iz enote na enoto vzdolž zaporednih enot. To omogoča mreži učenje
informacij v daljših intervalih kot standardne enote RNN. Problem izgube
signala pri učenju rešijo tri regulacijska vrata, ki ojačajo ali omilijo signal.
Pozabljiva vrata (angl. forget gate) nadzirajo, kateri del dolgoročnega spo-
mina naj se pozabi. Vhodna vrata (angl. input gate) nadzirajo dodajanje
novih informacij v dolgoročni spomin, medtem ko izhodna vrata nadzirajo,
kateri podatki iz dolgoročnega spomina in vhodnih podatkov bodo predsta-
vljali izhodni vektor enote in vektor kratkoročnega spomina za naslednjo
enoto [21, 22].
Tok podatkov skozi enoto lahko opišemo ob prikazu skice enote. Vek-
tor kratkoročnega spomina in vektor vhodnih podatkov služita kot vhodni
podatek štirim različnim nivojem polno povezanih nevronov, ki služijo vsak
svojem namenu. Nivo f(t) služi kot regulator pozabljivih vrat, nivo i(t) kot
regulator vhodnih vrat in o(t) kot regulator izhodnih vrat. Njihove izhodne
vrednosti se preslikajo skozi logistično funkcijo v interval med 0 in 1, s či-
mer zaprejo ali odprejo regulirana vrata. Četrti nivo g(t) analizira vhodna
vektorja in izhodno vrednost preslika skozi hiperbolični tangens. Za razliko
od standardnih enot RNN se deli izhodnega vektorja shranijo v dolgoročni
spomin pred izhodom iz enote [23].
Matematično zapišemo enačbe enote LSTM kot [23]:
it = σ(W
T
xixt +W
T
hiht−1 + bi) (1.2)
ft = σ(W
T
xfxt +W
T
hfht−1 + bf ) (1.3)
ot = σ(W
T
xoxt +W
T
hoht−1 + bo) (1.4)
gt = tanh(W
T
xgxt +W
T
hght−1 + bg) (1.5)
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ct = ft ⊗ ct−1 + it ⊗ gt (1.6)
yt = ht = ot ⊗ tanh(ct) (1.7)
Dodatni parametri doprinesejo do 9-krat več uteži kot standardna mreža
enot RNN, kar se odraža v daljšem času učenja mreže. Pomanjkljivost enot
LSTM je v tem, da ne morajo same šteti posameznih zaporednih časovnih
točk, kar postane problem, v kolikor je razlika v signalu na primer 99 korakov
nazaj ali 100. Razlikovanje na krajšem intervalu ni problematično, na primer
razlikovanje med 3 in 11 korakov nazaj [22].
Slika 1: Shema enote LSTM. Črne puščice predstavljajo tok vhodnih vektorjev,
rumeni kvadrati predstavljajo po en nivo nevronov z označeno aktivacijsko funkcijo,
rdeči krogi predstavljajo operacije nad vektorji v enoti. Vektorji c, h, x in y
predstavljajo dolgoročni, kratkoročni, vhodni in izhodni vektor. Funkcije f , i, g in
o predstavljajo regulatorje pozabljivih, vhodnih, glavnih in izhodnih vrat.
Med prednosti enot LSTM spada poleg pomnjenja na dolgi rok tudi zmo-
žnost filtriranja šuma ter prepoznavanja vzorcev zveznih in diskretnih vre-
dnosti. Prednost pred skritimi modeli Markova je v tem, da števila stanj ni
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potrebno navesti pred učenjem in je v teoriji lahko neskončno. Nastavljanje
parametrov mreže, na primer hitrost učenja, je lahko grobo, zaradi učinka
kontrolnih vrat na zmanjšanje oziroma povečanje signala [22].
1.11 Obdelava podatkov
Predpriprava podatkov vpliva na uspešnost strojnega učenja, predvsem
kvaliteta vhodnih podatkov. Preveč šuma v podatkih, ne pomembnih in
podvojenih podatkov ter nezanesljivosti le-teh lahko oteži iskanje vzorcev
in znanja pri učenju napovednega modela. Predpriprava podatkov vzame
konkreten del časa namenjenega izvedbi projekta. V predpripravo podat-
kov spada čiščenje, normalizacija, transformacija, selekcija podatkov, itd. V
opisu se bomo osredotočili na metode, ki smo jih uporabili pri izdelavi modela
[24].
Normalizacija podatkov je ključna pri učenju nevronskih mrež, saj vre-
dnosti surovih podatkov ne odražajo pomembnosti atributa. Vrednosti lahko
normaliziramo na več načinov. Min-maks normalizacija upošteva oba eks-
trema vrednosti atributa ter vse vrednosti normalizira po naslednji enačbi:
v
′
i =
(vi −minA)
(maksA −minA) , (1.8)
kjer sta minA in maksA spodnji in zgorni ekstrem, vi in v
′
i pa dejanska in
normalizirana vrednost atributa vzorca i [24].
Za vrednosti atributov, ki sledijo normalni distribuciji, lahko uporabimo
z-score normalizacijo:
v
′
i =
vi − povpA
stdA
, (1.9)
kjer sta povpA in stdA povprečje in standardna deviacija vrednosti atributa
A, vi in v
′
i pa dejanska in normalizirana vrednost atributa vzorca i [24].
Selekcija atributov modela temelji na predpostavki, da lahko atribute
razporedimo v tri razrede: pomembne, ne pomembne in podvojene (angl.
reduntant). Želimo se znebiti ne pomembnih in podvojenih atributov, ki ne
prispevajo k napovedi modela in vnašajo šum v vhodne podatke. V teoriji
lahko pripravimo algoritem, ki vzame podmnožico atributov, s katerimi nauči
in oceni napoved modela, ter ponovi postopek za vse možne podmnožice.
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V praksi se izkaže, da je učenje vseh 2N modelov časovno breme, ki se s
povečevanjem atributov eksponentno veča [24].
Prezentacija kategoričnih vrednosti kot diskretne numerične spremen-
ljivke ni smiselna, če jih ne moramo smiselno zaporedno razvrstiti. Za re-
ševanje takih problemov lahko atribut razdelimo na atribut za posamezno
kategorično vrednost. Pripadnost vzorca kategoričnemu razredu označimo z
1, medtem ko pri vseh ostalih atributih kategorične vrednosti nastavimo na
0 [23].
1.12 Učenje nevronske mreže in hiperparame-
tri
Celoten set podatkov, ki je na voljo, je potrebno pred začetkom analize
razdeliti na set podatkov za učenje in set za testiranje napovedi napovednega
modela. Z razdelitvijo pred analizo se izognemo pristranskosti pri napovedi
in izbiri algoritma, ki bi najbolje opisal testne podatke. V idealnem primeru
testne podatke uporabimo šele, ko smo zadovoljni z napovedjo modelov in na
testnih podatkih modela več ne popravljamo. Delež podatkov v obeh setih
je odvisen od števila vseh podatkov in zaželeno vsebuje predstavnike vseh
napovedovanih razredov v enakem razmerju. Smernice priporočajo med 60-
80 % v prid učnega seta podatkov, s tem, da pri manjšem številu podatkov
želimo več primerov v učni množici. Za potrebe večine algoritmov strojnega
učenja vzamemo učnem setu še 10-20 % vzorcev za validacijo, ki preverja
prekomerno prileganje modela med učenjem [23].
Učenje nevronske mreže poteka v zaporednih obhodih (angl. epoch), v
katerih model dobi vse učne primere kvečjemu enkrat. Na koncu vsakega
obhoda se napoved modela oceni na vedno istem validacijskem setu podatkov,
na katerem učenje ne poteka. S povečanjem števila obhodov se vsak primer
v podatkih modelu predstavi večkrat, skozi celotno učenje. To lahko vodi
do prekomernega prileganja modela učnim podatkom. Ocena napovedi na
validacijskem setu nam omogoča spremljanje le-tega, saj se do neke vrednosti
uspešnost napovedi na validacijskem setu povečuje, nato pa začne padati,
kljub povečevanju uspešnosti na učnih podatkih. Ta parameter je potrebno
nastaviti glede na kakovost napovedi modela [23].
Velikost paketa (angl. batch size) lahko signifikantno vpliva na napoved
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modela in čas učenja. Parameter pove, koliko primerov bo model prejel med
učenjem, preden bo ponastavil uteži z vzvratnim širjenjem. Pri majhnih
setih podatkov, ki jih lahko hranimo v kratkoročnem pomnilniku, lahko ve-
likost paketa prilagajamo pomnilniku na procesorju ali grafični enoti tako,
da učenje poteka čim hitreje. Literatura navaja različne ugotovitve, kakšna
velikost je najbolj primerna. Del zagovarja majhne pakete (od 2 do 32 prime-
rov), druga čim večje (do 8192 primerov). Ta parameter je potrebno nastaviti
glede na kakovost napovedi modela [23].
Uspešnost regresijskega modela merimo s poljubno kriterijsko funkcijo
(angl. loss function). Z njo izmerimo kakovost napovedi modela in usmer-
jamo učenje v zmanjšanje vrednosti. Pogosto se uporablja povprečje kva-
dratov napake (MSE) ali koren te vrednosti (RMSE), ker raste s kvadratom
napake. Alternativno se lahko uporabi povprečje absolutne napake (MAE).
Izbira funkcije je odvisna od zastavljenega problema, tolerance napake in
uspešnosti napovedi modela [23].
Izbira optimizacijskega algoritma vpliva na hitrost učenja in konvergenco
pri minimumu. Poznamo več različnih algoritmov, kot so Nesterov pospe-
šeni gradient, AdaGrad, RMSProp, Adam, Nadam, itd. Vse so izpeljanke
stohastičnega spusta gradienta, ki ga optimizirajo za hitrejšo konvergenco
modela. Kot parameter optimizacijskemu algoritmu podamo stopnjo učenja
in koeficient momenta, ki pomaga pri hitrejšem preskakovanju dolgih ravnin
v prostoru uteži. Nesterov algoritem izračuna gradient po dodatku momenta,
namesto pred, kot to naredijo ostali algoritmi [23].
Hitrost učenja se lahko skozi potek učenja spreminja. Zmanjšanje hi-
trosti učenja lahko omogoča modelu konvergenco v globalnem minimumu,
medtem ko visoka hitrost omogoča hitrejše učenje modela v začetnih obho-
dih. Stopnjo učenja lahko zmanjšujemo skozi učenje linearno, eksponentno,
itd. Leta 2018 je bila predstavljena metoda za zmanjševanje stopnje učenja
v enem ciklu (angl. 1-cycle scheduling). Potrebno je nastaviti minimalno
in maksimalno hitrost učenja ter število iteracij učenja. V prvi polovici ite-
racij hitrost učenja linearno narašča od minimalne do maksimalne, v drugi
polovici pa pada. Zadnjih približno 10 % iteracij se hitrost učenja spusti na
končno vrednost in se več ne spreminja, kar omogoči konvergenco modela.
Tak način spreminjanja hitrosti omogoči manjše število potrebnih obhodov
tudi do 8-krat, kar signifikantno pohitri učenje modela [23, 25].
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2. Namen dela in hipoteze
Namen diplomskega dela je bil izgradnja napovednega modela za optimi-
zacijo kodonov pri izražanju sintetičnih genov v E. coli. Z uporabo nevronske
mreže smo želeli napovedovati zaporedja kodonov, ki bi se približala zapo-
redjem celici lastnih proteinov. Želeli smo ustvariti algoritem za napoved
kodonov, ki bi bil konkurenčen ali boljši kot dosedanje metode optimizacije
kodonov.
Naša prva hipoteza je, da lahko z uporabo nevronske mreže pretvorimo
aminokislinsko zaporedje v nukleotidno zaporedje, optimizirano za sintezo
proteina v E. coli. Druga hipoteza je, da se bo napovedan čas translacije
razlikoval od časa translacije optimizirane rabe kodonov s tabelo relativnih
deležev.
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3. Materiali in metode
3.1 Podatki
Osnovne podatke o vseh proteinih E. coli smo pridobili iz podatkovne
zbirke EcoCYC. Iz njihove baze smo pridobili 4260 proteinov z njihovimi
aminokislinskimi in nukleotidnimi zaporedji. Zaporedja smo opremili še z
imeni proteinov in oznakami pripadajočih genov. Zaporedja so zapisana v
tabeli kot zaporedje velikih črk, ki pripadajo aminokislinskim ostankom in
nukleotidnim bazam [26].
Zaporedjem smo dodali še podatke o sekundarnih strukturah, vendar te
niso znane za vse proteine. Najboljši približek je bila napoved sekundarne
strukture s spletnim orodjem Jpred4, ki poleg sekundarne strukture napove
še dodatne parametre. Sekundarno strukturo napove za vsak aminokislinski
ostanek kot eno od treh stanj strukture: helično (večinoma α), raztegnjeno
(večinoma β) in drugo stanje (obrati, ključi in neurejene strukture). Napo-
vedi za vsak ostanek doda še oceno zaupanja napovedi med 0 in 9, s čimer
višja ocena pomeni večje zaupanje. Jpred4 napoveduje sekundarno strukturo
z dvema algoritmoma hkrati, in sicer skritim markovskim modelom in polo-
žajno ocenjevalno matriko, katerih napovedi primerja med sabo. Usklajenost
ali navzkrižje napovedi predstavi kot dodaten parameter, kot tudi napoved
vsakega modela posebej. Za vsak aminokislinski ostanek proteina Jpred4
napove še kako dostopen je topilu, in sicer kot trije ločeni atributi, ki sovpa-
dajo manj kot 25 %, manj kot 5 % in 0 % dostopnosti. Drugih parametrov
napovedi nismo vključevali v analizo [27].
Prednost izbire napovedi sekundarne strukture pred eksperimentalnimi
podatki je v tem, da je edini podatek potreben za končno napoved transla-
cijskega časa aminokislinsko zaporedje, ki je uporabniku znano. V primeru
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sintetičnih proteinov ali proteinov brez znane strukture, ta podatek ni znan,
kar bi onemogočilo napoved translacijskega časa in posledično zaporedja ko-
donov. Poleg tega bi se množica proteinov za učenje in validacijo modela
zmanjšala.
Iz literature izhaja, da na čas translacije vplivajo tudi lastnosti amino-
kislin v tunelu ribosoma, zato smo naboru podatkov dodali tabelo lastno-
sti vseh aminokislinskih ostankov. Lastnosti so: hidrofobnost, hidrofilnost,
število možnih vodikovih vezi, volumen stranske verige, polarnost, polariza-
bilnost, površina dostopna topilu, indeks neto naboja stranske skupine in
molekulska masa [28].
Stopnje elongacije posameznega kodona smo pridobili iz članka [15], ki
navaja dve stopnji za vsak kodon, glede na izmenjavo tRNA v ribosomu (2-
1-2 ali 2-3-2). V analizi smo uporabili podatke za 2-1-2 izmenjavo, ker poteka
večino časa translacije. Večina izražanj genov za potrebe sinteze proteinov v
E. coli se izvaja pri 2,5 delitve na uro, zato smo uporabili vrednosti stopenj
elongacij za to hitrost rasti.
3.2 Obdelava podatkov
Nekateri proteini se niso ujemali v dolžini aminokislinskega in nukleoti-
dnega zaporedja, zato smo jih odstranili skupaj s tistimi, kjer se nukleotidno
zaporedje ni prevedlo v pravo aminokislinsko zaporedje. Za napovedovanje
lastnosti proteinov z Jpred4 morajo biti proteini dolžine med 20 in 800 amino-
kislinskimi ostanki, zato smo krajše in daljše proteine zavrgli. Po odstranitvi
teh proteinov jih je ostalo 4038.
Selekcija atributov je potekala primarno pri izbiranju podatkov, kjer smo
podvojene atribute zavrgli še pred učenjem modela na teh podatkih. Večina
atributov je zveznih numeričnih spremenljivk, ki jih ni potrebno posebej ob-
delati. Podatek o sekundarni strukturi je kategoričen, kar smo predstavili
kot tri različne atribute glede na pripadnost sekundarni strukturi. Če je
aminokislinski ostanek pripadal helični strukturi, smo v vrednost atributa za
heličnost zapisali 1, v ostala pa 0. Enako smo storili za prikaz aminokislinskih
ostankov, ki lahko pripadajo izključno enemu od 20 razredov. Zvezna repre-
zentacija kategoričnih atributov ni smiselna in bi lahko v model doprinesla
nepotreben šum in navidezne vzorce med podatki.
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Translacijski čas proteina smo izračunali iz stopenj elongacije posameznih
kodonov. Najprej smo izračunali čas translacije posameznega kodona, kot
obratno vrednost pripadajoče stopnje elongacije. Čas translacije proteina na
mestu i smo izračunali kot povprečje časov translacije na intervalu [i−9, i+9],
kot je bilo predlagano v literaturi. Matematično se izračun lahko predstavi
z dvema enačbama.
ti =
1
ri
(3.1)
Ti =
1
19
∗
9∑︂
j=−9
ti+j
i ≥ 9 ∧ i+ j ≤ dolina proteina
(3.2)
V enačbah 3.1 in 3.2 ri predstavlja stopnjo elongacije i-tega kodona, ti
čas translacije i-tega kodona in Ti čas translacije proteina na mestu i. Čas
translacije je relativen, zato nima enote, kot tudi stopnja elongacije, iz katere
je izpeljan.
Translacijski čas proteina za začetnih in končnih devet aminokislinskih
ostankov smo izračunali kot povprečje translacijskih časov na zmanjšanem
intervalu v smeri pomanjkanja ostankov. Ker vrednost za stopnjo elonga-
cije začetnega metionina ni navedena, smo zaporedja definirali brez zače-
tnega kodona. Ker začetni kodon vedno zapisuje za metionin, se pri končni
napovedi kodonov na začetek doda najpogostejši kodon zanj (AUG). Čas
translacije proteinov ni presegal 0’1, zato smo kot napovedovano spremen-
ljivko napovedovali 10-kratnik časa translacije, da je interval napovedi postal
[0, 1]. Pomnožitev s konstantnim členom ne spremeni medsebojnih razmerij
med spremenljivkami, medtem ko pohitri učenje modela, zaradi lastnosti si-
gmoidne aktivacijske funkcije, ki smo jo uporabili kot aktivacijsko funkcijo
zadnjega nivoja.
Podatke smo vnesli v bazo podatkov SQL v tri ločene tabele. Prva tabela
je vsebovala imena proteinov in njihove lastnosti. Druga tabela je vsebovala
lastnosti aminokislinskih ostankov. Tretja tabela je vsebovala posamezne
aminokislinske ostanke, njihove kodone, indeks proteina in lokacijo v zapo-
redju, čas translacije proteina na tem mestu in napovedane lastnosti ostanka.
Tak način shranjevanja podatkov omogoča najlažjo pridobitev podatkov za
predstavitev modelu.
Določitev posameznega učnega primera ni bila trivialna naloga. Uporaba
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posameznega aminokislinskega ostanka proteina za napoved translacijskega
časa ne vključuje vseh podatkov, ki so bili uporabljeni za izračun, saj je pri-
spevek ene aminokisline zgolj 1
19
(oz. do 1
10
na robovih) celotnega časa. Če
v posamezen primer vzamemo ostanke v intervalu [i − 9, i + 9], zajamemo
vse ostanke, ki so bili uporabljeni za izračun. Problem takšnega načina zaje-
manja učnih primerov je v tem, da napoved zaporednih translacijskih časov
ostankov i in i+1 ni povezan. S takšno napovedjo, bi lahko med zaporednimi
napovedmi prihajalo do visokih varianc, kar ne bi odražalo dejanskega časa
translacije in bi otežilo napoved kodonov iz celotnega časa.
Podatke za učenje enot LSTM mora biti zgrajeni v obliki matrike, kjer
vrstice predstavljajo posamezne časovne oznake in stolpci njihove atribute.
Učni primer je matrika s 50 vrsticami, ki predstavljajo zaporedne aminokislin-
ske ostanke proteina in 37 stolpci, ki predstavljajo zgoraj navedene atribute
teh ostankov. Dolžino 50 zaporednih ostankov smo izbrali kot vmesno vre-
dnost med največjo priporočljivo dolžino za učenje mreže z enotami LSTM
(100) in dejstvom, da moramo v primeru zajemanja podatkov na tak način
odstraniti vse proteine, ki so krajši od 50 aminokislinskih ostankov. Večanje
matrike bi pomenilo zmanjšanje števila uporabnih proteinov, kot tudi one-
mogočenje napovedovanja časa translacije krajšim proteinom od uporabljene
vrednosti. Manjšanje matrike bi skrajšalo okno, v katerem lahko podatki
vplivajo na napoved časa translacije.
Podatke smo normalizirali z linearno preslikavo v interval [0, 1]. Z obzi-
rom na diskretnost vseh vrednosti spremenljivk z-score normalizacija ni naj-
bolj primerna. Vseeno smo poskusili učenje modela tudi z dvema oblikama
z-score normalizacije, in sicer takšne, kjer smo normalizacijski algoritem učili
na podmnožici učnih podatkov v obliki za učenje, in takšno, kjer smo norma-
lizacijski algoritem učili na podmnožici aminokislinskih ostankov in njihovih
podatkih, ne glede na njihovo zastopanost v končnih podatkih. Problem
zajemanja podatkov za normalizacijo je v tem, da se časovne oznake iz sre-
dine proteina v podatkih nahajajo z večjo verjetnostjo, kar pa ne odraža
realne zastopanosti aminokislinskih ostankov v polipeptidni verigi. Poleg
tega je učenje modelov z obema načinoma normalizacije spremljala visoka
varianca napake pri validaciji modela na validacijskem in testnem setu po-
datkov. Min-maks normalizacija se izogne temu problemu in pri validaciji
kaže manjšo varianco med zaporednimi obhodi.
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3.3 Napovedni model
Pri raziskovanju smo uporabili programski jezik python3 [29], zaradi nje-
gove preprostosti ter prosto dostopnih knjižnic za obdelavo podatkov in orodij
za strojno učenje. Uporabili smo knjižnici keras [30] in Tensorflow [31] za iz-
delavo modela ter matplotlib [32] za izris vizualizacij. Za obdelavo podatkov
smo uporabljali knjižnice numpy [33], pandas [34] in scikit-learn [35].
Arhitektura nevronske mreže je odraz načina izračuna translacijskega časa
za posamezen aminokislinski ostanek proteina. Arhitektura nevronske mreže
je prikazana na spodnji sliki (slika 2).
Slika 2: Arhitektura nevronske mreže.
Matrika vhodnih podatkov velikosti 50 x 37 predstavlja 50 zaporednih
aminokislinskih ostankov proteina s po 37 atributi. Prvi nivo predstavljata
dve enoti LSTM, ki iz vhodnih podatkov jemljeta po eno časovno točko na-
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enkrat, vsaka v svojem zaporedju. Prva enota odvzema časovne oznake v
pravem zaporedju, medtem ko druga odvzema v obratnem zaporedju (od
zadnje proti prvi). Tako za vsako od časovnih točk dobimo dva vektorja
dolžine L, po enega iz vsake enote LSTM, ki ju združimo v enega dolžne
2L. Dvosmerno LSTM nevronsko mrežo označujemo s kratico BLSTM (angl.
bidirectional LSTM ). Taka arhitektura omogoča prepoznavanje vzorcev v po-
datkih pred in po časovni točki, ter upošteva vse aminokislinske ostanke, ki
sodelujejo pri izračunu časa translacije proteina na določenem mestu. Ak-
tivacijska funkcija enot LSTM je hiperbolični tangens (tanh). Aktivacijske
funkcije, ki niso navzgor in navzdol omejene (Relu, elu, selu, linearna funk-
cija) niso bile primerne, saj je med učenjem modela gradient naraščal proti
neskončnosti. Izbira hiperboličnega tangensa namesto sigmoide daje modelu
več protstora za učenje.
Izbira števila nevronov v posamezni enoti LSTM je potekala empirično.
Učili smo modele z različnim številom nevronov in primerjali napovedi. Izbira
več kot petih nevronov bistveno ne izboljša modela (slika 3)
Zadnji nivo nevronske mreže je en sam nevron, ki kot vhodni vektor vzame
izhodni vektor obeh enot LSTM za vsako časovno točko posebej. Aktivacijska
funkcija nevrona je sigmoida, saj ta najbolje opiše razporeditev napovedane
spremenljivke. Kot izhodni podatek celotne mreže dobimo vektor dolžine 50,
ki vsebuje napovedane čase translacije za zaporedne aminokislinske ostanke
proteina.
Izbira kriterijske funkcije je bila predvsem med MSE in MAE. V teoriji
naj bi MSE bolj kaznovala večja odstopanja od prave vrednosti, vendar se
pri učenju modela izkaže, da napoved manj odstopa od povprečnega časa
translacije kot MAE. Na grafih je to opazno kot slabše prileganje realnim
vrednostim. Uporabljena funkcija v končnem modelu MAPE, ki je izpe-
ljanka MAE, kjer vrednost predstavlja povprečje kvadratov deleža razlike.
Ta omogoča boljše prileganje modela pri manjših časih translacije in slabše
napoveduje regije z daljšim časom translacije.
Pri oknu 50 aminokislinskih ostankov imajo ostanki med 10 do vključno 41
na vpogled vse ostanke, ki so bili potrebni za izračun časa translacije proteina
na njihovem mestu. Za prvih in zadnjih 9 ostankov nimamo na voljo tega
podatka, zato bo napoved časa translacije delno ugibana. To v praksi pomeni
večjo napako napovedi na začetku in koncu okna podatkov in večji poudarek
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Slika 3: Primerjava napovedi modela glede na število nevronov posamezne enote
LSTM. Pravi (izračunan) čas translacije proteina (UniprotKB : P52076) je označen
z odebeljeno modro črto, napovedani časi translacije modelov pa z barvami: svetlo
modra (2 nevrona), oranžna (5 nevronov), zelena (10 nevronov), rdeča (50 nevro-
nov), vijolična (100 nevronov). Med napovedmi modelov je očitna razlika vidna
le na N- in C-koncu proteina, kjer napoved v osnovi ni zanesljiva. Povečevanje
števila nevronov ne prispeva k boljši napovedi modela. Vsi modeli so bili učeni v
20 obhodih in velikostjo paketa 64.
na optimizaciji uteži za napoved le-teh. Dokler je velikost napake razporejena
po vseh časovnih točkah enako, bo model prilagajal uteži vsem točkam, ko
pa osrednji del bolje prilagaja kot konca, bo v ospredju manjšanje napake na
koncih. V izogib učenju modela na nepopolnih podatkih smo funkcijo MAPE
omejili na ostanke, katerih faktorji izračuna časa translacije se nahajajo v
vhodnih podatkih (torej od 10. do 41. mesta).
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3.4 Učenje mreže in nastavitev učnih parame-
trov
Število obhodov je spremenljivka, ki pove kolikokrat model prejme vse
učne podatke. Število obhodov lahko poljubno povečujemo, medtem ko spre-
mljamo napako napovedi na validacijskem setu podatkov. Edina omejitev pri
izbiri števila je v času, ki ga imamo na voljo za učenje modela, saj raste sku-
paj s številom učnih parametrov modela. V našem primeru je učenje potekalo
na 2.3 GHz procesorju s štirim jedri, pri čimer je učenje trajalo od 15 do 75
minut na obhod. Učenje končnih iteracij modela je potekalo v 20 obhodih.
Velikost paketa je zelo vplivala na končno napako učenja. Velikost napake
pri učenju modelov z velikostjo paketa med 4 in 256 je bila med 7.88 in
9.32 pri učenju modela s 100 nevroni v vsaki enoti LSTM. Kljub manjši
napaki pri učenju modelov z manjšim paketom, je varianca napake modelov
na validacijskem setu podatkov večja. To nakazuje na prekomerno prileganje
modela na podatke pri manjših paketih. Primerjava velikosti paketov je
prikazana na spodnji sliki (slika 4)
Uporaba spremembe hitrosti učenja v enem ciklu nam je dovolila, da
učimo modele z manjšim številom obhodov, s čimer je model hitreje kon-
vergiral. Za izbiro minimalne, maksimalne in končne hitrosti učenja smo
uporabili priporočene smernice. V enem obhodu smo modelu postopoma vi-
šali stopnjo učenja med 10−6 in 10, ter po vsakem paketu naredili validacijo in
ponastavili uteži nazaj na naključne. Iz grafov smo odčitali najnižjo napako
in najvišjo stopnjo učenja nastavil na 10-krat manjšo vrednost. Minimalna
in končna hitrost učenja sta izbrani kot hitrosti, kjer je viden začetek padca
napake. Končne stopnje učenja ne smemo nastaviti na prenizko vrednost,
saj bo v tem primeru pri zadnjem obhodu prišlo do prekomernega prilega-
nja podatkom. V našem primeru učenja z 20 obhodi se najprej 9 obhodov
hitrost učenja linearno dviga po vsakem paketu in nato 9 obhodov linearno
zmanjšuje. Zadnja dva obhoda imata konstantno hitrost učenja. Kot mini-
malno hitrost smo uporabil 10−4, kot maksimalno 10−2 in končno 5 ∗ 10−5.
Skupaj s povečevanjem in zmanjševanjem hitrost učenja se je zmanjševal in
nato dvigal moment učenja med 0.95 in 0.85. Začetna in končna vrednost
momenta je bila 0.95.
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Slika 4: Primerjava napovedi modelov učenih z različnimi velikostmi paketov. Pravi
(izračunan) čas translacije protina (UniprotKB : P52076) je označen z odebeljeno
modro črto, napovedani časi translacije modelov pa z barvami: svetlo modra (ve-
likost paketa 4), oranžna (velikost paketa 16), zelena (velikost paketa 64), rdeča
(velikost paketa 256). Modeli imajo 100 nevronov v vsaki enoti LSTM in so bili
učeni v 20 obhodih.
3.5 Pretvorba časa translacije v zaporedje ko-
donov
Napoved časa translacije za posamezen protein poteka kot napoved časa
translacije za posamezne odseke proteina v velikosti okvirja 50 aminokislin.
Napovedi za vse okvirje se zložijo skupaj glede na njihovo lokacijo v prote-
inu. Najprej se izračuna povprečje za vse aminokislinske ostanke glede na
notranjih 32 napovedi znotraj okvirja oziroma manj za tiste na N- in C-
koncih proteina. Prvih in zadnjih 9 aminokislinskih ostankov nima zaupljive
napovedi modela, vendar se vseeno izračuna iz napovedi modela, ki ni vklju-
čena v izračun napake. Standardna deviacija notranjih ostankov je relativno
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majhna, medtem ko se na nezaupljivem N- in C-koncu poveča.
Zaporedje časov translacije je potrebno pretvoriti v zaporedje kodonov, ki
zapisujejo za aminokislinske ostanke proteina, tako, da se bo čas translacije
kodonov čim bolj prilegal napovedanemu. Prileganje kodonov ni trivialna
naloga, saj ima vsak aminokislinski ostanek od ena do šest možnih kodonov z
lastnim translacijskim časom, ki vpliva na 10 do 19 časov translacije proteina.
Ker so posamezni napovedani časi translacije proteina lahko poljubni in ne
diskretni (kot izračunana stanja časov translacije za kodone), bo prileganje
kodonov vedno nepopolno. Uporabljena metoda dosega povprečen kvadrat
napake manj kot 10−5, vendar je časovno zahtevnejša in se s časom izboljšuje.
Brez časovne omejitve bi lahko preverili vse možne kombinacije kodonov in
izbrali tistega z najmanjšo napako. Predstavljen algoritem je le eden od
mnogih načinom rešitve problema in bo v nadaljevanju raziskave izboljšan.
Prileganje poteka z optimizacijo časov translacije kodonov, kjer se za
vsako spremembo kodona posodobi izračun časa translacije in primerja z na-
povedanim časom. Algoritem za prileganje razdeli ostanke na dve skupini
glede na število kodonov, ki zapisujejo zanj. V prvi skupini so aminokisline
s po enim oziroma dvema kodonoma, v drugi pa tiste s po 3, 4, in 6 ko-
doni. Iniciacija prileganja se začne z naključno izbiro kodonov prve skupine
ostankov in nastavitvijo geometrijskega povprečja časov translacije kodonov
za ostanke druge skupine. Optimizacija poteka le za kodone druge skupine,
kjer se kodoni zamenjujejo glede na lokalno odstopanje.
Kodon druge skupine, na mestu z največjim odstopanjem časov transla-
cije, se zamenja s kodonom, ki je v urejenem seznamu (glede na čase tran-
slacije) pred ali za njim tako, da bo lokalna razlika časov translacije manjša.
V kolikor se lokalna razlika poveča, na tem mestu ostane prejšnji kodon in
mesto dobi status optimiziranega. Algoritem se nato izmenično prestavlja na
mesto levo in desno od izbranega kodona, dokler ne najde kodona, ki ga lahko
optimizira, ali doseže maksimalno razdaljo od prvotnega kodona (v načem
primeru 9). To ponavlja N iteracij, kjer je N polovica dolžine proteina.
Po prvem sklopu iteracij se nastavijo še vsi preostali kodoni, katerih vre-
dnost se ni spremenila od geometrijskega povprečja, in sicer na kodon z
najbližjo vrednostjo le-temu. Sledi drugi sklop optimizacije kodonov, ki po-
teka enako dolgo ter na enak način kot prvi. Izhodna vrednost algoritma je
zaporedje kodonov in zaporedje razlike prileganja za vsako mesto v proteinu.
34
Diplomska naloga
Slika 5: Prileganje kodonov na napovedan čas translacije. Napovedan čas tran-
slacije je označen z oranžno, najbolši približek s svetlo modro in začetni kodoni s
sivo barvo. Začetni kodoni predstavljajo najboljšo kombinacijo kodonov za ami-
nokisline s po eno in dvema pripadajočima kodonoma. Vrednosti za ostale kodone
so izračunane kot geometrijsko povprečje časov translacije vseh možnih kodonov
posamezne aminokisline.
Algoritem naredi poljubno veliko iteracij prileganja oziroma toliko, koli-
kor časa ima na voljo. Sledi poravnava zaporedij in njihovih napak prileganja.
Za vsak ostanek prvega razreda se naredi seznam kodonov razporejenih glede
na napako prileganja na njihovem mestu. Izmed prvih 25 % seznama se iz-
bere kodon, katerega delež v tem seznamu je največji. Tako dobimo seznam
kodonov prve skupine, ki jih ponovno podamo algoritmu kot začetne vre-
dnosti le-teh, namesto naključnih vrednosti. Algoritem še enkrat optimizira
prileganje kodonov in vrne seznam le-teh. Izbrane kodone lahko grafično
prikažemo skupaj z napovedanim časom translacije (slika 5)
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4. Rezultati
4.1 Napoved nevronske mreže
Učenje modelov za potrebe nastavitve primernih hiperparametrov je po-
tekalo na podmnožici 1000 proteinov. Naučili smo skupno preko 100 modelov
z različnimi kombinacijami petnajstih hiperparametrov in njihove uspešnosti
primerjali med seboj. Izbor najboljših hiperparametrov smo ponovno učili na
celotnem naboru proteinov učne množice. Ugotovili smo, da dodatni nivoji
za enoto BLSTM, ne glede na število nevronov in aktivacijsko funkcijo, ne iz-
boljšajo napovedi, kvečjemu poslabšajo. Tudi izpadni nivoji (angl. dropout)
so napoved modela poslabšali.
Izbira več kot petih nevronov v posamezni enoti LSTM ni povišala uspeš-
nosti modela. Z manjšanjem velikosti paketa se je učna uspešnost večala,
vendar sta uspešnost na validacijskem in testnem setu podatkov naraščali.
Napake modelov so bile v razponu od 9 do 15 % s kriterijsko funkcijo MAPE.
Parametri modela, ki najbolje opisuje čas translacije, so navedeni v tabeli
(tabela 4.1).
Tabela 4.1: Najboljši parametri modela.
ime parametra modela vrednost parametra modela
število enot LSTM v nivoju 2
število nevronov vsake enote LSTM 5
aktivacijska funckija (LSTM) hiperbolični tangens
število končnih nevronov 1
aktivacijska funkcija (končni nevron) sigmoida
kriterijska funckija MAPE
število učnih parametrov 1731
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Parametri učenja nevronske mreže so bili pri učenju prvih modelov kon-
stantni. Najboljšim modelom smo prilagajali parametre spreminjanja hitro-
sti učenja, medtem ko so drugi parametri ostali enaki. Parametri učenja
končnega modela so navedeni v spodnji tabeli (tabela 4.2).
Tabela 4.2: Parametri učenja končnega modela
ime parametra učenja vrednost parametra učenja
optimizator SGD
urnik hitrosti učenja hitrost učenja v eni iteraciji
najvišja hitrost učenja 10−2
začetna hitrost učenja 10−4
končna hitrost učenja 5 ∗ 10−5
nesterov algoritem Da
število obhodov učenja 20
velikost paketa 64
Z uporabljenimi parametri je model na testnih podatkih dosegel napako
8,76. To pomeni, da je povprečno odstopanje napovedi modela od pravega
časa translacije proteina 8,76 % glede na njegovo vrednost.
4.2 Primerjava napovedi z naključnim zapored-
jem in optimizirano rabo
Če želimo primerjati napoved modela z uporabo naključnih kodonov in
optimizirano rabo kodonov, moramo najprej definirati hitrost translacije le-
teh. Naključno zaporedje smo pripravili tako, da smo za vsak aminokislinski
ostanek vzeli naključen kodon v naboru tega ostanka. Iz zaporedja kodonov
smo izračunali čas translacije proteina in enako ponovil v 100 iteracijah.
Iz vseh stotih zaporedij časov smo izračunali povprečni čas in standardno
deviacijo vsakega mesta v proteinu. Enako smo naredili za optimizirano
rabo kodov, le da smo za vsak aminokislinski ostanek proteina vzeli kodon
relativno glede na njegovo zastopanost v genomu E. coli. Iz stotih iteracij smo
izračunali povprečje in standardno deviacijo, ki sta prikazana na spodnjem
grafu (slika 6).
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Slika 6: Primerjava časov translacije naključnega (siva), optimiziranega (svetlo
zelena) in pravega (modra) zaporedja kodonov za protein (UniprotKB: P10371).
Na dnu slike so označene predvidene sekundarne strukture, in sicer helične (rdeča),
raztegnjene (rumena) in druge (temno zelena).
Standardna deviacija naključnih kodonov je večja od standardne devia-
cije optimiziranih kodonov. Povprečje časa translacije naključnih kodonov je
daljše kot povprečje optimizirane rabe. Po pričakovanjih se pravi čas tran-
slacije skozi večji del proteina nahaja znotraj intervala standardne deviacije
optimizirane rabe.
Napoved modela lahko primerjamo skupaj z naključnim zaporedjem in
optimizirano rabo kodonov. Napoved modela je zelo podobna času transla-
cije optimizirane rabe kodonov in večino časa malenkost nižja. Časi naključ-
nega zaporedja so mnogo višji. Grafom je na dnu slike dodana sekundarna
struktura za opazovanje povezav s časom translacije (slika 7).
Iz grafov primerjav časov translacije in sekundarne strukture ne opazimo
očitne povezave med njimi. Opazimo lahko daljše čase translacije na de-
lih proteina z drugimi sekundarnimi strukturami (zavoji, obrati ali brez se-
kundarne strukture), vendar bi za potrditev hipoteze potrebovali dodatne
analize.
Gostota verjetnosti povprečja kvadratov napake časov translacije optimizi-
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Slika 7: Primerjava napovedanega časa translacije. Obarvani časi so napovedani
(oranžna), naključni (siva), optimizirani (svetlo zelena) in pravi (modra) kodoni za
protein (UniprotKB: P0A9V8). Na dnu slike so označene predvidene sekundarne
strukture, in sicer helične (rdeča), raztegnjene (rumena) in druge (temno zelena).
ranih kodov na testnem setu podatkov je podobna gostoti verjetnosti pov-
prečja kvadratov napake napovedanega časa translacije z modelom, medtem
ko gostota verjetnosti izračunana z naključnimi kodoni odstopa za skoraj pol
velikostnega razreda (slika 8a). Že iz zgornjih slik je bilo razvidno, da sta ve-
čino dolžine proteina napovedi optimizirane rabe kodonov in napovedan čas
translacije podobni, čas naključnih kodonov pa večinoma odstopa k višjim
vrednostim.
Za vsak protein testnega seta smo izračunal povprečje kvadratov na-
pake časov translacije (MSE) za celoten protein za naključen, optimiziran
in napovedan čas translacije. Vrednosti smo primerjali glede na dolžino pro-
teina (slika 8b).
Primerjavo časov translacije optimiziranih in naključnih kodonov z na-
povedjo modela smo izračunali tudi kot delež mest proteina, kjer je abso-
lutna napaka napovedi modela večja od napake časa translacije naključnih
in optimiziranih kodonov. Delež za naključne kodone je pričakovano maj-
hen, vendar se pri krajših proteinih varianca poveča. Razlog za to je lahko,
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Slika 8: Primerjava napovedi modela s časi naključnih in optimiziranih kodonov.
a) Gostota verjetnosti povprečja kvadratov napake za celoten protein izračunana
za čas translacije proteinov iz naključnih (siva) in optimiziranih (svetlo zelena)
kodonov ter napovedanega časa translacije proteinov z modelom (oranžna). b)
Delež mest proteina, na katerem je absolutna napaka napovedi modela večja kot
absolutna napaka časa translacije naključnih (siva) in optimiziranih (svetlo zelena)
kodonov glede na pravi čas translacije proteina. Svetlo siva črtkana črta ponazarja
delež 0’5, pri katerem bi bila napoved modela slabša na vsaj polovici ostankov
verige.
da čas translacije pri prvih in zadnjih 9 aminokislinskih ostankih z mode-
lom ni zanesljivo napovedan in je napaka temu primerno večja. Poleg tega
regije proteinov s počasnejšo translacijo zavzemajo večji del proteina in s
tem povečajo delež proteina, kjer model slabše napoveduje čas translacije.
Primerjava s časom translacije optimiziranih kodonov pokaže, da kljub pov-
prečno večjemu kvadratu napake modela za celoten protein, delež proteina
slabše napovedi modela ne preseže vrednosti 0,5. Razlago za večjo napako bi
lahko bila ponovno nezanesljiva napoved kodonov na N- in C-koncu proteina.
4.3 Opažene biološke lastnosti
Ob raziskovanju podatkov in grafov časa translacije proteinov smo pri
več proteinih opazili zmanjšanje hitrosti translacije na N-koncu proteina, kar
je bilo opaženo tudi pri drugih metodah izračuna hitrosti translacije. Ker
je daljši čas elongacije na začetku sinteze nezaželen pri izražanju sintetičnih
genov, smo razmišljali o odstranitvi takih proteinov iz seta podatkov. Ker
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bi tako iz množice proteinov lahko odstranili tudi predstavnike proteinov, ki
za pravilno zvitje potrebujejo daljši čas translacije na N-koncu proteina, smo
take proteine ohranili v učni množici. Primer proteina z daljšim časom tran-
slacije brez signalnega peptida na N-koncu zaporedja je prikazan na spodnji
sliki (slika 9).
Slika 9: Prikaz proteina z daljšim časom translacije na N-koncu proteina (Uni-
protKB: P0ABF6). Modra puščica prikazuje del proteina z daljšim časom transla-
cije. Primerjava časov translacije naključnega (siva), optimiziranega (svetlo zelena)
in pravega (modra) zaporedja kodonov za protein. Na dnu slike so označene predvi-
dene sekundarne strukture, in sicer helične (rdeča), raztegnjene (rumena) in druge
(temno zelena).
Zanimivo je, da kljub povečevanju in zmanjševanju hitrosti translacije
glede na aminokislinske ostanke, pravi čas translacije večino časa ne presega
mej standardne deviacije optimiziranih in naključnih kodonov. Izjemoma
preseže mejo standardne deviacije optimiziranih kodonov in dosega krajše
čase translacije na posameznih predelih proteina, vendar odstopanje ni zna-
tno. Bolj zanimivo je odstopanje k daljšim vrednostim časov translacije, ko
pravi čas translacije proteina preseže zgornjo mejo standardne deviacije časa
translacije naključnih kodonov. Teh je v primerjavi z odstopanjem navzdol
manj, vendar so bolj izraziti in videti je, kot da bi bili omejeni samo na
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določene predele (slika 10).
Slika 10: Prikaz proteina z daljšim in krajšim časom translacije na delih proteina
(UniprotKB: P37794). Temno modra puščica prikazuje del proteina z daljšim ča-
som translacije, svetlo modri krajši čas translacije. Primerjava časov translacije
naključnega (siva), optimiziranega (svetlo zelena) in pravega (modra) zaporedja
kodonov za protein. Na dnu slike so označene predvidene sekundarne strukture, in
sicer helične (rdeča), raztegnjene (rumena) in druge (temno zelena).
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5. Sklepi
Optimizacijo kodonov za izražanje sintetičnih genov izvajamo s pomočjo
tabele z relativno rabo kodonov skozi celoten genom organizma, v katerem
bi radi sintetizirali protein. Problem takšnega pristopa je, da zanemari vpliv
rabe različnih kodonov in njihovih zaporedij na čas translacije proteina in
vplive na sintezo povezane z njim. Predstavljen algoritem napove čas tran-
slacije proteina in nato prilagodi zaporedje kodonov tako, da se izračunan čas
translacije čim bolje približa napovedanemu času. Kljub temu, da sta na-
povedan čas translacije in povprečen čas napovedi optimiziranega zaporedja
kodonov zelo podobni, ima napoved kodonov z modelom nekaj prednosti.
Napovedni model lahko z novimi spoznanji o translaciji izboljšujemo in pri-
lagajamo tipom proteinov, medtem ko število na novo znanih transkriptov,
ki vpliva na relativno rabo kodonov v E.coli, ne povzroča signifikantnih spre-
memb vrednosti.
Opažene biološke lastnosti pri primerjavi časa translacije z optimizirano
rabo kodonov so dober pokazatelj, da lahko rabo kodonov še izboljšamo.
Razlog za odstopanje napovedi od pravega časa translacije so lahko arhitek-
tura in parametri modela, ki onemogočajo učenje zahtevnejših povezav med
podatki. Podatki lahko vsebujejo veliko šuma ali pa v njih niso zajete vse
informacije, ki bi bile potrebne za boljšo napoved. Morda je čas translacije
odvisen od več kot 50 aminokislinskih ostankov v okolici mesta kodona ozi-
roma je odvisen od interakcije ribosoma z mRNA, predvsem bazami v okolici
mesta kodona.
Kljub odstopanju napovedi modela, lahko napoved izboljšamo z boljšim
poznavanjem faktorjev, ki vplivajo na čas translacije in modeliranjem bio-
loških lastnosti kot svoj atribut pri napovedovanju časa translacije. Z do-
dajanjem informativnih parametrov in odstranjevanjem šuma lahko dodatno
izboljšamo model. Predstavljen model služi kot začetna točka za nadaljnje
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raziskave na področju napovedovanja časa translacije in optimizacije kodo-
nov. Ker se bo model zagotovo še spreminjal, je dovolj, da le na grobo
začrtamo parametre modela, ki je najbolje napovedoval čas translacije.
Napoved posameznih delov proteina z daljšim časom translacije je po-
membna, zaradi njihove povezave z zvijanjem proteina. Pravilna napoved
kodonov v teh regijah lahko kot posledica večjega števila pravilno zvitih pro-
teinov spremeni razmerje produkta v topni in netopni frakciji v prid topni.
S tem se poveča učinkovitost sinteze in zmanjša strošek nadaljnjega čiščenja
proteinov.
Rešitev prilagajanja kodonov na napovedan čas translacije je za začetek
zadostna, vendar so še možne izboljšave algoritma in boljša implementacija,
ki bi napoved kodonov pohitrila. Reševanje NP-polnih problemov ni tri-
vialno, še posebaj v kratkem času. Pri izboljšavah algoritma želim poleg
čim boljšega prileganja kodonov zagotoviti zaporedje, ki bo vsebovalo zado-
sten delež baznih parov G-C in ne vsebovalo restrikcijskih mest za pogosto
uporabljene restriktaze. Če najboljše zaporedje kodonov vsebuje restikcijsko
mesto, je zamenjava za drugega najboljšega preprosta. Kljub temu, da se
spremeni več kot samo en kodon, je lokalni čas translacije približno ohra-
njen, medtem ko pri klasični metodi zamenjava enega kodona bolj spremeni
lokalni čas translacije.
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