Abstract. There is a well-known sequence of constants c n describing the growth of supercritical Galton-Watson processes Z n . With "lower deviation probabilities" we refer to P(Z n = k n ) with k n = o(c n ) as n increases. We give a detailed picture of the asymptotic behavior of such lower deviation probabilities. This complements and corrects results known from the literature concerning special cases. Knowledge on lower deviation probabilities is needed to describe large deviations of the ratio Z n+1 /Z n . The latter are important in statistical inference to estimate the offspring mean. For our proofs, we adapt the well-known Cramér method for proving large deviations of sums of independent variables to our needs.
Abstract. There is a well-known sequence of constants c n describing the growth of supercritical Galton-Watson processes Z n . With "lower deviation probabilities" we refer to P(Z n = k n ) with k n = o(c n ) as n increases. We give a detailed picture of the asymptotic behavior of such lower deviation probabilities. This complements and corrects results known from the literature concerning special cases. Knowledge on lower deviation probabilities is needed to describe large deviations of the ratio Z n+1 /Z n . The latter are important in statistical inference to estimate the offspring mean. For our proofs, we adapt the well-known Cramér method for proving large deviations of sums of independent variables to our needs. 1. Introduction and statement of results
1.1.
On the growth of supercritical processes. Let Z = (Z n ) n≥0 denote a Galton-Watson process with offspring generating function
which is required to be non-degenerate, that is, p j < 1, j ≥ 0. Suppose that Z is supercritical, i.e. f ′ (1) =: m ∈ (1, ∞). For simplicity, the initial state Z 0 ≥ 1 is always assumed to be deterministic, and, if not noted otherwise (as by an application of the Markov property), we set Z 0 = 1.
It is well-known (see, e.g., Asmussen and Hering (1983) [1, § 3.5] ) that there are c n > 0 such that a.s. c −1
In this sense, the sequence of constants c n describes the order of growth of Z. But, P(W = 0) = q, with q ∈ [0, 1) the smallest root of f (s) = s, that is, the extinction probability of Z. On the other hand, W restricted to (0, ∞) has a (strictly) positive continuous density function denoted by w. Therefore the following global limit theorem holds:
The normalizing sequence (c n ) n≥0 can be chosen to have the following additional properties:
c 0 = 1 and c n < c n+1 ≤ m c n , n ≥ 0,
c n = m n L(m n ) with L slowly varying at infinity,
lim x↑∞ L(x) exists; it is positive if and only if EZ 1 log Z 1 < ∞.
Because of (4b,c), we may (and subsequently shall) take c n := m n if EZ 1 log Z 1 < ∞.
1.2. Asymptotic local behavior of Z, purpose. A local limit theorem related to (3) is due to Dubuc and Seneta (1976) [10] , see also [1, §3.7] . To state it we need the following definition.
Definition 1 (Type (d, µ)). We say the offspring generating function f is of type (d, µ), if d ≥ 1 is the greatest common divisor of the set {j − ℓ : j = ℓ, p j p ℓ > 0}, and µ ≥ 0 is the minimal j for which p j > 0. 3
Here is the announced local limit theorem. Suppose f is of type (d, µ). Take x > 0, and consider integers k n ≥ 1 such that k n /c n → x as n ↑ ∞. Then, for each j ≥ 1,
where w j := j ℓ=1 j ℓ q j−ℓ w * ℓ .
In particular, in our standard case Z 0 = 1 and if additionally k n ≡ µ n (mod d),
n w(k n /c n ) as n ↑ ∞
(with the usual meaning of the symbol ∼ as the ratio converges to 1). Statement (6) [and especially (7) ] can be considered as describing the local behavior of supercritical Galton-Watson processes in the region of normal deviations (from the growth of the c n ; 'deviations' are meant here in a multiplicative sense, related to the multiplicative nature of branching). But what about P(Z n = k n ) when k n /c n → 0 or ∞ ? In these cases we speak of lower and upper (local) deviation probabilities, respectively.
Lower deviations of Z n are closely related to large deviations of Z n+1 /Z n (see Ney and Vidyashankar (2004) [15, Section 2.3] ). The latter are important in statistical inference for supercritical Galton-Watson processes, since Z n+1 /Z n is the well-known Lotka-Nagaev estimator of the offspring mean.
The main purpose of the present paper is to study lower deviation probabilities in their own and to provide a detailed picture (see Theorems 4 and 5 below). As a starting point we discuss a relevant claim in [15] concerning an important special case (see Sections 1.4 and 1.5 below). Applications of our results for large deviations of Z n+1 /Z n and also to subcritical Galton-Watson processes are postponed to a future paper.
Here is the program for the remaining introduction. After introducing a basic dichotomy, we review in Sections 1.4 and 1.5 what is known on lower deviations from the literature, before we state our results in Sections 1.6 and 1.7.
1.3.
A dichotomy for supercritical processes. Recalling that f denotes the offspring generating function, q the extinction probability, and m the mean, set γ := f ′ (q), and define α by γ = m −α .
Note that γ ∈ [0, 1) and α ∈ (0, ∞]. We introduce the following notion, reflecting a crucial dichotomy for supercritical Galton-Watson processes.
Definition 2 (Schröder and Böttcher case). For our supercritical offspring law we distinguish between the Schröder and the Böttcher case, in dependence on
Obviously, f is of Schröder type if and only if γ > 0, if and only if α < ∞.
Next we want to collect a few basic facts from the literature concerning that dichotomy. Clearly, f can be considered as a function on D, where D denotes the closed unit disc in the complex plane. As usual, denote by f n the n th iterate of f. We start with the Schröder case. Here it is well-known (see, e.g., [1, Lemma 3.7.2 and Corollary 3.7.3]) that
Moreover, the convergence is uniform on each compact subsets of the interior D • of D. Furthermore, the function S restricted to the reals is the unique solution of the so-called Schröder functional equation (see, e.g., Kuczma (1968) [13, Theorem 6 
satisfying S(q) = 0 and lim
As a consequence of (9),
Consequently, in the Schröder case, these extreme (k is fixed) lower deviation probabilities P(Z n = k) are positive and decay to 0 with order γ n . On the other hand, the characteristics α ∈ (0, ∞) describes the behavior of the limiting quantities w(x) and P(W ≤ x) as x ↓ 0. In fact, according to Biggins and Bingham (1993) [5] , there is a continuous, positive multiplicatively periodic function V such that
Dubuc (1971) [7] has shown that the function V can be replaced by a constant V 0 > 0 if and only if
for some constant K 0 > 0, where ϕ = ϕ W denotes the Laplace function of W,
We mention that condition (14) is certainly fulfilled if Z is embeddable (see [1, p.96] ) into a continuous-time Galton-Watson process (as in the case of a geometric offspring law, see Example 3 below). Now we turn to the Böttcher case. Here µ ≥ 2 (recall Definition 1). Clearly, opposed to (12) , extreme lower deviation probabilities disappear, even P(Z n < µ n ) = 0 for all n ≥ 1. Evidently,
Hence,
Next, P(
. Thus, from (16),
For simplification, consider for the moment the special case p µ+j > 0, j ≥ 0. Then, as in the previous representation, for fixed k ≥ 0 and some positive constants C k ,
Consequently, in contrast to (12) in the Schröder case, here the lower positive deviation probabilities P(Z n = µ n + k) do not have a uniform order of decay. But by (19),
That is, on a logarithmic scale, we gain again a uniform order, namely −µ n . Turning back to the general Böttcher case,
exists, is continuous, positive, and satisfies the Böttcher functional equation
with boundary conditions B(0) = 0 and B(1) = 1
(see, e.g., Kuczma (1968) [13, Theorem 6.9, p.145]).
Recalling that µ ≥ 2, define β ∈ (0, 1) by
According to [5, Theorem 3] , there exists a positive and multiplicatively periodic function V * such that
If additionally log ϕ W (h) ∼ −κh β as h ↑ ∞ for some constant κ > 0, then by Bingham (1988) [6, formula (4) ],
1.4. Lower deviation probabilities in the literature. What else is known in the literature on lower deviation probabilities of Z ? In the Schröder case ( 0 < α < ∞), Athreya and Ney (1970) [2] proved that in case of mash d = 1 and EZ 2 1 < ∞, for every ε ∈ (0, η), where
there exists a positive constant C ε such that for all k ≥ 1,
The estimate (28) allows to get some information on lower deviation probabilities. Indeed, in the general Schröder case, from (13),
(meaning that there are positive constants C 1 and C 2 such that
. Together with (28) this implies
We want to show that in important special cases the O-expression is actually an o(1). Recalling the definition (27) of η, one easily verifies that
On the other hand, if α > 1 and k n /m n(2+α)/(3+α) → ∞ (which we needed for the first term), then
Altogether, under the assumptions in [2] ,
provided that both k n ≤ m n and k n /m n(2+α)/(3+α) → ∞. In [2] it is also mentioned that according to an unpublished manuscript of S. Karlin, in the Schröder case, for each embeddable processes Z of finite second moment,
In the present situation, as we remarked after (13), w(x) ∼ V 0 x α−1 as x ↓ 0 with V 0 > 0. Hence, from (32), for some constant C > 0,
which is compatible with (31). Intuitively, the asymptotic behavior of lower deviation probabilities should be more related to characteristics as α and β than to the tail of the offspring distribution. Thus one can expect that it is possible to describe lower deviation probabilities successfully without the second moment assumption used in [2] . Actually, in [15, Theorem 1] one finds the following claim.
Suppose p 0 = 0 and EZ 1 log Z 1 < ∞. Then there exist positive constants
where
and
1.5. Contradictions. Let us test that claim by an example which allows explicit calculations.
Example 3 (Geometric offspring law). Consider the offspring generating function
(with mean m > 1). Obviously, here q = 0, γ = m −1 , hence α = 1. For the n th iterate one easily gets
Thus,
for all n, k ≥ 1. On the other hand, since p 1 = m −1 , by claim (34) there is a constant C > 0 such that for the considered k n ,
for n large enough. If, for example, k n = m n/2 then θ n → ∞, and (40) contradicts (39). Consequently, the left-hand part of claim (34) cannot be true in the case α = 1.
3
Next we compare the claim with our discussion in the previous section on lower deviation probabilities based on [2] . In fact, under the assumptions in [2] , if additionally k n = o(m n ) but k n /m n(2+α)/(3+α) → ∞ as n ↑ ∞, then by (31) and (29),
Thus, in the case 1 < α < ∞ we get P(Z n = k n ) = o(m −n ) which contradicts the positivity of C lim in claim (36), hence of C 1 in claim (34).
Here is one more consideration. According to claim (34), under 1 < α ≤ ∞,
, and all n large enough. Here and later, C refers to a generic positive constant which might change its value from place to place. Hence, is asymptotically equivalent to m −n (in the case 1 < α ≤ ∞), getting one more contradiction.
Looking into details of the proof of [15, Theorem 1] , the following formulas are claimed to be true:
with S from (9) and where ψ = ψ W denotes the characteristic function of W,
Recall that C lim > 0 according to the claim. Now, if α < 1, the positiveness of C lim is obvious from this formula, since the density function w is positive. But the point is that the claim C lim > 0 is not true in all other cases. In fact, consider first the case 1 < α < ∞. It is well-known that ψ solves the equation
(e.g. [1, formula (6.1)]). Iterating, we obtain
Therefore,
which is finite, since in the Schröder case (see, for example, [3] , p.83, Lemma 1),
and, consequently, by (44),
But by (13) there is a (positive) constant C such that w(x) ≤ C x α−1 , 0 < x ≤ 1. Hence, w(0) = 0, and (52) implies C lim = 0.
In the case α = ∞, the proof of Lemma 5 in [15] is incorrect. In fact, the statement (82) there is wrong. But we can start from (79) there (setting η(r, s) ≡ 1) to define
where in this section by an abuse of notation,
By the global limit theorem (3), for u ∈ R and j ≥ 0 we get lim r,s→∞ ψ s+r−j (u) = ψ(u) with ψ = ψ W from (45), yielding lim r,s→∞ f j ψ s+r−j (u) = f j ψ(u) . Thus, by dominated convergence, for j ≥ 0, lim r,s→∞
Using this and the bound (81) there, one can easily verify that lim r,s→∞
This gives for C lim in the case α = ∞ the same formula as written in (44) for the case 1 < α < ∞. Now, instead of (50), in the Böttcher case we have
for some constant C, see [8, Theorem 23 ]. Therefore we get again (49) and (52) also in the Böttcher case. Finally, by our Remark 6 below, w(0) = 0 and again we arrive at C lim = 0. It remains to discuss the case α = 1. Here in the last formula at p.1156 of [15] there is a sign error: It must be read as π π/m [S ψ(u) +S ψ(−u) ] du, which equals indeed the true value of C lim . Now, at least if Z is embeddable into a continuoustime Galton-Watson process then analogously to (14) we get the identity S ψ(u)
Altogether, all these contradictions to the quoted claim from [15, 'Theorem 1'] (and its generalization [15, 'Theorem 2']) had been rather unexpected for us. Of course, they gave us some more motivation to ask for the right and general picture on lower deviation probabilities. Actually, it is wrong to distinguish between velocity cases as in (35). The only needed velocity case differentiation is the mentioned dichotomy of Definition 2. This we will explain in the next two sections. In the end of Section 1.7 we then discuss the influence of [15, 'Theorem 1'] to other results in [15] .
1.6. Lower deviations in the Schröder case. We start by stating our results on lower deviation probabilities in the Schröder case. Recall that here µ = 0 or 1.
Theorem 4 (Schröder case). Let the offspring law be of the Schröder type and of type
as n ↑ ∞, where for n ≥ 1 fixed we put a n := min{ℓ ≥ 1 :
The appearing of the a n in the theorem, depending on the c n and k n looks a bit disturbing, so we have to discuss it. First assume additionally that EZ 1 log Z 1 < ∞. Since here we set c n = m n , from (59) we obtain the a n -free formula
Also, comparing this with (7), we see that under this Z 1 log Z 1 -moment condition in the Schröder case, m −n w(k n /m n ) describes not only normal deviation probabilities but also lower ones.
On the other hand, without this additional moment condition, recalling property (4b), c n = m n L(m n ) with L slowly varying at infinity. Hence, we have
Therefore, from (59),
Using now (13), we find
Next we want to expel the disturbing a n from this formula. It is well-known (Seneta (1976) [17, p.23] ) that the regularly varying function x → xL(x) asymptotically equals a (strictly) increasing, continuous, regularly vary-
, where L * is again a slowly varying function. Put
For n fixed, define
But x → xL 1 (x) is increasing, and the previous chain of inequalities immediately gives
for all n sufficiently large. Here, in the last step we used m > 1, that the slowly varying functions L and L 1 are asymptotically equivalent, and the definition of
by the definition of a n . On the other hand,
for all n sufficiently large. Here, in the last step we used the definition of a n . This gives
by the definition of b n . Entering with (71) and (69) into (67), we get
for all n sufficiently large.
Therefore, recalling (65),
Entering this into (64) gives
which contains L * instead of the a n . Note also that such reformulation of (59) reminds the classical Cramér theorem (see, for example, Petrov (1975) [16, §VIII.2] ) on large deviations for sums of independent random variables. There the ratio of a tail probability of a sum of independent variables and the corresponding normal law expression is considered. The crucial role in Cramér's theorem is played by the so-called Cramér series λ(s) := ∞ k=0 λ k s k , where the coefficients λ k depend on the cumulants of the summands. For the lower deviation probabilities of supercritical Galton-Watson processes we have a more complex situation: It is not at all clear, how to find the input data L, L * , V [entering into (74)] based only on the knowledge of the offspring generating function f .
It was already noted after (13) that if Z is embeddable into a continuous-time Galton-Watson process then V (x) ≡ V 0 . Consequently, for embeddable processes, (74) takes the slightly simpler form
On the other hand, if V is not constant, the influence of this function on the asymptotic behavior of the ratio c n P(Z n = k n )/w(k n /c n ) is relatively small. Indeed, from continuity and multiplicatively periodicity of V (x) we see that 0
Note also that for many offspring distributions the bounds V 1 and V 2 may be chosen close to each other. This "near-constancy" phenomenon was studied by Dubuc (1982) [9] and by Bingham (1991, 1993) [4, 5] .
1.7. Lower deviations in the Böttcher case. Recall that µ ≥ 2 in the Böttcher case.
Theorem 5 (Böttcher case). Let the offspring law be of the Böttcher type and of type (d, µ). Then there exist positive constants B 1 and B 2 such that for all
where b n := min{ℓ : c ℓ µ n−ℓ ≥ 2k n }. The inequalities remain true if one replaces
Let us add at this place the following remark.
Remark 6 (Behavior of w at 0). In analogy with (29), in the Böttcher case one has log w(x) ≍ −x −β/(1−β) as x ↓ 0 (78) with β from (24). This can be shown using techniques from the proof of Theorem 5; see Remark 16 below.
Our results in the Böttcher case are much weaker than the results in the Schröder case: We got only logarithmic bounds. But this is not unexpected, recall our discussion around (20).
Repeating arguments as we used to obtain (74), from Theorem 5 we get
Taking into account (78), we conclude that
Let us continue our discussion of the paper [15] . The main reason to study there lower deviation probabilities is the application to large deviation probabilities for the ratio Z n+1 /Z n , stated as Theorems 3 and 4 there. Using our Theorem 4 (instead of 'Theorem 1' there) in the proof of [15, Theorem 3] concerning large deviation probabilities in the Schröder case, one can easily verify that one needs only to change the quantity B in [15, Theorem 3] to be − log p 1 for all α ∈ (0, ∞), in order to get the right picture. On the other hand, [15, Theorem 4] concerning large deviation probabilities in the Böttcher case is true as it is stated, since 'Theorem 1' was used only to show that
see [15, p.1163] . Recalling that c n = m n and L(x) ≡ L * (x) ≡ 1 under EZ 1 log Z 1 < ∞, using our (79), one obtains
as n ↑ ∞.
But m β = µ by definition (24) of β, and (81) follows indeed.
Cramér transforms applied to Galton-Watson processes
Our way to prove Theorems 4 and 5 is based on the well-known Cramér method (see, e.g., [16, Chapter 8] ), which was developed to study large deviations for sums of independent random variables. A key in this method is the so-called Cramér transform defined as follows. A random variable X(h) is called a Cramér transform (with parameter h ∈ R) of the random real variable X if
Of course, this transformation is well-defined if Ee hX < ∞. In what follows, we will always assume that our offspring law additionally satisfies p 0 = 0. This condition is not crucial but allows a bit simplified exposition of auxiliary results formulated in Lemma 11 below and of the proof of Theorem 4 in Section 3.1 (see also Remark 15 below).
Basic estimates.
Fix an offspring law of type (d, µ). Let n ≥ 1. Since Z n > 0, the Cramér transforms Z n (−h/c n ) exist for all h ≥ 0. Clearly, Ee itZn(−h/cn) = f n (e −h/cn+it )/f n (e −h/cn ). We want to derive upper bounds of f n (e −h/cn+it ) on t ∈ R : c −1 n πd −1 ≤ |t| ≤ πd −1 . For this purpose, it is convenient to decompose the latter set into n j=1 J j where
To prepare for this, we start with the following generalization of [10, Lemma 2].
Lemma 7 (Preparation). Fix ε ∈ (0, 1). There exists θ = θ(ε) ∈ (0, 1) such that
≤ |e itx − e ity | + |e −hx − e −hy | ≤ h + |t| |x − y|.
It means that for H ≥ 1 and T ≥ πd −1 fixed, G := {g h,t ; 0 ≤ h ≤ H, |t| ≤ T } is a family of uniformly bounded and equi-continuous functions on R + . Therefore, by (2) ,
uniformly on G (see, e.g., Feller (1971) [11, Corollary in Chapter VIII, §1, p.252]). Since W > 0 has an absolutely continuous distribution, and t ∈ J ε implies |t| ≤ T,
From (86) and (87) it follows that there exist δ 1 ∈ (0, 1) and ℓ 0 such that
On the other hand, ℓ0 ℓ=0 e −h/c ℓ +it/c ℓ ; h ≥ 0, t ∈ J ε is a subset of a compact subset K of the unit disc D, where K does not contain the d th roots of unity. Thus for some δ 2 ∈ (0, 1),
In fact, from Definition 1,
implying
But the latter sum equals 1 if and only if z is a d th root of unity, that is, if it is of the form e 2πi/d . Combining (88) and (89) gives the claim in the lemma under the addition that h ≤ H. Consider now any h > H. In this case
By (2) we have
uniformly in h from compact subsets of R + . In particular,
This completes the proof.
The following lemma generalizes [10, Lemma 3] .
Lemma 8 (Estimates on J 1 , . . . J n ). There are constants A > 0 and θ ∈ (0, 1) such that for h ≥ 0, t ∈ J j , and 1 ≤ j ≤ n,
in the Schröder case,
in all cases.
Proof. By (4a), we have ε := inf ℓ≥1 c ℓ−1 /c ℓ ∈ (0, 1). If t ∈ J j , j ≥ 1, then evidently,
hence c j−1 t ∈ J ε . Thus, by Lemma 7,
From the representation (90), f ℓ (z) ≤ |z| . Thus, for h ≥ 0, t ∈ J j , and 1 ≤ j ≤ n,
which is the second claim in (95). If additionally p 1 > 0, then by (9) (and our assumption p 0 = 0) we have that p
Consequently, iterating as in (98),
finishing the proof.
On concentration functions.
Fix for the moment h ≥ 0 and n ≥ 1. Denote by X j (h, n) j≥1 a sequence of independent random variables which equal in law the Cramér transform Z n (−h/c n ), that is
Put
Note that
Recall notation α ∈ (0, ∞] from (8).
Lemma 9 (A concentration function estimate). For every h ≥ 0, there is a constant A(h) such that sup n,k≥1
Proof. It is known (see, for example, [16, Lemma III.3, p.38]) that for arbitrary (real-valued) random variables X and every λ, T > 0, (105) (with ψ X the characteristic function of X). Applying this inequality to X = S ℓ0 (h, n) with T = πd −1 and λ = 1/2, using (103) we have
for some constant C independent of h, n. By (93), for h fixed, f n (e −h/cn ) is bounded away from zero, and consequently, there is a positive constant C(h) such that
Fist assume that α < ∞ (Schröder case). Using the first inequality in (95), we get for 1 ≤ j ≤ n,
On the other hand,
From (108) and (109), for some constant C,
But by (4a),
Also, by the definition of ℓ 0 in (104) and α in (8), p 
This estimate actually holds also in the Böttcher case, where ℓ 0 = 1. Indeed, proceeding in the same way but using the second inequality in (95) instead, the sum expression in (110) has to be replaced by
which again is bounded in n. Note that (112) is (104) restricted to ℓ = ℓ 0 . Hence, from now on we may restrict our attention to ℓ > ℓ 0 . Let Y 1 , . . . , Y j be independent identically distributed random variables. Then by Kesten's inequality (see, e.g., [16, p.57] , there is a constant C such that for 0 < λ ′ < 2λ the concentration function inequality
holds. We specialize to Y 1 = S ℓ0 (h, n) and λ ′ = λ = 1/2. Note that Q(Y 1 ; 1/2) = sup k≥1 P S ℓ0 (h, n) = k < 1 in this case, since the random variable X 1 (h, n) is non-degenerate. But also as n ↑ ∞ this quantity is bounded away from 1, which follows from (112). Consequently, inf n≥1 [1 − Q(Y 1 ; 1/2)] > 0. Thus, using again (112), we infer sup n,k≥1
for some positive constants C 1 (h) and C 2 (h). If X and Y are independent random variables, then, Q(X + Y ; λ) ≤ Q(X; λ) (s. [16, Lemma III.1]). Thus for every ℓ > ℓ 0 we have the inequality sup n,k≥1
Combining this bound once more with (115), the proof is finished.
Remark 10 (Special case h = 0). Note that S ℓ (0, n) equals in law to Z n conditioned to Z 0 = ℓ. Therefore, by Lemma 9,
In particular, if α > 1, implying ℓ 0 = 1, in (117) all initial states Z 0 are possible. Especially, if Z 0 = 1, then inequality (117) generalizes the upper estimate in [15, (10) ] to processes without Z 1 log Z 1 -moment condition. 3
Lemma 9 can also be used to get very useful bounds for P(Z n = k | Z 0 = ℓ) which are not uniform in k. This will be achieved in the next lemma by specializing Lemma 9 to h = 1.
Lemma 11 (Non-uniform bounds). There exist two positive constants A and δ such that
[with ℓ 0 defined in (104)].
Proof. By the branching property and the definition (102) of S ℓ (h, n),
Putting here h = 1 and multiplying both sides by c n , we have
Using Lemma 9 gives
From (94) the existence of a δ > 0 follows such that f n (e −1/cn ) ≤ e −δ for all n ≥ 1. Entering this into (121) finishes the proof.
2.3.
On the limiting density function w. Recall from Section 1.1 that w denotes the density function of W, and ψ = ψ W its characteristic function.
Lemma 12 (Bounds for the limiting density).
There is a constant A > 0 such that
Proof. Suppose α < ∞, the case α = ∞ can be treated similarly. By the inversion formula,
We want to convince ourselves that A < ∞. For j ≥ 0,
where we used (47). Since W > 0 has an absolute continuous law,
by definition (8) of α. Consequently,
since 1 − αℓ 0 < 0. Analogously,
Hence, A in (124) 
where σ(h, n) :
Lemma 13 (An Esseen type Inequality). If 0 < h 1 ≤ h 2 < ∞, then there exist positive constants C = C(h 1 , h 2 ) and ε = ε(h 1 , h 2 ) < 1 such that
Using the global limit theorem from (3) one easily verifies that for some positive constants C 1 , . . . , C 4 ,
Consequently, the Lyapunov ratio E X 1 (h, n) 3 /σ 3 (h, n) is bounded away from zero and infinity. Applying now Lemma V.1 from [16] to the random variables X 1 (h, n), . . . ,X ℓ (h, n) we get the desired result.
The next lemma is a key step in our development concerning the Böttcher case. Recall notations S ℓ := S ℓ (h, n) and σ := σ(h, n) defined in (102) and after (129), respectively.
Lemma 14 (Local central limit theorem). Suppose the offspring law is of type
Note that a local limit theorem, which would correspond to our case h = 0 but concerning an offspring law with finite variance and with initial state tending to ∞, was derived by Höpfner [12, Theorem 1] . The following proof of our lemma is a bit simpler, since for h > 0 the random variables X 1 (h, n) have finite moments of all orders (also if the underlying Z does not have finite variance).
Proof of Lemma 14. By (103) and the inversion formula,
Decomposing the unit circle,
where ̺ := e 2πi/d , the latter integral equals
It is known (see, for instance, [1, p.105]) that for an offspring law of type (d, µ) we have
(137) Therefore the latter sum equals
But ̺
Altogether, for (134) we get
Using the substitution t → t/ℓ 1/2 σ and (130), we arrive at
Recall from (132) that
for some 0 < C 1 < C 2 (depending on h 1 , h 2 ). Choose a positive
as in Lemma 13. Take any A = A(h 1 , h 2 ) > ε (to be specified later). Then the identity
2 /2 and representation (140) imply that
[Of course, I 4 disappears if A(h 1 , h 2 ) > πd −1 σ(h, n). ] Trivially, I 2 → 0 as ℓ ↑ ∞. Further, due to Lemma 13, there is a C = C(h 1 , h 2 ) such that
Thus, it remains to show that the integrals I 3 and I 4 converge to zero as ℓ ↑ ∞, uniformly in the considered h and n. First of all, using again (130) and substituting t → tℓ 1/2 σ/c n , by (141) we obtain the following estimates
First we fix our attention to I 3 . By (86),
. Also, by (93),
It follows that
uniformly in h ∈ [0, h 2 ] and t ∈ [0, A/C 1 ] (with W (−h) the Cramér transform of W ). Since the W (−h) have absolutely continuous laws, we have |Ee itW (−h) | < 1 for all h ≥ 0 and |t| > 0. This inequality and continuity of (h, t) → Ee
Using (149) and (150) we infer the existence of a positive constant η = η(h 1 , h 2 ) < 1 and an n 1 = n 1 (h 1 , h 2 ) ≥ 1 such that for n ≥ n 1 ,
Applying (151) to the bound of I 3 in (146a), we conclude that
uniformly in h ∈ [h 1 , h 2 ] and n ≥ n 1 . (The remaining n will be considered below.) Next, we prepare for the estimation of
for all t ∈ R, 0 ≤ h ≤ h 2 , and n ≥ 1. At this point we have to distinguish between Schröder and Böttcher cases. Actually, we proceed with the Böttcher case α = ∞, which is the only case we need later, and leave the other case for the reader. Applying the second case of (95) to (153), we obtain the estimate
0 ≤ h ≤ h 2 , t ∈ J j , and 1 ≤ j ≤ n. Since µ ≥ 2, there exists an
if 0 ≤ h ≤ h 2 , t ∈ J j , and 1 ≤ j ≤ n − n 2 . But |J j | ≤ 2c
Summing over the considered j gives
0 ≤ h ≤ h 2 and n ≥ n 2 . Substituting t → t/c n and using (111), we arrive at
and n ≥ n 2 . Choosing now A so large that πd −1 m n2 ≤ A/C 2 , we conclude from (146b) that
uniformly in h ∈ [h 1 , h 2 ] and n ≥ n 2 .
Finally, we consider all n ≤ n * := n 1 ∨ n 2 . By definition, as in (90),
Hence, since the set e −it/cn : t ∈ [ε/C 2 , πd −1 c n ] does not contain the d th roots of unity,
From the continuity (h, t) → f n (e −h/cn+it/cn ) it follows that the function θ n is continuous, too. Therefore,
Combining (160) and (161),
for someθ < 1. Substituting this into (146) gives
and the proof is finished.
3. Proof of the main results
3.1.
Schröder case (proof of Theorem 4). Let f, k n , and a n be as in Theorem 4.
Fix n 0 such that c n > k n ≥ 1 and n > a n ≥ 1 for all n ≥ n 0 , and consider only such n. Recall that p 0 = 0 by our convention. By the Markov property,
Step 1
• (Proof of (59)). Using Lemma 11 we get for N ≥ ℓ 0 the estimate
for some constant δ > 0. By (4a), and since c an−1 < k n ≤ c an by the definition of a n ,
On the other hand, by (99),
Thus, from (166),
By [10, Lemma 9] , lim n↑∞ 1 2π
uniformly in x ∈ [m −1 , 1]. This together with
(see [1, p.105] ) and (167) gives
Since k n ≡ 1 (mod d), the previous statement holds for all ℓ ≡ 1 (mod d). For other ℓ, the probabilities P(Z n−an = ℓ) disappear. Thus, by (172),
with o N (1) → 0 as n ↑ ∞, for each fixed N. Further, using Lemma 12, one can easily verify that there exist two constants C and η ∈ (0, 1) such that w * ℓ (k n /c an ) ≤ C η ℓ for all ℓ ≥ 1 and n. Thus,
But for every η 1 ∈ (η, 1),
where in the last step we used (99). Inequalities (174) and (175) imply
for all n, N and some constant δ > 0. Combining (164), (173), (169) and (176), we have
where the O-term applies to both n, N ↑ ∞. By (47),
Putting here j = n − a n , x = k n /c an , and substituting into (177), we arrive at
By ( , for all n.
(179) Therefore,
where the O-term now applies to N ↑ ∞, uniformly in n. Letting first n ↑ ∞ and then N ↑ ∞, we see that (59) is true.
Step 2 • (Proof of (60)). Trivially, for independent and identically distributed nonnegative random variables X 1 , . . . , X n we have
(182) Further, from (167) and (3),
Therefore, since w > 0 on all of (0, ∞), there exists an η ∈ (0, 1) such that P(Z an ≤ k n ) ≤ η for all n large enough. Thus,
for all N sufficiently large. Taking into account (175), we conclude that
for N sufficiently large and some δ > 0. By the same arguments,
where F (x) := P(W < x), x ≥ 0. On the other hand, the continuity of F and (3) yield that
Combining (165), (185), (186), and (187), we arrive at
with the same meaning of o N and the O-term as in the previous step of proof.
Combining this inequality with (188) gives
Integrating both parts of (178), one has
Letting again first n ↑ ∞ and then N ↑ ∞ finishes the proof.
Remark 15 (Proof in the case p 0 > 0). We indicate now how to proceed with the proof of Theorem 4 in the remaining case p 0 > 0. Here in the representation (164) one has additionally to take into account that
where the Z (1) , Z (2) , . . . are independent copies of Z. Then instead of Lemma 11 we need
But this is valid by
uniformly in z from compact subsets of D • . This indeed follows from (9). 3
Böttcher case (proof of Theorem 5).
From the Markov property,
Using (119) and Lemma 9, we obtain the following estimate
From the definition of b n it immediately follows that
for ℓ ≥ µ n−bn . Therefore,
It is known (see, for example, [1] , Corollary III.5.7), that EW = 1 if EZ 1 log Z 1 < ∞ and EW = ∞ otherwise. It means, that for the Laplace function ϕ = ϕ W of W we have e h/2 ϕ(h) < 1 for all small enough h. Thus, due to the global limit theorem (3), there exist δ < 1 and h 0 > 0 such that e h0/2 f n (e −h0/cn ) ≤ e −δ for all large enough n. Hence,
Inserting (200) into (195), we obtain
consequently,
Since c n /c bn ≤ m n−bn and µ n−bn = m β(n−bn) , µ bn−n log(c n /c bn ) → 0 as n ↑ ∞. Thus, lim sup
Using (21), we arrive at the desired upper bound.
We show now that (77b) holds for log P(Z n ≤ k n ). First of all we note that for arbitrary non-negative random variable X and all x, h ≥ 0
Applying this bound to the process Z starting from ℓ individuals and taking into account (198), we have
As we argued in the derivation of (200), this gives
Consequently, by the Markov property,
Taking logarithm and using (21), we obtain (77b). Let us verify the lower bounds in Theorem 5. By (195),
From (119),
where ℓ n = µ n−bn . Consider the equation
Evidently, f 
From these identities and monotonicity of f bn . Analogously one shows that the equation ϕ ′ (h)/ϕ(h) = −x has also a unique solution h(x). By the integral limit theorem (3), the right-hand side in (210) converges to −ϕ ′ (h)/ϕ(h) and consequently, h n (x) → h(x) as n ↑ ∞. Further, by (197) , µ 2m ≤ x n := k n c bn ℓ n ≤ 1 2 .
Thus, h(µ/2m) ≤ lim inf
where h n := h n (x n ). It means that there exist h * and h * such that h * ≤ h n ≤ h * for all n ≥ 1. From the definition of h n and (210) immediately follows that ES ℓn (h n , b n ) = k n . Thus, applying Lemma 14, we get
Recall that by (132) we have σ(h n , b n ) ≥ C c bn . Hence, lim inf n↑∞ ℓ 1/2 n c bn P S ℓn (h n , b n ) = k n ≥ C > 0.
Moreover, since f bn (e −hn/c bn ) ≥ f bn (e −h * /c bn ) and f j (e −h * /cj ) → Ee −h * W > 0, there exists a θ > 0 such that
for all n. Applying these bounds to the right-hand side in (209), we find that lim inf n↑∞ µ bn−n log c n P(Z bn = k n | Z 0 = µ n−bn ) ≥ −C.
Using this inequality and (21) to bound the right-hand side in (208), we conclude that lim inf n↑∞ µ bn−n log c n P(Z n = k n ) ≥ −C,
i.e. (77a) is proved. Next we want to extend this result to P(Z n ≤ k n ). Obviously, P(Z n ≤ k n ) ≥ P(Z n−bn = ℓ n ) P(Z bn ≤ k n | Z 0 = ℓ n ).
Then, using (119) with h = h n , we have P(Z n ≤ k n ) ≥ P(Z n−bn = ℓ n ) f n (e −hn/c bn ) ℓn P S ℓn (h, b n ) ≤ k n .
By the central limit theorem,
From this statement and (217) it follows that lim inf n↑∞ µ bn−n log P(Z n ≤ k n ) ≥ lim inf n↑∞ µ bn−n log P(Z n−bn = µ n−bn )+log θ.
Recalling (17), the proof of Theorem 5 is complete. 
It is easy to see that
From this identity and (226) it follows that
Therefore, for all ℓ ≥ µ ky , w * ℓ (ym ky ) ≤ C w ϕ(h) e hym ky /µ
Further, by the definition of k y ,
and consequently,
Before (200) we showed that e h0/2 ϕ(h 0 ) ≤ e −δ . As a result we have the bound
Entering this into (224) gives w(y) ≤ C m ky f ky (e −δ ).
Taking logarithm and using (21), we see that lim sup y→0 µ −ky log w(y) ≤ log B(e −δ ).
Now we deal with a corresponding lower bound of log w(y). By (224) 
Putting h = h(ym ky /µ ky ) in (235) and using (17) , (236), and (237), we obtain lim inf y→0 µ −ky log w(y) ≥ −C.
Combining (234) and (238) we get log w(y) ≍ −µ ky .
Then the relation µ ky ≍ y −β/(1−β) finishes the proof. 3
