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ON POWERS OF TIGHT HAMILTON CYCLES IN RANDOMLY
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Abstract. We show that for k ≥ 3, r ≥ 2 and α > 0, there exists ε > 0 such that if
p = p(n) ≥ n−(
k+r−2
k−1 )
−1
−ε and H is a k-uniform hypergraph on n vertices with minimum
codegree at least αn, then asymptotically almost surely the union H ∪ G(k)(n, p) contains
the rth power of a tight Hamilton cycle. The bound on p is optimal up to the value of ε and
this answers a question of Bedenknecht, Han, Kohayakawa and Mota.
Keywords: randomly perturbed hypergraphs, absorbing method, powers of Hamilton cycles
1. Introduction
The study of the existence of Hamilton cycles is one of the most classical problems in graph
theory. A classical result of Dirac [10] from 1952 states that every graph on n (n ≥ 3) vertices
with minimum degree at least n/2 contains a Hamilton cycle. After 20 years, Karp [23] showed
that it is NP-complete to determine whether a graph has a Hamilton cycle. A very natural
problem is to generalize Dirac’s theorem to hypergraphs.
Let k ≥ 2, a k-uniform hypergraph (for short, k-graph) H = (V (H), E(H)) consists of
a vertex set V (H) of order n and an edge set E(H), where E(H) is a family of k-subsets
of V (H), that is, E(H) ⊆ (V (H)k ). For k = 2, it is an ordinary graph. For any d-subset
S ⊆ V (H) with 1 ≤ d ≤ k − 1, the degree of S, denoted by degH(S), is the number of edges
of E(H) containing S, that is, degH(S) = |{e ∈ E(H) : S ⊆ e}|. The minimum d-degree
δd(H) of H is the minimum of degH(S) over all d-subsets S of V (H). We often call δk−1(H)
the minimum codegree of H. For two k-graphs G and H, denote by G ∪H (or G ∩H) the
k-graph with vertex set V (G) ∪ V (H) (or V (G) ∩ V (H)) and edge set E(G) ∪ E(H) (or
E(G) ∩ E(H)).
1.1. ℓ-cycles. Given 0 < ℓ < k, an ℓ-cycle is a k-graph whose vertices can be ordered
cyclically such that every edge consists of k consecutive vertices and every pair of consecutive
edges (in the natural ordering of the edges) intersects in exactly ℓ vertices. A Hamilton ℓ-
cycle is an ℓ-cycle which is a spanning k-subgraph. In particular, a Hamilton (k− 1)-cycle is
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usually called a tight Hamilton cycle and a Hamilton 1-cycle is usually called a loose Hamilton
cycle.
In 1999, Katona and Kierstead [24] first extended Dirac’s theorem to k-graphs and conjec-
tured that every k-graph H on n ≥ k + 1 ≥ 4 vertices with δk−1(H) ≥
⌊
n−k+3
2
⌋
has a tight
Hamilton cycle. Note that the above conjecture, if true, is best possible (see [24]). Later
Ro¨dl, Rucin´ski and Szemere´di [43] confirmed the conjecture for k = 3 and sufficiently large
n (we assume that n is sufficiently large in this section unless stated otherwise). The same
authors [41] showed that δk−1(H) ≥ (1/2 + o(1))n guarantees a tight Hamilton cycle. This
intrigues a large amount of research on determining the minimum d-degree thresholds for
ℓ-cycles in k-cycles, for 1 ≤ d, ℓ < k, see [2, 3, 8, 9, 15, 16, 19, 20, 25, 29, 30, 37, 40, 42] and
we recommend to the reader the surveys [39, 44] for a detailed discussion on this topic.
The existence of Hamilton ℓ-cycles has been also considered in the binomial random k-
graph G(k)(n, p), which contains n vertices and each k-tuple forms an edge independently
with probability p. The threshold for the existence of Hamilton cycles in G(n, p) is about
(log n)/n by Po´sa [36] and Korsˇhunov [26] independently. The threshold for the existence of
Hamilton ℓ-cycles has been studied by Dudek and Frieze [11, 12], who proved that for ℓ = 1
the threshold is (log n)/nk−1, and for ℓ ≥ 2 the threshold is 1/nk−ℓ. Recently, Narayanan
and Schacht [33] determined the sharp threshold for ℓ ≥ 2, which resolved several questions
raised by Dudek and Frieze [11].
1.2. Powers of ℓ-cycles. Powers of graphs are natural object to study. Given k ≥ 2 and
r ≥ 1, we say that a k-graph is an rth power of a tight cycle if its vertices can be ordered
cyclically so that each consecutive k+ r− 1 vertices span a copy of K(k)k+r−1 and there are no
other edges than the ones forced by this condition. This extends the notion of (tight) cycles
in hypergraphs, which corresponds to the case r = 1.
Riordan [38] first studied powers of Hamilton cycle in G(n, p) and obtained that the thresh-
old for the existence of the rth power of a Hamilton cycle is n−1/r when r ≥ 3. In fact, he
obtained a more general result, see [38] for more details. For the case r = 2, Ku¨hn and
Othus [31] proved that if p ≥ n−1/2+ε, then asymptotically almost surely1, G(n, p) contains
the square of a Hamilton cycle for any constant ε > 0. Recently, this was improved by
Nenadov and Sˇkoric´ [34], which is optimal up to a logarithmic factor. For k ≥ 3 and r ≥ 2,
Parczyk and Person [35] determined an asymptotically optimal threshold n−(
k+r−2
k−1 )
−1
for the
existence of the rth power of a tight Hamilton cycle in G(k)(n, p).
1.3. Randomly perturbed k-graphs. In this paper we consider randomly perturbed hy-
pergraphs, which asked how many random edges required to add to a dense hypergraph
in order to make the resulting hypergraph contain certain structure with high probabil-
ity. In 2003, Bohman, Frieze and Martin [5] showed that adding Ω(n) random edges to
a graph on n vertices with minimum degree at least αn (α > 0) will ensure the resulting
graph a.a.s. is Hamiltonian. Other results on randomly perturbed k-graphs can be found
in [1, 6, 13, 18, 22, 27, 28, 32]. In particular, Bedenknecht, Han, Kohayakawa, and Mota [4]
studied powers of ℓ-cycles in randomly perturbed k-graphs. They stated the following ques-
tion and proved the result for α > 1− (k+r−2k−1 )−1.
1We say that an event happens asymptotically almost surely, or a.a.s. for short, if the probability that it
happens tends to 1 as n tends to infinity.
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Question 1.1 ([4], Question 5.1). Let integers k ≥ 3, r ≥ 2 and α > 0 be given. Is there ε > 0
such that, if H is a k-graph on n vertices with δk−1(H) ≥ αn and p = p(n) ≥ n−(
k+r−2
k−1 )
−1
−ε,
then a.a.s. H ∪G(k)(n, p) contains the rth power of a tight Hamilton cycle?
In this paper, we give a positive answer to this question.
Theorem 1.2 (Main result). For k ≥ 3, r ≥ 2 and α > 0, there is ε > 0 such that the
following holds. Suppose H is a k-graph on n vertices with δk−1(H) ≥ αn and p = p(n) ≥
n−(
k+r−2
k−1 )
−1
−ε. Then a.a.s. the union H∪G(k)(n, p) contains the rth power of a tight Hamilton
cycle.
A construction in [18] shows that the bound on p in Theorem 1.2 is optimal up to the
value of ε. In view of the result of Parczyk and Person [35], it “saves” a polynomial factor
n−ε compared with the purely random model G(k)(n, p).
We remark that Theorem 1.2 holds for every k+ r ≥ 4 (however, one can not hope for the
−ε in the condition on p for k = 2, r = 1). In fact, the case k = 2, r ≥ 2 was proved in [7],
and the case k ≥ 3, r = 1 is proved in [18] and independently [32].
2. New ideas in the proof
The general framework for building the (power of) Hamilton cycle is the absorption
method, which has been a powerful tool in finding spanning subgraphs since Ro¨dl, Rucin´ski
and Szemere´di in [42] applied it to establish a generalization of Dirac’s theorem to k-graphs.
We do follow this framework, namely, we split the work into a connecting lemma and an
absorbing lemma. We also employ Janson’s inequality to derive local structures (e.g. for
connecting two paths by a constant number of vertices) using random edges. However, with
these techniques, the authors of [4] were only able to show Theorem 1.2 under the somewhat
strong condition α > 1− (k+r−2k−1 )−1.
When using Janson’s inequality, the authors of [4] chose to keep “root” vertices free of
random edges. For example, to connect two given tight paths, they would like to first extend
the paths with deterministic edges, and then argue that there are many choices of such
extensions enforced by the minimum codegree condition. Then among all those extensions
using deterministic edges (e.g., edges of H), one can hook up the paths using random edges by
Janson’s inequality. Since our aim is to eliminate the codegree requirement almost entirely,
under the same framework of absorption (and for r ≥ 2), we have to use random edges even
in the initial extensions. However, this gives a significant challenge as such extensions use
random edges containing “fixed” vertices. In the numerical aspect, all applications of Janson’s
inequality in [4] were helpful only if ΦF = ΦF (n, p) ≥ Cn (where F being the k-graph as the
connector, see Definition 3.5) for some large constant C, and such extensions using random
edges will cause ΦF to be sublinear.
To overcome this issue, we use a recent noval embedding scheme (see Proposition 4.2),
which has been applied in [17]. For example, suppose ΦF = n
0.1 and there are Ω(n) pairs
of paths that we need to connect. An application of Janson’s inequality does not guarantee
simultaneous connections of these paths because the probability is not enough. However, a
natural greedy embedding scheme shows that all but n0.9 log n of them can be connected.
Now suppose we can “reset” the candidates for connection with the n0.9 log n pairs of paths,
the same embedding scheme will reduce the leftover pairs of paths to be n0.8 log2 n. Then
we can finish the embedding after 11 rounds. This serves as the heart of our embedding
scheme to find simultaneous connections of multiple pairs of paths. It is not hard to reset
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the candidate pool: we use probabilistic method to save the codegree condition into multiple
blocks, and use the multi-round exposure trick to save the random edges in order to expose
them in multiple rounds.
The rest of the paper is organized as follows. In Section 3, we prove some useful tools
in random hypergraphs. In Section 4, we prove our connecting lemma (Lemma 4.3) and
absorbing lemma (Lemma 4.5). In Section 5, we give the proof of Theorem 1.2. Throughout
the paper, we omit floor and ceiling functions unless it is necessary. We write x ≪ y ≪ z
to mean that we can choose constants from right to left, that is, for any z > 0, there exist
two functions f and g such that, whenever y ≤ f(z) and x ≤ g(y), the subsequent statement
holds. Similar statements with more variables are defined similarly.
3. Subgraphs in Random Hypergraphs
Given a k-graph H, we use vH and eH to denote the number of vertices and edges of H
respectively. If E(H) =
(V (H)
k
)
, then H is called a complete k-uniform hypergraph and is
denoted by K
(k)
n . For a vertex v ∈ V (H), the link Lv of v is the (k−1)-graph with vertex set
V (Lv) = V (H) \ {v} and edge set E(Lv) = {S : S ∪ {v} ∈ E(H)}. For a subset U ⊆ V (H),
we write H \U for H[V (H) \U ]. Given S, T ⊆ V (H), write degH(S, T ) := |{e ∈ E(H) : S ⊆
e, e \ S ⊆ T}|. Given a positive integer n, let [n] := {1, 2, . . . , n}.
Consider the random hypergraph G(k)(n, p). Following [17, 21], given a k-graph F , define
ΦF = ΦF (n, p) := min {nvHpeH : H ⊆ F, eH > 0}. Here we will be interested in the appear-
ance of k-graphs in G(k)(n, p) where we require some subset of vertices to be already fixed
in place. Therefore, for a k-graph F , and a subset of independent vertices W ⊂ V (F ), i.e.
E(F [W ]) = ∅, we define
ΦF,W = ΦF,W (n, p) := min
{
nvH−vH[W ]peH : H ⊆ F, eH > 0
}
.
It is easy to see that ΦF = ΦF,∅ and ΦF\W ≥ ΦF,W for any F and independent setW ⊂ V (F ).
For b ≥ k + r − 1, we use P k,rb to denote the rth power of a k-uniform tight path on b
vertices. The notion of a k-uniform tight path (resp. cycle) corresponds to the case r = 1. For
simplicity, we say that (r, k)-paths and (r, k)-cycles instead of rth power of k-uniform tight
paths (cycles). Moreover, the ends of P k,rb are its first and last k + r − 2 vertices following
the order of the (r, k)-path. Note that the number of edges of P k,rb can be counted by fixing
a clique of size k + r − 1, and adding vertices one by one following the order of the path. So
we have that ∣∣∣E(P k,rb )∣∣∣ =
(
k + r − 1
k
)
+ (b− (k + r − 1))
(
k + r − 2
k − 1
)
,
and for k + r − 1 ≤ t ≤ b, any subgraph of P k,rb on t vertices has at most
(k+r−1
k
)
+
(t− (k + r − 1)) (k+r−2k−1 ) edges.
For convenience, define
gk,r(b) : =
(
k + r − 1
k
)
+ (b− (k + r − 1))
(
k + r − 2
k − 1
)
(3.1)
=
(
b− (k − 1)(k + r − 1)
k
)(
k + r − 2
k − 1
)
, (3.2)
then gk,r(b) counts the number of edges in P
k,r
b (we omit the subscripts k, r in gk,r(b) when
there is no danger of confusion).
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Our proof will also use the following two results proved by Bedenknecht, Han, Kohayakawa
and Mota in [4].
Proposition 3.1 ([4], Proposition 2.3). Suppose k ≥ 2, r ≥ 1, b ≥ k + r − 1, k + r ≥ 4
and c > 0. Let ε be such that 0 < ε < min
{
(2g(b))−1 ,
(
3
(
k+r−1
k
))−1}
. Suppose 1/n ≪
1/c, 1/k, 1/r, 1/b. If p = p(n) ≥ n−(k+r−2k−1 )
−1
−ε, then Φ
P k,r
b
≥ cn.
Lemma 3.2 ([4], Lemma 2.2 (i)). Let F be a labelled k-graph with b vertices and f edges.
Suppose 1/n ≪ 1/c ≪ γ, 1/f, 1/b. Let V be an n-vertex set and G = G(k)(n, p) be the
binomial random k-graph on V . If p = p(n) is such that ΦF (n, p) ≥ cn, then with probability
at least 1− exp(−n), every induced subgraph of G of order γn contains a copy of F .
Now let us bound ΦF\W and ΦF,W for some given k-graphs F with an independent subset
W of V (F ) fixed in place, which will be used to prove our connecting lemma and absorbing
lemma.
Definition 3.3. Let A be a labelled k-graph with vertex set V (A) = (v1, . . . , vk+r−2, v, vk+r−1, . . . , v2(k+r−2)),
where W = {v}. Suppose P is the (r, k)-path on V (A). Let E(A) = E1∪E2, where E1 induces
an (r, k)-path P k,r2(k+r−2) under the order (v1, . . . , v2(k+r−2)), and E2 consists of the edges in
P containing v with the edges
{
vvj . . . vj+(k−2) : j ∈ [k + 2r − 2]
}
removed.
v1 v2 v3 v4 v5 v6
v
Figure 1. An illustration of Definition 3.3 for the case k = 3 and r = 2. Red edges
represent the edges of link of v in A, and the green part represent the edge set E1.
Example 1. For k = 3 and r = 2, the ordered vertex set V (A) and edge set E(A) defined in
Definition 3.3 are as follows: V (A) = (v1, v2, v3, v, v4, v5, v6) and E(A) = {vivi+1vi+2 : i ∈
[4]} ∪ {vivi+jvi+3 : i ∈ [3], j = 1, 2} ∪ {vvivi+2 : i ∈ [4]}.
In the following lemma we bound ΦA with a root vertex v from below.
Lemma 3.4. Suppose k ≥ 3, r ≥ 2, c > 0 and 1/n ≪ 1/c, 1/k, 1/r. Let ε be such that
0 < ε ≤ 14g(2k+2r−3) min
{
2
k(k+1) ,
k+2
(k+r−2k−1 )
}
and p = p(n) ≥ n−(k+r−2k−1 )
−1
−ε. Let A be the
labelled k-graph as in Definition 3.3. Then we have ΦA\W ≥ cn and ΦA,W ≥ cn.
Proof. Let H be a subgraph of A with vH vertices and eH edges, where eH > 0. By the
definitions of ΦA\W and ΦA,W , our goal is to prove that n
vHpeH ≥ cn if v /∈ V (H) and
nvH−1peH ≥ cn if v ∈ V (H). It suffices to assume that H is an induced subgraph of A.
Assume that vH = t+ 1, then we have k − 1 ≤ t ≤ 2(k + r − 2). If v /∈ V (H), then H is a
subgraph of P k,r2(k+r−2). By Proposition 3.1 with b = 2(k + r − 2), we have nvHpeH ≥ cn.
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Denote by evA the number of edges containing v in A. Note that the link Lv of v in A
is a (r, k − 1)-path under the order (v1, . . . , v2(k+r−2)) with the edges {vj . . . vj+(k−2) : j ∈
[k + 2r − 2]} removed. Thus, from (3.1), we obtain
evA = gk−1,r(2(k + r − 2))− (k + 2r − 2)
=
(
k + r − 2
k − 1
)
+ (k + r − 2)
(
k + r − 3
k − 2
)
− (k + 2r − 2)
= k
(
k + r − 2
k − 1
)
− (k + 2r − 2).
Next we consider the case v ∈ V (H). We have the following two cases depending on t.
Note that it suffices to prove t− (k+r−2k−1 )−1eH ≥ 1 + 2eHε. Indeed, then we have
ntpeH ≥ nt
(
n−(
k+r−2
k−1 )
−1
−ε
)eH
≥ n1+2eHε−eHε ≥ cn.
• Case 1. k + r − 1 ≤ t ≤ 2(k + r − 2).
In this case, the edges of H can be divided into two classes: the edges containing v (there
are at most evA such edges), and the edges not containing v, which form a t-vertex subgraph
of P k,r2(k+r−2). So we have that eH\{v} ≤ g(t). Therefore,
eH ≤ g(t) + evA =
(
t− (k + r − 1)(k − 1)
k
)(
k + r − 2
k − 1
)
+ k
(
k + r − 2
k − 1
)
− (k + 2r − 2)
=
(
t+ 1− (k − 1)(r − 1)
k
)(
k + r − 2
k − 1
)
− (k + 2r − 2)
≤
(
t+ 1− (k − 1)(r − 1)
k
)(
k + r − 2
k − 1
)
− (k + 2),
and then t − (k+r−2k−1 )−1eH ≥ (k−1)(r−1)k − 1 + k+2(k+r−2k−1 ) . We claim that f := (k−1)(r−1)k − 1 +
k+2
(k+r−2k−1 )
≥ 1 + 2eHε. In fact, f ≥ 1 + k+2(k+r−2k−1 ) when r ≥ 4 and f ≥ 1 +
2
k(k+1) when r = 2, 3.
It suffices to show that min
{
k+2
(k+r−2k−1 )
, 2k(k+1)
}
≥ 2eHε. In fact, by the choice of ε, we have
min
{
k + 2(k+r−2
k−1
) , 2
k(k + 1)
}
≥ 4g(t + 1)ε ≥ 2(g(t) + g(t+ 1))ε ≥ 2eHε.
• Case 2. k − 1 ≤ t ≤ k + r − 2.
In this case we have eH ≤
(t+1
k
)
. Note that
(t+1
k
)
=
(k
k
)
+
( k
k−1
)
+ . . . +
( t
k−1
) ≤ 1 + (t −
k + 1)
( t
k−1
) ≤ 1 + (t− k + 1)(k+r−2k−1 ). Therefore, we have
t−
(
k + r − 2
k − 1
)−1
eH ≥ t−
(
k + r − 2
k − 1
)−1
− (t− k + 1) = k − 1−
(
k + r − 2
k − 1
)−1
≥ 2− 1/k ≥ 5/3 ≥ 1 + 2eHε
by the choice of ε.
The proof is completed. 
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Let F be a k-graph with the ordered vertex set V (F ). Suppose H is a subgraph of F , we
say that V (H) forms an interval if the vertices of H are consecutive following the order of
V (F ).
Definition 3.5. Let F be a labelled k-graph with vertex set
V (F ) = (w1, . . . , wk+r−2, v1, . . . , vb, uk+r−2, . . . , u1),
and set W = {w1, . . . , wk+r−2, uk+r−2, . . . , u1}. Let E(F ) consist of the edges of the (r, k)-
path on V (F ) with the two k-uniform tight paths under the order (w1, . . . , wk+r−2, v1, . . . , v b
2
)
and the order (v b
2
+1, . . . , vb, uk+r−2, . . . , u1), and all edges induced by (w1, . . . , wk+r−2) and
(uk+r−2, . . . , u1) removed.
w1 w2 w3 v1 v2 v3 v4 v5 v6 u3 u2 u1
Figure 2. An illustration of Definition 3.5 for the case k = 3, r = 2 and b = 6.
Dashed triples represent the edges removed from the (r, k)-path on V (F ) which is
indicated by the green part.
Example 2. For k = 3 and r = 2, the ordered vertex set V (F ) and edge set E(F ) defined
in Definition 3.5 are as follows: V (F ) = (w1, w2, w3, v1, . . . , vb, u3, u2, u1). To write the edge
set clearly, let vi−3 := wi and vb+4−j := uj for i, j ∈ [3]. Then E(F ) = {vivi+jvi+3 : −2 ≤
i ≤ b, j = 1, 2} ∪ {vb/2−1vb/2vb/2+1, vb/2vb/2+1vb/2+2}.
Next lemma gives a bound on ΦF with a set of root vertices. Note that in the following
ΦF,W might be sublinear in n, and thus we will need the novel embedding scheme (Proposi-
tion 4.2) to prove the connecting lemma.
Lemma 3.6. Suppose b ≥ (k + r)2(k+r−2k−1 ) is an even integer and c > 0. Let ε be such that
0 < ε ≤
(
3b
(k+r−2
k−1
)2)−1
. Suppose 1/n ≪ 1/c, 1/k, 1/r, 1/b and p = p(n) ≥ n−(k+r−2k−1 )
−1
−ε.
Let F be the labelled k-graph as in Definition 3.5. Then we have ΦF\W ≥ cn and ΦF,W ≥
cn(2(
k+r−2
k−1 ))
−1
.
Proof. Let H be a subgraph of F with vH vertices and eH edges, where eH > 0. Our goal
is to prove that nvHpeH ≥ cn if V (H) ∩W = ∅ and nvH−|V (H)∩W |peH ≥ cn(2(k+r−2k−1 ))
−1
if
V (H) ∩W 6= ∅. It suffices to assume that H is an induced subgraph of F .
Assume that |W∩V (H)| = i and vH = t+i, then we have 1 ≤ t ≤ b and 0 ≤ i ≤ 2(k+r−2).
If W ∩ V (H) = ∅, then i = 0 and H is a subgraph of P k,rb . By Proposition 3.1, we have
nvHpeH ≥ cn.
Next we consider the caseW∩V (H) 6= ∅. LetW1 := {w1, . . . , wk+r−2},W2 := {u1, . . . , uk+r−2}
and Q := {vb/2+1, . . . , vb/2+(k−1)}. It suffices to show that eH ≤ t
(k+r−2
k−1
)− 1, as this implies
ntpeH ≥ nt
(
n−(
k+r−2
k−1 )
−1
−ε
)eH
≥ n(k+r−2k−1 )
−1
−eHε ≥ cn(2(k+r−2k−1 ))
−1
by the choice of ε. We consider the following three cases.
• Case 1. V (H) ∩W1 6= ∅ and V (H) ∩W2 = ∅.
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Since eH > 0 and W1 is an independent set, we have t ≥ 1. For every v ∈ V (H) \W1,
denote by evH the number of edges in H containing v as the last vertex following the order of
V (F ). Note that eH =
∑
v∈V (H)\W1
evH .
If v and the k+ r− 2 vertices before it form an interval, then evH ≤
(
k+r−2
k−1
)
for v ∈ Q and
evH ≤
(k+r−2
k−1
)− 1 for v ∈ V (H) \ (W1 ∪Q); otherwise, evH ≤ (k+r−3k−1 ) ≤ (k+r−2k−1 )− 1.
Now we claim that eH ≤ t
(k+r−2
k−1
) − 1, and it suffices to show that there exists a vertex
v ∈ V (H) \W1 such that evH ≤
(k+r−2
k−1
) − 1. Note that otherwise we have V (H) ⊆ W1 ∪Q.
In this case we have euH ≤
(k+r−2
k−1
)− 1, where u is the first vertex of H in Q.
• Case 2. V (H) ∩W1 = ∅ and V (H) ∩W2 6= ∅.
This case can be treated similarly by the symmetry of W1 and W2.
• Case 3. V (H) ∩W1 6= ∅ and V (H) ∩W2 6= ∅.
Suppose there are at least k + r − 2 consecutive vertices missing in H, then we split H
into H1 and H2, where H1 and H2 are the induced subgraphs by the left side and the right
side of the interval respectively. Note that no edge intersects both V (H1) and V (H2). Let
ij := |V (Hj) ∩Wj| for j = 1, 2. Clearly, we have i = i1 + i2 and e(H) = e(H1) + e(H2). By
Case 1 and Case 2, we have n
vHj−ijp
eHj ≥ cn(2(k+r−2k−1 ))
−1
for j = 1, 2. So we have
ntpeH = nvH1−i1peH1nvH2−i2peH2 ≥ cn(2(k+r−2k−1 ))
−1
.
Therefore, we may assume that the number of missing vertices in V (H) \W between any
two adjacent intervals is at most k + r − 3. Thus we have t ≥ b/(k + r − 2) − 1. Now we
split the V (H) into V (H1) and V (H2) from the vertex vb/2+k. Note that V (H2) ∩ Q = ∅.
Let e1,2 := {e ∈ E(H) : e ∩ V (H1) 6= ∅, e ∩ V (H2) 6= ∅}. Then eH = eH1 + eH2 + e1,2 and
e1,2 ≤ (k + r − 2)
(k+r−2
k−1
)
(consider adding vertices in H2 one by one).
For every v ∈ V (H1) \ W1, denote by evH the number of edges in H1 containing v as
the last vertex following the order of V (F ). For every v ∈ V (H2) \W2, denote by evH the
number of edges in H2 containing v as the first vertex following the order of V (F ). Note that
eH1 =
∑
v∈V (H1)\W1
evH and eH2 =
∑
v∈V (H2)\W2
evH .
Recall that V (H2) ∩Q = ∅. For v ∈ V (H1) \W1, if v and the k + r − 2 vertices before it
form an interval, then evH ≤
(k+r−2
k−1
)
for v ∈ Q and evH ≤
(k+r−2
k−1
) − 1 for v /∈ Q; otherwise,
evH ≤
(k+r−3
k−1
) ≤ (k+r−2k−1 ) − 1. For v ∈ V (H2) \ W2, if v and the k + r − 2 vertices after
it form an interval, then evH ≤
(k+r−2
k−1
) − 1; otherwise, evH ≤ (k+r−3k−1 ) ≤ (k+r−2k−1 ) − 1. Let
vi := |V (Hi) \Wi| for i = 1, 2. Note that v1 + v2 = t. Then we have
eH1 + eH2 ≤ (k − 1)
(
k + r − 2
k − 1
)
+ (v1 − k + 1)
((
k + r − 2
k − 1
)
− 1
)
+ v2
((
k + r − 2
k − 1
)
− 1
)
= t
(
k + r − 2
k − 1
)
− (t− k + 1) ,
and then eH = eH1 + eH2 + e1,2 ≤ (t+ k + r − 2)
(
k+r−2
k−1
)− (t− k + 1).
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Recall that t ≥ b/(k + r − 2) − 1 and b ≥ (k + r)2(k+r−2k−1 ), which implies t − k + 1 ≥
b/(k + r − 2)− k > (k + r)(k+r−2k−1 )− k. So we have
eH ≤ (t+ k + r − 2)
(
k + r − 2
k − 1
)
− (t− k + 1)
= (t+ k + r − 2)
(
k + r − 2
k − 1
)
− (k + r)
(
k + r − 2
k − 1
)
+ k
= t
(
k + r − 2
k − 1
)
+ k − 2
(
k + r − 2
k − 1
)
≤ t
(
k + r − 2
k − 1
)
− 1.
The proof is completed. 
4. The connecting lemma and absorbing lemma
The following result, which was proved by Han, Morris and Treglown in [17], assures that
we can embed some constant sized k-graphs into the random hypergraph G(k)(n, p).
Lemma 4.1 ([17], Lemma 2.8). Let n, t = t(n), s = s(n) ∈ N, 0 < β < 1/2, k ≥ 2 and
L, b, w, f, k ∈ N such that Lt, sw ≤ βn/(4b) and (ts) ≤ 2n. Let F1, . . . , Ft be labelled k-graphs
with distinguished vertex subsets Wi ⊂ V (Fi) such that |Wi| ≤ w, |V (Fi \Wi)| = b, e(Fi) = f
and e(Fi[Wi]) = 0 for all i ∈ [t]. Now let V be an n-vertex set and let U1, . . . , Ut ⊂ V be
labelled vertex subsets with |Ui| = |Wi| for all i ∈ [t]. Finally, suppose there are families
F1, . . . ,Ft ⊂
(V
b
)
of labelled vertex sets such that for each i ∈ [t], |Fi| ≥ βnb.
Now suppose that 1 ≤ s(n) ≤ t(n) and p = p(n) are such that
s · Φ ≥
(
2b+7b!
β2
)
min {Lt log n, n} and Φ′ ≥
(
2b+7b!
β2
)
n,
where Φ := min {ΦFi,Wi : i ∈ [t]} and Φ′ := min
{
ΦFi\Wi : i ∈ [t]
}
with respect to p = p(n).
Then, a.a.s., for any V ′ ⊆ V , with |V ′| ≥ n−Lt and any subset S ⊆ [t] such that |S| = s and
Ui ∩ Uj = ∅ for i 6= j ∈ [s], there exists some i ∈ S such that there is an embedding (which
respects labelling) of Fi in G
(k)(n, p) on V which maps Wi to Ui and V (Fi) \Wi to a labelled
set in Fi which lies in V ′.
Preparing for the connecting lemma and absorbing lemma, we prove the following propo-
sition, adapted from Proposition 6.21 in [17], that shows how to use Lemma 4.1 repeatedly
to embed the desired hypergraphs.
Proposition 4.2. Let f, b, w, k, ℓ ∈ N, k ≥ 2 and t ≤ λn such that 2b+9(ℓ + 1)f b! ≤ cβ2,
(b + w)λ ≤ β/(8b) and take n to be sufficiently large. Suppose F is a labelled k-graph with
base vertex set W ⊆ V (F ) such that |W | = w, |V (F ) \W | = b, e(F [W ]) = 0 and e(F ) = f .
Further, suppose that p = p(n) such that ΦF\W = ΦF\W (n, p) ≥ cn and ΦF,W = ΦF,W (n, p) ≥
cn1/ℓ.
Let V be an n-vertex set, and U1, . . . , Ut ⊆ V be subsets such that |Ui| = |W | for each i ∈ [t].
Suppose that F1, . . . ,Ft are families of ordered b-sets on V such that |Fi| ≥ βnb. Then a.a.s.
there are a set of embeddings φ1, . . . , φt such that each φi embeds a copy of F into G
(k)(n, p)
on V with W being mapped to Ui and V (F ) \W being mapped to a set in Fi which is vertex-
disjoint with ∪i∈[t]Ui. Furthermore for i 6= j, we have that φi(V (F )\W )∩φj(V (F )\W ) = ∅.
Proof. The idea here is to greedily embed F one by one into G(k)(n, p) by repeatedly applying
Lemma 4.1 with F1 = · · · = Ft = F . It suffices to assume that t = λn. For the sake of brevity,
we say that an embedding φi of F is valid if it maps W to Ui and maps V (F \W ) to a set
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in Fi which is disjoint from U := ∪i∈[t]Ui and also disjoint from φj(V (F \W )) for all indices
j ∈ [t] which we have already embedded.
Now we expose G = G(k)(n, p) in ℓ + 1 rounds: G = ∪ℓ+1i=1Gi with each Gi a copy of
G(k)(n, p′), where (1 − p′)ℓ+1 = 1 − p. Note that p′ > p/(ℓ + 1). By the definitions of
ΦF,W and ΦF\W , we have Φ := ΦF,W (n, p
′) ≥ c′n1/ℓ and Φ′ := ΦF\W (n, p′) ≥ c′n, where
c′ := (ℓ+ 1)−f c. We will complete our embedding by ℓ+ 1 phases.
For j ∈ [ℓ], let tj := λ−(j−2)n1−(j−1)/ℓ(log n)j−1 and sj := λ−(j−1)n1−j/ℓ(log n)j. Moreover,
define tℓ+1 := λ
−(ℓ−1)(log n)ℓ and sℓ+1 := 1.
Let T := {1, 2, . . . , t}. In the jth phase we start with tj indices Tj ⊆ T and define
Rj := T \ Tj. Note that Rj is the set of indices of T that we have already embedded
before starting the jth phase. So we also have some set of already chosen valid embeddings
{φi : i ∈ Rj}. Let V ′′j := ∪i∈Rjφi(V (Fi))∪U and define F (j)i := {S ∈ Fi : S ∩V
′′
j = ∅}. Then
we have that |V ′′j | ≤ (b + w)t and |F (j)i | ≥ βnb − (b + w)tnb−1 ≥ (β − (b+ w)λ)nb ≥ βnb/2
since (b + w)λ ≤ β/(8b) ≤ β/2. Now applying Lemma 4.1 to the sets F (j)i such that i ∈ Tj ,
and where tj, sj, β/2, f, w, b, p
′ play the role of t, s, β, f, w, b, p respectively and set L = b+w.
Notice that c′ = (ℓ+1)−fc and 2b+9(ℓ+1)f (b+w)b!λ ≤ cβ2, we have c′/λ ≥ 2b+9(b+w)b!/(β2).
Hence,
sj · Φ ≥ λ−(j−1)n1−
j
ℓ (log n)jc′n
1
ℓ =
c′
λj−1
n1−
j−1
ℓ (log n)j
≥ 2
b+9(b+ w)b!
β2
1
λj−2
n1−
j−1
ℓ (log n)j =
2b+7b!
(β/2)2
(b+ w)
1
λj−2
n1−
j−1
ℓ (log n)j
≥ 2
b+7b!
(β/2)2
min {(b+ w)tj log n, n}
for j ∈ [ℓ], and
sℓ+1 · Φ ≥ c′n1/ℓ ≥ 2
b+7b!
(β/2)2
(b+w)
1
λℓ−1
(log n)ℓ+1
=
2b+7b!
(β/2)2
min {(b+ w)tℓ+1 log n, n} .
Moreover, we have Φ′ ≥ c′n > (ℓ + 1)−f cn ≥
(
2b+7b!
(β/2)2
)
n because 2b+9(ℓ + 1)f b! ≤ cβ2. We
conclude that a.a.s. given any set V
′
j of at most Ltj vertices and any set Sj of sj indices in
Tj such that the sets Ui with i ∈ Sj are pairwise disjoint, there is a valid embedding of F
in Gj which avoids V
′
j . Now we can initiate with V
′
j = ∅ and repeatedly find indices i ∈ Tj
for which we have a valid embedding φi. We add this embedding to our chosen embeddings,
add the vertices of it to V
′
j and delete the index i from Tj . The conclusion of Lemma 4.1
asserts that we continue this process until we have tj+1, namely sj, indices left in Tj and we
can move to the next phase defining Tj+1 = Tj (or finish if j = ℓ+ 1). In conclusion, we can
get the desired t embeddings of F . 
To simplify notation, throughout the rest of the paper, we write
h := k + r − 2 and σ :=
(
k + r − 2
k − 1
)−1
.
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Recall that for b ≥ h + 1, the ends of P k,rb are two ordered h-sets that consist of the first
and last h vertices of P k,rb respectively. Clearly, the ends of P
k,r
b induce two copies of K
(k)
h .
4.1. The connecting lemma. Given a k-graph H and two ordered ℓ-sets of vertices, A and
B, each spanning a copy of K
(k)
ℓ in H, we say that an ordered b-set of vertices C connects
A and B if C ∩ A = C ∩ B = ∅ and the concatenation ACB spans a labeled copy of P k,rb+2ℓ.
Let P = {P1, . . . , Pt} and C = {C1, . . . , Ct} be two collections of pairwise vertex-disjoint
ordered (r, k)-paths in H. Let V (P) := ∪ti=1V (Pi). We say that C connects all paths of P
to be an (r, k)-cycle if the concatenation P1C1P2C2 . . . , PtCtP1 spans a labeled copy of an
(r, k)-cycle. Next we will use Proposition 4.2, combining Lemma 3.4 and Lemma 3.6, to prove
our connecting lemma and absorbing lemma.
Lemma 4.3 (Connecting Lemma). Suppose b ≥ (k + r)2/σ, 0 < ε ≤ σ2/(3b), ζ ∈ (0, 1],
t ≤ λn, (b + 2h)λ ≤ (8b)−1(α′/2)b and 1/n ≪ 1/k, 1/r, 1/b. Let H be a k-graph with vertex
set V of order n and suppose p = p(n) ≥ n−σ−ε. Let R¯ be a subset of V with |R¯| ≤ ζn and
degH(S, R¯) ≥ α′n for every S ∈
( V
k−1
)
. Suppose P = {P1, . . . , Pt} is a collection of pairwise
vertex-disjoint ordered (r, k)-paths in H with V (P) ⊆ V \ R¯ and |V (Pi)| ≥ 2h for each i ∈ [t].
Then a.a.s. H ∪G(k)(n, p) contains a set C of vertex-disjoint ordered copies of P k,rb on vertex
set R¯ with |C| = t that connects all paths of P to be an (r, k)-cycle on V (P) ∪ V (C).
Proof. Let β = (α′/2)b and c = 2b+9(2σ−1 + 1)e(F )b!/β2, where F is a labelled k-graph on
b+ 2h vertices defined in Definition 3.5. Suppose 1/n ≪ 1/c, 1/k, 1/r, 1/b. For every i ∈ [t],
denote the ends (with the order in Pi) of Pi by Bi and Ai. Let Bi := (u
i
h, . . . , u
i
1) and
Ai := (w
i
1, . . . , w
i
h). Our task is to connect Ai and Bi+1 by using extra b vertices in R¯ for
every i ∈ [t], where Bt+1 := B1.
First, we find candidates for ordered b-sets to connect Ai and Bi+1 for i ∈ [t]. Fix i ∈ [t],
since degH(S,R) ≥ α′n and 1/n ≪ 1/b, we can extend Ai to a tight path with vertices
(wi1, . . . , w
i
h, v1, . . . , vb/2) such that the vertices of this tight path are disjoint with V (P) and
there are at least (α′n/2)b/2 choices for the ordered set (v1, . . . , vb/2). Similarly, we can extend
Bi+1 to a tight path (vb/2+1, . . . , vb, u
i+1
h , . . . , u
i+1
1 ) such that the vertices of this tight path
are disjoint with V (P)∪{v1, . . . , vb/2} and there are at least (α′n/2)b/2 choices for the ordered
set (vb/2+1, . . . , vb). So there are at least (α
′n/2)b choices for the ordered b-sets (v1, . . . , vb).
For convenience, we use Fi to denote the collection of such ordered b-sets, then we have
|Fi| ≥ βnb for every i ∈ [t].
Second, we use the edges of G = G(k)(n, p) to obtain the desired copy of P k,rb+2h with base
vertex set Ai ∪ Bi+1 for each i ∈ [t]. The idea is to connect Ai and Bi+1 for each i ∈ [t] by
using Proposition 4.2. Suppose F and W are the labelled k-graph and vertex set W ⊆ V (F )
defined in Definition 3.5 with b. Note that if an ordered set C in Fi spans a labelled copy of
F with ordered set Ai and Bi fixed, then C connects Ai and Bi, i.e. the set C connects Pi
and Pi+1. Moreover, we have ΦF,W ≥ cnσ/2 and ΦF\W ≥ cn by Lemma 3.6.
Applying Proposition 4.2 to the sets Fi for every i ∈ [t] with ΦF,W , ΦF\W , t, b, c, λ and
w = 2h. Take Ui = {wi1, . . . , wih, ui+1h , . . . , ui+11 } for all i ∈ [t], we conclude that a.a.s. there
are a set of embeddings φ1, . . . , φt such that each φi embeds a copy of F into G
(k)(n, p) on
V with W being mapped to Ui and V (F ) \W being mapped to a set in Fi which is vertex-
disjoint with ∪i∈[t]Ui. Furthermore for i 6= j, we have that φi(V (F )\W )∩φj(V (F )\W ) = ∅.
Namely, let C = {C1, . . . , Ct}, where Ci = φi(V (F ) \W ), then C connects all paths of P to
be an (r, k)-cycle on V (P) ∪ V (C). 
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4.2. The absorbing lemma. Now we prove our absorbing lemma. The next tool we will
use is supersaturation, obtained by Erdo˝s and Simonovits [14]. We use the equivalent form
of supersaturation, which is to find copies of a k-uniform, k-partite hypergraph. Here we use
it to find copies of a k-uniform tight path.
Lemma 4.4 ([14], Corollary 2). Let Ps be a labelled k
′-uniform tight path with s vertices.
For every θ > 0, there exists β = β(k′, s, θ) > 0 such that any k′-uniform hypergraph G with
at least θnk
′
edges contains at least βns copies of Ps.
Lemma 4.5 (Absorbing Lemma). Let 0 < ε ≤ σ3/(24(k + r)2), ζ ∈ (0, 1], and 1/n ≪ λ ≪
α′, 1/k, 1/r. Let H be an n-vertex k-graph on V and p = p(n) ≥ n−σ−ε. Suppose Y is a
subset of V with |Y | ≤ ζn and degH(S, Y ) ≥ α′n for every S ∈
( V
k−1
)
. Let Z ⊆ V \ Y with
|Z| ≤ λn. Then a.a.s. H ∪G(k)(n, p) contains an (r, k)-path Pabs on Y of order at most
√
λn
such that for every subset X ⊆ Z, there is an (r, k)-path in H ∪ G(k)(n, p) on V (Pabs) ∪ X
that has the same ends as Pabs.
Before stating our proof for Lemma 4.5, we first give the definitions of absorbers and
absorbing paths.
We call the (r, k)-path Pabs in Lemma 4.5 an absorbing path for R.
Definition 4.6. Let v be a vertex of a k-graph H. An ordered 2h-subset of vertices
(v1, . . . , v2h) is a v-absorber if (v1, . . . , v2h) spans a labelled copy of P
k,r
2h and (v1, . . . , vh, v, vh+1, . . . , v2h)
spans a labelled copy of P k,r2h+1 in H.
Proof of Lemma 4.5. Let β = β
(
k − 1, 2h, (α′)k−12(k−1)!
)
be given by Lemma 4.4. Let c = 2
2k+2r+5+e(A)
β2
,
where A is a labelled k-graph on 2h+1 vertices defined in Definition 3.3. Suppose 1/n≪ λ≪
β, 1/c ≪ α′, 1/k, 1/r. We split the proof into two parts. We first find a set A of absorbers
in Y and then connect them to an (r, k)-path by Lemma 4.3. We will expose G = G(k)(n, p)
in two rounds: G = G1 ∪ G2 with G1 and G2 as independent copies of G(k)(n, p′), where
(1− p′)2 = 1− p. Note that p′ > p/2 ≥ n−σ−ε/2 ≥ n−σ−2ε.
We first find candidates for v-absorber for every v ∈ Z, and then find the v-absorber in
these candidates for every v ∈ Z such that they are pairwise vertex-disjoint.
Fix a vertex v ∈ Z. The first step is to find the candidates for v-absorbers (v1, . . . , v2h) in
Y such that each of them induces a k-graph with edge set {vvj . . . vj+(k−2) : j ∈ [k+2r−2]}.
Our aim is to find many ordered 2h-subsets S := (v1, . . . , v2h) in Lv[Y ] such that S induces
a (k − 1)-graph with edge set {vj . . . vj+(k−2) : j ∈ [k + 2r − 2]}, i.e. a tight path on
(v1, . . . , v2h) in Lv[Y ]. By the codegree condition degH(S, Y ) ≥ α′n for every S ∈
(
V
k−1
)
, we
have δk−2(Lv[Y ]) ≥ α′n. So
e(Lv[Y ]) ≥ α
′n
k − 1
( |Y |
k − 2
)
≥ α
′n
k − 1
(
α′n
k − 2
)
≥ (α
′)k−1
2(k − 1)!n
k−1.
Applying Lemma 4.4 with k′ = k − 1, s = 2h, G = Lv and θ = (α
′)k−1
2(k−1)! , we have that there
exists β = β(k′, s, θ) > 0 such that Lv[Y ] contains at least βn
2h such ordered 2h-subsets S.
For convenience, let Z = {u1, u2, . . . , ut} and denote by Ai the collection of such ordered
2h-sets for every ui ∈ Z. Then we have t ≤ λn and |Ai| ≥ βn2h for every i ∈ [t].
The second step is to find the ui-absorber for every ui ∈ Z by adding the edges of G1 to
fill the missing edges while keeping them to be pairwise vertex-disjoint by Proposition 4.2.
Let A and W be the labelled k-graph and vertex set defined in Definition 3.3. Note that the
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labelled k-graph A is a copy of the k-graph induced by the desired missing edges. We have
Φ := ΦA,W (n, p
′) ≥ cn and Φ′ := ΦA\W (n, p′) ≥ cn by Lemma 3.4 with 2ε in place of ε. By
the choice of constants, we have (2h+1)λ ≤ β/(16h). Applying Proposition 4.2 to A, W and
the sets Ai for each i ∈ [t], where b = 2h, w = 1 and Ui = {ui}. We conclude that a.a.s. there
are a set of embeddings φ1, φ2, . . . , φt such that each φi embeds a copy of A into G1 on V with
W being mapped to Ui and V (A) \W being mapped to a set in Ai which is vertex-disjoint
with ∪i∈[t]Ui. Furthermore for i 6= j, we have that φi(V (A) \W ) ∩ φj(V (A) \W ) = ∅. We
use A = {(ui1, . . . , ui2h) : i ∈ [t]} to denote the set of such absorbers of Z.
Next we will connect these absorbers by using edges of G2. Let P := {P1, P2, . . . , Pt},
where Pi is the (r, k)-path induced by the ordered ui-absorber for each i ∈ [t]. Define
Y ′ := Y \ V (P), then degH(S, Y ′) ≥ α′n − 2hλn ≥ α′n/2 for every S ∈
( V
k−1
)
since λ ≪ α′.
Applying Lemma 4.3 to P, where b = 4(k+ r)2/σ, and Y ′, α′/2, ζ, λ, 2ε in place of R¯, α′, ζ,
λ, ε respectively, then a.a.s. H ∪G2 contains a set C of vertex-disjoint ordered copies of P k,rb
in Y ′ with |C| = t that connects all paths of P to be an absorbing path Pabs in V (P) ∪ V (C)
(we forget one path in C to make it a path, not a cycle). Furthermore, it is easy to see that
|V (Pabs)| ≤ 2hλn+ (λn− 1)b ≤
√
λn. Since there is a ui-absorber for each ui in Z, for every
X ⊆ Z, there is an (r, k)-path in H ∪ G(k)(n, p) on V (Pabs) ∪X that has the same ends as
Pabs. 
5. Proof of Theorem 1.2
Proof of Theorem 1.2. Let b = 4(k + r)2/σ. Suppose 1/n≪ 1/c≪ ε≪ γ ≪ η ≪ α, 1/k, 1/r
and p = p(n) ≥ n−σ−ε. Let H be an n-vertex k-graph on V with δk−1(H) ≥ αn. We will
expose G := G(k)(n, p) in four rounds: G = G1 ∪ G2 ∪ G3 ∪ G4 with G1, G2, G3 and G4 as
independent copies of G(k)(n, p′), where (1 − p′)4 = 1 − p. Note that (1 − p′)4 > 1 − 4p′, so
p′ > p/4 ≥ n−σ−2ε.
First we will find a subset R ⊆ V such that there are at least 12αηn neighbors in R
for any (k − 1)-subset S ∈ ( Vk−1). Consider a subset R obtained by picking each vertex
of V randomly and independently with probability η. Then E[|R|] = ηn. By Chernoff’s
inequality, P[|R| > 2ηn] ≤ exp
(
− (ηn)22(ηn+ηn/3)
)
= exp
(−38ηn) = o(1). For any fixed set
S ∈ ( Vk−1), let XS := degH(S,R). Clearly, µ := E[XS ] ≥ αηn. By Chernoff’s inequality,
P[XS < µ/2] ≤ exp
(
− (µ/2)22(µ−µ/6)
)
≤ exp (− 320αηn). Since there are ( nk−1) possible choices for
S,
P
[
there is someS ∈
(
V
k − 1
)
such that degH(S,R) <
µ
2
]
≤
(
n
k − 1
)
exp
(
− 3
20
αηn
)
= o(1).
Thus, with positive probability, we have |R| ≤ 2ηn and degH(S,R) ≥ αηn/2 for every
S ∈ ( Vk−1).
Second we will find an absorbing path for R. By the codegree condition of H, we have
degH(S, V \R) ≥ αn−|R| ≥ αn/2 for every S ∈
( V
k−1
)
. Applying Lemma 4.5 on H ∪G1 with
Z = R, Y = V \ R, and 2ε in place of ε, we have that a.a.s. H ∪ G1 contains an absorbing
path Pabs on V \R with at most √ηn vertices such that for every subset X ⊆ R, there is an
(r, k)-path in H ∪G1 on V (Pabs) ∪X that has the same ends as Pabs.
Let V ′ := V \(V (Pabs)∪R). Next we will find some long and pairwise vertex-disjoint (r, k)-
paths in H[V ′] ∪G2[V ′]. Recall that g(x) =
(
x− (k−1)(k+r−1)k
)
/σ. Let m := ⌊g−1(1/(6ε))⌋,
then the integer m is the number of vertices of an (r, k)-path on 1/(6ε) edges. Since 0 <
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ε < min{(4g(m))−1, σ/6} = min{3ε/2, σ/6}, applying Proposition 3.1 and Lemma 3.2 to G2
with b = m, F = P k,rm and 2ε in place of ε, then a.a.s every induced subgraph of G2 of order
γn contains a copy of P k,rm . Since g is a linear function in m, as its inverse function, m is
linear in 1/ε. Then because ε is small enough, we have m ≥ 1/√ε. Thus we can greedily
find at most
√
εn pairwise vertex-disjoint (r, k)-paths P k,rm in V ′ and these paths cover all
but at most γn vertices of V ′. Denote by U the set of these remaining vertices of V ′. Then
|U | ≤ γn.
Next we will find a path connecting the vertices of U . Applying Lemma 4.5 to H ∪ G3
with Y = R and Z = U , then a.a.s. H ∪G3 contains an (r, k)-path on R∪U of order at most
(
√
γ+γ)n ≤ 2√γn which cover all vertices of U . Therefore, there are at most 2+√εn ≤ 2√εn
(r, k)-paths that cover all but some vertices in R. Denote by P the set of these (r, k)-paths
and R′ the set of the remaining vertices in R. Then |P| ≤ 2√εn. Since γ ≪ η ≪ α, we have
degH(S,R
′) ≥ degH(S,R)− |R \R′| ≥ αηn/2−
√
γn ≥ αηn/4
for every S ∈ ( Vk−1). Applying Lemma 4.3 to H ∪ G4 with b = 4(k + r)2/σ, λ = 2√ε and
R′, αη/4, P, 2ε in place of R¯, α′, P, ε respectively, we can connect these (r, k)-paths into
an (r, k)-cycle Q using vertices of R′. Let R′′ := V \ V (Q). Note that R′′ ⊆ R′ ⊆ R. Since
Pabs is an absorbing path for R in H ∪ G1, that means for every subset X ⊆ R, there is an
(r, k)-path on V (Pabs) ∪X which has the same ends as Pabs. So take X = R′′, we obtain an
(r, k)-path P on V (Pabs) ∪ R′′. Now we can obtain the rth power of a tight Hamilton cycle
by replacing Pabs by P , which proves our conclusion. 
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