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Abstract
We use the notation R for the set of real numbers and C for
the set of complex numbers. The Riemann zeta-function ζ(s) is a
meromorphic complex-valued function of the complex variable s ∈
C\{1}, where the variable s is customarily denoted by s = σ + i t,
σ, t ∈ R. This function plays a central role in the studies of prime
numbers. The upper bound in the critical strip 0 < ℜ(s) < 1 is an
important element in this study. The Lindelo¨f hypothesis conjectured
in 1908 asserts that |ζ(12 + it)| = O(|t|ǫ) for sufficiently large |t|. In
1921, Littlewood showed that this is equivalent to an estimate on
the number of zeros in certain regions. We use the pseudo-Gamma
function recently devised by Cheng and Albeverio in [12] to prove
the density hypothesis to validate an estimate on the growth rate
of zeros and obtain a slightly sharper result than the one which is
equivalent with the Lindelo¨f hypothesis. Thus, in particular, we have
a proof of the Lindelo¨f hypothesis.
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1 Introduction
We use the notation R for the set of real numbers and C for the set of com-
plex numbers. The Riemann zeta-function ζ(s) is a meromorphic complex-
valued function of the complex variable s ∈ C\{1}, where the variable s is
customarily denoted by s = σ + i t, σ, t ∈ R. This function plays a central
role in the studies of prime numbers. The upper bound in the critical strip
0 < ℜ(s) < 1 is an important element in this study. The Lindelo¨f hypothesis
conjectured in 1908 asserts that |ζ(1
2
+ it)| = O(|t|ǫ) for sufficiently large
|t|. In 1921, Littlewood showed that this is equivalent to an estimate on
the number of zeros in certain regions. We use the pseudo-Gamma function
recently devised by Cheng and Albeverio in [12] to prove the density hy-
pothesis to validate an estimate on the growth rate of zeros and obtain a
slightly sharper result than the one which is equivalent with the Lindelo¨f
hypothesis. Thus, in particular, we have a proof of the Lindelo¨f hypothesis.
Denote the set of all prime numbers by P. For σ > 1, ζ(s) is defined by
the first equality in
(1.1) ζ(s) =
∞∑
n=1
1
ns
=
∏
p∈P
1
1− 1
ps
,
and the second equality in this formula is called the Euler product formula.
The function ζ(s) is then analytically continued to a meromorphic function
on the complex plane with the unique pole at s = 1, for example, by
(1.2) ζ(s) =
1
1− 21−s
∞∑
n=0
1
2n+1
n∑
k=0
(−1)k
(
n
k
)
1
(k + 1)s
,
for all s ∈ C\{1}, where C is the set of complex numbers. In (1.2), the pole
of the function (1−21−s)−1 at s = 1 corresponds to the unique pole of ζ(s).
Denote the set of all natural numbers by N. All other poles of the former
function occur at s = 1 − 2πm i
log 2
for each m ∈ N. They are each canceled
with those zeros of the function defined by the double sum on the right
hand side of (1.2).
The Riemann zeta function plays a pivotal role in analytic number theory
and many other branches of mathematics and physics. It has so-called trivial
zeros at s = −2n for all n ∈ N. The other zeros for the Riemann zeta
function are known to be all located in the critical strip 0 < σ < 1. The
Riemann hypothesis made by Bernhart Riemann in 1859, considered to be
one of the greatest unsolved problems in mathematics, asserts that all non-
trivial zeros are located on the critical line σ = 1
2
, see [40].
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Denote by R+ the set of positive real numbers. We use the symbol ǫ ∈ R+
for an arbitrary small positive real number, not necessarily the same at each
occurrence in a given statement. The Lindelo¨f hypothesis is a conjecture
made by the Finnish mathematician Ernst Leonard Lindelo¨f in 1908, see
[32], about the rate of growth of the Riemann zeta function on the critical
line such that
(1.3) |ζ(1
2
+ it) = O(|t|ǫ), for each ǫ > 0, as |t| → ∞.
The Lindelo¨f hypothesis is implied by the Riemann hypothesis. For refer-
ences, see [20], [21], [26], or [37].
The key in proving the result in this paper is the double symmetry prop-
erty of the Riemann xi-function ξ(s), as well as that of the pseudo-Gamma
function ∇(s) we recently introduced in [12]. By a “doubly symmetric func-
tion” with respect to the real axis and ℜ(s) = 1
2
, we refer to an analytic
function D(s) such that
(1.4) D(s¯) = D(s), and D(1− s) = D(s).
From these two conditions, we see that
(1.5) D(1− σ + it) = D(σ + it).
Under the first condition in (1.4), the second condition in (1.4) is equivalent
to that in (1.5). The first condition in (1.4) says the function is reflectively
symmetric with respect to the real axis; and the formula in (1.5) tells us
that this function D(s) is reflectively symmetric with respect to the line
ℜ(s) = 1
2
. It is well-known that ξ(s) is such a doubly symmetric function; we
devised a pseudo-Gamma function ∇(s) in [12] in order to compensate the
size of ξ(s) while we require that the function ∇(s) does not have any zeros
in the concerned region. This pseudo-Gamma function ∇(s) we designed is
also a doubly symmetric function with respect to the real axis and the line
ℜ(s) = 1
2
.
In fact, we have more advantage in showing the result in this paper
than that in [12], because the set up naturally suits the doubly symmetric
property in some “double way”, as seen from the fact that the proofs are
almost the same for Proposition 1 and 2 below.
Let Z be the set of all non-trivial zeros for the Riemann zeta-function,
and let T0 = 2, 445, 999, 554, 998. The main results of the present paper are
as follows.
Let N(λ, T ) be the number of zeros for ζ(s) in the domain restricted by
σ ≥ λ and 0 ≤ t ≤ T for λ ≥ 1
2
and T ≥ 0.
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Theorem 1. Let 1
2
< λ < 1 and 1 < d < 5
4
. Then,
(1.6) N(λ, T + d)−N(λ, T − d) ≤ 5.6012,
for T ≥ T0.
The proof of Theorem 2 in Section 4 depends on Theorem 1 above. This
result is a major component in the proof of the Riemann hypothesis in [14].
Theorem 2. The Lindelo¨f hypothesis is valid, in the precise sense that for
each ǫ > 0 and 0 < ǫˇ, ǫˆ < 1
100
, we have |ζ(s)| ≤ |t|ǫ for s = σ + i t with
1
2
≤ σ < 1 and |t| ≥ T˜ , where
(1.7) T˜ = max
{
10130.35, ee
−
2 log ǫ
ǫˆ , ee
− log ǫˇ+log(1.543)
0.223 ǫˆ
}
.
We shall prove Theorem 2 in Section 4 from Theorem 1, following the
general idea in the literature, see, e.g., [4], [29], [37], and [46].
In Section 2, we show that Theorem 1 can be proved from Proposition
1 and Proposition 2 below. We give the proofs for these propositions in
Section 3.
Before we state Propositions 1 and 2, we introduce the Euler Gamma
function Γ(s), the Riemann xi-function ξ(s), and the functional equation
for the Riemann zeta-function. The Euler Gamma function may be defined
by
(1.8)
1
Γ(s)
= s eγ0 s
∞∏
n=1
(
1 + s
n
)
e−
s
n ,
where γ0 = limn→∞
(
1 + 1
2
+ 1
3
+ . . . + 1
n
− logn) ≈ 0.577215 is the Euler-
Mascheroni gamma constant. Let
(1.9) ξ(s) = π−
s
2 ξG(s) ξZ(s),
with
(1.10) ξG(s) =
s
2
Γ
(
s
2
)
and ξZ(s) = (s− 1) ζ(s).
A symmetric form of the functional equation for ζ(s) is expressed as
(1.11) π−
1−s
2 Γ
(
1−s
2
)
ζ(1− s) = π− s2 Γ( s
2
)
ζ(s),
for all s ∈ C including two simple poles at s = 0 and s = 1 of the functions
on both sides.
For convenience, we use the notation f(x) E g(x) for the statement
|f(x)| ≤ g(x) for x ≥ x0 with a fixed positive number x0. Moreover, we use
the notation U(U) to denote a simple connected open region that contains
U , where U is a simple continuous curve.
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Proposition 1. Let 1
2
< x < 1 or x = 2, T ≥ T0, and 0 < Y1 − Y < 12 .
Also, assume that T − 1
4
< Y ≤ T + 1
4
and let T − 1
4
< Y1 ≤ T + 14 be such
that x 6= β, Y 6= γ, and Y1 6= γ for any ρ = β + i γ ∈ Z with 12 < β < 1
and 0 < γ < T + 1. Let H and H1 be the closed horizontal line segments
from s = x + i Y to s = 1
2
+ i Y and from s = x + i Y1 to s =
1
2
+ i Y1,
respectively. We also let V be the closed vertical line segment from s = x to
s = x+ i Y1. Suppose that there are no zeros of ζ(s) in the simple connected
open regions U(H), U(H1), and U(V), respectively, such that the union
U(H) ∪U(H1) ∪U(V) is a simple connected open region in which log ξ(s)
is univalently defined and log ξ(x) ∈ R. Then,
ℑ
([
log ξ
(
1
2
+ i Y1
)− log ξ(x+ i Y1)]
− [log ξ(1
2
+ i Y
)− log ξ(x+ i Y )]) E 3π.(1.12)
Proposition 2. Let 1
2
< X < 1, T ≥ T0, and 2 < y2 − y1 < 3. Also,
assume that T − 1
4
< y1 ≤ T + 14 and let T − 14 < y2 ≤ T + 14 be such
that X 6= β, y1 6= γ, and y2 6= γ for any ρ = β + i γ ∈ Z with 12 < β < 1
and 0 < γ < T + 1. Let V and V0 be the closed vertical line segments from
s = X to s = X + i y2 and from s = 2 to s = 2+ i y2, respectively. Also, we
let H0 be the closed horizontal line segment from s = X to s = 2. Suppose
that there are no zeros of ζ(s) in the simple connected open regions U(V),
U(V0), and U(H0), respectively, such that the union U(V)∪U(V0)∪U(H0)
is a simple connected open region in which log ξ(s) is univalently defined
and log ξ(X) ∈ R. Then,
ℑ
([
log ξ
(
2 + i y2
)− log ξ(2 + i y1)]
− [log ξ(X + i y2)− log ξ(X + i y1)]) E 7.884 π.(1.13)
2 Representation by Logarithms
In this section, we express N(λ, T + d) −N(λ, T − d) with 1
2
< λ < 1 and
1 < d < 5
4
as the sum of the imaginary parts for the logarithmic function of
ξ(s) as in (2.11) near the end of this section.
As customary, we denote ρ = β + iγ with β, γ ∈ R for ρ ∈ Z. We define
(2.1) ZT =
{
ρ ∈ Z : 0 < β < 1, |γ| ≤ T + 2},
noting here that this ZT is actually a set function of T , and
WR =
{
(β1, β2) : β1 6= β2, βk = ℜ(ρk), ρk ∈ ZT , k = 1, 2
}
,
WI =
{
(γ1, γ2) : γ1 6= γ2, βk = ℜ(ρk), ρk ∈ ZT , k = 3, 4
}
.
(2.2)
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We then take an η such that
(2.3) 0 < η < min


min
{
1
4
, λ− 1
2
}
,
min
{|β1 − β2| : (β1, β2) ∈WR},
min
{|γ3 − γ4| : (γ3, γ4) ∈WI}.
We first define two points X0 and Y0 before we describe our geometrical
setting. Let V = {β : λ − η ≤ β < λ, ρ ∈ ZT }. If there are no zeros of
ζ(s) in V , we let X0 = λ − η; otherwise, we let X0 = max{β : β ∈ V }.
Similarly, we let H = {ρ : T < γ ≤ T + η, ρ ∈ ZT }. If H is empty, we set
Y0 = T + η; otherwise, we set Y0 = min{γ : ρ ∈ H} − η.
From the choice of X0 and Y0 with the definition of η, we see that
1
2
<
λ − η ≤ X0 < λ and T < Y0 ≤ T + η. Also, we see that there are no
zeros for the Riemann zeta-function in the regions {s ∈ C : X0 < σ <
X0 + η, |t| < Y0 } and {s ∈ C : Y0 − η < |t| < Y0 }. The last set is
actually the union of two separated rectangular strips; the intersection of
the last mentioned two sets and the previous one consists of two squares
{s ∈ C : X0 < σ < X0 + η, Y0 − η < |t| < Y0 }, which are symmetric with
respect to the real axis. Then, we define X = X0 +
η
2
, Y = Y0 − η2 , and
Y1 = Y0− η4 . We remark that λ− η2 ≤ X < λ+ η2 , T − η4 < Y < Y1 ≤ T + 3η4
with Y1 − Y = η4 .
Now, let H and V be the same as defined in Proposition 1. Moreover,
let H0 be the closed horizontal line segment from s = X to s = 2, let V1 be
the closed vertical line segment from the point s = 2 to s = 2 + Y1 i, and
let H2 be the closed horizontal line segment from the point 2 + Y1 i to the
point s = 1
2
+ Y1 i.
Also, we take
(2.4) 0 < δ < η
6
,
and define
(2.5)
Q1 =
{
s ∈ C : 1
2
− δ < σ < 2 + δ, Y1 − δ < t < Y1 + δ
}
.
Q2 =
{
s ∈ C : 2− δ < σ < 2 + δ, −δ < t < Y1 + δ
}
,
Q3 =
{
s ∈ C : X − δ < σ < 2 + δ, −δ < t < δ},
Q4 =
{
s ∈ C : X − δ < σ < X + δ, −δ < t < Y + δ},
Q5 =
{
s ∈ C : 1
2
− δ < σ < X + δ, Y − δ < t < Y + δ}.
We see that the segments H2, V1, H0 (with H2, V1, and H defined in the
paragraph before (2.4)), V, and H (with V and H defined in Proposition
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1) are contained in the simple connected open sets Q1, Q2, Q3, Q4, Q5,
respectively.
Now, we set
(2.6) Q =
5⋃
j=1
Qj.
Then, we have thatH∪V∪H0∪V1∪H2 is contained in the simple connected
open region Q defined by (2.6). We remark here that Q1, Q2, Q3, Q4, and
Q5 may be used as U(H2), U(V1), U(H0), U(V), and U(H), respectively,
as stated in Proposition 1 and 2.
Finally, we let
(2.7)
D1 = log ξ
(
1
2
+ Y1 i
)− log ξ(2 + Y1 i),
D2 = log ξ
(
2 + Y1 i
)− log ξ(2),
D3 = log ξ(2)− log ξ(X),
D4 = log ξ(X)− log ξ(X + Y i),
D5 = log ξ(X + Y i)− log ξ(12 + Y i).
Here Dj is contained inside Qj along the route of H2, V1, H0, V, and H,
respectively, taken along the counter-clockwise direction.
The following proposition is proven in [12].
Proposition 3. The function log ξ(s) is univalently defined in the region
Q and
(2.8) N(λ, T ) = 1
2π
(ℑD1 + ℑD2 + ℑD3 + ℑD4 + ℑD5),
where the Dj’s are given by the above (2.7).
We remark here that all the above variables ZT , η, X0, Y0, X , Y , Y1, H2,
V1, H0, V, andH, as well as Dj for j ∈ {1, 2, 3, 4, 5} and the set variables Qj
for j = 1, 2, 3, 4, 5, are either functions or set functions of T . We may rewrite
η(T ) = η and Q(T ) = Q, and so on, as well as Z(T ) = ZT . One may notice
that Z(T − d) ⊆ Z(T + d) by the definition of Z(T ) := ZT as a set function
of T in (2.1). We may update the notation ZT by ZT := Z(T +d), from now
on, in place of Z(T − d) as well. Also, we notice that the stipulation of η in
(2.3) that η(T + d) is more restricted than η(T − d). For convenience, we
may choose the same value η such that η satisfies the condition for η(T +d),
or the condition in (2.3) with T + d in place of T . Thus, we may actually
choose the same X0 acting as X0(T + d) and X0(T − d), and the same X
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as X(T + d) and X(T − d). Moreover, we choose the same δ, as defined in
(2.4) for both δ(T + d) and δ(T − d). We remark here that 0 < δ < η
6
is
always assumed to hold and we may take δ as sufficiently small when it is
needed.
From now on, we denote T1 = T − d and T2 = T + d for shortness.
Under this agreement, we use the short notation H0(T1), Q(T2), and so on.
For instance, we have D1(T1) = log ξ[
1
2
+ Y1(T1) i] − log ξ[2 + Y1(T1) i] and
D1(T2) = log ξ[
1
2
+ Y1(T2) i]− log ξ[2 + Y (T2) i].
Thus, we haveQ2(T1) ⊆ Q2(T2) butQ2(T1) 6= Q2(T2),Q3(T1) = Q3(T2),
Q4(T1) ⊆ Q4(T2) but Q4(T1) 6= Q4(T2). Since we do not assume the validity
of the Riemann hypothesis, there is a point we have to be careful with.
Visioning the scheme clearly by sketching the diagrams, we notice that the
union Q(T1)∪Q(T2) should be regarded as a two sheeted Riemann surface,
as the closed square
O := {s = σ + it : X − δ < σ < X + δ, and Y1(T1)− δ < t < Y1(T1) + δ}
belongs to Q1(T1) as well as to Q4(T2), noting that Y1(T1) + δ < Y (T2)− δ
from the restriction of δ in (2.4) from the choice of η in (2.3); they are on
the two different sheets of this closed square on the Riemann surface Q. We
denote these two copies of O by O1 and O2. We should cut out O from both
Q1(T1) ⊆ Q(T1) and Q4(T2) ⊆ Q(T2) and paste O1 and O2 back to Q1(T1)
and Q4(T2) in the same way that O was cut out, respectively.
With this updated Q1(T1) and Q4(T2), we are going to simplify the
situation by considering two unions below. We look at
Q = Q1 ∪Q2, Q2(T1) ∪Q3 ∪Q4(T1) = Q1 ∩Q2,(2.9)
with
O1 ⊆ Q1(T1) ⊆ Q1, O2 ⊆ Q4(T2) ⊆ Q2,
where
Q1 = Q1(T1) ∪Q2(T1) ∪Q3(T1) ∪Q4(T2) ∪Q5(T1),
Q2 = Q1(T2) ∪Q2(T2) ∪Q3(T2) ∪Q4(T2) ∪Q5(T2).
Now, we see that we should update Q by regarding it to be Q, where
Q is the union defined in (2.9) and Q is a simple connected open region on
the Riemann surface, which has two sheets, one is Q1 and another is Q2,
each of which as a set coincides with the original Q(T1) and Q(T2). In this
region Q on the Riemann surface, the function log ξ(s) is well-defined and
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univalent. It follows that
N(λ, T + d)−N(λ, T − d)
=
1
2π
([ℑD1(T2) + ℑD2(T2) + ℑD3(T2)ℑD3(T2) + ℑD5(T2)],
− [ℑD1(T1) + ℑD2(T1) + ℑD3(T1)ℑD3(T1) + ℑD5(T1)]),
(2.10)
along the routes H2(T2), H2(T1), V1(T2), V1(T1), H0(T2), H0(T1), V(T2),
V(T1), and H(T2), H(T1) inside the simple connected open region Q(T1) ∪
Q(T2).
From the above, we conclude from (2.10) that
N(λ, T + d)−N(λ, T − d)
=
1
2π
[
(ℑE1 − ℑE2) + (ℑE3 − ℑE4) + (ℑE5 − ℑE6)
]
,
(2.11)
the values being taken along the segments described above inside the simple
connected open region Q(T1) ∪Q(T2), where
(2.12)
E1 = log ξ
[
1
2
+ Y1(T2) i
]− log ξ(2 + Y1(T2) i),
E2 = log ξ
(
1
2
+ Y1(T1) i
)− log ξ(2 + Y1(T1) i),
E3 = log ξ(2 + Y1(T2) i)− log ξ
(
2 + Y1(T1)),
E4 = log ξ(X + Y (T2) i)− log ξ
(
X + Y (T1)),
E5 = log ξ
[
X + Y (T2) i
)− log ξ(1
2
+ Y (T2) i
)
,
E6 = log ξ
[
X + Y (T1) i
)− log ξ(1
2
+ Y (T1) i
)
.
Here, the difference E1 − E2, E3 − E4, and E5 − E6 are considered in the
region Q on the Riemann surface with two sheets, respectively.
We notice that E3 = E
(+)
3 + E
(0)
3 −E(−)3 with
E
(+)
3 = log ξ(2 + Y1(T2) i)− log ξ
(
2 + Y (T2)),
E
(0)
3 = log ξ(2 + Y (T2) i)− log ξ
(
2 + Y (T1)),
E
(−)
3 = log ξ(2 + Y1(T1) i)− log ξ
(
2 + Y (T1)).
However, E
(±)
3 → 0 as δ → 0; hence, we may assume that δ is sufficiently
small such that |E(±)3 | < 12 . Thus, |E3 − E4| < |E
(0)
3 − E4| + 1. Proposition
1 implies that |ℑE1 − ℑE2| ≤ 3π and |ℑE5 − ℑE6| ≤ 3π and Proposition
2 implies that |ℑE(0)3 − ℑE4| ≤ 7.884π. To prove Theorem 1, we use (2.11)
to see that
N(λ, T + d)−N(λ, T − d) ≤ 7.884π+3π+1
2π
≤ 5.6012.
We conclude that Theorem 1 is valid, once Propositions 1 and 2 are proven
in the next section.
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3 Growth Rate of Zeros:
Proofs of Proposition 1 and Proposition 2
In this section, we prove Propositions 1 and 2.
We have recourse to the pseudo-Gamma function defined in [12], we
quote Proposition 4 from there with simplifications on the constants after
we take γ` = 0.3677525969, Ω = 1, and α = 1
4
, (3.5.2) and (3.5.5) from
Lemma 3.2, and the remark after (6.4) in the proof of Proposition 2 in
Section 6, all in [12], with the second estimate in (3.4) below from Lemma
1 in [13].
Lemma 4. Let T ≥ T0 and 2T − 1 < R ≤ 2T + 1 with T0 defined before
Theorem 2 in section 1. We define
(3.1) ∇(s) =
(
W2 − 12
W1 − 12
)q [2K+1∏
k=1
(s− 1
2
)− e i kπ2K (W1 − 12)
(s− 1
2
)− e i kπ2K (W2 − 12)
] q
2K+1
,
with W1 = 3R + R
1/4 + 1
2
, W2 = 3R +
1
2
, q = 5000000000R
3/4 logR
3675525969
, where
K =
⌊
15 logR+2 log 12
4 log 2
⌋
. Then,
(3.2) R
R˜1/2R1/2
2
− 0.216
R < |∇(s)| < R1.001 R˜
1/2R1/2
2
+ 0.215
R ,
on the circle |s− 1
2
| = R˜ for all γ < R˜ ≤ R and γ = 1.5×10−14. Furthermore,
we have
(3.3) ξ(s)∇(s) E 1,
on the circle |s− 1
2
| = R,
(3.4) ξ(u) > ξ(1
2
) > 0.497, and ∇(u) E R 14.4088R ,
for 1
2
< u ≤ 2.
We need two lemmas from complex analysis. For references, one may see
[17] or [12].
Lemma 5. If r1 > 0, and f is a function that is regular for |z − z0| ≤ r1,
z0 ∈ C, and has at least m zeros in |z − z0| ≤ r < r1, with multiple zeros
being counted according to their order of multiplicity, then, if f(z0) 6= 0, we
have
(3.5)
(
r1
r
)m
≤ M|f(z0)| ,
where M = max |f(z)| for |z − z0| = r1.
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Lemma 6. Let s1 6= s2. Suppose that the function f(s) is analytic and non-
zero in a simply connected open region and a simple curve from s = s1 to
s = s2 is inside this open region. Then,
(3.6) ℑ[log f(s2)− log f(s1)] E (m+ 1)π,
where m is the number of points s0 on the route from s1 to s2, exclusive of
the end points, at which ℜf(s0) = 0.
We also need another lemma stated as below, in which the first two
results in (3.8) from Lemma 7 below is a part of Lemma 3.2 directly from
[12]. Let η be defined as in Section 2 and let 1
2
< X < 1 and T − η
4
< Y <
Y1 < T +
3η
4
. We define
(3.7) B(s) = ξ(s)∇(s) , C(s) =
∇(3/2+s)
∇(X−1/2+s) , D(s) =
∇(s+i Y1)
∇(s+i Y ) ,
where, the variables X , Y , and Y1 are the same as those used in Section 2.
Lemma 7. Let T ≥ T0 with T0 defined in Section 1 and 2T−1 < R ≤ 2T+1.
Also, let σ0 =
5
4
, T − 3
2
< t0 ≤ T + 32 , and s0 = σ0 + i t0. For the functions
B(s), C(s), and D(s), we have
(3.8) B(s)
B(1/2)
E 2.013 B(s)
B(σ0)
E 2.0121 T
1
8.81759T ,
on the circle |s− 1
2
| = R and |s− σ0| = R, respectively, and
(3.9) C(s)
C(s0)
E T
11
T1/4 , D(s)
D(s0)
E T
11
T1/4 ,
on the circle |s− s0| = 1.
Proof of Lemma 7. For the proof of the first estimate in (3.8), it suffices to
recall that |B(s)| ≤ 1 from (3.3), ξ(1
2
) > 0.497 from (3.4), and ∇(1
2
) = 1,
by the very construction of ∇(s). Therefore, B(s)
B(1/2)
< 1
0.497
< 2.013.
In order to prove the second estimate in (3.8), one uses (3.3) and (3.4)
with R ≤ 2T + 1, 4.4088(2T − 1) ≥ 4.4088(2 − 1/T0) T > 8.81759 T , and
[2(1+1/2T0)]1/8.81759T0
0.497
< 2.0121, for all T ≥ T0.
Then, we prove the first inequality in (3.9).
From the definition of C(s) in (3.7) and of ∇(s) in (3.1), we have
(3.10) C(s)
C(s0)
= ∇(3/2+s)∇(3/2+s0)
/ ∇(X−1/2+s)
∇(X−1/2+s0) .
Denote
(3.11) s1 = s, on the circle |s− s0| = 1,
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for brevity, note 3
2
+ sl − 12 = sl + 1 and X − 12 + sl − 12 = sl − (1−X) for
∇(3
2
+ s) and ∇(X − 1
2
+ s) respectively, and write
sl + 1 = σl + 1 + i tl = rˆl e
iθˆl ,
sl − (1−X) = σl − (1−X) + i tl = rˇl eiθˇl ,
(3.12)
in the rectangular and polar coordinate systems, with rˆl ≥ 0, rˇl ≥ 0, 0 ≤
θˆl < 2π, and 0 ≤ θˇl < 2π. We have
rˆ0 = |s0 + 1|, θˆ0 = π2 − arctan 94t0 ;
rˆ1 = |s1 + 1|, θˆ1 = π2 − arctan σ+1t ;
rˇ0 = |s0 − (1−X)|, θˇ0 = π2 − arctan 1/4+Xt0 ;
rˇ1 = |s1 − (1−X)|, θˇ1 = π2 − arctan σ−(1−X)t ,
(3.13)
recalling that s0 = σ0 + i t0 from the statement of Lemma 7 and using
arctan(x) = π
2
− arctan( 1
x
) for x > 0. For the estimate in (3.41) and (3.43)
below, we give the estimates for rˆl, rˇl, θˆl, and θˇl, for l = 1, 0 in what follows.
We recall the definition of s0 = σ0 + i t0 with σ0 =
5
4
and T − 3
2
< t0 ≤
T + 3
2
in the statement of Lemma 7. It follows from (3.13) with (3.12) that
T
√
1− 3
T
+ 117
16T 2
=
√
81
16
+ (T − 3
2
)2 <
rˆ0 = |s0 + 1| =
√
81
16
+ t20 =
√
(2−X + 3
4
)2 + t20 <√
81
16
+ (T + 3
2
)2 = T
√
1 + 3
T
+ 117
16T 2
.
(3.14)
Similarly, we get
T
√
1− 3
T
+ 41
16T 2
< rˇ0 = |s0 − (1−X)| < T
√
1 + 3
T
+ 61
16T 2
,
(3.15)
For the estimates of rˆ1 and rˇ1, one may use the triangle inequalities ||x| −
|y|| ≤ |x+ y| and |x+ y| ≤ |x|+ |y| for any x, y ∈ C. One acquires
|s0 + 1| − 1 ≤rˆ1 = |s1 + 1| ≤ |s0 + 1|+ 1,
|s0 − (1−X)| − (1−X) ≤rˇ1 = |s1 − (1−X)|
≤ |s0 − (1−X)|+ (1−X),
(3.16)
using 0 < 1 − X < 1
2
. With (3.14), (3.15), and (3.16) and using 1 − 1
2
x <√
1 + x < 1 + 1
2
x for 0 < x < 1, we acquire
T − 3
2
+ 117
32T
<rˆ0 < T +
3
2
+ 117
32T
,
T − 1
2
+ 117
32T
<rˆ1 < T +
5
2
+ 117
32T
,
T − 3
2
+ 41
32T
<rˇ0 < T +
3
2
+ 61
32T
,
T − 1
2
+ 41
32T
<rˇ1 < T +
5
2
+ 61
32T
.
(3.17)
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To prove (3.9), we first use the logarithm to get
log
∣∣ C(s)
C(s0)
∣∣ = (log |∇(3/2 + s)| − log |∇(3/2 + s0)|)
− (log |∇(X − 1/2 + s)| − log |∇(X − 1/2 + s0)|)
=
q
2K+2
2K+1∑
k=1
([
log
G1(θˆ1, rˆ1; k)
G2(θˆ1, rˆ1; k)
− log G1(θˆ0, rˆ0; k)
G2(θˆ0, rˆ0; k)
]
−
[
log
g1(θˇ1, rˇ1; k)
g2(θˇ1, rˇ1; k)
− log g1(θˇ0, rˇ0; k)
g2(θˇ0, rˇ0; k)
])
,
(3.18)
where
Gj(θˆl, rˆl; k) = |(sl + 1)− exp(ikπ)(Wj − 1/2)|2
= |rˆl cos θˆ + irˆl sin θˆl − (cos kπ2K + i sin kπ2K )(Wj − 12)|2
= (Wj − 12)2 + rˆ2l − 2(Wj − 12)rˆl cos(θˆl − kπ2K ),
gj(θˇl, rˇl; k) = |[sl − (1−X)]− exp(ikπ)(Wj − 1/2)|2
= (Wj − 12)2 + rˇ2l − 2(Wj − 12)rˇl cos(θˇl − kπ2K ),
(3.19)
for j = 1, 2 and l = 1, 0, with l = 1 corresponding to s1 = s on the circle
|s− s0| = 1 and l = 0 corresponding to s0 at the center s.
For brevity, we let
Gj(l) = Gj(θˆl, rˆl; k), and gj(l) = gj(θˇl, rˇl; k),(3.20)
for j = 1, 2 and l = 1, 0. We notice that log(1 + x) = x− x2
2
+ x
3
3
− x4
4
+ . . .
for 0 < x < 1. Therefore 1− x
2
< log(1+x)
x
< 1. From (3.3.7) in [12] with both
G and g represented by g there and the remark in the paragraph between
(3.3.7) and (3.3.9) in [12], we have
G2(θˆl, rˆl; k) <G1(θˆl, rˆl; k) < 2G2(θˆl, rˆl; k),
g2(θˇl, rˇl; k) <g1(θˇl, rˇl; k) < 2g2(θˇl, rˇl; k),
(3.21)
Therefore, we have
(3.22) 0 < G0
G2
< 1, and 0 < g0
g2
< 1.
Denoting
(3.23) η(x) = log(1+x)
x
, we have 1− x
2
< η(x) < 1,
as we already pointed out above. We shall apply this with x = G0
G2
and g0
g2
,
respectively. For l = 1, 0, we let
G0(φl, rˇl; k) = G1(φl, rˇl; k)−G2(φl, rˇl; k).
g0(φl, rˇl; k) = g1(φl, rˇl; k)− g2(φl, rˇl; k),
(3.24)
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Moreover, we have
ηG
G0(φl,rˇl;k)
G2(φl,rˇl;k)
≤ log G1(φl,rˇl;k)
G2(φl,rˇl;k)
≤ G0(φl,rˇl;k)
G2(φl,rˇl;k)
,
ηg
g0(φl,rˇl;k)
g2(φl,rˇl;k)
≤ log g1(φl,rˇl;k)
g2(φl,rˇl;k)
≤ g0(φl,rˇl;k)
g2(φl,rˇl;k)
,
(3.25)
for l = 1, 0, with
1− G0(φ0,rˇ0;k)
2G2(φ0,rˇ0;k)
< ηG := η
(
G0(φ0,rˇ0;k)
G2(φ0,rˇ0;k)
)
< 1,
1− g0(φ1,rˇ1;k)
2 g2(φ1,rˇ1;k)
< ηg := η
(g0(φ1,rˇ1;k)
g2(φ1,rˇ1;k)
)
< 1.
(3.26)
It follows from (3.18) that
log
∣∣∣ C(s)
C(s0)
∣∣∣ ≤ q2K+2
[
2K+1∑
k=1
(
G0(1)
G2(1)
− ηG G0(0)G2(0)
)
−
2K+1∑
k=1
(
ηg
g0(1)
g2(1)
− g0(0)
g2(0)
)]
.(3.27)
To estimate the upper bound for these two sums over the set of k = 1,
2, . . ., 2K+1, we transform each summand in the expression on the right
hand side of (3.27) by the following algebraic identity. For all real valued
variables u, v, U , V , ηG, and ηg, we have
u
U
− ηG vV = uU − vV + (1− ηG) vV ,
ηg
u
U
− v
V
= u
U
− v
V
− (1− ηg) uU ,
(3.28)
(3.29) u
U
− v
V
= uV−Uv
UV
= (u−v)V −(U−V )v
UV
.
Denote
(3.30)
H1 = G0(1)−G0(0), H2 = G2(1)−G2(0),
h1 = g0(1)− g0(0), h2 = g2(1)− g2(0),
using the definitions in (3.20). It follows that
(G0(1)−G0(0))G2(0)−(G2(1)−G2(0))G0(0)
G2(1)G2(0)
= H1G2(0)−H2G0(0)
G2(1)G2(0)
,
(g0(1)−g0(0))g2(0)−(g2(1)−g2(0))g0(0)
g2(1)g2(0)
= h1g2(0)−h2g0(0)
g2(1)g2(0)
,
(3.31)
and,
G0(1)
G2(1)
− ηG G0(0)G2(0) =
H1G2(0)−H2G0(0)
G2(1)G2(0)
+ (1− ηG)G0(0)G2(0)
≤ H1G2(0)−H2G0(0)
G2(1)G2(0)
+
G20(0)
2G22(0)
= G1(1)G2(0)−G1(0)G2(1)
G2(1)G2(0)
+ (G1(0)−G2(0))
2
2G22(0)
,
−ηg g0(1)g2(1) +
g0(0)
g2(0)
= −h1g2(0)−h2g0(0)
g2(1)g2(0)
+ (1− ηg) g0(0)g2(0)
≤ h2g0(0)−h1g2(0)
g2(1)g2(0)
+
g20(0)
2g22(0)
= g1(0)g2(1)−g1(1)g2(0)
g2(1)g2(0)
+ (g1(0)−g2(0))
2
2g22(0)
,
(3.32)
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for the numerator and the denominator of C(s) in (3.7), respectively, re-
calling (3.25) with the first and the third inequalities in (3.26) for the last
but one step.
We recall the definitions of Gj(l) and gj(l) for j = 1, 2 and l = 1, 0 in
(3.20) with (3.19), getting
G1(1) = G1(θˆ1, rˆ1; k) = (W1 − 12)2 + rˆ21 − 2(W1 − 12)rˆ1 cos(θˆ1 − kπ2K ),
G2(0) = G2(θˆ0, rˆ0; k) = (W2 − 12)2 + rˆ20 − 2(W2 − 12)rˆ0 cos(θˆ0 − kπ2K ).
Also, we recall the definitions ofW1 = 3R+R
1/4+ 1
2
and W2 = 3R+
1
2
after
(3.1) in Lemma 4. The last expressions are simplified to
G1(1) = 9R
2 + 6R5/4 +R1/2 + rˆ21 − (6R + 2R1/4)rˆ1 cos(θˆ1 − kπ2K ),
G2(0) = 9R
2 + rˆ20 − 6Rrˆ0 cos(θˆ0 − kπ2K ).
(3.33)
Similarly, we acquire
G1(0) = 9R
2 + 6R5/4 +R1/2 + rˆ20 − (6R + 2R1/4)rˆ0 cos(θˆ0 − kπ2K ),
G2(1) = 9R
2 + rˆ21 − 6Rrˆ1 cos(θˆ1 − kπ2K ),
(3.34)
and
g1(1) = 9R
2 + 6R5/4 +R1/2 + rˇ21 − (6R + 2R1/4)rˇ1 cos(θˇ1 − kπ2K ),
g2(0) = 9R
2 + rˇ20 − 6Rrˇ0 cos(θˇ0 − kπ2K ),
g1(0) = 9R
2 + 6R5/4 +R1/2 + rˇ20 − (6R + 2R1/4)rˇ0 cos(θˇ0 − kπ2K ),
g2(1) = 9R
2 + rˇ21 − 6Rrˇ1 cos(θˇ1 − kπ2K ).
(3.35)
Now, we estimate the expressions on the right hand sides of the last
inequalities. We recall 2T − 1 < R ≤ 2T + 1 from the statement of Lemma
4 and use the estimates for rˆl and rˇl for l = 1, 0 in (3.17). We also use
−1 ≤ cos(θ) ≤ 1 for any θ ∈ R. From (3.33), we exhibit the first one in
every detail. First, we group the terms involving higher powers of T , getting
that
G1(1) ≤ 9(2T + 1)2 + 6(2T + 1)5/4 + (2T + 1)1/2 + (T + 52
+ 117
32T
)2 + [6(2T + 1) + 2(2T + 1)1/4](T + 5
2
+ 117
32T
)
= 9(2T + 1)2 + (T + 5
2
+ 117
32T
)2 + 6(2T + 1)(T + 5
2
+ 117
32T
)
+ 6(2T + 1)5/4 + 2(2T + 1)1/4(T + 5
2
+ 117
32T
) + (2T + 1)1/2.
(3.36)
For the first three terms in the last sum, we have
9(2T + 1)2 + (T + 5
2
+ 117
32T
)2 + 6(2T + 1)(T + 5
2
+ 117
32T
)
= 49 T 2 + 77 T + 1303
16
+ 1287
32T
+ 13689
1024 T 2
.
(3.37)
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For the last three terms of the last expression in (3.36), we use (1 + x)α <
1 + αx for 0 < x < 1 and 0 < α < 1. We have
6(2T + 1)5/4 + 2(2T + 1)1/4(T + 5
2
+ 117
32T
) + (2T + 1)1/2
≤ 6× 21/4(2T + 1)T 1/4(1 + 1
8T
) + 25/4T 1/4(1 + 1
8T
)
× (T + 5
2
+ 117
32T
) + 21/2T 1/2(1 + 1
4T
).
(3.38)
Expanding the last expressions in (3.37) and (3.38) by a computer algebra
package and putting back to (3.36), we obtain
G1(1) ≤ 49 T 2 + 7× 25/4 T 5/4 + 77 T +
√
2
√
T + 51×2
1/4 T 1/4
8
+ 1303
16
+ 2
1/2
4
√
T
+ 139×2
1/4
32 T 3/4
+ 1287
32T
+ 117×2
1/4
256T 7/4
+ 13689
1024 T 2
≤ 49 T 2 + 7× 25/4 T 5/4 + 77 T +
√
2
√
T + 15.228 T 1/4.
(3.39)
Here, we have only kept the first four terms with the higher powers of T by
noting that
51×21/4 T 1/4
8
+ 1303
16
+ 2
1/2
4
√
T
+ 139×2
1/4
32T 3/4
+ 1287
32T
+ 117×2
1/4
256 T 7/4
+ 13689
1024 T 2
< 15.228T 1/4,
as T ≥ T0, which is sufficient for our estimate in (3.41).
For brevity, we do not exhibit the details in the following computation.
From (3.33) and (3.34), we obtain the bounds on both ends for G2(0) and
G1(0), but only a lower bound for G2(1) is needed for (3.41) below. That is,
49 T 2 + 21 T + 53.437 < G2(0) < 49 T
2 + 63 T + 71.438,
49 T 2 + 7× 25/4 T 5/4 + 21 T +
√
2
√
T + 5.691 T 1/4 <
G1(0) ≤ 49 T 2 + 7× 25/4 T 5/4 + 63 T +
√
2
√
T + 12.842 T 1/4,
G2(1) > 49 T
2 + 35 T + 57.437;
G1(0)−G2(0) < 7× 25/4 T 5/4 + 42 T +
√
2
√
T + 12.842 T 1/4.
(3.40)
Recalling (3.32) with (3.39) and (3.40), we obtain
G0(1)
G2(1)
− ηGG0(0)G2(0) <
(49T 2+725/4 T 5/4+
√
2
√
T+77.0001)(49 T 2+63T+71.438)
(49T 2+21 T+54.437) (49T 2+35T+54.437)
− (49 T 2+725/4 T 5/4+
√
2
√
T+22)(49 T 2+35 T+58)
(49T 2+21 T+55) (49T 2+35T+55))
+ (7×2
5/4 T 5/4+42T+
√
2
√
T+12.842 T
1
4 )2
2(49 T 2+21T+54.437)2
< 1372 T
3+937.5T 9/4
2401 T 4+2744.0 T 3
+ 49 2
5/2 T 5/2+1400
4802.0 T 4+4116.0 T 3
< 1
2T
.
(3.41)
Similarly, from (3.35) we acquire the following estimates
g1(0) < 49 T
2 + 7× 25/4 T 5/4 + 63 T +
√
2
√
T + 12.9 T 1/4,
49 T 2 + 35 T + 24.1 < g2(1) < 49 T
2 + 77 T + 57.0
g1(1) > 49 T
2 + 7× 25/4 T 5/4 + 35 T +
√
2
√
T + 7.9 T 1/4,
g2(0) > 49 T
2 + 21 T + 20.1;
g1(0)− g2(0) < 7× 25/4 T 5/4 + 42 T +
√
2
√
T + 12.9 T 1/4,
(3.42)
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which are all needed this time for (3.43) next.
It follows from (3.32) with (3.36) that
ηg
g0(1)
g2(1)
− g0(0)
g2(0)
< (49T
2+725/4 T 5/4+63T+
√
2
√
T+12.9)(49 T 2+77 T+57.0)
(49 T 2+77T+57.0) (49 T 2+21T+20.1)
− (49 T 2+725/4 T 5/4+35T+
√
2
√
T+7.9)(49 T 2+21T+20.1)
(49T 2+77T+57.0) (49T 2+21T+20.1)
+ (7×2
5/4 T 5/4+42T+
√
2
√
T+12.9T
1
4 )2
2(49 T 2+21T+20.1)2
< 4116 T
3+937.5T 9/4
2401 T 4+2744.0
+ 49 2
5/2 T 5/2+1400.0
4802.0 T 4+4116.0 T 3
< 2
T
.
(3.43)
From (3.27) and (3.32) with (3.41) and (3.43), we get, using the value of
q in Lemma 4,
(3.44) log
∣∣ C(s)
C(s0)
∣∣ ≤ 5q
4T
= 11 log T
T 1/4
.
We finish the proof of the first estimate in (3.9) from (3.44) directly.
To prove the second estimate in (3.9), one may use the same lines for the
first estimate in (3.9); but, a much easier way to prove the second estimate
in (3.9) is to have a recourse to the double symmetry property, as follows.
For the numerator function ∇[s− i(Y −Y1)] of D(s), we note that ∇[s−
i(Y −Y1)] = ∇(t−Y + Y1− iσ) after we turn it by the angle of 3π2 counter-
clockwisely. We notice that ∇(t−Y +Y1−iσ) = ∇(2−u+v+iw), with σ, t,
and Y1−Y replaced by w, v, and 2−u; also, ∇(2−u+v+iw) = ∇(2−X+s)
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with u = 2 − Y1 + Y = 2 − η and v + iw = s. We remark that 0 < η < 14
satisfies the condition for X in the estimate forC(s). Hence, the same upper
bound of the function C(s) is also a upper bound of the function D(s) on
the same circle, with a possibly different degree of approximation. In any
case, the proof of the second bound in (3.9) is achieved.
We are ready to prove Propositions 1 and 2.
Proof of Proposition 1. We need to estimate the quantity on the left hand
side of (1.12). Recalling the definition of the function B(s) and C(s) in
Lemma 7, we have
ℑ[log ξ(1
2
+ i Y1
)− log ξ(x+ i Y1)]
−ℑ[log ξ(1
2
+ i Y
)− log ξ(x+ i Y )] = F (Y1)− F (Y )−G,(3.45)
where
(3.46) F (y) = ℑ log ξ(s)∇(s)
∣∣∣∣
1/2+i y
x+i y
, G = ℑ log ∇(s+ i Y1)∇(s+ i Y )
∣∣∣∣
1/2
x
,
for 1
2
< x ≤ 2. We claim that
(3.47) F (y) E π, and G E π,
From (3.45) with (3.46) and (3.47), we would finish the proof of Proposition
1.
It remains to prove the claim in (3.47). In estimating for F (y), we use the
first estimate in (3.8). We first apply Lemma 6 to the function B(s) = ξ(s)∇(s)
defined in (3.7) on the line segment from x + iy to 1
2
+ yi. We know that
F (y) E (m1 + 1)π, where m1 is the number of s˘1 such that ℜB(s˘1) = 0 on
the line segment from x+ i y to 1
2
+ i y, exclusive of the end-points. We may
instead consider the analytic function
(3.48) F (s) = 1
2
[
B(s+ i y) +B(s− i y)],
as both ξ(s) and ∇(s) are doubly symmetric with respect to the real axis
and ℜ(s) = 1
2
from (1.5) and the remark after the definition of the pseudo-
Gamma function ∇(s) in (3.1). Noting that 2ℜ(w) = w+w for any w ∈ C,
one sees that the number 2m1, with m1 as above, is the same as the number
of zeros of the function F (s) on the line segments from s = x to 1
2
and from
s = 1− x to 1
2
, exclusive of the end-points, as ℜB(σ + i y) = F (σ).
We prove the first estimate in (3.47) by applying Lemma 5, the number
2m1 as the number of zeros of F (s) on the line segments from s = x to s =
1
2
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and from s = 1−x to s = 1
2
is bounded by the number of zeros of F (s) inside
the circle |s− 1
2
| = 3
2
. We use 3
2
as r and y as r1 in Lemma 5. If |s±i y− 12 | ≤ y,
then |t| ≤ y and |s ± i y − 1
2
| =
√
(σ − 1
2
)2 + t2 + y2 ± 2ty ≤ 4y2. We may
use the maximum of F (s) on the circle |s − 1
2
| = 2y by the maximum
principle. It follows by Lemma 5 that ( y
3/2
)2m1 ≤ B(s)
B(1/2)
= 1 on the circle
|s− 1
2
| = R with R = 2y, noting that T − 1
4
< y ≤ T + 1
4
. Hence, m1 ≤ 0;
from this, we get F (y) ≤ (m1 + 1)π = π.
We now prove the second estimate in (3.47) similarly but with D(s)
instead of B(s) in (3.7) on the smaller circles. Also, we use the following
function
(3.49) G (s) = 1
2
[
∇(s+i Y1)
∇(s+i Y ) +
∇(s−i Y1)
∇(s−i Y )
]
,
instead of F (s). We apply Lemma 6 to the function D(s) in (3.7) on the
line segment from x to 1
2
. We know that G E (m2 + 1)π, where m2 is
now the number of s˘2 such that ℜD(s˘2) = 0 on the line segment from
s = x to 1
2
, exclusive of the end-points. We apply Lemma 5 with the center
at s0,2 := s0 =
5
4
. We use r1 = 1 and r =
3
4
as the radii for the larger
circle and the smaller circle, respectively. This circle corresponds to the one
with the same radius but its center at s0 = σ0 + i t0, where σ0 =
5
4
and
t0 =
1
2
(Y + Y1). We notice here that t0 satisfies the requirement in Lemma
7 from the assumptions on Y and Y1. It follows that
(
4
3
)m2 ≤ T 13T3/4 and
m2 ≤ 13 log TT 3/4 log(4/3) < 1. Because m2 is an integer, we see that m2 = 0. This
finishes the proof of Proposition 1.
Proof of Proposition 2. The proof of this proposition is very similar to that
for Proposition 1. First of all, we have[
log ξ
(
2 + i y2
)− log ξ(2 + i y1)]
− [log ξ(X + i y2)− log ξ(X + i y1)] = J(2)− J(X)− L,(3.50)
where
(3.51) J(x) = log
ξ(s)
∇(s)
∣∣∣∣
x+i y2
x+i y1
, and L = log
∇(3
2
+ s)
∇(X − 1
2
+ s)
∣∣∣∣
1/2+i y2
1/2+i y1
.
We show that
J(x) E 3.442 π, for x = X or 2, and L E π,(3.52)
similar to (3.47) from which we have that the bound for the expressions in
(3.50), which then proves the proposition.
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To prove the first estimate in (3.52), we again apply Lemma 6 with
f(s) = B(s) in (3.7) on the line segment route from s1,3 = x + i y1 to
s2,3 = x+ i y2. By Lemma 6, we know that J(y) E (m3 + 1)π, where m3 is
the number of s˘3 at which ℜB(s˘3) = 0 on the line segment from x + i y1
to x + i y2, exclusive of the end-points. Then, we apply Lemma 5 to the
function
(3.53) J (s) = 1
2
[
B(x− 1
2
+ s) +B(1
2
− x+ s)],
on the circles |s− s0,3| = 1, where s0,3 = 54 + t0,3 with t0,3 = 12(y1 + y2). We
notice that all zeros of the function J (s) from s1,3 to s2,3 are inside the circle
|s−s0,3| = r1 with r1 =
√
(5
4
− 1
2
)2 + (t0,3 − y1)2 =
√
(5
4
− 1
2
)2 + (t0,3 − y2)2
< 0.751 since y2 > T0 − 14 from P roposition 2 and recall that x = X
with 1
2
< X or x = 2 and T0 defined in Section 1. We acquire
(
1
0.751
)m3 ≤
2.0121T 1/8.81759T from the second estimate in (3.8), so that
(3.54) m3 ≤ logT0/8.81759T0+log 2.0121− log 0.751 < 2.442.
It follows that
(3.55) J(x) ≤ (m3 + 1)π < 3.442π.
To prove the second estimate in (3.52), we prove that m4 ≤ 0 by applying
Lemma 5, as the number m4 is the s˘4 such that ℜC(s˘4) = 0 on the line
segment from s = 1
2
+i y1 to
1
2
+i y2. This time, we use the following function
(3.56) L (s) = 1
2
[ ∇(−3/2+s)
∇(1/2−X+s) +
∇(3/2+s)
∇(X−1/2+s)
]
.
We may prove |L| ≤ π similarly, as in the proof of |G| ≤ π. This finishes
the proof of Proposition 2, with 2× 3.442 π + π = 7.884 π.
Recalling that the proof of Theorem 1 depends on Proposition 1 and
Proposition 2 at the end of Section 2, we see now that the proof of Theorem
1 is now also validated.
4 The Upper Bound from the Growth Rate of Zeros:
Proof of Theorem 2 from Theorem 1
In this section, we use Theorem 1 to prove Theorem 2 in the case σ ≥ 1
2
.
For Backlund’s original argument in 1918, see [4] or [21]; a slightly different
approach may be found in [33]. We follow the general line presented in [46].
The following lemma is proven in [12] (Lemma 2.1).
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Lemma 8. Assume that v ≥ 1
4
, T ≥ T0 = 2, 445, 999, 554, 998, and 2T−1 ≤
R < 2T + 1. For |s− u| = R with any u such that 1
2
< u ≤ 2, we have for
σ ≥ v
(4.1) |ζ(s)| ≤ AT 1−v,
with A = 5.801.
We state the Borel-Carathe´odory theorem in complex analysis, from [44].
This theorem shows that an analytic function may always be bounded by its
real part. It is an application of the maximum modulus principle. We only
need a slightly varied form of this theorem stated in [46], which is actually
sufficient for our purpose.
Lemma 9. Let a function f be analytic on a closed disc of radius R centered
at the origin. For 0 < r < R, we denote the norm max|z|≤r |f(z)| by M(r).
Suppose that r1 < r2 < R. Then, we have the following inequality:
(4.2) M(r1) ≤ 2r1
r2 − r1 sup|z|≤r1
ℜf(z) + r2 + r1
r2 − r1 |f(0)|.
By the maximum modulus principle, we know that
M(r) = max
|z|=r
|f(z)|.
The following lemma is well-known in complex analysis and may be found,
e.g., in [1].
Lemma 10 (The three-circle theorem). Suppose that f(s) is analytic in the
annulus r1 < |s| < r2 and continuous on the corresponding closed annulus.
Then
(4.3) M(r) ≤M(r1) log(r2/r)log(r2/r1)M(r2) log(r/r1)log(r2/r1) ,
for r1 ≤ r ≤ r2.
To prove Theorem 2 from Theorem 1, we follow the general line in Back-
lund’s proof in 1918; another proof by Littlewood in 1921 used a different
auxiliary function.
Recall that in Theorem 1 we considered a λ with 1
2
< λ < 1. It is
well-known that there are finitely many zeros for any analytic function in a
bounded open region. Since ζ(s) = ζ(s) as stated in (1.5) by the Schwarz
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reflection principle, we have |ζ(s)| = |ζ(s)|. Thus, we may assume that t ≥
T0 without loss of the generality. Let T satisfy t− ǫ < T ≤ t for sufficiently
small positive ǫ > 0, by which, we may assume that λ+ iT 6= β+ iγ for any
β + iγ = ρ ∈ Z. Let
(4.4) 3
2
< σ0 ≤ 74 , σ0+λ−2+ηˆ+ε12 < ∆ < σ0 − 1,
and set s0 = σ0 + iT with ηˆ and ε1 subject to (4.7) below. We remark here
that 0 < ∆ < 1
5
< σ0 − 1 ≤ 1 from σ0 > 32 and λ > 12 . Setting s0 to be
the center for all circles to be considered below, we first design four circles.
We name the outermost circle by C0 and consider three circles C1, C, and C2
inside C0 with radii R0, R1, r, and R2, respectively, with R0 > R1 > r > R2.
To choose the radii of these circles, we first let dρ = |ρ − s0| for each
ρ ∈ Z. It is well-known that there are finitely many zeros for any analytic
function in a bounded open region. Denoting Zλ,T =
{
ρ = β + i γ ∈ Z :
β > λ, T − σ0 + λ ≤ |γ| ≤ T + σ0 − λ
}
, we let
(4.5) 0 < ηˆ < 1
2
min
{|dρ − dρ′| : ρ ∈ Zλ,T , ρ′ ∈ Zλ,T},
and subject to the requirement that ηˆ is sufficiently small as necessary. We
take
(4.6) R0 = σ0 − λ− ηˆ,
so that the outermost circle C0 is “nearly” passing through the point s =
λ+ iT . We remark here that there is no zeros for the Riemann zeta function
between the circle with the radius σ0 − λ and C0 by the designation of ηˆ in
(4.5).
Then, we take εj for j = 1, and 2, with ε2 = ε such that
(4.7) 0 < εj <
1
9
, for j = 1, and 2, and ε1 + ε2 < σ0 − λ− ηˆ,
here, both εj for j = 1 and 2 may be as small as necessary. Then, we choose
(4.8) R1 = R0 − ε1 = σ0 − λ− ηˆ − ε1, r = R1 − ε = σ0 − λ− ηˆ − ε1 − ε.
By our designation of εj for j = 0, 1, and 2 in (4.7), we see that there are
no zeros for ζ(s) on the circles C0, C1, and C, or between any two of these
three circles. The choices of ε1, ε, and ∆ will be used to minimize the final
estimate in Theorem 2.
We let the radius
(4.9) R2 = σ0 − 1−∆.
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Recalling σ0 >
3
2
from (4.4) and λ > 1
2
, we see that σ0+λ
2
> 1. Thus, ∆ > 0
by (4.4) and σ0 − R2 = 1 +∆ > 1. The circle C2 lies outside the half plane
σ ≤ 1. Furthermore, there are no zeros for ζ(s) inside and on the circle C2,
from the well-known result that there are no zeros for the Riemann zeta
function for σ ≥ 1. Even though, there might be zeros on the circles C0, C1,
and C, or between any two of these three circles.
Then, we define an auxiliary function. We denote by sm for m = 1, 2,
. . ., M , all the zeros of the Riemann zeta-function located inside the circle
C0. These zeros are actually inside the circles C1 and C by the choice of
ε, but outside of the circle C2. We counted these zeros, if they exist, with
multiplicities. Corresponding to each such a zero, we attach a factor zm(s),
which is defined to be
(4.10) zm(s) =
R20−(sm−s0)(s−s0)
R0(s−sm) , for s 6= sm,
where R0 is defined in (4.6). Note that zm(s) =∞ for s = sm. Then, let us
define an auxiliary function Z (s) by the formula
(4.11) Z (s) = ζ(s)
M∏
m=1
zm(s).
By its construction, we see that this auxiliary function does not have zeros
in the whole circle C0. Thus, this auxiliary function is analytic and does not
have any zeros on and inside the circle C0, which gives us the advantage to
be able to apply the three-circle theorem.
In fact, we need the function logZ (s), whose definition will be lately
validated on the way, as the auxiliary function to be used in the proof.
We shall acquire the above-mentioned maximum norms for this function
on the circles C0 and C2 first. The former is related to the upper bound of
the Riemann zeta-function in Lemma 8, for the latter we need to apply a
Vinogradov estimate as stated in (4.36), and it is involving in both cases
the numbers of zeros of the Riemann zeta-function in the concerned region
in Theorem 1.
We now deal with the definition of logZ (s), which should be in the form
of
(4.12) logZ (s) = log ζ(s) +
M∑
m=1
log zm(s).
We first justify that this function is well-defined by the following consider-
ations.
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To define the function on the left hand side in (4.12), we need to validate
each function on its right hand side. For this, we shall use the estimate in
Theorem 1 as the upper bound for the number M , and we need to consider
for each m = 1, 2, . . ., M the function zm(s).
For each m, we notice that zm(s) is a fractional linear transformation
which maps C0 to the unit circle, which may be proved by the fundamental
property of the linear fractional transform, or directly from an elementary
argument as follows. We set s − s0 = R0eiθ with θ ∈ R for all s ∈ C0 and
sm = βm + iγm with βm, γm ∈ R. Then s0 − sm = (σ0 − βm) + i(T − γm).
Thus,
zm(s) =
R20 + [(σ0 − βm)− i(T − γm)]R0eiθ
R0[R0eiθ + (σ0 − βm) + i(T − γm)]
= e−iθ
R0 + [(σ0 − βm)− i(T − γm)]eiθ
R0 + [(σ0 − βm) + i(T − γm)]e−iθ .
Note that eiθ = cos(θ)+ i sin(θ). We find out that the numerator of the last
fraction is [R0+A cos(θ)+B sin(θ)]−i[B cos(θ)−A sin(θ)] with A = σ0−βm
and B = −(T − γm) and the denominator of that is the conjugate of its
numerator. Hence,
(4.13) |zm(s)| = 1, for all s ∈ C0.
We recall from complex analysis that the linear fractional transform al-
ways carries circles to circles or lines. We consider that the point s = sm is
between two circles C0 and C2 and recall that zm(sm) = ∞ we saw above
in (4.10) for each fixed m. One sees that zm(s) carries C2 to a circle which
contains zm(s0) as an interior point, which lies on the same ray from the
origin as s0 − sm and which therefore lies in the half-plane ℜzm(s0) > 0.
Therefore, log zm(s) can be defined such that
(4.14) |ℑ log zm(s0)| < π2 , inside and on C2.
This gives a meaning to log zm(s), which validates the definition of logZ (s),
in (4.12), throughout the interior of C0, as Z (s) is analytic and does not
have any zeros. This gives a meaning to the function logZ (s) in (4.12),
throughout the interior of a slightly larger circle, e.g., the one with the
radius R0+
ηˆ
2
and the same center as C0, because Z (s) is analytic and does
not have any zero throughout the interior of this slightly larger circle.
We note here that
(4.15) |ℑ log zm(s)| < 3π2 , on C2,
Proof of the Lindelo¨f hypothesis 25
from the definition of log zm(s) at the point s = s0, because a circle which
does not contain the origin cannot intersect both halves of the imaginary
axis.
To obtain the upper bound for logZ (s) on the circle C1, we start with
estimating this function on the circle C0. In fact, we are going to apply
Lemma 9 to the function f(s) = log Z (s)
Z (s0)
which satisfies f(s0) = 0. We
only need to estimate the real part of f(s), noticing that
(4.16) ℜ log Z (s)
Z (s0)
= log
∣∣∣∣ Z (s)Z (s0)
∣∣∣∣ = log
∣∣∣∣ ζ(s)ζ(s0)
∣∣∣∣+
M∑
m=1
log
∣∣∣∣ zm(s)zm(s0)
∣∣∣∣.
We then recall that |zm(s)| = 1 from (4.13) and, from (4.10), the condition
in (4.7) with , the second restriction in (4.4), and |s0 − sm| ≥ R2 from the
design of R2, we see that
(4.17) zm(s) =
R0
s−sm , 2 < |zm(s0)| = R|s0−sm| < R0R2 < 3,
and
(4.18) |zm(s)| > 1, inside C0,
from the remark that zm(s) sends C0 to the unit circle in (4.13). Thus,
(4.19) log |zm| = 0, on C0 and log |zm(s)| > 0, inside C0.
It follows that
(4.20) log |ζ(s)| ≤ log |Z (s)|, inside C0.
From (4.12), we see that the inequality becomes equality on the circle C0.
From (4.16) with (4.19), we acquire
(4.21) ℜ log Z (s)Z (s0) E log
∣∣ ζ(s)
ζ(s0)
∣∣.
Inserting r2 = R0 and r1 = R1 defined in (4.6) and (4.8), respectively, into
(4.2) and applying Lemma 9 with z = s, f(z) = log Z (s)Z (s0) , and the estimate
on max|z|≤r1 ℜf(z) in (4.21), we acquire
(4.22) log Z (s)Z (s0) E
2(σ0−λ−ηˆ−ε1)
ε1
log
∣∣ ζ(s)
ζ(s0)
∣∣,
on C1. From (4.22), we get
(4.23) logZ (s) E 2(σ0−λ−ηˆ−ε1)
ε1
(
log |ζ(s)| − log |ζ(s0)|
)
+ | logZ (s0)|.
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However,
(4.24) logZ (s0) = log ζ(s0) +
M∑
m=1
log zm(s0).
For the bounds of log ζ(s0), we recall (4.12) and note
log |ζ(s0)| = ℜ log ζ(s0) = ℜ log
∏
p∈P
(
1− 1
ps0
)−1
= ℜ
∑
p∈P
− log(1− 1
ps0
)
= ℜ
∑
p∈P
∞∑
m=1
1
mpms0
=
∑
p∈P
∞∑
m=1
cos(t0 log p)
mpmσ0
.
Therefore,
− log 2 < log(σ0 − 1) ≤ −∑
p∈P
∞∑
m=1
1
mpmσ0
≤ log |ζ(s0)|
≤
∑
p∈P
∞∑
m=1
1
mpmσ0
= log
∏
p∈P
(
1− 1
pσ0
)−1
= log ζ(σ0)
= log
∞∑
m=1
1
nσ0
≤ log
(∫ ∞
1
dv
vσ0
)
= log
(
1
σ0−1
)
< log 2,
(4.25)
where we used σ0 >
3
2
from (4.4). For other terms in the sum in (4.24), we
note that
ℜ log zm(s0) = log |zm(s0)| < log 3,
from the last inequality in (4.17). It follows that
| log zm(s0)| ≤
√
(ℜ log zm(s0))2 + (ℑ log zm(s0))2
<
√
log2 3 + π
2
4
< 1.917,
(4.26)
recalling (4.14). From (4.24) and (4.24) with M ≤ 5.6012 from (1.6) in
Theorem 1, (4.25), and (4.26), we obtain
logZ (s) E 2(σ0−λ−ηˆ)
ε1
log |ζ(s)|
+
(2(σ0−λ−ηˆ−ε1)
ε1
+ 1
)
log 2 + 10.738,
(4.27)
noting that 1.917 × 5.6012 < 10.738.
Now, we recall (4.1) in Lemma 8 and obtain
(4.28) log |ζ(s)| ≤ c′1 log T,
with
(4.29) c′1 =
⌊
a + logA
logT0
⌋
.
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We remark here that 0 < c′1 <
1
2
+ log 5.801
log T0
< B4,30 = 0.562, from a =
1
2
,
A = 5.801. Recalling (4.23) with (4.28) and (4.27), we obtain
(4.30) | logZ (s)| ≤ c˜1 log T,
on C1, where
c˜1 =
2(σ0−λ−ηˆ−ε1)B4,30
ε1
+ 10.738
log T0
+ 2(σ0−λ−ηˆ−ε1)
ε1 log T0
< c1 =
B4,32
ε1
,
(4.31)
with B4,32 = 1.551, as we may take σ0 =
7
4
and recall λ > 1
2
with (4.4),
(4.5), and T ≥ T0.
We then find the upper bound for logZ (s) on C2. We note that
(4.32) | logZ (s)| ≤ | log ζ(s)|+
M∑
m=1
| log zm(s)|.
For the first term in the last expression, we recall the Euler product formula
in (1.1), noting that |pσ+it| = pσ, and using |a+ b| ≤ |a|+ |b| and |a− b| ≥
|a| − |b| for any a and b ∈ C, getting
log ζ(s) = log
∏
p∈P
1
1− 1
ps
=
∑
p∈P
log
1
1− 1
ps
=
∑
p∈P
∞∑
m=1
1
pms
E
∑
p∈P
∞∑
m=1
1
pmσ
= log
∏
p∈P
1
1− 1
pσ
= log ζ(σ) ≤ log ζ(1 + ∆),
(4.33)
as σ > 1 on the circle C2.
For each m = 1, 2, . . ., M , we look at the real part and imaginary part
of log zm(s) separately to get the estimate for its absolute value. For its real
part, we have
(4.34) ℜ log zm(s) = log |zm(s)| E R
2
0+R0R2
R0∆
= R0+R2
∆
, s ∈ C2,
from |a + b| ≤ |a| + |b| for any a and b ∈ C. For the imaginary part of
log zm(s), we recall the validation of logZ (s) before (4.32). Recalling (4.15),
we see that
| log zm(s)| ≤
√
[ℜ log zm(s)]2 + [ℑ log zm(s)]2
≤
√
4(R0+R2)2+9π2∆2
2∆
=
√(
R0+R1
∆
)2
+ 9π
2
4
,
(4.35)
on the circle C2.
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We cite an explicit upper bound for the Riemann zeta-function from [9],
which says
(4.36) ζ(1 + ∆) ≤ A|t|B(1−σ)3/2 log2/3 |t|,
where A = 175 and B = 46, for 1
2
≤ σ ≤ 1 and |t| ≥ 3. Actually, the
constants A = 175 and B = 46 can be replaced by A = 76.2 and B = 4.45,
respectively, from [22]. We shall use in (4.37) this latter bound.
It follows from this and (4.32), (4.33) with (4.35), Theorem 1 with (1.6),
that
logZ (s) E 2
3
log log T − 4.45∆3/2 + log 76.2
+ 5.6012
√(
R0+R2
∆
)2
+ 9π
2
4
≤ c2 log log T,
(4.37)
where
(4.38) c˜2 =
2
3
+ log 76.2−4.45∆
3/2
log log T0
+ 5.6012
log log T0
√(
R0+R2
∆
)2
+ 9π
2
4
< c2 = 12.641,
for T ≥ T0, recalling the stipulations of R0 and R1 in (4.6) resp. (4.8), as
we take σ0 =
7
4
in the above and now take ∆ = σ0 − 1 − 0.0001 = 0.7499
so that R0 <
5
4
and R2 = 0.0001 in (4.4), as it is optional to take ∆ as the
largest possible and σ0 as the smallest from (4.38).
In the last step, we apply the three-circle theorem as Lemma 10 in this
section on the circles C1, C, and C2, using (4.30) and (4.37) with (4.31) and
(4.38). We notice that log(R1/r)
log(R1/R2)
+ log(r/R2)
log(R1/R2)
= 1. It follows on the circle C
that
(4.39) logZ (s)✁ (c2 log log T )
log(R1/r)
log(R1/R2) (c1 log T )
log(r/R2)
log(R1/R2) ≤ c¨ log T,
where
(4.40) c¨ = c
1− log(R1/r)
log(R1/R2)
1
(
c2 log logT
log T
) log(R1/r)
log(R1/R2) ,
with c1 and c2 from (4.31) and (4.38), respectively.
We recall the designs of R1 and r in (4.8) and R2 in (4.9) to get
R1
r
= 1 + ε
σ0−λ−ηˆ−ε1−ε
R1
R2
= 2 + 2∆−σ0−λ+2−ηˆ−ε1
σ0−1−∆ .
(4.41)
From the second restriction in (4.4), we have R1
R2
> 2 in (4.41). It follows
that
(4.42) log(R1/r)
log(R1/R2)
< ε
(σ0−λ−ηˆ−ε1−ε) log 2 < 2.892 ε,
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from σ0 >
3
2
, λ < 1, and the restrictions ηˆ > 0, ε1 > 0, ε > 0 in (4.7).
From (4.31), we also see that c1 =
1.551
ε1
> 1 so that c
1− log(R1/r)
log(R1/R2)
1 < c1.
With c2 defined in (4.38), we notice that c2 = 12.641 <
log3/4 T
log log T
for all
T ≥ T˜0 > T0, as log3/4 Tlog log T is a monotonously increasing function of T for
T ≥ T0 > 45 > ee4/3 and log3/4 T˜0log log T˜0 > c2 by our choice of T˜0. Equivalently, we
get c2 log log T < log
3/4 T for all T ≥ T˜0 := 10130.35.
Now, we recall from Theorem 2 with ǫˇ and ǫˆ replaced by ε1 and ε, that
(4.43) T ≥ T¨ := max
{
T˜0, e
e
− log ε1+log(1.543)
0.223 ε
}
.
Concluding from (4.40) with (4.42), we acquire
log c¨ ≤ log 1.551
ε1
− 0.723ε log log T < ε log log T
2
,
as 2.892
4
> 0.723 and 0.223− 0.723 = −1
2
, and
(4.44) c¨ ≤ 1.551
ε1
(
1
log1/4 T
)2.892 ε
< c := e−
ε log log T
2 = 1
logε/2 T
,
noting that log 1.551
ε1
< 0.223 ε log log T for T ≥ T¨ from (4.43). We note that
c ↑ 1 as ε ↓ 0, T ≥ T¨ (> T0) fixed.
Moreover, we note that
log |Z (s)| = ℜ logZ (s) ≤ | logZ (s)|,
and
log |ζ(s)| ≤ log |Z (s)|,
from (4.20) on the circle C. This, together with (4.39), implies that
log |ζ(s)| < c log T, on the circle C,
with c defined in (4.44), recalling that in connection with (4.4) we had the
restriction t− ǫ < T ≤ t. Especially, we have
log |ζ(s)| ≤ c log T, for s = λ+ ηˆ + ε1 + ε+ iT ,
from the design of C with the radius r in (4.8) and center s0 = σ0 + i T .
However, we have 1
2
< λ < 1 and we may let ηˆ + ε1 + ε → 0. Then, we let
ǫ→ 0 so that T → t with t− ǫ < T ≤ t; we get
(4.45) log |ζ(s)| ≤ c log t, for s = σ + it,
Proof of the Lindelo¨f hypothesis 30
for 1
2
< σ < 1 and t ≥ T¨ , with T¨ defined in (4.43). Since λmay be arbitrarily
close to 1
2
and ζ(s) is continuous, the upper bound in (4.45) is also valid for
σ = 1
2
.
At the last, we note that for any 0 < δ < 1 with a fixed ε > 0, we may
let T > ee
−
2 log δ
ε so that c < δ, which means that the Lindelo¨f hypothesis is
validated. Concluding from (4.45) with (4.43) and the last restriction on T
and replacing δ, ε1, and ε by ǫ, ǫˇ, and ǫˆ respectively, we finish the proof of
Theorem 2.
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