In the Web environment, especially for e-commerce sites, user identification is becoming a major challenge for admission control on high traffic sites. As previously demonstrated by several authors [5, 2] , when a web server is overloaded there is a significant loss of throughput when we compare finished sessions and the number of responses per second; longer sessions are usually the ones ending in sales but also the most sensitive to load failures. Although there is some work on session-based admission control [2, 13] , this approach does not maximize revenue as it treats all non-logged sessions the same. In this paper we present a novel method for learning to assign priorities to users with higher purchasing intentions. For this, we use traditional machine learning techniques and second order Markov-chain models; we test our approach on access logs obtained from a high-traffic online travel agency. We are able to train a system to estimate the probability of the possible user's purchasing intentions according to its early navigation clicks and other static information. The predictions can be used by admission control systems to prioritize sessions or deny them if no resources are available, thus improving sales throughput per unit of time.
Introduction
During the recent years there have been important changes in the way websites work. There has been a shift from originally serving mainly static content to fully dynamic sites. Dynamic applications for the web have a huge demand on CPU power, opposed to network bandwidth that has been the traditional bottleneck of the web. Not only web programming languages have become more complex over the years, but also user requirements. Websites now rely on technologies such as AJAX to make pages more interactive, XML based languages such as SOAP to exchange B2B information among companies, and SSL for security. These technologies let sites improve user experience and privacy, but also increase the demand for CPU power [4] .
Due to the rising complexity of these systems, an attractive solution is to try to make the system components able to manage themselves. This can be solved using proposals from the Autonomic Computing research area, that draw in an enormous diversity of fields within and beyond the boundaries of traditional research in computer science [6] . Our approach touches on the user modeling area, and adds some form of machine learning based on historical observations. This trend towards more autonomic web applications has two major implications in the user modeling area. On one hand, web user modeling techniques must be enriched and adapted to use the data generated and logged by the dynamic websites, and to capture relevant features in order to properly account for the actual behavior or the user in the site. On the other hand, the increased demand for CPU processing and other resources in this kind of dynamic applications presents a scenario where user modeling can be applied in order to make a more efficient use of the available resources. This paper proposes a novel approach consisting of generating a model for web user behavior in a real, complex website and using it to support decisions regarding the allocation of the available resources, based on a revenue-related metrics.
In our user models, we try to understand how to best capture the features that make a customer more likely to make a purchase, and therefore more attractive -from the point of view of maximizing revenues-to maintain in the system even in the case of a severe overload. In this sense, we are proposing a user-adaptive policy for admission control and session prioritization.
System overload is a common situation and its incidence is growing along with the increase of complex applications that demand more and more resources. Improving the infrastructure of a website might not be simple; for cost reasons, scalability problems or because some peaks are infrequent, websites might not be able to adapt rapidly in hardware to user fluctuations. Almost no company can plan the dimension of their systems according to the resource consumption in rare peaks, and therefore overload does occur. To the analyzed travel agencys website, depending if holidays are approaching or if there is a media marketed campaign e.g. of airline companies, traffic increases substantially. These fluctuations create peak loads and user count can quintuple for a couple of days. When a server is overloaded what happens typically is that it won't server any connection as resources get locked and a race condition occurs.
To prevent serving no users, session admission control systems [5, 2] allow only a certain number of session so that the site can work for some users. In this case, firewalls and load balancers should only accept sessions if there is available capacity. Denied sessions could be forwarded to a static server with the proper explanation message to retry later. Session admission control maximizes throughput in terms of an established variable, such as the number of finished sessions or their revenue. If we take the number of sales per minute as a metric, sessions with higher purchase probability should be accepted or prioritized when the load balancer has to choose between more than one session. Websites offering premium services can also use this technique to send most profitable users to premium servers or to increase their bandwidth. Our early experiments showed that the user's intention to as site can be predicted from its early navigation clicks. In this context, a profit-based admission control policy leveraging user models can help to avoid the revenue to drop from having to delay or drop connections. Defining admission policies based on information generated from user behavior models can contribute to devising cost-effective infrastructures, and it seems to be a promising application field for user modeling.
In this paper we present a method for learning, from the analysis of session logs, how to assign priorities to customers, in this case, according to their probability of purchasing in the current session. We have gathered session logs from a high-traffic online travel agency that makes use of the above mentioned state-of-the-art web technologies. Our approach consists in using the server log files to learn models that can be used to make predictions about each user's future behavior, with the objective of assigning a priority value to every customer based on the expected revenue that s/he will generate, which in our case essentially depends on whether s/he will make a purchase. Our proposal combines static information (time of access, URL, session ID, and whether a user is a registered customer) and dynamic information (the path followed by the user in the host's web graph). For dynamic information we use Markov-models, closely related to other models such as Customer behavior Graphs [9] and finite-state machines, among others. For static information we can use several of the traditional models in machine learning, e.g. C4.5 decision trees, Naïve-Bayes, or linear regressions.
We have developed a program that extracts the static information from session logs, and creates two second-order Markov chains, one for purchasing users and another for non-purchasing users. Each entry on the log (user action) is then passed through both Markov models and their probabilities are added as new variables to the static information. The dataset formed in this way is used to train a predictive model or predictor using the WEKA machine learning package [14] , which therefore takes into account both static and dynamic information. After the predictor is built, incoming sessions can be run against the predictor, which will produce a probability on the users' purchasing intentions.
We obtain promising results in the sense that the predictions made with our system are far from random: While in real traffic only 2% of the sessions end in purchase, this percentage rises to about 16% among those sessions predicted to buy, a 8x increase. Furthermore, the learning system is adaptive, in the sense that if we further restrict the allowed number of admissible sessions over the baseline value, the precision grows accordingly. As web infrastructure capacity is limited, the probabilities produced by our system can be used by load balancer applications to prioritize sessions; the number of allowed session can be set dynamically by modifying the threshold by modifying the lower limit for the purchasing intentions.
The rest of the paper is organized as follows. Next section reviews some of the most relevant related work. Section 3 describes our approach, detailing the information contained in the log files, the methodology that we follow to generate the training data that we need in order to learn the models, and the architecture of the system. Section 4 describes the set of experiments that have been performed using our method with the available data and discusses the results obtained. Finally, Section 5 presents some conclusions and discusses possible future work.
Related Work
The present work lies in the intersection between research in user modeling, machine learning, resource management and autonomic computing. Although there is extensive literature in each of the individual topics, few works address the automated learning of user models for and efficient and autonomic resource management. Recent works on web user prediction [1, 10, 8, 15] have focused on web catching or prefetching of web documents, to reduce latency of served pages and improve the cache hit rate. Another studied approach is to model users for link prediction generating navigational tours and next-link suggestions to users. The mentioned approaches are best suited for large and mostly static web pages, where users navigate vast information such as an encyclopedia. Prefetching a dynamic page that includes DB transactions might be too costly in the case of a miss or user exit. Other authors [11, 1] focus on dynamic content adaptation, where the page adapts to the type of user; it could include images, colors an even products or links. The results obtained from our work could be suited for dynamic content adaptation, however we are focusing this study on user prioritization.
Path analysis [12, 3] and Customer Behavior Model Graphs (CBMG) such as [9] are similar to our dynamic part of the approach, where we use Markov chains. Menascé et al. [9] propose to build the CBMG using k-means clustering algorithm, creating a probability matrix for the possible paths from a state. What we try to accomplish in this paper is not to predict what the next click will be, but rather to detect the user's intentions when visiting the site, and in particular whether s/he will eventually buy. Session-based admission control has been widely studied [5, 2, 13] ; however, it treats all non logged users with equal priority, and we believe that it could benefit from the extra information from our predictor when peak loads occur.
The underlying vision of the approach that we are presenting in this paper is consistent with that of autonomic computing, i.e. building systems that can manage themselves according to high-level objectives from their administrators. This vision is presented in [7] .
3 Our Approach 3.1 What's in a log file?
As mentioned before, we try to develop a system that could be adapted easily to different sites and servers. Therefore, we want to assume the least possible about the information that is stored for each transaction, that is, in our generic proposal we only want to use information that can be produced by most dynamic applications. The produced log should be free of static content i.e. images, CSS, javascript or other media files. It should also be cleaned of non user initiated transactions i.e. AJAX autocomplete controls, background checks and offsite requests (B2B communication).
In particular, we assume that each web transaction is a tuple like the following • session id: is some unique identifier for each session; the session should be provided from the site's dynamic application.
• user id is some information that (often) identifies the user performing the transaction, allowing us to relate different sessions of the same user at different times. User IDs can be stored on COOKIES, if not present IP addresses can be used although this is not 100% reliable (firewalled users can share the same IP) but it is reasonable approximation.
• request type: this would generally be the requested URL and query string, although if possible, the dynamic application would input the exact page action, as the action performed is executed after the request is made and the same URL might be used for different purposes according to the situation. Most commercial sites already have these tags for statistics and tracking purposes.
• ip address: IP address of the requesting client, it will only be used if the user id is not present.
• extra information: extra information could be present on the log, such as time and memory used to serve the request, type of browser originating the request, that could be useful, but will not be used for the present study.
Our preprocessor produces a transformed log file, with one output line corresponding to each input line, but with different information. In particular, information can be added by
• looking back at transactions from the same session e.g. computing how many transactions have been made before.
• looking at historical information of other sessions by the same or similar users e.g. if the user is a returning customer or if he ever actually purchased from the site before.
• and by looking forward in the session e.g. if the session ended in a sale.
Purchase information is obtained by the request type (tag) and it is set manually in the preprocessor. At the time of prediction, one can take into account information from the past (same session or previous sessions), but not from the future. Therefore, the information that we collect by looking forward in the log can only be used in the training dataset that we prepare for learning, and the task that we are concerned with is precisely learning to predict that missing information.
Static information
In our case, for each log entry we produce a new entry in the preprocessed file of the form:
[date range, time range, tag, is logged, returning customer, buying customer, session length, class] where
• date range is some discretization of possible days, decided by the domain expert. For example, we could have 7 values for 7 weekdays, different tags for pre vacation, vacation, and normal times of the year, etc.
• time range is some discretization of daytimes, such as morning, afternoon, night.
• tag belongs to a set of categories into which the original request types have been categorized, again decided by a domain expert from the request type attribute. For us, two particular types of tags are very important:
-the buying tag indicates that the customer is buying at this moment. Our example goal is to predict whether this session will ever contain a transaction of this type. Other goals could include: the magnitude of the transaction to be made, type of product and margins. In the future our system should be able to combine more than one goal to rate users.
-the signed-in tag indicates that the user is logging in the system at this time, e.g. with a username and password.
• is logged Indicates whether or not the user has already signed in the system during this session. Some websites will force the user to log in immediately. Other websites will allow the user to browse for a long time, and maybe login only when ready to buy. Therefore, the relevance can greatly vary from site to site.
• returning customer Indicates whether this customer has ever visited the website, as indicated by a COOKIE, IP address or by the fact that s/he has logged. This variable can have different values, according to whether it has been seen in the last day, week, month, etc.
• buying customer Indicates whether this customer has already bought in the past, as this information is considered extremely relevant to predict whether s/he will buy again and to the priority he should be assigned. Again, one could introduce different values or variables to indicate the frequency, amount, time spent since last purchase, etc.
• session length: the length of the session. We take this to be the number of requests in the session so far. We could additionally add another variable indicating the length (in, say, seconds) of the session, but we have not done so in this version.
• class is the class assigned to this session, that is, what a correct prediction should be for this log entry. In our case, there are two classes: buyer and non-buyer. Note that this is the only information computed by looking forward in the log file, for training purposes.
Generating Dynamic Information
We call the previous information static because it reflects little information about the navigation path of the user in this session. On the other hand, it is reasonable to believe that the sequence of requests made by the user should help in predicting his/her future behavior. We call this sequence the dynamic information of the session. In dynamic websites, it can be identified by a sequence of URLs, request type for our logs. Unfortunately, most machine learning algorithms are not well adapted to dealing with variables that are themselves sequences, and some ad-hoc mechanism has to be designed. We propose here to use Markov chains of variable order.
Recall that a k-th order Markov chain consists of a set of states S and for each state s and path p of length k defines a probability that the next state is s given that the k last visited states are those in path p. In particular, by using a chain-type rule, a Markov chain M assigns a probability Pr[p|M ] to each path p of any length. If the transition probabilities of M are inferred from a set of observed paths, then one can take Pr[p|M ] as an approximation of the probability of path p in the data obtained by forgetting all history before the last k steps.
More precisely, for some parameter k, we create a two order k Markov chain for each of the classes, which models the typical sequences of tags (requests) for each class. In our case, we train two models: one for buyers and one for non-buyers. At prediction time, and given the path followed in the current session, these two chains can be used to compute probabilities Pr[p|buyer] and Pr [p|nonbuyer] , where p is the sequence of previous k tags in the session. Using Bayes' rule, we can then estimate the converse probabilities Pr[buyer|p] and Pr [nonbuyer|p] . That is, given that the user has followed this path, the Markov chains guess the probabilities that later in the future s/he buys or doesn't buy.
The buying and non-buying probabilities can be added as new variables to the static information. The resulting sequence of transformed and enriched log entries can be treated as a dataset where the order of examples is irrelevant and each example is a tuple of simple values (numeric or categorical values). This is what is needed to apply most machine learning algorithms in the literature, such as Naïve Bayes or Bayesian nets, decision trees, linear and nonlinear regression, and most neural network models, among others. The preprocessor is in charge of reading the raw log file and extracting the static information. Additionally, it passes the information on the sequence of tags (or path) followed in each session to the Markov model builder, which produces one Markov chain for each class. These Markov chains are then run again on the preprocessed sessions to estimate a probability that each session belongs to one of the classes. These probabilities are then added as new variables to the transformed log file. Finally, this new log file is passed to one or more machine learning algorithms to produce a predictor model. For building predictors we have used the popular WEKA [14] package, which incorporates dozens of machine learning algorithms ready to use.
Architecture of our system

Experiments
The Data
The data for the experiment was provided by high traffic Spanish online travel agency. It consisted of about 122,000 transactions collected over approximately 2 days (from 06/29/2006 to 06/30/2006). The web access log was produced by the site's dynamic application; additional code was added at the end of each executing script to log the transaction data after the actions were executed. By doing so, the data is already cleaned and more accurate, as opposed to the access log from a web server. In contrast to the web server, the application can log directly the user session, not only its IP address; allowing us to separate correctly NAT/firewalled users. The additional code also logs the exact page action the user executed, which might be ambiguous from a regular URL in an access log which we call the request type.
The data was later preprocessed to clean to remove noise from the log. We found that there were a couple of more than 50 transactions sessions, which were identified manually as being produced by automated bots and crawlers. One-click sessions were also cleaned as they would not account for more load, which is the focus of this study. One-click sessions were mainly users that entered the site from a banner of a search page, this could be verified as most request types were made to landing pages, specially prepared for this purpose.
¿From the data we were able to distinguish 42 different tags or different "pages" accessed by users during their navigation in the site. This corresponded to 21,200 sessions, where 4783 is the number of users who returned; the number of returned users would probably been higher if the analyzed period was for more days. In the website users were not required to login to purchase and the login feature is located after selecting a product, so the login number was very low. Our result does not depend on login information, as we treat all users as being anonymous; login data is used as a complement as is readily available but not guaranteed.
An important feature of the data is that only about 2% of the sessions end in purchase. This percentage is in contrast with some other studies [9] where the fraction of purchases is much higher, but verified to be the norm for most current web companies. For most machine learning algorithms this is a problem: when one of the two classes is so under represented, most algorithms will simply output a model that always says "non-buyer" (with a 98% accuracy). To force the learning algorithm to pay attention to this minority of buyers, once the log was preprocessed, we filtered out most of the nonbuying sessions and prepared a smaller dataset with about 14,500 transactions of which about 50% led to purchase. This dataset was only used for the initial training phase. A second dataset was prepared containing transactions with the original proportion of 98% of non-buyers, which was used for testing the learned models.
As indicated in Figure 1 , two Markov models for buyer and non-buyer sessions were produced, and their predictions were added to the static information, providing the final dataset on which several algorithms from the WEKA package were applied.
Description of experiments and results
The general goal of the experiments was to test the hypothesis that there is enough information in the processed logfile to make useful predictions about whether a session will end up buying. It is convenient to present our results using confusion matrices, which detail how many instances of each class are classified in that and other classes. In our case, our two classes are buy and non-buy so WEKA's confusion matrices look like
Here, X+T is the number of correctly classified instances and Y+Z is the number of incorrectly classified ones. In particular,
• Y is the number of false positives (hits that are classified as buyers but are not eventually followed by a purchase) and
• Z is the number of false negatives (hits that are classified as non-buyers but whose session ends in purchase).
Recall however that our ultimate goal is to use these predictions for prioritizing sessions, and deny the ones with lower priorities when server is under heavy load condition. The meaning of a false positive and a false negative in this context is very different. Rejecting a false negative (Z) session implies a substantial loss (in revenue), so it is preferable to accept it even at the cost of keeping many false positives (Y) at in the system. Therefore, these two figures should be looked at separately and carefully. Even more than the % of correctly classified instances, the quantities of interest are the well-known recall and precision measures, and one specific to our setting: the fraction of transactions predicted that lead to purchase, which we call we call "%admitted" since potentially these would be the sessions admitted in the server. More precisely,
• %admitted is (X+Z) / (X+Y+Z+T). This is the quantity that may be limited by the available infrastructure.
• the recall is fraction of real buyers that are admitted, X / (X+Y). A too small recall will make many potential buyers frustrated, so this quantity should be kept minimal.
• the precision is the fraction of predicted buyers that end up buying, X / (X+Z).
At this preliminary stage of research, we decided to use simple but easy-touse learning methods. More sophisticated methods will be used in the future, once we have developed a better understanding of what kind of results we can expect and where the useful information is.
In all experiments, the 50%buyers-50%non-buyers dataset was used for the training phase, and in a first set of experiments, we used WEKA with static information only. That is, we configured WEKA not to use the variables coming from the Markov models. We tried the following learners:
• Logistic, a logistic linear regression.
• j48, WEKA's version of the C4.5 decision tree inducer.
• NaiveBayes, the well-known Naïve Bayes classifier.
We used WEKA's default parameters, with the exception of j48 which was forced to place at least 20 examples in each tree leaf (parameter -M 20) to reduce the size of the tree. The results are given in Figure 2 . One can see that there are noticeable, but not drastic, differences in %admitted and recall. But we believe that the really significant figure is that of precision. Precision is practically the same in all three models, around 15% -17%. Figure 3: Models built by different classifiers with both static and dynamic information overload situation, if this information about sessions is used, the number of admitted buyers compared to a session without admission control mechanism (or where admitted sessions are chosen at random) would be about 16% to 2% an 8x increase in the proportion of buyers. In a second set of experiments we wanted to see whether the dynamic information is useful. We performed the same experiments as before but this time letting WEKA use the two variables coming from the two Markov models. The results are given in Figure 3 . The results are only marginally better than those obtained with static information only. This has two possible explanations: either dynamic information does not add anything interesting over static one, or we have not yet captured it correctly with our simple Markovian models. At this moment, we are still inclined to believe that there has to be a way of making use of dynamic information. We plan to investigate more refined models in the near future.
In a third set of experiments we wanted to simulate the effect of varying resources on recall and precision. More precisely, we performed the experiments above but forcing the three models to admit a fixed number of users N . Since the number of users admitted in Figures 2 and 3 was in the range N = 25, 000 . . . 30, 000, we tried situations where less users can be admitted (N = 10, 000 and N=5, 000) and more users can be admitted (N = 30, 000 and N = 50, 000). The number of admitted users was varied, for the time being, by assigning different weights to false positives and false negatives using WEKA's CostSensitiveLearning method. We present the results for the j48 method only. One can observe that as admission is made harder (N decreases), both recall and precision strictly grow. In other words, as competition gets stronger, our system tends to let in only the most promising sessions. This is an important conclusion for our ultimate goal: that of designing a load balancer that makes use of our predictions to adapt itself to the current workload conditions.
Conclusions and Future Work
Websites might become overloaded by certain events such as news events or promotions, as they can potentially reach millions of users. When a peak situation occurs most infrastructures become stalled and throughput is reduced even though there are more users. To prevent this, load admission control mechanisms are used to allow only a certain number of sessions, however current session based admission systems don't differentiate between users and might be denying access to users with the intention to purchase. As a proof of concept, we have taken a dataset from high traffic online travel agency to perform experiments to approximate users purchasing intentions from their navigational patterns. ¿From our experiments, we are able to show that by training a model from previously recorded navigational information on a website, when a peak load situation occurs, by obtaining a sessions purchase information we are able to increase the number of sales per unit of time. In our preliminary experiments, we have increased the precision (or proportion of admitted users that buy) from 2% to 16%, a factor of 8. The maximum number of allowed users to the site should be flexible, according to the infrastructure's capacity; by assigning different weights to false positives and false negatives, the model can adapt itself dynamically maintaining a reasonable precision. We have also tried to incorporate as input to the learner the predictions generated by two Markov chains modelling users and non-users. The increment, however, was not significant enough to draw final conclusions.
We can conclude that admission control, and resource management in general, is a promising application field for automatically learned user models. Using models of user navigation we have been able to show that in overload situations we can restrict the access to a web application to only a proportion of all the demanding customers while only reducing the revenue that they generate by a factor significantly lower.
As future work we plan to further investigate other models, including hidden Markov models, Bayesian Networks, and k-means clustering, to improve predictions. We are also going to explore other classifications i.e. magnitude of the transaction, type of product and profit margins; and their combinations to increase productive efficiency. Before trying our method in production websites for real-time load admission control, we are evaluating the performance of these algorithms in a manager to prioritize user sessions.
