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Abstract: 
A distributed database system consists of a 
number of sites connected via a computer network, 
which has a huge amount of data used by an unexpected 
number of users that increasingly grow. Because of 
incremental requirements to the information to be 
available, many parameters may affect the performance 
of the distributed database systems including the 
number of sites, the degree of replication and the 
operation modes. This study aims to analyze the effects 
of these parameters on the performance of the 
distributed database system to identify which parameter 
has the most effect on the system. This study may help in 
the evaluation of the best configuration and operating 
environment to enhance the performance and 
throughput and decrease the delay time. 
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1. INTRODUCTION 
A distributed database system consists of a 
number of sites connected via a computer network [4, 7, 
9], which has a huge amount of data usually used by a 
high number of users that increasingly grows. Users use 
the distributed database in a transparent manner when 
they use a single database. Data contained in a 
distributed database system must be organized in a 
satisfactory manner to satisfy the user requirements 
within an acceptable time, because a transaction in 
distributed database consists of several participants to 
execute over multiple sites. The performance of a 
distributed database systems is influenced by several 
parameters [1, 6, 8], most of them are; the number of 
sites that the distributed database system contains, the 
degree of replication obtained which enhances the data 
availability, and the operation modes that the 
transactions deal with. 
 
This study aims at analyzing the effects of 
these parameters on the performance of the distributed 
database system to identify which parameter has the 
most effect on the system; this may help in configuring 
such systems in order to enhance the performance and 
throughput and decrease the delay time. Many 
researchers have studied some of these parameters as in 
[2, 5] who studied the effect of degree of replication on 
the system performance, their analysis has shown that 
this parameter enhances the system performance  
 
 
 
especially when most of transactions have a read 
operation. Developing an analytical model to study the 
tradeoffs of replicating data in a distributed database 
environment is presented in [3], their model was 
implemented against some of concurrency control 
protocols, and they have found that the replication can 
significantly improve the response time with additional 
time requirements to maintain consistency among the 
replicates. Yadav and Agarwal [10] examined the 
performance of four concurrency control algorithms 
about how conflicts are detected and resolved and found 
that the optimistic protocol could be the best performer 
in replicated database. 
 
To analyze the performance under the 
distributed two-phase locking with different workload, a 
simulation program using Java technology will be 
developed to measure the effects of the parameters 
mentioned. The program will generate the database 
objects and distribute them into a several sites with 
different replication criteria and different operation 
modes and then data gathering will then be done to 
evaluate the system behavior. 
 
2. POPULATION OF STUDY 
The distributed database in this study is 
composed of three logically correlated sites as shown 
in Figure 1; each site consists of one database. 
According to the system's parameters listed in Table 1, 
there are 15 tables partially replicated over these sites 
(even in structure), because it is our concern to 
measure the performance of the system by 
implementing global transactions (i.e. to make the most 
of the transactions generated by the simulator global). 
In the sample runs for distributed database, the tables 
distributed over three sites as one-dimensional partial 
replication "some objects to all sites" [5]. The 
simulation program fills randomly the 15 tables with 
5000 database objects (rows) as shown in Table 2. 
Then, it also randomly distributes these tables across the 
three sites. The parameter named "the degree of 
replication" is considered to replicate the database 
objects over sites. Three different values for 
this parameter are considered, 0.2, 0.5 and 1.0 which 
means 20%, 50% and 100% of logical data items are 
replicated over sites, respectively, with 100% means 
full replication. Then the transactions will be 
generated randomly with different modes 
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 of DML operation, (R means that all operations of the 
transactions will be read, RW means that mixed of read 
and write operations will be considered and W for write 
operation). 
 
Figure 1. (Distributed Database Architecture for Three Sites) 
 
Table 1. (Simulation Parameters for Distributed Database) 
 
 
 
Table 2 (Distributing Database Objects Into 15 Tables) 
Number of Database Objects Table ID 
500 1 
300 2 
350 3 
420 4 
280 5 
690 6 
280 7 
340 8 
420 9 
220 10 
235 11 
130 12 
275 13 
305 14 
255 15 
 
 3. DISCUSSION 
The system runs many times according to the 
database population mentioned earlier to show the 
system behaviour, sample data of 100 transactions are 
presented in Table 3 in order to inspect how the system 
behaves on this workload at different parameters 
(number of sites, replication and operation modes). 
 
 
Table 3. (Sample Results of 100 Transactions) 
T
ransaction ID
 
A
rrival T
im
e 
Start Service 
E
nd Service 
W
aiting T
im
e 
E
xecution T
im
e 
N
um
ber of L
ocks 
N
um
ber of 
O
perations 
Sites U
sed 
O
peration M
ode 
Status 
1 0 0 306 0 306 16 6 2 R Done 
2 0 16 346 0 363 27 10 2 RW Done 
3 0 17 630 0 613 25 10 3 RW Done 
4 5 41 848 0 807 31 12 3 RW Done 
5 5 56 161 123 105 7 2 1 R Done 
6 8 56 1395 214 1339 33 15 2 W Done 
7 8 56 239 0 183 10 4 2 R Done 
8 8 72 708 0 636 26 9 2 RW Done 
9 11 72 1286 0 1214 39 16 2 W Done 
10 11 88 661 0 573 29 12 3 RW Done 
11 11 88 1442 0 1354 31 17 3 W Done 
12 11 103 208 0 105 11 4 1 R Done 
13 13 114 989 0 875 26 11 3 RW Done 
14 13 118 551 0 433 16 4 3 RW Done 
15 14 134 1083 0 949 32 15 3 RW Done 
.. ..     .. .. ..  .. 
96 94 1598 5264 1914 3666 35 15 3 RW Done 
97 94 1614 2546 302 932 20 7 2 RW Done 
98 94 1614 2889 374 1275 32 11 2 RW Done 
99 94 1630 3358 0 1728 39 17 3 RW Done 
100 94 1677 3389 421 1712 30 11 1 W Done 
 
3.1 OPERATION MODE 
Table 4, summarizes the data presented in 
Table 3 according to the operation's mode required by 
the transactions. According to this data table and by the 
inspection of Figure 2, it is clear that the mode of 
operations affects the system performance because the 
lock manager must lock all copies of the database item 
when the transactions have a write or read-write 
operations in order to preserve the consistency. 
However, this would result in less effect in case of read 
only operations because it is executed either locally or 
from the nearest site 
 
Table 4. (Transactions Classified According to the Operation Mode) 
M
ean Service 
T
im
e for W
-
m
ode 
T
ransaction ID
 
M
ean Service 
T
im
e for R
W
-
m
ode 
T
ransaction ID
 
M
ean Service 
T
im
e for R
-
m
ode 
T
ransaction ID
 
1344 6 2766 2 328 1 
1219 9 610 3 110 5 
1359 11 812 4 188 7 
3500 21 641 8 110 12 
1031 22 578 10 250 17 
1547 25 875 13 32 23 
1578 27 437 14 438 24 
  953 15 78 28 
  985 16 125 30 
  2016 18 62 32 
  360 19 172 34 
  760 20 531 39 
  468 26   
  703 29   
  859 31   
  1578 33   
Parameter Description Values 
Num-site Number of sites 3 
DB-num Number of databases in each site 1 
DB-obj Number of database objects for each site 5000 
Rep_deg Degree of replication 0.2, 0.5, 1.0 
Num-table Number of tables in a database 15 
Num-trans Number of transactions in the system Up to 500 
Min-trans-size Minimum number of operation 1 
Max-trans-size Maximum number of operation 20 
Op-mod Operation mode R, RW, W 
Queue-length Maximum queue length 20 
Time_check Mean time to check a lock 1 ms 
Time_set Mean time to set a lock 1 ms 
Time_rel Mean time to release a lock 1 ms 
Time_acc Mean time to access a data object 20 – 100 ms 
User 1 
User 2 
User 3 
User N 
User 1 
User ۲ 
User 3 
User 
 
User K User 1 User 2 
Site 2 
Site 3 
DB 
DB DB 
Site 1 
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   2938 35   
  3625 38   
  1203 36   
  1062 37   
  828 40   
The effects of operation mode
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Figure 2. (Effects of Operation Mode) 
 
3.2 NUMBER OF SITES 
The number of sites also affects the system 
performance because of locking multiple copies at 
multiple sites when needed as shown in Table 5 and 
Figure 3. However, the mode of operation has a greater 
effect on the system performance than the number of 
sites because transactions can read data locally if exists 
or from the nearest site, but locks multiple copies in 
case of update which affects the service time and may 
increase the waiting time when the competition was 
high. 
 
Table 5. (Transactions Classified According to the Number of Sites) 
T
ransaction 
ID
 
O
ne Site 
(M
ean 
Service 
T
im
e) 
T
ransaction 
ID
 
T
w
o Sites 
(M
ean 
Service 
T
im
e) 
T
ransaction 
ID
 
T
hree Sites 
(M
ean 
Service 
T
im
e) 
5 110 1 328 3 610 
12 110 2 2766 4 812 
21 3500 6 1344 10 578 
28 78 7 188 11 1359 
29 703 8 641 13 875 
31 859 9 1219 14 437 
32 62 16 985 15 953 
34 172 17 250 20 797 
35 2938 18 2016 22 1031 
  19 360 23 32 
  24 438 25 1547 
  26 468 37 1062 
  27 1578 38 3625 
  30 125 39 531 
  33 1578   
  36 1203   
  40 828   
Figure 3. (The Effects of the Number of Sites Used) 
 
The sample data presented in this chapter has 
mixed types of transactions in terms of the operation 
mode and the number of sites used. So, the extreme 
values where the transaction is deadlocked or 
blocked are eliminated because our concern here is to 
measure the effect of such parameters on the system 
behavior rather than studying those values. The graph in 
Figure 3 shows approximately the effects of sites used. 
So, when the transaction is locally executed, the system 
behaves better. When the transaction becomes globally 
executed, on the other hand, the system performance 
decreases due to message passing among the sites. 
 
 
3.3 DEGREE OF REPLICATION 
The degree of replication parameter has an 
effect on the performance especially on read only 
transaction. In other words, the performance of the 
system becomes better because the data may be locally 
available most of the time. Many researchers [2, 5] have 
studied such parameter in distributed two-phase locking 
in distributed database systems and gave a full 
description of the parameters that affect the system 
performance.  
 
3. CONCLUSION 
The analysis of distributed database parameters 
discussed on different workload and different data 
replication. The data produced show that the degree of 
replication affects the system performance especially 
when most of the transactions try to read the data due to 
local processing. Operation mode also affects the 
system behavior because of the update propagation. The 
number of sites increased the system reliability because 
of increasing data availability. It seems according to the 
studied workload that the operation mode has a higher 
effect because of update complexities particularly when 
the replication was high. This study may help in 
evaluating the best configuration and operating 
environment to enhance the performance and 
throughput and decrease the delay time, which depends 
on the system nature and the type of operations that the 
transaction can use. 
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