In this paper we analyze the properties of the set of solutions of the generalized continuous algebraic Riccati equation from a geometric perspective. In particular, we study the relationship existing between the solutions of the generalized Riccati equation and the output-nulling subspaces of the underlying system. This analysis reveals the presence of a subspace that plays an important role in the solution of the related optimal control problem.
I. INTRODUCTION
The classic solution of the continuous-time regular infinite-horizon linear quadratic (LQ) problem is traditionally expressed in terms of a symmetric solution X of the Riccati equation
where A, Q ∈ R n×n , B, S ∈ R n×m , R ∈ R m×m are such that the so-called Popov matrix Π satisfies
and R is invertible. When R is allowed to be singular, the corresponding LQ problem is called singular, see e.g. [13] , [20] , [17] , [16] , [14] . In particular, in [13] and [20] it was proved that an optimal solution of the singular LQ problem exists for all initial conditions if the class of controls is extended to include distributions. In [15] the constrained generalized continuous algebraic Riccati equation was defined, in analogy with the discrete case, by replacing the inverse of the matrix R appearing in (1) with its Moore-Penrose pseudoinverse. To our best knowledge, the recent papers [9] , [10] were the first attempts to relate this equation to singular LQ optimal control problems. Indeed, in [9] , [10] it was shown that the existence of symmetric solutions of the constrained generalized continuous-time Riccati equation is equivalent to the existence of impulse-free solutions of the associated singular LQ problem from any initial condition. This means, in particular, that an optimal control can always be expressed as a state-feedback. Now that the connection between the constrained generalized continuous-time algebraic Riccati equation and the singular LQ problem has been explained, L.Ntogramatzidis@curtin.edu.au the important issue arises of analyzing the set of solutions of such equation and the relations of each of such solutions with the corresponding LQ control problem. Considerable effort has been devoted in providing a geometric characterization of the set of solutions of the discrete counterpart of this Riccati equation, see [18] , [6] , [7] , [8] . A similar characterization for the continuous time generalized Riccati equation has never been considered.
Another reason for analyzing the geometric structure of the solutions of the generalized continuous-time Riccati equation is the fact that this equation is a particular case of a more general type of Riccati equation that arises in the literature that flourished in the past twenty years on stochastic optimal control, see e.g. [1] , [2] , [3] , [11] and the references cited therein.
In this paper a geometric analysis is carried out on the structure of the symmetric solutions of the constrained generalized continuous-time algebraic Riccati equation. In particular, we will prove that the dynamics of the closedloop system can be divided into a part that depends on the particular solution X considered, and one part which is independent of it. We also show that the latter dynamics, which is not necessarily stable, is confined to a reachability output nulling subspace, so that it does not contribute to the cost function. The spectrum associated with the reachable part of this dynamics can therefore be assigned without affecting the optimality of the cost. We show that the LQ optimal control problem may admit a stabilizing solution even in cases in which the generalized continuous-time Riccati equation does not admit a stabilizing solution. This new feature has no parallel in the regular LQ problems. This is the conference version of a longer journal paper submitted by the same authors to Automatica.
II. THE GENERALIZED RICCATI EQUATION AND LINEAR QUADRATIC OPTIMAL CONTROL
Consider the state differential equatioṅ
where A ∈ R n×n and B ∈ R n×m . The classic LQ problem can be stated as the problem of finding the control u(t), t ≥ 0, that minimizes the quadratic performance index
subject to (3) , where Q ∈ R n×n , S ∈ R n×m and R ∈ R m×m satisfy (2). We denote Σ def = (A, B, Π), which is sometimes referred to as Popov triple. When R is positive definite, the optimal control (when it exists) does not include distributions. If R is only positive semidefinite, the optimal solution can contain Dirac deltas and its derivatives. Important links exist between the existence of the solutions of the socalled generalized continuous algebraic Riccati equation
subject to the constraint
and the non-impulsive optimal solutions of the infinitehorizon LQ problem, [9] , [10] . The equation (5) along with the condition (6) is usually referred to as the constrained generalized continuous algebraic Riccati equation, and denoted by CGCARE(Σ).
The crucial difference between the discrete and the continuous time is that, whereas in the discrete time the existence of symmetric positive semidefinite solutions of the constrained generalized discrete algebraic Riccati equation is equivalent to the solvability of the infinite-horizon LQ problem, in the continuous time case this correspondence holds for the socalled regular solutions, i.e., the optimal controls of the LQ problem that do not contain distributions.
III. PRELIMINARY RESULTS ON CGCARE(Σ)
The purpose of this section is to provide a geometric characterisation for the set of solutions of the generalized continuous algebraic Riccati equation. Most of the results in the sequel hinge on the geometric concepts of output-nulling subspace and friend. These concepts are briefly recalled in Appendix A for the sake of completeness. We herein recall a standard linear algebra result that is used in the derivations of this paper.
Lemma 3.1:
In view of (i) in Lemma 3.1, (6) is equivalent to ker R ⊆ ker(X B). The following notation is used throughout the paper. First, let G def = I m − R † R be the orthogonal projector that projects onto ker R. Moreover, we consider a non-singular matrix T = [T 1 | T 2 ] where im T 1 = im R and im T 2 = im G, and we define B 1 def = BT 1 and B 2 def = BT 2 . Finally, to any X = X T ∈ R n×n we associate the following matrices
When X = X T is a solution of CGDARE(Σ), then K X is the corresponding gain matrix, A X the associated closed-loop matrix.
Remark 3.1:
A symmetric and positive semidefinite solution of the generalized discrete-time algebraic Riccati equation also solves the constrained generalized discretetime algebraic Riccati equation, [6] . This fact does not hold in the continuous time, i.e., not all symmetric and positive semidefinite solutions of GCARE(Σ) are also solutions of CGCARE(Σ).
IV. CHARACTERIZATION OF THE SOLUTIONS OF CGCARE
Since Π is assumed symmetric and positive semidefinite, we can consider a factorization of the form
where
The spectrum is defined as
It is easy to see that
We recall the following classical result.
Lemma 4.1:
For any X = X T ∈ R n×n , there holds
Proof: Let us define
It is enough to prove that
The following important result is the continuous-time counterpart of Theorem 3.1 in [6] .
2 is a square spectral factor of Φ(s); 2) normrankΦ(s) = rank R. Now we show that, given a solution X = X T of GCARE(Σ):
(a) ker X is an output-nulling subspace for the quadruple (A, B,C, D) , i.e.,
In the case where X = X T is the solution of GCARE(Σ) corresponding to the optimal cost, these properties are intuitive. Now we prove that the following stronger result holds.
Theorem 4.2: Let X = X
T be a solution of GCARE(Σ). Then, ker X is an output-nulling subspace of the quadruple (A, B,C, D) and −K X is a friend of ker X.
Proof: Since X is a solution of GCARE(Σ), the Lyapunov equation
holds, where
If we multiply (9) to the left by ξ T and to the right by ξ , we obtain C X ξ = 0, which proves that ker X ⊆ kerC X . We multiply the same equation to the right by ξ , and we obtain X A X ξ = 0, which shows that ker X is A X -invariant. We have proved that ker X is an A X -invariant subspace contained in the null-space of C X , and this shows that ker X is an outputnulling subspace for (A, B,C, D) and −K X = −R † S X is an associated friend.
We will show that the reachable subspace R ⋆ ker X on the output-nulling subspace ker X, coincides with the reachable subspace of the pair (A X , B G X ), that we denote by R 0,X . Before we establish this fact, we first need to give some additional results on the solutions of CGCARE(Σ).
Lemma 4.2: Let X = X
T solve CGCARE(Σ) and let R 0,X denote the reachable subspace associated with the pair (A X , B G), i.e.,
Let
The following result shows that the subspace R 0,X is independent of the particular solution X = X T of CGCARE(Σ), and such is also the spectrum of the closedloop matrix restricted to R 0,X .
Theorem 4.3:
Let X = X T be a solution of CGCARE(Σ), and let R 0,X be defined by (10) . Then,
As a consequence of this result, if the spectrum of the closedloop matrix restricted to R 0,X contains unstable eigenvalues, no solutions of CGCARE(Σ) can stabilize the closed loop. Notice that this issue does not arise in the standard case because, when R is positive definite, matrix G is zero, and therefore R 0,X = {0} for every symmetric solution X = X T of CARE(Σ). 
V. STABILIZATION
So far we have shown that the spectrum of the closed-loop matrix A X restricted to the subspace R 0,X is independent of the particular solution X = X T of CGCARE(Σ) considered. This means that the corresponding eigenvalues are present in the closed-loop independently of the solution X = X T of CGCARE(Σ) considered. Since we have shown that R 0,X = R ⋆ ker X , it is always possible to find a matrix L that assigns all the eigenvalues of the map (A X + B G L) restricted to R ⋆ ker X , by adding a further term B G L x(t) to the feedback control law. This operation does not change the value of the cost with respect to the one obtained by u(t) = −K X x(t), because this additional term only affects the part of the trajectory on R ⋆ ker X which is output-nulling. In doing so it may stabilize the closed-loop. Indeed, since R 0,X is output-nulling with respect to the quadruple (A, B,C, D) , it is also output-nulling for the quadruple (A−B K X , B,C −D K X , D), and two matrices Ξ and Ω exist such that
where R 0,X is a basis matrix of R 0,X , see Appendix A. In order to find a feedback matrix which stabilizes the system, we solve (12) in Ξ and Ω, so as to find L such that
Ξ, where the eigenvalues of Ξ are the eigenvalues of the map A X + B L restricted to R 0,X . We first compute the set of solutions of (12) in Ξ and Ω, i.e.,
is a basis matrix of ker
an output-nulling reachability subspace, the pair (Ξ, H 1 ) is completely reachable. This implies that a matrix K in (13) can always be found so that the eigenvalues of Ξ are freely assignable (provided they come in complex conjugate pairs). Hence, we use such K in (13) . Since this subspace does not depend on the particular solution of CGCARE(Σ), we have R 0,X 1 = R 0,X 0 . Since this subspace has dimension 2, we can stabilize at most 2 eigenvalues in the closed-loop matrix without altering the cost. On the other hand, since A X 0 has three unstable eigenvalues, we cannot obtain a stabilizing feedback from X 0 . We show that we can obtain a stabilizing feedback from X = X 1 . Using (13) . A basis for the null-space
It is easy to verify that the value of the cost does not change. This solution is optimal, and is also stabilizing. We found a stabilizing optimal control even if CGCARE(Σ) does not admit a stabilizing solution.
APPENDIX A
In this Appendix, we recall some concepts of classical geometric control theory that are used in this paper. More details can be found e.g. in [19] . Consider an LTI system described bẏ
where A ∈ R n×n , B ∈ R n×m , C ∈ R p×n and D ∈ R p×m . We recall that the reachable subspace is R 0 = im[ B A B . . . A n−1 B ], and coincides with the smallest A-invariant subspace of R n containing the image of B, i.e. R 0 = A, im B . An output-nulling subspace V of (14) is a subspace of R n which satisfies the inclusion
which is equivalent to the existence of a matrix
. Any real matrix F satisfying these inclusions is referred to as a friend of V . We denote by F(V ) the set of friends of V . We denote by V ⋆ the largest output-nulling subspace of (14) , which represents the set of all initial states x 0 of (14) for which a control input exists such that the corresponding output function is identically zero. Such an input function can always be implemented as a static state feedback of the form u(t) = F x(t) where F ∈ F(V ⋆ ). Eq. (15) is equivalent to the existence of two matrices Ξ and Ω such that
where V is a basis matrix for the output-nulling subspace V . The set of solutions of this equation is parameterised in K 1 as
is a basis matrix for ker
. The set of friends F of V are the solutions of the linear equation Ω = −F V , where U is such that for a certain Ξ the equation (16) holds, and since V is full column-rank, the set of its solutions can be written as
where Ψ is a full row-rank matrix such that ker Ψ = V , and K 2 is arbitrary. Then, the set of friends of V are parameterised in K 
