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Let (X,X, m) be a o-finite nonatomic measure space. We think of the 
customary analysis based upon (X, X, m) as Continuum Analysis. In contrast, 
we regard Discrete Analysis as being based upon a countable subset of X 
rather than upon X itself. The particular version of Discrete Analysis intro- 
duced here-we shall call it Poisson Analysis-treats simultaneously all 
countable subsets of X and distinguishes between them probabalisticly via 
a counting process whose values are random variables with Poisson distribu- 
tions. The present paper demonstrates the viability of this idea by applying 
it to the formal theory of a free Boson field. The customary version of this 
theory may be phrased in terms of (X, X, m) and the related normal Wiener 
process N. The alternate version introduced here uses, in place of N, what we 
shall call a Gaussian jump process. We interpret the resulting theory as Discrete 
Analysis and compare it with the customary theory. In particular we show that 
the discrete theory already contains the usual one inside it (see Theorem 1), 
and that, in the discrete case, symmetries are much more readily implementable 
by unitary transformations. 
1. INTRODUCTION 
That the underlying manifolds used in the mathematical 
descriptions of nature should be continua is an unspoken but almost 
universal assumption. Thus natural phenomena which are inherently 
discrete- of which diffusion may stand as an example-are tradi- 
tionally treated by continuum methods via differential equations. It is 
interesting therefore that Riemann in his Habilitationshrift [2] 
suggested that space might be discrete (a suggestion that has received 
but little attention from Geometers). At the back of the author’s mind 
in undertaking the present study is an analogous speculation con- 
cerning space-time. 
Until recently, a theory deserving to be called discrete analysis 
could scarcely be said to exist. Nor is one likely to appear fully formed 
like Athene from the forehead of Zeus. What is more probable is a 
gradual adaption of existing concepts. Accordingly, in this paper, we 
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treat a specific example. We first take the formal theory of a free 
Boson field and formulate it in terms of a nonatomic u-finite measure 
space (X, 3, m) and the normal Wiener process N over this space. 
(Here X may be taken to be E3 , 3E to be the Bore1 sets, and m to be 
Borel-Lebesque measure.) Then, proceeding by analogy with some 
ideas concerning Brownian motion (see below), we replace N by what 
we shall call a Gaussian jump process. We obtain an analogous theory 
with the following features. The role which was formally played by the 
continuum X is assumed by an arbitrary countable subset of X which 
we regard as a random scatter over X; all random scatters are treated 
simultaneously; there is a Poisson process P which discriminates 
amongst these scatters probabalistically. A discrete theory with these 
elements will be called Poisson Analysis. 
The ideas concerning Brownian motion referred to above should now 
be explained. The usual Brownian Motion process X,-the one 
purporting to describe one coordinate of a particle undergoing 
Brownian motion during a time interval 0 < t < l-may be charac- 
terized by saying that it is that homogeneous stochastic process with 
independent increments on [0, l] which satisfies X(0) = 0 and has 
propagator K(x, t) = (2nDt)-l12 exp(-x2/2Dt). Although X, gives a 
useful approximation to what happens, it is not the only approxima- 
tion. Consider a particle suspended in a fluid medium. It acquires 
momentum by being hit at random times by the molecules of the 
medium. It is reasonable to suppose that the number of hits in a given 
time interval has a Poisson distribution. The effect of an individual hit 
is that the particle acquires momentum, which, also on a reasonable 
supposition, we take to be normally distributed. This momentum is 
ultimately lost due to viscosity. Let us make the approximation that the 
effect of a hit is to cause our particle to jump instantaneously to a new 
position. We are led to the stochastic process Y, on [0, 1] satisfying the 
same conditions as X, except that its propagator is now given by 
Q, 9 = f  e-“yvt)n/n! x K,(x) (1) 
n=o 
with K,(x) = 6(x) and K,(x) = (2nn~)-l/~ exp(-$/2no) for n > 1. 
To relate Y, to X, , we merely choose Y to be D/U. 
As 0 tends to 0, Y, tends to X, . Nevertheless, the transformation 
properties of the two processes appear, at first sight, to be markedly 
different. As an instance, consider the mapping 
X, + X, - 2 If(s) ds, s 
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wheref(t) EL,[O, 11. (Th e multiplier 2 in front of the integral is for 
technical convenience later.) This mapping carries X, to a process 
weakly equivalent to it. Accordingly, X, is said to be quasi-invariant. 
When the same transformation is applied to Y, , the image process 
and Y, itself are mutually singular. Fortunately, (2) is not really 
appropriate for Y, . The correct analogue arises if we first introduce 
the process P, which counts the hits in [0, t] and then replace (2) by 
Yt -+ Yt - 20 )(s) dP, . J‘ (3) 
This mapping does, in fact, transform Y, into an equivalent process. 
In other words, when the transformation (2) is replaced by the more 
appropriate analogue (3), the process Y, is also quasi-invariant. 
We now turn to the connection between Brownian motion and 
quantization with Bose statistics. Such quantization customarily has 
the following structural elements: a real Hilbert space H-this is the 
space of test functions-a complex Hilbert space +-this is the state 
space-and two linear mappings from H to self-adjoint operators on sj. 
These last will be denoted Q(x) and v(x). Finally, setting U(x) = 
exp(iD(x)) and V(x) = exp(iQ(x)), we have the Weyl commutation 
relations: 
U(x) V(y) = P(~*~)V(y) U(x). (4) 
As is explained in Chapter 6 of [7], the Brownian Motion process X, 
(with D = 1) may b e used to produce a quantization which we call 
the Schrodinger representation. To do this, the Hilbert space H is 
identified via an orthogonal transformation with L,[O, 11, the vector 
x in H corresponding to the function x(t). The operator Q(x) is defined 
to be multiplication by Ji x(t) dX, . The operator y(x) is defined via 
V(x), where V(x) is taken to be the natural unitary operator imple- 
menting (2) in the case whenf(t) is replaced by x(t). 
The quasi-invariance of the transformation (3) above allows US to 
carry through the same procedure using Y, . Of course, the time 
interval [0, l] and path space realizations of stochastic processes are 
irrelevant for our purpose. Which is why we formulate our discussion 
over (X, 3, 711). 
The ensuing sections are organized as follows: Section 2 gathers 
together an irreduceable minimum of information concerning Poisson 
processes; Section 3 gives the quantization; Section 4 interprets it; 
while Sections 5 and 6 compare aspects of the discrete theory with 
the corresponding aspects of the usual treatment. 
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2. POISSON PROCESSES 
We recount some basic facts about Poisson and related processes. 
Let X be a nonempty set, and let 3E be a u-algebra of subsets. By a 
Wiener process over X (cf. [I l]), we shall mean a mapping W from a 
subring ‘$3 of X to random variables on a probability measure space 
(Q, v). As part of the definition, we suppose that W satisfies the 
following: (1) W takes stochasticly independent values on disjoint 
sets, and (2) W is countably additive in the following sense. Let 
A, , A, ,... be disjoint sets in ‘3. Let their uniou be A. Then A is in 5% 
if and only if C W(A,) converges in measure, in which case W(A) = 
C W(A,). By the measure ring of such a process, we shall mean the 
smallest u-algebra of subsets of Sz with regard to which all the W(A) 
are measurable. The triple (Q, 6, V) will be referred to as theprobability 
measure space of the process W. If we identify sets in 6 which differ 
by a null set, this measure space is determined by W uniquely. 
Now, let p be a nonatomic u-finite measure on JE. By the standard 
Poisson process over (X, 3E) with mean p, we mean that Wiener process 
P which arises by taking as domain the sets in X with finite p-measure 
and declaring that P(A) shall have a Poisson distribution with mean 
p(A). The process P is unique up to isomorphism as may be seen by 
examining the characteristic function. 
The standard Poisson process has two useful representations. 
One of them, the scatter representation, may be described as follows. 
We let Q be the ensemble of all countable subsets of X. For A E X. 
and w  E Sz, we define P(A) by 
WWJ) = #(w n 4, 
where, for any set 0, #(0) is th e number of members in 0, this being co 
in case 0 is not finite. We define 6 to be the smallest u-algebra of 
subsets of IR with respect to which all P(A) are measurable. Thus, 6 
is the u-algebra determined by the sets 
{WEQ[#(WnA) =n}. 
When p(A) < CO, in order that P(A) may have a Poisson distribution 
with mean p(A), it is necessary that the above set be assigned the 
probability exp[-p(A)] p(A)n/n! It is shown in [11] that there is a 
unique probability measure v on 6 which makes this assignment and 
makes P into a standard Poisson process. 
The other representation-we shall call it the exponer&l representa- 
tion-applies when p(X) < co. It goes back to [12]. We describe it in 
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the form given in [lo]. We take D = UomXn, where X0 = {s>. For 
A E X and w E Sz, we define P(A)(w) to be the number of coordinates 
of w which lie in A. We define the probability measure v on $2 by 
declaring that on X”, v shall be 
In this representation a random variable 5 is measurable relative to P 
if and only if its restriction to each Xn is a measurable function 
:+,zaLil x,> whicd is invariant under interchanges of its 
Given measures p and p’ on S, with corresponding standard Poisson 
processes P and P’, it is natural to ask when P J& P’ in the sense that 
v w v’. Necessary and sufficient conditions are given in [9], namely: 
and 
I 
dp + dp’ - 2 ddp d/i < co. (5) 
X 
When (5) is satisfied, a routine computation, using the exponential 
representation, shows that dv’ldv is given by 
exp [sxlog ($) dP-- ($$ - 1) dp]. (6) 
The integral in (6) relative to P is a stochastic one. To describe such 
integrals generally, we let f be measurable on X” relative to X”. Then, 
in the scatter representation, the stochastic integral off relative to P" 
is given by 
where 2’ indicates that only these x1 ,..., x, are to be taken for which 
xi # xi if i # j. Stochastic integrals, done in this way, are apparently 
not well-known. Accordingly, we will sketch the proof that, whenever f 
is pn-integrable, Jf dPn is a random variable on L?, and that its 
expected value is just Jf dpn. The argument shows, in fact, that for 
sf dPn to exist, it is sufficient that f be integrable on the complement 
of a set of finite pn-measure. 
We first consider the case when f is measurable on Xn and 
p(X) < co. We take the exponential representation for P and observe 
what happens to (7, namely: Jf dPn is that random variable whose 
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restriction to Xm takes the value 0 when m < n, and takes the 
value 
when m > n. In (8), the sum is over all distinct subsets i1 ,..., i, of 
1 ,-*-, m. Because each summand in (8) is a measurable function on X”, 
it follows that Jr f dPn is measurable on 52. 
We next remove the restriction that p(X) < co; we return to the 
scatter representation, and we require that f be nonnegative on X”. Let 
fA be that function on Xn which equals f on An and is 0 elsewhere. The 
above argument tells us that JAn f dP”--that is JfA dPn-is measurable 
for all A EX with p(A) < co. Equation (7) shows that if we take a 
sequence of increasing A, with union X, then 
converges pointwise to Jf dPn. Hence, Jf dPn is measurable on Q. 
However, this random variable may be infinite almost everywhere. 
To complete the discussion, it is sufficient to verify that 
E (jW”) = jf 4” 
when f is nonnegative and integrable with regard to p”. This may be 
checked by explicit computation (using the exponential representation) 
when f is the characteristic function of a rectangle. The general case 
follows via the linearity of the stochastic integral and the Lebesgue 
monotone convergence theorem. 
The characteristic function of the process P is that function on the 
sets in 3E with finite p-measure which is given by E(exp[itP(A)]). On 
computing we find that the logarithm of this expression is 
. 
(e*t - 1) p(A). (9) 
If f (x) on X is integrable relative to P, then the logarithm of the 
characteristic function of Jx f dP is given by 
f x (expPtf@ll - 1) dr-L. 
This may be verified first for step functions, and then obtained for the 
general case by taking limits. (See [lo].) One application of (10) is to 
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renormalized stochastic integrals. It arises as follows. The sets A E 3E 
for which p(A) < co form a directed set when ordered by inclusion. 
A measurable function f on X is said to have a renormalizable 
stochastic integral if constants C(A) can be chosen so that the limit 
SAf dP - C(4 exists as A ranges over our directed set. It is shown in 
[ll] Proposition 1, that this happens if and only iff is square integrable 
on the complement of a set of finite p-measure, and that, in this case, 
C(A) may be chosen to be JA sin(f) dp. We will refer to the corre- 
sponding limit as the renormalized stochastic integral off and denote 
it by 
I f dP - sin(f) dp. 
Finally, we will need the duality transform D which is associated 
with the standard Poisson process P over (X, X, p). This transform is 
due to Ito. (See [4] w  h ere it may be found as a special case.) In order 
to fix the notation, we describe D as follows. Let H,O be a complex 
Hilbert space of dimension I, with a distinguished unit vector e, . 
For 7t > 1, let H,” be the space of all symmetric functions in the 
complexification of L,(Xn, 3?, ,u~). Then by the space of symmetric 
tensors constructed over L,(X, 3E, p)-we denote it by S(X)-we 
mean the Hilbert space direct sum given by 
S(X) = @f H,“. 
n-0 
Now let (dP - dp)” d enote the expression obtained by multiplying 
out the products 
(dP - dp)(dP - dp) **. (dP - dp) 
without changing the order. Forf in L,(X, 3Z, p), or in its complexifica- 
tion, let 
J f W’ - 4dn X” 
be the result obtained by carrying out-for each term in the expansion 
of (dP - dp)“-the integrals relative to p first and the stochastic 
integrals relative to P second. Then the duality transform relative 
to P is that unitary operator D from S(X) onto the complex space 
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L,(L), G, V) which carries e, to the function 1 on sl, and which for f 
integrable in Hen is given by 
Df(Xl ,...) Xn) = ‘1 
dn! p 
f(dP - d/q. (12) 
3. QUANTIZATION 
As in Section 2, we let X be a nonempty set and 3 a u-algebra of 
subsets. We let m be a nonatomic u-finite measure on 3. The structures 
discussed in the remainder of this paper relate to the triple (X, 3E, m). 
Firstly, adapting the treatment of [l 11, we define the normal Wiener 
process over (X, 3, m) to be that Wiener process which is defined on the 
sets in X which have finite m-measure, and for which each N(A) has 
mean 0 and variance m(A). We set up a quantization relative to N as 
follows. The space of test functions is the real space L,(X, X, m). For 
f E L,(X, 3, m), N(f) is defined to be the stochastic integral Jx f dN. 
(See [lo]). The state space &. is the complex Hilbert space 
L,(IR, , GN , v~), where (In, , E& , +,) is the probability measure space 
of N. Then the Schriidinger vepresentution relative to N is the following 
pair of representations of the additive group L,(X, 3, m) by 
unitary operators on SjN . Namely: 
U(f)f = eiNtf)f 
V(g).$ = eN(f)-Ixga@QZg[. 
(13) 
Here azo is that automorphism, of the measurable random variables 
relative to N, which sends N(d) to N(A) - 2 J, g dm. The repre- 
sentations U and V, when taken together, are irreducible and satisfy 
the Weyl commutation relations 
U(j) V(g) = eiJrfgdmV(g) U(f). (14) 
All this is well-known and, apart from the difference in language, is 
given in [5] and [7]. It provides a natural setting for the quantization 
of the type arising from thk Brownian motion process X, . 
We will now carry through the analogous theory based on Y, 
instead of X, . To this end we introduce the space X x R, denoting 
an arbitrary point in it by (x, X). We also introduce ;t x b the a-algebra 
of subsets of X x R generated by all the rectangles: A x B with A in 
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J and B Borel. With u > 0, we let p be the measure on 3 x 23 which 
is given by 
d,u = (dm/u) x (l/1/274 e-Ae’Zo dA. 
We let P, be the standard Poisson process over (X x R, X x 8) with 
mean p. Then, by the Gaussian Jump Process with variance parameter u, 
we shall mean that Wiener process J over (X, X) which is defined on 
the sets in 5 with finite m-measure by 
l(A) = j,,, x dP,. (15) 
Here h denotes the function (x, A) ---f A. The process PJ will be called 
the counting process of J (cf. [ll]). The process Y, described in the 
Introduction arises when we take X to be [0, 11, m to be Borel- 
Lebesgue measure, and define Y, as J([O, t]). To verify this, it is 
sufficient to demonstrate, via explicit computation using the expo- 
nential representation, that Pr{Y, E A} = jd K(x, t) dx with K(x, t) as 
in Eq. (1) above. We omit the details. 
For f(x) a measurable function on X, we obtain the stochastic 
integral relative to J-we shall sometimes write it J(f)-by setting 
jxfdJ = jxxRxfdpJ~ 
where, by the right side, we mean the renormalized stochastic integral. 
Of course, in such a case, the integrand should be Af dP - sin(Af) dp. 
However, if we take the limit over the directed set {A x R: m(A) < GO>, 
the term sin(Af) d oes not contribute, and, accordingly, we omit it. 
The theory developed in Section 3 shows that J(f) exists if and only if 
f 2 is m-integrable on the complement of a set of finite m-measure. 
Proceeding by analogy with the quantization relative to the normal 
distribution N, we obtain a Schrddinger representation reZative to J. The 
space of test functions is L2(X, X, m) as before. The state space $jJ 
is the complex space L,(8,, G5, Ye), where (GJ , 6,) vJ) is the proba- 
bility measure space associated with J. For f and g in L,(X, x, m), 
and 6 in fiJ , we set 
. 
U(f)f = eiJtf)[, 
(1’3 
Here @20 is that automorphism of the measure ring relative to J which, 
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assuming pro tempore that it exists, is generated by the mapping 
@2s: J(A) - .I(4 - 27 /Jw dPJ * (1-T 
The corresponding Weyl commutation relations are 
u(j) v(g) = e2ioJX,,f(z)8(s1dPJV( g) u(f). (18) 
We have 
PROPOSITION 1. Let (X, 3, m) be a nonatomic a-Jinite measure 
space. Let J be the corresponding Gaussian jump process with variance 
parameter u, and let U, V denote the Schriidinger representation relative 
to J. Then U and V are unitary representations of the additive group 
L,(X, 3E, m). Further, they satisfy the Weyl commutation relations in the 
variant given in (18) above. 
Proof. The only parts of the proposition which are not obvious 
relate to the existence of @a, and the unitarity of V(g). To investigate 
CD 2g , we observe that the process @2g o J as defined by (17) may be 
written 
Let us write J’ = @arr 0 J. Then J ’ is a continuous Wiener process and 
the structure theory given in [ll] applies. In this special case, it tells 
us that 
where PJ? is the counting process that comes from using a measure p’ 
instead of p, where the measure p’ is given by 
dp’ = (dm/a) x (l/1/%) e-(h+20~(0))2’20 dh. 
The conditions for the weak equivalence of two Weiner processes 
were worked out in [9]. As applied here, they say that the related 
counting processes must be equivalent. This, in turn, is equivalent to 
the conditions in (5) above. A computation shows that, in our case, (5) 
amounts to the inequality 
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being satisfied. But this condition holds if and only if g(x) is square 
integrable on the complement of a set of finite m-measure. For such 
a g(x), the related Radon-Nikodym derivative is given, according to 
(6) above, by 
W = exp [21(g) - 20 S,,,g” dp,]. W) 
We observe that V(g) as given in (16) may be written: V(g)[ = 
dk(g) a,,$. Unitarity follows. q 
The existence of @s, may be given a short direct proof by realizing 
PJ (and hence J) via the exponential representation. To this realization 
we now turn, although for a different reason. Suppose, therefore, that 
m(X) < co. Our representation space Q, is U& (X X R)%. We 
restrict attention to (X x R)” and denote an arbitrary point in it by 
(x1 , A, ,..., x, , A,) which we abbreviate as (xi , AJ. Similarly, the 
restriction of an arbitrary random variable to (X x R)% will be 
written [(xi , A,). Let vJ be the probability measure on Sz, . We observe 
that the restriction of vJ to (X x R)” is exp[-m(X)]/n! times 
92 dm(x,) 
n (T x & e-A*al2o dA, . 
i=l 
Then forf(x) in&(X, X, m), J(f) is the function 
On (X x R)“, the Schrodinger representation (16) becomes 
U(f) &Xi , hi) = e-f(q(xa , Ai), 
(1% 
qg> 8% > Ai> = eC(hiu(Si)-uU(~~)35(Xi , Ai - 2ag(&.)). 
It is not hard to see from (19) that the center of the von Neuman 
algebra, generated by all the U(f) and V(g) taken together, consists 
of operations of the form: multiplication by y(xl ,..., xJ, where 
&l ,**-3 x,) is bounded and measurable on X. 
When m(X) = co, we may write X as the disjoint union 
x1 u x2 v *** with m(X,) < co. It follows that we may draw the 
analogous conclusion in the general use. We give it, without further 
proof, as follows: 
PROPOSITION 2. We adopt the notation of Proposition 1. Let 
6 be the center of the oon Neuman algebra generated by all operators U(f) 
ANALYSIS OVER DISCRETE SPACES 269 
and V(g) with f and g in L,(X, 3E, m). Then 6 is just multiplication by 
bounded measurable functions in the measure ring generated by the 
random oariables P(A x I?) with m(A) < CO. 
A routine argument (compare [S]) shows that the one parameter 
unitary representations t -+ U(tf ) and t --+ V( tg) are weakly continuous 
for f and g in L,(X, X, m). Accordingly, we can introduce field 
operators Q(f) and ‘$3(g) in th e usual way, namely: U(f) = exp(iQ(f)) 
and J’-(g) = exPW(g)). k noring questions about domains for the 
time being, the Weyl commutation relations (18) yields the Heisenberg 
commutation relations: 
This may be seen, formally at least, by taking (18), replacing f by tf and 
g by tg, differentiating twice with regard to t, and setting t = 0. 
We have already seen that J tends weakly to N as u tends to 0. 
Similarly, we have: 
PROPOSITION 3. Let J be the Gaussian jump process with variance 
parameter (T. Then the commutation relations constructed relative to J 
have the customary ones as the limiting case when u tends to 0. 
By way of demonstration, and for other uses, we let P be the standard 
Poisson process over (X,X) with mean m/u. P will be called the 
counting process over the base space relative to J. We may realize P 
by setting P(A) = P,(A x R). When this is done, 
Now observe what happens to u Jx h(x) dP when a tends to 0. 
According to (lo), the logarithm of the characteristic function of 
u Jx h(x) dP is 
k 1 (eioth(s) - 1) dm(x). 
With h(x) m-integrable, this latter expression tends to it Jx h(x) dm as u 
tends to 0. Accordingly, we have: 
LEMMA 1. Let P be the counting process over the base space relative 
to J-that is, the standard Poisson process over (X, 3E, m/u)- then 
integrals with respect to the stochastic measure UP have, as their expected 
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values, the corresponding integrals with respect to the ordinary measure m. 
Further, as CT tends to 0, OP tends weakly to m. 
The stochastic measure uPexplicates the results of this section. Thus, 
to obtain the Schrodinger representation relative to J, and the 
commutation relations (18) and (20), we take the customary formulas 
and replace N(f) by J(f), and we further replace the integrals with 
respect to m by the corresponding stochastic integrals with respect to 
OP. We remark also that Proposition 2 says that the random variables 
P(A) determine the center of the Schrodinger representation; while 
Proposition 3 results from applying the lemma to (18) and (20). 
4. INTERPRETATION 
How should we view quantization relative to J? The answer 
becomes clear when we obtain the counting processes PJ and P via 
their scatter representations, and then, using these, explicitly decom- 
pose the Schrodinger representation relative to its center. 
Accordingly, for PJ , we take Q, to be the collection of all countable 
subsets of X x R. Thus any wJ in S, may be written {(x1 , hi), 
(xa , ha),...). We abbreviate this as (xi , Xi). Then J(f)(wJ) is given by 
C hf@d, and u(f) and Ug) are g iven by the same formulas as in (19) 
above. For clarity we repeat them here: 
(19) 
V(g) ((x, , hi) = e~(~{g(2i)-og(zi)e}~(xi , Ai - 2ug(xi)). ’ ’ 
Next we introduce the scatter representation of P (the counting 
process over the base space). Accordingly, Q denotes the ensemble of 
all countable subsets of X. Thus in Q is a set {xi , xa ,...I. We shall 
abbreviate this as (xi). It is central to our interpretation that we 
regard an arbitrary w as a random scatter over X. In order that different 
random scatters should be distinguishable, we need a further assump- 
tion about our measure space (X, X, m). Accordingly, we assume that 
X is separating in the sense that for each x and y in X, there is an A in 
3E such that x E A and y C$ A. 
Now, consider the mapping from X x R to X which sends (x, h) 
to x. It determines a projection p: Q, --+ Q, with oJ = (xz , hi) going 
to w  = (xi). For each w  EL?, we shall call p-i(w) the jiber over 
o. Thus with w  = {xi , x, ,...I. p-l(w) is the collection of all 
{(Xl 9 h), (x2 9 ~J,...}. w  e see, therefore, that p-‘(w) is naturally 
identifiable with n, Ri , where R, , R, ,... are copies of the real line. 
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Next, we let 6, be the u-algebra obtained by restricting each set in 
GJ top-l(w). When we identify?-l(w) with ni Ri , we also identify 6, 
with the product u-algebra which we obtain by supplying each R, with 
the corresponding u-algebra of Bore1 sets Bi . To see this, observe that, 
because 3E is separating for X, 6, is the smallest a-algebra such that 
the restriction of all random variables of the form PJ(Aj x B) are 
measurable. Here Ai E X, with xj E Aj and xi $ A, for i # j; while B 
is a Bore1 set. But on p-‘(w), PJ(A, x B) takes only the values 0 and 
1; and it takes the value 1 only on the rectangle ni Bi where Bj = B 
and Bi = Ri if i # j. The assertion follows. 
Finally, we let v, be that product measure on 6, which arises from 
attaching Gaussian measure with mean 0 and variance (T to each 
coordinate of p-l(o) w  niRi . Then (p-‘(w), 6, , v,) is a probability 
measure space. 
To summarize, we have introduced the following structural 
elements: 
(9 PJ , GJ, vJ), 
(ii) the space (Q, 6, v), 
(iii) the canonical projection p: QJ --t Q, 
(iv) the fiber spaces (p-l(w), 6,) vw). 
We further observe that 6 -+ p-‘(G) is a measure preserving injection 
of 6 into GJ . Accordingly, we interpret any random variable on Q, 
which is constant on the fibers as being on Sz. For 4 inL,(Q, , Go, vJ), 
we have 
(21) 
To establish (21), we first let A E 3Z with m(A) < co ; we let B be 
Borel; and we consider the event that P(A x B) = n. Explicit 
computation verifies (21) when e is the characteristic function of this 
event. Verification in the general case follows via the Lebesgue 
monotone convergence theorem. 
Formula (21) tells us that 
is the conditional expectation of .$ relative to p-‘(G). Let us denote it 
by &, . Then (21) takes the succinct form 
jn, f dvJ = s, 6, dv. 
5W6/3-3 
(22) 
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Recalling that sj, is the complex space L,(G), , GJ , Ye), we introduce 
the complex space &, = L&J-~(W), G:, , YJ for each w  in Q. Let y and 
$ be in GJ. When we restrict to the fiber p-‘(w), and take the inner 
product there, we get 
which we can write as (9, #)a. Thus, by (22), 
(cp, $9 =s, (~3 C), dv. 
We are entitled, therefore, to regard $3/ as a continuous direct sum 
of the Jsw . Thus we write 
(23) 
Nowletw={x,,x,,...}b y e an random scatter over X. Consider 
the stochastic measure UP restricted to w. This is the discrete measure 
on w  which assigns to each xi the weight u. Let N, be that normal 
distribution over the discrete space o whose variance is given by UP. 
We may realize N, over (p-l(o), 6, , v,,,) by setting 
Next, we construct the Schriidinger representation relative to N, 
as has been described in (13) a b ove, but with this difference: we select 
our test functions from L,(X, 3E, m). Our representation space is 5, . 
On this space, according to (13), U(f) and V(g) are given exactly as 
they are in (19) above. In other words, the continuous direct sum (23) 
above decomposes the Schrodinger representation of J into irreduceable 
components relative to its center. 
INTERPRETATION. Let J be the Gaussian jump process over (X, JE, m) 
with variance parameter a. Let Q be the ensemble of random scatters over 
X. Let P be the standard Poisson process over (X, 3E) with mean m/a, 
and let v be the probability measure on Sz which arises from the scatter 
representation of P. Then quantixation over X relative to J amounts to 
simultaneously quantizing in the usual manner over each discrete space 
w in 52, w being supplied with the discrete measure with weight (z coming 
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from OP. The measure Y then distinguishes among these quantixations 
probabilistically. 
To this we append some comments. 
Comment 1. Our quantization relative to J fulfills the desiderata 
for Poisson Analysis: instead of being based upon the continuum X, 
it is based upon the ensemble Q of random scatters over X; instead 
of the ordinary measure m, we have the stochastic measure UP which 
gives a discrete measure on each w  E Sz; the entire theory has the 
customary one as the limiting case when u tends to 0. 
Comment 2. When the support off(x) is large and f(x) itself is 
smooth-in the avoidance of tedium, please permit us to be vague-we 
can expect the stochastic integral u Jnf dP to be close to jx f dm except 
on an exceptional set of cu in 52 with small v-measure. This implies 
that the field operators arising from the quantization are nearly 
independent of the random scatter w. When, however, the support of 
f(x) is small, u Jf dP will fluctuate wildly from one w  to another. 
In such a case, the “field operators” amount to no more than noise. 
We regard this feature with some satisfaction: for the same arguments 
which are customarily advanced against the concept of a field at point 
apply equally to the average of a field relative to a test function f when 
the support off is unrealizably small. In this regard, quantization 
relative to J is on the side of nature. 
Comment 3. Viewing the state space $3J in the light of our inter- 
pretation, it is the stochastic inner product (cp, $), which is the natural 
one, the customary inner product (y, #) being merely the expected 
value of (y, 1,4)~ . Th ere is no difficulty in abstracting from this the 
notion of a Stochastic Hilbert space-one whose inner product is a 
random variable-the only point which is not obvious is that the 
“scalars” should actually be random variables. Relative to such a 
Hilbert space, an operator might be called stochasticZy unitary if it 
preserves the stochastic inner product and unitary if it merely 
preserves the expected value of the inner product. Regarded in the 
stochastic sense, the Schradinger representation relative to J is 
irreduceable. 
The Wiener transform W was introduced by Segal in [5] for what 
amounts to quantization relative to the normal process N. As an 
application of the preceding ideas, we will carry W over from N to J. 
First, we must describe Win the normal case. We have the structural 
elements: (X, JE, m), N, (Sz, , GN , Q,), !&, U, and V. A complex 
polynomial in !& is an expression ~(01~ ,..., CY,), where y is a complex 
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polynomial, ori = N(j& and fi EL,(X, X, m). We shall use the 
abbreviation 
+&=N(fJ * 
The complex polynomials form a dense linear manifold in & . The 
Wiener transform is that unitary operator on JS,,, which on such poly- 
nomials has the form 
where it is understood that after the integration is carried out, each ,t$ 
is to be replaced by N(fJ. It is shown in [SJ that W-l is defined the 
same way except that i is replaced by --i. It is also shown that 
w-W(f)W = V(-f) and w-lV(g)W = U(g). (25) 
To carry all this over to J, we first define the complex polynomials 
in $jJ to be those q(q ,..., a,), where v is a complex polynomial with 
coejicients bounded random variables over the base space (Q, 6, Y), with 
cq = J(fi), and fi E&(X, X, m) for i = 1, 2 ,..., n. Analogously to 
what we did above, we use the abbreviation 
d”i)at=J(Pi) * (26) 
The polynomials are dense in $jJ. In fact, the polynomials with 
constant coefficients are dense in BJ . For the closure of these latter 
is&@J , 6.1’~ v), where 6,’ is the smallest a-algebra of sets in Q which 
are measurable relative to all J(A). But, by the Ito measurability 
theorem ([l 11, Theorem 2), G.,’ = 6, . 
We define W on the complex polynomials by copying (24) on each 
fiber. That is, 
w?4&=J(r,,l = 64 2/f& + &)ai=r(r&l 3 (27) 
where, as before, the suffix s indicates the conditional expectation, and, 
as above, after this expectation is taken, each & is replaced by J(fi). 
Now, W is actually an isometry of the space of complex polynomials 
onto itself. It is an isometry because it is an isometry on each fiber. 
It is surjective because its inverse (on the complex polynomials) is 
obtained by replacing i by -i in (27). Thus we have: 
PROPOSITION 4. The Wiener transform (27) extends uniquely to a 
unitary operator on $$J . The inverse W-l is dejined by the same formula 
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as (27) except that i is replaced by -i. Finally, the relations (25) hold 
for the Schradinger representation relative to J. 
We remark that the proposition is considerably clarified if we adopt 
the point of view described in Comment 3 above. 
5. LABELED STATES 
In the customary theory of quantum fields, certain states get 
labeled via wave functions. We first purpose to sketch this theory as it 
applies to quantization based on the normal distribution N over 
(X,X, m). We will then show something of what happens when we 
switch to the theory based upon J. 
As at the end of Section 2, let H,” denote the space of symmetric 
functions in the complexification of L&X%, X”, m”), and let 5’(X) be 
the space of symmetric tensors over&(X, X, m). Now let us regard H,l 
as the space of “wave functions”. Then S(X) offers itself as the state 
space for the related free Boson field. This is because certain states in 
S(X) carry labels, and because S(X) has operating on it certain “field 
operators” -these are the Fock field operators explicated by Cook in 
[l]. As to labeling, we can, for example, describe the state with just 
three particles, to with wave function y(x) and one with wave function 
4(x) as follows. Namely: {~(x&0&(xa)}~, where the suffix s denotes 
symmetrization. Of course, the state e, in H,O denotes the vacuum 
state. With regard to the field operators- we write them pP( f) and 
Q,(f ), with f in L,(X, S, m)-these are given via the creation operator 
C(f) and its adjoint the annihilation operator C*(f). We have 
Qdf 1 = [C(f > + C*(f >I- and qF(f) = i[C(f) - C*(f )I”, where - 
denotes closure. The operators C(f) and C*(f) themselves are given 
on each H,” by 
Let (1 be the unitary operator on S(X) which sends e, to itself and 
sends g(x, ,..., xn) to Pg(xI ,..., x~). For future use, we set down some 
formulas. Firstly, A-lC(f)A = -iC(f) and A-T*(f )A = iC*(f ). 
From these there follows: 
A-'Q,(f)A = --'G(f) and A-l’$,(f)n = Q,(f)- (2% 
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We have the system of field operators on S(X) and the system of 
field operators arising from the Schrodinger representation on 
3% = Lnv , 6 N , v,,,). Segal’s duality transform-we shall denote it 
by D,--is a unitary transform from S(X) onto &., which carries one 
system onto the other. We shall adopt the specific form for D,,, given 
by Ito in [3], namely: DN carries e, in H,O to the identity function on 
L? N , and, on H,“, D,,, is given by 
g(xl ,..., x,) dN”. 
Stochastic integrals, such as in (30), were defined by Ito as follows: 
When 
&l >***, %> = hl(xl) NE,(%) **. ~E”bL)> 
with El ,..., En disjoint in 5 and all with finite m-measure, then the 
stochastic integral is just N(E,) *.a N(E,). The general case-when g 
is arbitrary in J&(X%, 3E”, m”)-is obtained by taking linear combina- 
tions and L, limits. The unitary equivalence, under DN , of the two 
systems of field operators is an easy consequence of the properties of 
the Wiener transform and the following formula. Letfbe inL,(X, 3, m) 
andg(x, ,..., x,) be in H,“, then let 
N(f) S,,R(xl>..., xn) dN” 
= s x+&l ,...> x,)f(x,+J dN”+l + n jxnvl +I>..., x,-J dNn-ls (31) 
where 
h(x, ,..., X,-l) = I g(x, ,**.> xn> f&J dm(xn). X 
We now turn to the analogous theory based upon the Gaussian jump 
process J. 
Associated with J we have its counting process PJ , which is the 
standard Poisson process over (X x R, J x b, p). Accordingly, 
with the duality transform D as given by (12) at the end of Section 2, 
we have the unitary equivalence 
D: S(X x It)-+&, 
where S(X x R) is the space of symmetric tensors constructed over 
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L,(X x R, r x 8, CL) and !& = L&J,, 6, , vJ). But S(X x R) is 
too big because it is S(X) which has the labelings. For this reason we 
introduce an isometric embedding 6 of S(X) into S(X x R). We 
define 19 by declaring that 0 shall send e0 (relative to X) to e,, (relative to 
X x R) and declaring that on n-tensors, 8 shall be 
8: &(x1 ,...) x,) -+ A, *-- X,g(xl )..., x,). 
The composit mapping D0 is an injective isomorphism of S(X) 
into GJ. The image set forms a Hilbert space which we shall call the 
labeled states of sj, . We denote this image set by L?. 
We call DO the duality transform relative to J and denote it by DJ . 
Thus we have the isomorphism 
DJ: S(X) -+ ft. 
We may write D, quite simply, provided we first introduce multiple 
stochastic integrals relative to J. We define these integrals by setting 
s &I >-**, xn) dJ” = f A, a** h,g(x, ,..., x,) dPJ”. X” (XxR)” 
Such integrals are certainly defined wherever g is in L,(Xm, X”, mn). 
We remark that by taking L, limits we extend our definition to the case 
when g is in L, . In fact, the discussion of stochastic integrals in 
Section 2 shows that the stochastic integral of g(x, ,..., XJ relative to 
dJn will exist wherever g is square integrable on the complement of 
a set of finite measure. 
The duality transform D, now takes a form which is precisely 
analogous to the one given for D, in (30). Namely, DJ sends e, to the 
constant function on Q, , and, on H,“, D, is given by 
To verify (32), it is sufficient to set DJ = DO and to observe that, 
when g is integrable, only one term survives from (12). This is because 
of the special form of the measure p. 
The space of labeled states !Z is uniquely situated within BJ. To 
amplify this remark, we first recall that $2, is the ensemble of all 
countable subsets wJ in X x R. We observe that, according to (32), 
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where the prime ’ indicates that the sum is to be taken over all distinct 
n-tuples (xi, , A&.., (xi,, , Ai,) in wJ . Now our process J depends 
upon its variance parameter cr. But consider how little else depends 
upon u. Of course, the probability measure vJ over L?, depends upon (T, 
and, in consequence of this, so does the inner product on $jJ = 
L,(Q, , S, , vJ). Now the inner product on II! derives from that of aJ. 
Nevertheless, Eq. (32) and the fact that DJ is an isometry from S(X) 
makes it clear that neither the space 32 nor the inner product on L! depends 
on (5 at all! 
The significance of this remark is emphasized by the following 
result: 
THEOREM 1. For f and g in L,(X, 3, m), let $3(g) and Q(f) denote 
those Jield operators on s5 which arise from the SchrBdinger representa- 
tion relative to J. Let f? be the subspace of labeled states in $j, , and let E 
be the projection of BsJ on 2. Finally, let p,(g) and Q,(f) be the restric- 
tions to 2 of the closures of E!Jl(g)E and EQ(f )E. Then the duality 
transform D, carries the jield operators in the Fock representation on 
S(X) onto the system 9, , BP on !i!. 
We defer the proof until we have established the analogue of (31), 
namely: 
= s x***E(% )***P x,) f x,+J dP+l + n lael h(x, ,a.., x,-J dJ”-l. (34) 
Heref, g, and h are as in formula (31), except that now there is the 
added restriction that g E D’r , where 3, is the set of those symmetric 
functions in L,(Xm, I”, mn) such that f(xr)g(~r ,..., x,) is also in 
L,(Xn, P, m”). 
To establish (34), we first observe, via direct computation using 
(33), that 
= g(x1 ,*a.> s x,> f@n+A dJ”+l + j- k dP,“, (XxR)” 
where 
k = A1 ... ~,[~,f(x,) + ... + W(%Jl &I ,--*9 GL>. 
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It remains to compute the projection onto !i? of J 12 dP,” where the 
integral is over (X X R)%. We do it by finding the preimage in 
S(X x I?) of J k dP,“- under the mapping D. According to (12), this 
preimage is 
n 2/(?2 - l)! A, a.. A,-,A @ z/n!k, (35) 
where h, a** X,-,h and k are regarded respectively as symmetric 
n - 1 and n tensors. Now h, e.0 A,-,h E: f%(X). Further, K may be 
seen by explicit computation to be orthogonal to each symmetric 
n-tensor in S(X x R) which has the form X, *mm h,r(x, ,..., xJ. In 
other words, k is orthogonal to es(X). It follows that the projection on 
OS(X), of the expression (35), is n 2/(” - l)! X, *a. A,-,h. Mapping 
via D, we see that the projection of J k dP,n (integral over (X x R)n) 
on L! is n S h dJn-r (integral over X%-l). Formula (34) is thereby 
established. 
Proof of Theorem 1. We copy the proof for the normal case. 
Fix f in L,(X, 3Z, m). Let a, be the linear manifold described in 
connection with formula (34). Then 3, is dense in El,%. Formulas (28), 
(32), and (34) tell us that, on DD,, 
D&(.f) = Q,(f) DJ . (36) 
But a, is dense in HCn; and on H,n, both C(f) and C*(f) are bounded. 
Hence, so is Q(f ). It follows that (36) holds everywhere on each H,“. 
Thus, Q,(f) = Dy1Q2(f) DJ on the linear span of all the H,“. But 
&(f) is essentially selfadjoint on this linear span. (See [l].) Thus 
Q,(f) = D+&(f) DJ * 
Following Segal [S], we obtain the corresponding result for !JJF(f) 
by using the Wiener transform W on 9,. We first observe by direct 
computation using (27) that W carries Jg(x, ,..., x,) dJn-here g 
is square integrable-into in times itself. From this we conclude two 
things: (1) the space 2 is invariant under IV, and (2) DJd 6’ is the 
restriction of W to !i?!, where II is the operator appearing in (29). We 
conclude therefore that D, carries A-lQF(f)A = -VP(f) from (29) 
over into 
w-la,(f)w = -n;lt~3~(f) n,. 
But Proposition 4 tells us that 
w-lU(f)W = q-j>, 
(37) 
from which it follows that the left side of (37) is just -Cp,(f ). Thus DJ 
carries S(f) to %(f 1. q 
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6. SYMMETRY 
We adapt the usual treatment for a free Boson field so that it applies 
to quantization relative to the Gaussian jump process J. 
We first let 9 be the real linear space consisting of those measurable 
functions over (X, ZE, m) which are square integrable on the comple- 
ment of a set of finite m-measure. Of course, when m is a finite measure, 
3) is just the measurable functions. (In the general case, we might call 9 
the space of functions which are largely in ,5,(X, r, m).) We introduce 
a stochastic inner product (f, g)w on YD by setting 
where P is the counting process over the base space. Thus for f and g 
in L,(X, 3Z, m), the usual inner product (f, g) is the expected value of 
(f, g),, . An examination of the arguments leading to Proposition 1 
shows that the Schrodinger operators U(f) and V(g) and the Weyl 
commutation relations (18) extend unchanged to the case when f and g 
lie in 3. 
We define the “phase space” $3 of our system by setting 53 = a @ ID. 
Thus $3 inherits a stochastic inner product from 9. Let f = fi @ fi 
and g = gr @g, be elements of R. We define a random variable 
valued 2-form on 53 by 
(f, l&J == s, (fig2 - f2gd dP9 (38) 
or equivalently, by (f, g)w = (fi , g& - (fi , g&, . Of course, when 
fi , fi , g, , and g, are in L&X, 3E, m), the customary skew 2-form 
(f, g) is defined. It is just the expected value of (f, gjw . 
We define a unitary operator W(f) on $5, by 
W(f) = f+lJJ,U(fi) V(fi). (39) 
A computation yields the commutation relations: 
W(f) W(g) = L<‘*‘>mW(f + g). (40) 
We define a strict symmetry to be a linear mapping of 53 onto itself 
which preserves the 2-form (f, g)w . Clearly, if T is a strict symmetry, 
then the transform of W under T-that is W o T-again satisfies 
the commutation relation (40). To exhibit such a symmetry, we let 
T(x) be a function from X to 2 x 2 matrices with determinant 1. 
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We write T(x) = {t&x)) with ;,i = 1,2, and suppose that each of the 
functions ti3(x) is measurable on (X, J, m) and that it is bounded on 
the complement of a set of finite m-measure. Then the mapping 
T: fi Of, -+ (WI + &JJ 0 (hf~ + bh) 
may be readily seen to be a strict symmetry. 
Conversely, we have: 
(41) 
LEMMA 2. Any strict symmetry has the same form as the mapping 
T(x) described above. 
Proof. We first observe that because T is surjective (by definition), 
and because it is one-to-one (as may be readily seen), T-l exists and 
is also a strict symmetry. We have (f, g)w = (Tf, Tg)w almost 
everywhere in Q for all f, and g in R. On replacing f by T-lf, this 
yields 
<T-T g>, = (6 T&w (42) 
almost everywhere for all f, g. 
Now let S,, , S,, , S,, , S,, be the four linear mappings on 3 which 
are determined by T-l. That is, we write 
T-V-I Ofi) = (WI + hfi) 0 VWi + WJ- (43) 
Also, for each E in r with finite m-measure, we denote the charac- 
teristic function of E by N, . We write 
Next, we take each of the four possibilities which arise from setting 
f=f@0,f=O@f,g=KE@0,g=O@KE.Weuse(43)and 
(44) and substitute into (42). Th en, making use of (38), and observing 
that a stochastic integral relative to P is 0 almost everywhere on IR if 
and only if the integrand is 0 a.e. in (X, 3E, m), we obtain the following 
equations : 
&.f) NE = hdE)h &f) KE = -h,(E)f, 
&.f) KE = -tlB(E)f, &d) NE = tll(E)f. 
(45) 
We conclude from these that, for each i andj, the support of $(E) is 
contained in E. We choose, from X, a sequence of disjoint sets, each 
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with finite measure El , E, ,... whose union is X; and we define tii 
to be $(EJ + tii(EJ + **a. When we replace E successively by 
El > E, ,... in (45) and add up, we obtain the system: 
Sllf = t,,f, &f = -t,,f, 
S,,f = -k?f, %?,f = t,,f* 
(46) 
Now (T-Y, T-lg), = (f, g)w f or arbitrary f and g. When we apply 
(46) and compute, we find that t,,t,, - t,,t12 = 1 almost everywhere. 
Finally, we observe that each tii(x) is bounded on the complement of a 
set of finite m-measure. For if it was not, we can easily produce a 
vector f in R such that T-Y is not in A. This is contrary to our 
hypothesis. 
We have shown that T-l has the form stated. On taking inverses we 
obtain the same result for T. [7 
The interpretation given in Section 4 explicates the structure of 
the group of strict symmetries as described in Lemma 2. To show this 
we let 0 = (x1, x2 ,... } be an arbitrary random scatter over X. We 
supply w with the discrete measure which gives each point weight u 
and form&(w). Now anyf in 9, when restricted to w, may be indicated 
by writing (f(xJ,f(xa),...). Clearly, ID, when supplied with the inner 
product obtained by evaluating the stochastic inner product (f, g)w at 
w, is canonically associated with La(o). Similarly, when we take 
52 = 9 @ 3 and restrict both its inner product and skew 2-form to w, 
we get something isomorphic to L,(w) @L,(w) and the natural inner 
product and skew 2-form on this space. For f in $3, let us denote the 
restriction to w by writing {f(xr), f(Xs),...}. Now let T(x) be any strict 
symmetry as defined above. Then the action of T(x) on each 
L,(w) O-h(w) sends (f(4, f(xJ,...} to {T(x,)fh), T(x2>f(x2),...). In 
other words, the canonical action of each strict symmetry T(x) on 
L,(w) @L.&W) is symplectic and diagonal in the sense that if we 
represented the action by a matrix, this matrix would have the 2 x 2 
unimodular T(q), T(x,),... down its main diagonal and zeroes 
elsewhere. 
We next consider when the action of a strict symmetry T(x) on the 
quantization W may be implemented via a unitary operator on 6,. 
Copying [8], we say that T(x) is unitary if, for each x, T(x) is a 2 x 2 
rotation matrix. We further say that T(x) is positive diagonal if, for 
each x, it has the form 
w 0 ( 0 k-‘(x)  (47) 
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with k(x) > 0. Then any strict symmetry T(x) may be decomposed 
as T&d T&d T&), h w  ere T,(X) and TV are unitary and T,(X) 
is positive diagonal. Accordingly, we treat separately the cases when 
T(x) is unitary and when it is positive diagonal. 
The Unitary Case. Let 3 be the space of all complex polynomials 
qJ = qJ(% ,a**, 01,) with oli = J(gJ. Here g, ,..., g, are in 3 and q~ has 
coefficients which are bounded random variables over (Q, S, v). 
(Compare (26) above.) As we argued in Section 4, 3 is dense in $3,. 
Now for f = fi @ fi in R, we define R(f) to be the infinitesimal 
generator of the l-parameter unitary group W(tf). Then W(f) = 
exp[iR(f)]. A straightforward computation using (16) and (39) shows 
that each q~ in J is in the domain of R(f) and that 
Wcp = JKk - iJ(f& + ix (A , gd $ , 
j 
where in 9 = q~(cu, ..., lu,) and its partial derivatives, we replace each 
CQ by J(g,). It follows that 3 is the linear span, with random variable 
coefficients, of monomials: 
wa) m-1) * * * WlY, (48) 
where 1 is the identity function in Q, and fi ,..., f, are arbitrary in 5%. 
Now let T(x) be a unitary strict symmetry. We define F(T) on 3: by 
mapping each monomial (48) to 
wfn) WIfn-1) --* wcf1)* (49) 
To see that r(T) is well-defined, unitary, and satisfies 
q T) W(f) q T-1) = W( Tf), 
it is enough to take the restriction of T to L,(w) @L,(w) and to 
examine its action on the restriction of W(f) to the fiber space 
EL = w-+J), cu > v,,,). But this is precisely the customary theory 
wherein the action is implemented by r(T), the unitary operator 
carrying (48) to (49). The result follows. 
The Positive Diagonal Case. We adapt Segal’s treatment in [6]. 
Let T = T(x) be as in (47). Th en, for each f in a, T(x) carries J(f) to 
J(kf). Hence the process J itself gets carried to the process J’ specified 
bY 
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Suppose that the action of T is unitarily implementable on $jJ. Then 
J and J’ are weakly equivalent. 
We proceed to analyze J’. To this end, we introduce a mapping 0 of 
X x R onto itself: 
6: (x, A) ---f (x, h/k(x)). 
Then P., o 8 is the standard Poisson process on (X x R, X x 23) with 
mean p 0 0. Let t~’ = ,LL 0 0. Computing we find 
dp’ = (dm(x)/a) x (k(x)/l/2m) ecAaka@)/Zo dh. 
The effect of 0 upon stochastic integrals relative to PJ is given by the 
general law 
jxxRg dp, = jxxRg 0WP.ro 0 (51) 
When we apply (51) in the case when g(x, h) = Xk(x)~,,, , we get 
j ilk(x) dP, = j Ad(P., 0 e). 
AXR AXR 
Thus, if we set P,’ = P., o 8, we see that P,’ is the counting process 
of the process J’ above. Now the account given in [9] shows that J and 
J’ are equivalent if and only if PJ and P,’ are equivalent. This, in 
turn, according to (5) above, is equivalent to the following condition 
being satisfied: 
I [l - 2/(4x) + k(x)-l)] dm < co. X 
It is elementary that this last inequality is satisfied if and only if 
K(x) - 1 is square integrable on the complement of a set of finite 
m-measure. From now on, therefore, we impose this condition upon 
k(x)* 
Now let us denote by Yr the automorphism of the random variables 
over (Sz, , GJ, uJ) which carries J(A) to J’(A). According to (6) above, 
the Radon-Nikodym derivative of the transformed measure vJ’ 
relative to vJ--we write it L,--is given by 
L7. = exp 
[I I 
- ; (k(@ - 1) + log k(x)/ dP.,]. (52) 
XxR 
Accordingly, we define the operator u(T) on & by 
u(T)6 = 1/L”; Yu,t. (53) 
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We have constructed a unitary representation u(s) of the group of 
strict symmetries which are positive diagonal, such that 
for each f in 9. 
u(T) w> GY = Wf) 
To establish that u(T) W(f) u( T)-l = W(Tf) for each f in si, it is 
sufficient to show that 
u(T) Tf) 4v = VfI4 (54) 
for each f in 9. 
To establish (54), we apply the definitions (52), (53), (16), and (17). 
Then (54) amounts to the pair of identities: 
~T@,,lv,-1 = %,K 9 (55) 
LT x @T&q x cw,&,-I = ad4 (56) 
where K(g) is as is given in (16a) above. To verify (55), we merely 
apply the left side to J( f ) and compute. To verify (56), we first 
observe that 
and 
Y T  s,,, h(x, 4 dp, = j- 0, VW) dP, 
XXR 
%o s,,, h(x, 4 dPJ = 1 h(x, h - 2ug(x)) dP, ; 
XXR 
we then take the logarithm of each side of (56) and, using (16a) and 
(52), we compute. Formula (56) follows. 
To summarize the preceding discussion: we have shown that a 
necessary and sufficient condition that the positive diagonal strict 
symmetry T given in (47) be unitarily implementable is that 
R(x) - 1 be square integrable on the complement of a set of finite 
m-measure. When we apply our analysis to an arbitrary strict sym- 
metry T(x), decomposing it as T,(x) T,(x) T3(x) as described earlier, 
and applying the two special cases above, we obtain the following 
result. 
PROPOSITION 5. Let 52 be the phase space that arises in connection 
with quantization relative to the Gaussian jump process J, and let W 
be the twhted unitary representation of R as is given in (39) above. 
Further, let T be any strict symmetry of the system. Then T has the 
specialform given in (41) above. Further, writing T as T(x) (a measurable 
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function from (X, fi) to 2 x 2 t&modular matrices), a necessary and 
su..cient condition that the canonical action of T on W be unitarily 
implementable, is that each coeficient function of T*(x) T(x) - I be 
square integrable (relative to m) on the complement of a set of jinite 
m-measure. 
Some comments: 
Comment 4. The group of strict symmetries, as we have defined it, 
is quite small. This is because we have asked for those symmetries of 
the usual theory (which is based upon N) which are also symmetries 
of the theory based upon J. We hope in a subsequent paper to 
reconsider the matter after further theoretical development. 
Comment 5. In the light of the interpretation given in Section 4, 
we observe that Proposition 5 is not surprising. For given a strict 
symmetry T and a random scatter o over X, we can analyze the 
resulting symmetry on L,(w) @L,(o) and its implementability in the 
quantization that arises when we restrict W to the fiber space !& = 
Up-l(w)9 %J 7 vu). Proposition 5 merely says that we have implemen- 
tability for the theory constructed relative to J if and only if the 
condition in the usual theory-that is, that T*T - 1 be Hilbert 
Schmidt (see [S], Theorem 4.1)-applies on Ls(w) @L,(w) simul- 
taneously for almost all w. 
Comment 6. The above comment notwithstanding, Proposition 5 
says that questions of implementability have quite different answers 
in the discrete case and the limiting (continuum) case. To emphasize 
this, suppose that (X, X, m) is a finite measure space. Let T be any 
strict symmetry of the form (47) b a ove-that is, positive diagonal. 
In the customary theory, the action of T is never implementable 
unless T = I, while in the discrete theory, the action is always 
unitarily implementable. Now implementability difficulties arise in 
connection with quantum fields. Our example suggests that the 
largely unexamined underlying philosophical assumption that space- 
time is a continuum deserves reconsideration. 
Strict symmetries leave the structure over each random scatter 
invariant. We define a weaker kind of symmetry as follows. Let T 
be a linear mapping of 53 onto itself. Suppose that there is a unitary 
operator u(T) on GJ such that 
u(T) W(f) u( q-1 = W( Tf) 
for each f in R, then we shall call T a unitarily implementable weak 
symmetry. 
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To produce such a symmetry, we let 0 be any automorphism of the 
measure ring of (X, X, m). Then the mapping N, -+ M9-lA determines 
an automorphism of the measurable functions. We write it asf-tf 0 8. 
Now for fi @ fi in R, let Tr be given by Tr( fi @ f2) = fi 0 13 @ fi o 8. 
The analogous argument to the one given in the positive diagonal case 
above shows that T, is unitarily implementable if and only if 
[ dm+dm’-2ddmdm’< oo, 
JX 
where m’ = m o 8. 
Conversely, we will show: 
PROPOSITION 6. Any unitarily implementable weak symmetry T 
may be decomposed as TIT, , where Tl is as above and T2 is a unitarily 
implementable strict symmetry. 
Proof. We suppose that u(T) implements the action of T. Then, 
considering the action on W(f) W(g) W(f + g)-‘, we obtain 
for each f and g in R. This implies that 
(f, do, -+ 0% Ciho (60) 
extends uniquely to an automorphism 0 of the random variables 
measurable relative to (52, G, v). Let D, be the collection of measurable 
functions over (X, SE, m) which are integrable on the complement 
of a set of finite m-measure. Then by setting g = fi @ 0 and g = 0 @g, 
in (60), and by setting h = fig2 , we observe that there is a mapping S 
on IDI such that 
@/ hdP = 1 ShdP. (61) 
X X 
The form of (61) makes it clear that S is linear on BD, . 
Similarly on considering T-l, we obtain analogously 0-l and S-l. 
Now consider (61) in the case when h = ~~ with m(A) < CO. 
Then Jx xA dP = P(A) which takes only the values 0, 1, 2,... . It 
follows that Jx SN, dP (this is just @P(A)) takes the same values. This, 
in turn, implies that SN, must take only the values 0, 1, 2,..., since 
otherwise we could produce an event on which Jx SN, dP was not a 
nonnegative integer. 
288 DAVID SHALE 
We claim that, in fact, SN, takes only the values 0 and 1. For let 
B, be the set where SN, takes the value n. Applying S-l to N, , and 
using the analogous argument involving O-l, we see that %-9t, 
takes only the values 0, 1,2,... . If B, were not m-null for each n > 1: 
we would have S-~SR, > 1 on a set of positive measure. But 
S-ISN, = N, a.e. Contradiction. 
We have shown that for each A in X with finite m-measure, there is 
a set B in X such that S sends N, to N, . Let 19 be that mapping which 
carries A to B. It is easy to see that 8 extends uniquely to an auto- 
morphism of fi. Now @P(A) = PO O(A) and 0 is an automorphism of 
the random variables over (Q, 6, v). We see, therefore, that P 0 13 is the 
standard Poisson process over (X, X) with mean (m 0 0)/a, and that P 
and P 0 8 are weakly equivalent. (Thus (58) is satisfied with m’ = m 0 0.) 
We now define Tl on A by Tl(fi @ fi) = fi 0 (9 @ fi 0 8. Then Tl 
is a unitarily implementable weak symmetry. It may be verified that 
<Tlf> T&w = (Tf, T&w f or all f and g in si. This implies that 
TrlT is a unitarily implementable strict symmetry. We set T2 = T<‘T. 
The proposition follows. 0 
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