Increasing of head rise (H R ) and decreasing of head loss (H L ), simultaneously, are important purpose in the design of different types of fans. Therefore, multi-objective optimization process is more applicable for the design of such turbo machines. In the present study, multi-objective optimization of Forward-Curved (FC) blades centrifugal fans is performed at three steps. At the first step, Head rise (H R ) and the Head loss (H L ) in a set of FC centrifugal fan is numerically investigated using commercial software NUMECA. Two meta-models based on the evolved group method of data handling (GMDH) type neural networks are obtained, at the second step, for modeling of H R and H L with respect to geometrical design variables. Finally, using obtained polynomial neural networks, multi-objective genetic algorithms are used for Pareto based optimization of FC centrifugal fans considering two conflicting objectives, H R and H L . It is shown that some interesting and important relationships as useful optimal design principles involved in the performance of FC fans can be discovered by Pareto based multi-objective optimization of the obtained polynomial meta-models representing their H R and H L characteristics. Such important optimal principles would not have been obtained without the use of both GMDH type neural network modeling and the Pareto optimization approach.
Introduction
The optimization of centrifugal fans is a special task in turbo machinery engineering, which has received considerable attention over the past decades. Lu et al. [1] numerically investigated the internal flow field of centrifugal fans. They could decrease the head loss and increase the total pressure using splitter blades in centrifugal fans. Sugimura et al. [2] investigated a multi-objective optimization process on centrifugal fans using multi-objective robust design exploration method (MORDE). They tried to determine the design variables which have the minimum turbulent noise level and the maximum efficiency. Forward-Curved (FC) blades centrifugal fans or squirrel cage fans are the one of the prime group of the centrifugal fans, which is used industrially in large scales. Kim and Seo [3] presented a response surface method using three dimensional Navier-Stokes analyses to optimize the shape of a forward-curved blades centrifugal fan and finally improved the efficiency of fan.
Head rise and head loss are important and independent objective functions in the design of FC fans, which can be used in a multi-objective optimization process. These objective functions are either obtained from experiments or computed using very timely and high-cost computer fluid dynamic (CFD) approaches, which cannot be used in an iterative optimization task unless a simple but effective meta-model is constructed over the response surface from the numerical or experimental data. Therefore, modeling and optimization of the parameters is investigated in the present study, by using GMDH-type neural networks and multi-objective genetic algorithms in order to maximize the head rise and minimize the head loss.
System identification and modeling of complex processes using input-output data have always attracted many research efforts. System identification techniques are applied in many fields in order to model and predict the behaviors of unknown and/or very complex systems based on given input-output data [4] . In this way, softcomputing methods [5] , which concern computation in an imprecise environment, have gained significant attention.
The main components of soft computing, namely, fuzzy logic, neural network, and evolutionary algorithms have shown great ability in solving complex non-linear system identification and control problems. Many research efforts have been expended to use of evolutionary methods as effective tools for system identification [6] . Among these methodologies, Group Method of Data Handling (GMDH) algorithm is a self-organizing approach by which gradually complicated models are generated based on the evaluation of their performances on a set of multi-inputsingle-output data pairs )
The GMDH was first developed by Ivakhnenko [7] as a multivariate analysis method for complex systems modeling and identification, which can be used to model complex systems without having specific knowledge of the systems. The main idea of GMDH is to build an analytical function in a feed forward network based on a quadratic node transfer function [8] whose coefficients are obtained using regression technique. In recent years, however, the use of such self-organizing networks leads to successful application of the GMDH-type algorithm in a broad range of areas in engineering, science, and economics [7] .
Moreover, there have been many efforts in recent years to deploy GAs to design artificial neural networks since such evolutionary algorithms are particularly useful for dealing with complex problems having large search spaces with many local optima [9] . In this way, GAs has been used in a feed forward GMDH-type neural network for each neuron searching its optimal set of connection with the preceding layer [10] . In the former reference, authors have proposed a hybrid genetic algorithm for a simplified GMDH-type neural network in which the connection of neurons are restricted to adjacent layers. Moreover a multi-objective genetic algorithm has also been recently used by some of authors to design GMDH-type neural networks considering some conflicting objectives [11] .
In this paper head rise and the head loss in a set of forward-curved blades centrifugal fans are numerically investigated using NUMECA. Genetically optimized GMDH type neural networks are then used to obtained polynomial models for the effects of geometrical parameters of the FC fans on both H R and H L . Such approach of meta-modeling of those CFD results allows the iterative optimization techniques. The obtained simple polynomial models are then used in a Pareto based multi-objective optimization approach to find the best possible combinations of H R and H L , known as the Pareto front. The corresponding variations of design variables, namely, geometrical parameters, known as the Pareto set, constitute some important and informative design principles.
CFD simulation of FC blades centrifugal fans
Numerical simulations are performed using Numeca software. Firstly one blade is modeled in Auto blade 3.6 and then the Design 3D environment of Numeca can automatically generate the database with different design variables. The governing equations of incompressible flow are as follows:
• Continuity equation
• Reynolds averaged momentum equation
To parameterize the camber line curve, the simple Bezier method is used. Schematically definition of simple Bezier method is shown in figure (1). The design variables in this method are leading edge angle ( 1 ), trailing edge angle ( 2 ) and the stagger angle ( ). In this study two sections are defined in the blades, one on hub and one on shroud. It is supposed that 1 , 2 and are equal at hub and shroud section due to the 2D nature of FC blades centrifugal fan, this note can mathematically given by
Hub = Shroud = Design Variable (6) By changing the geometrical independent parameters, various designs will be generated and evaluated by CFD. Consequently, some meta-models can be optimally constructed using the GMDH-type neural networks, which will be further used for For CFD grid generation, the Auto Grid environment of Numeca is coupled with the Auto Blade environment. The physical model used in the solver is the Reynolds-Averaged Navier-Stokes equations and the k-E turbulence model is used. Mass flow, k and E imposed at the fans inlet, static pressure outlet boundary condition is used at the outlet and finally periodic boundary condition is applied between two blades. The computation is continued until the solution converged with a total residual of less than (-5). A typical pressure contour in one of simulations is shown in figure (2). The results obtained in such CFD analysis can now be used to build the response surface of both the head rise and the head loss for those different 132 geometries using GMDH-type polynomial neural networks. Such meta-models will, in turn, be used for the Pareto-based multi-objective optimization of the FC fans. A post analysis using the CFD software NUMECA is also performed to verify the optimum results using the meta-modeling approach. Finally, the solutions obtained by the approach of this paper exhibit some important trade-offs among those objective functions which can be simply used by a designer to optimally compromise among the obtained solutions.
Modeling of H R and the H L using GMDH-type neural network
By means of GMDH algorithm a model can be represented as set of neurons in which different pairs of them in each layer are connected through a quadratic polynomial and thus produce new neurons in the next layer. Such representation can be used in modeling to map inputs to outputs. The formal definition of the identification problem is to find a function fˆso that can be approximately used instead of actual one, f in order to predict output ŷ for a given input vector ) ,..., 3 , 2 , 1 ( n x x x x X = as close as possible to its actual output y . Therefore, given M observation of multi-input-single-output data pairs so that
It is now possible to train a GMDH-type neural network to predict the output values i ŷ for any given input vector ) ,..., , , (
The problem is now to determine a GMDH-type neural network so that the square of difference between the actual output and the predicted one is minimized, that is
General connection between inputs and output variables can be expressed by a complicated discrete form of the Volterra functional series in the form of ... (10) where is known as the Kolmogorov-Gabor polynomial [8] . This full form of mathematical description can be represented by a system of partial quadratic polynomials consisting of only two variables (neurons) in the form of 2 5
There are two main concepts involved within GMDH-type neural networks design, namely, the parametric and the structural identification problems. In this way, some authors presented a hybrid GA and singular value decomposition (SVD) method to optimally design such polynomial neural networks [10] . The methodology in these references has been successfully used in this paper to obtain the polynomial models of H R and H L . The obtained GMDH-type polynomial models have shown very good prediction ability of unforeseen data pairs during the training process which will be presented in the following sections.
The input-output data pairs used in such modeling involve two different data tables obtained from CFD simulation discussed in Section 2. Both of the tables consist of four variables as inputs, namely, the geometrical parameters of the FC fans , 1 , 2 ( figure (1) ) and N (number of blades) and outputs, which are H R and H L . The tables consist of a total of 132 patterns, which have been obtained from the numerical solutions to train and test such GMDH type neural networks. However, in order to demonstrate the prediction ability of the evolved GMDH type neural networks, the data in both input-output data tables have been divided into two different sets, namely, training and testing sets. The training set, which consists of 112 out of the 132 input-output data pairs for H R and H L , is used for training the neural network models. The testing set, which consists of 20 unforeseen input-output data samples for H R and H L during the training process, is merely used for testing to show the prediction ability of such evolved GMDH type neural network models. The GMDH type neural networks are now used for such input-output data to find the polynomial models of head rise and head loss with respect to their effective input parameters. In order to design genetically such GMDH type neural networks described in the previous section, a population of 10 individuals with a crossover probability (Pc) of 0.7 and mutation probability (Pm) 0.07 has been used in 500 generations for H R and H L . The corresponding polynomial representation for Head Rise (H R ) is as follows: The very good behavior of such GMDH type neural network model for head rise and head loss is also depicted in figure (3) , both for the training and testing data. It is evident that the evolved GMDH type neural network in terms of simple polynomial equations successfully model and predict the outputs of the testing data that have not been used during the training process. The models obtained in this section can now be utilized in a Pareto multi-objective optimization of the FC centrifugal fans considering both H R and H L as conflicting objectives. Such study may unveil some interesting and important optimal design principles that would not have been obtained without the use of a multi-objective optimization approach.
Multi-objective optimization of FC centrifugal fans
In order to investigate the optimal performance of the FC centrifugal fan in different conditions, the polynomial neural network models obtained in section 3 are now employed in a multi-objective optimization procedure. The two conflicting objectives in this study are Head Rise (H R ) and Head Loss (H L) that is to be simultaneously optimized with respect to the design variables , 1 , 2 (figure (1)) and N (Number of blades). The multi-objective optimization problem can be formulated in the following form:
The evolutionary process of Pareto multi-objective optimization is accomplished by using the recently developed algorithm, namely, the J-elimination diversity algorithm by some of authors [10, 11] where a population size of 60 has been chosen in all runs with crossover probability P c and mutation probability P m as 0.7 and 0.07 respectively. In figure (4) , the design points A and D stand for the best head loss and the best head rise. It is now desired to find a trade-off optimum design points compromising both objective functions. This can be achieved by the method employed in this paper, namely, the mapping method. In this method, the values of objective functions of all nondominated points are mapped into interval 0 and 1.Using the sum of these values for each non-dominated point, the (13a) Moreover, the other optimum design point, B can be simply recognized from figure (4), which exhibit important optimal design concepts. In fact, optimum design point B obtained in this paper exhibits an increase in head loss (about 23.58%) in comparison with that of point A whilst its head rise improves about 30.6% in comparison with that of A The corresponding design variables and objective functions of optimum design points, A, B, C and D are shown in table (1) . These points clearly demonstrate tradeoffs in objective functions head rise and head loss from which an appropriate design can be compromisingly chosen. The Pareto front obtained from the GMDH-type neural network model ( figure (4) ) has been superimposed with the corresponding CFD simulation results in figure (5) . It can be clearly seen from this figure that such obtained Pareto front lies on the best possible combination of the objective values of CFD data, which demonstrate the effectiveness of this paper, both in deriving the model and in obtaining the Pareto front. 
Conclusion
Genetic algorithms have been successfully used both for optimal design of generalized GMDH type neural networks models of Head Rise and Head Loss in FC centrifugal fans and for multi-objective Pareto based optimization of such processes. Two different polynomial relations for H R and H L have been found by evolved GS-GMDH type neural networks using some CFD simulations for input-output data of the fans. The derived polynomial models have been then used in an evolutionary multi-objective Pareto based optimization process so that some interesting and informative optimum design aspects have been revealed for fans with respect to the design variables such as geometrical parameters of , 1 , 2 ( figure (1) ) and number of blades (N). Consequently, some very important tradeoffs in the optimum design of FC centrifugal fans have been obtained and proposed based on the Pareto front of two conflicting objective functions. Such combined application of GMDH type neural network modeling of inputoutput data and subsequent non-dominated Pareto optimization process of the obtained models is very promising in discovering useful and interesting design relationships.
