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Abstract
In order to promote nuclear power production as an attractive option for power generation,
measures must be taken to ensure that the process is both safe and economical. One aspect
of the nuclear fuel cycle that contributes significantly towards such goals is the management
of the fuel. Proper fuel management within a reactor core requires an understanding of the
trade-offs between maximizing the reactivity, while simultaneously minimizing the power
peaking. To accomplish this, various algorithmic methods can be used to help determine
the optimal arrangement of fuel bundles in the core. By exploiting innovative
computational tools for the analyses of reactor cores, more accurate and precise calculations
can be made, and nuclear power generation can continue to be safe and economical. While
traditionally, heuristic algorithms have been used for these large optimization problems,
more direct algorithms may have the potential to provide the most favorable configuration
for the reactor core. The use of Greedy Exhaustive Dual Binary Swaps (GEDBS) was
implemented for the optimization of the quarter-core of a reactor containing 193 fuel
assemblies. The primary objective was to investigate the quality of the output from the
GEDBS algorithm and to compare it to those of other algorithmic methods. In this way,
conclusions could be made as to whether or not the end results from this exhaustive
algorithm justified the added runtime associated with their use, and ultimately, help to
determine its viability for future research.
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Chapter 1
Introduction
In nuclear applications, altering physical parameters or characteristics of the design is not
often possible or realistic; the number of calculations necessary to optimize even the smallest
component can easily exceed several billion. Consequently, the computational analysis and
modeling of a nuclear system is of paramount importance in order to minimize its costs, while
complying with all regulations and maintaining a high level of safety for the system.
In light-water reactors (LWRs), one particular application for which computational analyses
are essential involves the arrangement of fuel bundles within the core. Factors such as the
positions of fuel bundles in the core, their orientations, and their alignments can all contribute
to the overall quality of the core configuration. Computational analyses can be exploited in
order to determine ideal geometry of the fuel bundles in the core.
Within the core of a nuclear reactor, the addition of fresh fuel has the potential to induce
power peaking or cause fluctuations in reactivity. When adding a fresh fuel assembly to
9
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the core, the current practice to determine the optimal configuration of spent and fresh fuel
bundles is to utilize either Simulated Annealing (SA) or Genetic Algorithms (GA). These
algorithmic methods are used to provide a core structure with the approximate optimal
configuration as efficiently as possible. [1, 2, 3] While these methods do provide excellent
approximations, their final output may not result in the most ideal spatial configuration for
the core. A more precise calculation may be determined through a more direct algorithm.
In the past, direct algorithms, such as exhaustive search algorithms, were largely dismissed
for use in large optimization problems due to their long run times. When performing such
optimizations, it is necessary to find a balance between the accuracy of the solution and
the efficiency of the algorithm. Typically the quality of the solutions given by exhaustive
search algorithms is not greatly improved compared to the quality of solutions generated
by faster, less direct methods, and therefore, the latter algorithms are selected. However,
as developments in computer technology and power continue, the run times for exhaustive
search algorithms may decrease, which could lead to an increase in direct algorithms for use
in larger optimization problems. [4]
As it stands, there exist exhaustive enumeration algorithms that iterate over fuel assemblies
and swap the locations of two assemblies per pattern. This method may be direct, but it
is also extremely inefficient. To illustrate this with an example, consider the existence of
a reactor core comprised of fifty fuel bundles. This reactor core could be arranged in 50!
possible configurations using this simple enumeration method. Even if the computational
speed was 1 * 104 seconds/pattern, the estimated running time would be 3.04 * 1060 seconds
(approximately 9.64 * 1052 years). To improve the quality of the output from the algorithm,
the fuel bundle number of exchanges in fuel bundle positions could be increased beyond a
simple binary swap, and thus open the door for even better core configurations.
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CHAPTER 1. INTRODUCTION 11
In this paper, a basic algorithm using Greedy Exhaustive Dual Binary Swaps (GEDBS) will
be explored. This method involves swapping multiple fuel assemblies at the same time in
order to identify the optimal configuration. While this method will require a significant
amount of computing power, it may be able to predict the most favorable arrangement for
the fuel bundles in the core. Ultimately, the goal will be to investigate exhaustive binary
searches to evaluate whether they can outperform SA or GA methods for the optimization of
the core design. Eventually this could lead to the development of new and better algorithms.
Chapter 2
Theoretical Background
The configuration of fuel bundles within the cores of light-water reactors (LWRs) requires
the use of computational models that are capable of handling the complex calculations as-
sociated with a nuclear reactor. The current practice of core configuration optimization is
largely achieved through the use of heuristic algorithms such as Simulated Annealing (SA)
or Genetic Algorithms (GA). The primary objective of this paper is to explore the possible
implementation of a more direct algorithm for this optimization. Although such an algorithm
may require greater computing power, it may have the potential to outperform SA or GA
models.
2.1 Exhaustive Search Algorithms
Exhaustive searches are some of the most straightforward algorithms because they are based
on an intuitive method of problem solving: the brute-force method. Exhaustive search
algorithms work by establishing and evaluating all possible solutions to the problem before
12
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outputting a final answer. In this way, if the optimal solution is within its search space, the
exhaustive search algorithm is bound to find it. [4]
The biggest drawback for exhaustive search algorithms is the amount of time that is needed
to calculate the solution to the problem. Unless the problem is very small, exhaustive search
algorithms will likely take significantly longer than other types of algorithms. As a result,
exhaustive search algorithms are not typically chosen for complicated optimization problems.
However, exhaustive search algorithms are sometimes the only known way to determine an
exact solution to the problem. [5, 6, 7] Furthermore, as computers continue to develop and
their computing power and capabilities increase, exhaustive search algorithms may become
more and more prevalent in the world of optimization and computation because the time
costs will no longer outweigh the accuracy of the algorithm. [4]
A very common approach to exhaustive search algorithms involve the use of a greedy al-
gorithm. Like other exhaustive search algorithms, greedy algorithms evaluate all possible
options within the constraints of the problem. A greedy algorithm is based on the principle
that making the best choice at each step along the way will ultimately achieve the desired
result of determining the global optimum to the problem. Therefore, at each stage in the
optimization process, a greedy algorithm will "snatch up" the best available option, with the
intention of finding best answer to the entire problem. [7, 4]
To illustrate the magnitude of a reactor core calculation problem, Fig. 2.1 will be utilized. In
this figure three three basic quarter-core arrangements with side lengths given by the number
of fuel bundles. The length of one side (1) of these quarters is the radius of the completed
core. These quarter-core arrangements are significantly smaller than the 8-by-8-fuel-assembly
quarter-core actually present in the calculations.
13
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Figure 2.1: Basic quarter-core structure schematic. Fig. 2.1a shows a 3-by-3 fuel bundle
quarter core, while Fig. 2.1b shows a 4-by-4 quarter core and Fig.2.1c shows 5-by-5 quarter
core.
Without taking into account the rotational symmetry or any of the neutronic properties of
the core,' the number of simple binary swaps (meaning that only two fuel bundles are moved
per pattern and they exchange positions in the core) is given by Eq. 2.1:
n-2
[(Rn - 2) - i] (2.1)
i=O
Moreover, using the same generalizations for the dual binary swaps (GEDBS, meaning that
two pairs of fuel bundles exchange their locations, or four total assemblies are moved within
1it is important to note that these examples are gross generalizations of the optimization problem and
are merely included to provided a basis for the scope of the problem.
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Table 2.1: Sample
Length of Side of
Quarter-Core (1)
[Number of Fuel
Bundles/Side]
3
4
5
comparison between simple and dual binary
Number of Fuel Number of
Bundles in Possible Simple
Quarter-Core Binary Swaps
(n)
6 10
10 36
15 | 91 |
swap methods.
Number of
Possible Dual
Binary Swaps
15
378
3003
the core) the total number of patterns possible is given by Eq. 2.2:
2) - i]
n-3 n-k-2
E(n -k) [(Kn- k-
k=2 Ii=0
A basic comparison between the two methods can be given in Table 2.1. With a more
complicated core, the number of calculations will continue to increase dramatically.
2.2 Heuristic Algorithms
Another broad type of algorithm used to solve optimization problems are heuristic algorithm.
Unlike exhaustive search algorithms, heuristic algorithms do not use a direct method for
solving the problem. Instead, they utilize some type of objective function associated with
the problem statement that is either minimized or maximized in order to find an approximate
solution to the optimization problem. [7, 5] These functions help to provide a measurement
of the quality of the output. The ultimate goal of a heuristic algorithm is to provide the
best possible solution to the problem, while remaining as efficient as possible. Since heuristic
algorithms use objective functions to provide a solution instead of a direct or brute force
method, they are able to provide a solution much faster than exhaustive search algorithms,
(2.2)
'
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which makes them ideal for use in large and complicated optimization problems. The largest
drawback for heuristic algorithms is that they output an approximate solution. These results
may be completely or nearly correct, but they cannot always guarantee that they will output
the absolute best possible solution. [7]
2.2.1 Simulated Annealing
One specific genre within the overarching title of heuristic algorithms is called Simulated
Annealing (SA). It can be described as a probabilistic method for determining the global
minimum of a cost function. It is primarily used for problems with large domains because it
is typically more efficient for optimization than an exhaustive enumeration. This assumption,
however, is only valid if SA is used to find an acceptable solution within a finite period of
time; this method does not guarantee the discovery of the best possible solution. [81
SA was initially described in two separate, independent papers: the first by Scott Kirkpatrick,
C. Daniel Gelatt, and Mario P. Vecchi in 1983 [9] and again in 1985 by Vlado Cerny. [10]
In these papers, the authors described the SA process using a physical analogue found in
material science and engineering. The example provided can be visualized as the melting
of a material at a high temperature and then gradually lowering the temperature at small
intervals until it solidifies such that the structure can no longer be altered. At this state, the
atoms or molecules that make up the solid have arranged themselves such that the energy of
the material is at a minimum. [9]
SA is a type of stochastic local search (SLS) method that attempts to minimize the cost
function (f) associated with a given solution (s) in a set of candidate solutions (S). Relating
this back to the physical interpretation associated with SA, the cost function (f) is analogous
16
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to the energy function of the material, and in order to achieve final state of the material, the
energy function must be minimized.
At each iteration of the SA process, the algorithm considers a neighboring solution (s') and
compares it to the previous solution. If f(s') is less than or equal to f(s) then the new
solution, s', is accepted. If f(s') is greater than f(s) the method employs a probabilistic,
binary decision that is based on the difference between f(s') and f(s) and a control parameter
(c) to determine which solution (s' or s) will be accepted. The acceptance criterion can be
described in (2.3) below: [11, 31
Psi = e- c (2.3)
where P is the probability of acceptance. This iteration process is continued until a minimum
value of the cost function has been determined. [2] A basic flow chart of a general SA process
can be found in Fig. 2.2. Further reading on SA methods can be found in [8, 10, 11].
An essential question in the evaluation of SA methods for an optimization problem relates
to whether or not the algorithm will converge to the optimal solution or set of optimal
solutions.[8, 12, 13] It has been shown that a SA algorithm will converge to a set of global
minima of the cost function provided the presence of certain conditions. This set of global
minima can be represented by the symbol, S*. As discussed in Hajek (1988) [12], solution
state s will be able to reach and contact S* at height h if there is a path that begins at s and
ends at an element of S*. What is meant by this is that each individual component along
this path (from s to S*) must be a neighboring element to its preceding state. If all pieces
17
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Figure 2.2: Flow chart describing SA process
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are in a sequential order along a continuous path from the initial value to the final value,
located in set S*. Each individual component of this path needs to a neighbor (s') of the
preceding element in the sequence in order for the route can be continuous from the initial
value to the final value in set S*, then the system will converge to set S*.
Hajek's Theorem 1 as described in Bertsimas & Tsitsiklis, 1993[8] is given as follows, "Let d*
be the smallest number such that every s c S communicates with S* at height d*. Then, the
SA algorithm converges if and only if limt . T(t) = 0 and
exp 00." (2.4)
t=1
In Eq. 2.4, T(t) describes a time-dependent "cooling schedule" associated with the algorithm,
which again, harkens back to SA's physical analogue. [8] While this process does an excellent
job of optimizing, it does not guarantee the output of the absolute global minimum, but
rather has the potential to fall into local minima of the cost function.
2.2.2 Genetic Algorithm
Genetic algorithms (GA) are a part of a group of heuristic algorithms known as evolutionary
algorithms. Evolutionary algorithms are optimization strategies that employ the concepts
present in Darwinian evolution, such as reproduction, mutation, and recombination. [7] The
methods involved in GAs are based on the facts that the role of mutations in the survival
of an individual does not typically have as significant of an effect as do reproduction or
recombination events. Consequently the optimization of problems with GAs follow survival-
of-the-fittest principles in order obtain the optimal solution. [14] In GA's, there are discrete
strings (sometimes called chromosomes), which represent possible candidate solutions to the
19
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optimization problem. This set of strings ultimately aims to "evolve" towards better solutions.
The algorithm begins with a single generation of strings, and with each generation, each
"chromosome" is evaluated by their fitness and then potentially modified via recombination
and/or mutation towards a more suitable solution until the population evolves into an optimal
solution. [151
2.3 Neutronics and Simulators
In order to accurately predict the interactions within the reactor and its overall behavior,
it is necessary to use a simulation tool that is capable of capturing the complexities of the
three-dimensional object. In particular, such a tool would need to be able to handle the
neutronics within the core. [16] As stated in Knief (2008) [17], there are four basic goals in
the utilization of fuel in a nuclear power reactor:
1. a 'flat" power distribution in order to maximize the power capability
2. minimum neutron fluence on the reactor vessel
3. maximum burnup from a minimum amount of fuel
4. minimum fuel cycle costs.
It is difficult to accomplish all of these goals simultaneously, so the current practice is to try
and balance their contributions and effects in order to obtain a suitable and realistic plan for
fuel utilization.
20
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Method Advantages Disadvantages
Finite-difference (a) Highly flexible for geometry, reactor (a) Low accuracy for coarse mesh
type, etc.
(b) Good theoretical basis (b) Inefficient for large power reactors
(c) Detailed power distribution available
Finite-difference (a) Lower efforts for solution (a) Low accuracies without extensive
higher order fitting by precalculations
(b) Adjustment possible to go from one (b) Sometimes knowledgeable user
class of problem to other necessary
Nodal coupling (a) Low effort for solution (a) Detailed power distribution not
available
(b) can be made to give exact results (b) Tuning may be required from core to
core
(c) Low computing time requirements (c) Sometimes do not have strong
theoretical basis
Flux synthesis (a) Low computing time requirement (a) Require knowledgeable user
(b) Detailed power distribution can be
obtained
Response- (a) Highly efficient (a) Higher efforts for large number of
matrix
regions
(b) Could be used for highly (b) Coarse mesh refinements not possible
heterogeneous core easily
(c) Formally exact and do no depend on (c) Inclusion of feed-back decreases
diffusion theory approximation efficiency
Nodal (a) Highly efficient (b) Require knowledgeable user
expansion
(b) Fast convergence and usual (b) Do not have strong theoretical basis
convergence acceleration techniques could
be used
Finite element (a) Highly flexible towards geometries (a) Coupling matrices are less sparse than
in finite-difference method
(b) Highly efficient (b) Iterative technique not very efficient
for three-dimensions
(c) Good theoretical basis (c) Inclusion of feedback decreases
efficiency
(d) Detailed power distribution available
Table 2.2: Comparison of core calculation methods. From [161
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In Froelich et al. (1977), a summary of various suggested methods for core calculations was
provided with their associated advantages and disadvantages. This was then compiled into
a table in Gupta (1981) and has been included in this paper in Table 2.2. [16]
The optimization model chosen was that of FLARE as described in Gupta (1981) due to its
ability to perform very quick calculations. [16] Since this research was merely an investigation
into the potential of a GEDBS algorithm, its focus was primarily on the runtime of such a
method, and the total number of sweeps needed for the results to converge to a single solution.
FLARE utilizes nodal methods in order to determine the best possible core configuration.
The FLARE model strictly focuses on the neutronics of the core that typically involve many
different energy groups of the neutrons.1 FLARE was then implemented into a poropy tool
1A copy of the multi-group diffusion matrix and its associated parameters can be found in the appendix.
[17, 18]
22
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Figure 3.1: Basic configuration for large example core
developed by Jeremy Roberts. 1191 With the poropy tool, example cores can be developed
and moderate manipulations can be performed. Through the use of this tool, a fundamental
output from the reactor object is the pattern, which is in the form of a one-dimensional
array. Each element in this array corresponds to particular fuel assembly. An image of the
sample core with lines separating each assembly can be found in Fig. 3.1. Each colored
square represents a fuel assembly, while the black squares represent the reflector surrounding
the core.
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This one-dimensional array, while useful, is difficult to manipulate and is difficult to visualize
as a reactor core. There are several functions among those available in poropy that allow
this array to be transformed into a two-dimensional matrix array. However, for this paper
a new script (make-index-map. py) was developed in order to provide the indices indicating
the Cartesian location for each of the fuel bundles within the quarter-core. The x-axis was
designated to be the left-hand-side of the quarter core, while the top of the quarter-core was
labeled the y-axis.
The primary language used throughout this paper was Python. Python is what's known as
zero-indexed, meaning that the index of the first entry in an array will always be zero. As
such, since the length of one side of a quarter core is eight assemblies long, it is indexed from
zero to seven as shown in Fig. 3.1.
Along the left-hand side column of the quarter-core, all assemblies except for then fixed center
bundle can be omitted from the core calculations. This is due to the rotational symmetry
observed in the core. This can be easily visualized by considering the quarter core rotated
90 degrees in the clockwise direction. That rotation would cause the upper column (or the
y-axis) to take the position of the current x-axis. From the example studied, this rotational
symmetry allowed for a simplification of the core from 56 fuel bundles to 49. Using the script
makeindex-map . py, the positions associated with these 49 fuel bundles were denoted as
tuples of their Cartesian locations.
Once the fuel bundles were properly indexed, a function found in the Core class within
reactor.py entitled swap was used extensively. The input of this function is a pair of two-
element tuples (like the tuple of the two Cartesian coordinates). The function of the swap
command is to exchange location of the two tuples. For example: if (x 1 , yi) describes the
24
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location of fuel bundle A and (x 2 , y2) describes the location of fuel bundle B, these two
tuples could be used as the two inputs for the swap function [e.g. swap ((xi, yi), (x 2 , y2) ) I.
The output of this example would yield a pattern with all other assemblies in their original
positions and the positions of A and B being interchanged. That is, the position of fuel
bundle A would now be (x 2 , y2) and the position of fuel bundle B would now be (x 1 , yi).
With the organization of the core indices and the use of the swap function, scripts could be
written for both a simple binary swap (where the positions of two fuel bundles, or one pair
of bundles, were exchanged and the new core configuration was evaluated), as well as the
dual binary swaps (GEDBS) (where the positions of two sets of two fuel bundles could be
exchanged). During the evaluation of these scripts, maximum peaking factor (p) and the
eigenvalue (k), which describes the fraction of neutrons present in successive generations and
is a measurement of the core's reactivity, were given. [18]
For this optimization problem, the goals were to maximize k, while simultaneously minimizing
p. In order to accomplish this, the objective function, 3.1, was used.
f =wp(1.6 - p) +wkk (3.1)
In this function, w, and wk represent weighting functions of the two parameters, p and k
respectively. Based upon the core function, operator, etc. a greater emphasis may be placed
upon one factor or another. For this research, the weighting functions were varied in order
to find a balance between the the two values. The overarching goal for the algorithms of the
was to maximize this objective function in order to find a compromise between the values of
p and k.
25
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Results and Discussion
The core pattern used for this research contained a set inventory of 49 fuel bundles. Of these
49 fuel bundles, 18 were labeled with a burnup of 15.0 (meaning they were once-burned),
17 were labeled with a burnup of 0.0 (meaning they were fresh fuel assemblies), and the
remaining 14 were labeled with a burnup of 30.0 (meaning they were twice-burned). The
bundles were also given a number from 0 to 48, which was used to identify it. A brief
summary of the core's inventory can be found in Table 4.1. The starting configuration of the
fuel bundles can be found in Fig. 3.1. For this configuration, the value of keff was 1.0808
and the value of p was 2.0615.
Table
Number
Present in
Inventory
18
17
14
4.1: Summary
Fuel
Assembly
Numbers
0-17
18-34
35-48
of core inventory.
Enrichment Burnup
(%)
4.25
4.25
4.25
15.0
0.0
30.0
26
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Although the basic premise behind these exhaustive search algorithms is straightforward, the
calculation is far from trivial. For a complete sweep with the single binary swap method,
assuming a core comprised of 49 fuel assemblies, the number of possible patterns is 2401
(492). Similarly, for one complete sweep using the GEDBS method, 5764801 (494) patterns
are possible. In order for these methods to converge to a single set of solutions, numerous
sweeps must be executed, and as a result, tens of millions of calculations are performed for
a single optimization.
In order to begin the optimization process, it was necessary to develop an objective formula
with weighting factors (w, and Wk) that reflected the relative importance of the two param-
eters. To accomplish this, the simple binary swap algorithm was used. Since the amount of
time necessary to complete a data sweep for the single swap was significantly less than that
of the the dual swap process, the parameters could be altered and data could be collected
faster from the single swap method. Depending upon the weighted function, wk, the final
output of the simple swap code varied. A summary of the objective function values can be
found in Table 4.2.
Table 4.2: Comparison of objective function (f) evaluated with different values of Wk.
keff p f(wk = 25) f(wk = 40) f(wk = 50) f(wk = 80) f(wk = 100) f(wk = 200)
1.06965 1.7887 26.5526 42.5973 53.2938 85.3833 106.77632. 213.7413
1.07591 1.9727 26.5025 42.6276 53.3777 85.6280 107.1281 214.6289
1.0765 2.0389 26.4736 42.6211 53.3861 85.6811 107.2111 214.8611
In Table 4.2 , the bolded values of the objective function indicate that it was the greatest
value of the f with the given Wk value. The corresponding kef and p values can be found in
the two left-hand side columns of the table. Additionally, the power peaking profiles of the
these tests can be found in Figures 4.1, 4.2, and 4.3.
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Figure 4.1: Power peaking profile from single binary swap algorithm when wk = 25.
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Figure 4.2: Power peaking profile from single binary swap algorithm when Wk = 40.
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Figure 4.3: Power peaking profile from single binary swap algorithm when 50 <wk 200 .
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After comparing outputs from the objective function, it was decided that the weighting
function, Wk, for would be set at 80. At this value of Wk, the algorithm would seek patterns
with high values for keff. The weighting function for the maximum power peaking was set at
unity. Consequently, patterns with lower peaking levels would also be more favorable. The
value of Wk is greater than the value of w, for several reasons. More emphasis was placed
upon maximizing keff than for minimizing p because the fluctuations of keff were not as
large as fluctuations in the maximum power peaking. In order to account for the importance
of maximizing reactivity in the core, despite the small changes in keff values, the Wk Was
increased. With these coefficients (w, = 1 and wk = 80), the algorithms would preferentially
select for arrangements with high reactivity and low power peaking. Since these values for
w, and wk were found to work with the simple binary swap process, they were also utilized
in the dual binary swap algorithm.
Initially, the GEDBS algorithm provided the length of a parameter list, populated by tuples of
keff and p values from pair of swaps. With this command included, the average computation
rate of the algorithm was 76830.94 i 1769.18 patterns per minute (1280.52 i 29.49 patterns
per second). This command was found to decrease the efficiency of the GEDBS algorithm
without providing much insight into the data. Additionally, as the length of the parameter
list increased, it eventually occupied too much memory and crashed the script entirely.
The greatest benefit provided by the value of the list's length was the ability to monitor the
progression of the algorithm. In order to continue to allow this service, a simple counting
system was implemented. Instead of needing the entire list to be stored, the counter only
required the retention of a single value. As such, the efficiency of the algorithm increased and
the memory capacity was not exceeded. With this simple alteration, the average computation
rate increased to 183177.23 ± 1160.27 patterns per minute (3052.95 + 19.34 patterns per
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As was previously mentioned, using the GEDBS method requires the evaluation of 5764801
patterns for each sweep of the optimization. Once the best possible core pattern was deter-
mined from a particular sweep, it would become the starting pattern for the next. As the
process continues, the starting patterns for the sweeps continually improve until one pattern
continues to surface at the end of each sweep. A plot of the keff and p values after each data
sweep can be found in Fig. 4.4.
As the optimization continues, the patterns continue to improve in order to approach a single
pattern, which is the most favorable. For this research, 35 sweeps were completed for the
optimization of the core configuration using the GEDBS method. At 5764801 patterns per
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sweep, the total number of patterns evaluated was 201768035. After these calculations, the
final output of this algorithm was a core configuration with a keff = 1.0807 and p = 2.0833.
With the objective function, 3.1, and coefficients w, = 1 and Wk = 80, the maximum value
of the objective function (Eq. 3.1) was 85.9759. The power peaking profile from the GEDBS
algorithm can be seen in Fig. 4.5, and the pattern of the fuel bundles (0-48) is found below.
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After thirty-five sweeps of the GEDBS script, this was the final arrangement of the fuel
bundles. Although this arrangement was the final formation of the core for the last three
sweeps, it is still possible that the algorithm could converge to a different final pattern.
Further investigation into this option would improve the reliability of the final output.
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Figure 4.5: Power peaking profile for GEDBS algorithm
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Conclusions and Future Work
The primary constraint encountered during the course of this research was related to the
amount of time necessary to perform the GEDBS optimization. As such, improvement upon
the algorithm's efficiency would likely yield dramatic changes the number of data runs that are
able to be executed. With the collection and analyses of more data, more conclusive results
could determine whether exhaustive algorithms, such as the GEDBS algorithm, would be
able to outperform other types of algorithms. If the runtime of exhaustive methods could be
reduced, they may be capable of providing more precise solutions and could become a more
attractive and viable option for optimization methods in the future.
To decrease the time necessary for this optimization problem, there are several different
routes that could be taken. The first possibility would be to improve the computing power
and memory capacity of the computer or computers running the scripts. One of the largest
constraints associated with this research was related to the properties of the computer used.
A larger computer or cluster of computers would likely improve the rate of computation,
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which could allow for faster results and more data runs. Another improvement that could be
made would be make the algorithms more elegant such that they are capable of determining if
the fuel bundles they are swapping have different properties. If the algorithm could recognize
redundant patterns, it would not need to perform a single calculation multiple times, which
could save on time and, therefore, improve the efficiency.
Due to the amount of time necessary to complete a single GEDBS optimization, only one full
optimization was performed. Consequently, it is difficult to ascertain whether the measured
number of sweeps for convergence is accurate. Although the final pattern was given as the
best solution at the end of several sweeps, it is possible that there would be a better solution
in future sweeps. Additionally, starting from different core patterns at the beginning of
the optimization may affect the time necessary for the algorithm to converge. It would be
advantageous to examine how the initial core configuration affects the convergence time of
the algorithm.
Along those same lines, throughout the course of this research, the analysis was focused on the
parameters of a single, specific reactor core state at the beginning of a cycle. To ascertain the
effectiveness of a greedy algorithm for applications in a reactor core, it is crucial that analyses
be conducted beyond such a limited core geometry and state. In order to achieve this, new
scripts would be needed to characterize each core's dimensions as well as the enrichment
levels of the fuel bundles and inventory of the fuel types. For insight into the future of the
core, depletion calculations would also be needed. However the overall architecture of the
single and dual binary swap codes could still be utilized.
In the future, it would be of interest to quickly compare the optimization results from several
different methods. At the beginning of this research, the intention was to develop a SA
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algorithm as well, which could then be compared with the results from the GEDBS and the
single binary swap algorithms.
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Nomenclature
LWR : Light water reactors
GA : Genetic Algorithm
GEDBS : Greedy Exhaustive Dual Binary Swaps
k : the fraction of neutrons present in successive generations.
p : maximum peaking factor
SA : Simulated Annealing
SLS : Stochastic local search
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Multigroup Diffusion Matrix
Zti X1v Ef1 - E11
-X2V Zfl - 21
-XGV Efl - ZG1
-X1V f2 - 12
t2 -X2V Zf2 -22
~XGV f2 -G2
'. -- X1V EfG - EiG
''' 
-X2V fG ~ Z2G
..' tG ~XGV ZfG - GG_
Term Meaning Term Meaning
Zti 'i Absorption plus scattering in Group 1 X2v EfG 1G Fissions in Group G that produce
(removal) neutrons in Group 2
Xiv Ef <bi Fissions in Group 1 that produce E2G < Scattering from Group G to 2
neutrons in Group 1
11 <hi Portion of the Group 1 scattering that Et 2 D2 Absorption plus scattering in Group 2
returns to Group 1 (removal)
Xiv Ef2 D2 Fissions in Group 2 that produce X2V Ef2 <2 Fissions in Group 2 that produce
neutrons in Group 1 neutrons in Group 2
E 12 <b2 Scattering from Group 2 to 1 E22 +2 Portion of the Group 2 scattering that
returns to Group 2
Xiv EfG (10 Fissions in Group G that produce XGv fi 41 Fissions in Group 1 that produce
neutrons in Group 1 neutrons in Group G
iG <Di Scattering from Group G to 1 EG1 (i Scattering from Group 1 to G
X2V Efi <bi Fissions in Group 1 that produce XGV f2 42 Fissions in Group 2 that produce
neutrons in Group 2 neutrons in Group G
E 2 1 <
1)  Scattering from Group 1 to 2 EG2 <2 Scattering from Group 2 to G
Et2 <>2 Absorption plus scattering in Group 2 EtG 4)G Absorption plus scattering in Group G
(removal) (removal)
X2v Ef2 <b2 Fissions in Group 2 that produce XGV EfG <DG Fissions in Group G that produce
neutrons in Group 2 neutrons in Group G
'2 2 <b2 Portion of the Group 2 scattering that EGG <'>G Portion of the Group G scattering that
returns to Group 2 returns to Group G
#Simple Swap (SS) optimizer
import largecore
import makeindex_map
import time
import numpy as np
reactor = large core.make largecore()
#pat is a 1-D array that gives each assembly a number from 0 to 48
# original parameters before entering loops
pat = reactor.core.pattern
idxlist = makeindexmap.make-map(pat)
fl = 0
bestpat = pat
for g in range(0,500):
idxlist = make indexmap.make_map(best_pat)
param list - []
for i in range(len(idx list)):
nA = idx-list[i]
x_A = nA[0]
y_A = nA[l]
idxA = (xA,yA)
for j in range(len(idx list)):
n_B = idx-list[j]
x_B = nB[0]
y_B = nB[1]
idxB = (xB, yB)
reactor.swap( (xA,y_A), (xB, y_B))
#reactor. swap ( idxA, idxB)
k, p = reactor.evaluate()
newpat = reactor.core.pattern
#pidx = (k,p)
#param list.append(pidx)
new_f = (1.6-p)+40*k
if newf >= fl:
fl = new_f
bestpat = newpat
idxlist = makeindexmap.make-map(bestpat)
else:
bestpat = bestpat
continue
print "objective function value is", fl
reactor. printparams ()
reactor. printpattern ()
reactor.printpeaking()
reactor. plotpeaking ()
print "\n", g
#attempt at Greedy Exhaustive Dual Binary Swaps (GEDBS)
import largecore
import makeindexmap
import time
import numpy as np
reactor = largecore.makelargecore()
#pat is a 1-D array that gives each assembly a number from 0 to 48
# original parameters before entering loops
pat = reactor.core.pattern
idxlist = makeindex map.make-map(pat)
fl = 0
bestpat = pat
for g in range (0,50):
param list = 1]
for i in range(len(idx list)):
n_A = idx list[i]
x_A = n_A[O]
y_A = nA[1]
idxA = (xA, y_A)
for j in range(len(idx list)):
n_B = idx-list[j]
x_B = nB[0]
y_B = n_B(1]
idxB = (x_B, yB)
#reactor.swap( (xA,yA), (xB,yB))
reactor.swap(idxA, idxB)
for w in range(len(idx list)):
n_C = idxlist(w]
xC = nC[0]
y_C = nC[l
idxC = (xC,y_C)
for z in range(len(idx list)):
nD = idxlist[z]
x_D = nD(0]
yD = nD[1]
idxD = (xD, yD)
reactor.swap(idxC, idxD)
k, p = reactor.evaluate()
newpat = reactor.core.pattern
new_f = (1.4-p)+200*k
#reactor.printpattern()
#print k,p
#pidx = (k,p)
#param list.append(pidx)
#print len(paramlist)
print 'j - ',j
if newf >= fl:
fl - new_f
print 'f equals', fl
reactor.printparams()
reactor.plotpeaking()
bestpat = newpat
idx list = make index map.make map(bestpat)
else:
pass
print 'i= ',i
print "\n", g
print "objective function value is", fl
#reactor.printpattern()
reactor.print_params ()
#reactor .printpeaking ()
reactor.plotpeaking()
