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Virtuelle Welten sind computerbasierte Anwendungen, in denen eine Vielzahl von
Teilnehmern in einer gemeinsamen Umgebung miteinander interagieren ko¨nnen. In
der Literatur wurden solche Welten schon vor geraumer Zeit popularisiert1. Die
Verbreitung breitbandiger Internetanschlu¨sse und die gestiegenen graﬁschen Mo¨g-
lichkeiten heutiger Hardware haben die Grundlagen dafu¨r geschaﬀen, dass virtuelle
Welten heute im Internet eine wichtige Rolle spielen.
Die technischen Vorga¨nger der heutigen virtuellen Welten waren die 1978 entwickel-
ten Multi User Dungeons (MUD) [11]. In diesen textbasierten Systemen konnten
mehrere Spieler gemeinsam Ra¨tsel lo¨sen, sich unterhalten oder gegeneinander ka¨mp-
fen. Zusa¨tzlich bestanden vielfa¨ltige weitere Interaktionsmo¨glichkeiten wie beispiels-
weise der Handel mit virtuellen Gegensta¨nden.
Aus diesen textbasierten Systemen entwickelten sich im Laufe der 1980er Jahre gra-
ﬁsche virtuelle Welten, beispielsweise das von Lucasﬁlm entwickelte
”
Habitat“, das
1986 in eine o¨ﬀentliche Testphase ging. Zu dieser Zeit war die mo¨gliche Anzahl gleich-
zeitiger Spieler noch relativ gering. So erlaubte das ab 1991 von dem amerikanischen
Online-Dienst AOL angebotene
”
Neverwinter Nights“ zuna¨chst nur 50 gleichzeitig
aktive Spieler. Bis zur Abschaltung von
”
Neverwinter Nights“ 1997 wurde die Ka-
pazita¨t ausgebaut: Von den 115.000 angemeldeten Spielern konnten ungefa¨hr 2.000
gleichzeitig in die Spielwelt eingeloggt sein.
Heutige virtuelle Welten zeichnen sich dadurch aus, dass sie in der Regel eine weit
gro¨ßere Anzahl an gleichzeitigen Teilnehmern zulassen. In einer gemeinsamen Welt
ko¨nnen oftmals mehrere tausend bis einige zehntausend Spieler gleichzeitig aktiv
sein. U¨blicherweise bleiben diese Welten, mit Ausnahme kurzer Wartungsperioden,
persistent online. Eine aufgrund ihrer Teilnehmerzahl besonders hervorzuhebende
virtuelle Welt ist das Massively Multiplayer Online Game (MMOG)
”
World of War-
1Hervorzuheben ist hier besonders der Roman
”





craft“ des Anbieters Blizzard Entertainment, welches mehr als 12 Millionen zahlende
Teilnehmer za¨hlt [22].
Gemeinsam haben alle heutigen kommerziellen virtuellen Welten, dass sie auf eine
Client/Server-Architektur aufsetzen. Dies ermo¨glicht dem Betreiber eine maximale
Kontrolle u¨ber die Aktionen der Teilnehmer. Allerdings werden dadurch den Wel-
ten auch Grenzen gesetzt: Alle Ereignisse mu¨ssen von den Teilnehmern an die Ser-
ver gemeldet werden. Diese Server mu¨ssen pru¨fen, welche anderen Spieler von den
Ereignissen betroﬀen sind, und die Ereignisnachrichten an die betroﬀenen Spieler
weiterleiten. Aufgrund der dadurch erzeugten Netzwerk- und Rechenlast ko¨nnen die
verwendeten Servercluster nur eine begrenzte Anzahl an gleichzeitigen Teilnehmern
unterstu¨tzen. Wollen mehr Spieler an einer Welt teilnehmen, leidet entweder das
Spielerlebnis aller aufgrund u¨berlasteter Server, oder Teilnehmer mu¨ssen in einer
Warteschlange ausharren, bis andere Teilnehmer die Welt verlassen haben. Weiter-
hin verursachen die Installation und der Betrieb der Servercluster hohe Kosten. Mit
Techniken wie Cloud-Computing ko¨nnen zwar Spitzenlasten abgemildert werden, die
Gesamtzahl an Servern und und die damit verbundenen Kosten ko¨nnen so jedoch
nicht verringert werden.
. Problemstellung
Eine Mo¨glichkeit, eine gro¨ßere Anzahl an gleichzeitigen Teilnehmern bei geringe-
ren Kosten fu¨r den Betreiber im Vergleich zu heutigen virtuellen Welten zu un-
terstu¨tzen, ist das Verwenden von Peer-to-Peer-(P2P-)Systemen. Im Gegensatz zur
Client/Server-Architektur, in welcher der Server Dienste anbietet und diese Diens-
te von den Clients genutzt werden, ko¨nnen in einem P2P-System alle Teilnehmer,
Peers genannt, Dienste sowohl anbieten als auch nutzen. Die Menge der Ressour-
cen wa¨chst somit linear mit der Anzahl der Nutzer. Aufgrund dieser Eigenschaft
ko¨nnen mit P2P-Protokollen skalierbar Dienste bereitgestellt werden. Ein weiterer
mo¨glicher Vorteil fu¨r P2P-Systeme ergibt sich aus ihrer dezentralen Struktur: Durch
den Verzicht auf zentrale Komponenten gibt es, im Gegensatz zu Client/Server-
Architekturen, keinen sogenannten Single Point of Failure. Der Ausfall einzelner
Komponenten kann also ohne Beeintra¨chtigungen fu¨r andere Nutzer aufgefangen
werden.
Im heutigen Internet werden P2P-Protokolle gro¨ßtenteils fu¨r Dateitauschsysteme
eingesetzt. Wurden zuna¨chst, wie beispielsweise bei der Dateitauschbo¨rse
”
Napster“,
unstrukturierte P2P-Protokolle verwendet, verlagert sich der Fokus heutzutage zu-
nehmend auf strukturierte Protokolle.
Diese auf das Finden und Anbieten von Dateien optimierten Protokolle lassen sich
jedoch nicht ohne weiteres fu¨r virtuelle Welten adaptieren, da hier deutlich andere
Anforderungen an das P2P-Protokoll gestellt werden. Erste U¨berlegungen, P2P-
Protokolle fu¨r virtuelle Welten zu nutzen, wurden jedoch schon 1990 von den Archi-
tekten des oben erwa¨hnten
”
Lukasﬁlm Habitat“ geta¨tigt [99]. In den letzten Jahren
stieg das Interesse der Forschung an diesem Thema deutlich, und es entstand eine
Vielzahl von mo¨glichen P2P-Protokollen fu¨r virtuelle Welten. Es hat sich jedoch in
der Forschungsgemeinschaft noch kein Konsens gefunden, welche dieser Protokolle
fu¨r virtuelle Welten besonders geeignet sind. Im Rahmen dieser Arbeit werden diese
Protokolle evaluiert und ein neues Protokoll, QuON (kurz fu¨r: Quadrantenbasiertes
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Overlay-Netzwerk), vorgestellt, das besser als bisherige Protokolle wesentliche An-
forderungen virtueller Welten unterstu¨tzt. Im Einzelnen sind die im Rahmen dieser
Arbeit betrachteten Anforderungen:
• Skalierbarkeit: In den hier betrachteten virtuellen Welten sollen tausende
von Teilnehmern gleichzeitig in einer gemeinsamen Welt aktiv sein ko¨nnen. Es
ist also a¨ußerst wichtig, dass die eingesetzten Protokolle skalierbar sind.
• Geringe Latenz: In virtuellen Welten ko¨nnen Teilnehmer auf vielfa¨ltige Weise
interagieren. Bei vielen dieser Interaktionen ist es wichtig, dass die Kommuni-
kation zwischen den Teilnehmern so wenig wie mo¨glich verzo¨gert wird.
• Stabilita¨t und Nachbarschaftskenntnis: In einer virtuellen Welt beﬁn-
den sich die Teilnehmer in einer gemeinsamen Welt. Um sinnvolle Interaktion
zwischen den Teilnehmern zu ermo¨glichen, ist es wichtig, dass alle Teilnehmer
einer virtuellen Welt alle Teilnehmer in ihrer direkten Nachbarschaft und deren
Positionen kennen.
• Cheatingerkennung: In virtuellen Welten versuchen einige Teilnehmer, sich
durch Regelbruch Vorteile gegenu¨ber anderen Teilnehmern zu verschaﬀen. Die-
se mu¨ssen erkannt und aus der Welt entfernt werden ko¨nnen.
• Geringer Bandbreitenbedarf: Da in P2P-Protokollen die Teilnehmer Auf-
gaben u¨bernehmen, die vormals von einem Server erfu¨llt worden sind, ist der
Bandbreitenbedarf eines P2P-Protokolls fu¨r den Nutzer im Regelfall ho¨her
als bei einer Client/Server-Architektur. Der maximale Bandbreitenbedarf ei-
nes P2P-Protokolls darf jedoch die begrenzten Ressourcen seiner Nutzer nicht
u¨berschreiten.
Als Rahmenbedingung wird davon ausgegangen, dass die Teilnehmer an einer virtu-
ellen Welt mit einem breitbandingen Anschluss an eine IP-Infrastruktur ausgestat-
tet sind. Dabei wird vorausgesetzt, dass zwischen den Teilnehmern Ende-zu-Ende-
Verbindungen aufgebaut werden ko¨nnen. Wie im Kontext von P2P-Protokollen u¨b-
lich, ist mit sta¨ndiger Knotenﬂuktuation zu rechnen. Diese ergibt sich sowohl durch
Fehlerzusta¨nde wie Verbindungsabbru¨che als auch durch das geordnete Beenden ei-
ner Spiel-Sitzung durch den Teilnehmer.
. Ziele und Beiträge der Arbeit
Das Ziel dieser Arbeit ist die Entwicklung eines skalierbaren und latenzarmen P2P-
Protokolls fu¨r virtuelle Welten. Als wichtige Anforderung soll mit diesem Protokoll
die Stabilita¨t und der Zusammenhang des Netzes gewa¨hrleistet bleiben und eine gute
Nachbarschaftskenntnis erreicht werden ko¨nnen. Weiterhin sollen Cheater, die sich
regelwidrige Vorteile vor anderen Teilnehmern verschaﬀen wollen, erkannt und aus
dem Netz entfernt werden ko¨nnen. Dabei darf die maximal beno¨tigte Bandbreite die
Ressourcen eines durchschnittlichen Internetnutzers nicht u¨berschreiten.
Die Beitra¨ge der Dissertation liegen somit in folgenden Bereichen:








Abbildung 1.1 Die Grundidee bei Mutual-Notiﬁcation-Protokollen. Gezeigt sind
die Positionen der Teilnehmer in der virtuellen Welt sowie die Verbindungen zwischen
den Teilnehmern.
– Entwicklung und Evaluierung des quadrantenbasierten P2P-Protokolls
QuON.
– Entwicklung und Evaluierung von Mechanismen zur Wahrung der Stabi-
lita¨t und Nachbarschaftskenntnis.
– Entwicklung und Evaluierung von Mechanismen zur Vermeidung von durch
hohe Spielerdichten verursachte U¨berlastsituationen.
– Entwicklung und Evaluierung von Cheatingerkennungsmaßnahmen.
• Entwicklung des Overlay-Frameworks OverSim.
Das im Rahmen dieser Arbeit entwickelte P2P-Protokoll fu¨r virtuelle Welten, QuON,
soll die oben erla¨uterten Anforderungen virtueller Welten besser erfu¨llen als bishe-
rige Protokolle. Viele der bisherigen Protokolle basieren auf einer Unterteilung der
Spielwelt in Zonen [58, 79, 144, 149]. Diese Aufteilung fu¨hrt, wie in Kapitel 5 gezeigt
wird, in der Regel zu hohen Latenzen. Aus diesem Grund basiert QuON auf dem
zonenlosen Mutual Notiﬁcation-Ansatz. In Mutual-Notiﬁcation-Protokollen werden
alle Ereignisse direkt vom Verursacher an alle interessierten Teilnehmer kommuni-
ziert. Dies sind in der Regel alle anderen Teilnehmer, die sich in der virtuellen Welt
in einem gewissem Umkreis um die Position des Verursachers beﬁnden.
Dazu bauen Teilnehmer, die in der Spielwelt nahe beieinander stehen, wie in Abbil-
dung 1.1 dargestellt, direkte Verbindungen miteinander auf. Dadurch kann zwischen
unmittelbar interagierenden Teilnehmern in der Regel eine geringe Latenz gewa¨hr-
leistet werden. Um eine Partitionierung des Netzes zu verhindern, mu¨ssen Verbin-
dungen zwischen weiter entfernten Teilnehmern gebildet werden. Um den Band-
breitenbedarf zu beschra¨nken, sollte die Anzahl dieser Verbindungen nicht zu hoch
gewa¨hlt werden.
Die bislang vorgeschlagenen Mutual-Notiﬁcation-Protokolle wie VAST [67] zeigen
zwar das Potential dieses Ansatzes, ko¨nnen jedoch die oben beschriebenen Anfor-
derungen nicht voll erfu¨llen. Insbesondere ist die Nachbarschaftskenntnis bisheriger
Mutual Notiﬁcation-Protokolle in der Regel unzureichend. Zusa¨tzlich liegt die beno¨-
tigte Bandbreite bisheriger Protokolle deutlich u¨ber den Ressourcen durchschnittli-
cher Internetnutzer.
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Um diese Probleme zu vermeiden, teilt jeder Teilnehmer in QuON die Spielwelt
in vier Quadranten auf. Statt der in bisherigen Protokollen verwendeten impliziten
Nachbarschaftsﬁndung aus Voronoi- oder Delaunaygraphen wa¨hlt ein Teilnehmer in
QuON nun aus jedem Quadranten explizit einen Teilnehmer als Verbindungsnach-
barn. Dabei werden immer mo¨glichst nahe Teilnehmer als Verbindungsnachbarn ge-
wa¨hlt. Somit werden unno¨tige weit reichende Verbindungen vermieden und der Pro-
tokolloverhead reduziert. Nur falls keine nahen Teilnehmer vorhanden sind, werden
weiter entfernte Nachbarn als Verbindungsnachbarn gewa¨hlt. Mit diesen Nachbar-
schaftsbeziehungen wird der Netzzusammenhalt gewa¨hrleistet und eine gute Nach-
barschaftskenntnis erreicht: Die Evaluation in Kapitel 8 zeigt, dass QuON so eine
Nachbarschaftskenntnis von u¨ber 99,9% erreicht. Dies bedeutet, dass 99,9% der Teil-
nehmer korrekt u¨ber die Positionen aller Nachbarn informiert sind. Dabei betra¨gt
die Latenz bei der Zustellung von Ereignisnachrichten im Durchschnitt 90ms und
entspricht damit den guten Werten bisheriger Mutual Notiﬁcation Protokolle. Im
Vergleich zu bisherigen Mutual Notiﬁcation Protokollen ist die beno¨tigte Bandbrei-
te um bis zu 80% geringer.
Ein mo¨gliches Problem bei P2P-Protokollen fu¨r virtuelle Welten sind durch soge-
nannte Hotspots verursachte U¨berlastsituationen. Hotspots sind Bereiche, in denen
eine Vielzahl von Teilnehmern auf sehr engem Raum steht. Da normalerweise Spie-
ler Ereignisnachrichten an alle anderen Spieler in ihrem Interessengebiet senden,
fu¨hren Hotspots zu einer großen Menge an Nachrichten und somit zu einer U¨ber-
lastung der Teilnehmer. Eine mo¨gliche Lo¨sung dieses Problems ist das dynamische
Anpassen der Gro¨ße des Interessengebiets an die Lastsituation. Droht eine U¨berlast,
ko¨nnen die Teilnehmer ihr Interessengebiet dynamisch verkleinern. Eine solche dy-
namische Anpassung der Interessengebiete kann jedoch die Nachbarschaftskenntnis
negativ beeinﬂussen. In dieser Arbeit wird ein Adaptionsalgorithmus vorgestellt, der
in U¨berlastsituationen den Bandbreitenbedarf deutlich senkt und dabei die Nach-
barschaftskenntnis nur geringfu¨gig verringert. Dies wird erreicht, indem Teilnehmer
nicht nur auf lokales Wissen zuru¨ckgreifen, sondern die Interessengebietsgro¨ße ande-
rer Teilnehmer mit beru¨cksichtigen. Mit dieser Information ko¨nnen Hotspots vorab
erkannt werden; somit kann ein Teilnehmer sein Interessengebiet verkleinern, bevor
die U¨berlastsituation eintritt. In Evaluationen wurde gezeigt, dass die beno¨tigte Spit-
zenbandbreite in Hotspot-Szenarien mit diesen Techniken um 75% gesenkt werden
kann.
Das Problem der Cheatingerkennung wurde in den meisten Vorschla¨gen fu¨r P2P-
Protokolle fu¨r virtuelle Welten bislang ignoriert. Dediziert vorgeschlagene Anti-
Cheating-Protokolle lassen sich in der Regel nicht direkt in die vorgeschlagenen
Protokolle integrieren, ohne die Erfu¨llung der oben beschriebenen Anforderungen
deutlich zu verschlechtern. So steigern Anti-Cheating-Protokolle, die eine Synchroni-
sation der Nachrichten der Teilnehmer erfordern [14, 39], oft die Nachrichtenverzo¨ge-
rung deutlich. Andere Anti-Cheating-Protokolle fordern, dass zentrale Komponenten
einen großen Anteil der versendeten Nachrichten begutachten oder weiterverteilen
[147] mu¨ssen. Dadurch wird die Skalierbarkeit der Protokolle stark eingeschra¨nkt. In
dieser Arbeit wird eine Cheatingerkennung vorgestellt, die sich direkt in QuON inte-
grieren la¨sst. Dabei mu¨ssen keine vergro¨ßerten Latenzen in Kauf genommen werden
und die Skalierbarkeit wird nicht beeintra¨chtigt. Hierzu kontrollieren sich die Teil-
nehmer gegenseitig. In konkreten Verdachtsfa¨llen werden die des Cheatings verda¨ch-
tigen Spieler von einem vertrauenswu¨rdigen Beobachter u¨berpru¨ft, bevor sie gege-
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benenfalls fu¨r ihr Fehlverhalten bestraft werden. Dadurch wird der Einﬂuss falscher
Anschuldigungen gering gehalten.
Um P2P-Protokolle fu¨r virtuelle Welten evaluieren zu ko¨nnen, ist der Einsatz von
Simulationswerkzeugen hilfreich. Bisherige Simulatoren [57, 70, 90, 125] ko¨nnen je-
doch wichtige Anforderungen an eine ﬂexible, skalierbare und realistische Simulation
von P2P-Protokollen nicht erfu¨llen [100]. Aus diesem Grunde wurde im Rahmen die-
ser Arbeit in Zusammenarbeit mit Kollegen das Simulations-Rahmenwerk OverSim
[15] entwickelt. OverSim ermo¨glicht die skalierbare Simulation von P2P-Protokollen
in verschiedenen Szenarien. Durch seine modulare Architektur lassen sich alle Kom-
ponenten transparent austauschen. So ko¨nnen beispielsweise verschiedene Underlay-
Modelle eingesetzt werden, die sich in der Abstraktion der unterliegenden Netzwerk-
schichten unterscheiden. Durch spezielle Underlay-Modelle eignet sich OverSim auch
fu¨r die Untersuchung von P2P-Protokollen in Testnetzen wie PlanetLab oder G-Lab.
Dabei bleibt OverSim skalierbar, einfache Simulationen sind auch mit u¨ber 100.000
Knoten in realistischer Zeit durchfu¨hrbar [15].
. Gliederung der Arbeit
Die weitere Arbeit ist wie folgt gegliedert: In Kapitel 2 werden zuna¨chst die Grundla-
gen dargelegt, die zum Versta¨ndnis der weiteren Arbeit notwendig sind. Hier werden
auch die Anforderungen, die ein P2P-Protokoll fu¨r virtuelle Welten erfu¨llen muss,
na¨her erla¨utert. In dem darauf folgenden Kapitel 3 wird der Stand der Technik
heutiger virtueller Welten diskutiert.
Im Rahmen der Arbeit wurde gemeinsam mit Kollegen das Simulations-Rahmenwerk
OverSim entwickelt. Dieses wird in Kapitel 4 vorgestellt. Dabei wird auf die einzel-
nen Komponenten des Rahmenwerks sowie auf die Besonderheiten bei der Simu-
lation von virtuellen Welten eingegangen. OverSim wird spa¨ter verwendet, um die
Leistungsfa¨higkeit der in dieser Arbeit betrachteten Protokolle zu evaluieren.
Um die Entwicklung eines neuen P2P-Protokolls fu¨r virtuelle Welten vorzubereiten,
werden in Kapitel 5 bisherige Protokollvorschla¨ge mit OverSim evaluiert. Insbeson-
dere werden die Sta¨rken und Schwa¨chen der Protokolle bezu¨glich der im Grundla-
genkapitel vorgestellten Anforderungen erarbeitet.
Anhand der bei der Evaluierung gewonnenen Erkenntnisse wird in Kapitel 6 das
neue quadrantenbasierte Protokoll QuON entworfen, welches die Schwa¨chen beste-
hender Protokolle vermeiden soll. Es werden die Basisarchitektur und grundlegende
Protokollmechanismen aufgezeigt. Zusa¨tzlich werden Mechanismen vorgestellt, mit
denen die Leistung des Protokolls in Situationen mit hoher Knotenﬂuktuation oder
hoher Teilnehmerdichte verbessert werden kann. In Kapitel 7 wird besprochen, wie
QuON um eine eﬃziente Methode zur Erkennung von Cheating erweitert werden
kann.
In Kapitel 8 wird das in den vorangehenden Kapiteln entwickelte Protokoll evaluiert.
Dabei werden umfassende Simulationen des Protokolls mit OverSim vorgestellt und
die Ergebnisse mit Evaluierungsergebnissen bestehender Protokollvorschla¨ge vergli-
chen. Weiterhin wird eine Installation von QuON auf dem deutschlandweiten Test-
bett G-Lab vorgestellt.
Abschließend wird die Arbeit im Kapitel 9 zusammengefasst und ein Ausblick auf
weitergehende Forschungsmo¨glichkeiten gegeben.
. Grundlagen
In diesem Kapitel werden fu¨r das Versta¨ndnis der folgenden Kapitel beno¨tigte Grund-
lagen vorgestellt. Im Einzelnen werden Grundprinzipien und wichtige Eigenschaften
virtueller Welten und von Peer-to-Peer-Netzen sowie einige Aspekte der Kryptogra-
phie erla¨utert.
. Virtuelle Welten
Virtuelle Welten sind vernetzte Systeme, in denen zahlreiche Nutzer miteinander
kommunizieren oder in sonstiger Weise miteinander interagieren ko¨nnen. Die Teil-
nehmer einer solchen Welt werden durch sogenannte Avatare1 repra¨sentiert. Mit
diesen Avataren ko¨nnen sie sich in der virtuellen Welt bewegen. Die Interaktions-
mo¨glichkeiten zwischen den Teilnehmern werden auch durch die ra¨umliche Position
der Avatare in der virtuellen Welt bestimmt. So ist beispielsweise ein Unterhaltung
nur bei ra¨umlicher Na¨he der Avatare zueinander mo¨glich.
.. Arten virtueller Welten
Virtuelle Welten lassen sich in zwei Klassen einteilen: Soziale virtuelle Welten und
Massively Multiplayer Online Games (kurz: MMOGs). Soziale virtuelle Welten sind
auf die soziale Interaktion zwischen den Teilnehmern fokussiert. Der Schwerpunkt
der Interaktionsmo¨glichkeiten liegt hier in der Regel auf den Kommunikationsmo¨g-
lichkeiten, also text- oder sprachbasierter Unterhaltung, dem Versenden von Nach-
richten oder der o¨ﬀentlichen Diskussion. Ein weiterer wichtiger Aspekt von sozialen
virtuellen Welten ist das Erstellen von und der Handel mit virtuellen Gegensta¨nden.
Die momentan gro¨ßte soziale virtuelle Welt ist
”
Second Life“ [92] des Anbieters Lin-
den Labs mit mehr als 21 Millionen angemeldeten Nutzern [93]. Da die Nutzung von
1Der Begriﬀ Avatar wurde 1992 durch den Roman
”
Snow Crash“ von Neal Stevenson populari-
siert. Er bezeichnet dort eine graﬁsche Repra¨sentation von Personen der physischen Welt in einer
virtuellen Welt.
 . Grundlagen
Second Life kostenlos ist und einmal erstellte Nutzerkonten nicht auslaufen, umfasst
diese Zahl nahezu alle Teilnehmer, die je in Second Life aktiv waren. Im November
und Dezember 2010 waren etwas mehr als 1,3 Millionen Nutzer in dieser virtuellen
Welt aktiv [93]. Ein Hauptmerkmal von Second Life ist die Mo¨glichkeit fu¨r Nutzer,
3D-Objekte in der Welt zu erstellen und mit einer Programmiersprache, der
”
Linden
Scripting Language“, mit Animationen oder zusa¨tzlichen Funktionen zu versehen.
Diese Objekte ko¨nnen in der virtuellen Welt gehandelt werden. Die in der virtuellen
Welt verwendete Wa¨hrung la¨sst sich in US$ umtauschen. Das Handelsvolumen in
der virtuellen Welt und auf den angeschlossenen E-Commerce-Seiten la¨sst sich so
in US$ umrechnen und betrug im 1. Quartal des Jahres 2010 u¨ber 2,4 Millionen
US$. Einen a¨hnlichen Ansatz wie Second Life verfolgt das bereits la¨nger am Markt





Universe“ [46] ha¨lt den aktuellen Weltrekort fu¨r den Verkauf des teuersten virtuellen
Grundstu¨cks mit einem Verkaufspreis von 335.000 US$ [62]. Einige soziale virtuelle
Welten wie
”
Smeet“ [127] integrieren sich in soziale Netzwerke wie Facebook.
Neben kommerziellen Anbietern virtueller Welten gibt es auch Open Source-Initia-
tiven wie
”
Open Wonderland“ [105] oder das zu Second Life kompatible
”
OpenSi-
mulator“ [106], die Rahmenwerke zur Erstellung virtueller Welten entwickeln. Die-
se ermo¨glichen es Unternehmen und Privatanwendern, virtuelle Welten fu¨r kleinere
Nutzergruppen anzubieten. Diese Welten ko¨nnen teilweise verbunden werden, sodass
eine Web-a¨hnliche Struktur aus verbundenen Welten entstehen kann.
Ein Spezialfall sozialer virtueller Welten sind virtuelle Welten fu¨r Ausbildungs- und
Lernzwecke. Hier ist ein Handel mit virtuellen Gegensta¨nden in der Regel nicht
vorgesehen. Stattdessen werden von der virtuellen Welt Hilfsmittel zur Wissensver-
mittlung angeboten. Beispiele fu¨r eine solche virtuelle Welt sind das an der Duke
University, NC, USA entwickelte
”
Open Cobalt“ [94] und das an der Indiana Uni-
versity, IN, USA entwickelte
”
Quest Atlantis“ [10].
Der gro¨ßte Teil der virtuellen Welten sind jedoch keine sozialen virtuellen Welten,
sondern MMOGs. Bei MMOGs steht im Gegensatz zu sozialen virtuellen Welten
das Online-Spiel im Vordergrund. Dabei ko¨nnen Spieler in der virtuellen Welt ge-
geneinander oder gemeinsam gegen computergesteuerte Gegner ka¨mpfen. Abgren-
zungsmerkmale zu anderen Online-Spielen sind die Gro¨ße sowie die Persistenz der
virtuellen Welt. Wa¨hrend sich in normalen Online-Spielen meist weniger als 100
Spieler in einer gemeinsamen Spielumgebung beﬁnden und diese Spielumgebung vor
jeder Spielrunde in einen festgelegten initialen Zustand gebracht wird, ist in MMOGs
die Zahl der gleichzeitig in einer Welt aktiven Spieler deutlich gro¨ßer. Zudem la¨uft
die Spielwelt in MMOGs kontinuierlich weiter. Ein Zuru¨cksetzen der Welt ﬁndet im
Gegensatz zu normalen Online-Spielen nicht statt. Die meisten MMOGs stammen
aus dem Spielgenre der Rollenspiele.
Das MMOG
”
World of Warcraft“ [23] ist die virtuelle Welt mit der gro¨ßten Nutzer-
zahl. Im Oktober 2010 waren bei dem Spiel mehr als 12 Millionen zahlende Nutzer
angemeldet [22]. Durch die große Zahl zahlender Nutzer ist World of Warcraft auch
die kommerziell erfolgreichste virtuelle Welt.
Das MMOG mit den meisten in einer gemeinsamen Welt gleichzeitig aktiven Spielern
ist
”
EVE Online“ [28]. Hier wird auf die bei MMOGs oft verwendete Unterteilung
der Spieler auf getrennte Realms oder Shards (siehe hierzu Abschnitt 3.1.1.1) ver-
zichtet. Zu Spitzenzeiten sind in EVE Online u¨ber 60.000 Spieler gleichzeitig in einer
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gemeinsamen Welt online [27, 104]. Das gro¨ßte nach dem
”
Free to Play“ -Modell, bei
dem der Anbieter keine Gebu¨hren fu¨r das Spielen verlangt sonders sich u¨ber den
Verkauf von Spielgegensta¨nden ﬁnanziert, angebotene MMOG ist
”
RuneScape“ [69]
mit mehr als 10 Millionen Teilnehmern.
Neben den Rollenspielen werden auch Spiele anderer Genres als MMOG angeboten.
Bei dem Spiel
”
PlanetSide“ [128] handelt es sich um einen sogenannten
”
First Person
Shooter“ (kurz: FPS), bei dem der Spieler seinen Avatar nicht von außen sieht,
sondern aus der Ego-Perspektive spielt. Spiele dieses Genres sind fu¨r ihre besonders
hohen Anforderungen an die Netzverzo¨gerung bekannt.
Die Grenzen zwischen sozialen virtuellen Welten und MMOGs sind teilweise ﬂießend.
Bereits die 1986 vero¨ﬀentlichte soziale virtuelle Welt
”
Habitat“, eine der ersten virtu-
ellen Welten [99], ermo¨glichte neben der sozialen Interaktion auch Ka¨mpfe zwischen
den Spielern. Auch Second Life ermo¨glicht den Teilnehmern in einigen Bereichen der
Spielwelt das Tragen und Benu¨tzen von Waﬀen. Andererseits lassen viele MMOGs
auch den Handel oder andere soziale Interaktionen zu.
.. Interaktionsmöglichkeiten
Die einfachste Interaktionsform in virtuellen Welten ist die Unterhaltung zwischen
Teilnehmern. Diese erfolgt oft auf Basis von Textnachrichten. Einige virtuelle Welten
ermo¨glichen auch eine Sprachkommunikation zwischen Teilnehmern.
Eine besonders in sozialen virtuellen Welten ha¨uﬁg genutzte Interaktion ist der Han-
del virtueller Gegensta¨nde. Hierbei kann ein Teilnehmer einen solchen Gegenstand
gegen eine Spielwa¨hrung oder im Tausch gegen einen anderen Gegenstand einem
anderen Teilnehmer weitergeben.
Eine in MMOGs wichtige Interaktionsform ist der Kampf zwischen Teilnehmern
oder zwischen einem Teilnehmer und einem computergesteuerten Gegner. Der Ab-
lauf dieser Interaktion ist stark von der konkreten virtuellen Welt abha¨ngig. In der
Regel ko¨nnen Teilnehmer verschiedene Nah- und Fernkampfwaﬀen sowie Zauber-
spru¨che oder andere ﬁktive Kampftechniken nutzen. Dabei verliert ein Spieler durch
erlittene Treﬀer Lebenspunkte. Diese ko¨nnen teilweise durch freundlich gesinnte Teil-
nehmer
”
geheilt“ werden. Erreicht die Zahl der Lebenspunkte eines Teilnehmers null,
”
stirbt“ der Teilnehmer und kann bis zu einer spa¨teren Wiederbelebung nicht mehr
mit anderen Teilnehmern interagieren. Da der Kampf in MMOGs u¨blicherweise in
Echtzeit abla¨uft, stellt diese Interaktionsform hohe Anforderungen an die Nachrich-
tenverzo¨gerung. Die von einem Teilnehmer ausgehenden Interaktionen wie Unter-
haltung, Handel und Kampf werden mit Ereignisnachrichten an andere Teilnehmer
kommuniziert.
Da alle Teilnehmer die Bewegung der anderen Teilnehmer in der virtuellen Welt
sehen ko¨nnen, kann auch die Bewegung als Interaktion gewertet werden. Um die
Bewegungen anderer Teilnehmer zeitnah visualisieren zu ko¨nnen, mu¨ssen sowohl re-
gelma¨ßig von allen Teilnehmern die aktuellen Positionen mit einer Positionsmeldung
gemeldet, als auch die Positionsmeldungen der anderen Teilnehmer ausgewertet wer-
den. In der Praxis werden fehlende Positionsdaten oft durch Techniken wie Koppeln
(englisch: dead reckoning) erga¨nzt. Dies kann jedoch fehlende Positionsdaten nur
kurzfristig ersetzen. Bei la¨ngeren Ausfa¨llen divergieren gescha¨tzte und tatsa¨chliche
Position zu stark.
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Die Interaktionsmo¨glichkeiten in virtuellen Welten basieren in der Regel auf der
Position der kommunizierenden Teilnehmer in der virtuellen Welt. Dabei wird ge-
fordert, dass die Positionen der Teilnehmer nicht zu weit voneinander entfernt sind.
Die maximale Entfernung ist dabei von der konkreten Interaktion abha¨ngig. Fu¨r das
Handeln von Gegensta¨nden kann beispielsweise gefordert werden, dass die Teilneh-
mer in der virtuellen Welt unmittelbar nebeneinander stehen. Eine Unterhaltung
zwischen Teilnehmern kann erfordern, dass sich diese in Ho¨rweite beﬁnden. Die ma-
ximale Entfernung, u¨ber die Teilnehmer interagieren ko¨nnen, la¨sst sich zur Deﬁnition
des Interessengebiets eines Teilnehmers nutzen. Das Interessengebiet ist der Bereich
der virtuellen Welt, der alle Teilnehmer umfasst, mit denen ein gegebener Teilnehmer
zu einem Zeitpunkt interagieren kann.
Virtuelle Welten fo¨rdern oft das Zusammenspiel mehrerer Teilnehmer. Deshalb schlie-
ßen sich Teilnehmer oft zu Gruppen zusammen, die sich gemeinsam in der Welt
bewegen und ein gemeinsames Ziel verfolgen. In einem MMOG ko¨nnte solch ein Zu-
sammenschluss beispielsweise zum Besiegen eines besonders starken Gegners oder
zum Kampf gegen eine andere Teilnehmergruppe erfolgen. Der Zusammenschluss
der Teilnehmer kann kurzfristig erfolgen und nur fu¨r eine begrenzte Zeit bestehen.
.. Anforderungen
Das Ermo¨glichen der Interaktion von Nutzern ist das wichtigste Ziel virtueller Wel-
ten. Damit dieses Ziel bestmo¨glich erreicht werden kann, mu¨ssen einige Anforderun-
gen erfu¨llt werden. In dieser Arbeit werden insbesondere die folgenden Anforderun-
gen virtueller Welten betrachtet:
• Skalierbarkeit: Das Ziel virtueller Welten ist es, so vielen Teilnehmern wie
mo¨glich in einer gemeinsamen Welt Interaktionsmo¨glichkeiten zu bieten. Des-
wegen ist Skalierbarkeit bezu¨glich der Teilnehmerzahl eine wesentliche An-
forderung virtueller Welten. Bei bisherigen Client/Server-basierten virtuellen
Welten ist, wie in Abschnitt 3.1.4 ausfu¨hrlicher aufgefu¨hrt, die Skalierbarkeit
eingeschra¨nkt. Bei der Verwendung von P2P-Protokollen ko¨nnen auch die Res-
sourcen der Teilnehmer genutzt werden. In diesen Protokollen steigen die Ge-
samtressourcen mit der Zahl der Teilnehmer. Sofern der Ressourcenbedarf der
virtuellen Welt nicht sta¨rker mit der Teilnehmerzahl steigt als das Ressourcen-
angebot der Peers ko¨nnen P2P-Protokolle skalierbare virtuelle Welten ermo¨g-
lichen.
• Geringe Latenz: Viele Interaktionen in virtuellen Welten erfordern eine ver-
zo¨gerungsarme Kommunikation zwischen den Teilnehmern. Die maximale ak-
zeptable Verzo¨gerung ist dabei von der Art der Interaktion abha¨ngig. Die
ho¨chsten Anforderungen stellt hier die Kampf-Interaktion in MMOGs. Eine
Verzo¨gerung von mehr als 250ms wird von Spielern von MMOGs als Ein-
schra¨nkung empfunden [31, 126], Verzo¨gerungen von mehr als 500ms nicht
toleriert [35]. Grundsa¨tzlich gilt bei Echtzeit-Interaktionen, dass die Nachrich-
tenverzo¨gerungen so gering wie mo¨glich gehalten werden sollen.
• Stabilita¨t und Nachbarschaftskenntnis: Teilnehmer in virtuellen Welten
ko¨nnen mit allen Teilnehmern interagieren, die sich in ihrem Interessengebiet
beﬁnden. Die Nachbarschaftskenntnis wird hier deﬁniert als der Anteil der
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Teilnehmer, der alle anderen Teilnehmer kennt, die sich in seinem Interessen-
gebiet beﬁnden. Eine hohe Nachbarschaftskenntnis ist Voraussetzung dafu¨r,
dass Teilnehmer nicht in ihrer Interaktionsmo¨glichkeit eingeschra¨nkt sind. Ei-
ne hohe Nachbarschaftskenntnis la¨sst sich nur erreichen, wenn das Netz als
solches stabil bleibt. Treten beispielsweise Netzpartitionen auf, wie dies unter
anderem bei dem P2P-Protokoll Vast geschehen kann [7], ko¨nnen sich Teil-
nehmer aus unterschiedlichen Partitionen in der virtuellen Welt einander nicht
mehr sehen und nicht mehr miteinander interagieren.
• Cheat-Erkennung: Cheating, also der Versuch bo¨swilliger Teilnehmer, sich
durch Regelbruch Vorteile gegenu¨ber ehrlichen Spielern zu verschaﬀen, ist ein
ga¨ngiges Problem in virtuellen Welten. Hierdurch wird das Spiel-Erlebnis der
ehrlichen Spieler verschlechtert. Aus diesem Grund mu¨ssen Cheater aus der
virtuellen Welt entfernt werden. Hierzu ist es notwendig, das Cheating erkannt
werden kann und Cheater aus dem Spiel ausgeschlossen werden ko¨nnen. Bei
klassischen Client/Server-basierten virtuellen Welten kann dies von dem zen-
tralen Server durchgefu¨hrt werden. Bei P2P-Protokollen muss eine verteilte
Cheat-Erkennung eingefu¨hrt werden.
• Geringer Bandbreitenbedarf: Nutzer virtueller Welten verfu¨gen in der Re-
gel u¨ber Breitbandanbindungen ans Internet. Diese sind oft asymmetrisch. In
Empfangsrichtung sind 4 Mbit/s bis zu 50 Mbit/s u¨blich. In Senderichtung ist
die verfu¨gbare Bandbreite u¨blicherweise deutlich geringer, eine Bandbreitenbe-
schra¨nkung bei 1 Mbit/s ist u¨blich [50]. Der Bandbreitenbedarf einer virtuellen
Welt darf die begrenzten Ressourcen des Nutzers nicht u¨berschreiben.
.. Einﬂussgrößen
Verschiedene Gro¨ßen ko¨nnen Protokolle fu¨r virtuelle Welten beeinﬂussen. Die wich-
tigsten sind:
• Teilnehmerzahl:Die Teilnehmerzahl der virtuellenWelt ist bei Client/Server-
basierten virtuellen Welten die wichtigste Einﬂussgro¨ße. Die Zahl der vom Ser-
ver zu empfangenden und zu sendenden Nachrichten und die Menge der vom
Server zu bearbeitenden und zu speichernden Daten sind proportional zur Zahl
der Teilnehmer. Die Leistungsfa¨higkeit des Servers setzt so eine Obergrenze fu¨r
die Zahl der mo¨glichen Teilnehmer der virtuellen Welt.
• Teilnehmerdichte: Die Teilnehmerdichte gibt an, wie viele Teilnehmer sich
in einer bestimmten Fla¨che der virtuellen Welt aufhalten. Da Teilnehmer in
virtuellen Welten mit ra¨umlich nahen Teilnehmern interagieren ko¨nnen, steigt
die Zahl der Interaktionen mit der Teilnehmerdichte. Dies kann sowohl bei
Client/Server-basierten als auch bei P2P-basierten virtuellen Welten die Last
der Teilnehmer und der an der Kommunikation der Teilnehmer beteiligten
Systeme steigern.
• Sitzungsverhalten der Teilnehmer: Das Sitzungsverhalten der Teilnehmer
beinhaltet Eigenschaften wie die durchschnittliche Sitzungszeit, die Verteilung
der Sitzungszeiten und die Ausfallwahrscheinlichkeit der Teilnehmer. Beson-
ders in P2P-basierten virtuellen Welten ko¨nnen kurze Sitzungszeiten und hohe
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(a) Client/Server (b) Peer-to-Peer
Abbildung 2.1 Struktur eines Client/Server-Systems und eines P2P-Netzes.
Ausfallwahrscheinlichkeiten die Stabilita¨t des Protokolls und somit die Nach-
barschaftskenntnis gefa¨hrden.
. Peer-to-Peer-Netze
In dieser Arbeit werden virtuelle Welten auf Basis von Peer-to-Peer-Protokollen
betrachtet. Die Grundkonzepte und wichtige Einsatzmo¨glichkeiten von Peer-to-Peer-
Protokollen werden in den folgenden Abschnitten vorgestellt.
.. Grundprinzipien
In klassischen Client/Server-Systemen stellt der Server Ressourcen bereit. Die Cli-
ents nutzen diese Ressourcen. Ein solches System ist in Abbildung 2.1a dargestellt.
Da nur der Server Ressourcen bereitstellt, gibt es in diesen Systemen ein Skalierungs-
problem: Nutzen mehr Clients das System, werden mehr Ressourcen beno¨tigt. Der
Ressourcenbedarf steigt dabei mindestens linear mit der Zahl der Nutzer. Der Server
kann jedoch nur konstante Ressourcen bereitstellen. Dies begrenzt die Zahl der von
einem Server unterstu¨tzten Clients. In einem Peer-to-Peer-System (kurz: P2P) sind
alle Peers gleichberechtigt. Alle Peers ko¨nnen die Ressourcen anderer Peers nutzen,
stellen aber auch eigene Ressourcen bereit. Dies ist in Abbildung 2.1b gezeigt. In
diesen Systemen steigen die Ressourcen linear mit der Zahl der Nutzer. Dies ist in
Abbildung 2.2 dargestellt. P2P-Systeme ko¨nnen so besser skalieren als Client/Server-
Systeme. Eine Voraussetzung hierfu¨r ist allerdings, dass der Ressourcenbedarf nicht
deutlich mehr als linear mit der Teilnehmerzahl steigt.
Die Kommunikation in P2P-Netzen erfolgt oft in der Form eines Overlays. Dies
bezeichnet eine virtuelle Netztopologie auf Basis einer bestehenden physischen To-
pologie. Dabei werden in der Overlay-Schicht Verbindungen zwischen Teilnehmern
aufgebaut, welche fu¨r die Kommunikation und die Weiterleitung von Nachrichten
genutzt werden. Zwischen in der Overlay-Schicht direkt verbundenen Teilnehmern
ko¨nnen in der unterliegenden Topologie mehrere Zwischenknoten liegen. Weiterhin
kann es vorkommen, dass in der unterliegenden Topologie Teilnehmer direkt verbun-
den sind, in der Overlay-Topologie jedoch keine direkte Verbindung besteht. Eine












Abbildung 2.2 Minimaler Ressourcenbedarf und verfu¨gbare Ressourcen in
Client/Server- und P2P-Systemen.
Abbildung 2.3 Schematische Overlay- und Underlay-Topologie.
.. Unstrukturierte PP-Netze
P2P-Netze wurden Ende der 90er Jahre durch Dateitauschbo¨rsen popula¨r. In diesen
Dateitauschbo¨rsen ko¨nnen Nutzer Dateien anderer Nutzer suchen und herunterladen.
Als Vorreiter dieser Dateitauschbo¨rsen gilt die Software Napster, die 1998 entwickelt
wurde. Beno¨tigte Napster noch einen zentralen Index fu¨r die verfu¨gbaren Dateien,
konnten spa¨tere Systeme wie Gnutella ganz auf zentrale Komponenten verzichten.
Bei den eingesetzten P2P-Netzen handelte es sich oft um unstrukturierte P2P-Netze.
In diesen Netzen sind Verbindungen zwischen den Teilnehmern zufa¨llig. Es wird keine
deﬁnierte Netztopologie angestrebt. Die Suche nach Ressourcen erfolgt in der Regel
durch begrenztes Fluten oder Random Walk -Ansa¨tze. Unstrukturierte P2P-Netze
eignen sich gut zur Nutzung ha¨uﬁger Ressourcen. Die Suche nach selten im Netz
verfu¨gbaren Ressourcen oder die Suche nach speziﬁschen Teilnehmern des Netzes
scheitert in der Regel an der fu¨r ein vollsta¨ndiges Durchsuchen des Netzes beno¨tigten
Zeit und dem dadurch verursachten Kommunikationsoverhead.
Wurden in fru¨hen unstrukturierten P2P-Protokollen wie Gnutella alle Knoten als
gleich betrachtet, diﬀerenzierten spa¨tere Protokolle wie KaZaA zwischen normalen
und besonders leistungsfa¨higen Knoten [29]. Diese leistungsfa¨higen Knoten wurden
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mit zusa¨tzlichen Aufgaben belegt. Diese Art von Knoten, die spezielle zusa¨tzliche
Aufgaben in P2P-Netzen u¨bernehmen, nennt man Supernode.
Aufbauend auf dem Konzept der Supernodes wurden auch Protokolle wie Gia [29]
entwickelt, die eine graduelle Aufteilung der Last entsprechend der Ressourcen eines
Knotens erlauben.
.. Strukturierte PP-Netze
In strukturierten P2P-Netzen werden die Verbindungen zwischen den Netzknoten so
erstellt, dass eine speziﬁsche Topologie entsteht. Diese Topologien ermo¨glichen das
eﬃziente Lokalisieren von Teilnehmern und Ressourcen im P2P-Netz.
Hierzu wa¨hlen Teilnehmer eines strukturierten P2P-Netzes einen eindeutigen Schlu¨s-
sel als Identiﬁkator. Als Schlu¨sselraum dient die zyklische Gruppe (Z/nZ,+) mit
n := 2l fu¨r eine gegebene Schlu¨ssella¨nge l. Die Netzknoten lassen sich so anhand
ihrer Schlu¨ssel in einem Ring anordnen.
Auf diesem Ring la¨sst sich nun ein schlu¨sselbasiertes Routing (englisch: Key Ba-
sed Routing, kurz: KBR) deﬁnieren. Jedem Knoten wird dazu, abha¨ngig von sei-
nem Schlu¨ssel, ein Teil des Schlu¨sselraumes zugeordnet. So kann beispielsweise jeder
Knoten fu¨r die Menge an Schlu¨sseln verantwortlich sein, die seinem Schlu¨ssel am
na¨chsten sind. Alternativ kann auch jedem Knoten der Bereich des Schlu¨sselraumes
zwischen seinem Schlu¨ssel und dem Schlu¨ssel des nachfolgenden Knoten zugeordnet
werden. Beim schlu¨sselbasierten Routing kann nun eine Nachricht an einen beliebi-
gen Schlu¨ssel versendet werden. Sie wird dann dem Knoten zugestellt, der fu¨r den
entsprechenden Teil des Schlu¨sselraumes zusta¨ndig ist.
Durch geschickte Auswahl der Verbindungen zwischen Knoten kann gewa¨hrleistet
werden, dass eine Nachricht bei n Teilnehmern des P2P-Netzes in O(log n) Routing-
schritten zugestellt werden kann. Im KBR-Protokoll Chord [130] ha¨lt beispielsweise
jeder Knoten, neben einer Verbindung zu Vor- und Nachfolgeknoten im Schlu¨ssel-
raum, bei einer Schlu¨ssella¨nge von l eine Verbindung zu maximal l weiteren Knoten.
Diese wa¨hlt er aus, indem er fu¨r alle Zahlen i zwischen 1 und l zu seinem eigenen
Schlu¨ssel 2i hinzuaddiert und eine Verbindung zu dem Knoten aufbaut, dem der
resultierende Schlu¨ssel zugeordnet ist. In Abbildung 2.4 sind die aus dieser Verbin-
dungswahl resultierenden Verbindungen eines Teilnehmers mit dem Schlu¨ssel 1 in
einem Chord-Netz der Schlu¨ssella¨nge 4 bit, bestehend aus den Teilnehmern mit den
Schlu¨sseln 0, 1, 2, 3, 5, 6, 8, 9, 11, 12, 13 und 14, dargestellt.
In einem solchen Netz werden Nachrichten weitergeleitet, indem jeder Teilnehmer die
Nachricht an denjenigen Teilnehmer weiterleitet, dessen Schlu¨ssel dem Zielschlu¨ssel
der Nachricht nach der von dem jeweiligen Protokoll verwendeten Metrik am na¨chs-
ten ist. Dies ist in Abbildung 2.5 im Beispiel dargestellt. Hier soll eine Nachricht
von Teilnehmer 1 des oben gezeigten Chord-Netzes der Schlu¨ssella¨nge 4 bit an den
Schlu¨ssel 12 versendet werden. Teilnehmer 1 hat aufgrund der oben beschriebenen
Auswahl der Verbindungen eine Verbindung zu Teilnehmer 9. Dieser wiederum leitet
die Nachricht an Teilnehmer 11 weiter, der sie an das Ziel, Teilnehmer 12, weiterlei-
tet.
Neben dem hier beschriebenen Chord gibt es viele weitere KBR-Protokolle, beispiels-
weise Pastry [121], Koorde [73], Kademlia [96], Bamboo [115] und Broose [55], die


























Abbildung 2.5 Weiterleitung einer Nachricht in Chord.
Ein wichtiger Dienst, der mit schlu¨sselbasiertem Routing realisiert werden kann, ist
die verteilte Hashtabelle (englisch: Distributed Hash Table, kurz: DHT). Mit diesem
Dienst ko¨nnen Daten in einem P2P-Netz gespeichert werden. Dazu werden die Daten
mit einem Schlu¨ssel versehen. Die Daten werden dann als Schlu¨ssel-Wert-Paar von
dem Knoten gespeichert, dem der Schlu¨ssel zugeordnet ist. Durch Replikation der
Daten kann die Zuverla¨ssigkeit der Speicherung bei Knotenausfa¨llen erho¨ht werden.
.. Weitere Anwendungen für PP-Netze
Eine weitere wichtige Anwendung fu¨r P2P-Netze ist Application Layer Multicast
(kurz: ALM). ALM ermo¨glicht das Versenden von Nachrichten an Gruppen von Teil-
nehmern. Der Dienst a¨hnelt dem Multicast auf IP-Schicht. IP-Multicast ist jedoch
fu¨r die meisten Nutzer nicht zuga¨nglich und in der Regel nicht netzu¨bergreifend
mo¨glich. Durch Anbieten eines Multicast-Dienst u¨ber ein P2P-Protokoll kann der
Dienst allen Netznutzern ermo¨glicht werden.
Das Kernproblem eines ALM-Protokolls ist es, die Teilnehmer so zu verbinden, dass
eine eﬃziente Weiterleitung der Nachrichten an alle Mitglieder einer Multicast-Grup-
pe gewa¨hrleistet ist. Hierbei gibt es verschiedene Lo¨sungsansa¨tze. Eine ga¨ngige Me-
thode ist das Verbinden der Teilnehmer in einer Baumstruktur. Um das Aufbauen
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einer Baumstruktur zu erleichtern, kann als Basis ein KBR-Protokoll verwendet wer-
den. Diesen Ansatz wa¨hlt beispielsweise das Protokoll Scribe [26], welches auf dem
KBR-Protokoll Pastry [121] aufsetzt.
Andere ALM-Protokolle wie Nice [9] bilden eine Baumstruktur, ohne auf ein ande-
res Protokoll aufzusetzen. Anstatt einer Baumstruktur ko¨nnen die Teilnehmer eines
ALM-Protokolls auch in einer anderen Struktur, wie beispielsweise einem Mesh, ver-
bunden werden. Das Protokoll Narada [34] setzt beispielsweise ein Mesh ein, um
einen central point of failure zu vermeiden.
Eine weitere Anwendungsmo¨glichkeit fu¨r P2P-Protokolle sind virtuelle Welten. In
diesen kann durch Verwendung des P2P-Protokolls auf einen zentralen Server ver-
zichtet werden. In den folgenden Kapiteln wird genauer auf P2P-Protokolle fu¨r vir-
tuelle Welten eingegangen.
. Ausgewählte Aspekte der Kryptographie
Fu¨r einige Elemente der in Kapitel 7 vorgestellten Cheating-Erkennung werden kryp-
tographische Funktionen verwendet. Diese werden im Folgenden kurz vorgestellt.
.. Hash-Funktionen
Kryptographische Hash-Funktionen bilden beliebige Zeichenfolgen auf Zeichenfolgen
einer festen La¨nge ab. Dabei handelt es sich um Einwegfunktionen. Das bedeutet,
dass es mit realistischem Aufwand fu¨r eine Hashfunktion H unmo¨glich ist, zu einem
gegebenen Ausgabewert y einen Eingabewert x zu ﬁnden, so dass H(x) = y gilt. Es
ist also nicht mo¨glich, aus dem Ausgabewert mit realistischem Aufwand Information
u¨ber den Eingabewert zu gewinnen. Weiterhin wird fu¨r Hashfunktionen schwache
Kollisionsresistenz gefordert. Dies bedeutet, dass es fu¨r eine gegebene Eingabe x mit
realistischem Aufwand nicht mo¨glich ist eine Eingabe x
′




Zusa¨tzlich la¨sst sich eine starke Kollisionsresistenz fordern. Bei starker Kollisionsre-
sistenz lassen sich mit realistischem Aufwand keine zwei verschiedenen Eingabewerte
x und x
′
konstruieren, die denselben Ausgabewert liefern. Bei der starken Kollisi-
onsresistenz ko¨nnen also beide Eingabewerte frei gewa¨hlt werden, wa¨hrend bei der
schwachen Kollisionsresistenz ein Eingabewert fest vorgegeben ist. Ein Beispiel fu¨r
eine solche Hashfunktion ist das von dem amerikanischen
”
National Institute of Stan-
dards and Technology“ standardisierte SHA-1 [45].
Mit kryptographischen Hash-Funktionen la¨sst sich die Integrita¨t von Daten bele-
gen. Eine weitere Anwendung ist, wie in Abschnitt 2.3.3 beschrieben, die digitale
Signatur.
.. Public-Key-Kryptographie
In klassischen Kryptosystemen wird zur Ver- und Entschlu¨sselung einer Nachricht
derselbe Schlu¨ssel verwendet. Dies ermo¨glicht zwar die sichere Kommunikation zwi-
schen zwei Kommunikationspartnern, ist allerdings in der Kommunikation von Grup-
pen ineﬃzient. Entweder mu¨ssen zwischen allen Teilnehmern der Gruppe paarweise
Schlu¨ssel ausgetauscht werden, was in einem quadratischen Aufwand fu¨r die Schlu¨s-
selerzeugung und Speicherung resultiert, oder alle Teilnehmer der Gruppe verwenden
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einen gemeinsamen Schlu¨ssel, was das Entfernen von Teilnehmern aus der Gruppe
ohne Schlu¨sselwechsel unmo¨glich macht.
In Public-Key-Kryptosystemen existieren hingegen fu¨r jeden Teilnehmer zwei Schlu¨s-
sel, ein o¨ﬀentlicher und ein privater Schlu¨ssel. Dabei la¨sst sich aus dem o¨ﬀentlichen
Schlu¨ssel der private Schlu¨ssel nicht mit realistischem Aufwand errechnen. Wird ei-
ne Nachricht mit dem o¨ﬀentlichen Schlu¨ssel verschlu¨sselt, kann sie nur mit dem da-
zugeho¨rigen privaten Schlu¨ssel wieder entschlu¨sselt werden. Umgekehrt lassen sich
Nachrichten, die mit dem privaten Schlu¨ssel verschlu¨sselt sind, mit dem o¨ﬀentlichen
Schlu¨ssel entschlu¨sseln. Dies wird fu¨r die in Abschnitt 2.3.3 vorgestellten Signaturen
verwendet.
Mittels Public-Key-Kryptographie la¨sst sich so eine eﬃziente verschlu¨sselte Kom-
munikation zwischen vielen Teilnehmern realisieren. Hierzu verteilt jeder Teilneh-
mer seinen o¨ﬀentlichen Schlu¨ssel an die u¨brigen Teilnehmer. Ein Teilnehmer kann so
Nachrichten mit den o¨ﬀentlichen Schlu¨sseln der gewu¨nschten Empfa¨nger verschlu¨s-
seln. Diese sind mit ihren privaten Schlu¨sseln in der Lage, die Nachricht zu ent-
schlu¨sseln. Im Gegensatz zu klassischen symmetrischen Kryptosystemen ist hier fu¨r
die Speicherung der Schlu¨ssel nur linearer Aufwand no¨tig.
Die Grundideen einer asymmetrischen Verschlu¨sselung wurden 1976 von Diﬃe und
Hellman publiziert [41]. 1978 entstand daraus das auch heute noch viel verwendete
Krytosystem RSA von Rivest et al. [118].
.. Signaturen
Mittels Public-Key-Kryptographie und kryptographischen Hash-Funktionen lassen
sich sichere digitale Signaturen konstruieren. Diese ko¨nnen die Authentizita¨t und die
Integrita¨t einer Nachricht beweisen.
Hierzu wird von einer Nachricht ein Hashwert erzeugt und mit dem privaten Schlu¨s-
sel des Absenders verschlu¨sselt. Der verschlu¨sselte Hashwert wird zusammen mit der
Nachricht an den Empfa¨nger versendet. Dieser kann nun den Hashwert mit dem vor-
ab bekannt gemachten o¨ﬀentlichen Schlu¨ssel des Absenders entschlu¨sseln. Daraufhin
kann er selber einen Hashwert der Nachricht ermitteln und mit dem entschlu¨sselten
Wert vergleichen. Stimmen die Werte u¨berein, kann er sicher sein, dass die Nach-
richt nach der Signierung nicht gea¨ndert worden ist. Weiterhin ist sichergestellt, dass
der Absender der Nachricht u¨ber den zu dem o¨ﬀentlichen Schlu¨ssel geho¨rigen pri-
vaten Schlu¨ssel verfu¨gt. Ein solches Signaturverfahren wird beispielsweise von dem
Kryptosystem RSA [118] bereitgestellt.
 . Grundlagen
. Stand der Technik
Virtuelle Welten sind Gegenstand aktiver Forschung. Gleichzeitig werden sie von
einigen kommerziellen Anbietern im Internet angeboten. In diesem Kapitel wird
der Stand der aktuellen Forschung und der Stand der Technik bei kommerziellen
virtuellen Welten dargestellt.
In Abbildung 3.1 sind die in kommerziellen virtuellen Welten verwendeten und
in der Forschung betrachteten Technologien fu¨r virtuelle Welten dargestellt. Zu-
na¨chst lassen sich Client/Server-Technologien und P2P-Protokolle unterscheiden.
Client/Server-Technologien lassen sich in Technologien zum Verteilen von Teilneh-
mern auf Server – Sharding, Instanzen und Zonen –, Proxy-Architekturen und Cloud
Computing unterteilen. P2P-Protokolle lassen sich in vollvermaschte Protokolle, zo-
nenbasierte Protokolle und zonenlose Protokolle unterteilen. Bei zonenbasierten Pro-
tokollen kann zwischen ALM-basierten Protokollen, Supernode-basierten Protokol-
len und Protokollen mit dynamischen Zonen unterschieden werden. Ein Sonderfall



















Abbildung 3.1 Technologien fu¨r virtuelle Welten.
 . Stand der Technik
. Client/Server
Alle momentan auf dem Markt beﬁndlichen kommerziellen virtuellen Welten basie-
ren auf dem Client/Server-Prinzip. Dabei wird die virtuelle Welt von zentralen Ser-
vern oder Serverclustern bereitgestellt. Die Teilnehmer fungieren als Clients, welche
die Ressourcen der Server nutzen. Das Hauptproblem dieses Ansatzes ist die Ska-
lierbarkeit. Steigt die Teilnehmerzahl der virtuellen Welt u¨ber eine gewisse Grenze,
sind die Ressourcen der Server ausgelastet. Dies hat zur Folge, dass bei Eintreﬀen
weiterer Teilnehmer die Server u¨berlastet werden und das Spiel-Erlebnis aller Teil-
nehmer leidet. Alternativ ko¨nnen Warteschlangen eingefu¨hrt werden, sodass weitere
Teilnehmer die virtuelle Welt nur betreten ko¨nnen, wenn andere Teilnehmer die Welt
verlassen. In den folgenden Abschnitten werden einige Ansa¨tze vorgestellt, mit denen
Betreiber virtueller Welten versuchen, das Skalierungsproblem zu mindern.
.. Technologien zum Verteilen von Teilnehmern
Die ersten verfu¨gbaren virtuellen Welten wie
”
Habitat“ [99] verwendeten einen zen-
tralen Server oder Servercluster, der nur einer festen Teilnehmerzahl das Spielen
ermo¨glichte. Um einer gro¨ßeren Zahl an Personen die Teilnahme zu ermo¨glichen,
fu¨hrten die Betreiber spa¨terer virtueller Welten die Aufteilung der Teilnehmerbasis
auf verschiedene Server oder Servercluster ein. In den folgenden Abschnitten sollen
die drei wesentlichen Mo¨glichkeiten einer solchen Aufteilung – Sharding, Instanzen
und Zonen – kurz vorgestellt werden.
... Sharding
Die einfachste Form der Aufteilung von Teilnehmern auf verschiedene Server stellen
die sogenannten Shards oder auch Realms dar. Beides bezeichnet das Aufteilen der
virtuellen Welt in mehrere initial identische Kopien. Jeder Teilnehmer kann zu Be-
ginn wa¨hlen, welche Kopie der Welt er nutzen mo¨chte. Steigt die Teilnehmerzahl,
wird eine neue Kopie angelegt. Durch das Hinzufu¨gen beliebig vieler Kopien ko¨nnen
so prinzipiell beliebig viele Teilnehmer unterstu¨tzt werden. Dabei mu¨ssen allerdings
fu¨r jede neue Kopie auch neue Server bereitgestellt werden.
Da die einzelnen Kopien vollsta¨ndig voneinander unabha¨ngig sind, ergeben sich
durch diese Technik aber auch weitere Implikationen fu¨r die virtuelle Welt. So ko¨n-
nen sich verschiedene Kopien im Laufe der Zeit unterschiedlich entwickeln. Die Teil-
nehmer ko¨nnen jedoch stets nur die Entwicklung ihrer jeweiligen Kopie verfolgen.
Außerdem haben die Teilnehmer unterschiedlicher Kopien keine Mo¨glichkeit, mit-
einander zu interagieren. Von den hier vorgstellten Techniken ist Sharding mit den
gro¨ßten Einschra¨nkungen fu¨r die Teilnehmer verbunden.
Sharding wird jedoch aufgrund seiner einfachen Realisierbarkeit von einem Groß-
teil der heute verfu¨gbaren virtuellen Welten, insbesondere bei MMOGs, eingesetzt.
Dabei wird teilweise versucht, Teilnehmern den Wechsel zwischen verschiedenen Ko-
pien zu ermo¨glichen, damit beispielsweise auf eine Kopie gewechselt werden kann,
die von befreundeten Teilnehmern genutzt wird. Da dies ein relativ aufwa¨ndiger Vor-
gang ist, ist so ein Wechsel in der Regel nur beschra¨nkt oft mo¨glich und teilweise
mit Zusatzkosten fu¨r den Teilnehmer verbunden [124].
.. Client/Server 
... Instanzen
Instanzen sind eine dem Sharding verwandte Technik, um Teilnehmer einer virtu-
ellen Welt auf mehrere Server zu verteilen. Instanziierung arbeitet jedoch nicht mit
statischen Kopien wie Sharding. Stattdessen werden die Kopien dynamisch angelegt.
Weiterhin wird nicht die gesamte virtuelle Welt, sondern nur einzelne Teile kopiert.
In MMOGs ist es u¨blich, mit Instanzen kleinere fest deﬁnierte Gebiete der virtuellen
Welt mit meist besonders starken Gegnern abzuteilen. Fu¨r jede Spielergruppe, die
ein solches Gebiet betritt, wird eine neue Kopie erstellt. Verla¨sst der letzte Spieler
die instanziierte Kopie, wird sie wieder gelo¨scht.
Da diese fu¨r Instanzen genutzten Gebiete mit starken Gegnern von einem verha¨ltnis-
ma¨ßig großen Teil der Spieler genutzt werden, kann somit ein großer Teil der Last auf
Instanz-Server verteilt werden. Diese Art der Instanziierung ist weit weniger invasiv
als Sharding, da Teilnehmer nach Verlassen des Gebietes wieder mit allen anderen
Teilnehmern interagieren ko¨nnen.
Eine Variante der Instanziierung sind transparente Instanzen. Hier werden bestimm-
te Gebiete der virtuellen Welt kopiert, wenn die Teilnehmerzahl in dem betreﬀenden
Gebiet einen bestimmten Schwellenwert u¨berschreitet. Dies ermo¨glicht eine Last-
verteilung bei besonders stark frequentierten Bereichen der virtuellen Welt. Dabei
ko¨nnen sich fu¨r die Teilnehmer jedoch Unannehmlichkeiten ergeben: Wollen sie sich
mit anderen Teilnehmern an einem bestimmten Ort der virtuellen Welt treﬀen, wer-
den vom Server jedoch auf verschiedene Instanzen aufgeteilt, ko¨nnen sie sich nicht
sehen, obwohl sie sich eigentlich an derselben Stelle der virtuellen Welt beﬁnden.
Einige virtuelle Welten wie
”
Age of Conan“ [54] oder
”
Guild Wars“ [101], die diese
Art der Instanziierung verwenden, ermo¨glichen es Teilnehmern deshalb, aktiv in eine
andere Instanz zu wechseln.
Grundsa¨tzlich ist die hier beschriebene Technik auf Gebiete beschra¨nkt, die keine
grundsa¨tzlichen Vera¨nderungen erfahren. Da die Kopien nur tempora¨r angelegt wer-
den und einzelne Teilnehmer zu verschiedenen Zeiten verschiedene Kopien betreten
ko¨nnen, kann ein konsistentes Spielerlebnis nur gewa¨hrleistet werden, wenn die Ko-
pien im Wesentlichen identisch sind. Aus diesem Grund wird bei sozialen virtuellen
Welten eine Instantiierung in der Regel nicht eingesetzt.
... Zonen
Eine weitere Mo¨glichkeit der Verteilung von Teilnehmern auf mehrere Server ist die
Unterteilung der virtuellen Welt in Zonen. Jeder Zone kann ein eigener Server zuge-
wiesen werden, der fu¨r den Spielﬂuss in dieser Zone zusta¨ndig ist. Bei einer einfachen
Implementierung muss ein Teilnehmer beim U¨berschreiten der Zonengrenze aktiv ei-
ne Verbindung mit dem fu¨r die neue Zone zusta¨ndigen Server aufbauen, was in der
Regel mit einer gewissen Wartezeit verbunden ist. Ein nahtloser Zonenu¨bergang ist
nicht mo¨glich. In der Praxis wird die Wartezeit entweder mit einem Ladebildschirm
oder einer vorgefertigten Videosequenz u¨berbru¨ckt. Besteht die virtuelle Welt aus
mehreren Planeten, Kontinenten oder Inseln, ist eine solche Zonenaufteilung u¨blich
[152].
Eine transparente Zonenaufteilung ist mo¨glich, wenn der Teilnehmer bereits bei An-
na¨herung an die Zonengrenze eine Verbindung mit dem fu¨r die neue Zone zusta¨ndi-
gen Server aufbaut. Erfolgt der Verbindungsaufbau, bevor Details der neuen Zone
 . Stand der Technik
fu¨r den Teilnehmer sichtbar werden, ist der Zonenu¨bertritt fu¨r den Teilnehmer nicht
mehr wahrnehmbar.
Bisherige virtuelle Welten arbeiten in der Regel mit statischen, vorab deﬁnierten
Zonen. Eine dynamisch Anpassung der Zonen an die Lastsituation ist somit nicht
mo¨glich. Es kann also vorkommen, dass der fu¨r eine Zone zusta¨ndige Server ausge-
lastet oder u¨berlastet ist, wa¨hrend die Server der anderen Zonen freie Ressourcen
zur Verfu¨gung haben [152]. Eine dynamische Aufteilung der Spielwelt, abha¨ngig
von der Verteilung der Teilnehmer in der virtuellen Welt, ist prinzipiell mo¨glich
[3, 78, 91, 117]. Entsprechende Forschungsergebnisse sind bislang jedoch nicht in
kommerzielle Produkte eingeﬂossen.
.. Proxy-Architektur
Eine Erweiterung des Zonenkonzeptes ist eine Proxy-Architektur, bei der Proxies dy-
namisch fu¨r eine gewisse Zahl an Teilnehmern zusta¨ndig sind. Dabei wird fu¨r jeden
Teilnehmer ein Einﬂussbereich berechnet und Ereignisse im U¨berschneidungsgebiet
von Einﬂussbereichen betrachtet. Greifen alle Proxies auf eine gemeinsame Daten-
bank zu, ko¨nnen viele Teilnehmer gleichzeitig in einer nicht instanziierten Welt inter-
agieren [13, 61]. Diese Architektur wird von dem MMOG
”
EVE Online“ verwendet
[49]. Damit ist EVE Online inoﬃziellen Statistiken nach in der Lage, mehr als 60.000
gleichzeitig aktive Spieler in einer Welt zu unterstu¨tzen [27, 104].
Einige Forschungsprojekte wie DoIT [65] oder ALVIC-NG [112] arbeiten an Midd-
leware fu¨r virtuelle Welten, die ebenfalls eine Proxy-Architektur unterstu¨tzen. Auch
von kommerziellen Anbietern werden Middleware-Lo¨sungen mit Unterstu¨tzung einer
solchen Architektur, wie Bigworld [20] oder das nicht mehr weitergefu¨hrte
”
Project
Darkstar“ von Sun Microsystems [24], entwickelt.
.. Cloud-Computing
Cloud-Computing [6] ist ein aktives Forschungsfeld, das bereits in viele kommerzielle
Anwendungen Einzug gehalten hat. Ein Vorteil der
”
Cloud“ ist es insbesondere, Re-
chenkapazita¨ten schnell und bedarfsangepasst bereitstellen zu ko¨nnen. Damit kann
fu¨r Anbieter virtueller Welten der initiale Aufbau der no¨tigen Hardwareinfrastruktur
und bei Wachstum der Teilnehmerzahl das Ausbauen der Kapazita¨t vereinfacht wer-
den. Weiterhin ko¨nnen Lastspitzen durch das kurzfristige Anmieten zusa¨tzlicher Res-
sourcen aufgefangen werden. Wird Cloud-Computing mit dem dynamischen Auftei-
len der Spielwelt verbunden, lassen sich Latenzen wie mit klassischen Client/Server-
Systemen erreichen [132].
Dabei bleiben aber Aufwand und Kosten fu¨r die Grundlast, also die fu¨r die durch-
schnittliche Teilnehmerzahl beno¨tigte Kapazita¨t, gegenu¨ber klassischen Client/Ser-
ver-Systemen unvera¨ndert. Die mindestens lineare Abha¨ngigkeit zwischen Teilneh-
merzahl und beno¨tigten Ressourcen kann durch Cloud-Computing nicht verbessert
werden. Insbesondere bei virtuellen Welten mit global verteilten Teilnehmern, bei
denen nur geringe tageszeitlichen Schwankungen der Teilnehmerzahlen auftreten,
sind die Einsparmo¨glichkeiten somit gering.
.. PP 
.. Bewertung
Heute verfu¨gbare kommerzielle virtuelle Welten nutzen in der Regel eine Kombi-
nation der Techniken Sharding, Instanziierung und Zonen, um die Skalierbarkeit
der Welt zu verbessern. Das MMOG
”
World of Warcraft“ nutzt beispielsweise alle
drei Techniken. Eine Ausnahme ist das MMOG
”
EVE Online“, das eine komplexe
Proxy-Architektur einsetzt, um allen Teilnehmern eine gemeinsame, nicht aufgeteilte
Welt bieten zu ko¨nnen. Cloud-Computing als relativ neues Konzept hat noch keinen
Eingang in kommerzielle virtuelle Welten gefunden, kann es aber ermo¨glichen, die
Hardwareinfrastruktur fu¨r Client/Server-basierte virtuelle Welten zu ﬂexibilisieren.
Mit allen Ansa¨tzen ko¨nnen prinzipiell beliebig viele Teilnehmer in der virtuellen Welt
unterstu¨tzt werden. Dabei werden jedoch proportional zur Teilnehmerzahl mehr Ser-
ver beno¨tigt. Die maximale Teilnehmerzahl bleibt also stets durch die Ressourcen der
verwendeten Server beschra¨nkt. Das grundsa¨tzliche Skalierungsproblem wird mithin
nicht gelo¨st.
Weiterhin verursacht die fu¨r den Betrieb einer Client/Server-basierten virtuellen
Welt beno¨tigte Infrastruktur, also Kauf und Betrieb der beno¨tigten Server sowie
die beno¨tigte Bandbreite, hohe Kosten. Das Client/Server-Prinzip ist somit fu¨r den
Betrieb skalierbarer virtueller Welten nur bedingt geeignet.
. PP
Der Einsatz von P2P-Protokollen in virtuellen Welten ist bislang selten. Nur weni-
ge virtuelle Welten meist nichtkommerzieller Anbieter verwenden diese Protokolle.
Aufgrund der prinzipiell besseren Skalierungseigenschaften sind P2P-Protokolle fu¨r
virtuelle Welten jedoch ein aktives Forschungsthema.
.. KlassiﬁzierungvonPP-Protokollen für virtuelleWel-
ten
Bisherige Protokolle fu¨r virtuelle Welten lassen sich zuna¨chst in drei grundlegende
Klassen einteilen. Die einfachsten Protokolle basieren auf einer Vollvermaschung der
Teilnehmer. Sie zeigen einen quadratischen Aufwand bezu¨glich der Teilnehmerzahl,
skalieren also nicht. Um den Aufwand zu senken, werden zwei Ansa¨tze gewa¨hlt:
Zonenbasierte Protokolle teilen die Spielwelt in verschiedene Zonen auf. Teilnehmer
erhalten nur noch Nachrichten derjenigen anderen Teilnehmer, die sich in derselben
Zone beﬁnden. Bei zonenlosen Protokollen wird die Verteilung der Nachrichten u¨ber
das Interessengebiet der Teilnehmer gesteuert.
Zonenbasierte Protokolle lassen sich weiter in drei Unterkategorien einteilen: In App-
lication Layer Multicast- und Supernode-basierten Protokollen ist die Zonenauftei-
lung statisch. Die Verteilung der Nachrichten innerhalb der Zonen erfolgt dann u¨ber
Application Layer Multicast beziehungsweise einen Supernode. Weiterhin gibt es
Protokolle mit dynamischen Zonen. Hier wird die Zonengro¨ße der Lastsituation an-
gepasst. Innerhalb der Zonen kann dann die Nachrichtenverteilung u¨ber eine Voll-
vermaschung der Teilnehmer in der Zone geschehen. Weiterhin gibt es hybride Pro-
tokolle. Diese kombinieren einen zentralen Server mit P2P-Elementen.
Im Folgenden werden die Kategorien na¨her erla¨utert und beispielhaft einige Vertreter
der Kategorien vorgestellt.
 . Stand der Technik
.. Vollvermaschte Protokolle
Die einfachste Realisierung von P2P fu¨r virtuelle Welten ist die Vollvermaschung
aller Teilnehmer der virtuellen Welt. Jeder Teilnehmer sendet alle seine Ereignis-
nachrichten und Positionsmeldungen an alle anderen Teilnehmer [107]. Diese Art
P2P-Protokoll wird beispielsweise von der virtuellen Welt
”
Open Cobalt“ [94] ge-
nutzt.
Da die Zahl der Verbindungen und damit die Zahl der Nachrichten in einem sol-
chen Protokoll quadratisch mit der Teilnehmerzahl steigt, die Ressourcen jedoch
nur linear, skaliert dieser Ansatz nicht. Es ko¨nnen nur wenige Teilnehmer in ei-
ner gemeinsamen Welt unterstu¨tzt werden. Durch eine Aufteilung der virtuellen
Welt in Shards, wie sie auch bei Client/Server-basierten virtuellen Welten u¨blich ist,
kann eine prinzipiell beliebige Zahl an Teilnehmern unterstu¨tzt werden. Da jedoch
jeder Shard nur wenige Teilnehmer aufnehmen kann, sind die Interaktionsmo¨glich-
keiten der Teilnehmer deutlich eingeschra¨nkt. Vollvermaschte P2P-Protokolle sind
also nicht fu¨r skalierbare virtuelle Welten geeignet.
.. Zonenbasierte Protokolle
Viele P2P-Protokolle fu¨r virtuelle Welten basieren auf einer Aufteilung der virtuellen
Welt in Zonen. Diese sind vergleichbar mit den im Abschnitt 3.1.1.3 beschriebenen
Zonen fu¨r Client/Server-basierte virtuelle Welten. Alle Teilnehmer, die Mitglied einer
Zone sind, erhalten die Ereignisnachrichten und Positionsmitteilungen aller anderen
Zonenmitglieder. Der Ressourcenbedarf steigt hier – zuzu¨glich eventuellem zusa¨tz-
lichem Protokolloverhead – quadratisch mit der Zahl der Zonenmitglieder. Sind die
Zonen so klein gewa¨hlt, dass nicht zu viele Teilnehmer Mitglied derselben Zone sind,
werden die Skalierungsprobleme vollvermaschter Protokolle vermieden.
In der Regel ko¨nnen bei den vorgeschlagenen zonenbasierten Protokollen Teilnehmer
Mitglied in mehreren Zonen werden, sodass ein transparenter Zonenwechsel mo¨glich
ist.
Die Verteilung der Nachrichten innerhalb der Zone ist protokollspeziﬁsch. Grundsa¨tz-
liche Mo¨glichkeiten der Nachrichtenverteilung sind hier die Verwendung von App-
lication Layer Multicast, die Verteilung durch Supernodes oder, in Verbindung mit
dynamischen Zonengro¨ßen, die Vollvermaschung innerhalb der Zone. Diese Mo¨glich-
keiten werden in den folgenden Abschnitten genauer erla¨utert.
... ALM-basierte Protokolle
In ALM-basierten Protokollen wird die Nachrichtenverteilung innerhalb der Zonen
durch ein Application Layer Multicast-Protokoll u¨bernommen. Hierzu werden alle
Zonenmitglieder Mitglied in einer Multicastgruppe. Prinzipiell kann jedes Multicast-
Protokoll, das das Publizieren von Multicastnachrichten durch beliebige Gruppen-
mitglieder zula¨sst, fu¨r die Nachrichtenverteilung eingesetzt werden.
Das Protokoll SimMUD [79] setzt beispielsweise das auf dem KBR-Protokoll Pastry
[121] basierende ALM-Protokoll Scribe [26] ein.1 Skype4Games [137] setzt die durch
das P2P-Voice-over-IP-Protokoll Skype [12] bereitgestellte Gruppenkommunikation
1Das Protokoll SimMUD wird in Abschnitt 5.1.1 genauer vorgestellt.
.. PP 
ein. Ahmed et al. [4] schlagen ein um Clustering erweitertes ALM fu¨r virtuelle Welten
vor.
Ein Problem bei der Verwendung von ALM fu¨r die Nachrichtenverteilung ist, dass
bei ALM-Protokollen eine Nachricht teilweise u¨ber viele Zwischenknoten geleitet
wird, bis sie alle Empfa¨nger erreicht hat. Dadurch ist es mo¨glich, dass ALM-basierte
Protokolle die von virtuellen Welten beno¨tigten geringen Nachrichtenverzo¨gerungen
u¨berschreiten.
Ein weiteres mo¨gliches Problem ist, dass viele ALM-Protokolle keinen zuverla¨ssigen
Nachrichtenversand garantieren ko¨nnen. Gehen bei der Weiterleitung zu viele Nach-
richten verloren, kann die von virtuellen Welten beno¨tigte Nachbarschaftskenntnis
nicht gewa¨hrleistet werden.
... Supernode-basierte Protokolle
In Supernode-basierten Protokollen wird die Nachrichtenverteilung in einer Zone
von einem Supernode u¨bernommen. Dieser koordiniert in der Regel auch die Zonen-
mitgliedschaften und u¨bernimmt sa¨mtliche Verwaltungsaufgaben, die fu¨r die ihm
zugewiesene Zone anfallen.
In einer einfachen Implementierung des Supernode-Prinzips werden alle Nachrichten
von den Zonenmitgliedern an den Supernode versendet. Dieser wiederum leitet die
Nachrichten direkt an alle Zonenmitglieder weiter. Dieser Ansatz wird beispielswei-
se vom Zoning Layer-Protokoll von Iimura [68] oder MOPAR von Yu und Vuong
[154] verwendet. Die Zuordnung von Supernodes zu Zonen wird dort von einer DHT
u¨bernommen, in der auch der Zustand der Zone als Backup gespeichert wird. Bei
dem ansonsten vergleichbaren Protokoll von Lee et al. [89] wird die Zonenaufteilung
durch eine Baumstruktur verwaltet. Fiedler et al. [51] schlagen ein Publish-Subscri-
be-basiertes Protokoll vor. In allen diesen Ansa¨tzen erfu¨llt der Supernode nahezu
sa¨mtliche Aufgaben, die fu¨r eine Zone einer Client/Server-basierten virtuellen Welt
von einem Server u¨bernommen werden2. Aus diesem Grund sind vergleichbare Pro-
tokolle anfa¨llig fu¨r eine U¨berlastung der Supernodes. Beﬁnden sich in einer Zone zu
viele Teilnehmer, kann der Supernode seine Aufgaben nicht mehr voll erfu¨llen. Wei-
tere Protokolle, die diesen Ansatz verfolgen, sind beispielsweise Mediator [48] und
Solipsis2 [53], das Nachfolgeprotokoll des in Abschnitt 3.2.4 besprochenen zonenlosen
Protokolls Solipsis.
Die U¨berlastung der Supernodes kann mit geeigneten Lastverteilmechanismen ver-
mieden werden. Das von Yamamoto et. al 2005 vorgeschlagene Publish-Subscribe-
basierte Protokoll [149] setzt hierfu¨r einen Lastverteil-Baum ein, der vom Superno-
de gebildet wird, wenn die Zahl der Teilnehmer in der von ihm verwalteten Zone zu
groß wird. In diesem Protokollvorschlag wird er dabei zusa¨tzlich von einem zentralen
Server unterstu¨tzt.3
Durch diese Lastverteilmechanismen ko¨nnen Supernode-basierte Protokolle diesel-
be Skalierbarkeit erreichen wie ALM-basierte Protokolle. Allerdings erzeugen die
Lastverteilmechanismen in der Regel eine zusa¨tzliche Nachrichtenverzo¨gerung, die
gegebenenfalls u¨ber der fu¨r virtuelle Welten erforderlichen maximalen Nachrichten-
verzo¨gerung liegt.
2Vergleiche auch Abschnitt 3.1.1.3.
3Eine genauere Beschreibung des Protokolls ﬁndet sich in Abschnitt 5.1.2.
 . Stand der Technik
Ebenfalls auf Publish-Subscribe basiert das Protokoll Mercury von Bharambe et al.
[19]. Bei diesem Protokoll kann das Wechseln einer Zone jedoch bei n Teilnehmern bis
zu O(n) Weiterleitungsschritte beno¨tigen, sodass es nicht fu¨r große virtuelle Welten
geeignet ist.
... Ansätze mit dynamischen Zonen
Werden die Zonen nicht statisch aufgeteilt, sondern je nach Teilnehmerzahl in einer
Region dynamisch gebildet, kann auf eine weitere Lastverteilung verzichtet werden.
Da durch die dynamische Aufteilung sichergestellt werden kann, dass die Zahl der
Teilnehmer einer Zone eine gewisse Zahl nicht u¨berschreitet, ko¨nnen die Teilnehmer
in einer Zone vollvermascht werden. Diesen Ansatz wa¨hlt beispielsweise das Protokoll
N-Tree [58].4 Jeder Zone ist ein Supernode zugeteilt, der die Mitglieder in dieser Zone
verwaltet. Ein vergleichbarer Ansatz wird auch von Cover [98] gewa¨hlt.
Die Herausforderung bei Protokollen mit dynamischen Zonen ist es, die aktuelle Zo-
nenaufteilung zu verwalten und das Wissen u¨ber die Aufteilung allen Teilnehmern
konsistent zur Verfu¨gung zu stellen. Gelingt dies nicht, kommt es bei Zonenauf-
teilungen, -zusammenlegungen oder -wechseln zu Fehlern bei der Zuordnung von
Teilnehmern zu Zonen. Dadurch wird die Nachbarschaftskenntnis in der virtuellen
Welt gefa¨hrdet.
Aufgrund dieser Schwierigkeit gibt es neben N-Tree und Cover nur wenige Vorschla¨-
ge fu¨r P2P-Protokolle mit dynamischen Zonen fu¨r virtuelle Welten. Meist werden
dynamische Zonen in Verbindung mit Client/Server-basierten Protokollen, oder fu¨r
hybride P2P-Protokolle, bei denen viele Aufgaben von einem zentralen Server u¨ber-
nommen werden, vorgeschlagen.
.. Zonenlose Protokolle
In zonenlosen Protokollen ﬁndet keine Unterteilung der Spielwelt statt. Stattdessen
werden die Verbindungen zwischen den Teilnehmern so aufgebaut, dass alle Ereignis-
nachrichten und Positionsmeldungen direkt vom Verursacher an alle interessierten
Teilnehmer versendet werden. Hierzu wird das Interessengebiet der Teilnehmer be-
trachtet. Dies ist das Gebiet um die Position eines Teilnehmers, welches alle anderen
Teilnehmer umfasst, mit denen der Teilnehmer interagieren kann. Teilnehmer, die
sich im Interessengebiet beﬁnden oder zu denen aus anderen Gru¨nden eine Verbin-
dung besteht, werden in zonenlosen Protokollen als Nachbarn bezeichnet.
Die Herausforderung bei zonenlosen Protokollen ist, dass alle Teilnehmer daru¨ber
informiert werden mu¨ssen, wenn ein anderer Teilnehmer in ihr Interessengebiet ein-
tritt. Dies geschieht durch Benachrichtigungen durch die Nachbarn des Teilnehmers.
Deswegen werden zonenlose Protokolle auch mit dem Begriﬀ Mutual Notiﬁcation-
Protokolle bezeichnet.
Ein Vorreiter der zonenlosen Protokolle war das 2002 von Keller und Simon vorge-
schlagene Protokoll Solipsis [77]. In Solipsis wird versucht, die Verbundenheit des
Netzes zu garantieren, indem jeder Teilnehmer nach Mo¨glichkeit immer so viele
Nachbarn akquiriert, dass zwischen zwei Nachbarn nie mehr als ein 180◦ Winkel
besteht. Dabei wird als Topologie der virtuellen Welt ein Torus vorausgesetzt. Trotz
4N-Tree wird in Abschnitt 5.1.3 ausfu¨hrlicher beschrieben.
.. Hybride Protokolle 
dieser Einschra¨nkung kann die gewa¨hlte Struktur die Verbundenheit des Netzes
und das Funktionieren der Nachbarsﬁndung nicht garantieren. Weiterentwicklungen
des Protokolls setzten, wie in Abschnitt 3.2.3.2 beschrieben, auf eine zonenbasierte
Struktur mit Supernodes [53]. Auch das von Kawahara et al. vorgeschlagene Proto-
koll [76] kann die Verbundenheit des Netzes nicht gewa¨hrleisten.
Bei pSense [122] wird der Netzzusammenhalt und die Nachbarsﬁndung von soge-
nannten Sensorknoten u¨bernommen. Dies sind Teilnehmer, die sich außerhalb des In-
teressengebiets eines Teilnehmers beﬁnden. Sie werden so gewa¨hlt, dass sie so gleich-
ma¨ßig wie mo¨glich um das Interessengebiet herum verteilt sind. Falls in U¨berlastsi-
tuationen ein Teilnehmer nicht allen seinen direkten Nachbarn Positionsmeldungen
senden kann, erlaubt pSense eine mehrstuﬁge Weiterleitung u¨ber die verbleibenden
Nachbarn. Die Wahl des Sensorknoten in pSense kann jedoch insbesondere bei Grup-
penbildung die Korrektheit der Nachbarsﬁndung und den Netzzusammenhalt nicht
garantieren. Dieses Problem la¨sst sich nur verringern, indem jeder Teilnehmer die
Zahl der Sensorknoten sehr hoch wa¨hlt. Da sich die Sensorknoten außerhalb des In-
teressengebiets beﬁnden, erho¨ht dies den Bandbreitenoverhead erheblich. Weiterhin
sieht pSense keine Backup-Mechanismen vor, sodass Teilnehmerausfa¨lle den Netz-
zusammenhalt gefa¨hrden.
Ein besserer Ansatz der Nachbarsﬁndung wurde von VAST [66, 67] gewa¨hlt. In
Vast werden die Nachbarschaftsbeziehungen durch die Bildung von Voronoi-Gra-
phen u¨ber die Positionen der Teilnehmer bestimmt. Eine besondere Rolle nehmen
die Grenznachbarn ein. Dies sind Nachbarn, deren Voronoi-Region von der Grenze
des Interessengebiets geschnitten wird. Diese Nachbarn sind fu¨r die Nachbarsﬁndung
zusta¨ndig. Eine genauere Beschreibung des Protokolls ﬁndet sich in Abschnitt 5.1.4.
Ebenfalls auf Voronoi-Graphen basiert Nomad [116]. Einen a¨hnlichen, um Cluste-
ring erweiterten, Ansatz verfolgt ein auf den zu Voronoi-Graphen dualen Delauney-
Graphen basierendes Protokoll von Varvello et al. [143].
Zonenlose Protokolle haben den Vorteil, dass alle Nachrichten ohne Zwischenknoten
auf Overlay-Schicht an alle interessierten Teilnehmer versendet werden. Dadurch
ko¨nnen sie eine geringe Nachrichtenverzo¨gerung erreichen. Das Kernproblem von
zonenlosen Protokollen ist die Nachbarsﬁndung. Ist sie nicht zuverla¨ssig, sinkt die
Nachbarschaftskenntnis in der virtuellen Welt. Bei bisherigen Protokollen ist die
Nachbarsﬁndung oft aufwa¨ndig bezu¨glich der beno¨tigten Bandbreite. Dadurch ko¨n-
nen Teilnehmer u¨berlastet werden.
. Hybride Protokolle
Hybride Protokolle verwenden einen zentralen Server, der u¨ber die Positionen aller
Teilnehmer informiert ist. Das Verteilen von Ereignisnachrichten und Positionsmel-
dungen wird jedoch zu gewissen Teilen von den Teilnehmern selbst u¨bernommen
[107].
Bei peers@play [131] verbinden sich Teilnehmer direkt mit den Teilnehmern, die
sich in ihrem Interessengebiet beﬁnden. U¨bersteigt dieses ihre Netzkapazita¨t, werden
die Verbindungen zu den jeweils entferntesten Nachbarn fallengelassen. Der zentra-
le Server wird u¨ber alle Positionen informiert und weist die Teilnehmer an, welche
Verbindungen aufzubauen und welche fallenzulassen sind. Dies ermo¨glicht eine verzo¨-
gerungsarme Zustellung von Positionsmeldungen und Ereignisnachrichten. Zugleich
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kann eine U¨berlastung der Teilnehmer ausgeschlossen werden. Gegenu¨ber klassi-
schen Client/Server-basierten virtuellen Welten ist die Skalierbarkeit verbessert, da
die Teilnehmer einen Teil der Nachrichtenverteilung u¨bernehmen.
Ein vergleichbares hybrides Protokoll ist Hyperverse [47]. Auch hier werden Verbin-
dungen zwischen Teilnehmern durch einen zentralen Server, der u¨ber die Position
aller Teilnehmer informiert ist, initiiert. Eine Besonderheit ist hier, dass sich die
Aufgaben des Servers besonders gut auf einen Servercluster verteilen lassen.
Da der Server jedoch bei hybriden Protokollen weiterhin u¨ber alle Positionen infor-
miert werden muss, steigt der Ressourcenbedarf des Servers mindestens linear mit
der Teilnehmerzahl. Aus diesem Grund ist die Gesamtzahl der unterstu¨tzten Teilneh-
mer von der Serverkapazita¨t begrenzt und die Skalierbarkeit eher mit Client/Server-
basierten virtuellen Welten zu vergleichen. Deshalb werden hybride Protokolle in
dieser Arbeit nicht weiter betrachtet.
. Zusammenfassung
Die verschiedenen in diesem Kapitel vorgestellten Technologien sind in Tabelle 3.1
zusammengefasst. Client/Server-basierte virtuelle Welten ko¨nnen in der Regel gute
Nachrichtenverzo¨gerungen bieten. Durch die mindestens lineare Abha¨ngigkeit zwi-
schen Teilnehmerzahl und beno¨tigter Serverkapazita¨t sind sie jedoch nicht skalierbar.
Mit P2P-Protokollen ko¨nnen die Skalierungsprobleme der Client/Server-Protokolle
u¨berwunden werden. Wa¨hrend vollvermaschte Protokolle sich nicht fu¨r skalierbare
virtuelle Welten eignen, ko¨nnen die anderen beschriebenen zonenbasierten und zo-
nenlosen Ansa¨tze eine gute Skalierbarkeit bieten, da in der Regel Bandbreiten- und
Rechenbedarf nur von der Zahl der Zonenmitglieder oder Nachbarn, nicht jedoch
von der Gesamtzahl der Teilnehmer abha¨ngt.
Alle Ansa¨tze werfen jedoch unterschiedliche Probleme in den Bereichen Nachrich-
tenverzo¨gerung, Nachbarschaftskenntnis und Bandbreitenbedarf auf. Eine genauere
Abscha¨tzung der Eignung der jeweiligen Protokolle erfordert also eine weitere Eva-
luierung. Eine umfassende vergleichende Evaluierung ist bislang in der Literatur
nicht zu ﬁnden. Deshalb wird in Kapitel 5 ein solcher Vergleich durchgefu¨hrt. Da-
bei wird aus jeder der hier vorgestellten Kategorien außer der der vollvermaschten
Protokolle ein Protokoll ausgewa¨hlt und auf seine Leistung bezu¨glich der beschrie-
benen Anforderungen untersucht. Da das Ergebnis dieser Untersuchung zeigt, dass
die bisherigen Protokolle die in Abschnitt 2.1.3 aufgefu¨hrten Anforderungen nicht
voll erfu¨llen ko¨nnen, wird im weiteren Verlauf der Arbeit ein neues P2P-Protokoll
fu¨r virtuelle Welten entwickelt.
.. Zusammenfassung 
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Tabelle 3.1 Bewertung Technologien fu¨r virtuelle Welten.




Ein grundlegendes Problem bei der Erforschung von Overlay-Protokollen ist die Eva-
luierung existierender und neuer Protokolle. Da Testnetze fu¨r die Evaluierung dieser
Protokolle nur eine begrenzte Gro¨ße haben, ko¨nnen wichtige Aspekte der Protokolle
in diesen Netzen nicht ausreichend untersucht werden. Deswegen ist die Simulation
der Protokolle ein wichtiger Baustein der Evaluierung. Da bisherige Simulations-
werkzeuge fu¨r Overlay-Protokolle einige wichtige Anforderungen vernachla¨ssigt ha-
ben, wurde im Rahmen dieser Arbeit in Zusammenarbeit mit Kollegen das Overlay-
Simulationsrahmenwerk OverSim [15–17, 85] entwickelt. Dieses wird im Folgenden
vorgestellt.
. Anforderungen an Simulationswerkzeuge
für Overlay-Netze
Bei der Entwicklung von OverSim wurden insbesondere die folgenden Anforderungen
an Simulationswerkzeuge betrachtet:
• Skalierbarkeit: Da Overlay-Netze mehrere Millionen Teilnehmer umfassen
ko¨nnen [129], sollte ein Simulationswerkzeug fu¨r Overlay-Netze Simulationen
mit einer großen Zahl an Knoten unterstu¨tzen. Dabei mu¨ssen Speicherver-
brauch und Simulationszeit mit u¨blicher Hardware handhabbar bleiben.
• Flexibilita¨t: Ein Simulationswerkzeug fu¨r Overlay-Netze sollte Simulationen
verschiedenster Overlay-Protokolle ermo¨glichen. Dabei sollten Parameter und
Simulationsszenarien in einfacher Form konﬁguriert werden ko¨nnen. Es soll-
te mo¨glich sein, einzelne Teile der Simulationsumgebung, wie beispielsweise
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die Netzabstraktion, transparent durch funktionell vergleichbare Module aus-
zutauschen. Overlay-Protokolle sollten mit verschiedenen Anwendungen zu-
sammenarbeiten und Anwendungen sollten die Dienste verschiedener Overlay-
Protokolle in Anspruch nehmen ko¨nnen.
• Realistische Netzmodellierung: Fu¨r die Simulationen von Overlay-Netzen
wird in der Regel das unterliegende Netz durch das Simulationswerkzeug mo-
delliert. Dabei muss die Modellierung mo¨glichst realistisch ausfallen, um gute
Schlussfolgerungen aus den Simulationsergebnissen ziehen zu ko¨nnen. Insbe-
sondere mu¨ssen realistische Bandbreiten, Netzverzo¨gerungen und Paketverlus-
traten zwischen den Knoten simuliert werden. Zugleich muss die Netzmodellie-
rung skalierbar bleiben, um eine große Zahl an Knoten unterstu¨tzen zu ko¨nnen.
Idealerweise sollte das Netzmodell austauschbar sein. So kann, je nach konkre-
ter Anforderung der jeweiligen Simulation, ein Netzmodell mit einer detail-
lierten Simulation des unterliegenden Netzwerks oder eine vereinfachte, aber
dafu¨r Ressourcen schonende, Modellierung ausgewa¨hlt werden.
• Nutzer- und Anwendungsverhalten: Bei der Evaluierung von Overlay-
Protokollen sind das Verhalten des Nutzers der Protokolle sowie die Eigen-
schaften der Anwendung wichtige Einﬂussgro¨ßen. Dabei ist insbesondere das
Sitzungsverhalten der Nutzer, also die Verteilung der Sitzungszeiten der Teil-
nehmer, die Ankunftsrate neuer Teilnehmer und die Knotenausfallrate her-
vorzuheben. Aber auch anwendungsspeziﬁsches Verhalten wie die Frequenz
bestimmter Anfragen, die Ha¨uﬁgkeit der Interaktion zwischen verschiedenen
Netzteilnehmern oder die Bewegung der Teilnehmer in der virtuellen Welt
im Anwendungsszenario virtuelle Welten ko¨nnen ein Protokoll wesentlich be-
einﬂussen. Ein Simulationswerkzeug fu¨r Overlay-Netze muss dieses Verhalten
daher mo¨glichst realistisch simulieren ko¨nnen. Dabei sollte auch mo¨gliches bo¨s-
williges Verhalten der Nutzer beru¨cksichtigt werden ko¨nnen. Besonders realis-
tisches Verhalten la¨sst sich erreichen, wenn echte Anwendungen mit dem Si-
mulationswerkzeug verbunden oder aufgezeichnete Sitzungen echter Nutzer im
Simulator nachgespielt werden ko¨nnen.
• Echtnetzanbindung: Der fu¨r die Simulation entwickelte Code sollte auch in
physischen Netzen einsetzbar sein. Dies ermo¨glicht es Forschern, die Evalua-
tion der Overlay-Protokolle nicht nur in der Simulationsumgebung, sondern
auch im Internet und Forschungsnetzen wie G-Lab [123, 136] oder PlanetLab
[18, 109] durchzufu¨hren. Zusa¨tzlich kann so in Demonstratoren eine geringe
Zahl an physischen Gera¨ten durch simulierte Netzteilnehmer erga¨nzt werden.
Dies la¨sst sich erreichen, indem das Simulationsrahmenwerk simulierte Nach-
richten in standardkonforme IP-Datagramme umwandelt und so mit anderen
Implementierungen des Protokolls u¨ber ein physisches Netzwerk kommuniziert.
• Statistiken: Ein Simulationswerkzeug fu¨r Overlay-Netze muss in der Lage
sein, statistische Daten wie die beno¨tigte Bandbreite pro Knoten, die durch-
schnittliche Nachrichtenverzo¨gerung, den Anteil erfolgreicher oder nicht erfolg-
reicher Kommunikation oder andere protokollspeziﬁsche Messgro¨ßen zu sam-
meln und zu aggregieren. Die sich daraus ergebenden Daten sollten in einer
Form vorliegen, die das Auswerten und die Erstellung von Diagrammen mo¨g-
lichst vereinfacht.
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• Visualisierung: Um die Interaktionen von Knoten in Overlay-Protokollen
besser nachvollziehen und Fehler im Entwurf eines Protokolls oder Implemen-
tierungsfehler einfacher ﬁnden zu ko¨nnen, ist eine Visualisierung des Netzes
hilfreich. Dabei sollten insbesondere Nachrichten und wichtige Beziehungen
zwischen Knoten vom Simulationswerkzeug dargestellt werden ko¨nnen. Die
Mo¨glichkeit der Visualisierung der Topologie des unterliegenden Netzwerks ist
wu¨nschenswert.
• Dokumentation und Erweiterbarkeit: Um einem mo¨glichst großen Kreis
an Forschern die Benutzung des Simulationswerkzeuges zu ermo¨glichen, sollte
eine ausfu¨hrliche Anleitung vorliegen. Um die Entwicklung von neuen Proto-
kollen oder Modulen fu¨r das Simulationswerkzeug zu vereinfachen, mu¨ssen alle
vom Simulationswerkzeug angebotenen und verwendeten Schnittstellen doku-
mentiert sein.
. Bisherige Simulationswerkzeuge
Es gibt verschiedene Simulationswerkzeuge fu¨r Overlay-Netze. Keines dieser Simula-
tionswerkzeuge konnte sich jedoch in der Forschungsgemeinde als Standardwerkzeug
durchsetzen. Eine Auswahl der zum Zeitpunkt des Beginns der Arbeiten an OverSim
verbreiteten Simulationswerkzeuge soll hier kurz vorgestellt werden:
• P2PSim: P2PSim [90] ist einer der ersten P2P-Simulatoren, die zur allge-
meinen Nutzung vero¨ﬀentlicht wurden. P2PSim ist ein diskreter Ereignissi-
mulator, der in C++ entwickelt wurde. Dabei beschra¨nkt er sich auf die Si-
mulation strukturierter Overlay-Netze, die einen KBR oder DHT-Dienst zur
Verfu¨gung stellen. P2PSim eignet sich nur bedingt fu¨r die Simulation ande-
rer P2P-Protokolle wie unstrukturierte P2P-Protokolle oder P2P-Protokolle
fu¨r virtuelle Welten. Da P2PSim laut Einscha¨tzung seiner Autoren noch im
”
Alpha“-Stadium ist, es keine ausfu¨hrliche Dokumentation gibt und das Pro-
jekt nicht mehr weiterentwickelt wird, ist es schwierig, P2PSim zu erweitern
und mit Implementierungen eigener Protokolle zu erga¨nzen. Eine Visualisie-
rung der Overlay-Topologie ist ebenso wie eine Interaktion mit physischen
Netzen nicht mo¨glich.
• OverlayWeaver: OverlayWeaver [125] ist ein in Java programmiertes Over-
lay-Entwicklungswerkzeug. Die Ziele von OverlayWeaver sind das einfache Ent-
wickeln und Testen von KBR- und DHT-Protokollen. OverlayWeaver ist ins-
besondere auf das Testen der Protokolle in physischen Netzen ausgelegt. Der
Nutzen als Simulator ist hingegen eingeschra¨nkt. So wird kein realistisches
Netzmodell fu¨r das unterliegende Netzwerk geboten. Die Messung von Statis-
tiken ist nur bedingt mo¨glich und die interaktive Visualisierung kann zwar die
versendeten Nachrichten zeigen, nicht jedoch die tatsa¨chliche Overlay-Topo-
logie. Somit ist OverlayWeaver nur bedingt als Simulationswerkzeug fu¨r die
Evaluierung von Overlay-Protokollen geeignet.
• PlanetSim: PlanetSim [57] ist ein Java-basiertes Overlay-Simulationsrahmen-
werk. Durch seinen modularen Aufbau und seine ausfu¨hrliche Dokumentation
ist PlanetSim erweiterbar. Durch die Verwendung der CommonAPI [40] eignet
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sich PlanetSim besonders fu¨r die Simulation von KBR- und DHT-Protokollen.
Eine Unterstu¨tzung anderer Overlay-Protokolle ist nicht vorgesehen. Die Netz-
abstraktion ist erweiterbar, die vorliegenden Netzmodelle sind jedoch sehr ein-
fach gehalten und erlauben keine realistische Simulation von Latenzen oder
Bandbreiten. Als Simulationsergebnis wird im Wesentlichen die Netztopolo-
gie zum Ende des Simulationslaufes ausgegeben. Das Erstellen weitergehen-
der Statistiken ist nur eingeschra¨nkt mo¨glich. Eine Echtzeit-Visualisierung der
Netztopologie oder eine Anbindung des Simulators an physische Netze ist nicht
vorgesehen.
• PeerSim: PeerSim [70] ist ein Simulationswerkzeug fu¨r Overlay-Netze. Ein
Fokus bei PeerSim liegt in der Skalierbarkeit. Neben einer ereignisbasierten
Simulation bietet PeerSim zusa¨tzlich eine zyklusbasierte Simulation an, die
die Simulation besonders großer Netze erlaubt. Durch einen modularen Auf-
bau ist PeerSim einfach erweiterbar. Das Netzmodell erlaubt die Simulation
realistischer Latenzen zwischen Knoten durch die Verwendung von Messungen
des King-Datensatzes [63]. Bandbreiten werden dabei jedoch nicht betrachtet.
Eine Visualisierung der Overlay-Topologie ist nicht mo¨glich, eine Echtnetzan-
bindung nicht vorgesehen.
Eine genauere Vorstellung dieser und weiterer Simulationswerkzeuge fu¨r P2P-Proto-
kolle ist bei Naicken et al. zu ﬁnden [100]. Keines der von den Autoren untersuchten
Simulationswerkzeuge konnte alle in Abschnitt 4.1 genannten Anforderungen erfu¨l-
len. Aus diesem Grunde wurde im Rahmen dieser Arbeit in Zusammenarbeit mit
Kollegen das Overlay-Simulationsrahmenwerk OverSim entwickelt. OverSim wird
mittlerweile international in vielen Forschungsgruppen eingesetzt. Seit der Vero¨f-
fentlichung von OverSim sind noch weitere Simulationswerkzeuge fu¨r Overlay-Netze
entstanden, wie beispielsweise PeerFaktSim.KOM [81]. Diese erreichten jedoch nicht
die weite Verbreitung von OverSim.
. Basis: OMNeT++
OverSim basiert auf der Methode der diskreten Ereignissimulation. Hierzu verwen-
det OverSim den Open-Source Ereignissimulator OMNeT++ [140–142]. Neben der
Verwaltung von Ereignissen bietet OMNeT++ eine graﬁsche Benutzeroberﬂa¨che mit
einer interaktiven Visualisierung der Simulation.
Die Basiseinheiten von OMNeT++ sind Module und Nachrichten. Module sind die
aktiven Einheiten der Simulation. Dabei gibt es einfache Module, die direkt in C++
implementiert werden, und zusammengesetzte Module. Diese bestehen aus einer Men-
ge an einfachen Modulen oder zusammengesetzten Modulen. Module werden in der
OMNeT++-eigenen Deklarierungssprache NED deﬁniert. Mit dieser Sprache lassen
sich Modulparameter und im Fall von zusammengesetzten Modulen die Bestandteile
des Moduls deﬁnieren.
Module ko¨nnen sich gegenseitig Nachrichten zusenden. Nachrichten werden in der
OMNeT++-eigenen Deklarierungssprache MSG deﬁniert. In dieser ko¨nnen die mo¨g-
lichen Inhalte der Nachricht deklariert werden. Dabei sind alle in C++ gu¨ltigen Da-
tentypen zugelassen. Jede Nachricht entha¨lt die Zustellzeit. Die Nachrichten werden
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in OMNeT++ gema¨ß der Zustellzeit in einem Heap verwaltet. Die jeweils oberste
Nachricht wird ihrem Empfa¨nger zugestellt und dort bearbeitet.
Neben der direkten Zustellung von Nachrichten erlaubt OMNeT++ das Versen-
den von Nachrichten u¨ber Verbindungen. Hierzu ko¨nnen Module sogenannte Gates
deﬁnieren. Diese Gates ko¨nnen dann mit Verbindungen unterschiedlicher Charakte-
ristika wie Bandbreite, Verzo¨gerung oder Paketverlustrate verbunden werden. Auf
diese Weise ko¨nnen Module auf einfache Weise zu Netzwerken verbunden werden.
OMNeT++ entha¨lt eine graﬁsche Benutzeroberﬂa¨che, die Module, Verbindungen
und Nachrichten visualisieren kann. In dieser Visualisierung la¨sst sich die Ausfu¨hrung
der Simulation ereignisgenau steuern. Zu jedem Zeitpunkt der Simulation lassen
sich die Zusta¨nde aller Module und alle zum aktuellen Zeitpunkt in der Simulation
vorhandenen Nachrichten betrachten. Um eine schnellere Simulation zu ermo¨glichen,
la¨sst sich die Benutzeroberﬂa¨che auch deaktivieren.
Zu OMNeT++ sind verschiedene Erweiterungen vero¨ﬀentlicht worden. Eine wich-
tige Erweiterung ist das INET-Framework [139, 148]. Dieses implementiert einen
vollsta¨ndigen TCP/IP-Stack fu¨r OMNeT++. OverSim verwendet, abha¨ngig von
der gewa¨hlten Netzmodellierung, die Implementierung der Transportschichtproto-
kolle TCP und UDP sowie das Vermittlungsschichtprotokoll IP aus dem INET-
Framework.
. Architektur
Um die fu¨r Simulationswerkzeuge erwu¨nschte Flexibilita¨t bieten zu ko¨nnen, ist Over-
Sim modular aufgebaut. Die Architektur von OverSim ist in Abbildung 4.1 gezeigt.
Der Kern des Simulators besteht aus drei aufeinander aufbauenden Schichten, der
Underlay-Schicht, der Overlay-Schicht und der Anwendungsschicht. Die Schichten
sind durch Schnittstellen verbunden: Zwischen Underlay- und Overlay-Schicht liegt
eine UDP-Schnittstelle. Zwischen Overlay- und Anwendungsschicht liegen speziﬁ-
sche Anwendungsschnittstellen fu¨r verschiedene Overlaytypen. Daneben gibt es den
allen Schichten zuga¨nglichen GlobalObserver, der Hilfsfunktionen wie Bootstrapping
oder Statistikerstellung anbietet. Weiterhin gibt es die von Basisklassen angebote-
nen Funktionen RPC-Behandlung fu¨r die Overlay- und Anwendungsschicht sowie
die Visualisierungsfunktion fu¨r Overlay- und Underlay-Schicht. Anwendungsschicht
und Underlay-Schicht steht die Echnetzanbindung und die Sitzungsaufzeichnung zur
Verfu¨gung.
Die Unterste der drei Hauptschichten ist die Underlay-Schicht. Die wesentliche Auf-
gabe dieser Schicht ist die Abstraktion des unterliegenden Netzes. Hierbei ko¨nnen
verschiedene Netzmodelle – verfu¨gbar sind das SimpleUnderlay, das ReaseUnderlay,
das InetUnderlay und das SingleHostUnderlay – transparent fu¨r die ho¨heren Schich-
ten ausgewa¨hlt werden. Die Netzmodelle bieten eine UDP-Schnittstelle an, welche
die ho¨heren Schichten zur Kommunikation zwischen Knoten nutzen ko¨nnen. Eine
genaue Beschreibung der mo¨glichen Netzmodelle ﬁndet sich in Abschnitt 4.5. Wei-
terhin wird in der Underlay-Schicht das Erzeugen und Entfernen von Knoten aus
der Simulation gesteuert. Dies geschieht u¨ber Sitzungsmodelle, die in Abschnitt 4.8.1
na¨her vorgestellt werden.


































































Abbildung 4.1 Die modulare Architektur von OverSim.
Oberhalb der Underlay-Schicht beﬁndet sich dieOverlay-Schicht. Die Overlay-Schicht
entha¨lt die in OverSim implementierten Overlay-Protokolle. Die von den Overlay-
Protokollen bereitgestellten Schnittstellen ha¨ngen von der Art des Overlay-Pro-
tokolls ab. Strukturierte Overlays, die einen KBR-Dienst anbieten, besitzen eine
CommonAPI-Schnittstelle [40]. Application Layer Multicast-Protokolle bieten eine
spezielle ALM-Schnittstelle, Protokolle fu¨r virtuelle Welten eine Schnittstelle fu¨r vir-
tuelle Welten. Unstrukturierte Overlay-Protokolle ko¨nnen eigene, fu¨r den speziellen
Anwendungszweck geeignete Schnittstellen deﬁnieren. Auf die Funktionen der Over-
lay-Schicht wird in Abschnitt 4.6 genauer eingegangen.
Alle Protokolle, Dienste und Anwendungen, die Dienste eines Protokolles der Over-
lay-Schicht nutzen, ﬁnden sich in OverSim in der Anwendungsschicht. Da einige
Protokolle der Anwendungsschicht Dienste fu¨r andere Anwendungen bereitstellen
ko¨nnen, ist die Anwendungsschicht wiederum in Schichten unterteilt. So nutzt bei-
spielsweise Scribe den KBR-Dienst der Overlay-Schicht, um einen Application Layer
Multicast-Dienst zur Verfu¨gung zu stellen. Dieser kann dann u¨ber die ALM-Schnittstelle
von anderen Anwendungen genutzt werden. Durch die konsequente Verwendung de-
ﬁnierter Schnittstellen ist es mo¨glich, dass Anwendungen transparent Dienste aus
der Overlay- oder Anwendungsschicht nutzen ko¨nnen. Dies ermo¨glicht beispielswei-
se den Vergleich von Protokollen, die einen speziellen Dienst bereits in der Overlay-
Schicht bereitstellen, mit Protokollen, die diesen Dienst in der Anwendungsschicht
erbringen. Die Anwendungsschicht von OverSim wird in Abschnitt 4.7 na¨her vorge-
stellt.
Neben diesen drei wesentlichen Schichten bietet OverSim schichtenu¨bergreifende Mo-
dule, die das Implementieren von Protokollen und das Auswerten von Simulations-
ergebnissen erleichtern. Hierzu geho¨rt der GlobalObserver, der einen u¨bergeordneten
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Blick auf das simulierte Overlay-Netz hat. Dieser kann somit eine Liste aller Kno-
ten erzeugen, die das Bootstrapping neu zur Simulation hinzukommender Knoten
ermo¨glicht. Weiterhin ko¨nnen dort Messdaten der Knoten aggregiert werden oder
Daten erhoben werden, die Wissen u¨ber die gesamte Netztopologie erfordern.
OverSim bietet Modulen der Anwendungs- und der Overlay-Schicht eine RPC-Schnittstelle.
Diese ermo¨glicht den Modulen eine einfache Verwaltung von Zeitu¨berschreitungen
beim Versand von Nachrichten und bei Bedarf die Durchfu¨hrung von Sendewieder-
holungen. Hierdurch wird das Implementieren neuer Protokolle und Anwendungen
in OverSim erheblich vereinfacht. In OverSim ist es mo¨glich, RPCs sowohl direkt an
andere Knoten zu versenden als auch durch Angabe eines Overlay-Schlu¨ssels fu¨r den
Versand die Routingmechanismen des verwendeten Overlay-Protokolls zu nutzen.
Da die RPC-Funktionalita¨t von fast allen Overlay-Protokollen und -Anwendungen
genutzt wird, wird eine gute Vergleichbarkeit der Implementierungen ermo¨glicht.
Um die Netztopologie visualisieren zu ko¨nnen, verwendet OverSim die tkenv -Um-
gebung von OMNeT++. Diese ermo¨glicht die interaktive visuelle Darstellung von
Beziehungen zwischen Knoten. In OverSim kann die Visualisierung von der Over-
lay-Schicht und der Underlay-Schicht verwendet werden. Erfolgt die Visualisierung
durch die Overlay-Schicht, wird die Topologie des Overlay-Netzes gezeigt. Die Visua-
lisierung ist hierbei protokollabha¨ngig. Strukturierte, ringbasierte Overlay-Protokol-
le wie Chord ko¨nnen beispielsweise durch Anzeige der Verbindungen zu Vorga¨nger-
und Nachfolgerknoten den durch die Knoten gebildeten Ring visualisieren; bei App-
lication Layer Multicast-Protokollen wie Nice bietet sich die Visualisierung des Mul-
ticastbaumes an. Alternativ zur Visualisierung des Overlays kann in OverSim auch
eine Visualisierung der Underlay-Schicht erfolgen. Hier kann die Topologie des Netz-
modells visualisiert werden.
OverSim bietet eine Anbindung der Simulationsumgebung an phyische Netzwerke.
Diese Netzanbindung ist an zwei Schichten des Simulators angebunden. Zuna¨chst
ko¨nnen zwei Underlay-Modelle, das SingleHostUnderlay und das InetUnderlay, mit
dem Netz verbunden werden. Daten, die aus der Overlay-Schicht u¨ber die UDP-
Schnittstelle versendet werden, ko¨nnen so an das Netz weitergegeben werden und
Daten aus dem Netz ko¨nnen u¨ber die UDP-Schnittstelle an die Overlay-Schicht wei-
tergeleitet werden. Zusa¨tzlich kann die Anwendungsschicht mit dem Netz verbunden
werden. Dies ermo¨glicht die Anbindung externer Applikationen, die so Anwendun-
gen in OverSim steuern oder Dienste aus der Anwendungsschicht nutzen ko¨nnen.
Die Echtnetzanbindung wird in Abschnitt 4.9 genauer beschrieben.
U¨blicherweise wird in OverSim Nutzerverhalten mittels Wahrscheinlichkeitsvertei-
lungen modelliert. Bei Bedarf gibt es jedoch auch die Mo¨glichkeit, aufgezeichnete
Sitzungen als Basis fu¨r die von OverSim erzeugten Ereignisse zu verwenden. Diese
Sitzungsaufzeichnung kann in OverSim in der Underlay-Schicht und in der Anwen-
dungsschicht genutzt werden. In der Underlay-Schicht werden anhand der aufge-
zeichneten Sitzung Knoten erzeugt oder aus dem Netz entfernt. Hierbei arbeitet
die Sitzungsaufzeichnung als Sitzungsmodell (siehe auch Abschnitt 4.8.1.) Zusa¨tz-
lich ko¨nnen Applikationsereignisse anhand der aufgezeichneten Sitzungen generiert
werden (siehe hierzu Abschnitt 4.8.2.)
 . Das Overlay-Simulationsrahmenwerk OverSim
. Underlay-Schicht: Netzabstraktion
In OverSim ko¨nnen verschiedene Modelle fu¨r die Abstraktion des unterliegenden
Netzwerks gewa¨hlt werden. Das in OverSim am meisten verwendete Netzmodell ist
das SimpleUnderlay-Modell. Dieses Model bietet geringen Speicherverbrauch, ho-
he Simulationsgeschwindigkeit und realistische Berechnungen von Latenzen. Ist ein
ho¨herer Grad an Realismus no¨tig, kann das InetUnderlay oder das davon abge-
leitete ReaseUnderlay gewa¨hlt werden. Diese Modelle emulieren den vollsta¨ndigen
TCP/IP-Stack aller Teilnehmer sowie die Zugangsnetze und Router im unterliegen-
den Netzwerk. Ist eine Echtnetzanbindung gewu¨nscht, kann das SinglehostUnderlay
oder das InetUnderlay in Verbindung mit der TUN-Schnittstelle1 verwendet werden.
Im Folgenden werden die einzelnen Netzabstraktionsmodelle genauer vorgestellt.
.. SimpleUnderlay
Das SimpleUnderlay-Modell verbindet eine besonders Ressourcen schonende Simu-
lation mit einem hohen Grad an Realismus. Hierzu werden Nachrichten zwischen
Knoten direkt ausgetauscht. Die durch das unterliegende Netzwerk auftretenden
Nachrichtenverzo¨gerungen werden mittels synthetischer Koordinaten approximiert.
Fu¨r die Approximation werden den Knoten Koordinaten in einem mehrdimensio-
nalen Euklidischen Koordinatensystem zugewiesen. Der Abstand der Knoten ent-
spricht dann der Netzverzo¨gerung zwischen diesen beiden Knoten multipliziert mit
einer Konstante. Vergleichbare Methoden werden in der Forschung angewendet, um
die erwartete Netzverzo¨gerung zwischen zwei Knoten ohne vollsta¨ndige Messungen
abzuscha¨tzen [103]. Die Knotenpositionen im SimpleUnderlay ko¨nnen entweder zu-
fa¨llig bestimmt werden oder aus einer Koordinaten-Datei entnommen werden. Fu¨r
OverSim wurde eine Koordinaten-Datei erstellt, die die Knoten so positioniert, dass
die resultierenden Verzo¨gerungen den durch Studien wie CAIDA/SKITTER [95] er-
mittelten Verzo¨gerungen zwischen Knoten im Internet entsprechen. So lassen sich
eﬃzient realistische Netzszenarien simulieren [86].
Zusa¨tzlich zu der entfernungsbasierten Verzo¨gerung wird jedem Knoten ein Zugangs-
netz zugewiesen, welches eine statische Verzo¨gerung verursacht. Weiterhin wird dem
Knoten durch das Zugangsnetz eine maximale Bandbreite zugewiesen. Durch Paket-
gro¨ße und Bandbreite ergibt sich so eine zusa¨tzliche Nachrichtenverzo¨gerung. Da die
Nachrichtenverzo¨gerungen im Internet u¨blicherweise gewissen Schwankungen unter-
liegen, kann noch eine weitere, von den vorigen Faktoren unabha¨ngige Verzo¨gerung
gema¨ß einer Wahrscheinlichkeitsverteilung zu der gesamten Nachrichtenverzo¨gerung
addiert werden.
Insgesamt ergibt sich also die folgende Formel fu¨r die Ende-zu-Ende Nachrichten-
verzo¨gerung de eines Paketes P zwischen zwei Knoten A und B. Hierbei sei dX die
durch das Zugangsnetz von Knoten X verursachte Verzo¨gerung, lp
bX
die sich aus der
Paketla¨nge lP und der maximalen Bandbreite bX von Knoten X ergebende Nachrich-
tenverzo¨gerung, c·‖A−B‖2 die sich aus dem euklidischen Abstand der Knoten A und
B ergebende Verzo¨gerung und dj die sich durch zufa¨llige Schwankungen ergebende
Nachrichtenverzo¨gerung:
de = dA +
lP
bA
+ c · ‖A− B‖2 + dB + lP
bB
+ dj
1Die TUN-Schnittstelle (kurz fu¨r
”
Tunnels over TCP/IP“) ist eine virtuelle Netzwerkschnittstelle
fu¨r Linux.
.. Underlay-Schicht: Netzabstraktion 
Zusa¨tzlich zu der Ende-Zu-Ende-Verzo¨gerung wird die Sendewarteschlange der Kno-
ten emuliert. Hierzu wird fu¨r jedes Paket das Ende des U¨bertragungsvorgangs be-
rechnet. Weitere Pakete werden dann erst nach diesem Zeitpunkt versendet. Sei t
′
tx
der Zeitpunkt der Beendigung des U¨bertragungsvorgangs des letzten Paketes und
tnow die aktuelle Zeit, dann ergibt sich der Zeitpunkt der Beendigung des U¨bertra-
gungsvorgangs t
′






und die Ankunftszeit des Paketes tarrv als
tarrv = max(t
′
tx, tnow) + de
Zuletzt ko¨nnen mit dem SimpleUnderlay Paketverluste oder U¨bertragungsfehler si-
muliert werden. Hierzu werden den Knoten Bitfehlerraten zugewiesen. Die Wahr-
scheinlichkeit eines Bitfehlers in einem Paket P ergibt sich dann aus der La¨nge des
Paketes lP und der Bitfehlerrate des Senders p
err
A und der Bitfehlerrate des Empfa¨n-
gers perrB :
perr = perrA ∗ lP + perrB ∗ lP
Mit diesen Berechnungen ko¨nnen alle wesentlichen Einﬂu¨sse des Netzwerks auf den
Versand einer Nachricht zwischen zwei Knoten in nur einem Simulationsereignis ap-
proximiert werden. Hierdurch ergibt sich ein geringer Simulationsoverhead und damit
die Mo¨glichkeit, Netze mit einer großen Zahl von Knoten zu simulieren. Dabei bleibt
das Netzmodell realistischer als das Netzmodell bisheriger Simulationswerkzeuge fu¨r
Overlay-Netze.
.. InetUnderlay und ReaseUnderlay
Ist fu¨r eine Simulation eine genauere Modellierung des unterliegenden Netzes no¨tig,
kann das InetUnderlay verwendet werden. Dieses simuliert bei allen Knoten einen
vollsta¨ndigen TCP/IP-Stack. Das unterliegende Netz wird dann durch eine Menge
von Routern dargestellt. Beim Versenden einer Nachricht zwischen zwei Knoten wird
der komplette Weg der Nachricht durch das unterliegende Netz u¨ber alle Zwischen-
router simuliert.
Hierzu werden alle am Overlay-Netz teilnehmenden Knoten einem Zugangsrouter
zugewiesen. Die Verbindung zwischen den Knoten und dem Zugangsrouter erfolgt
u¨ber eine OMNeT++-Verbindung, deren Charakteristik ga¨ngigen Zugangstechnolo-
gien fu¨r das Internet entspricht. Die Zugangsrouter sind dann u¨ber weitere Router
miteinander verbunden. Einige hybride Overlay-Protokolle ko¨nnen u¨ber das Anbie-
ten von Overlay-Diensten im Backbone oder Zugangsnetz unterstu¨tzt werden. Hierzu
bietet OverSim die Mo¨glichkeit, Zugangs- oder sonstige Router mit den entsprechen-
den Overlay-Protokollen auszustatten.
Eine Erweiterung des InetUnderlays ist das ReaseUnderlay. Wa¨hrend im InetUn-
derlay die Netztopologie weitgehend zufa¨llig ist, nutzt das ReaseUnderlay den To-
pologiegenerator ReaSE [56], um realistische Netztopologien zu erzeugen. Mit den
so erzeugten Topologien lassen sich Overlay-Protokolle unter Beru¨cksichtigung aller
wesentlichen Eﬀekte des unterliegenden Netzes in Szenarien mit interneta¨hnlicher
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Netztopologie simulieren. Durch die vollsta¨ndige Simulation des Weges aller Nach-
richten durch das unterliegende Netz wird fu¨r Simulationen, die das Rease- oder
InetUnderlay verwenden, mehr Rechenzeit beno¨tigt als fu¨r Simulationen auf Basis
des SimpleUnderlays.
.. Modelle für Echtnetzanbindung
Um Protokollimplementierungen an physische Netze anzubinden, kann das Single-
HostUnderlay verwendet werden. Hier wird nur ein einzelner Knoten emuliert. Von
diesem Knoten versendete Nachrichten werden an den Netzwerkstack des Betriebs-
systems weitergeleitet. Somit kann der emulierte Knoten u¨ber physiche Netzwerke
kommunizieren.
Sollen statt eines einzelnen Knotens mehrere emulierte Knoten mit dem Netz ver-
bunden werden, kann das InetUnderlay um einen TunOutRouter erweitert werden.
Dieser Router kann mit dem Linux-eigenen TUN-Interface [82] verbunden werden.
Nachrichten, die von außen an das Interface gesendet werden, werden vom TunOut-
Router in die Simulationsumgebung eingespeist. Analog werden Nachrichten, die von
innerhalb der Simulationsumgebung an den TunOutRouter gesendet werden, u¨ber
das TUN-Interface an das Netzwerk weitergeleitet.
Eine genauere Beschreibung der Echtnetzanbindungsmo¨glichkeiten von OverSim ﬁn-
det sich in Abschnitt 4.9.
. Overlay-Schicht
Alle Protokolle der Overlay-Schicht in OverSim sind von der Klasse BaseOverlay
abgeleitet. Diese Klasse implementiert einige Funktionen, die von vielen Overlay-
Protokollen beno¨tigt werden und erleichtert so die Implementierung neuer Proto-
kolle. So ko¨nnen Knoten u¨ber die Basisklasse die RPC-Schnittstelle verwenden, die
eine vereinfachte Nachrichtenbehandlung mit der Verwaltung von Zeitu¨berschrei-
tungen und Sendewiederholungen ermo¨glicht. Weiterhin ko¨nnen die Bootstrapping-
Methoden von OverSim genutzt werden. Außerdem steht, insbesondere fu¨r struk-
turierte Overlays, eine Routing-Funktionalita¨t mit Unterstu¨tzung fu¨r iteratives und
rekursives Routing sowie Source-Routing zur Verfu¨gung. Fu¨r strukturierte Overlays
wird zusa¨tzlich eine generische Lookup-Klasse angeboten. Zudem implementiert die
Basisklasse Hilfsfunktionen wie die Verwaltung von Ping-Nachrichten und Latenz-
messungen.
Die in OverSim verfu¨gbaren Overlay-Protokolle lassen sich anhand der von ihnen
angebotenen Schnittstelle in vier Kategorien unterteilen: In strukturierte Overlay-
Protokolle, Application Layer Multicast-Protokolle, Protokolle fu¨r virtuelle Welten
und unstrukturierte Overlay-Protokolle.
Strukturierte Overlay-Protokolle stellen den gro¨ßten Teil der in OverSim verfu¨gbaren
Overlay-Protokolle dar. Diese bieten der Anwendungsschicht u¨ber die CommonAPI-
Schnittstelle einen KBR-Dienst an. Zu den in OverSim implementierten strukturier-
ten Overlay-Protokollen za¨hlen Chord [130], Kademlia [96], Pastry [121], Bamboo
[115], Broose [55] und Koorde [73].
Die Application Layer Multicast-Schnittstelle wird in der Overlay-Schicht in OverSim
bislang nur vom Protokoll Nice [9, 85] angeboten. Von dritter Seite wurden jedoch
weitere ALM-Protokolle in OverSim untersucht [44, 80].
.. Anwendungsschicht 
Die Protokolle PubSubMMOG [149], Vast [67], N-Tree [58] und das im Rahmen die-
ser Arbeit entwickelte QuON bieten Modulen der Anwendungsschicht die Schnitt-
stelle fu¨r virtuelle Welten an.
Als unstrukturiertes Protokoll ist GIA [29] in OverSim implementiert. Von dritter
Seite wurden auch weitere unstrukturierte Protokolle wie Bittorrent [36, 75] imple-
mentiert.
. Anwendungsschicht
Die Anwendungsschicht in OverSim fasst alle Protokolle, Dienste und Anwendun-
gen zusammen, die auf die Dienste eines Protokolls der Overlay-Schicht zuru¨ck-
greifen. Die Klasse BaseApp unterstu¨tzt Implementierungen beim Zugriﬀ auf die
Overlay-Schicht. Wie auch BaseOverlay bietet BaseApp die Verwendung der RPC-
Schnittstelle mit der Verwaltung von Zeitu¨berschreitungen und Sendewiederholun-
gen. Fu¨r Applikationen und Dienste, die auf einem KBR-Dienst aufbauen, bie-
tet die BaseApp Zugriﬀ auf die applikationsspeziﬁschen Teile der CommonAPI-
Schnittstelle.
Fu¨r jede Schnittstelle der Overlay-Schicht entha¨lt OverSim eine Applikation, die
zum Testen der Schnittstelle verwendet werden kann und die statistische Daten u¨ber
die Leistungsfa¨higkeit der Implementierung der Schnittstelle sammelt. Viele dieser
Applikationen lassen sich auch u¨ber eine externe Anwendung steuern (siehe auch
Abschnitt 4.9).
In OverSim ko¨nnen Protokolle aus der Anwendungsschicht auch Dienste fu¨r andere
Anwendungen bereitstellen. Dabei ko¨nnen auch solche Schnittstellen angeboten wer-
den, die ansonsten von der Overlay-Schicht implementiert werden. So bietet beispiels-
weise das Protokoll Scribe [26], aufbauend auf einem KBR-Dienst eines Overlays,
anderen Anwendungen eine ALM-Schnittstelle. Das Protokoll SimMUD [79] bietet,
aufbauend auf einem ALM-Dienst, anderen Anwendungen eine Schnittstelle fu¨r vir-
tuelle Welten. Ein weiterer wichtiger Dienst auf Anwendungsebene ist die DHT,
die anderen Anwendungen eine verteilte Hashtabelle u¨ber die DHT-Schnittstelle der
CommonAPI zur Verfu¨gung stellt.
. Modellierung des Nutzerverhaltens
Ein wesentlicher Teil eines Simulationswerkzeuges fu¨r Overlay-Netze ist die Mo¨g-
lichkeit, Nutzerverhalten realistisch zu simulieren. Dabei lassen sich verschiedene
wichtige Aspekte des Nutzerverhaltens unterscheiden. Einige davon sollen im Fol-
genden aufgezeigt werden.
.. Sitzungsverhalten
Nutzer von Overlay-Netzen sind u¨blicherweise nicht konstant Teil des Netzes. Statt-
dessen nehmen sie nur zu bestimmten Zeiten oder nur u¨ber bestimmte Zeitra¨ume
am Netz teil. Dabei sind die Sitzungszeiten anwendungsabha¨ngig und individuell
verschieden. In OverSim wird dem Anwender die Mo¨glichkeit gegeben, aus verschie-
denen Sitzungsmodellen das fu¨r das jeweilige Szenario passende auszuwa¨hlen. Bei
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Bedarf ko¨nnen in einer Simulation auch mehrere Modelle parallel verwendet wer-
den. Dadurch wird die Deﬁnition verschiedener Knotenklassen mit unterschiedlichem
Sitzungsverhalten ermo¨glicht.
Allen Sitzungszeitmodellen ist eine Initialisierungsphase gemein, in der die Simu-
lation mit Knoten bevo¨lkert wird. Da bei vielen Overlay-Protokollen das Overlay-
Netz einen stabilen Zustand nicht oder nur nach sehr langer Zeit erreicht, wenn alle
Knoten gleichzeitig versuchen, dem Netz beizutreten, werden die Knoten in der In-
itialisierungsphase nacheinander erzeugt. Die Initialisierungsphase ist beendet, wenn
die gewu¨nschte Anzahl Knoten erreicht ist. Nach der Initialisierungsphase kann eine
U¨bergangsphase deﬁniert werden, in der sich das Overlaynetz stabilisiert. Erst nach
Ablauf dieser Phase beginnt die eigentliche Messphase, in der OverSim statistische
Daten zu der Simulation sammelt.
Das einfachste Sitzungsmodell ist das RandomChurn-Modell. In diesem Modell wird
eine Knotenbeitritts- und eine Knotenaustrittswahrscheinlichkeit konﬁguriert. Nach
einem konﬁgurierbaren Churn-Intervall wird dann mittels der Ziehung einer Zu-
fallszahl gema¨ß der konﬁgurierten Wahrscheinlichkeiten entschieden, ob ein Knoten
dem Netz beitritt oder ein Knoten das Netz verla¨sst. Ist die Beitrittswahrscheinlich-
keit gro¨ßer als die Austrittswahrscheinlichkeit, steigt die durchschnittliche Zahl an
Knoten mit der Zeit, ist sie kleiner, sinkt die durchschnittliche Knotenzahl. Die Fluk-
tuationsrate la¨sst sich u¨ber das Churn-Intervall steuern. Ein langes Intervall fu¨hrt zu
einer geringen Fluktuation, ein kurzes Intervall zu einer hohen Fluktuation. Hierzu
wird nach Beendigung der Initialisierungsphase periodisch gema¨ß dem konﬁgurier-
ten Churn-Interval die in Algorithmus 4.1 dargestellte Prozedur RandomChurn
ausgefu¨hrt.
Vorbedingung: pa := Knotenbeitrittswahrscheinlichkeit
Vorbedingung: pr := Knotenaustrittswahrscheinlichkeit
procedure RandomChurn
p ←Zufallszahl(Gleichverteilung(0,1))
if p ≤ pa then
ErzeugeKnoten




Algorithmus 4.1 Sitzungsmodell: RandomChurn
Das LifetimeChurn-Modell verfolgt einen anderen Ansatz zur Steuerung des Sit-
zungsverhaltens. Hier kann die durchschnittliche Sitzungszeit der Knoten u¨ber einen
dedizierten Parameter konﬁguriert werden. Zusa¨tzlich kann die Wahrscheinlichkeits-
verteilung der Sitzungszeiten gewa¨hlt werden. Dabei stehen Weibullverteilung, Pa-
retoverteilung oder Normalverteilung zur Auswahl. Auf der Basis der Verteilung und
der durchschnittlichen Sitzungszeit wird fu¨r jeden zu der Simulation hinzukommen-
den Knoten eine konkrete Sitzungszeit ermittelt. Nach Ablauf der Sitzungszeit wird
der Knoten aus der Simulation entfernt. Danach wird analog zur Sitzungszeit eine
Zeit errechnet, nach welcher wieder ein neuer Knoten zu der Simulation hinzugefu¨gt
wird. So bleibt die Zahl der aktiven Knoten in der Simulation im Durchschnitt kon-
stant. Dies ist durch die in Algorithmus 4.2 dargestellten Prozeduren KnotenHin-
.. Modellierung des Nutzerverhaltens 
zufu¨gen und KnotenEntfernen dargestellt. In der Initialisierungsphase werden
n Knoten mit der ProzedurKnotenHinzufu¨gen erzeugt, wobei n der gewu¨nschten
durchschnittlichen Knotenzahl entspricht. Fu¨r eine ebenso große Zahl von Knoten
wird ein Aufruf vonKnotenHinzufu¨gen nach einer durch die Zufallsverteilung be-
stimmten Zeit vorgemerkt. Da in der Initialisierungsphase die Erstellungszeitpunkte
der Knoten jedoch nicht dem durch die Wahrscheinlichkeitsverteilung vorgegebenen
Muster folgen, ist bei dem LifetimeChurm-Modell eine gewisse Einschwingzeit no¨tig,
bis das beobachtete Sitzungsverhalten der vorgegebenen Verteilung entspricht. Dies
kann durch eine entsprechend gewa¨hlte U¨bergangsphase erreicht werden.
Vorbedingung: t¯ := Durchschnittliche Lebenszeit
Vorbedingung: P (t¯) := Wahrscheinlichkeitsverteilung der Lebenszeit mit Erwar-
tungswert t¯









Aufruf von KnotenHinzufu¨gen(k) zu Zeitpunkt tNOW + t
end procedure
Algorithmus 4.2 Sitzungsmodell: LifetimeChurn
ParetoChurm ist ein Sitzungs- und Totzeitbasiertes Modell. Es basiert auf einer Ver-
o¨ﬀentlichung von Yao et al. [151]. In diesem Modell wird die Sitzungs- und Totzeit
eines Knotens in zwei Schritten bestimmt. Zuna¨chst wird anhand der durchschnittli-
chen Sitzungs- beziehungsweise Totzeit mittels einer Paretoverteilung fu¨r jeden mo¨g-
lichen Knoten eine durchschnittliche individuelle Sitzung- beziehungsweise Totzeit
errechnet. Tritt der Knoten nun der Simulation bei, wird anhand der individuellen
durchschnittlichen Sitzungszeit ebenfalls mit einer Paretoverteilung eine konkrete
Sitzungszeit fu¨r diese Sitzung ermittelt. Nach Ablauf der Sitzung wird fu¨r den Kno-
ten eine Totzeit berechnet. Dies geschieht analog zu der Sitzungszeitberechnung.
Nach Ablauf der Totzeit tritt der Knoten der Simulation wieder bei. Yao et al. zei-
gen in [151], dass mit diesem Sitzungsmodell ein Sitzungsverhalten erreicht wird, das
dem in vielen Overlay-Netzen beobachteten Sitzungsverhalten der Teilnehmer nahe
kommt.
Algorithmus 4.3 zeigt die fu¨r die Implementierung des ParetoChurn-Modells wichti-
gen Prozeduren. Als Zufallsverteilung wird gema¨ß Yao et al. [151] die verschobene
Paretoverteilung Pareto(α, β) verwendet. Als Wert fu¨r α wird gema¨ß der Vero¨ﬀent-
lichung die Zahl 3 verwendet. Das β wird aus dem jeweils erwu¨nschten Erwartungs-
wert ermittelt. Zur Verbesserung der Lesbarkeit wird in dem Algorithmus der Aufruf
der Zufallsverteilung als Pareto(α,E) dargestellt, wobei E den gewu¨nschten Erwar-
tungswert darstellt. Vor Beginn der Simulation werden mit der Prozedur PreInit
die individuellen mittleren Lebenszeiten der Knoten berechnet. Dabei wird der Anteil
der Lebenszeit an der Gesamtzeit berechnet und u¨ber einen Zufallswurf bestimmt,
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ob der Knoten in der Initialisierungsphase aktiv oder inaktiv sein soll. Die Initia-
lisierungsphase verla¨uft a¨hnlich zu dem LifetimeChurn-Modell. Fu¨r jeden als aktiv
markierten Knoten wird KnotenHinzufu¨gen aufgerufen; bei inaktiven Knoten
wird nach einer aus der durchschnittlichen individuellen Totzeit zufa¨llig erwu¨rfelten
Zeit ein Aufruf von KnotenHinzufu¨gen vorgemerkt. In der Initialisierungsphase
wird bei der Ermittlung der Lebens- und Totzeiten jedoch fu¨r den Parameter α der
Paretoverteilung der Wert 2 genommen. Yao et al. zeigen, dass sich so die erwarte-
te Restlebenszeit beziehungsweise Resttotzeit ermitteln la¨sst [151]. So ergeben sich
auch in der Initialisierungsphase Lebens- und Totzeiten, die dem durch die Wahr-
scheinlichkeitsverteilung vorgegebenen Muster folgen; eine Einschwingzeit ist somit
im Gegensatz zum LifetimeChurn-Modell nicht no¨tig.
Vorbedingung: t¯ := Durchschnittliche Lebenszeit
Vorbedingung: d¯ := Durchschnittliche Totzeit
Vorbedingung: n¯ := Durchschnittliche Knotenanzahl
Vorbedingung: tNOW := aktuelle Zeit
procedure PreInit
n ← 0  Zahl aktiver Knoten
i ← 0  Za¨hler aller Knoten
while n < n¯ do
ti ←Zufallszahl(Pareto(3, t¯))
di ←Zufallszahl(Pareto(3, d¯))
Anteil Lebenszeit := ti
ti+di
if Zufallszahl(Gleichverteilung(0,1)) ≤ Anteil Lebenszeit then
Markiere Knoten i fu¨r Initphase als aktiv
n ← n+ 1
else
Markiere Knoten i fu¨r Initphase als inaktiv
end if











Aufruf von KnotenHinzufu¨gen(k) zu Zeitpunkt tNOW + d
end procedure
Algorithmus 4.3 Sitzungsmodell: ParetoChurn
Mit dem TraceChurn-Modell ist es in OverSim mo¨glich, aufgezeichnete Sitzungen
von Nutzern existierender Overlay-Netze als Basis fu¨r die Simulation zu verwenden.
Hierzu werden die Zeitpunkte der Bei- und Austritte von Knoten in dem existieren-
den Overlay-Netz in einer Datei gespeichert. OverSim liest wa¨hrend der Simulation
die Datei ein und fu¨gt zu den entsprechenden Zeitpunkten Knoten in die Simula-
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tion ein oder entfernt Knoten aus der Simulation. Dies ermo¨glicht die Verwendung
besonders realistischer Sitzungszeiten in OverSim.
Eine weitere Verwendungsmo¨glichkeit von TraceChurn ist das Erzeugen von Sit-
zungszeiten zu speziellen Szenarien, fu¨r die keines der obigen Sitzungsmodelle geeig-
net ist. Fu¨r solche Szenarien kann eine Datei mit passenden Sitzungszeiten generiert
und u¨ber TraceChurn als Basis fu¨r die Simulation verwendet werden.
Ein wichtiger Aspekt des Sitzungsverhaltens ist das Ausfallverhalten der Knoten. In
Overlay-Netzen sind Knotenausfa¨lle u¨blich. Diese ko¨nnen beispielsweise durch Pro-
grammabstu¨rze oder Abbruch der Internetverbindung verursacht werden. In Over-
Sim kann der Anteil an Sitzungen konﬁguriert werden, der durch einen Ausfall
statt durch eine geordnete Abmeldung beendet wird. Bei einer geordneten Abmel-
dung erha¨lt der Knoten die Mo¨glichkeit, andere Knoten u¨ber seinen bevorstehenden
Netzaustritt zu informieren. Bei einem Ausfall wird hingegen ohne Vorwarnung das
Empfangen und Senden von Nachrichten unterbunden.
.. Applikationsverhalten
Neben dem Sitzungsverhalten der Nutzer muss ein Simulationswerkzeug fu¨r Overlay-
Netze die Nutzung der Anwendung simulieren. Beispiele fu¨r das zu simulierende
Nutzungsverhalten sind die Frequenz der Nutzung bestimmter Dienste, die Anzahl
und Gro¨ße der versendeten Anwendungsnachrichten oder – im Kontext virtueller
Welten – das Bewegungsverhalten in der virtuellen Welt.
Dieses Verhalten ist anwendungsabha¨ngig und muss somit von jeder Anwendung
individuell implementiert werden. Dabei kann jedoch auf aufgezeichnete Sitzungen
zuru¨ckgegriﬀen werden. In Verbindung mit dem oben beschriebenen TraceChurn-
Modell ko¨nnen aufgezeichnete Nutzeraktionen an die Anwendungsimplementierung
in OverSim weitergeleitet werden. Alternativ ko¨nnen in Verbindung mit der Echt-
netzanbindung Aktionen eines Nutzers in Echtzeit in der Anwendung in OverSim
verwendet werden.
Fu¨r Simulationen von virtuellen Welten bietet OverSim verschiedene Bewegungs-
modelle. Das einfachste Bewegungsmodell ist das RandomRoaming. Dies ist ein
einfaches Random-Waypoint-Bewegungsmodell mit konﬁgurierbarer Bewegungsge-
schwindigkeit.
Das GroupRoaming erweitert dieses Modell um die Unterstu¨tzung von Gruppen.
Das Modell ist vergleichbar mit dem in der Untersuchung von Ad Hoc-Netzwer-
ken eingesetzten Nomadic Community Mobility Model [25]. Virtuelle Welten fo¨rdern
oft die Kooperation zwischen Teilnehmern. Deshalb ist der Zusammenschluss von
Teilnehmern zu Teilnehmergruppen u¨blich. Teilnehmer derartiger Gruppen bewe-
gen sich in der virtuellen Welt nicht wie im Random-Waypoint-Modell unabha¨ngig.
Stattdessen setzt sich die Gruppe ein gemeinsames Ziel. Gruppenteilnehmer bewe-
gen sich dann in Richtung des Ziels. Die Bewegung der Teilnehmer ist dabei aber
nicht vo¨llig gleichfo¨rmig. Vielmehr werden durch ein Flocking-Modell [114] Abwei-
chungen der Teilnehmer von einer gradlinigen Bewegung erzeugt. In OverSim kann
das GroupRoaming-Modell durch Angabe einer Gruppenmaximalgro¨ße und der Be-
wegungsgeschwindigkeit der Teilnehmer konﬁguriert werden.
In einigen virtuellen Welten gibt es sogenannte Hotspots. Dies sind Orte, an denen
eine Vielzahl von Teilnehmern auf engem Raum beieinandersteht. Diese entstehen
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beispielsweise bei lokal beschra¨nkten Ereignissen in der virtuellen Welt oder an Or-
ten, an denen fu¨r Teilnehmer besonders interessante Interaktionsmo¨glichkeiten ge-
boten werden. Dies wird in OverSim mit dem HotspotRoaming simuliert. Hier kann
eine Zahl an Hotspots, deren Positionen und Gro¨ßen, eine minimale Verweilzeit am
Hotspot sowie die Aufenthaltswahrscheinlichkeit konﬁguriert werden.
Das RealworldRoaming ist fu¨r die Echtnetzanbindung zu verwenden und ermo¨glicht
die Kopplung einer reellen Spieleanwendung fu¨r virtuelle Welten mit OverSim. Die
Mo¨glichkeiten der Echtnetzanbindung von OverSim werden im na¨chsten Abschnitt
ausfu¨hrlicher erla¨utert.
. Echtnetzanbindung
Die Echtnetzanbindung in OverSim ermo¨glicht es, Overlay-Protokolle und Anwen-
dungen nicht nur in einer Simulation zu evaluieren, sondern sie auch in Testnetzen
wie G-Lab [123, 136] oder PlanetLab [18, 109] zu testen. Weiterhin kann durch die
Anbindung externer Anwendungen eine Interaktion realer Nutzer mit der Simula-
tion ermo¨glicht werden. Hierdurch lassen sich besonders realistische Testszenarien
verwirklichen. Zusa¨tzlich kann die Echtnetzanbindung genutzt werden, um Demons-
trationen von Overlay-Systemen zu verbessern. So kann die in Demonstrationen u¨b-
licherweise beschra¨nkte Anzahl physischer Gera¨te durch simulierte Netzteilnehmer
erga¨nzt werden, um die Gesamtzahl der Knoten im System und damit die Realita¨ts-
na¨he zu erho¨hen.
Die Echtnetzanbindung wird in OverSim durch das Zusammenspiel verschiedener
Module erreicht. Zuna¨chst muss der standardma¨ßig verwendete Nachrichtenschedu-
ler durch einen speziellen Echtzeitscheduler ausgetauscht werden, da in Simulationen
die Simulationszeit normalerweise von der Echtzeit unabha¨ngig ist. Dieser Schedu-
ler ist auch fu¨r das Empfangen von Nachrichten vom externen Netzwerk zusta¨ndig.
OverSim bietet zwei verschiedene Scheduler fu¨r die Echtnetzanbindung an: Der ud-
pOutScheduler nutzt fu¨r die Kommunikation mit dem Netz die UDP-Schnittstelle des
Betriebssystems, unterstu¨tzt jedoch nur die Netzanbindung eines einzelnen Knotens.
Der tunOutScheduler ermo¨glicht u¨ber die Verwendung des Linux-TUN-Interfaces [82]
die Anbindung ganzer simulierter Netze an das externe Netzwerk.
Um die vom Scheduler empfangenen Nachrichten in die Simulation einschleusen zu
ko¨nnen, wird die Unterstu¨tzung der Underlay-Schicht beno¨tigt. Auch hierzu bietet
OverSim zwei Mo¨glichkeiten. Das SingleHostUnderlay wird u¨blicherweise in Zusam-
menarbeit mit dem udpOutScheduler verwendet. Es simuliert einen einzelnen Knoten
und leitet die vom Scheduler empfangenen Daten u¨ber die UDP-Schnittstelle an die
Overlay-Schicht. Der InetUnderlay kann in Verbindung mit dem tunOutScheduler
fu¨r die Echtnetzanbindung genutzt werden. Dazu wird in das Netzmodell um einen
speziellen Router, den sogenannten TunOutRouter, erweitert. Dieser dient als Ver-
bindung der simulierten Router zum externen Netzwerk. Vom Scheduler u¨ber das
TUN-Interface empfangene Daten aus dem externen Netz werden u¨ber diesen Router
in die Simulation eingespielt und u¨ber das simulierte Netz zu den Knoten geroutet.
Umgekehrt werden Daten von Knoten an das externe Netz zum TunOutRouter ge-
routet und von dort u¨ber den tunOutScheduler an das externe Netz weitergeleitet.
Durch die Zusammenarbeit zwischen Scheduler und Anwendungsschicht in OverSim
ko¨nnen externe Anwendungen an die Simulation angebunden werden. Hierzu ver-
waltet der Scheduler TCP-Verbindungen mit den externen Anwendungen und leitet
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Abbildung 4.2 Die interaktive Benutzeroberﬂa¨che von OverSim.
die u¨ber die Verbindungen empfangenen Daten an die Anwendungsschicht weiter.
Fu¨r einige Dienste wie DHT und KBR steht eine XML-RPC-Schnittstelle zur Ver-
fu¨gung. U¨ber diese ko¨nnen alle Funktionen der jeweiligen Dienste genutzt werden.
Zusa¨tzlich ko¨nnen Anwendungen speziﬁsche Schnittstellen fu¨r externe Anwendungen
deﬁnieren. So bietet beispielsweise die OverSim-Anwendung fu¨r virtuelle Welten, der
SimpleGameClient, den Bewegungsgenerator RealworldRoaming. Dieser bietet eine
fu¨r virtuelle Welten geeignete Schnittstelle, sodass eine externe Spieleanwendung mit
OverSim genutzt werden kann.
. Interaktive Benutzeroberﬂäche
OverSim verwendet das von OMNeT++ angebotene tkenv als graﬁsche Benutzero-
berﬂa¨che. Diese bietet die Mo¨glichkeit, interaktiv die Overlay-Topologie zu visualisie-
ren, den Zustand der am Overlay beteiligten Knoten darzustellen, statistische Daten
in Echtzeit auszugeben und die in der Ereigniswarteschlange beﬁndlichen Nachrich-
ten zu durchsuchen und anzuzeigen. Die graﬁsche Oberﬂa¨che ist in Abbildung 4.2
dargestellt.
U¨ber die Oberﬂa¨che kann der Ablauf der Simulation gesteuert werden. Es ist mo¨g-
lich, die Simulation zu beliebigen Zeitpunkten anzuhalten, Ereignisse in einzelnen
Schritten abzuarbeiten, den Versand von Nachrichten animiert darzustellen oder die
Ausgabe von Debug-Nachrichten ein- oder abzuschalten.
Die von der Benutzeroberﬂa¨che gebotenen Mo¨glichkeiten erlauben Entwicklern ein
besseres Versta¨ndnis des Protokollablaufs und eine einfache Suche nach Fehlern in
der Protokollimplementierung oder im Protokollentwurf.
 . Das Overlay-Simulationsrahmenwerk OverSim
. Evaluierung und Validierung
Um die Leistung und Skalierbarkeit von OverSim zu evaluieren, wurde eine Simulati-
on mit einer steigenden Zahl an Knoten durchgefu¨hrt. Speicherverbrauch und Simu-
lationsgeschwindigkeit wurden dann einer vergleichbaren Simulation des Simulators
P2PSim gegenu¨bergestellt. Das Simulationswerkzeug P2PSim wurde als Vergleichs-
objekt gewa¨hlt, da es eines der meistverbreiteten bisherigen Simulationswerkzeuge
ist.
In den Simulationen wurde das Protokoll Chord verwendet. Dabei wurden Chord-
Stabilisierungsnachrichten alle 20 Sekunden versendet und ein Update der Fingerta-
belle alle 120 Sekunden durchgefu¨hrt. Um das Routing in Chord zu testen, versand-
ten Knoten alle 10 Sekunden eine Nachricht an einen zufa¨lligen Schlu¨ssel.
Die Simulationen wurden in OverSim mit dem SimpleUnderlay sowie dem InetUn-
derlay und in P2PSim mit identischen Parametern durchgefu¨hrt. Da P2PSim nur
die Simulation konstanter Verzo¨gerungen zwischen Knoten erlaubt, wurde, um die
Vergleichbarkeit zu wahren, auch im SimpleUnderlay eine konstante Verzo¨gerung
zwischen den Knoten konﬁguriert. Im InetUnderlay wurde eine einfache Topologie,
bestehend aus 20 zufa¨llig vernetzen Backbone-Routern und 20 mit diesen Routern
verbundenen Zugangsroutern, verwendet.
Die Zahl der Knoten wurde von 100 u¨ber 1.000 und 10.000 auf 100.000 erho¨ht. Nach
dem Beitritt der Knoten wurde das Overlay-Netz fu¨r eine Simulationszeit von 1.000
Sekunden simuliert. Dabei wurde die dafu¨r beno¨tigte CPU-Zeit sowie der Speicher-
verbrauch gemessen. Die Simulationen wurden auf einem Opteron 1,8GHz mit 8GB
Hauptspeicher durchgefu¨hrt.
Abbildung 4.3 zeigt die Ergebnisse der Evaluierung. In Abbildung 4.3a ist mit einer
logarithmischen Skala die CPU-Zeit aufgezeigt, die fu¨r die Simulation von 1.000 Se-
kunden bei der gegebenen Knotenzahl beno¨tigt wurde. Die Simulationen mit weniger
als 1.000 Knoten wurden von beiden Simulationswerkzeugen in wenigen Sekunden
durchgefu¨hrt. Dabei beno¨tigte OverSim mit Verwendung des SimpleUnderlays stets
die geringste Rechenzeit. Da im InetUnderlay das unterliegende Netzwerk mit ei-
nem deutlich ho¨heren Detailgrad simuliert wird, war die beno¨tigte Rechenzeit ent-
sprechend ho¨her. Im evaluierten Szenario beno¨tigte das InetUnderlay ungefa¨hr die
zehnfache Rechenzeit des SimpleUnderlays. P2PSim beno¨tigte in den Szenarien mit
100 und 1.000 Knoten ungefa¨hr die doppelte Rechenzeit im Vergleich zu OverSim
mit dem SimpleUnderlay.
Bei der Simulation mit 10.000 Knoten beno¨tigte OverSim mit dem SimpleUnderlay
eine Rechenzeit von 146 Sekunden. OverSim mit dem InetUnderlay beno¨tigte fu¨r
die Simulation 28 Minuten und damit wieder ungefa¨hr die zehnfache Zeit. P2PSim
beno¨tigte mit 50 Minuten deutlich la¨nger als OverSim mit dem InetUnderlay und
ungefa¨hr 20 mal la¨nger als das vom Detailgrad vergleichbare OverSim mit dem Sim-
pleUnderlay.
Die Simulation mit 100.000 Knoten ließ sich mit P2PSim nicht durchfu¨hren. Nach
mehreren Stunden Rechenzeit brach P2PSim die Simulation mit einem Programmab-
sturz ab. OverSim mit dem SimpleUnderlay beendete die Simulation in 47 Minuten,
OverSim mit dem InetUnderlay in ungefa¨hr 5 Stunden.

















































































(b) Speicherbedarf in Abha¨ngigkeit der Knotenzahl.
Abbildung 4.3 Rechenzeit und Speicherverbrauch von OverSim und P2PSim.
Die Ergebnisse zeigen, dass OverSim im Gegensatz zu P2PSim skalierbar ist. Die
Simulationszeiten mit OverSim steigen linear mit der Zahl der Ereignisse, die im si-
mulierten Szenario aufgrund der Skalierungseigenschaften des simulierten Protokolls
Chord bei O(n log(n)) liegt. Dies gilt sowohl fu¨r das SimpleUnderlay als auch fu¨r
das InetUnderlay, wobei letzteres aufgrund des ho¨heren Detailgrades des Netzmodells
ungefa¨hr die zehnfache Laufzeit des SimpleUnderlays beno¨tigt. Die Simulationszeit
von P2PSim steigt hingegen deutlich u¨berlinear. Bei 100.000 Knoten kommt es bei
P2PSim sogar zu einem Programmabsturz.
Abbildung 4.3b zeigt den Speicherverbrauch der Simulationen. Dieser steigt bei
beiden Simulatoren in etwa linear mit der Knotenzahl. Sowohl OverSim mit dem
SimpleUnderlay als auch P2PSim belegen etwa 25 kB Hauptspeicher pro simulier-











































Abbildung 4.4 Durchschnittliche Pfadla¨nge in Abha¨ngigkeit der Knotenzahl.
tem Knoten. Mit dem InetUnderlay beno¨tigt OverSim ungefa¨hr die doppelte Menge
Speicher.
Um die Vergleichbarkeit der Simulationen zu belegen, wurden verschiedene Metri-
ken gemessen. Exemplarisch ist in Abbildung 4.4 die durchschnittliche Pfadla¨nge
in Abha¨ngigkeit zur Knotenzahl zusammen mit dem 95%-Quantil der gemessenen
Pfadla¨ngen gezeigt. Die von OverSim und P2PSim ermittelten Pfadla¨ngen wuchsen
logarithmisch mit der Knotenzahl. Dies entspricht dem fu¨r Chord erwarteten Ver-
halten [130]. Die gemessenen Pfadla¨ngen von OverSim und P2PSim unterscheiden
sich nur geringfu¨gig. Auch bei anderen Metriken, wie dem Bandbreitenbedarf fu¨r die
Ringstabilisierung, waren die Messwerte der beiden Simulatoren vergleichbar.
. Zusammenfassung
In diesem Kapitel wurde mit OverSim ein neues Simulationsrahmenwerk fu¨r Over-
lay-Netze vorgestellt. OverSim erfu¨llt wichtige Anforderungen, die von bisherigen
Simulationswerkzeugen bislang vernachla¨ssigt wurden. Insbesondere wurden die An-
forderungen Skalierbarkeit, Flexibilita¨t, realistische Netzmodellierung, realistisches
Nutzer- und Anwendungsverhalten, Echtnetzanbindung, Erstellung aussagekra¨ftiger
Statistiken, Visualisierung und Dokumentation und Erweiterbarkeit betrachtet.
OverSim erfu¨llt diese Anforderungen besser als bisherige Simulationswerkzeuge. Auf-
grund eines modularen Aufbaus bleibt OverSim ﬂexibel; alle Module einer Simula-
tion ko¨nnen transparent durch andere Module ersetzt werden. Insbesondere kann
auch die Netzabstraktion durch verschiedene Modellierungen realisiert werden. Die
verschiedenen Modellierungen unterscheiden sich durch den Detailgrad der Model-
lierung. Bereits mit dem einfachen SimpleUnderlay la¨sst sich das unterliegende Netz
realistisch abstrahieren. Zugleich zeigt die Evaluierung, dass dieses Netzmodell ska-
lierbare Simulationen ermo¨glicht.
Durch die von OverSim gebotenen Hilfs- und Basisklassen lassen sich neue Proto-
kolle und Anwendungen einfach implementieren. Dabei hilft OverSim auch bei der
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Erstellung von Statistiken oder der Visualisierung der Overlay-Topologie. Spezielle
Modelle ermo¨glichen eine Anbindung von OverSim an reale Netzwerke.
Somit ist OverSim ein geeignetes Werkzeug fu¨r die Entwicklung und Evaluierung
neuer P2P-Protkolle. Im weiteren Verlauf der Arbeit wird OverSim fu¨r die Simulation
der vorgestellten Protokolle verwendet.
OverSim wurde als Open-Source-Software auf der Webseite www.oversim.org vero¨f-
fentlicht. Seit der Vero¨ﬀentlichung wird es von vielen nationalen und internationalen
Forschungseinrichtungen zur Entwicklung und Evaluierung von Overlayprotokollen
eingesetzt.




In Kapitel 3 wurden bisherige Vorschla¨ge fu¨r P2P-Protokolle fu¨r verteilte virtuelle
Welten vorgestellt. Im Folgenden sollen nun einige dieser Protokolle genauer be-
schrieben werden. Bislang fehlt in der Literatur ein belastbarer Vergleich bisheriger
Protokolle; die von den Autoren der einzelnen Protokolle ermittelten Ergebnisse sind
in der Regel nicht unter einheitlichen Szenarien gewonnen worden und so fu¨r einen
direkten Vergleich unbrauchbar. In diesem Kapitel soll deshalb die Leistungsfa¨hig-
keit der ausgewa¨hlten Protokolle evaluiert und verglichen werden.1 Die Evaluierung
zeigt, dass die Protokolle nicht alle der in Abschnitt 2.1.3 genannten Anforderun-
gen virtueller Welten erfu¨llen ko¨nnen. Das Ziel der Evaluierung ist es, die Leistung
bisheriger Protokolle zu vergleichen und Probleme der Protokolle zu identiﬁzieren.
. Protokollauswahl
In Kapitel 3 wurden bisherige Protokollvorschla¨ge in zonenbasierte und zonenlose
Protokolle unterteilt. Bei zonenbasierten Protokollen wurde zwischen Protokollen
mit statischen und Protokollen mit dynamischen Zonen unterschieden. Protokolle
mit statischen Zonen ko¨nnen wiederum Application Layer Multicast-basiert oder
Supernode-basiert sein. Die relevanten Kategorien sind also:
• Statische Zonen, ALM
• Statische Zonen, Supernode
• Dynamische Zonen
• Zonenlos
1Eine vergleichbare Evaluierung wurde 2008 vom Autor dieser Arbeit vero¨ﬀentlicht [83].
 . Analyse selektierter PP-Protokolle für verteilte virtuelle Welten
Aus jeder dieser Kategorien wurde ein Protokoll ausgewa¨hlt, das die fu¨r die jeweilige
Kategorie typischen Eigenschaften deutlich zeigt oder das in der jeweiligen Kategorie
als Stand der Technik gilt. Gewa¨hlt wurden:
• Statische Zonen, ALM: SimMUD. ALM-basierte Protokolle mit statischen Zo-
nen unterscheiden sich im Wesentlichen durch die Auswahl des verwendeten
ALM-Protokolls. SimMUD basiert auf dem ALM-Protokoll Scribe [26], welches
als Stand der Technik von Key-based-Routing(KBR)-basierten ALM-Protokol-
len gilt.
• Statische Zonen, Supernode: PubSubMMOG. Bei Supernode-basierten Proto-
kollen mit statischen Zonen liegt der wesentliche Unterschied in der Behand-
lung der Lastverteilung. In PubSubMMOG wird diese u¨ber einen Lastverteil-
baum erreicht. Dies entspricht dem Stand der Technik dieser Protokolle.
• Dynamische Zonen: N-Tree. Die meisten Vorschla¨ge fu¨r Protokolle fu¨r virtuelle
Welten mit dynamischen Zonen basieren auf Serverclustern anstatt von P2P.
N-Tree ist einer der wenigen P2P-basierten Vorschla¨ge. Es verspricht besonders
geringe Latenzen.
• Zonenlos: Vast. Vast ist einer der Vorreiter von zonenlosen Protokollen. Es
ist Stand der Technik bei zonenlosen Protokollen fu¨r virtuelle Welten. Andere
Vorschla¨ge fu¨r zonenlose Protokolle basieren ebenso wie Vast auf Voronoi-
Graphen oder den dazu dualen Delauney-Graphen.
Im Folgenden werden diese Protokolle na¨her vorgestellt und in verschiedenen Sze-
narien evaluiert.
.. SimMUD
SimMUD [79] ist ein zonenbasiertes P2P-Protokoll fu¨r verteilte virtuelle Welten. In
SimMUD wird die virtuelle Welt in statische Zonen unterteilt. Fu¨r die Verteilung
von Nachrichten wird Application Layer Multicast eingesetzt.
... Funktionsweise
Als Application Layer Multicast-Protokoll wird bei SimMUD das auf dem Overlay-
protokoll Pastry [121] aufsetzende Scribe [26] eingesetzt.
Pastry ist ein strukturiertes Overlayprotokoll, welches seinen Teilnehmern einen
Key-Based-Routing-Dienst (kurz: KBR, siehe hierzu auch Abschnitt 2.2.3) zur Ver-
fu¨gung stellt. Jedem Teilnehmer in Pastry wird ein eindeutiger, zufa¨lliger Schlu¨ssel
zugeordnet. Nachrichten ko¨nnen an beliebige Schlu¨ssel adressiert werden und wer-
den dann von Pastry zu dem Teilnehmer geroutet, dessen Schlu¨ssel dem Zielschlu¨ssel
der Nachricht am na¨chsten ist. Bei einer Teilnehmerzahl n erfolgt die Zustellung in
Pastry in O(log(n)) Routingschritten.
Hierzu ha¨lt jeder Knoten in einem Pastry-Overlay eine Routingtabelle mit Adres-
sen mo¨glicher Weiterleitungsziele. Um die Routingtabelle zu bestimmen, wird der
Schlu¨ssel eines Teilnehmers in n Stellen zu b bit aufgeteilt. Die Routingtabelle ent-






Abbildung 5.1 SimMUD: Zonenaufteilung der Spielwelt und Multicastbaum einer
Zone.
ein gemeinsames Pra¨ﬁx der La¨nge i mit dem Teilnehmer haben und sich in der Stelle
i+1 unterscheiden. Dabei wird jede Spalte so gefu¨llt, dass fu¨r jeden mo¨glichen Wert
der Stelle i+ 1 ein Knoten bekannt ist.
Weiterhin besitzt jeder Teilnehmer ein sogenanntes Leaf-Set, in dem die Knoten mit
den dem Teilnehmer am na¨chsten liegenden Schlu¨sseln gespeichert sind. Erha¨lt ein
Knoten in Pastry eine Nachricht fu¨r einen Schlu¨ssel, pru¨ft er zuna¨chst, ob er selbst
oder einer der Knoten aus seinem Leaf-Set fu¨r diesen Schlu¨ssel verantwortlich ist.
Ist dies nicht der Fall, leitet er die Nachricht an den Knoten aus der Routingtabelle
weiter, der dem Zielschlu¨ssel am na¨chsten ist. So wird die Nachricht rekursiv bis zu
ihrem Ziel weitergeleitet.
Scribe ist ein auf Pastry aufsetzendes Application-Layer-Multicast-Protokoll. Jede
Multicast-Gruppe in Scribe hat einen Pastry-Schlu¨ssel als Identiﬁkator. Basierend
auf diesem Identiﬁkator wird nun ein Multicastbaum aufgespannt. Dazu wird von
allen Mitgliedern der Gruppe ausgehend ein Paket zu dem Identiﬁkator der Gruppe
u¨ber Pastry geroutet. Die Zwischenknoten, die auf demWeg der Pakete liegen, bilden
dann zusammen mit den Gruppenmitgliedern den Multicastbaum. Die Tiefe des
Multicastbaumes ergibt sich so aus der Pfadla¨nge in Pastry und betra¨gt somit bei
n Teilnehmern O(log(n)). Nachrichten, die an eine Multicastgruppe verteilt werden
sollen, werden zuna¨chst dem Wurzelknoten des Multicastbaumes geschickt und von
dort aus u¨ber den Multicastbaum weitergeleitet.
Da in SimMUD die Zonenaufteilung statisch und vorab bekannt ist, kann fu¨r jede
Zone eine eigene dauerhaft bestehende Multicast-Gruppe eingerichtet werden. Der
Wurzelknoten der jeweiligen Multicastgruppe ist zugleich Koordinator der jeweiligen
Zone. Abbildung 5.1 stellt diese beispielhaft dar: Gezeigt wird die Aufteilung der
Spielwelt in 3 mal 4 Zonen. Dazu ist der Multicastbaum der rechten oberen Zone
abgebildet. Die Wurzel des Multicastbaumes und damit der Koordinator der Zone ist
derjenige Knoten, dessen Schlu¨ssel dem Schlu¨ssel der Multicastgruppe am na¨chsten
ist. Der Multicastbaum wird aus den Mitgliedern der Zone gebildet sowie weiteren
Knoten, die auf den Pastry-Routingpfaden der Teilnehmer zum Identiﬁkator der
Multicastzone liegen.
 . Analyse selektierter PP-Protokolle für verteilte virtuelle Welten
Betritt ein Teilnehmer die Zone, wird er Mitglied der Multicastgruppe. U¨ber diese
werden alle Ereignisse, die innerhalb der Zone auftreten, allen Teilnehmern inner-
halb der Zone mitgeteilt. Dazu sendet der Verursacher des jeweiligen Ereignisses eine
Nachricht an den Wurzelknoten der Gruppe. Von dort aus werden die Ereignisnach-
richten u¨ber den Multicastbaum an die Mitglieder der Gruppe verteilt. Insbesondere
sendet jeder Teilnehmer regelma¨ßig eine Positionsmeldung an die zu seiner Zone
geho¨rige Multicastgruppe.
Um einer SimMUD-basierten virtuellen Welt beizutreten, muss ein Teilnehmer zu-
na¨chst Mitglied im Pastry-Overlay werden. Daraufhin kann er der Scribe-Multi-
castgruppe der zu seiner gewu¨nschten Position geho¨rigen Zone beitreten. Mit dem
Versenden einer Positionsmeldung an diese Gruppe werden die bisherigen Mitglie-
der der Gruppe u¨ber den Beitritt in die virtuelle Welt informiert. Das Verlassen des
Netzes erfolgt durch das Verlassen aller Multicastgruppen und dem anschließenden
Verlassen des Pastry-Overlays.
Da Pastry und Scribe bereits den Ausfall von Knoten kompensieren ko¨nnen, beno¨tigt
SimMUD keine zusa¨tzlichen Mechanismen, um bei Knotenausfall den Multicastbaum
oder die Nachrichtenverteilung wiederherzustellen. Um den Ausfall eines Zonenkoor-
dinators kompensieren zu ko¨nnen, muss fu¨r diese Aufgabe jedoch ein Backupknoten
ernannt werden. Diese Aufgabe erfu¨llt der Knoten, der dem Schlu¨ssel der jeweiligen
Multicastgruppe am zweitna¨chsten ist. Fa¨llt der Koordinator der Zone aus, ist dieser
Knoten nun dem Schlu¨ssel der Multicastgruppe fu¨r die Zone am na¨chsten und wird
so automatisch neuer Koordinator. Die Kindknoten des ausgefallenen Knoten treten
der Gruppe neu bei, sobald sie den Ausfall ihres Vaterknotens erkannt haben. So
wird der Multicastbaum automatisch repariert.
... Implementierung
Um SimMUD evaluieren zu ko¨nnen, wurde es in OverSim implementiert. Dabei
wurde auf die in OverSim verfu¨gbare Pastry- und Scribe-Implementierung zuru¨ck-
gegriﬀen.
Da es bei einer Aufteilung der Welt in Zonen regelma¨ßig dazu kommt, dass sich Teil-
nehmer nahe einer Zonengrenze beﬁnden und somit deren jeweiliges Interessengebiet
in die benachbarte Zone hinu¨berreicht, wurde es Teilnehmern ermo¨glicht, Mitglied
in den Multicastgruppen mehrerer Zonen zu werden. Dies ist in dem Vorschlag von
Knutsson et al. [79] als optional vorgesehen.
Neben der Behandlung von Ereignis- und Positionsmeldungen erlaubt SimMUD auch
die Speicherung und Verwaltung von Zusta¨nden von Objekten, die in der virtuellen
Welt platziert werden ko¨nnen. Im Rahmen dieser Arbeit wird jedoch zuna¨chst nur
betrachtet, wie Ereignis- und Positionsmeldungen eﬃzient in einem P2P-System an
Teilnehmer einer virtuellen Welt verteilt werden ko¨nnen. Deswegen ist die Verwal-
tung von Objektzusta¨nden hier nicht implementiert.
... Aufwandsabschätzungen
Die Nachrichtenverzo¨gerung der Positionsmeldungen und Ereignisnachrichten in Sim-
MUD ist durch die Weiterleitung u¨ber den Multicastbaum von der Tiefe dieses
Baumes abha¨ngig. Diese ist aufgrund der Konstruktion des Baumes durch Scribe
ausschließlich von der Gesamtzahl n der Teilnehmer der virtuellen Welt abha¨ngig
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und steigt mit O(log(n)). Bei kleineren virtuellen Welten du¨rfte die daraus resul-
tierende Nachrichtenverzo¨gerung fu¨r u¨bliche Interaktionen ausreichend bleiben, bei
großen virtuellen Welten sind signiﬁkante Verzo¨gerungen zu erwarten.
Der Bandbreitenbedarf von SimMUD setzt sich aus dem Aufwand fu¨r den Versand
von Bewegungsnachrichten, Durchfu¨hrung von Gruppenwechseln und Management
der Multicastba¨ume zusammen. Bei m Teilnehmern pro Zone mu¨ssen die Nach-
richten von m Knoten u¨ber den Multicastbaum der Tiefe O(log(n)) weitergeleitet
werden. Es ergibt sich ein Gesamtaufwand von O(m log(n)). Der mit dem Grup-
penwechsel eines Teilnehmers einhergehende Beitritt einer neuen Multicastgruppe
ist mit dem Versand von O(log(n)) Nachrichten verbunden. Fu¨r die Wartung der
Multicastba¨ume sind ebenfalls O(log(n)) Nachrichten erforderlich. Insgesamt ist der
Verwaltungsoverhead von SimMUD gering, der Overhead fu¨r den Versand der Posi-
tionsmeldungen ist akzeptabel.
Wesentliche Einﬂu¨sse auf die Nachbarschaftskenntnis von SimMUD ergeben sich
aus der beno¨tigten Zeit fu¨r den Gruppenwechsel sowie der Geschwindigkeit der
Ausfallerkennung und Reparatur der Multicastba¨ume. Der Gruppenwechsel beno¨-
tigt einen Zeitaufwand von O(log(n)). Bei großen virtuellen Welten oder bei ha¨uﬁ-
gem Gruppenwechsel ko¨nnen sich dadurch bereits Einschra¨nkungen in der Nachbar-
schaftskenntnis ergeben. Die Ausfallerkennung in SimMUD ist an die unterliegenden
Schichten Scribe und Pastry delegiert. Die durchschnittliche Erkennungszeit betra¨gt
bei u¨blicher Parametrisierung dieser Protokolle ungefa¨hr 3 Sekunden. Dies ist fu¨r
virtuelle Welten relativ langsam. Da kein Backup-Mechanismus vorhanden ist, ist
der Multicastbaum erst dann vollsta¨ndig wiederhergestellt, wenn alle Kindknoten
des ausgefallenen Knotens den Ausfall erkannt haben und den neuen Vaterknoten
gefunden haben.
.. PubSubMMOG
Yamamoto et al. schlugen 2005 [149] ein Publish/Subscribe-basiertes Protokoll fu¨r
virtuelle Welten vor. Da in diesem Vorschlag kein eigener Name fu¨r dieses Protokoll
genannt wird, soll der Vorschlag hier als PubSubMMOG bezeichnet werden. Analog
zu SimMUD wird in PubSubMMOG die virtuelle Welt in statische Zonen unterteilt.
Die Verteilung von Nachrichten innerhalb einer Zone erfolgt u¨ber Publish/Subscribe.
... Funktionsweise
Die Publish/Subscribe-Funktionalita¨t wird in PubSubMMOG durch Supernodes be-
reitgestellt: Jede Zone bekommt einen solchen Knoten als Koordinator zugewiesen.
Bei diesem ko¨nnen Teilnehmer, die sich in der jeweiligen Zone beﬁnden, Ereignis-
nachrichten und Positionsmeldungen fu¨r diese Zone abonnieren sowie ihre Ereig-
nisnachrichten und Positionsmeldungen publizieren. Der Koordinator aggregiert die
Nachrichten fu¨r die Zone und leitet sie periodisch an alle Abonnenten weiter. Beﬁndet
sich ein Teilnehmer in der Na¨he einer Zonengrenze, sodass mehrere Zonen innerhalb
seines Interessengebiets liegen, kann er die Nachrichten aller fu¨r ihn interessanten
Zonen abonnieren.
Wird die Zahl der Abonnenten zu groß, kann der Koordinator das Verteilen der
Nachrichten an einen Lastverteilbaum delegieren. Hierzu wird ein balancierter k-a¨rer
Baum durch sogenannte Intermediate Nodes gebildet. Die Tiefe des Lastverteilbau-
mes einer Zone betra¨gt dementsprechend bei m Zonenmitgliedern O(logk(m)). Die
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Abbildung 5.2 PubSubMMOG: Zonenaufteilung der Spielwelt und Lastverteil-
baum einer Zone.
Abonnenten der Nachrichten bilden die Bla¨tter dieses Baumes. Dies ist exempla-
risch in Abbildung 5.2 gezeigt: Die Spielwelt ist in statische Zonen unterteilt. Fu¨r
eine der Zonen ist der Lastverteilbaum mit dem Zonenkoordinator als Wurzel und
den Mitgliedern der Zone als Bla¨tter dargestellt.
Alle Aufgaben, also insbesondere die Aufgabe des Koordinators und des Intermediate
Nodes, werden durch einen zentralen Lobby-Server vergeben. Dieser beobachtet die
Lastsituation aller Teilnehmer und wa¨hlt fu¨r die Aufgaben jeweils Teilnehmer mit
mo¨glichst geringer Last aus.
Weiterhin versucht der Lobby-Server, die durch den Lastverteilbaum erzeugte Verzo¨-
gerung beim Verteilen der Ereignisnachrichten zu minimieren. Hierzu kann er Inter-
mediate Nodes, die eine hohe Latenz besitzen, durch andere Teilnehmer austauschen.
Auf diese Weise wird der Lastverteilbaum kontinuierlich angepasst.
Um den Ausfall eines Koordinators mo¨glichst schnell kompensieren zu ko¨nnen, wird
fu¨r jeden Koordinator ein Backup-Knoten bestimmt. Dieser erha¨lt alle Daten des
Koordinators und kann so im Falle eines Ausfalls vom Lobby-Server unmittelbar als
neuer Koordinator eingesetzt werden.
... Implementierung
Um eine Evaluierung von PubSubMMOG zu ermo¨glichen, wurden Lobby-Server und
P2P-Protokoll in OverSim implementiert. In Abweichung zu der Publikation von
Yamamoto et al. [149] wurde die Last der Teilnehmer vom Lobby-Server nur abge-
scha¨tzt. Dies ist in einer Simulationsumgebung pra¨zise mo¨glich und hat somit nur
einen geringen Einﬂuss auf das Protokoll.
Die Publikation von Yamamoto et al. sah vor, dass fu¨r die Aggregation der Ereignis-
nachrichten die Spielzeit in Runden aufgeteilt werden sollte. Der Koordinator sollte
die erste Ha¨lfte einer solchen Runde auf Nachrichten warten und dann die bislang
empfangenen Nachrichten weiterverteilen. Beim Koordinator eintreﬀende Nachrich-
ten, die noch zu einer fru¨heren Runde geho¨rten, sollten ebenso verworfen werden
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wie Nachrichtenlisten, die erst nach Ablauf der Runde bei den Teilnehmern eintra-
fen. Dies hat jedoch zur Folge, dass die Anzahl der Runden pro Sekunde durch die
Nachrichtenverzo¨gerung der Ereignisnachrichten, die sich in PubSubMMOG durch
die Latenz der Teilnehmer und die Anzahl der Zwischenknoten im Lastverteilbaum
ergibt, begrenzt wird. Bei realistischen Annahmen fu¨r diese Werte betra¨gt die durch-
schnittliche Nachrichtenverzo¨gerung zwischen 300 und 350ms2. So sind maximal zwei
Runden pro Sekunde mo¨glich, da ansonsten zu viele Nachrichten verworfen werden.
Da in virtuellen Welten das Versenden von sechs Positionsmeldungen pro Sekun-
de u¨blich ist [30, 134], ist dies nicht ausreichend. Abweichend zur Publikation von
Yamamoto et al. wurde in dieser Implementierung also das strikte Rundenkonzept
durchbrochen: Der Koordinator aggregiert in der Implementierung fu¨r eine gewis-
se Zeit Nachrichten und leitet sie unabha¨ngig von ihrem Alter periodisch weiter.
Ebenso werden Nachrichtenlisten immer weitergeleitet und unter keinen Umsta¨nden
verworfen. Die A¨nderungen erlauben eine kurze Rundenzeit ohne die Gefahr des Ver-
werfens von Nachrichten. Ohne diese A¨nderungen wu¨rde PubSubMMOG entweder
eine deutlich ho¨here Verzo¨gerung durch lange Rundenzeiten aufweisen oder aufgrund
einer großen Zahl verworfener Nachrichten nur eine schlechte Nachbarskenntnis bie-
ten ko¨nnen.
... Aufwandsabschätzungen
Die Nachrichtenverzo¨gerung in PubSubMMOG ergibt sich aus der Wartezeit fu¨r
die Nachrichtenaggregation im Koordinator und der Weiterleitung der Nachrichten
u¨ber den Lastverteilbaum. Da ein k-na¨rer Lastverteilbaum in PubSubMMOG eine
Tiefe von O(logk(m)) besitzt, betra¨gt die Verzo¨gerung durch den Lastverteilbaum
O(logk(m)). Beﬁnden sich nur wenige Teilnehmer in einer Zone, ist die resultierende
Nachrichtenverzo¨gerung akzeptabel, doch bei Zonen mit vielen Teilnehmern kann
die zu erwartende Verzo¨gerung die Interaktionen zwischen Teilnehmern behindern.
Der Bandbreitenbedarf in PubSubMMOG setzt sich aus dem Bedarf fu¨r das Versen-
den der Positionsmeldungen, dem Zonenwechsel, der Kommunikation mit Backup-
knoten und der Wartung der Lastverteilba¨ume zusammen. Fu¨r das Verteilen ei-
ner Positionsmeldung an die m Mitglieder einer Zone u¨ber einen Lastverteilbaum
der Tiefe O(logk(m)) ergibt sich ein Aufwand von O(m logk(m)). Gruppenwechsel
ko¨nnen durch die Verwendung des zentralen Servers in O(1) durchgefu¨hrt werden.
Um dem Backupknoten alle A¨nderungen der Zonenmitgliedschaften zu kommuni-
zieren, sind O(m) Nachrichten no¨tig. Die Wartung der Lastverteilba¨ume erfordert
O(log(m)) Nachrichten. Insgesamt ist der Protokolloverhead fu¨r Verwaltungsaufga-
ben gering. Der Bandbreitenbedarf fu¨r die Verteilung der Positionsmeldungen ist
akzeptabel.
Einﬂu¨sse auf die Nachbarschaftskenntnis ko¨nnten sich in PubSubMMOG durch die
beno¨tigte Zeit fu¨r den Zonenwechsel und die Ausfallerkennung ergeben. Da der Zo-
nenwechsel in O(1) durchgefu¨hrt werden kann und die Ausfallerkennung einen Kno-
tenausfall mit regelma¨ßigen Heartbeat-Nachrichten schnell erkennen kann3, ist eine
sehr gute Nachbarschaftskenntnis zu erwarten.
2Vergleiche auch die Evaluierung der Nachrichtenverzo¨gerung in Abschnitt 5.2.4.1.
3Bei Verwendung der vom Autor vorgeschlagenen Zeitintervalle ergibt sich eine durchschnittliche
Erkennungszeit von einer Sekunde.
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Abbildung 5.3 N-Tree: Aufteilung der Spielwelt in Zonen und dazugeho¨riger
Quadtree.
Ein Nachteil von PubSubMMOG ist, dass der zentrale Lobby-Server u¨ber die Lastsi-
tuation und Aufgaben sa¨mtlicher Teilnehmer informiert sein muss und fu¨r die gesam-
te Aufgabenverwaltung zusta¨ndig ist. Damit ist der Lobby-Server ein single point of
failure: Fa¨llt er aus, ist der Betrieb der virtuellen Welt nicht aufrecht zu erhalten. Bei
großen virtuellen Welten kann die zentrale Verwaltung der Lastverteilba¨ume einen
Leistungsengpass darstellen.
.. N-Tree
Das Protokoll N-Tree wurde von GaultierDickey et al. entwickelt [58]. Es basiert
ebenso wie SimMUD und PubSubMMOG auf einer Unterteilung der virtuellen Welt
in Zonen. Im Gegensatz zu diesen Protokollen erfolgt diese Aufteilung aber dyna-
misch abha¨ngig von der Anzahl der Teilnehmer in den einzelnen Zonen.
... Funktionsweise
Das Aufteilen der Spielwelt und das Verwalten der Zonen geschieht u¨ber einen N-
Tree. Ein N-Tree ist ein n-a¨rer Baum, bei dem jeder Knoten entweder n Kindkno-
ten hat oder keine Kindknoten. Knoten ohne Kindknoten werden Bla¨tter genannt.
Mit N-Trees lassen sich kartesische Ra¨ume unterteilen. Hierzu wird bei einem d-
dimensionalen Raum ein 2d-Tree verwendet. Die Wurzel des Baumes repra¨sentiert
den gesamten Baum. Jede weitere Ebene des Baumes repra¨sentiert eine Unterteilung
des Raumes entlang seiner d Achsen in jeweils 2 Teile.
Im Protokoll N-Tree wird die virtuelle Welt durch einen solchen n-a¨ren Baum re-
pra¨sentiert. Da im Rahmen dieser Arbeit zuna¨chst 2-dimensionale virtuelle Welten
betrachtet werden, ist der verwendete Baum ein 4-a¨rer N-Tree oder Quadtree. Der
Wurzelknoten deckt hier die gesamte Spielwelt ab, ein Kindknoten deckt stets einen
Quadranten der Fla¨che seines Vaterknotens ab. Die Bla¨tter des Baumes bilden die
feinste Unterteilung der Spielwelt. Dies sind die vom Protokoll fu¨r die Nachrichten-
verteilung genutzten Zonen. In Abgrenzung davon wird die von den u¨bergeordneten
Knoten verwaltete Fla¨che als Bereich bezeichnet. In Abbildung 5.3 ist beispielhaft
die Aufteilung der Spielwelt in Zonen und der dazugeho¨rige Quadtree gezeigt.
Jeder Knoten im Baum wird durch einen Teilnehmer der virtuellen Welt verwal-
tet. Die Bla¨tter des Quadtrees fungieren als Koordinatoren der ihrer Position im
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Quadtree zugeordneten Zone. Sie verwalten eine Liste aller Teilnehmer, die sich in
dieser Zone beﬁnden. Alle Teilnehmer mu¨ssen somit Mitglied der zu ihrer Position
zugeho¨rigen Zone werden. Will ein Teilnehmer einer neuen Zone beitreten, sendet
er eine Nachricht mit dem Beitrittswunsch an den Koordinator der entsprechenden
Zone. Hierzu wird die Nachricht u¨ber den Quadtree weitergeleitet: Zuna¨chst wird
sie solange an den Vaterknoten weitergeleitet, bis der Verantwortungsbereich des
Knotens die Zone umfasst. Von dort aus kann sie jeweils an den verantwortlichen
Kindknoten fu¨r den Quadranten, der die Zielzone umfasst, weitergeleitet werden, bis
der Koordinator der Zielzone erreicht ist. Da N-Trees nicht balanciert sein mu¨ssen,
erfordert dies bei ungu¨nstiger Verteilung der n Teilnehmer der virtuellen Welt O(n)
Weiterleitungsschritte. Bei Gleichverteilung der Teilnehmer in der virtuellen Welt
werden O(log(n)) Schritte beno¨tigt.
Der Koordinator der Zone stellt sicher, dass alle Mitglieder seiner Zone stets die
Adressen aller anderen Mitglieder der Zone kennen. Ereignisnachrichten und Positi-
onsmeldungen, die die Zone betreﬀen, ko¨nnen dann direkt vom Verursacher an alle
Mitglieder der Zone versendet werden. Beﬁndet sich ein Teilnehmer am Rand einer
Zone, sodass sein Interessengebiet in andere Zonen hereinragt, kann er zusa¨tzlich
Mitglied dieser benachbarten Zonen werden, sodass er u¨ber alle Ereignisse, die sein
Interessengebiet betreﬀen ko¨nnten, informiert wird.
U¨berschreitet die Zahl der Teilnehmer in einer Zone einen Schwellenwert, wird die
Zone in vier Unterzonen aufgeteilt. Hierzu wa¨hlt der Koordinator der Gruppe vier
Teilnehmer aus der Zone aus, die jeweils Koordinator einer Unterzone werden. Da-
nach werden alle Teilnehmer aus der Zone an die neuen Koordinatoren verwiesen. Der
alte Koordinator ist danach nur noch fu¨r die Verwaltung des Knotens im Quadtree
zusta¨ndig.
Stellt ein Knoten im Quadtree fest, dass die Gesamtzahl der Teilnehmer in seinen
untergeordneten Zonen den Zonenaufteilungsschwellenwert um mehr als die Ha¨lfte
unterschreitet, werden diese untergeordneten Zonen zusammengelegt. Der Knoten
teilt seinen Kindknoten mit, dass der Baum kollabiert wird. Daraufhin geben die
Kindknoten die Verwaltung ihrer Zonen auf. Damit entsteht eine neue Zone, die das
urspru¨ngliche Gebiet der Unterzonen umfasst.
Will ein Knoten das Netz verlassen, muss er seine Aufgaben an andere Teilnehmer
abgeben. Dazu wa¨hlt er willku¨rlich ihm bekannte Teilnehmer aus, die ihn als Koor-
dinator oder Verwalter eines Knotens im Quadtree ersetzen. Fa¨llt ein Knoten aus,
ohne seine Aufgaben ordnungsgema¨ß abgegeben zu haben, wird dies von den Vater-
knoten bemerkt. Diese wa¨hlen dann einen Ersatz fu¨r den ausgefallen Knoten aus.
Damit hierbei die Mitgliederlisten einer Zone nicht verloren gehen, werden diese in
regelma¨ßigen Absta¨nden von den Koordinatoren an ihre Vaterknoten im Quadtree
versendet.
... Implementierung
Um eine Evaluierung des Protokolls zu ermo¨glichen, wurde N-Tree in OverSim im-
plementiert. In den anderen im Rahmen dieser Arbeit betrachteten Protokollen sind
nur lokale Ereignisse vorgesehen, die sich nur auf einzelne Spieler auswirken. Um
die Vergleichbarkeit zu gewa¨hrleisten, wurde die Implementierung von Ereignissen
mit gro¨ßerer Reichweite, die in der Vero¨ﬀentlichung von GaultierDickey et al. [58]
vorgesehen sind, unterlassen.
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Weiterhin werden anders als bei dieser Vero¨ﬀentlichung Teilnehmer nicht u¨ber eine
zusa¨tzliche DHT gefunden. Stattdessen erfolgt das Finden von Teilnehmern u¨ber das
in OverSim integrierte BootstrapOracle. Hierdurch wird die Leistungsfa¨higkeit des
Protokolls in keiner Weise beru¨hrt.
Da Teilnehmer in N-Tree Mitglied in allen Zonen werden, die von ihrem Interessen-
gebiet teilweise abdeckt sind, kann es bei der dynamischen Aufteilung der Zonen
zu Problemen kommen. Beﬁnden sich in einer Zone viele Teilnehmer, wird die ent-
sprechende Zone aufgeteilt. Ist nun das Interessengebiet der Teilnehmer gro¨ßer als
die neuen Zonen, werden sie sofort Mitglied in allen durch die Teilung entstande-
nen Zonen. Hierdurch sind in allen Zonen wiederum zu viele Teilnehmer, sodass sie
erneut beliebig oft aufgeteilt werden. Dies wu¨rde bei hohen Teilnehmerdichten zu
einer unendlichen Baumtiefe des N-Trees und somit zum Versagen des Protokolls
fu¨hren. Um dies zu verhindern, wird in der Implementierung die Aufteilung von Zo-
nen ausgesetzt, falls die Zonengro¨ße die Gro¨ße der Interessengebiete unterschreiten
wu¨rde.
Eine weitere Abweichung der Implementierung von der originalen Vero¨ﬀentlichung ist
das Ersetzen ausgefallener Teilnehmer. Bei der in der Vero¨ﬀentlichung vorgeschlage-
nen Ausfallerkennung, bei der sowohl Vater- als auch Kindknoten eines ausgefallenen
Teilnehmers diesen ersetzen ko¨nnen, kommt es regelma¨ßig zu ungekla¨rten Zusta¨ndig-
keiten, wenn Vaterknoten sowie eine Zahl an Kindknoten unabha¨ngig einen Ersatz
fu¨r den ausgefallenen Knoten suchen. Dies wu¨rde die Konsistenz des N-Trees und
damit die Nachbarschaftskenntnis bedrohen. Aus diesem Grund wird in der Imple-
mentierung der Ersatz ausgefallener Knoten stets vom Vaterknoten des betreﬀenden
Knoten organisiert. Eine Ausnahme ist der Wurzelknoten des Quadtrees, da dieser
nicht u¨ber einen Vaterknoten verfu¨gt. Fa¨llt der Wurzelknoten aus, wird der Ersatz
vom fu¨r den ersten Quadranten zusta¨ndigen Kindknoten veranlasst.
... Aufwandsabschätzung
Da in N-Tree die Positionsmeldungen direkt vom Verursacher an alle Teilnehmer der
Zone versendet werden, ergibt sich eine Nachrichtenverzo¨gerung von O(1). Es sind
also sehr gute Nachrichtenverzo¨gerungen fu¨r Positionsmeldungen zu erwarten.
Der Bandbreitenbedarf fu¨r N-Tree setzt sich aus dem Bedarf fu¨r den Versand der
Positionsmeldungen, dem Kommunikationsaufwand fu¨r das Backup der Mitglieder-
listen einer Zone, dem Aufwand fu¨r das Management des N-Trees, insbesondere bei
Zonenteilung oder -zusammenlegung, und dem Aufwand fu¨r den Zonenwechsel zu-
sammen. Der Aufwand fu¨r den Versand der Positionsmeldungen ist mit O(m) bei m
Zonenmitgliedern gering, insbesondere da die Anzahl der Zonenmitglieder durch das
Protokolldesign nach oben beschra¨nkt wird, sofern die lokale Teilnehmerdichte nicht
zu groß wird. Da fu¨r das Backup regelma¨ßig eine Liste mit allen Zonenteilnehmern
an den Vaterknoten im N-Tree versendet werden muss, betra¨gt der Aufwand hierfu¨r
O(m). Der Aufwand fu¨r den Zonenwechsel ist bei Gleichverteilung der n Teilnehmer
in der virtuellen Welt O(log(n)). Im unwahrscheinlichen Fall eines degenerierten
N-Trees kann er aber O(n) erreichen. Der Aufwand fu¨r das Warten des N-Trees,
der Zonenaufteilung und der Zusammenlegung betra¨gt jeweils O(m). Der Aufwand
fu¨r die Verteilung der Positionsmeldungen und die Wartung des N-Trees ist relativ
gering, bei ungu¨nstigem Aufbau des N-Trees ko¨nnen Zonenwechsel jedoch relativ
aufwa¨ndig sein.
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Einﬂu¨sse auf die Nachbarschaftskenntnis ergeben sich in N-Tree aus der Zeit, die
fu¨r den Zonenwechsel beno¨tigt wird, und der Kompensation ausgefallener Knoten
im N-Tree. Der Zonenwechsel beno¨tigt bei Gleichverteilung der Teilnehmer in der
virtuellen Welt O(log(n)) Schritte, kann aber bei ungu¨nstiger Struktur des N-Trees
bis zu O(n) Schritte beno¨tigen. Dies stellt besonders bei ha¨uﬁgem Zonenwechsel ein
deutliches Risiko fu¨r die Nachbarschaftskenntnis dar. Der Ausfall von Knoten im N-
Tree ist ein weiteres mo¨gliches Problem, da hierdurch der Erfolg des Zonenwechsels
von Knoten verhindert werden kann. Je ho¨her der ausgefallene Knoten im N-Tree
liegt, desto ho¨her ist die Zahl der potentiell betroﬀenen Teilnehmer. Insbesondere
bei ha¨uﬁgem Zonenwechsel ist dementsprechend nur eine schlechte Nachbarschafts-
kenntnis zu erwarten.
.. Vast
Im Gegensatz zu den anderen hier beschriebenen Protokollen verzichtet Vast [67]
vollsta¨ndig auf eine Unterteilung der Spielwelt in Zonen. Stattdessen fu¨hrt jeder
Teilnehmer eine eigene Liste mit Nachbarn, die sich in ihrem Interessengebiet be-
ﬁnden, und kommuniziert direkt mit diesen. Damit geho¨rt Vast zu den sogenannten
Mutual Notiﬁcation-Protokollen.
... Funktionsweise
In Vast werden Positionsmeldungen und Ereignisnachrichten stets vom Verursacher
an alle interessierten Teilnehmer weitergeleitet. Hierbei gelten alle Teilnehmer als in-
teressiert, die sich innerhalb des Interessengebiets des Verursachers beﬁnden. In Vast
ist dieses Interessengebiet als ein Kreis mit einem ﬁxen Radius deﬁniert. Teilnehmer
innerhalb dieses Gebietes werden auch als direkte Nachbarn bezeichnet. Jeder Teil-
nehmer hat eine direkte Verbindung zu allen seinen direkten Nachbarn.
Da sich durch die Bewegung der Teilnehmer in der Spielwelt die Menge der direk-
ten Nachbarn eines Teilnehmers fortlaufend a¨ndert, ist ein Mechanismus notwendig,
Teilnehmer u¨ber neu in ihr Interessengebiet eintretende Teilnehmer zu informie-
ren. Dazu bildet jeder Teilnehmer ein Voronoi-Diagramm aus den Positionen der
ihm bekannten Teilnehmern. Aus diesem Voronoi-Diagramm werden nun gewisse
Nachbarschaftsbeziehungen deﬁniert: Grenznachbarn sind Nachbarn, deren Voronoi-
Region von der Grenze des Interessengebiets geschnitten wird. Hu¨llennachbarn sind
Nachbarn, deren Voronoi-Regionen direkt neben der eigenen Voronoi-Region liegt.
In Abbildung 5.4 sind diese Nachbarschaftsbeziehungen beispielhaft aus Sicht eines
Spielers dargestellt.
Grenz- und Hu¨llennachbarn haben in Vast die Aufgabe, Teilnehmer u¨ber neue Nach-
barn zu informieren. Wenn ein Teilnehmer eine Positionsmeldung an einen Grenz-
nachbarn sendet, pru¨ft dieser, ob der Absender durch eine Bewegung nun Nachbar
eines seiner Hu¨llennachbarn geworden ist. Ist dies der Fall, wird der Absender u¨ber
dieses Ereignis informiert und kann nun eine Verbindung mit seinem neuen Nachbarn
aufbauen.
... Implementierung
Vast wurde wie die anderen in diesem Kapitel beschriebenen Protokolle in Over-
Sim implementiert. In verschiedenen Vero¨ﬀentlichungen zu Vast [66, 67] werden teils






Abbildung 5.4 Vast: Voronoi-Diagramm u¨ber die Positionen der Spieler und sich
daraus ergebende Nachbarschaftsbeziehungen.
widerspru¨chliche Deﬁnitionen fu¨r die Nachbarschaftsbeziehungen gegeben. In der Im-
plementierung wurden die in der Vero¨ﬀentlichung
”
Scalable peer-to-peer networked
virtual environment“ [67] gegebenen Deﬁnitionen verwendet, da bei der alternativen
Deﬁnition, bei ungu¨nstiger Positionierung der Teilnehmer in der virtuellen Welt,
nicht garantiert werden kann, dass alle Teilnehmer ausreichend Hu¨llennachbarn be-
sitzen. Weiterhin weicht das Verhalten beim Verbindungsaufbau zu neuen Nachbarn
in den Vero¨ﬀentlichungen ab. In
”
VON: a scalable peer-to-peer network for virtu-
al environments“ [66] ist ein zusa¨tzlicher U¨berpru¨fungsschritt auf zusa¨tzliche neue
Nachbarn enthalten, der die Nachbarschaftskenntnis steigern kann. Dieser ist in der
Implementierung enthalten.
In Vast kann es durch Teilnehmerausfall oder Nachrichtenverzo¨gerungen zu inkon-
sistenten Voronoi-Diagrammen kommen. Dies hat schlimmstenfalls zur Folge, dass
ein Vast-Netz in Teilnetze zerfa¨llt. Teilnehmer aus verschiedenen Teilnetzen ko¨nnen
dann nicht mehr miteinander interagieren. Aus diesem Grund wurde von Jiang et al.
ein Backup-Mechanismus entwickelt [71], der den Zerfall des Netzes verhindern soll.
Diese Erweiterung ist in der Implementierung enthalten. Der Backup-Mechanismus
sieht vor, dass Teilnehmer, die eine unterdurchschnittliche Zahl an Nachbarn be-
sitzen, ihre Nachbarslisten mit ihren Nachbarn auszutauschen. Durch die so ge-
wonnenen zusa¨tzlichen Nachbarschaftsbeziehungen kann auch bei Teilnehmeraus-
fall der Netzzusammenhalt gesichert werden. Allerdings erfordert dieser Backup-




Vast versendet alle Positionsmeldungen direkt vom Verursacher an alle interessierten
Nachbarn, Positionsmeldungen werden also in O(1) zugestellt. Demzufolge sind sehr
geringe Nachrichtenverzo¨gerungen zu erwarten.
Der Bandbreitenbedarf setzt sich in Vast aus dem Aufwand fu¨r die Verteilung der
Positionsmeldungen, dem Aufwand fu¨r das Benachrichtigen neuer Nachbarn und
dem Aufwand fu¨r den Backup-Mechanismus zusammen. Bei m Nachbarn betra¨gt
der Aufwand fu¨r das Versenden der Positionsmeldungen O(m). Der Aufwand fu¨r
die Benachrichtigung u¨ber neue Nachbarn ha¨ngt vom Anteil der Grenznachbarn an
der gesamten Nachbarschaft zusammen. Bei g Grenznachbarn betra¨gt der Aufwand
O(gm). Bei ungu¨nstiger Verteilung der Knoten im Voronoi-Graphen ko¨nnen alle
Nachbarn zugleich auch Grenznachbarn sein. In diesen Fa¨llen ist der Aufwand fu¨r die
Nachbarschaftsﬁndung O(m2). Der Aufwand fu¨r den Backup-Mechanismus betra¨gt
fu¨r Teilnehmer, die aufgrund ihrer unterdurchschnittlichen Zahl an Nachbarn Teil
des Mechanismus werdenO(m2), der Anteil an diesen Knoten ist jedoch stark von der
konkreten Verteilung der Teilnehmer in der virtuellen Welt abha¨ngig. Insgesamt ist
der Aufwand fu¨r das Versenden der Positionsmeldungen also verha¨ltnisma¨ßig gering;
der Aufwand fu¨r die Nachbarschaftsﬁndung und fu¨r den Backup-Mechanismus kann
jedoch in ungu¨nstigen Fa¨llen sehr hoch werden.
Die Nachbarschaftskenntnis in Vast ist im Wesentlichen von der Gu¨te der Nachbar-
schaftsﬁndung abha¨ngig. Da sich in Vast die Nachbarschaftsbeziehungen implizit aus
der Positionen der Knoten im zugrunde liegenden Voronoi-Graphen ergebenen, ist
es insbesondere problematisch, wenn die Voronoi-Graphen benachbarter Teilnehmer
nicht konsistent sind. Inkonsistenzen ko¨nnen hier insbesondere durch Knotenausfa¨l-
le und Nachrichtenverzo¨gerungen entstehen. Da bei hoher lokaler Teilnehmerdichte
die einzelnen Regionen im Voronoi-Graphen kleiner werden und bei kleineren Regio-
nen bereits kleinere Fehler zu Inkonsistenzen fu¨hren, ist in diesen Situationen eine
Verschlechterung der Nachbarschaftskenntnis zu erwarten.
.. Vergleich der Aufwandsabschätzungen
Die Aufwandabscha¨tzungen der Protokolle sind in Tabelle 5.1 zusammengefasst.
Dabei steht n fu¨r die Gesamtzahl der Teilnehmer in der virtuellen Welt, m fu¨r
die Zahl der Teilnehmer in einer Zone oder – im Fall von Vast – fu¨r die Zahl der
Nachbarn eines Teilnehmers. Im Fall von PubSubMMOG steht k fu¨r die Breite des
verwendeten Lastverteilbaumes.
Tabelle 5.1a zeigt den zeitlichen Aufwand fu¨r den Versand von Positionsmeldun-
gen und Ereignisnachrichten. Ein hoher Aufwand fu¨hrt zu signiﬁkanter Verzo¨gerung
der Nachrichten und damit zu einer Beeintra¨chtigung der Interaktionsmo¨glichkeiten
der Teilnehmer. Bei SimMUD und PubSubMMOG mu¨ssen die Nachrichten u¨ber
einen Multicastbaum beziehungsweise Lastverteilbaum weitergeleitet werden. Die
Tiefe dieses Baumes ist bei SimMUD von der Gesamtzahl der Teilnehmer und bei
PubSubMMOG von der Zahl der Teilnehmer in der jeweiligen Zone abha¨ngig. Dies
fu¨hrt bei großen virtuellen Welten beziehungsweise bei vollen Zonen zu einer hohen
Nachrichtenverzo¨gerung. Bei N-Tree und Vast werden die Nachrichten ohne Zwi-
schenknoten im P2P-Netz direkt an die Empfa¨nger gesendet. Hieraus resultiert eine
geringe Nachrichtenverzo¨gerung.







Protokoll Pos.Meldungen Zonenwechsel Backup Verwaltung Bew.
SimMUD O(m log(n)) O(log(n)) – O(log(n)) +©
PubSubMMOG O(m log(m)) O(1) O(m) O(log(m)) +©
N-Tree O(m) O(n) O(m) O(m) ©
Vast O(m) – O(m2) O(m2) -©
(b) Bandbreitenbedarf.
Protokoll Zonenwechsel Ausfallerkennung Weitere Einﬂu¨sse Bew.
SimMUD O(log(n)) langsam Kein Backup-
Mechanismus
-©
PubSubMMOG O(1) schnell Zentraler Server ist
single point of failu-
re
+©
N-Tree O(n) langsam Ausfall nahe Wur-










Tabelle 5.1 Bewertung des Aufwands der Protokolle.
.. Protokollauswahl 
In Tabelle 5.1b ist der fu¨r den Bandbreitenbedarf beno¨tigte Aufwand dargestellt.
SimMUD beno¨tigt nur maximal logarithmischen Aufwand fu¨r alle Aufgaben, mit
Ausnahme der Verteilung der Positionsnachrichten, die einen leicht u¨berlinearen Auf-
wand aufweist. Insgesamt ergibt sich so ein geringer erwarteter Bandbreitenbedarf.
Der von PubSubMMOG beno¨tigte Aufwand ist dem von SimMUD sehr a¨hnlich, nur
der Aufwand fu¨r das Backup ist linear statt logarithmisch. Da das Backup nur relativ
selten ausgefu¨hrt wird, hat dies keinen großen Einﬂuss auf den zu erwarteten Band-
breitenbedarf. N-Tree beno¨tigt fu¨r alle Aufgaben linearen Aufwand. Der Mehrauf-
wand in den Verwaltungsaufgaben im Verha¨ltnis zu SimMUD und PubSubMMOG
wird durch den leicht geringeren Bedarf fu¨r die Verteilung der Positionsmeldungen
teilweise ausgeglichen, sodass sich insgesamt ein befriedigender Bandbreitenbedarf
ergibt. Vast hingegen weist fu¨r die Nachbarschaftsﬁndung und fu¨r das Backup qua-
dratischen Aufwand auf, sodass in Szenarien mit einer hohen durchschnittlichen
Anzahl an Nachbarn ein sehr hoher Bandbreitenbedarf zu erwarten ist.
Tabelle 5.1c zeigt die mo¨glichen Einﬂu¨sse auf die Nachbarschaftskenntnis. SimMUD
beno¨tigt logarithmische Zeit abha¨ngig von der Gesamtzahl der Teilnehmer fu¨r den
Zonenwechsel. In Verbindung mit der langsamen, auf Scribe zuru¨ckgreifenden Aus-
fallerkennung ergeben sich in Szenarien mit ha¨uﬁgen Zonenwechseln deutliche Risi-
ken fu¨r die Nachbarschaftskenntnis. In PubSubMMOG kann der Zonenwechsel auf-
grund des zentralen Servers in konstanter Zeit durchgefu¨hrt werden. Zusammen mit
der schnellen Ausfallerkennung ist eine sehr gute Nachbarschaftskenntnis zu erwar-
ten. N-Tree beno¨tigt in ungu¨nstigen Fa¨llen lineare Zeit fu¨r den Zonenwechsel. Wei-
terhin ist die Ausfallerkennung relativ langsam, und der Ausfall eines Knotens an
ungu¨nstiger Stelle im N-Tree kann den Zonenwechsel einer großen Zahl von Teilneh-
mern behindern. Somit kann – besonders in Szenarien mit ha¨uﬁgen Zonenwechseln
– nur eine schlechte Nachbarschaftskenntnis erreicht werden. Vast besitzt keine Zo-
nen, weswegen ein Zonenwechsel hier irrelevant ist. Einﬂu¨sse auf die Nachbarschafts-
kenntnis ergeben sich im Wesentlichen aus der Nachbarsﬁndung. Diese setzt voraus,
dass die Voronoi-Graphen benachbarter Knoten konsistent sind. Bei inkonsistenten
Voronoi-Graphen kann die Nachbarschaftskenntnis beeintra¨chtigt werden. Aufgrund
der schnellen Ausfallerkennung und des aufwa¨ndigen Backup-Mechanismus ist ins-
gesamt eine akzeptable Nachbarschaftskenntnis zu erwarten.
Die Bewertungen gelten zuna¨chst nur fu¨r die untersuchten Protokolle. In vielen Be-
reichen sind die Aufwa¨nde der einzelnen Protokolle jedoch typisch fu¨r die jeweilige
Protokollkategorie, sodass sie teilweise verallgemeinert werden ko¨nnen. Dies triﬀt
insbesondere fu¨r die U¨berlegungen zur Nachrichtenverzo¨gerung der Positionsmel-
dungen und Ereignisnachrichten zu. So werden in ALM-basierten Protokollen diese
Nachrichten konzeptbedingt u¨ber einen Multicastbaum oder -Mesh weitergeleitet.
Dies hat bei allen u¨blichen ALM-Protokollen mindestens logarithmischen Aufwand
[64, 153]. Supernode-basierte Protokolle mit statischen Zonen mu¨ssen eine Last-
verteilung implementierten, um bei Zonen mit vielen Mitgliedern den Supernode
nicht zu u¨berlasten. Diese Lastverteilung wird in der Regel u¨ber eine Baumstruktur
durchgefu¨hrt, sodass auch hier ein logarithmischer Aufwand u¨blich ist. Protokolle
mit dynamischen Zonen oder zonenlose Protokolle ko¨nnen auf eine Lastverteilung
verzichten und somit die Verteilung der Positionsmeldungen und Ereignisnachrichten
mit konstantem Aufwand durchfu¨hren.
Der Bandbreitenaufwand der Protokolle ist nicht so einfach zu verallgemeinern. Bei
Protokollen mit statischen Zonen sind aufgrund der Multicastba¨ume oder Lastver-
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teilba¨ume fu¨r die Verteilung der Positionsnachrichten leicht u¨berlineare Aufwa¨nde
nicht zu vermeiden. Da die u¨brigen Aufwa¨nde bei SimMUD und PubSubMMOG
jeweils unter dem Aufwand fu¨r die Verteilung der Positionsnachrichten liegen, ist
zu vermuten, dass andere Protokolle dieser Klassen nicht wesentlich eﬃzienter sind.
Der lineare Aufwand von N-Tree fu¨r diverse Verwaltungsaufgaben ließe sich mo¨gli-
cherweise unterbieten. Eine deutliche Steigerung der Eﬃzienz ist dadurch aber nur
bedingt zu erwarten. Bei Vast hingegen ist der quadratische Aufwand fu¨r Nachbar-
schaftsﬁndung und Backup problematisch. Dieser ließe sich durch einen besseren
Protokollentwurf verringern. Die meisten bisherigen zonenlosen Protokolle basieren
jedoch ebenso wie Vast auf Voronoi-Graphen oder den dazu dualen Delauney-Gra-
phen, sodass in diesen Protokollen a¨hnliche Ergebnisse wie fu¨r Vast zu erwarten
sind.
Der fu¨r die Nachbarschaftskenntnis relevante Aufwand der Protokolle ist ebenfalls
bedingt zu verallgemeinern. Ohne einen zentralen Server ist bei zonenbasierten Pro-
tokollen ein logarithmischer Aufwand fu¨r den Zonenwechsel schwer zu vermeiden,
sodass SimMUD in dieser Hinsicht typisch fu¨r ein Protokoll mit statischen Zonen
ist. Durch eine verbesserte Ausfallerkennung und die Implementierung eines Backup-
Mechanismus ko¨nnte die Nachbarschaftskenntnis allerdings gesteigert werden. Pub-
SubMMOG proﬁtiert bei der Nachbarschaftskenntnis von einem zentralen Server.
Dieser ermo¨glicht einen konstanten Aufwand fu¨r den Zonenwechsel und kann bei
Knotenausfa¨llen fu¨r geeigneten Ersatz sorgen. Dabei stellt er allerdings einen single
point of failure dar. Der lineare Aufwand beim Zonenwechsel ist fu¨r Protokolle mit
dynamischen Zonen nicht unu¨blich, da die Zonen oft in einer Baumstruktur verwaltet
werden und ein balancierter Baum in der Regel nicht garantiert werden kann. Eine
andere Verwaltung der Zonen ist mo¨glich, es wurden bislang aber noch keine server-
losen Protokolle mit einer eﬃzienteren Zonenverwaltung vorgeschlagen. Auch wenn
die Ausfallerkennung von Protokollen mit dynamischen Zonen schneller sein ko¨nn-
te als bei N-Tree, ist so eine wesentliche Verbesserung der Nachbarschaftskenntnis
schwierig. Bei zonenlosen Protokollen sind die fu¨r die Nachbarschaftskenntnis rele-
vanten Faktoren nur schwer zu verallgemeinern, da diese stark von der verwende-
ten Protokollstruktur abha¨ngen. Da andere zonenlose Protokolle auf denselben oder
a¨quivalenten Datenstrukturen basieren wie Vast, sind fu¨r diese Protokolle a¨hnliche
Ergebnisse zu erwarten.
Zusammengefasst lassen die Aufwandsabscha¨tzungen vermuten, dass Protokolle mit
statischen Zonen nicht in allen Situationen die gewu¨nschte niedrige Latenz bieten
ko¨nnen. Protokolle mit dynamischen Zonen ko¨nnen eine niedrige Latenz erreichen,
aber dabei nicht die no¨tige Nachbarschaftskenntnis gewa¨hrleisten. Zonenlose Proto-
kolle ko¨nnen sowohl eine geringe Latenz als auch eine gute Nachbarschaftskenntnis
bieten. Vast birgt dabei jedoch das Risiko eines u¨berma¨ßigen Bandbreitenbedarfs.
Dieses Risiko ist aber nicht systematisch fu¨r zonenlose Protokolle.
. Evaluierung
Um die in der Aufwandsabscha¨tzung getroﬀenen U¨berlegungen experimentell zu
u¨berpru¨fen, wurden die ausgewa¨hlten Protokolle in OverSim in verschiedenen Sze-
narien mit wechselnden Teilnehmerdichten evaluiert. Dabei wurden Latenz, Band-
breitenbedarf und Nachbarschaftskenntnis gemessen.
.. Evaluierung 
.. Metriken
Wie in Abschnitt 2.1.3 erla¨utert, ist eines der wichtigsten Kriterien fu¨r die Beurtei-
lung von Protokollen fu¨r virtuelle Welten die Nachrichtenverzo¨gerung. Eine ﬂu¨ssige
Interaktion ist in virtuellen Welten nur mo¨glich, wenn Ereignisnachrichten um nicht
mehr als 200ms verzo¨gert werden [126]. Beobachten Teilnehmer eine Nachrichten-
verzo¨gerung von mehr als 250ms, betra¨gt die Sitzungszeit in einer virtuellen Welt
nur noch ein Viertel der durchschnittlichen Sitzungszeit [31]. Erreichen Ereignis-
nachrichten ihr Ziel mit Verzo¨gerungen von mehr als 500ms, wird dies von Nutzern
virtueller Welten in der Regel nicht toleriert [35].
In den Simulationen wurde gemessen, welche Zeit durchschnittlich zwischen dem
Absenden einer Ereignisnachricht und dem Empfang der Nachricht durch andere
Teilnehmer vergeht. Diese Zeit wird im Wesentlichen durch die netzwerkbeding-
te durchschnittliche Latenz zwischen zwei Teilnehmern sowie die durchschnittliche
Anzahl an Zwischenknoten, die an der Weiterleitung der Nachricht beteiligt sind,
beeinﬂusst.
Ein weiteres wichtiges Kriterium ist der Bandbreitenbedarf. Nutzer haben nur eine
gewisse Bandbreite zur Verfu¨gung. Bei u¨blichen ADSL-Endkundenvertra¨gen betra¨gt
die verfu¨gbare Bandbreite in Senderichtung beispielsweise zwischen 384 kBit/s und
1MBit/s, die verfu¨gbare Bandbreite in Empfangsrichtung betra¨gt u¨blicherweise zwi-
schen 1MBit/s und 16MBit/s. Der Bandbreitenbedarf des Protokolls darf diese nicht
u¨berschreiten. In der Simulation wurde der durchschnittliche Bandbreitenbedarf der
Teilnehmer in Senderichtung gemessen, da dieser aufgrund der asymmetrischen Da-
tenraten bei u¨blichen Endkundenvertra¨gen in P2P-Protokollen in der Regel zuerst
ausgelastet wird. Bei den Messungen in den Simulationen waren die Unterschiede
der beno¨tigten Bandbreite in Sende- und Empfangsrichtung nur gering.
Die dritte wichtige Metrik ist die Nachbarschaftskenntnis. Um eine sinnvolle In-
teraktion zwischen Teilnehmern zu ermo¨glichen, mu¨ssen alle Teilnehmer u¨ber die
Existenz aller Teilnehmer innerhalb ihres Interessengebiets informiert sein. Um dies
zu messen, wird in den Simulationen periodisch u¨berpru¨ft, wie viele Teilnehmer zu
dem jeweiligen Zeitpunkt u¨ber alle ihre Nachbarn informiert sind. Geteilt durch die
Gesamtteilnehmerzahl ergibt sich so ein prozentuales Maß fu¨r die Nachbarschafts-
kenntnis. Ein Wert von 100% bedeutet eine perfekte Nachbarschaftskenntnis. Liegt
ein Messwert deutlich unter 100%, bedeutet dies, dass viele Teilnehmer nicht alle
Nachbarn kennen und somit die Interaktionsmo¨glichkeiten vieler Teilnehmer einge-
schra¨nkt sind.
.. Einﬂussgröße: Teilnehmerdichte
Eine wesentliche Einﬂussgro¨ße auf die oben genannten Metriken bei Protokollen fu¨r
verteilte virtuelle Welten ist die Teilnehmerdichte. Hohe Teilnehmerdichten fu¨hren
zu einer ho¨heren Anzahl an Teilnehmern innerhalb des Interessengebiets und somit
in der Regel zu einem ho¨heren Bandbreitenbedarf. Zusa¨tzlich steigt je nach ver-
wendetem Protokoll auch der Wartungsaufwand fu¨r die vom Protokoll verwendeten
Strukturen.
Dabei ko¨nnen die durchschnittliche Teilnehmerdichte und die lokale Teilnehmerdich-
te unterschiedliche Einﬂu¨sse auf das Protokoll ausu¨ben. Eine ho¨here durchschnittli-
che Teilnehmerdichte wird durch eine gro¨ßere Anzahl an Teilnehmern bei gleicher
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Gro¨ße der virtuellen Welt oder Verkleinerung der Spielweltgro¨ße bei gleichbleiben-
der Teilnehmerzahl erreicht. Dies fu¨hrt zu einer ho¨heren Anzahl an Teilnehmern
innerhalb des Interessengebiets und somit in der Regel zu einem ho¨heren Bandbrei-
tenbedarf. Weiterhin mu¨ssen bei zonenbasierten Protokollen mit statischen Zonen
kleinere Zonengro¨ßen gewa¨hlt werden, um eine vergleichbare Last auf die Koordi-
natoren zu erreichen. Bei dynamischen Zonengro¨ßen fu¨hrt eine ho¨here Teilnehmer-
dichte automatisch zu kleineren Zonengro¨ßen. Durch die kleineren Zonen kommt es
zu ha¨uﬁgeren Zonenu¨bertritten der Teilnehmer. Dadurch ko¨nnen der Bandbreiten-
bedarf und die Nachbarschaftskenntnis beeinﬂusst werden.
Eine ho¨here lokale Teilnehmerdichte entsteht dadurch, dass sich Teilnehmer zu Grup-
pen zusammenschließen. Diese Gruppen verfolgen ein gemeinsames Ziel und bewegen
sich somit gemeinsam in der virtuellen Welt. Durch die Gruppenbildung ergibt sich
eine Ungleichverteilung der Teilnehmer in der virtuellen Welt: An Orten, an denen
sich Gruppen aufhalten, ist die Teilnehmerdichte lokal hoch, wa¨hrend sie in den Zwi-
schenra¨umen niedrig ist. Schließen sich Teilnehmer zu gro¨ßeren Gruppen zusammen,
sinkt die Gesamtzahl der Gruppen in der virtuellen Welt; der Anteil der Spielwelt
ohne Teilnehmer steigt ebenso wie die Teilnehmerdichte innerhalb der Gruppen. Gro¨-
ßere Gruppen fu¨hren also zu einer gro¨ßeren Ungleichverteilung der Teilnehmer in der
virtuellen Welt. Durch diese Ungleichverteilung ergibt sich in der Regel ein ho¨herer
Bandbreitenbedarf; abha¨ngig vom Protokoll kann es auch zu erho¨hten Latenzen oder
verringerter Nachbarschaftskenntnis kommen.
.. Szenarien
Fu¨r die Evaluierung wurde in OverSim die Applikation SimpleGameClient imple-
mentiert. Diese simuliert eine einfache virtuelle Welt. In dieser virtuellen Welt bewe-
gen sich die Teilnehmer in einem quadratischen Spielfeld. Weitergehende Interakti-
onsmo¨glichkeiten wie Textchat werden zuna¨chst nicht weiter betrachtet. Teilnehmer
der virtuellen Welt bewegen sich gema¨ß eines konﬁgurierbaren Bewegungsmodells
durch die Spielwelt und senden dabei Positionsmeldungen an das unterliegende P2P-
Protokoll. Dieses verteilt die Positionsmeldungen gema¨ß des jeweiligen Protokolls an
die Teilnehmer in derselben Zone oder an die Teilnehmer innerhalb des Interessen-
gebiets.
In der so simulierten Welt bewegten sich im Mittel 500 Teilnehmer. Die Sitzungs-
zeiten der Teilnehmer wurden anhand des in Abschnitt 4.8.1 vorgestellten Pareto-
Churn-Modells bestimmt. Die von diesem Modell bestimmten Sitzungszeiten folgen
einer heavy Tailed -Verteilung: Viele Sitzungen sind sehr kurz, einige wenige Sitzun-
gen hingegen sehr lang. Dabei steigt der Erwartungswert der Restsitzungszeit mit
der Dauer der bisherigen Sitzung. Dieses Verhalten entspricht dem in Studien ermit-
telten Verhalten von Nutzern virtueller Welten [30, 110, 133]. In den verschiedenen
Studien wurden jeweils unterschiedliche durchschnittliche Sitzungszeiten ermittelt.
Die Werte schwanken dabei zwischen 54 Minuten [133] und 2,8 Stunden [134]. In der
Evaluierung wurde eine mittlere Sitzungszeit von 100 Minuten gewa¨hlt [30]. Nach
Ablauf der Sitzungszeit wurde zufa¨llig entschieden, ob der Teilnehmer das Netz ge-
ordnet verla¨sst (graceful leave) oder ohne Vorwarnung ausfa¨llt (fail-stop).
Das Interessengebiet der Spieler in diesem Szenario ist ein Kreis mit einem Radius
von 50m um die Position des Spielers. Spieler bewegen sich mit einer Geschwindigkeit
von 5m/s. Dies entspricht ga¨ngigen Geschwindigkeiten in MMOGs wie beispielsweise
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World of Warcraft“. Dabei werden 6 Bewegungsnachrichten pro Sekunde generiert.
Auch dies entspricht realistischen Nachrichtenfrequenzen fu¨r MMOGs [30, 134].
Um verschiedene durchschnittliche Spielerdichten zu erhalten, wurden die Simula-
tionen bei gleichbleibender durchschnittlicher Teilnehmerzahl mit 3 verschiedenen
Spielfeldgro¨ßen von 10.000m mal 10.000m, 5.000m mal 5.000m und 1.000m mal
1.000m durchgefu¨hrt. Bei durchschnittlich 500 Teilnehmern ergeben sich somit Teil-
nehmerdichten von 5, 20 und 500 Teilnehmern/km2. Bei zonenbasierten Protokollen
mit statischen Zonen – SimMUD und PubSubMMOG – wird das Spielfeld in jeweils
10 mal 10 Zonen unterteilt. Es ergeben sich also, abha¨ngig von der Spielfeldgro¨ße,
Zonen von 1.000m mal 1.000m, 500m mal 500m und 100m mal 100m.
Um Variationen der lokalen Teilnehmerdichte zu erlauben wurde das Bewegungsmo-
dellGroupRoaming des SimpleGameClients gewa¨hlt. GroupRoaming basiert auf dem
Random Waypoint-Modell. Anstatt sich wie in einem klassischen RandomWaypoint-
Modell unabha¨ngig von den anderen Teilnehmern ein individuelles Ziel zu suchen,
bilden die Teilnehmer in GroupRoaming Gruppen mit konﬁgurierbarer Maximal-
gro¨ße. Das Bewegungsmodell ist vergleichbar dem in der Evaluierung von Ad-Hoc-
Netzwerken eingesetzten Nomadic Community Mobility Model [25]. Teilnehmer, die
sich zu einer Gruppe zusammengeschlossen haben, wa¨hlen sich ein gemeinsames Ziel
in der Spielwelt. Die Spieler bewegen sich dann in Richtung dieses Zieles. Sobald
das Ziel von einem Mitglied der Gruppe erreicht wird, wird ein neues Ziel gewa¨hlt.
Um eine allzu gleichfo¨rmige Bewegung zu vermeiden, wird ein Flocking-Algorithmus
[114] angewendet, der die Bewegung in Abha¨ngigkeit benachbarter Spieler variiert.
In der Evaluierung wurden maximale Gruppengro¨ßen von 1, 5, 10, 20, 40 und 60 ge-
wa¨hlt. Bei einer Gruppengro¨ßen von 1 verha¨lt sich GroupRoaming identisch zu einem
Random Waypoint-Modell.
Als Modellierung des unterliegenden Netzwerks wurde das SimpleUnderlay-Modell
gewa¨hlt. Dieses erlaubt die Simulation realita¨tsnaher Internet-Szenarien. Hierzu wer-
den die Netzknoten in einem Koordinatensystem so platziert, dass die Absta¨nde
zwischen den Knoten proportional zu den Latenzen sind, die sich in Messungen
zwischen Internetknoten [95] ergeben. In der Simulation ko¨nnen dann die Latenzen
zwischen zwei Knoten eﬃzient aus deren Entfernung in diesem Koordinatensystem
bestimmt werden. Das SimpleUnderlay wird in Abschnitt 4.5.1 genauer beschrieben.
Aufbauend auf diesem Modell wurden die oben vorgestellten Protokolle SimMUD,
PubSubMMOG, N-Tree und Vast simuliert. Alle Simulationen wurden mit 30 ver-
schiedenen Seeds durchgefu¨hrt. Die abgebildeten Ergebnisse sind die Mittelwerte
dieser Durchla¨ufe zusammen mit dem 99%-Konﬁdenzintervall. Die Simulationspara-
meter sind in Tablle 5.2 zusammengefasst.
.. Ergebnisse
In den folgenden Abschnitten werden die Evaluierungsergebnisse dargestellt. Da-
bei werden die Metriken Nachrichtenverzo¨gerung, Bandbreitenbedarf und Nachbar-
schaftskenntnis betrachtet.
... Nachrichtenverzögerung
Die Abbildung 5.5 zeigt die Nachrichtenverzo¨gerung der Protokolle fu¨r verschiedene
Gruppengro¨ßen bei unterschiedlichen Spielfeldgro¨ßen.
 . Analyse selektierter PP-Protokolle für verteilte virtuelle Welten
Parameter Wert
Simulationszeit 2 Stunden nach Initialisierungsphase
Anzahl Seeds 30
Teilnehmerzahl 500
Spielfeldgro¨ße 1 km*1 km, 5 km*5 km, 10 km*10 km
Zonen (bei statischen Zonen) 10*10
Bewegungsmodell GroupRoaming









In Abbildung 5.5a sind die Verzo¨gerungen bei einer Spielfeldgro¨ße von 10.000m
mal 10.000m zu sehen. Die niedrigsten Verzo¨gerungen zeigen Vast und N-Tree mit
ungefa¨hr 90ms unabha¨ngig von der Gruppengro¨ße. Dieses Ergebnis entspricht den
Erwartungen, da in Vast und N-Tree alle Nachrichten mit einem Aufwand von O(1)
unmittelbar von den Absendern zu den Empfa¨ngern gesendet werden. Die bei Sim-
MUD beobachteten Verzo¨gerungen sind ebenfalls unabha¨ngig von der Gruppengro¨ße.
Sie liegen bei ungefa¨hr 200ms. Auch dieses Ergebnis entspricht den Erwartungen:
Die von SimMUD verwendeten Multicastba¨ume sind im Wesentlichen vom Overlay-
Routing in Pastry, dem verwendeten KBR-Protokoll, festgelegt. Der erwartete Auf-
wand ist bei n Teilnehmern in der virtuellen Welt O(log(n)) und somit unabha¨ngig
von der Gruppengro¨ße. Die Verzo¨gerungen von PubSubMMOG steigen hingegen mit
steigender Gruppengro¨ße. Bei einer Gruppengro¨ße von 1 betragen die Verzo¨gerungen
ungefa¨hr 270ms, bei einer Gruppengro¨ße von 10 erreichen sie 290ms und bei einer
Gruppengro¨ße von 60 betragen sie ungefa¨hr 320ms. Bei PubSubMMOG nimmt die
Tiefe des Lastverteilbaumes bei steigender Anzahl an Spielern in einer Zone zu; der
Aufwand betra¨gt bei m Teilnehmern in einer Zone O(log(m)). Bei steigender Grup-
pengro¨ße ha¨lt sich der gro¨ßte Teil der Spieler in Regionen mit vielen Spielern auf.
Eine steigende Nachrichtenverzo¨gerung bei steigender Gruppengro¨ße entspricht also
den Erwartungen.
Abbildung 5.5b zeigt die Verzo¨gerungen bei der na¨chst kleineren Spielfeldgro¨ße von
5.000m mal 5.000m. Im Vergleich zu dem gro¨ßeren Spielfeld ergeben sich nur ge-
ringe A¨nderungen. Vast und N-Tree zeigen, wie bei der Spielfeldgro¨ße 10.000m mal
10.000m, eine Nachrichtenverzo¨gerung von 90ms. Auch SimMUD zeigt mit 200ms
dieselben Verzo¨gerungen wie bei der Spielfeldgro¨ße 10.000m mal 10.000m. Pub-
SubMMOG beno¨tigt zum Zustellen der Positionsmeldungen wenige Millisekunden
mehr als bei dem gro¨ßeren Spielfeld und liegt zwischen 275ms und 330ms. Bei ei-
ner ho¨heren Teilnehmerdichte werden die Lastverteilba¨ume in PubSubMMOG im
Durchschnitt tiefer. Die Vera¨nderungen zu der gro¨ßeren Spielfeldgro¨ße entsprechen
also den Erwartungen. Bei den anderen Protokollen ist die Zahl der Zwischenknoten






















































































(c) Nachrichtenverzo¨gerung bei Spielfeldgro¨ße 1.000m mal 1.000m.
Abbildung 5.5 Evaluierungsergebnisse: Nachrichtenverzo¨gerung in Abha¨ngigkeit
der Gruppengro¨ße.
 . Analyse selektierter PP-Protokolle für verteilte virtuelle Welten
Aus diesem Grund unterscheiden sich auch die in Abbildung 5.5c gezeigten Verzo¨-
gerungen bei der Spielfeldgro¨ße 1.000m mal 1.000m nur geringfu¨gig von den Ergeb-
nissen der anderen Spielfeldgro¨ßen. Vast, N-Tree und SimMUD liegen wie bei den
beiden anderen Szenarien bei 90ms beziehungsweise 200ms. Die Nachrichtenverzo¨-
gerung von PubSubMMOG hingegen steigt wiederum gegenu¨ber den vorangehenden
Szenarien. Sie betra¨gt 300ms bei einer Gruppengro¨ße von 1 und 340ms bei einer
Gruppengro¨ße von 60.
Zusammenfassend ko¨nnen Vast und N-Tree in allen Szenarien hervorragende La-
tenzen von ungefa¨hr 90ms bieten. Die Latenzen von SimMUD liegen mit durch-
schnittlich 200ms im guten Bereich, ko¨nnen jedoch bei virtuellen Welten mit hohem
Interaktionsgrad bereits spu¨rbar werden. Die Latenzen von PubSubMMOG sind nur
bei geringer Teilnehmerdichte akzeptabel. Bei hoher Spielerdichte, insbesondere bei
großer Gruppengro¨ße, werden mit 340ms Werte erreicht, die eine Interaktion zwi-
schen den Teilnehmern bereits merklich beeintra¨chtigen ko¨nnen.
... Bandbreitenbedarf
Abbildung 5.6 zeigt den durchschnittlichen Bandbreitenbedarf der Protokolle in den
verschiedenen Szenarien. Abbildung 5.6a zeigt den Bandbreitenbedarf der Protokol-
le bei einer Spielfeldgro¨ße von 10.000m mal 10.000m. Bei Gruppengro¨ßen kleiner
als 60 zeigt PubSubMMOG den geringsten durchschnittlichen Bandbreitenbedarf.
Bei einer Gruppengro¨ße von 1 betra¨gt er nur 1.8 kByte/s. Bei gro¨ßeren Gruppengro¨-
ßen steigt der Bandbreitenbedarf von PubSubMMOG an, bei einer Gruppengro¨ße
von 60 erreicht er knapp 5 kByte/s. Der Anstieg la¨sst sich durch die verwendeten
Lastverteilba¨ume erkla¨ren. Die Lastverteilba¨ume haben bei m Teilnehmern in einer
Zone einen Aufwand von O(log(m)). Bei ho¨herer Gruppengro¨ße und somit ho¨herer
lokaler Teilnehmerdichte muss o¨fter ein tiefer Lastverteilbaum eingesetzt werden, der
Bandbreitenbedarf steigt dementsprechend.
N-Tree zeigt ebenfalls einen geringen Bandbreitenbedarf. In diesem Szenario ist nur
eine geringe Korrelation zwischen Gruppengro¨ße und Bandbreitenbedarf zu erken-
nen. Der Bandbreitenbedarf bei einer Gruppengro¨ße von 1 liegt bei 4,2 kByte/s und
bei einer Gruppengro¨ße von 60 bei 4,3 kByte/s. In diesem Szenario dominiert die
Verteilung der Ereignisnachrichten den Bandbreitenbedarf mit ungefa¨hr 80% des
Gesamtbedarfes. Die Zahl der Teilnehmer pro Zone ist in diesem Szenario relativ
unabha¨ngig von der maximalen Gruppengro¨ße: Zwar steigt bei gro¨ßeren Gruppen
die Teilnehmerdichte, dies wird in diesem Szenario aber durch die Verkleinerung der
Zonen ausgeglichen4. Der minimale Bandbreitenbedarf wird in dem Szenario bei der
Gruppengro¨ße 10 erreicht. Hier werden nur 3,6 kByte/s beno¨tigt. Aufgrund der Wahl
der Schwellenwerte in N-Tree wird bei dieser Gruppengro¨ße die minimale Zahl von
Teilnehmern pro Zone erreicht5.
Von den untersuchten Protokollen ist SimMUD das einzige, bei dem der Bandbrei-
tenbedarf nicht von der Gruppengro¨ße abha¨ngt. Bei der Spielfeldgro¨ße 10.000m mal
10.000m betra¨gt dieser 5,1 kByte/s. Da bei statischen Zonen die Anzahl der Teilneh-
mer pro Zone unabha¨ngig von der Gruppengro¨ße ist, a¨ndert sich die durchschnittliche
Gesamtzahl an Empfa¨ngern fu¨r Positionsmeldungen nicht mit der Gruppengro¨ße. Da
4Siehe hierzu die Darstellung der Zonengro¨ßen in N-Tree in Abbildung A.1a in Anhang A.














































































(c) Bandbreitenbedarf bei Spielfeldgro¨ße 1.000m mal 1.000m.
Abbildung 5.6 Evaluierungsergebnisse: Bandbreitenbedarf in Abha¨ngigkeit der
Gruppengro¨ße.
 . Analyse selektierter PP-Protokolle für verteilte virtuelle Welten
der Multicastbaum in SimMUD ausschließlich vom unterliegenden KBR-Protokoll
festgelegt wird, a¨ndert auch hier die Gruppengro¨ße nichts an der Gesamtzahl der
beno¨tigten Nachrichten. Somit ergibt sich in SimMUD ein von der Gruppengro¨ße
unabha¨ngiger Bandbreitenbedarf.
Der Bandbreitenbedarf von Vast ist der ho¨chste der untersuchten Protokolle. Zu-
sa¨tzlich steigt er sehr viel sta¨rker als bei den anderen Protokollen mit steigender
Gruppengro¨ße. Bei einer Gruppengro¨ße von 1 betra¨gt der Bandbreitenbedarf knapp
6,3 kByte/s und steigt auf ungefa¨hr 20,5 kByte/s bei einer Gruppengro¨ße von 60. Der
Anstieg liegt vor allem darin begru¨ndet, dass Teilnehmer bei Vast Verbindungen zu
allen Nachbarn aufnehmen mu¨ssen und die durchschnittliche Anzahl an Nachbarn
mit steigender Gruppengro¨ße zunimmt. Zusa¨tzliche Faktoren sind die Nachbarsﬁn-
dung und der verwendete Backup-Mechanismus, deren Aufwand bei m Nachbarn bei
O(m2) liegt und somit bei hoher Teilnehmerdichte zu einem deutlichen Mehraufwand
fu¨hrt.
In Abbildung 5.6b wird der Bandbreitenbedarf bei einer Spielfeldgro¨ße von 5.000m
mal 5.000m gezeigt. Bei allen evaluierten Protokollen ist die beno¨tigte Bandbreite
aufgrund der ho¨heren Teilnehmerdichte ho¨her als bei der Spielfeldgro¨ße 10.000m mal
10.000m. PubSubMMOG beno¨tigt bei kleinen Gruppengro¨ßen wieder die kleinste
Bandbreite unter den evaluierten Protokollen. Bei einer Gruppengro¨ße von 1 liegt
sie bei 2,1 kByte/s. Bei einer Gruppengro¨ße von 60 steigt sie auf 8,3 kByte/s. Wie
bei der gro¨ßeren Spielfeldgro¨ße entspricht auch hier der Anstieg den Erwartungen.
Der Bandbreitenbedarf von N-Tree liegt leicht oberhalb des Bandbreitenbedarfs von
PubSubMMOG. Bei einer Gruppengro¨ße von 1 liegt der Bandbreitenbedarf bei
4,2 kByte/s. Er steigt bei einer Gruppengro¨ße von 60 auf 13,0 kByte/s. Die Stei-
gerung la¨sst sich damit erkla¨ren, dass hier die durchschnittliche Zahl der Teilnehmer
pro Zone steigt6. Dies tritt, anders als bei der Spielfeldgro¨ße 10.000m mal 10.000m,
in diesem Szenario auf, weil die Zonen in diesem Szenario bereits so klein werden, dass
bei einem signiﬁkanten Teil der Teilnehmer das Interessengebiet bis in die benachbar-
te Zone reicht und der Teilnehmer somit Mitglied in mehreren Zonen werden muss7.
Wie im vorigen Szenario liegt das Minimum des Bandbreitenbedarfs mit 4,0 kByte/s
bei der Gruppengro¨ße 10, wo auch hier die minimale Zahl an Teilnehmern pro Zone
erreicht wird.
SimMUD beno¨tigt nur wenig mehr Bandbreite als bei der Spielfeldgro¨ße 10.000m
mal 10.000m. Der Bandbreitenbedarf liegt unabha¨ngig von der Gruppengro¨ße bei
ungefa¨hr 5,9 kByte/s. Durch die geringere Zonengro¨ße kann somit die ho¨here Teil-
nehmerdichte im Vergleich zu der Spielfeldgro¨ße 10.000m mal 10.000m in SimMUD
ausgeglichen werden.
Vast beno¨tigt teilweise deutlich mehr Bandbreite. Bei einer Gruppengro¨ße von 1 liegt
der Bandbreitenbedarf bei 5,7 kByte/s und damit noch auf vergleichbarer Ho¨he zu
dem Szenario mit der Spielfeldgro¨ße 10.000m mal 10.000m. Er steigt jedoch deutlich
mit steigender Gruppengro¨ße und erreicht bei einer Gruppengro¨ße von 60 ungefa¨hr
55 kByte/s. Der Anstieg la¨sst sich auch hier mit der ho¨heren Anzahl an Nachbarn
und dem hohen Aufwand fu¨r die Nachbarsﬁndung und den Backup-Mechanismus
erkla¨ren.
6Siehe hierzu die Darstellung der Zahl der Teilnehmer pro Zone in N-Tree in Abbildung A.1b
in Anhang A.
7Siehe hierzu die Darstellung der Zonengro¨ßen in N-Tree in Abbildung A.1a in Anhang A.
.. Evaluierung 
Abbildung 5.6c zeigt den Bandbreitenbedarf bei einer Spielfeldgro¨ße von 1.000m
mal 1.000m. Auch hier ist bei allen Protokollen ein ho¨herer Bandbreitenbedarf im
Verha¨ltnis zu den anderen Szenarien zu verzeichnen. Bei geringen Gruppengro¨ßen
beno¨tigt wiederum PubSubMMOG die geringste Bandbreite. Bei einer Gruppengro¨-
ße von 1 zeigt PubSubMMOG einen Bandbreitenbedarf von 6,4 kByte/s. Bei einer
Gruppengro¨ße von 60 steigt der Bedarf auf 19,1 kByte/s.
N-Tree beno¨tigt deutlich mehr Bandbreite als bei den gro¨ßeren Spielfeldgro¨ßen. Da-
mit liegt es nun oberhalb aller anderen untersuchten Protokolle mit Ausnahme von
Vast. Bei einer Gruppengro¨ße von 1 beno¨tigt es 24,8 kByte/s. Bei einer Gruppen-
gro¨ße von 60 steigt der Bandbreitenbedarf auf 32 kByte/s. Der Grund fu¨r die starke
Steigerung im Vergleich zu den gro¨ßeren Spielfeldgro¨ßen ist, dass bei den in diesem
Szenario auftretenden hohen Teilnehmerdichten die Zonen nicht mehr hinreichend
aufgeteilt werden ko¨nnen. Die durchschnittliche von den Teilnehmern beobachtete
Zonengro¨ße liegt unabha¨ngig von der Gruppengro¨ße bei 75m. Da bei einer weiteren
Aufteilung die Zonengro¨ße unter die Interessengebietsgro¨ße sinken wu¨rde, wird, wie
in Abschnitt 5.1.3.2 beschrieben, die Zonenaufteilung ausgesetzt. Damit ist die An-
zahl der Teilnehmer pro Zone deutlich ho¨her als bei den gro¨ßeren Spielfeldgro¨ßen,
der Aufwand fu¨r die Verteilung der Positionsmeldungen steigt entsprechend.
Der Bandbreitenbedarf von SimMUD ist, wie bei den anderen Szenarien, von der
Gruppengro¨ße unabha¨ngig. Er betra¨gt 12,1 kByte/s. Die Steigerung im Verha¨ltnis
zu den anderen Szenarien erkla¨rt sich hier dadurch, dass bei den hier verwendeten
kleineren Zonen Teilnehmer o¨fter Zonen wechseln und o¨fter Mitglied in mehreren
Zonen sind, sodass Positionsmeldungen im Durchschnitt an mehr Empfa¨nger zu
versenden sind8.
Vast zeigt in diesem Szenario einen stark erho¨hten Bandbreitenbedarf. Bei einer
Gruppengro¨ße von 1 betra¨gt er 83,2 kByte/s und steigt bei einer Gruppengro¨ße von
60 auf 146 kByte/s. In diesem Szenario ist der Bandbreitenbedarf von Vast durch
den Aufwand fu¨r die Nachbarsﬁndung und den Backup-Mechanismus dominiert9.
Der Aufwand fu¨r den Backup-Mechanismus setzt sich aus der Zahl der als Backup-
Knoten fungierenden Teilnehmer sowie der Zahl der Nachbarn dieser Teilnehmer zu-
sammen. Aufgrund der hohen Teilnehmerdichte erreicht die Zahl der Backup-Knoten
bereits bei einer kleinen Gruppengro¨ße ein Maximum, sodass bei gro¨ßeren Gruppen
der Aufwand fu¨r den Backup-Mechanismus nur noch linear mit der Zahl der Nach-
barn steigt. Der Aufwand fu¨r die Nachbarsﬁndung ha¨ngt unter anderem von der
Zahl der Grenznachbarn eines Teilnehmers ab. Bei der hohen Teilnehmerdichte in
diesem Szenario sind die Grenznachbarn oft nicht Mitglieder der eigenen Teilneh-
mergruppe, sodass nach einer starken initialen Steigung von der Gruppengro¨ße 1
auf die Gruppengro¨ße 5 die Gruppengro¨ße einen geringeren Einﬂuss auf die Zahl der
Grenznachbarn und somit den Bandbreitenbedarf hat als in Szenarien mit geringerer
Teilnehmerdichte.
Zusammenfassend kann man festgehalten, dass der Bandbreitenbedarf von SimMUD
und PubSubMMOG in allen Szenarien mit unter 20 kByte/s relativ gering ist. Alle
heute u¨blichen Breitbandanschlu¨sse ko¨nnen diese Bandbreite liefern. Der Bandbrei-
tenbedarf von N-Tree ist bei hoher Teilnehmerdichte mit bis zu 32 kByte/s gro¨-
8Siehe hierzu die Darstellung der Zahl der Zonenbeitritte in Abbildung A.2 in Anhang A.
9Siehe hierzu die Darstellung des Bandbreitenbedarfs fu¨r Nachbarsﬁndung und Backup-Mecha-
nismus in Vast in Abbildung A.3 in Anhang A.
 . Analyse selektierter PP-Protokolle für verteilte virtuelle Welten
ßer. Ga¨ngige DSL-Anschlu¨sse besitzen mindestens eine maximale Bandbreite von
386 kBit/s und ko¨nnen demnach die Bandbreitenanforderungen von N-Tree erfu¨llen,
ko¨nnten aber bei Lastspitzen ihre Leistungsgrenze erreichen. Der Bandbreitenbe-
darf von Vast ist hingegen signiﬁkant zu groß. Der maximale Durchschnittsbedarf
von 146 kByte/s liegt deutlich u¨ber den Mo¨glichkeiten ga¨ngiger Internetanbindun-
gen. Zum Vergleich betra¨gt der Bandbreitenbedarf des Spiels
”
World of Warcraft“ in
einem vergleichbaren Szenario 25 kByte/s [133].
... Nachbarschaftskenntnis
Als dritte Metrik wurde die durchschnittliche Nachbarschaftskenntnis der Protokol-
le evaluiert. Abbildung 5.7 zeigt die dazugeho¨renden Ergebnisse. In Abbildung 5.7a
ist die Nachbarschaftskenntnis bei einer Spielfeldgro¨ße von 10.000m mal 10.000m
dargestellt. Die beste Nachbarschaftskenntnis kann PubSubMMOG aufweisen: Diese
liegt durchga¨ngig bei u¨ber 99,99%. Die von zentraler Stelle verwalteten Koordina-
toren und Lastverteilba¨ume ko¨nnen also durchga¨ngig fu¨r alle Teilnehmer die Nach-
barschaftskenntnis sichern. Auch ein Ausfall der betreﬀenden Teilnehmer kann ohne
Einbußen fu¨r das Netz korrigiert werden.
Vast erreicht in diesem Szenario die zweitbeste Nachbarschaftskenntnis. Diese fa¨llt
leicht bei steigender Gruppengro¨ße. Bei einer Gruppengro¨ße von 1 werden 99,7%
erreicht, bei einer Gruppengro¨ße von 60 noch 99,3%. Der Grund fu¨r diesen Trend
ist, dass bei der Begegnung gro¨ßerer Gruppen in kurzer Zeit viele Nachbarschaftsbe-
ziehungen wechseln, sodass schon bei geringen Abweichungen der lokalen Voronoi-
Diagramme nicht alle neuen Nachbarschaftsbeziehung korrekt gemeldet werden.
Die von SimMUD erreichte Nachbarschaftskenntnis ist im Wesentlichen unabha¨ngig
von der Gruppengro¨ße und betra¨gt zwischen 98,6% und 98,8%. Eine Ursache fu¨r
die im Verha¨ltnis zu PubSubMMOG und Vast geringere Nachbarschaftskenntnis
liegt in der langsameren Kompensation von Teilnehmerausfa¨llen: Fallen Knoten des
Multicastbaumes aus, ist die Weiterleitung von Nachrichten gesto¨rt, bis die Knoten
durch das unterliegende KBR-Protokoll Pastry ersetzt werden.
N-Tree erreicht insgesamt die geringste Nachbarschaftskenntnis. Diese ist zudem sehr
stark von der Gruppengro¨ße abha¨ngig. Werden bei einer Gruppengro¨ße von 1 noch
gute 99,6% erreicht, fa¨llt dieser Wert bei einer Gruppengro¨ße von 60 auf nur noch
92,7%. Erreicht die Teilnehmerzahl einer Zone in N-Tree einen Schwellenwert, wird
die Zone in kleinere Zonen unterteilt. Da dies eine gewisse Zeit dauert, kann es in der
Zwischenzeit zu fehlenden Nachbarschaftsbeziehungen kommen. Betritt eine große
Gruppe nun eine Zone, ist die Wahrscheinlichkeit einer solchen Teilung groß.
Abbildung 5.7b zeigt die Nachbarschaftskenntnis bei einer Spielfeldgro¨ße von 5.000m
mal 5.000m. Wie beim Szenario mit dem gro¨ßeren Spielfeld erreicht PubSubMMOG
die besten Werte und bleibt stets zwischen 99,98% und 99,99%. Auch Vast erreicht
im Wesentlichen die Werte des obigen Szenarios und bleibt zwischen 99,7% und
98,9%.
Die Nachbarschaftskenntnis von SimMUD liegt hingegen niedriger als im ersten Sze-
nario. Es werden nur noch Werte zwischen 96,3% und 96,1% erreicht. Ein Grund
hierfu¨r sind die ha¨uﬁgeren Zonenu¨bertritte der Teilnehmer aufgrund der kleineren
Zonen. Die ha¨uﬁgen Zonenu¨bertritte versta¨rken das Problem der langsamen Repa-























































































(c) Nachbarschaftskenntnis bei Spielfeldgro¨ße 1.000m mal 1.000m.
Abbildung 5.7 Evaluierungsergebnisse: Nachbarschaftskenntnis in Abha¨ngigkeit
der Gruppengro¨ße.
 . Analyse selektierter PP-Protokolle für verteilte virtuelle Welten
in eine Zone defekt, wird der nicht erreichbare Teil des Multicastbaumes nicht u¨ber
den Eintritt eines neuen Teilnehmers informiert.
Auch die Werte fu¨r N-Tree sind deutlich schlechter als bei einer Spielfeldgro¨ße von
10.000m mal 10.000m. Bei einer Gruppengro¨ße von 1 wird noch eine Nachbarschafts-
kenntnis von 98,6% erreicht, bei einer Gruppengro¨ße von 60 betra¨gt der Wert nur
noch 87,3%. Auch hier versta¨rkt der ha¨uﬁgere Zonenwechsel der Teilnehmer die im
ersten Szenario beschriebenen Probleme.
In Abbildung 5.7c ist die Nachbarschaftskenntnis bei einer Spielfeldgro¨ße von 1.000m
mal 1.000m abgebildet. Bei fast allen Protokollen sind die Werte deutlich schlechter
als bei den anderen Szenarien. Die Ausnahme ist hier PubSubMMOG. Es erreicht mit
Werten zwischen 99,91% und 99,96% fast die guten Werte der gro¨ßeren Spielfelder.
Vast erreicht in diesem Szenario nur noch Werte zwischen 96,8% bei kleinen Gruppen
und 93,1% bei großen Gruppen. Aufgrund der hohen Teilnehmerdichte in diesem
Szenario fu¨hren bereits kleine Abweichungen der Positionen zu großen Unterschieden
in den Voronoi-Diagrammen. Dies kann dazu fu¨hren, dass Teilnehmer nicht oder
nicht rechtzeitig u¨ber neue Nachbarn informiert werden.
Die von SimMUD erreichte Nachbarschaftskenntnis schwankt in diesem Szenario
zwischen 78% und 80%. Hier versta¨rken sich die bereits vorher beschriebenen Pro-
bleme aufgrund der im Vergleich zum vorigen Szenario nochmals deutlich erho¨hten
Teilnehmerdichte. Bei einer Nachbarschaftskenntnis von 80% sind die Interaktions-
mo¨glichkeiten der Teilnehmer bereits deutlich eingeschra¨nkt.
Bei N-Tree ist, anders als bei den vorigen Szenarien die direkte Korrelation zwischen
Gruppengro¨ße und Nachbarschaftskenntnis nicht mehr gegeben. Bereits bei einer
Gruppengro¨ße von 1 ist das Minimum von 59% erreicht. Von dort steigt der Wert
bis auf 71% bei einer Gruppengro¨ße von 40, um dann bei einer Gruppengro¨ße von
60 auf 67% zu fallen. Dabei fa¨llt auch die deutlich sta¨rkere Streuung der Ergebnisse
auf. Im Wesentlichen zeigen die Ergebnisse, dass N-Tree bei hoher Teilnehmerdichte
keine sinnvolle Weiterleitung der Positionsmeldungen mehr leisten kann. Durch die
ha¨uﬁgen Zonenwechsel der Teilnehmer sowie die ha¨uﬁge Teilung und Zusammenle-
gung der Zonen ist der verwendete Quadtree u¨ber gro¨ßere Zeitra¨ume nicht mehr in
einem konsistenten Zustand, sodass eine sinnvolle Information der Teilnehmer u¨ber
Nachbarn nicht mehr erreicht werden kann.
Zusammenfassend kann PubSubMMOG in allen Szenarien eine sehr gute Nachbar-
schaftskenntnis erreichen. Vast weist in vielen Szenarien akzeptable Werte auf. Bei
großen Teilnehmerdichten erreicht die Nachbarschaftskenntnis bei Vast nur noch
93%; dies kann die Interaktionsmo¨glichkeiten einiger Teilnehmer bereits deutlich
einschra¨nken. SimMUD und N-Tree zeigen nur bei geringen Teilnehmerdichten ak-
zeptable Werte, zusa¨tzlich zeigt N-Tree bei gro¨ßeren Gruppen deutliche Einbußen
bei der Nachbarschaftskenntnis. Bei hohen Teilnehmerdichten werden bei SimMUD
minimale Werte von 78%, bei N-Tree von unter 60% gemessen. Dies ist in virtuellen
Welten in der Regel nicht mehr hinnehmbar.
.. Schlussfolgerungen
SimMUD bietet akzeptable Latenzen bei einem geringen Bandbreitenbedarf. Aller-
dings sinkt bei hoher Teilnehmerdichte die Nachbarschaftskenntnis auf inakzeptable
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Werte. Die Ursache fu¨r dieses Problem ist, dass SimMUD auf das unterliegende
ALM-Protokoll fu¨r die Ausfallerkennung und Reparatur der Multicastba¨ume ange-
wiesen ist. U¨bliche ALM-Protokolle sind in der Regel jedoch nicht fu¨r die in virtuellen
Welten ha¨uﬁgen schnellen Gruppenwechsel optimiert. Da zudem der Zonenwechsel in
SimMUD bei n Teilnehmern in der virtuellen Welt mit einem Aufwand von O(log(n))
relativ lang dauert, kann bei ha¨uﬁgen Zonenwechseln keine ausreichende Nachbar-
schaftskenntnis erreicht werden.
PubSubMMOG kann bei geringem Bandbreitenbedarf eine sehr gute Nachbarschafts-
kenntnis erreichen. Dafu¨r beno¨tigt PubSubMMOG allerdings einen zentralen Server.
Dieser ist nicht nur in den Login der Teilnehmer involviert, sondern muss durchga¨n-
gig u¨ber den Lastzustand aller Teilnehmer informiert sein und aktiv Koordinatoren
und Lastverteilba¨ume bestimmen und verwalten. Dadurch stellt er einen single point
of failure dar: Ein Ausfall des Servers hat einen Ausfall der gesamten virtuellen Welt
zur Folge. Ein weiterer Nachteil von PubSubMMOG sind die Latenzen. Der zeitli-
che Aufwand fu¨r die Verteilung von Ereignisnachrichten und Positionsmitteilungen
liegt in PubSubMMOG bei m Teilnehmern in einer Zone bei O(log(m)). Insbe-
sondere beim Auftreten großer Teilnehmergruppen sind die Latenzen fu¨r schnelle
Interaktionen zu hoch. Diese Latenzen lassen sich bei zonenbasierten Protokollen
mit statischen Zonen und Supernodes nur schwer vermeiden, da bei hoher Teilneh-
merzahl in der Zone ein Lastverteilbaum geschaﬀen werden muss, der unvermeidlich
Ereignisnachrichten und Positionsmeldungen zusa¨tzlich verzo¨gert.
N-Tree bietet hervorragende Latenzen bei geringem Bandbreitenbedarf. Dies ist ein
grundsa¨tzlicher Vorteil zonenbasierter Protokolle mit dynamischen Zonen: Da die
Zonen lastabha¨ngig verkleinert werden, wird der Bandbreitenbedarf beschra¨nkt. Da-
durch kann auf weitere Lastverteilmechanismen verzichtet werden, sodass die Nach-
richtenverzo¨gerungen gering gehalten werden ko¨nnen. Die Verwaltung der Zonen
ist allerdings fehleranfa¨llig. Insbesondere bei hoher Teilnehmerdichte mu¨ssen Zo-
nen ha¨uﬁg aufgeteilt oder zusammengelegt werden. Dies wirkt sich negativ auf die
Nachbarschaftskenntnis aus. Zudem ist der Aufwand fu¨r den Zonenwechsel bei n
Teilnehmern der virtuellen Welt mit O(n)) sehr hoch. N-Tree kann deswegen bei
hoher Teilnehmerdichte keine akzeptable Nachbarschaftskenntnis erreichen.
Vast kann hervorragende Latenzen bieten. Dies ist ein wesentlicher Vorteil von Mu-
tual Notiﬁcation Protokollen: Alle Positionsmeldungen und Ereignisnachrichten wer-
den direkt vom Verursacher an die interessierten Teilnehmer zugestellt. Es gibt kei-
ne Zwischenknoten auf der Protokollebene, die zusa¨tzliche Latenzen verursachen
ko¨nnten. Die Nachbarschaftskenntnis bei Vast bleibt dabei akzeptabel. Ein speziﬁ-
scher Nachteil von Vast ist jedoch der Bandbreitenbedarf. Dieser liegt hauptsa¨chlich
im Aufwand fu¨r die von Vast verwendeten Backup-Mechanismen begru¨ndet: Bei m
Nachbarn besitzen diese einen Aufwand von O(m2). Bei gro¨ßeren Teilnehmerdichten
beno¨tigt Vast deutlich mehr Bandbreite als durchschnittliche Nutzer zur Verfu¨gung
haben.
. Zusammenfassung
In diesem Kapitel wurde eine Auswahl an P2P-Protokollen fu¨r virtuelle Welten vor-
gestellt. Es wurden Aufwandabscha¨tzungen bezu¨glich Latenz, Bandbreitenbedarf
und Nachbarschaftskenntnis durchgefu¨hrt. Abschließend wurden die Protokolle in
einer Simulation evaluiert.
 . Analyse selektierter PP-Protokolle für verteilte virtuelle Welten
Die Ergebnisse der Evaluierung besta¨tigen die Vermutungen, die aufgrund der Auf-
wandsabscha¨tzung in Abschnitt 5.1.5 getroﬀen wurden. Es zeigt sich, dass keines
der untersuchten Protokolle gleichzeitig eine gute Latenz, eine gute Nachbarschafts-
kenntnis und einen akzeptablen Bandbreitenbedarf bieten kann.
Wie in Abschnitt 5.1.5 dargelegt, sind viele der Aufwa¨nde der Protokolle systema-
tisch fu¨r die jeweilige Protokollkategorie. In Protokollen mit statischen Zonen fa¨llt
fu¨r die Verteilung von Positionsmeldungen und Ereignisnachrichten aufgrund der
Weiterleitung der Nachrichten u¨ber Lastverteil- oder Multicastba¨ume in der Regel
ein mindestens logarithmischer zeitlicher Aufwand an. Die hierdurch erzeugten La-
tenzen sind in vielen Szenarien zu hoch. In Protokollen mit dynamischen Zonen ist es
aufgrund des in der Regel linearen Aufwandes fu¨r den Zonenwechsel schwierig, eine
ausreichende Nachbarschaftskenntnis sicherzustellen. Zonenlose Protokolle ko¨nnen
sowohl eine gute Nachrichtenverzo¨gerung als auch eine gute Nachbarschaftskenntnis
bieten. Das hier untersuchte Protokoll Vast besitzt jedoch einen zu hohen Band-
breitenbedarf. Andere zonenlose Protokolle sind Vast relativ a¨hnlich, sodass hier
vergleichbare Ergebnisse zu erwarten sind.
Um alle hier untersuchten Anforderungen virtueller Welten ausreichend zu unterstu¨t-
zen, ist also die Entwicklung eines neuen Protokolls no¨tig. Aufgrund der in diesem
Kapitel gewonnenen Erkenntnisse ist es am wahrscheinlichsten, dass sich die An-
forderungen mit einem zonenlosen MutualNotiﬁcation-Protokoll erfu¨llen lassen. Aus
diesem Grund verwendet das im Rahmen dieser Arbeit entwickelte Protokoll QuON
keine Unterteilung der Spielwelt in Zonen. QuON verbindet die geringe Latenz von
Mutual Notiﬁcation-Protokollen mit einer guten Nachbarschaftskenntnis und einem
deutlich geringerem Bandbreitenbedarf.
. Ein Overlay-Protokoll für
verteilte virtuelle Welten: QuON
Die im vorigen Kapitel vorgestellten Ergebnisse zeigen, dass Peer-to-Peer-Protokolle
sich grundsa¨tzlich dafu¨r eignen, die Anforderungen verteilter virtueller Welten zu
erfu¨llen. Bisherige Protokolle schaﬀen es jedoch nicht, eine geringe Latenz mit einer
ausreichenden Nachbarschaftskenntnis und einem akzeptablen Bandbreitenbedarf zu
verbinden. In dieser Arbeit wird das
”
Quadrantenbasierte Overlay-Netz“ QuON [8]1
als ein neues Peer-to-Peer-Protokoll fu¨r verteilte virtuelle Welten vorgestellt. QuON
bietet die Latenzvorteile bisheriger Mutual-Notiﬁcation-Protokolle, erreicht im Ge-
gensatz zu diesen aber eine bessere Nachbarschaftskenntnis und einen deutlich ge-
ringeren Bandbreitenbedarf. In diesem Kapitel wird die Funktionsweise von QuON
im Detail erla¨utert.
. Grundidee
Die Ergebnisse der Untersuchung bisheriger Protokolle in Kapitel 5 zeigen, dass zo-
nenlose Mutual-Notiﬁcation-Protokolle, bei denen die Teilnehmer Nachrichten u¨ber
Positionsa¨nderungen oder Spielereignisse ohne Zwischenknoten direkt an alle interes-
sierten Teilnehmer verteilen, deutliche Latenzvorteile gegenu¨ber anderen Protokollen
bieten. Aus diesem Grund wird dieses Konzept fu¨r QuON u¨bernommen.
Dafu¨r ist es zuna¨chst no¨tig, aus der Menge aller Teilnehmer der virtuellen Welt die
Menge der interessierten Teilnehmer zu bestimmen. Da in virtuellen Welten alle Ak-
tionen von Spielern nur lokalen Einﬂuss haben, beﬁnden sich alle an den Aktionen
eines bestimmten Teilnehmers interessierten Teilnehmer in einem gewissen Umkreis
um diesen Teilnehmer. Dieses Gebiet wird als Interessengebiet deﬁniert. Alle Teilneh-
mer, die sich innerhalb des Interessengebiets aufhalten, werden als direkte Nachbarn
1In der dort vero¨ﬀentlichten Version basierte QuON noch auf Quad-Trees fu¨r die Wahl von
Verbindungsnachbarn. In dieser Arbeit wird eine optimierte Version von QuON vorgestellt, die auf
einer einfacheren, quadrantenbasierten Auswahl basiert.
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bezeichnet. Damit alle direkten Nachbarn u¨ber alle Aktionen eines Teilnehmers in-
formiert werden, muss dieser eine Verbindung zu allen diesen Nachbarn halten. U¨ber
diese Verbindung werden dann Nachrichten u¨ber alle vom Teilnehmer ausgehenden
Ereignisse versendet. Insbesondere werden regelma¨ßig Positionsmeldungen versen-
det.
Somit sind alle Teilnehmer u¨ber die Positionen aller direkten Nachbarn, zu denen ei-
ne Verbindung besteht, informiert. Die Herausforderung ist nun, dass sich die Spieler
in der virtuellen Welt bewegen. Somit ko¨nnen zu nicht vorhersagbaren Zeitpunkten
neue Teilnehmer in die Interessengebiete anderer Teilnehmer eintreten. Da zwischen
den neu eintretenden Teilnehmern und den Teilnehmern, zu denen das Interessenge-
biet geho¨rt, zu diesem Zeitpunkt keine Verbindung besteht, mu¨ssen sie von dritten
Teilnehmern u¨ber dieses Ereignis informiert werden.
Diese Aufgabe kann zuna¨chst von den direkten Nachbarn u¨bernommen werden. Dazu
pru¨fen diese beim Empfang einer Positionsmeldung eines Teilnehmers A, ob er durch
eine Bewegung in das Interessengebiet eines anderen Teilnehmers B eingetreten ist.
Ist dies der Fall, wird A u¨ber dieses Ereignis informiert. Dieses Verfahren wird in
Abschnitt 6.6.1 na¨her erla¨utert.
Dieses Verfahren ist jedoch nicht ausreichend, um ein zusammenha¨ngendes Netz zu
gewa¨hrleisten. Um den Netzzusammenhalt zu sichern, werden in QuON die soge-
nannten Verbindungsnachbarn eingefu¨hrt. Um diese zu bestimmen, teilt jeder Teil-
nehmer die virtuelle Welt bezu¨glich seiner Position in vier Quadranten auf. In je-
dem dieser Quadranten wird der na¨chste Teilnehmer zum Verbindungsnachbarn be-
stimmt. Die Verbindungsnachbarn werden ausschließlich aufgrund lokalen Wissens
bestimmt und explizit u¨ber ihre Zusta¨ndigkeit informiert. Dabei ist kein konsisten-
tes Wissen u¨ber die Positionen aller Nachbarn no¨tig. Die in QuON verwendete Wahl
der Verbindungsnachbarn ermo¨glicht eine Selbst-Stabilisierung: Wa¨hlt ein Teilneh-
mer aufgrund fehlenden lokalen Wissens einen nicht-optimalen Verbindungsnach-
barn, wird er in QuON iterativ auf bessere Verbindungsnachbarn hingewiesen, bis
der optimale Verbindungsnachbar gefunden ist. Die Bestimmung von Verbindungs-
nachbarn wird in Abschnitt 6.4.2 na¨her erla¨utert.
Die Verwendung explizit bestimmter Verbindungsnachbarn stellt einen wesentlichen
Unterschied zwischen QuON und bisherigen Mutual-Notiﬁcation-Protokollen wie
Vast dar. Diese versuchen, mit Hilfe von implizit aus Voronoi-Graphen oder damit
verwandten Datenstrukturen bestimmten Beziehungen zwischen Teilnehmern, den
Netzzusammenhalt zu sichern. Diese Vorgehensweise setzt jedoch voraus, dass das
Voronoi-Diagramm u¨ber die von den Teilnehmern angenommenen Positionen mit der
entsprechenden Datenstruktur der Nachbarn u¨bereinstimmt. Wird diese Annahme
jedoch verletzt, kann der Netzzusammenhalt nicht mehr gewa¨hrleistet werden. In
der Praxis kommt es aufgrund von Nachrichtenverzo¨gerungen oder Teilnehmeraus-
fa¨llen regelma¨ßig zu Inkonsistenzen der Datenstrukturen. Hier liegt eine wesentliche
Ursache fu¨r die bei Mutual-Notiﬁcation-Protokollen beobachteten Probleme [7].
In QuON sind Verbindungsnachbarbeziehungen meist symmetrisch. Es kann jedoch
auch vorkommen, dass ein Teilnehmer A Verbindungsnachbar von B ist, B jedoch
nicht Verbindungsnachbar von A. In diesem Fall wird die tempora¨re Nachbarschafts-
beziehung eingefu¨hrt: Ist A Verbindungsnachbar von B, B jedoch kein Verbindungs-
nachbar von A, so wird B tempora¨rer Nachbar von A. Tempora¨re Nachbarn sind
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hinsichtlich ihrer Aufgaben Verbindungsnachbarn gleichgestellt. Eine genauere Er-
la¨uterung der tempora¨ren Nachbarschaftsbeziehung ﬁndet sich in Abschnitt 6.4.3.
Mit Verbindungsnachbarn und tempora¨ren Nachbarn werden regelma¨ßig Nachrich-
ten u¨ber die eigene Position sowie die Position der anderen Verbindungsnachbarn
und tempora¨ren Nachbarn ausgetauscht. Mit Hilfe dieser Nachbarschaftsbeziehun-
gen kann der Netzzusammenhalt gesichert werden. Zusa¨tzlich ko¨nnen mit diesen
Nachbarschaftsbeziehungen auch solche neuen Nachbarn gefunden werden, die un-
bemerkt von direkten Nachbarn in das Interessengebiet eines Spielers eintreten. Dies
wird in Abschnitt 6.6.2 genauer ausgefu¨hrt.
Die in QuON verwendete Auswahl der Verbindungsnachbarn verringert den Proto-
kolloverhead im Vergleich zu bisherigen Protokollen. Bei hoher Teilnehmerdichte sind
Verbindungsnachbarn in der Regel auch direkte Nachbarn, zu denen ohnehin eine
Verbindung aufgebaut werden muss. Somit mu¨ssen im Regelfall keine zusa¨tzlichen
Verbindungen aufgebaut werden oder zusa¨tzliche Nachrichten versendet werden. Bei
geringer Spielerdichte ist der Bandbreitenbedarf von Mutual-Notiﬁcation-Protokol-
len aufgrund der geringen durchschnittlichen Zahl an Nachbarn relativ gering. Trotz-
dem sollte auch in diesen Situationen der Protokolloverhead begrenzt sein. Bei QuON
beno¨tigt ein Teilnehmer in jedem Quadranten einen Verbindungsnachbarn; die An-
zahl an Verbindungsnachbarn ist so auf vier begrenzt. Aufgrund der tempora¨ren
Nachbarschaftsbeziehung ko¨nnen kurzzeitig eine gro¨ßere Anzahl an Verbindungen
gehalten werden. Dies tritt jedoch nur selten auf, wie in der Evaluierung im Kapitel
8 gezeigt wird.
Der typische Protokollablauf eines Teilnehmers von QuON sieht wie folgt aus: Jeder
Teilnehmer empfa¨ngt kontinuierlich Positionsmeldungen anderer Teilnehmer. Beim
Empfang einer solchen Meldung wird u¨berpru¨ft, ob der Absender seit seiner letzten
Bewegungsmeldung neu in das Interessengebiet eines anderen Teilnehmers eingetre-
ten ist. Ist dies der Fall, wird er u¨ber dieses Ereignis informiert. Weiterhin wird der
Absender der Positionsmeldung in einer Liste der bekannten Teilnehmer gespeichert.
Periodisch werden die auf dieser Liste gespeicherten Teilnehmer gema¨ß der oben be-
schriebenen Nachbarschaftsbeziehungen klassiﬁziert. Teilnehmer, zu denen nach der
Klassiﬁzierung keine Nachbarschaftsbeziehung besteht, werden im Anschluss aus der
Liste entfernt. Danach wird die aktuelle Position an alle verbleibenden Nachbarn
versendet.
. Mögliche Metriken in QuON
Da in QuON die Verbindungen zwischen den Teilnehmern von ihren Positionen in
der virtuellen Welt und ihrem Abstand zueinander abha¨ngen, hat die Wahl der
Abstandsmetrik einen Einﬂuss auf das Protokoll. U¨blicherweise wird in virtuellen
Welten mit dem Euklidischen Abstand gearbeitet. Dies ist auch der fu¨r den Spie-
ler relevante Abstand. Einige Eigenschaften von QuON lassen sich jedoch nur bei
Verwendung der Maximumsnorm beweisen. Im zweidimensionalen Raum ist der Ab-
stand zweier Punkte a = (xa, ya) und b = (xb, yb) unter der Maximumsmetrik deﬁ-
niert als d(a, b) = max(xa − xb, ya − yb).
Bei der von QuON verwendeten Quadrantenstruktur la¨sst sich bei Verwendung der
Maximumsnorm zeigen, dass bei nur einem Verbindungsnachbarn pro Quadranten
der Netzzusammenhalt und eine perfekte Nachbarschaftskenntnis garantiert werden











Abbildung 6.1 Die Aufteilung der virtuellen Welt in Quadranten und das Interes-
sengebiet eines Teilnehmers.
kann.2 Bei Verwendung der Maximumsnorm vergro¨ßert sich jedoch die Fla¨che des
Interessengebiets eines Teilnehmers. Hieraus resultiert eine gro¨ßere durchschnittliche
Zahl an direkten Nachbarn und somit ein gro¨ßerer durchschnittlicher Bandbreiten-
bedarf. Im Folgenden wird in diesem Kapitel, wenn nicht anders erwa¨hnt, von der
Verwendung der Maximumsmetrik ausgegangen; alle Angaben zu Absta¨nden und
Interessengebietsradien sind bezu¨glich dieser Metrik zu verstehen.
Um die beno¨tigte Bandbreite zu reduzieren, kann die Verwendung der Euklidischen
Abstandsmetrik in Betracht gezogen werden. Dabei ko¨nnen bei ungu¨nstiger Positio-
nierung der Teilnehmer in der virtuellen Welt Einbußen in der Nachbarschaftskennt-
nis nicht ausgeschlossen werden. Die Evaluierung zeigt jedoch, dass die Einbußen in
der Regel zu vernachla¨ssigen sind. Genauere Analysen, wie sich die Wahl der Metrik
auf Bandbreitenbedarf und Netzkonsistenz auswirkt, ﬁnden sich in Abschnitt 8.1.4.
. Deﬁnitionen
Bevor in den folgenden Abschnitten die Funktionen von QuON genauer betrachtet
werden, sollen zuna¨chst einige Begriﬀe deﬁniert werden: Bereits in Kapitel 2 wurde
der Begriﬀ des Interessengebiets eingefu¨hrt. Das Interessengebiet ist die Region um
die aktuelle Position eines Teilnehmers, auf die er gema¨ß den Regeln der virtuellen
Welt Einﬂuss ausu¨ben kann. Alle Teilnehmer, mit denen er unmittelbar interagieren
kann, beﬁnden sich innerhalb dieses Interessengebiets. In QuON wird das Interes-
sengebiet vereinfacht deﬁniert als eine bezu¨glich der gewa¨hlten Metrik kreisfo¨rmige
Region um die aktuelle Position des Spielers mit einem gegebenen Radius. Dieser
Radius ist so gewa¨hlt, dass das Interessengebiet alle Teilnehmer umfasst, die gema¨ß
den Regeln der virtuellen Welt mit dem jeweiligen Teilnehmer interagieren ko¨nnen.
Es ist anzumerken, dass bei Verwendung der Maximumsnorm das Interessengebiet
eine quadratische Form besitzt. Abbildung 6.1 zeigt das Interessengebiet eines Teil-
nehmers. Der Radius des Interessengebiets eines Teilnehmers t soll im Folgenden als
rAoIt bezeichnet werden.
2Ein formeller Beweis hierfu¨r ﬁndet sich in Anhang B.1 und B.2.
.. Deﬁnitionen 
In den folgenden Abschnitten werden die Protokollabla¨ufe von QuON im Pseudo-
code dargestellt. Da die Algorithmen von jedem Teilnehmer jeweils mit lokalem
Wissen angewendet werden, sind alle in den Algorithmen verwendeten Variablen und
Mengen jeweils als lokales Wissen des ausfu¨hrenden Teilnehmers zu verstehen. Dieser
wird in den Algorithmen als A bezeichnet. Weiterhin werden folgende Notationen
festgelegt:
• p: Bezeichnet die aktuelle Position des lokalen Teilnehmers (A).
• pt: Bezeichnet die aktuelle Position eines Teilnehmers t.
• p′t: Bezeichnet die vorige Position eines Teilnehmers t.
• Kalligraﬁsch gesetzte Großbuchstaben wie T bezeichnen jeweils Mengen von
Teilnehmern. In einer Implementierung des Protokolls ko¨nnen diese Mengen in
einer Baumstruktur gespeichert werden.
• PX : Bezeichnet die Menge der Positionen der Teilnehmer aus Menge X . In
einer Implementierung ko¨nnen in den Baumstrukturen, in denen Mengen von
Teilnehmern gespeichert sind, zugleich auch deren Positionen gespeichert wer-
den.
• send MESSAGE(x, [y]) → t: Bezeichnet das Senden einer Nachricht MESSA-
GE mit dem Inhalt x und optionalem Inhalt y an Teilnehmer t.
• Qit: Bezeichnet die Teilnehmer in Quadrant i bezu¨glich der Quadrantenauftei-
lung von Teilnehmer t.
In den Entwurfsentscheidungen wird die Verwendung einer Quadrantenstruktur fest-
gelegt. Hierbei teilt jeder Teilnehmer, ausgehend von seiner Position, die virtuelle
Welt parallel zu den Koordinatenachsen in vier Fla¨chen auf. Diese Quadranten wer-
den wie in Abbildung 6.1 gezeigt mit Quadrant 0 bis Quadrant 3 bezeichnet. Fu¨r
einen Teilnehmer A mit der Position pA = (xA, yA) la¨sst sich der Quadrant eines
Teilnehmers t wie in Algorithmus 6.1 gezeigt bestimmen.
Vorbedingung: pt := (xt, yt): Position von Teilnehmer t
Nachbedingung: q: Quadrant von t
procedure BestimmeQuadrant(t)
if xA < xt und yA < yt then
q = 0
else if xA < xt und yA ≥ yt then
q = 1
else if xA ≥ xt und yA ≥ yt then
q = 2





Algorithmus 6.1 Bestimmung des Quadranten




























Abbildung 6.2 Mo¨gliche Nachbarschaftsbeziehungen in QuON.
. Nachbarschaftsbeziehungen
Ein wichtiger Schritt in QuON ist die Klassiﬁzierung der Teilnehmer in verschie-
dene Nachbarschaftsbeziehungen. In QuON wird zwischen direkten Nachbarn, Ver-
bindungsnachbarn und tempora¨ren Nachbarn unterschieden. Die Beziehungen sind
beispielhaft in Abbildung 6.2 dargestellt. Direkte Nachbarn sind alle Teilnehmer, die
sich innerhalb des Interessengebiets eines Teilnehmers beﬁnden. Verbindungsnach-
barn werden zur Sicherung des Netzzusammenhalts und zum Finden neuer Nach-
barn beno¨tigt. Tempora¨re Nachbarn sind kurzlebige Nachbarschaftsbeziehungen, die
aufgrund mo¨glicher Asymmetrie der Verbindungsnachbarschaftsbeziehung beno¨tigt
werden. Im Folgenden soll nun ausfu¨hrlicher auf die einzelnen Nachbarschaftsbezie-
hungen eingegangen werden.
.. Direkte Nachbarn
Ein Spieler hat eine direkte Nachbarschaftsbeziehung zu allen Spielern, die sich in-
nerhalb seines Interessengebiets beﬁnden. Die Menge N der direkten Nachbarn be-
stimmt sich also aus der Menge aller Teilnehmer T wie folgt:
N := {t ∈ T : d(p, pt) ≤ rAoI}
Da sich direkte Nachbarn somit im unmittelbaren Einﬂussbereich eines Teilnehmers
beﬁnden, mu¨ssen sie u¨ber alle Spielereignisse informiert werden. Besonders wichtig
sind hier die Positionsmeldungen, da eine Bewegung der Nachbarn in einer virtu-
ellen Welt mo¨glichst unmittelbar graﬁsch dargestellt werden sollte. Jeder Spieler
muss also regelma¨ßig seine aktuelle Position an alle direkten Nachbarn melden. In
typischen Szenarien mu¨ssen diese Positionsmeldungen mehrmals pro Sekunde ver-
sendet werden. Die Bestimmung der direkten Nachbarn aus der Liste aller bekannten
Teilnehmer ist in Algorithmus 6.2 beschrieben. Mit diesem Algorithmus werden alle
direkten Nachbarn in O(|T |) bestimmt.
Direkte Nachbarn sind jedoch nicht nur aufgrund der direkten Interaktionsmo¨glich-
keit wichtig. In QuON haben sie zusa¨tzlich die Aufgabe, Teilnehmer zu informieren
wenn sie in das Interessengebiet eines anderen Teilnehmers eintreten. In Abschnitt
6.6.1 wird diese Aufgabe genauer beschrieben.
.. Nachbarschaftsbeziehungen 
Vorbedingung: T : Menge der A bekannten Teilnehmer
Nachbedingung: N : Menge der direkten Nachbarn von A
procedure BestimmeDirekteNachbarn(T )
N ← ∅
for all t ∈ T do
if d(p, pt) ≤ rAoI then





Algorithmus 6.2 Bestimmung direkter Nachbarn
.. Verbindungsnachbarn
In virtuellen Welten bilden sich oft Spielergruppen. Eine Spielergruppe ist eine Men-
ge von Teilnehmern, die in der virtuellen Welt u¨ber einen gewissen Zeitraum mitein-
ander interagieren und daher in diesem Zeitraum ra¨umlich nahe beieinander stehen.
Diese Spielergruppen werden u¨blicherweise mit direkten Nachbarschaftsbeziehun-
gen zusammenha¨ngend verbunden. Zwischen verschiedenen Gruppen oder einzelnen
Teilnehmern, die gro¨ßere Absta¨nde zu anderen Teilnehmern halten, besteht jedoch
keine solche Nachbarschaftsbeziehung. Somit wu¨rde ein Overlaynetz, welches aus-
schließlich auf direkte Nachbarschaftsbeziehungen aufgebaut ist, in untereinander
nicht verbundene Komponenten zerfallen. In QuON wird das Zerfallen des Overlays
durch Verbindungsnachbarn verhindert.
Die wesentliche Aufgabe der Verbindungsnachbarn ist folglich, Teilnehmer oder Teil-
nehmergruppen zu verbinden, zwischen denen in dem durch direkte Nachbarschafts-
beziehungen gebildeten Graphen kein Weg gefunden werden kann. Zweckma¨ßiger-
weise werden diese Verbindungen von Teilnehmern am Rand der betreﬀenden Grup-
pen gebildet, da diese im Falle eines Aufeinandertreﬀens der Gruppen zuerst mit
der jeweils anderen Gruppe in Kontakt kommen. Teilnehmer, die sich im Inneren
der Gruppen beﬁnden, ko¨nnen dann von außenliegenden Teilnehmern benachrichtigt
werden, sollten sich die Spielergruppen so nahe kommen, dass sie in Interessengebiete
von Teilnehmern der jeweils anderen Gruppe eintreten.
In QuON wurde hierzu der folgende Ansatz gewa¨hlt: Zur Bestimmung von Ver-
bindungsnachbarn teilt jeder Spieler die virtuelle Welt an seiner Position in vier
Quadranten auf. In jedem nicht-leeren Quadranten beno¨tigt er einen Verbindungs-
nachbarn. Hierzu wa¨hlt er in jedem Quadranten den Spieler aus, der sich am na¨chsten




{t ∈ Qi : ∀t′ ∈ Qi : d(p, pt) ≤ d(p, pt′ )}
Bei hoher Spielerdichte wird es sich, sofern sich der Teilnehmer nicht am a¨ußers-
ten Rand einer Spielergruppe beﬁndet, um einen Spieler handeln, der gleichzeitig
auch ein direkter Nachbar ist. Die Bestimmung der Verbindungsnachbarn wird in
Algorithmus 6.3 dargestellt. Die Laufzeit des Algorithmus ist O(|T |).
 . Ein Overlay-Protokoll für verteilte virtuelle Welten: QuON
Vorbedingung: T : Menge der A bekannten Teilnehmer
Nachbedingung: V := {v0, v1, v2, v3}: Menge der Verbindungsnachbarn von A
procedure BestimmeVerbindungsnachbarn(T )
v0, v1, v2, v3 ← undeﬁniert
for all t ∈ T do
i ← BestimmeQuadrant(t)






Algorithmus 6.3 Bestimmung der Verbindungsnachbarn
Da sich die Positionen der Spieler und somit die Stellung zueinander fortlaufend
a¨ndert, muss der Verbindungsnachbar nach jeder eigenen Bewegung neu bestimmt
werden. Nur so kann gewa¨hrleistet bleiben, dass immer der jeweils na¨chste Spieler
in jedem Quadranten Verbindungsnachbar ist. Spieler, die als Verbindungsnachbarn
fungieren, informieren sich regelma¨ßig u¨ber ihre Positionen sowie u¨ber die Positionen
ihrer anderen Verbindungsnachbarn. Dadurch werden Spieler u¨ber potentiell bessere
Verbindungsnachbarn informiert. Abbildung 6.3a verdeutlicht dies. In der Abbil-
dung sind die Positionen von vier Teilnehmern A bis D in der virtuellen Welt sowie
die Verbindungsnachbarschaftsbeziehungen zwischen diesen Teilnehmern dargestellt.
Teilnehmer B ist ein Verbindungsnachbar von A und informiert diesen deshalb u¨ber
alle seine weiteren Verbindungsnachbarn. C, ein Verbindungsnachbar von B, hat
sich vor kurzem u¨ber die Quadrantengrenze bewegt und beﬁndet sich nun aus Sicht
von A in Quadrant 1 (Q1A). Durch die Mitteilungen von B erfa¨hrt A davon. Da C
in Quadrant 1 fu¨r A ein besserer Verbindungsnachbar ist als der bisherige Verbin-
dungsnachbar D, baut A im na¨chsten Schritt eine Verbindung zu C auf und la¨sst
die Nachbarschaftsbeziehung zu D fallen. Dies ist in Abbildung 6.3b gezeigt. Die
sich hierbei ergebenden Nachbarschaftsbeziehungen sind nicht mehr symmetrisch.
Um die Symmetrie wiederherzustellen, wird die im na¨chsten Abschnitt beschriebene
tempora¨re Nachbarschaftsbeziehung beno¨tigt.
.. Temporäre Nachbarn
Wie im vorangegangenen Abschnitt deutlich wurde, sind Verbindungsnachbarbezie-
hungen nicht in jedem Fall symmetrisch. Es kann somit vorkommen, dass ein Spieler
A Verbindungsnachbar von Spieler B ist, aber Spieler B weder direkter Nachbar noch
Verbindungsnachbar von Spieler A.
Spieler B ist allerdings auf Informationen von Spieler A angewiesen, um seine Auf-
gabe als Verbindungsnachbar gegenu¨ber seinen anderen Nachbarn erfu¨llen zu ko¨n-
nen. Um die Nachbarschaftsbeziehungen symmetrisch zu halten, muss daher eine
weitere Nachbarschaftsbeziehung eingefu¨hrt werden: Die tempora¨re Nachbarschafts-
beziehung. Diese wird wie folgt deﬁniert: Ist ein Teilnehmer A Verbindungsnachbar
eines Teilnehmers B und ist B nicht Verbindungsnachbar von A, so ist B tempora¨rer
Nachbar von A. Um diese Nachbarschaftsbeziehung aufrechtzuerhalten, muss Spieler
B als Initiator der Nachbarschaftsbeziehung regelma¨ßig eine entsprechende Anfra-



























(b) Wechsel der Verbindungsnachbarn von A in Quadrant 1.
Abbildung 6.3 Nachbarschaftsbeziehungen zwischen vier Teilnehmern A bis D.











Abbildung 6.4 Nachbarschaftbeziehungen zweier Teilnehmer B und C zu einem
Teilnehmer A.
die Nachbarschaftsbeziehung fallen gelassen. Algorithmus 6.4 beschreibt die Bestim-
mung der tempora¨ren Nachbarn. Wie die anderen Algorithmen zur Klassiﬁzierung
der Nachbarn hat auch dieser Algorithmus eine Laufzeit von O(|T |).
Vorbedingung: T : Menge der A bekannten Teilnehmer
Vorbedingung: V : Menge der Verbindungsnachbarn von A
Nachbedingung: S: Menge der tempora¨ren Nachbarn von A
procedure BestimmeTempora¨reNachbarn(T ,V)
S ← ∅
for all t ∈ T do
if {Verbindungsnachbaranfrage von t erhalten} ∧t /∈ V then





Algorithmus 6.4 Bestimmung der tempora¨ren Nachbarn
Ein einfaches Beispiel ist in Abbildung 6.4 dargestellt: Da sich in dem oberen rechten
Quadranten von Teilnehmer B (Q0B) nur Teilnehmer A beﬁndet, ist dieser der Ver-
bindungsnachbar von Teilnehmer B. Im unteren linken Quadranten von Teilnehmer
A (Q2A) beﬁnden sich jedoch zwei Teilnehmer, B und C. C ist na¨her an A als B,
also ist Spieler C Verbindungsnachbar von A. Um die Beziehung zwischen A und B
symmetrisch zu machen, wird B tempora¨rer Nachbar von A.
Tempora¨re Nachbarn tauschen mit Verbindungsnachbarn dieselben Daten aus wie
Verbindungsnachbarn untereinander. Damit sind sie funktional a¨quivalent zu Ver-
bindungsnachbarn. Die Unterschiede zu Verbindungsnachbarn sind die explizite An-



















Abbildung 6.5 Verbindungs- und tempora¨re Nachbarschaftsbeziehungen zwischen
drei Teilnehmern A bis C.
die Notwendigkeit, die Beziehung durch den Initiator in jeder Positionsmeldung er-
neut zu besta¨tigen.
Eine Situation, in der die tempora¨re Nachbarschaftsbeziehung besonders wichtig ist,
ist in Bild 6.5 gezeigt: Kommt es aufgrund von Paketverlusten oder Knotenausfa¨l-
len bei einem Teilnehmer A zu fehlender Information, kann es vorkommen, dass er
einen nicht-optimalen Verbindungsnachbarn B in einem Quadranten hat. Dann ist
A oft nicht Verbindungsnachbar von B. Aufgrund der tempora¨ren Nachbarschafts-
beziehung bekommt A trotzdem von B die Adressen und Positionen von dessen
Verbindungsnachbarn zugesendet. Mit diesen Informationen kann A iterativ bessere
Verbindungsnachbarn ﬁnden, bis er schließlich den optimalen Verbindungsnachbarn
gefunden hat. Somit werden Fehler, die aufgrund von Paketverlusten oder Knoten-
ausfa¨llen in der Overlaystruktur auftreten ko¨nnen, selbstta¨tig korrigiert.
Wie der Beweis in Anhang B.1 zeigt, kann hierdurch gewa¨hrleistet werden, dass
jeder Teilnehmer in jedem Quadranten stets den na¨chsten Nachbarn ﬁnden und
als Verbindungsnachbarn wa¨hlen kann. Die Beweisidee ist, zu zeigen, dass, wenn
durch die Bewegung eines Teilnehmers dieser zu einem Verbindungsnachbarn eines
anderen Teilnehmers werden soll, dieser stets von einem seiner Verbindungsnachbarn
oder tempora¨ren Nachbarn daru¨ber informiert werden kann.
Im Zusammenspiel mit der in Abschnitt 6.6.2 beschriebenen Methode zum Finden
neuer Nachbarn ko¨nnen Verbindungsnachbarn und tempora¨re Nachbarn den Zusam-
menhalt des Overlays sichern.
. Positionsmeldungen
Die in Abschnitt 6.4 beschriebene Nachbarklassiﬁzierung beno¨tigt die Positionen der
betreﬀenden Teilnehmer in der virtuellen Welt. Um diese aktuell zu halten, mu¨ssen
alle Teilnehmer regelma¨ßig ihre aktuelle Position an alle benachbarten Teilnehmer
senden. Die Frequenz des Aussendens kann von verschiedenen Faktoren wie beispiels-
weise der maximalen Bewegungsgeschwindigkeit in der virtuellen Welt abha¨ngen. In
 . Ein Overlay-Protokoll für verteilte virtuelle Welten: QuON
heutigen virtuellen Welten sind Frequenzen von ungefa¨hr sechs Positionsaktualisie-
rungen pro Sekunde u¨blich [30].
Das Senden der Positionsmeldungen la¨uft in QuON entsprechend Algorithmus 6.5
ab: Zuna¨chst werden die bekannten Teilnehmer gema¨ß der in den Abschnitten 6.4.1
bis 6.4.3 beschriebenen Kategorien klassiﬁziert. Daraufhin wird die aktuelle Positi-
on an alle direkten Nachbarn versendet. An Verbindungsnachbarn und tempora¨re
Nachbarn werden zusa¨tzlich die Adressen und Positionen aller Verbindungsnachbarn
und tempora¨ren Nachbarn gesendet. Im Anschluss werden alle Teilnehmer aus der
Liste der bekannten Teilnehmer gelo¨scht, zu denen keine Nachbarschaftsbeziehung
besteht. Die Laufzeit und die Zahl der im Rahmen dieses Algorithmus versendeten
Nachrichten betra¨gt O(|N |+ |V|+ |S|).
Vorbedingung: T : Menge der A bekannten Teilnehmer
procedure SendePositionsmeldungen(T )
N ← BestimmeDirekteNachbarn(T )
V ← BestimmeVerbindungsnachbarn(T )
S ← BestimmeTempora¨reNachbarn(T ,V)
/* Position an alle Nachbarn senden. */
for all n ∈ N do
send MOVE(A, p, rAoI) → n
end for
/* An Verbindungs- und tempora¨re Nachbarn zusa¨tzlich V ,PV ,S,PS senden,
an Verbindungsnachbarn: Verbindungsnachbarstatus melden. */
for all t ∈ V do
send MOVE(A, p, rAoI ,V ,PV ,S,PS ,Verbindungsnachbaranfrage) → t
end for
for all t ∈ S do
send MOVE(A, p, rAoI ,V ,PV ,S,PS) → t
end for
T ← N ∪ V ∪ S
end procedure
Algorithmus 6.5 Versenden von Positionsmeldungen
Beim Empfang einer Positionsmeldung verfa¨hrt ein Teilnehmer wie in Algorithmus
6.6 beschrieben: Zuna¨chst werden die Adresse des Absenders der Positionsmeldung
in der Liste der bekannten Teilnehmer gespeichert und die Position des Absenders
aktualisiert. Entha¨lt die Nachricht noch die Positionen weiterer Teilnehmer3, wird
u¨berpru¨ft, ob sich diese bereits in der Liste der bekannten Teilnehmer beﬁnden.
Falls dies nicht der Fall ist, werden sie in die Liste aufgenommen und ihre Position
wird gespeichert. Sind sie bereits in der Liste der bekannten Teilnehmer enthalten,
wird die gesendete Position ignoriert. Da von Teilnehmern, die sich auf der Lis-
te beﬁnden, eine regelma¨ßige Positionsmeldung erwartet wird, sind Informationen
von Dritten in der Regel veraltet. Durch das Ignorieren der Positionsmeldungen fu¨r
bereits bekannte Dritte wird somit verhindert, dass die Position von Teilnehmern
durch veraltete Informationen verfa¨lscht wird. Die Laufzeit dieses Algorithmus be-
tra¨gt O(log |T | ·(|Vm|+ |Sm|)). Im Anschluss an die hier beschriebene Aktualisierung
3Dies ist der Fall, wenn der Empfa¨ngerknoten Verbindungsnachbar oder tempora¨rer Nachbar
des Absenders ist.
.. Finden neuer Nachbarn 
der Positionen wird die in den na¨chsten Abschnitten beschriebene Nachbarschafts-
ﬁndung durchgefu¨hrt.
Vorbedingung: T : Menge der A bekannten Teilnehmern
Vorbedingung: MOVE(m, pm, r
AoI
m , [Vm,PVm ,Sm,PSm ]): Positionsmeldung von
Teilnehmer m
procedure BehandlePositionsmeldung(T ,MOVE(m, pm, rAoIm ,
[Vm,PVm ,Sm,PSm ]))
T ← T ∪ {m}
AktualisierePosition(m)
for all t ∈ Vm ∪ Sm do
if t /∈ T then
AktualisierePosition(m)




Algorithmus 6.6 Empfang einer Positionsmeldung
. Finden neuer Nachbarn
Da Teilnehmer in QuON stets die Positionen aller anderen Teilnehmer in ihrem
Interessengebiet kennen mu¨ssen, ist es wichtig, dass jeder Teilnehmer stets u¨ber neu
in sein Interessengebiet eintretende Teilnehmer informiert wird. In den folgenden
Abschnitten wird erla¨utert, wie dieses Ziel mit Hilfe der in Abschnitt 6.4 vorgestellten
Nachbarschaftsbeziehungen erreicht werden kann.
.. Finden über direkte Nachbarn
Zuna¨chst soll betrachtet werden, wie das Finden neuer Nachbarn durch direkte Nach-
barn funktioniert. Abbildung 6.6 zeigt eine mo¨gliche Situation in einer virtuellen
Welt, in der ein Spieler C in das Interessengebiet des Spielers A eintritt.
Fu¨r die Nachbarschaftsﬁndung u¨berpru¨fen alle Teilnehmer nach dem Empfang einer
Positionsmeldung, ob der jeweilige Teilnehmer durch seine Bewegung in das Interes-
sengebiet eines anderen Teilnehmers eingetreten ist. Um dies u¨berpru¨fen zu ko¨nnen,
wird in den Positionsmeldungen neben der Position auch die Gro¨ße des Interes-
sengebiets mitgesendet. Stellt ein Teilnehmer fest, dass einer seiner benachbarten
Teilnehmer in das Interessengebiet eines anderen Teilnehmers eingetreten ist, infor-
miert er den sich bewegenden Nachbarn u¨ber dieses Ereignis. Dieser kann nun eine
Verbindung zu seinem neuen Nachbarn aufbauen.
Sofern ein Teilnehmer in einem Quadranten einen direkten Nachbarn hat, deckt das
Interessengebiet dieses direkten Nachbarn bei Verwendung der Maximumsnorm den
entsprechenden Quadranten des Interessengebiets des Teilnehmers vollsta¨ndig ab.
Somit beﬁndet sich ein neuer Nachbar, der in diesem Quadranten in das Interes-
sengebiets des Teilnehmers eintreten will, zu diesem Zeitpunkt im Interessengebiet
des direkten Nachbarn. Es besteht also eine Nachbarschaftsbeziehung zwischen dem
direkten Nachbarn und dem neuen Nachbarn, und der neue Nachbar sendet dem


































(c) Nachbarschaftsbeziehungen nach Abschluss der
Bewegung von C.
Abbildung 6.6 Ein neuer Nachbar tritt in das Interessengebiet von A ein.
.. Finden neuer Nachbarn 
direkten Nachbarn regelma¨ßig Positionsmeldungen. Dadurch kann dieser den neuen
Nachbarn u¨ber den Eintritt in das Interessengebiet des Teilnehmers informieren. Die-
ses Verfahren ist in Algorithmus 6.7 dargestellt. Der Algorithmus hat eine Laufzeit
von O(|N |). Der resultierende Bandbreitenbedarf betra¨gt ebenfalls O(|N |).
Vorbedingung: N : Menge der direkten Nachbarn von A
Vorbedingung: MOVE(m, pm, r
AoI
m ): Positionsmeldung von Teilnehmer m
Vorbedingung: p
′
m: Vorige Position von Teilnehmer m
procedure BenachrichtigeU¨berNeueNachbarn(N ,MOVE(m, pm, rAoIm ))
for all n ∈ N do
if d(pn, pm) ≤ rAoIm ∧ d(pn, p′m) > rAoIm then




Algorithmus 6.7 Nachbarschaftsﬁndung u¨ber direkte Nachbarn
Die Mechanismen zum Finden neuer Nachbarn werden im Folgenden an einem Bei-
spiel dargestellt. Ein Teilnehmer A hat einen Nachbarn B. Ein weiterer Teilnehmer,
Teilnehmer C, will in das Interessengebiet von A eintreten. Da sich Teilnehmer C im
selben Quadranten wie B beﬁndet, folgt bei Verwendung der Maximumsnorm, dass
C ein direkter Nachbar von Teilnehmer B sein muss, wenn er in das Interessengebiet
von Teilnehmer A eintritt. Diese Nachbarschaftsbeziehungen sind in Abbildung 6.6a
dargestellt.
Sobald Teilnehmer C in das Interessengebiet von A eintritt und seine neue Position
in einer Positionsmeldung an seine Nachbarn versendet, wird dies von Teilnehmer B
festgestellt. Daraufhin informiert Teilnehmer B, wie in Abbildung 6.6b dargestellt,
Teilnehmer C.
Daraufhin kann Spieler A Spieler C kontaktieren. Es entsteht eine neue direkte Nach-
barschaftsbeziehung zwischen den beiden Spielern. Dies ist in Abbildung 6.6c gezeigt.
Mit Hilfe der direkten Nachbarn ko¨nnen Teilnehmer so u¨ber die meisten neuen Nach-
barn informiert werden. Eine vollsta¨ndige Information ist allerdings nur gewa¨hrleis-
tet, wenn das Interessengebiet eines Teilnehmers vollsta¨ndig von den Interessengebie-
ten anderer Teilnehmer u¨berdeckt wird. Bei der Verwendung der Maximumsmetrik
ist die U¨berdeckung des Interessengebiets gewa¨hrleistet, wenn sich in jedem Qua-
dranten mindestens ein anderer Teilnehmer innerhalb des Interessengebiets beﬁndet.
Dies ist beispielhaft in Abbildung 6.7a dargestellt: Ein Spieler C, der in das Interes-
sengebiet von Spieler A eintreten will, muss vorher das Interessengebiet eines anderen
Teilnehmers B durchqueren.
.. Finden über Verbindungsnachbarn
Besonders bei geringeren Teilnehmerdichten oder bei ungleichma¨ßiger Verteilung der
Teilnehmer in der virtuellen Welt ist das Interessengebiet einiger Teilnehmer nicht
vollsta¨ndig von den Interessengebieten anderer Teilnehmer u¨berdeckt. In diesem Fall
reichen die Informationen der direkten Nachbarn nicht aus, um diesen Teilnehmer
















(a) Das Interessengebiet von Teilnehmer A wird vollsta¨ndig von den















(b) Das Interessengebiet von Teilnehmer A wird nicht vollsta¨ndig
von den Interessengebieten seiner direkten Nachbarn u¨berdeckt.
Abbildung 6.7 U¨berdeckung der Interessengebiete mehrerer Teilnehmer.
.. Finden neuer Nachbarn 
u¨ber alle neuen Nachbarn zu informieren. In Abbildung 6.7b ist eine Situation abge-
bildet, in der das Interessengebiet eines Teilnehmers A in Quadrant 3 nicht vollsta¨n-
dig u¨berdeckt ist. Hier kann ein Teilnehmer C unbemerkt von direkten Nachbarn in
das Interessengebiet von A eintreten.
In diesem Fall muss die Benachrichtigung des neuen Nachbarn auf einem anderen
Weg erfolgen. In QuON geschieht dies mit Hilfe der Verbindungsnachbarn: Durch
den in den Abschnitten 6.4.2 und 6.4.3 beschriebenen Auswahlmechanismus wird
gewa¨hrleistet, dass in jedem Quadranten stets der na¨chste Teilnehmer bekannt ist
und als Verbindungsnachbar gewa¨hlt wird. Kommt also ein Teilnehmer na¨her als der
aktuelle Verbindungsnachbar, wird dieser u¨ber den Verbindungsnachbaralgorithmus
als neuer Verbindungsnachbar gewa¨hlt. Existiert in einem Quadranten kein direk-
ter Nachbar, der nach dem in Abschnitt 6.6.1 beschriebenen Verfahren u¨ber neue
Nachbarn informieren kann, muss der aktuelle Verbindungsnachbar außerhalb des
Interessengebiets sein. Somit ist jeder Teilnehmer, der in das Interessengebiet eintre-
ten will, na¨her als der aktuelle Verbindungsnachbar. Der neue Nachbar wird somit
zum neuen Verbindungsnachbarn gewa¨hlt, bevor er in das Interessengebiet eintritt.
Abbildung 6.8a zeigt dazu ein Beispiel. Ein Spieler C bewegt sich in Richtung ei-
nes Spielers A. In dem Quadranten, aus dem Spieler C in das Interessengebiet von
Spieler A eintreten wird, hat Teilnehmer A keinen direkten Nachbarn. B ist der
Verbindungsnachbar von A in dem betreﬀenden Quadranten. C ist ein Nachbar von
Spieler B.
In Abbildung 6.8b hat sich Teilnehmer C nun so weit bewegt, dass na¨her zu A ist
als der alte Verbindungsnachbar B. Aufgrund der in Abschnitt 6.4.2 beschriebene
Methode zur Aktualisierung der Verbindungsnachbarn informiert B nun A und C
daru¨ber, dass C ein neuer Verbindungsnachbarkandidat fu¨r A ist.
Somit wird, wie in Abbildung 6.8c gezeigt, Teilnehmer C Verbindungsnachbar von
A bevor er in dessen Interessengebiet eintritt.
Bei Verwendung der Maximumsmetrik la¨sst sich beweisen, dass der Verbindungs-
nachbarmechanismus in jedem Fall das Finden neuer Nachbarn gewa¨hrleistet. Die
Beweisidee ist es, zu zeigen, dass jeder Teilnehmer, der sich dem Interessengebiet ei-
nes anderen Teilnehmers na¨hert, mindestens einen Nachbarn haben muss, der auch




Steht den Teilnehmern einer virtuellen Welt nur wenig Bandbreite zur Verfu¨gung,
kann die Nachbarschaftsﬁndung modiﬁziert werden, um den Bandbreitenbedarf von
QuON zu senken. Diese Modiﬁzierung sieht vor, dass nur noch die Verbindungsnach-
barn fu¨r das Finden neuer Nachbarn zusta¨ndig sind. Ist der Verbindungsnachbar au-
ßerhalb des Interessengebiets eines Teilnehmers, verha¨lt er sich unvera¨ndert wie im
obigen Abschnitt 6.6.2 beschrieben. Die in Abschnitt 6.6.1 beschriebene Nachbars-
ﬁndung durch direkte Nachbarn wird jedoch nur noch von Verbindungsnachbarn,
die sich innerhalb des Interessengebiets eines Teilnehmers beﬁnden, durchgefu¨hrt.
Falls ein Teilnehmer in das Interessengebiet eines anderen Teilnehmer eintritt, wird














































(c) C wird neuer Verbindungsnachbar von A.
Abbildung 6.8 Ein neuer Nachbar na¨hert sich dem Interessengebiet von A.
.. Teilnehmerbeitritt und Verlassen des Overlays 
also nur noch genau eine Benachrichtigung u¨ber diese Ereignis verschickt. Dieses
Verfahren ist in Algorithmus 6.8 dargestellt. Dieser Algorithmus hat eine Laufzeit
von O(|N |).
Vorbedingung: N : Menge der direkten Nachbarn von A
Vorbedingung: V : Menge der Verbindungsnachbarn von A
Vorbedingung: S: Menge der tempora¨ren Nachbarn von A
Vorbedingung: MOVE(m, pm, r
AoI
m ): Positionsmeldung von Teilnehmer m
Vorbedingung: p
′
m: Vorige Position von Teilnehmer m




if m ∈ V ∪ S then
for all n ∈ N do
if d(pn, pm) ≤ rAoIm ∧ d(pn, p′m) > rAoIm then





Algorithmus 6.8 Alternative Nachbarschaftsﬁndung, nur u¨ber Verbindungsnach-
barn
Bei Verwendung der Maximumsmetrik u¨berdecken Teilnehmer, die sich innerhalb des
Interessengebiets eines anderen Teilnehmers beﬁnden, dieses innerhalb ihres Qua-
dranten vollsta¨ndig. Beﬁndet sich also der Verbindungsnachbar innerhalb des Inter-
essengebiets, kann er alle Teilnehmer, die in dem jeweiligen Quadranten in das Inter-
essengebiet eintreten, u¨ber dieses Ereignis informieren. Ist der Verbindungsnachbar
außerhalb des Interessengebiets, greift die u¨bliche in Abschnitt 6.6.2 beschriebene
Nachbarsﬁndung u¨ber Verbindungsnachbarn. Somit ist dieses Verfahren prinzipiell
ausreichend, um jeden Teilnehmer u¨ber alle neuen Nachbarn zu informieren. Da
weniger Nachbarschaftsbenachrichtigungen verschickt werden als bei der unmodiﬁ-
zierten Nachbarsﬁndung, sinkt der Bandbreitenbedarf. Allerdings geht hierbei auch
durch fehlende Redundanz ein Teil der Robustheit des Protokolls verloren: Kommt es
zu Paketverlusten oder la¨ngeren Paketverzo¨gerungen, werden Teilnehmer in einigen
Fa¨llen nicht oder zu spa¨t u¨ber neue Nachbarn informiert. Eine genauere Evaluierung
dieses Verfahrens ﬁndet sich in Abschnitt 8.1.5.
. Teilnehmerbeitritt undVerlassendesOver-
lays
In den vorigen Abschnitten wurde der Protokollablauf fu¨r Spieler beschrieben, die
bereits Teil eines QuON-Netzes sind. In diesem Abschnitt soll nun erla¨utert wer-
den, wie Teilnehmer einem QuON-Netz beitreten ko¨nnen und wie das Verlassen des
QuON-Netzes gehandhabt wird. Dabei werden auch die Einﬂu¨sse von Knotenausfa¨l-
len betrachtet.
.. Knotenbeitritt
Ein Teilnehmer, welcher der virtuellen Welt beitreten will, beno¨tigt hierzu die Adres-
se eines beliebigen Mitglieds des Overlaynetzes. Diese kann u¨ber verschiedene in der
 . Ein Overlay-Protokoll für verteilte virtuelle Welten: QuON
Literatur beschriebene Verfahren bezogen werden [37, 42]. An diese Adresse kann
nun ein JOIN-Request versendet werden. In dieser Nachricht wird die gewu¨nsch-
te Eintrittsposition in der virtuellen Welt vermerkt. Der Empfa¨nger eines solchen
JOIN-Requests leitet diesen nun an denjenigen seiner Nachbarn weiter, der sich am
na¨chsten an der gewu¨nschten Position beﬁndet. Auf diese Weise wird die Nachricht
greedy weitergeleitet, bis der Teilnehmer erreicht ist, der sich am na¨chsten zu der ge-
wu¨nschten Position beﬁndet. Dieser Teilnehmer beantwortet nun den JOIN-Request
des beitretenden Teilnehmers mit einer vollsta¨ndigen Liste seiner Nachbarn. Der
beitretende Teilnehmer kann nun diese Nachbarn kontaktieren und sich so in das
Overlay einbinden. Die Behandlung einer Teilnehmerbeitrittsanfrage ist in Algorith-
mus 6.9 dargestellt.
Vorbedingung: N : Menge der direkten Nachbarn von A
Vorbedingung: V : Menge der Verbindungsnachbarn von A
Vorbedingung: S: Menge der tempora¨ren Nachbarn von A
Vorbedingung: JOIN(B, pB): JOIN-Request von Teilnehmer B
procedure BehandleBeitrittsanfrage(JOIN(B, pB),N ,V ,S)
n ← A
for all t ∈ N ∪ V ∪ S do




if n = A then
send JOIN(B, pB) → n
else
send JOIN ACK(N ,PN ,V ,PV ,S,PS) → B
end if
end procedure
Algorithmus 6.9 Behandlung einer Teilnehmerbeitrittsanfrage
Die Laufzeit des Algorithmus betra¨gt O(|N | + |V| + |S|). Im ungu¨nstigsten Fall
werden fu¨r das beschriebene Verfahren bei n Teilnehmern der virtuellen Welt O(n)
Nachrichten beno¨tigt. Unter Annahme der Gleichverteilung der Teilnehmer in der
virtuellen Welt sind O(
√
n) Nachrichten no¨tig.
Eine schnellere Anmeldung ist mo¨glich, wenn der initiale Join-Request an einen Teil-
nehmer gesendet wird, der bereits nahe der gewu¨nschten Position in der virtuellen
Welt ist. Hierzu mu¨ssen die Bootstrap-Mechanismen erweitert werden. Eine Mo¨g-
lichkeit besteht darin, die ungefa¨hre Position aller Teilnehmer zusammen mit ihrer
Adresse in einem Location Cache zu speichern. Dies kann sowohl an zentraler Stelle,
beispielsweise einem Login Server, als auch verteilt, beispielsweise in einer verteilten
Hash-Tabelle [130], geschehen. Um unno¨tigen Datenverkehr zu vermeiden, sollte die
Positionsangabe nur aktualisiert werden, wenn sich ein Teilnehmer zu weit von der
zuletzt vero¨ﬀentlichen Position entfernt hat. Bei der in Kapitel 7 vorgestellten Er-
weiterung zur Absicherung des Protokolls gegen bo¨swillige Teilnehmer kann die dort
zu Autorisierungszwecken verwendete Autorisierungsstelle einfach un einen Location
Cache erweitert werden. Eine Evaluierung der verschiedenen Teilnehmerbeitrittsva-
rianten ﬁndet sich in Abschnitt 8.1.6.
.. Teilnehmerbeitritt und Verlassen des Overlays 
.. Geordnetes Verlassen des Overlays
Verla¨sst ein Teilnehmer das Overlaynetz, informiert er alle benachbarten Teilneh-
mer. In der hierzu verwendeten LEAVE -Nachricht listet er alle seine momentanen
Nachbarn auf. Die Empfa¨nger einer solchen Nachricht entfernen den Absender aus
ihrer Nachbarsliste und u¨berpru¨fen, ob durch diese Aktion einer der in der LEAVE-
Nachricht aufgefu¨hrten Teilnehmer nun in einer Nachbarschaftsbeziehung zu ihnen
steht. Damit kann Inkonsistenzen in der Netzstruktur vorgebeugt werden.
Um das geordnete Abmelden vom Netz zu forcieren, schaﬀen viele virtuelle Welten
Anreize, die das geordnete Abmelden belohnen. In
”
World of Warcraft“ wird bei-
spielsweise Spielern, die sich in Gaststa¨tten der virtuellen Welt ausloggen, ein Bonus
auf die erworbenen Erfahrungspunkte gewa¨hrt.
.. Behandlung von Teilnehmerausfällen
Trotz dieser Maßnahmen kann jedoch nicht garantiert werden, dass alle Teilneh-
mer beim Verlassen des Netzes ordnungsgema¨ß eine LEAVE-Nachricht versenden:
In Peer-to-Peer-Netzen muss damit gerechnet werden, dass ein Teil der Teilneh-
mer ausfa¨llt, ohne diesen Ausfall kommunizieren zu ko¨nnen. Ursachen dafu¨r ko¨nnen
beispielsweise Computerabstu¨rze oder Abbru¨che der Internetverbindung sein. Emp-
fa¨ngt ein Teilnehmer von einem anderen Teilnehmer fu¨r eine gewisse Zeitspanne,
dem sogenannten Alive-Timeout, keine Nachrichten mehr, geht er davon aus, dass
dieser Teilnehmer ausgefallen ist. In diesem Fall entfernt er den Teilnehmer aus seiner
Nachbarsliste.
Weiterhin muss das Wiedereinfu¨gen der auf diese Weise als ausgefallen erkannten
Teilnehmer in die Nachbarsliste verhindert werden. Ein Wiedereinfu¨gen kann da-
durch erfolgen, dass andere Teilnehmer, die den Ausfall noch nicht bemerkt haben,
veraltete Informationen weiterleiten. Beim Empfang einer solchen Information wird
der ausgefallene Teilnehmer durch die in Algorithmus 6.6 beschriebene Behandlung
von Positionsmeldungen wieder in die Nachbarsliste aufgenommen, auch wenn er
zuvor als ausgefallen erkannt und aus der Nachbarsliste entfernt wurde. Eine ein-
fache Lo¨sung fu¨r dieses Problem ist die Einfu¨hrung einer Liste gelo¨schter Teilneh-
mer. Informationen u¨ber Teilnehmer, die auf dieser Liste aufgefu¨hrt sind, werden
ignoriert. Es muss allerdings ermo¨glicht werden, dass Teilnehmer, die aufgrund ei-
ner zeitweiligen Unterbrechung ihrer Netzanbindung als gelo¨scht markiert wurden,
wieder in das Overlaynetz eingegliedert werden ko¨nnen. Dies la¨sst sich erreichen,
indem man Teilnehmer, deren Position sich seit ihrer Eintragung auf die Liste ge-
a¨ndert hat, von der Lo¨schliste entfernt und wieder in die Nachbarsliste aufnimmt.
Die um diesen Mechanismus erweiterte Behandlung empfangener Bewegungsmel-
dungen ist in Algorithmus 6.10 dargestellt. Die Laufzeit des Algorithmus betra¨gt
O((log |N |+ log |T |+ log |L|) · (|Vm|+ |Sm|)).
.. Backup-Nachbarn
Das Erkennen ausgefallener Teilnehmer ist jedoch allein nicht ausreichend, um den
Netzzusammenhalt zu gewa¨hrleisten. Insbesondere kann der Ausfall eines Verbin-
dungsnachbarn dazu fu¨hren, dass Teilnehmer oder Teilnehmergruppen vom Netz ge-
trennt werden und die Kontaktmo¨glichkeit zu anderen Teilnehmern verlieren. Dies
ist in Abbildung 6.9 gezeigt: In Abbildung 6.9a sind die Nachbarschaftsbeziehungen
 . Ein Overlay-Protokoll für verteilte virtuelle Welten: QuON
Vorbedingung: T : Menge der A bekannten Teilnehmer
Vorbedingung: L: Menge der von A als gelo¨scht markierten Nachbarn
Vorbedingung: ∀l ∈ L: p′l Zuletzt bekannte Position von l
Vorbedingung: MOVE(m, pm, r
AoI
m , [Vm,PVm ,Sm,PSm ]): Positionsmeldung von
Teilnehmer m
procedure BehandlePositionsmeldung(T ,L,MOVE(m, pm, rAoIm ,
[Vm,PVm ,Sm,PSm ]))
T ← T ∪ {m}
AktualisierePosition(m)
for all t ∈ Vm ∪ Sm do
if t /∈ T ∧ (t /∈ L ∨ pt = p′t) then
AktualisierePosition(m)
T ← T ∪ {t}




Algorithmus 6.10 Empfang einer Positionsmeldung
zwischen drei Teilnehmern dargestellt. Die Teilnehmer A und C haben jeweils eine
Nachbarschaftsbeziehung mit Teilnehmer B. Fa¨llt dieser nun, wie in Abbildung 6.9b
gezeigt, aus, verlieren die beiden anderen Teilnehmer die Mo¨glichkeit, eine Verbin-
dung zueinander aufzubauen, da sie die Adresse des jeweils anderen Teilnehmers
nicht kennen und kein weiterer Teilnehmer existiert, der die beiden Teilnehmer mit-
einander bekannt machen ko¨nnte. Wenn nun einer dieser Teilnehmer in das Interes-
sengebiet des anderen eintritt, kommt es zu einem Verlust der Nachbarschaftskennt-
nis : Nach den Regeln der virtuellen Welt mu¨ssten die Teilnehmer Nachbarn werden.
Da sie jedoch nicht u¨ber die Position des jeweils anderen Teilnehmers informiert
werden, wird die erforderliche Nachbarschaftsbeziehung nicht aufgebaut.
Um den Ausfall von Verbindungsnachbarn zu kompensieren, kann ein einfaches
Backup-Schema angewendet werden. Hierzu fu¨hrt jeder Teilnehmer eine Liste mit
mo¨glichen Ersatzkandidaten fu¨r die Rolle des Verbindungsnachbarn. In jedem Qua-
dranten werden die Adressen der na¨chsten Teilnehmer gespeichert. Der na¨chste
Nachbar in jedem Quadranten wird, wie gewohnt, Verbindungsnachbar. Eine durch
den Parameter nb bestimmte Anzahl an Teilnehmern werden zu Backup-Nachbarn.
Die Bestimmung dieser Nachbarn geschieht in Verbindung mit der Bestimmung der
Verbindungsnachbarn. Algorithmus 6.11 zeigt die Bestimmung der Verbindungs- und
Backup-Nachbarn. Bei diesem Algorithmus wird die Menge der bekannten Teilneh-
mer durchlaufen. Fu¨r jeden bekannten Teilnehmer wird festgestellt, in welchem Qua-
dranten sich der Teilnehmer beﬁndet. Falls in diesem Quadranten noch kein Verbin-
dungsnachbarkandidat existiert, wird der Teilnehmer zum aktuellen Verbindungs-
nachbarkandidaten. Existiert bereits ein Verbindungsnachbarkandidat, wird gepru¨ft,
ob dieser weiter entfernt ist als der aktuell gepru¨fte Teilnehmer. Ist dies der Fall,
ersetzt der Teilnehmer den Verbindungsnachbarkandidaten. Der alte Verbindungs-
nachbarkandidat wird der Liste der Backup-Kandidaten zugefu¨gt. Ist der Teilnehmer
zwar weiter weg als der aktuelle Verbindungsnachbarkandidat, aber na¨her als ein Ele-
ment der Liste der Backup-Nachbarn oder sind in der Liste der Backup-Nachbarn
weniger als nb Teilnehmer verzeichnet, wird er der Liste der Backup-Nachbarn zu-





























(b) Ausfall von Teilnehmer B.
Abbildung 6.9 Verlust des Netzzusammenhaltes durch Teilnehmerausfall.
gefu¨gt. Entha¨lt die Liste nun mehr als nb Backup-Nachbarn fu¨r den betreﬀenden
Quadranten wird der am weitesten entfernte Backup-Nachbar aus der Liste entfernt.
Nachdem die komplette Menge der bekannten Teilnehmer durchlaufen ist, sind die
na¨chsten Teilnehmer in jedem Quadranten Verbindungsnachbarkandidaten. Die Lis-
te der Backup-Nachbarn entha¨lt in jedem Quadranten die nb na¨chsten Teilnehmer,
sofern in den Quadranten genu¨gend Teilnehmer bekannt sind. Die Laufzeit des Al-
gorithmus ist O(|T | · /nb). Dieser Algorithmus wird nun anstelle der in Algorithmus
6.3 beschriebenen Auswahl der Verbindungsnachbarn eingesetzt.
Jeder Teilnehmer kontaktiert in regelma¨ßigen Absta¨nden die mit Hilfe des hier be-
schriebenen Algorithmus bestimmten Backup-Nachbarn und erfragt ihre aktuelle
Position sowie die Positionen und Adressen ihrer jeweiligen Verbindungsnachbarn.
Mit den hieraus gewonnenen Informationen la¨sst sich im Fall eines Teilnehmeraus-
falls ein neuer Verbindungsnachbar fu¨r den betreﬀenden Quadranten ﬁnden, sofern
in dem betreﬀenden Quadranten ein Backup-Nachbar bekannt war. Da die Zahl
der Backup-Nachbarn konstant ist, ist der zusa¨tzliche Bandbreitenaufwand fu¨r diese
Backup-Methode O(1).
 . Ein Overlay-Protokoll für verteilte virtuelle Welten: QuON
Vorbedingung: T : Menge der A bekannten Teilnehmer
Nachbedingung: V := {v0, v1, v2, v3}: Menge der Verbindungsnachbarn von A
Nachbedingung: B: Menge der Backup-Nachbarn von A
procedure BestimmeVerbindungsUndBackupNachbarn(T )
v0, v1, v2, v3 ← undeﬁniert
for all t ∈ T do
i ← BestimmeQuadrant(t)
if vi undeﬁniert then
vi ← t
else if d(p, pt) < d(p, pvi) then
B ← B ∪ {vi}
vi ← t
else if |B ∩QiA| < nb ∨ ∃b ∈ B ∩QiA : d(p, pt) < d(p, pb) then
B ← B ∪ {t}
end if
if |B ∩QiA| > nb then
s := s ∈ B ∩QiA : ∀b ∈ B ∩QiA : d(p, ps) ≥ d(p, pb)





Algorithmus 6.11 Bestimmen der Backup-Nachbarn
... Evaluierung
Um das Backup-Schema zu evaluieren und gute Werte fu¨r den Parameter nb zu be-
stimmen, wurden in OverSim Simulationen durchgefu¨hrt. Hierbei wurde das in Ab-
schnitt 4.5.1 erla¨uterte SimpleUnderlay verwendet, um das unterliegende Netzwerk
zu abstrahieren. Es wurde ein einfaches Szenario betrachtet, in dem sich Teilnehmer
in einer quadratischen virtuellen Welt bewegen. Die simulierte virtuelle Welt hatte
eine Gro¨ße von 1.000m mal 1.000m. In dieser Welt bewegten sich im Mittel 500
Teilnehmer mit einer Geschwindigkeit von 5m/s. Die Teilnehmer bildeten Gruppen
mit einer Gro¨ße von bis zu 40 Teilnehmern. Teilnehmer in einer Gruppe beweg-
ten sich immer gemeinsam zu einem zufa¨llig gewa¨hlten Ziel; bei Erreichen des Ziels
wurde ein neues Ziel gewa¨hlt. Die Sitzungszeiten der Teilnehmer wurden anhand
des in Abschnitt 4.8.1 vorgestellten ParetoChurn-Modells bestimmt. Die mittlere
Sitzungszeit betrug 100 Minuten. Nach Ablauf der Sitzungszeit wurde zufa¨llig ent-
schieden, ob der Teilnehmer das Netz geordnet verla¨sst (graceful leave) oder ohne
Vorwarnung ausfa¨llt (fail-stop). Um Latenzeﬀekte auszuschließen, wurde der im Ka-
pitel 6.8 beschriebene Interessengebietspuﬀer mit einem Radius von 5m eingesetzt.
Die Wahrscheinlichkeit eines geordneten Abmeldens wurde in verschiedenen Simu-
lationsla¨ufen auf 0%, 50%, 75%, 90% oder 100% gesetzt. Die Anzahl nb an Backup-
Nachbarn pro Quadrant wurde von eins bis drei variiert. Diese Backup-Nachbarn
wurden alle fu¨nf Sekunden kontaktiert. Zum Vergleich wurden Simulationen ohne
den Backup-Mechanismus durchgefu¨hrt. Die simulierte Zeit betrug zwei Stunden,
dabei wurde jeder Simulationslauf mit 30 verschiedenen Seeds wiederholt. Tabelle
6.1 fasst die Simulationsparameter zusammen.
.. Teilnehmerbeitritt und Verlassen des Overlays 
Parameter Wert
Simulationszeit 2 Stunden nach Initialisierungsphase
Anzahl Seeds 30
Teilnehmerzahl 500














In den Simulationen wurde die Nachbarschaftskenntnis und die durchschnittlich be-
no¨tigte Bandbreite gemessen. Die Nachbarschaftskenntnis dru¨ckt aus, welcher Anteil
an Teilnehmern alle anderen Teilnehmer kennt, die sich in seinem Interessengebiet
beﬁnden. Die Simulationsergebnisse sind in Abbildung 6.10 dargestellt.
Abbildung 6.10a zeigt die Nachbarschaftskenntnis in Abha¨ngigkeit von der grace-
ful leave-Wahrscheinlichkeit. Deutlich ist zu sehen, dass die Nachbarschaftskenntnis
bei QuON ohne Backup-Mechanismus bei einem ho¨heren Anteil an fail-stop aus-
fallenden Teilnehmer schnell fa¨llt. Wenn sich 100% der Teilnehmer ordnungsgema¨ß
abmelden, liegt der Wert bei knapp 94%. Wird jedoch die Sitzung aller Teilnehmer
durch einen Ausfall beendet, sodass kein Teilnehmer sich geordnet abmelden kann,
betra¨gt er nur noch ungefa¨hr 60%. Hier zeigt sich, dass der Ausfall von Verbindungs-
nachbarn wie erwartet zu Einbußen in der Nachbarschaftskenntnis fu¨hrt. Sind jedoch
die oben beschriebenen Backup-Mechanismen aktiviert, bleibt die Nachbarschafts-
kenntnis bei nahezu 100%. Die Backup-Mechanismen ko¨nnen also den Ausfall von
Verbindungsnachbarn wirksam kompensieren.
Dabei erweist sich bereits ein Backup-Nachbar pro Quadrant als sehr eﬀektiv. Diese
Konﬁguration erreicht eine Nachbarschaftskenntnis von 99.97% bei 100% graceful
leave und 99.93% bei 0% graceful leave. Bei zwei Backup-Nachbarn pro Quadrant
werden mit 99.98% bei 100% graceful leave und 99.96% bei 0% graceful leave leicht
bessere Werte erreicht. Bei drei Backup-Nachbarn pro Quadranten bleibt die Nach-
barschaftskenntnis zwischen 99.97% und 99.98%. Somit zeigt sich, dass eine ho¨here
Anzahl an Backup-Nachbarn die Nachbarschaftskenntnis verbessert und den Einﬂuss
der graceful leave-Wahrscheinlichkeit auf die Nachbarschaftskenntnis verringert.
Der durchschnittliche Bandbreitenbedarf in Abha¨ngigkeit der graceful leave-Wahr-
scheinlichkeit ist in Abbildung 6.10b dargestellt. Dabei fa¨llt der Bandbreitenbedarf
stets mit sinkender graceful leave-Wahrscheinlichkeit; bei einem Backup-Nachbarn
pro Quadranten beispielsweise von 27 kByte/s auf 26 kByte/s. Dies ist damit zu be-
gru¨nden, dass bei geringerer graceful leave-Wahrscheinlichkeit eine geringere Anzahl


































































(b) Durchschnittlicher Bandbreitenbedarf in Abha¨ngigkeit
der graceful leave-Wahrscheinlichkeit.
Abbildung 6.10 Evaluierungsergebisse des Backup-Mechanismus.
der relativ großen LEAVE-Nachrichten versendetet werden. Ohne Verwendung der
Backup-Nachbarn sinkt der Bandbreitenbedarf noch deutlich sta¨rker. Ursache da-
fu¨r ist die fallende Nachbarschaftskenntnis: Wenn ein Teilnehmer Nachbarn nicht
kennt, werden auch keine Positionsmeldungen ausgetauscht. Somit sinkt der Band-
breitenbedarf bei fallender Nachbarschaftskenntnis deutlich. Eine sinnvolle Abscha¨t-
zung des Bandbreitenmehrbedarfs bei Verwendung von Backup-Nachbarn ist also
nur bei einer graceful leave-Wahrscheinlichkeit von 100% gegeben, da nur dann
QuON ohne Backup-Mechanismen eine akzeptable Nachbarschaftskenntnis erreicht.
Hier beno¨tigt QuON ohne Backup-Nachbarn eine durchschnittliche Bandbreite von
26 kByte/s. Mit einem Backup-Nachbarn werden knapp 27 kByte/s beno¨tigt, mit
zwei Backup-Nachbarn 27,7 kByte/s und mit drei Backup-Nachbarn 28,2 kByte/s.
Dabei ist der Abstand zwischen den Varianten mit Backup-Nachbarn u¨ber verschie-
dene graceful leave-Wahrscheinlichkeiten relativ konstant.
Die Evaluierung zeigt, dass die Einfu¨hrung von Backup-Nachbarn wichtig fu¨r QuON
ist. Ohne Backup-Nachbarn fa¨llt die Nachbarschaftskenntnis bei Teilnehmerausfa¨llen
schnell auf inakzeptable Werte: Bereits bei einer graceful leave-Wahrscheinlichkeit
von 75% fehlen 30% der Teilnehmer Informationen u¨ber mindestens einen ihrer Nach-
.. Verbesserung der Nachbarschaftskenntnis bei Nachrichtenverzögerung 
barn. Mit Backup-Nachbarn bleibt die Nachbarschaftskenntnis in den betrachteten
Szenarien immer bei u¨ber 99,93%. Eine Erho¨hung der Zahl der Backup-Nachbarn
kann diesen Wert weiter verbessern. Dabei steigt die beno¨tigte durchschnittliche
Bandbreite leicht an. Mit einem Backup-Nachbarn pro Quadrant beno¨tigt QuON
knapp 4% mehr Bandbreite als ohne Backup-Mechanismen. Ein Teil dieses Band-
breitenmehrbedarfs wird durch die bessere Nachbarschaftskenntnis verursacht, so-
dass die Erho¨hung der Zahl der Backup-Nachbarn auf zwei oder drei pro Quadrant
den Bandbreitenbarf jeweils nur um weitere 2% steigert. Backup-Nachbarn sind also
eine eﬃziente Lo¨sung, um Probleme durch ausfallende Teilnehmer in QuON zu ver-
meiden. Durch den Einsatz von mehreren Backup-Nachbarn pro Quadranten kann
die Nachbarschaftskenntnis noch einmal verbessert werden.
. VerbesserungderNachbarschaftskenntnis
bei Nachrichtenverzögerung
Das Interessengebiet eines Teilnehmers wurde im Rahmen dieser Arbeit so deﬁniert,
dass sich alle Teilnehmer, mit denen nach den Regeln der virtuellen Welt direkt inter-
agiert werden kann, im Interessengebiet beﬁnden. In QuON wird mit Teilnehmern
innerhalb des Interessengebiets im Rahmen der direkten Nachbarschaftsbeziehung
eine Verbindung aufgebaut. Zur Bestimmung der Nachbarschaftsbeziehung wird die
Position des anderen Teilnehmers mit dem eigenen Interessengebiet verglichen.
Allerdings werden Positionsmeldungen nur in bestimmten Intervallen ausgesendet.
Zusa¨tzlich werden sie durch das unterliegende Netzwerk verzo¨gert. Aus diesem Grund
ist das Wissen u¨ber die Position eines anderen Teilnehmers stets mit einer gewissen
Unscha¨rfe versehen. Die Unscha¨rfe la¨sst sich wie folgt abscha¨tzen: Sei l¯ die durch-
schnittliche Latenz zwischen dem Absender A einer Positionsmeldung und dessen
Empfa¨nger B, f die Versendefrequenz der Positionsmeldungen und v¯ die durch-
schnittliche Bewegungsgeschwindigkeit in der virtuellen Welt. Dann ist die Abwei-
chung der Position, an der B den Aufenthaltsort von A vermutet und der tatsa¨ch-
lichen Position von A die durchschnittliche Zeit zum Versenden der na¨chsten Posi-





+ l¯) · v¯
Analog ist die maximale Abweichung bei einer maximalen Latenz lMAX und einer
maximalen Bewegungsgeschwindigkeit vMAX die maximale Zeit zum Versenden der
na¨chsten Positionsmeldung 1/f zuzu¨glich der maximalen Latenz lMAX multipliziert




+ lMAX) · vMAX
In Abbildung 6.11 wird verdeutlicht, wie hierdurch die Nachbarschaftskenntnis beein-
tra¨chtigt werden kann: Teilnehmer A vermutet einen Teilnehmer B außerhalb seines
Interessengebiets, tatsa¨chlich beﬁndet sich dieser jedoch innerhalb des Interessenge-
biets von A. Dieses Problem kann vermindert werden, wenn die oben beschriebene
Unscha¨rfe bei der Nachbarklassiﬁkation und der Benachrichtigung neuer Nachbarn










Abbildung 6.11 Zwei Teilnehmer A und B sowie die von A vermutete Position von
B.
beru¨cksichtigt wird. Hierzu kann eine Puﬀerzone um das Interessengebiet bestimmt
werden. Teilnehmer, deren vermutete Position innerhalb der Puﬀerzone liegt, werden
dann als direkte Nachbarn klassiﬁziert. Algorithmus 6.12 zeigt die derart modiﬁzier-
te Klassiﬁzierung direkter Nachbarn. Analog wird bei der Benachrichtigung neuer
Nachbarn dann u¨ber Nachbarn informiert, wenn diese in die Puﬀerzone eintreten.
Dieses ist in Algorithmus 6.13 gezeigt. Die Gro¨ße der Puﬀerzone kann im einfachsten
Fall auf Basis einer Vorabscha¨tzung u¨ber die auftretenden Latenzen und konﬁgurier-
ten Wissens u¨ber maximale Geschwindigkeit und Positionsmeldefrequenz bestimmt
werden. Ein gro¨ßerer Puﬀer fu¨hrt hierbei zu einer ho¨heren Nachbarschaftskenntnis,
erho¨ht jedoch auch die beno¨tigte Bandbreite aufgrund der zusa¨tzlich aufgebauten
Nachbarschaftsbeziehungen.
Vorbedingung: T : Menge der Teilnehmer A bekannten Teilnehmer
Vorbedingung: rBuf : Gro¨ße des Interessengebietspuﬀers
Nachbedingung: N : Menge der direkten Nachbarn von A
procedure BestimmeDirekteNachbarn(T )
N ← ∅
for all t ∈ T do
if d(p, pt) ≤ rAoI + rBuf then





Algorithmus 6.12 Bestimmung direkter Nachbarn mit Interessengebietspuﬀer
.. Evaluierung
Um die Wirksamkeit des Interessengebietspuﬀers zu evaluieren, wurden Simulatio-
nen in OverSim durchgefu¨hrt. Die Simulationsparameter entsprechen denen der in
Abschnitt 6.7.4.1 beschriebenen Evaluierung der Backup-Nachbarn:
.. Verbesserung der Nachbarschaftskenntnis bei Nachrichtenverzögerung 
Vorbedingung: N : Menge der direkten Nachbarn von A
Vorbedingung: rBuf : Gro¨ße des Interessengebietspuﬀers
Vorbedingung: MOVE(m, pm, r
AoI
m ): Positionsmeldung von Teilnehmer m
Vorbedingung: p
′
m: Vorige Position von Teilnehmer m
procedure BenachrichtigeU¨berNeueNachbarn(N ,MOVE(m, pm, rAoIm ))
for all n ∈ N do
if d(pn, pm) ≤ rAoIm + rBuf ∧ d(pn, p′m) > rAoIm + rBuf then




Algorithmus 6.13 Nachbarschaftsﬁndung u¨ber direkte Nachbarn mit Interessen-
gebietspuﬀer
Die simulierte virtuelle Welt hatte eine Gro¨ße von 1.000m mal 1.000m. In dieser
Welt bewegten sich im Mittel 500 Teilnehmer mit einer Geschwindigkeit von 5m/s.
Die Teilnehmer bildeten Gruppen mit einer Gro¨ße von bis zu 40 Teilnehmern. Die
Sitzungszeiten der Teilnehmer wurden anhand des in Abschnitt 4.8.1 vorgestellten
ParetoChurn-Modells bestimmt. Die mittlere Sitzungszeit betrug 100 Minuten. Po-
sitionsmeldungen wurden sechs mal pro Sekunde versendet. Anders als bei der Un-
tersuchung der Backup-Nachbarn wurde hier die graceful-leave-Wahrscheinlichkeit
auf 100% festgesetzt, sodass sich alle Teilnehmer nach dem Sitzungsende geord-
net abmeldeten. Da sich gezeigt hat, dass Backup-Nachbarn auch in diesem Fall
fu¨r die Wahrung der Nachbarschaftskenntnis von Vorteil sind, wurde nb auf eins
gesetzt, sodass jeder Teilnehmer pro Quadrant einen Backup-Nachbarn auswa¨hlte.
Der Radius des Interessengebietspuﬀers wurde in 1m-Schritten zwischen 0m und
5m variiert. In den Simulationen wurde die Nachbarschaftskenntnis und die durch-
schnittlich beno¨tigte Bandbreite gemessen. Da sich bei den gewa¨hlten Parametern
ein d¯ von unter 0,5m ergibt, ist bereits bei einem Interessengebietspuﬀer von 1m
eine deutliche Verbesserung der Nachbarschaftskenntnis zu erwarten. Die weiteren
Rahmenbedingungen, wie die Modellierung des unterliegenden Netzwerks, die Simu-
lationszeit von zwei Stunden sowie die Wiederholung der Simulationsla¨ufe mit 30
verschiedenen Seeds wurde von der in Abschnitt 6.7.4.1 beschriebenen Evaluierung
der Backup-Nachbarn u¨bernommen. Die Simulationsparameter sind in Tabelle 6.2
gezeigt. Die Simulationsergebnisse sind in Abbildung 6.12 gezeigt.
Abbildung 6.12a zeigt die Nachbarschaftskenntnis in Abha¨ngigkeit von der Gro¨ße
des Interessengebietspuﬀers. Ohne Interessengebietspuﬀer liegt die durchschnittli-
che Nachbarschaftskenntnis bei 96,5%. Erwartungsgema¨ß steigt sie bei einer Ver-
gro¨ßerung des Puﬀers deutlich. Bei einer Interessengebietspuﬀergro¨ße von 1m be-
tra¨gt sie bereits 99,3%, bei 2m 99,8%. Bei Puﬀergro¨ßen zwischen 3m und 5m ist
die Nachbarschaftskenntnis gro¨ßer als 99,93%. Ein Interessengebietspuﬀer von 1m
kann wie erwartet bereits einen Großteil der durch Latenz verursachten Einbußen
der Nachbarschaftskenntnis beheben. Eine weitere Vergro¨ßerung bis auf 3m kann
die Nachbarschaftskenntnis noch weiter steigern, da hier zusa¨tzlich Teilnehmer mit
u¨berdurchschnittlichen Latenzen von der Puﬀerzone erfasst werden. Gro¨ßere Puﬀer
als 3m bringen nur noch eine sehr kleine weitere Verbesserung.
 . Ein Overlay-Protokoll für verteilte virtuelle Welten: QuON
Parameter Wert
Simulationszeit 2 Stunden nach Initialisierungsphase
Anzahl Seeds 30
Teilnehmerzahl 500














Der durchschnittliche Bandbreitenbedarf in Abha¨ngigkeit der Gro¨ße des Interes-
sengebietspuﬀers ist in Abbildung 6.12b dargestellt. Erwartungsgema¨ß steigt die
durchschnittlich beno¨tigte Bandbreite mit steigender Puﬀergro¨ße. So liegt die durch-
schnittliche Bandbreite ohne Puﬀer bei 26,2 kByte/s, bei einer Puﬀergro¨ße von 1m
bei 26,5 kByte/s und bei einer Puﬀergro¨ße von 5m bei 27,1 kByte/s. Dabei steigt
der Bandbreitenbedarf sublinear mit der Interessenspuﬀergro¨ße. Bei der Puﬀergro¨ße
4m war der Bandbreitenbedarf etwas geringer als es nach den anderen Ergbnissen
zu erwarten wa¨re. Eine mo¨gliche Erkla¨rung ist, dass bei der gewa¨hlten Parametrisie-
rung aufgrund der Verteilung und Gro¨ße der Spielergruppen die Zahl der Nachbarn
im Vergleich zur Puﬀergro¨ße 3m weniger als erwartet anstieg. Da die Abweichung
mit weniger als 1% relativ gering war, wurden keine weiteren Untersuchungen dieser
Abweichung durchgefu¨hrt.
Die Evaluierung zeigt, dass der Interessengebietspuﬀer eine wirksame und eﬃzien-
te Methode ist, latenzbedingte Einbußen der Nachbarschaftskenntnis zu vermeiden.
Im betrachteten Szenario la¨sst sich mit einem Interessengebietspuﬀer die Nachbar-
schaftskenntnis von 96,5% auf u¨ber 99,92% steigern. Durch die Verwendung des
Puﬀers erho¨ht sich die durchschnittlich beno¨tigte Bandbreite um weniger als 2,5%
von 26,2 kByte/s auf 26,8 kByte/s.
. Dynamische Interessengebietsgröße
Ein mo¨gliches Problem bei Overlayprotokollen fu¨r MMOGs und virtuelle Welten sind
sogenannte Hotspots. Dies sind Bereiche, in denen sich eine Vielzahl an Teilnehmern
auf sehr engem Raum aufha¨lt. Virtuelle Welten fo¨rdern dieses Verhalten in der Regel,
da oft die Interaktion innerhalb und zwischen Gruppen einen wesentlichen Teil der
Welt ausmacht. Da normalerweise Spieler Ereignisnachrichten an alle anderen Spieler
in ihrem Interessengebiet senden, kann bei Hotspots eine U¨berlastung der Teilnehmer
aufgrund des daraus resultierenden Bandbreitenbedarfs nicht ausgeschlossen werden.
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Größe des Interessengebietspuffers (m)
(b) Durchschnittlicher Bandbreitenbedarf in Abha¨ngigkeit
des Interessengebietspuﬀers.
Abbildung 6.12 Evaluierungsergebnisse des Interessengebietspuﬀers.
Eine mo¨gliche Lo¨sung dieses Problems ist das dynamische Anpassen der Gro¨ße des
Interessengebiets an die Lastsituation. Droht eine U¨berlast, ko¨nnen die Teilneh-
mer ihr Interessengebiet dynamisch verkleinern. Das Anpassen des Interessengebiets
wurde bereits in der Literatur vorgeschlagen, beispielsweise fu¨r Vast [66]. Allerdings
fehlte bislang eine Untersuchung geeigneter Algorithmen: Eine solche dynamische
Anpassung der Interessengebiete kann die Nachbarschaftskenntnis negativ beein-
ﬂussen: Wenn das Interessengebiet vergro¨ßert oder verkleinert wird, a¨ndern sich die
Nachbarschaftsbeziehungen. Daraus resultiert, dass Verbindungen zwischen Teilneh-
mern auf- oder abgebaut werden mu¨ssen. In der dazu beno¨tigten Zeitspanne kann es
passieren, dass ein Teilnehmer nicht alle seine aktuellen Nachbarn kennt. Deswegen
ist es wichtig, einen Algorithmus fu¨r die Adaption der Interessengebiete zu ﬁnden,
der einen mo¨glichst geringen negativen Einﬂuss auf die Nachbarschaftskenntnis hat.
Mo¨gliche Adaptionsstrategien lassen sich in zwei Kategorien einteilen. Lokale Strate-
gien beru¨cksichtigen nur das Wissen eines einzelnen Teilnehmers, wie beispielsweise
die aktuell beno¨tigte Bandbreite oder die Anzahl an Nachbarn innerhalb des Interes-
sengebiets. Verteilte Strategien beru¨cksichtigen zusa¨tzlich Daten von benachbarten
Teilnehmern [84].
 . Ein Overlay-Protokoll für verteilte virtuelle Welten: QuON
.. Erforderliche Anpassungen des Grundprotokolls
Zuna¨chst muss eine geeignete Metrik zur Bestimmung der aktuellen Lastsituation
ausgewa¨hlt werden. Eine oﬀensichtliche Wahl ist hier die aktuell beno¨tigte Bandbrei-
te in Verbindung mit einem Bandbreitenschwellenwert. Sobald dieser Schwellenwert
u¨berschritten wird, sollte die Adaption das Interessengebiet verkleinern. Eine wei-
tere mo¨gliche Metrik ist die Anzahl der Nachbarn. Die Anzahl der Nachbarn ist
in QuON stark korreliert mit der beno¨tigten Bandbreite. Da die Zahl der Nach-
barn einfacher zu bestimmen ist als die momentan beno¨tigte Bandbreite, wird in
der Implementierung und Evaluierung diese Zahl als Metrik verwendet. Die vorge-
schlagenen Mechanismen lassen sich jedoch ebenso mit der beno¨tigten Bandbreite
als Metrik nutzen.
Um die Adaption der Interessengebietsgro¨ße in QuON zu integrieren, betrachtet je-
der Teilnehmer nach jedem Aussenden einer Positionsmeldung seine Lastsituation
gema¨ß der gewa¨hlten Metrik. U¨bersteigt diese den Schwellenwert, wird das Inter-
essengebiet verkleinert. Dabei kann optional eine minimale Interessengebietsgro¨ße
gewa¨hlt werden, die nicht unterschritten werden soll. Liegt die Zahl der Nachbarn
oder die beno¨tigte Bandbreite unter dem Schwellenwert, kann die Interessengebiets-
gro¨ße wieder vergro¨ßert werden. Oberhalb einer maximalen Interessengebietsgro¨ße
wird die Vergo¨ßerung ausgesetzt. Da in einer virtuellen Welt die Teilnehmer mo¨g-
lichst selten in eine U¨berlastsituation geraten sollten, ist dieser maximale Wert fu¨r
die Interessengebietsgro¨ße zugleich die regula¨re Interessengebietsgro¨ße.
Insbesondere bei der Wahl der Zahl der Nachbarn als Metrik ko¨nnte das Interes-
sengebiet stets derart verkleinert werden, dass die resultierende Anzahl an Nach-
barn genau dem Schwellenwert entspricht. Ebenso ko¨nnte beim Vergro¨ßern anhand
der Teilnehmerdichte gescha¨tzt werden, um wie viel das Interessengebiet vergro¨ßert
werden mu¨sste, um dem Schwellenwert mo¨glichst nahe zu kommen. Diese Adapti-
onsstrategie wu¨rde jedoch die Nachbarschaftskenntnis erheblich beeintra¨chtigen, da
diese Strategie zu stark und sprunghaft schwankenden Interessengebietsgro¨ßen fu¨hrt.
Insbesondere beim Vergro¨ßern des Interessengebiets beno¨tigt das Finden der neuen
Nachbarn und das Aufbauen einer Verbindung zu diesen eine gewisse Zeit. Erfolgt
das Vera¨ndern der Interessengebietsgro¨ßen zu sprunghaft, kommt es zu einer hohen
Zahl an Teilnehmern, die noch nicht alle ihre neuen Nachbarn kennen. Aus diesem
Grund ist diese einfache Strategie nicht sinnvoll. Bessere Adaptionsstrategien werden
in Abschnitt 6.9.2 erla¨utert.
Bei adaptiver Interessengebietsgro¨ße muss die Bestimmung der direkten Nachbarn
gea¨ndert werden. Bei konstanter Interessengebietsgro¨ße ist diese Nachbarschaftsbe-
ziehung automatisch symmetrisch4: Beﬁndet sich ein Teilnehmer A im Interessenge-
biet eines Teilnehmers B, so liegt auch B im Interessengebiet von A. Da bei adaptiver
Interessengebietsgro¨ße nicht mehr gegeben ist, dass die Interessengebiete von A und
B dieselbe Gro¨ße haben, gilt dies nicht mehr. Somit kann sich ein Teilnehmer B im
Interessengebiet eines Teilnehmers A beﬁnden, ohne dass sich A im Interessengebiet
von B beﬁndet. Dies ist in Abbildung 6.13 dargestellt. Nach der in Abschnitt 6.4.1
deﬁnierten direkten Nachbarschaftsbeziehung wa¨re nun B direkter Nachbar von A,
aber A kein direkter Nachbar von B. Die Symmetrie la¨sst sich wiederherstellen, wenn
4Latenzbedingte Verletzungen dieser Symmetrie werden durch den in Abschnitt 6.8 beschriebe-
nen Interessengebietspuﬀer vermieden.









Abbildung 6.13 Zwei Teilnehmer A und B mit unterschiedlich großen Interessen-
gebieten.
die Deﬁnition der direkten Nachbarschaftsbeziehung erweitert wird: Ein Teilnehmer
A ist nun direkter Nachbar eines Teilnehmers B, wenn sich A im Interessengebiet von
B beﬁndet oder sich B im Interessengebiet von A beﬁndet. Algorithmus 6.14 zeigt
die derart angepasste Bestimmung der direkten Nachbarn unter Beru¨cksichtigung
des in Abschnitt 6.8 eingefu¨hrten Interessengebietspuﬀers.
Vorbedingung: T : Menge der Teilnehmer A bekannten Teilnehmer
Nachbedingung: N : Menge der direkten Nachbarn von A
procedure BestimmeDirekteNachbarn(T )
N ← ∅
for all t ∈ T do
if d(p, pt) ≤ max(rAoI + rBuf , rAoIt + rBuf ) then





Algorithmus 6.14 Bestimmung direkter Nachbarn mit adaptivem Interessengebiet
.. Adaptionsstrategien
Im folgenden werden Strategien zur Adaption der Interessengebietsgro¨ße besprochen.
Dabei wird zuna¨chst auf lokale Strategien eingegangen, die nur lokal vorliegende In-
formation verwenden. Danach wird eine verteilte Strategie vorgestellt, die zusa¨tzlich
Informationen anderer Teilnehmer in die Adaption mit einbezieht.
... Lokale Strategien
Verwendet man eine lokale Strategie, passt ein Knoten die Gro¨ße seines Interessen-
gebiets anhand lokaler Informationen an. Hier wird die Anzahl an Verbindungen zu
Nachbarn als Metrik verwendet. Diese korreliert stark mit der beno¨tigten Bandbreite
und ist in jedem Knoten einfach zu ermitteln.
 . Ein Overlay-Protokoll für verteilte virtuelle Welten: QuON
Nach jeder Bewegung vergleicht ein Knoten die Anzahl an Verbindungen mit einem
vorkonﬁgurierten Schwellenwert. U¨berschreitet die Zahl der Verbindungen diesen
Schwellenwert, wird das Interessengebiet verkleinert. Wird der Schwellenwert unter-
schritten, wird das Interessengebiet vergro¨ßert. Im Folgenden werden zwei Strategien
vorgestellt, mit denen diese Adaption durchgefu¨hrt werden kann:
• Lineare Adaption: Die derzeitige Gro¨ße des Interessengebiets wird propor-
tional zur Diﬀerenz zwischen dem Verbindungsschwellenwert und der tatsa¨ch-
lichen Anzahl an Verbindungen vergro¨ßert beziehungsweise verkleinert. Dieser
Vorgang wird mit einem Sensitivita¨tsparameter sl gewichtet: Bei einer hohen
Sensitivita¨t sind die Vera¨nderungen der Gro¨ße des Interessengebiets gro¨ßer als
bei einer geringen Sensitivita¨t.
Sei rAoI der Radius des Interessengebiets, n die Anzahl an Nachbarn und nMAX
der Verbindungsschwellenwert. Dann gilt:
rAoI ← rAoI − (n− nMAX) · sl
Der Sensitivita¨tsparameter kann zusa¨tzlich normalisiert werden. Hierzu wird
er mit der Diﬀerenz aus maximalem rAoIREG und minimalem r
AoI
MIN Interessenge-
bietsradius multipliziert und durch den Verbindungsschwellenwert dividiert:
rAoI ← rAoI − (r
AoI
REG − rAoIMIN)(n− nMAX)
nMAX
· sl
In diesem Fall bleiben die sinnvollen Werte fu¨r sl zwischen sl = 0 fu¨r keine
Adaption und sl = 1 fu¨r sofortiges Setzen des Interessengebietsradius auf die
minimale beziehungsweise maximale Gro¨ße bei U¨ber- beziehungsweise Unter-
schreiten des Verbindungsschwellenwertes.
• Multiplikative Adaption: Die alte Gro¨ße des Interessengebiets wird mit
dem Quotienten aus Verbindungsschwellenwert und der Anzahl an Nachbarn
multipliziert. Diese Adaption kann wie folgt mit einem Sensitivita¨tsparameter
gewichtet werden:
Ai+1 = r
AoI ← rAoI · (1− sl) + nMAX
n
· sl
Im Gegensatz zur linearen Adaption ist die multiplikative Adaption von der
Gro¨ße des Interessengebiets abha¨ngig: Wenn das Interessengebiet klein ist, ver-
la¨uft die Adaption in kleineren Schritten; ist das Interessengebiet groß, werden
auch die Adaptionsschritte gro¨ßer.
... Verteilte Strategien
Bei einer verteilten Strategie greift ein Teilnehmer auf Informationen von anderen
Teilnehmern zuru¨ck, um sein Interessengebiet anzupassen. Diese Informationen ko¨n-
nen beispielsweise die Interessengebietsgro¨ße, die Anzahl der Nachbarn oder der ak-
tuelle Bandbreitenbedarf sein. Die Verwendung verteilter Strategien hat den Vorteil,
dass Interessengebietsgro¨ßen angepasst werden ko¨nnen, bevor ein Teilnehmer einen
.. Dynamische Interessengebietsgröße 
Hotspot erreicht. Dadurch wird der U¨bergang in den Hotspot sanfter. Hiermit hat
die Verwendung verteilter Information einen da¨mpfenden Einﬂuss auf die Adaption.
Dies kann sich positiv auf die Nachbarschaftskenntnis in QuON auswirken.
Die hier vorgeschlagene Strategie basiert darauf, die Gro¨ße des Interessengebiets
zwischen den Teilnehmern zu kommunizieren. Diese mu¨ssen zur Bestimmung der
direkten Nachbarn ohnehin versendet werden, sodass kein zusa¨tzlicher Overhead
entsteht. Das Mittel der Gro¨ße des Interessengebiets aller Nachbarn wird dann zur
Anpassung des eigenen Interessengebiets genutzt. Parametrisiert wird die Adaption
mit einem Sensitivita¨tsparameter sv. Sei r¯
AoI die mittlere Gro¨ße des Interessengebiets
der Nachbarn. Dann erfolgt die Anpassung wie folgt:
rAoI ← rAoI · (1− sv) + r¯AoI · sv
Bei einem hohen Wert fu¨r sv werden also die Interessengebietsgro¨ßen der benachbar-
ten Teilnehmer sta¨rker gewichtet. Diese Strategie muss mit einer lokalen Strategie
kombiniert werden, da sonst die Interessengebietsgro¨ßen aller Teilnehmer konstant
auf dem Maximalwert blieben. Sowohl die lineare als auch die multiplikative Ad-
aption ko¨nnen hierzu genutzt werden. Die Kombination von lokaler und verteilter
Adaption ist in Algorithmus 6.15 dargestellt.
Vorbedingung: rAoIREG: Regula¨rer Radius des Interessengebiets
Vorbedingung: rAoIMIN : Minimaler Radius des Interessengebiets
Vorbedingung: rAoI : Aktueller Radius des Interessengebiets
Vorbedingung: r¯AoI : Durchschnitt des Radius des Interessengebiets aller Nachbarn
Vorbedingung: n := |N ∪ V ∪ S|: Momentane Anzahl an Nachbarn
Vorbedingung: nMAX : Schwellenwert, maximal erwu¨nschte Anzahl an Nachbarn
Vorbedingung: sl: Sensitivita¨t der lokalen Adaption
Vorbedingung: sv: Sensitivita¨t der verteilten Adaption




AoI , r¯AoI , n, sl, sv)
if lineare lokale Adaption then
rAoI ← rAoI − (rAoIREG−rAoIMIN )(n−nMAX)
nMAX
· sl  Lokale lineare Adaption
else if n > 0 then
rAoI ← rAoI · (1− sl) + nMAX/n · sl  Lokale multiplikative Adaption
end if
rAoI ← rAoI · (1− sv) + r¯AoI · sv  Verteilte Adaption
if rAoI > rAoIREG then
rAoI ← rAoIREG





Algorithmus 6.15 Adaption der Interessengebietsgro¨ße
.. Evaluierung
Um die fu¨r QuON optimale Adaptionsstrategie zu ﬁnden, wurden die in den vorigen
Abschnitten erwa¨hnten Strategien mit verschiedenen Werten fu¨r die bei der Adap-
 . Ein Overlay-Protokoll für verteilte virtuelle Welten: QuON
tion verwendeten Sensitivita¨tsparameter mittels Simulation evaluiert. Hierzu wurde
wie bei der in Abschnitt 6.7.4.1 beschriebenen Evaluierung OverSim verwendet. Die
Konﬁguration der Underlay-Parameter wurde beibehalten.
Da hier isoliert der Einﬂuss der Adaptionsstrategien auf den Bandbreitenbedarf und
die Nachbarschaftskenntnis untersucht werden sollte, wurde die Knotenﬂuktuation in
diesen Simulationen unterbunden. Alle Teilnehmer blieben u¨ber den gesamten Simu-
lationsverlauf Teil des Netzes. Weiterhin wurde die Simulationszeit auf 30 Minuten
verringert (Evaluierung
”
Verlauf der Interessengebietsgro¨ße:“ 9 Minuten) und dafu¨r
die Anzahl der Wiederholungen auf 60 verschiedene Seeds (Evaluierung
”
Verlauf der
Interessengebietsgro¨ße:“ 500 Seeds) erho¨ht. Zusa¨tzlich wurde das Bewegungsmodell
der Teilnehmer angepasst. 250 Teilnehmer bewegen sich auf einem Spielfeld der Gro¨-
ße 1.000m mal 1.000m. Sie bewegen sich gema¨ß eines Hotspot-Random-Waypoint-
Modells. Erreicht ein Teilnehmer sein aktuelles Ziel, wa¨hlt er sich ein neues. Mit
einer 50-prozentigen Wahrscheinlichkeit liegt dieses Ziel im Hotspot, einer kreisfo¨r-
migen Region mit 25m Radius in der Mitte des Spielfeldes. Spieler, die den Hotspot
betreten, halten sich dort fu¨r mindestens 20 Sekunden auf. Durch dieses Bewegungs-
modell beﬁnden sich im Durchschnitt 100 Spieler in der Hotspot-Region; dort ist die
Spielerdichte also sehr hoch. Außerhalb des Hotspots ist die Spielerdichte hingegen
relativ niedrig.
Der regula¨re Radius der Interessengebiete der Spieler wurde auf 50m gesetzt. Wur-
de der Verbindungsschwellenwert von 20 Verbindungen u¨berschritten, wurde die-
ser Radius gema¨ß der verschiedenen Adaptionsstrategien verringert. Wurde dieser
Schwellenwert unterschritten, wurde das Interessengebiet wiederum gema¨ß der Adap-
tionsstrategie bis auf maximal 50m vergro¨ßert. Zusa¨tzlich wurde ein Minimalradius
der Interessengebiete von 1m festgelegt, unterhalb dessen die Adaption ausgesetzt
wurde.
Es wurde die lineare und die multiplikative Adaption sowohl alleine als auch in
Kombination mit der verteilten Adaption untersucht. Bei der verteilten Adaption
wurde je eine Strategie mit hohem Einﬂuss der Nachbarn (Parameter sv=0,7) und
eine mit geringerem Einﬂuss der Nachbarn (Parameter sv=0,3) gewa¨hlt. Fu¨r den
Sensitivita¨tsparameter der lokalen Strategien wurden Werte zwischen sl=0,01 und
sl=0,7 verwendet. Die Simulationsparameter sind in Tabelle 6.3 zusammengefasst.
Die Simulationsergebnisse sind in Abbildung 6.14 dargestellt.
Um den Einﬂuss der verschiedenen Adaptionsstrategien auf die Interessengebiets-
gro¨ße zu untersuchen, wurde zuna¨chst der Verlauf der Interessengebietsgro¨ße eines
Teilnehmers bei der Durchquerung des Hotspots aufgezeichnet. Hierzu startete je-
weils ein Teilnehmer bei der Simulation zum Zeitpunkt 400 vom linken Rand des
Spielfeldes und durchquerte das Feld mit konstanter Geschwindigkeit. Zum Zeit-
punkt 480 trat er in den Hotspot ein. Das Zentrum des Hotspots wurde zum Zeit-
punkt 500 erreicht, zum Zeitpunkt 520 wurde der Hotspot verlassen. Zum Zeitpunkt
550 wurde die Simulation beendet. Die Ergebnisse dieser Messung ﬁnden sich in
Abbildung 6.14a, wobei exemplarisch 0,01 als Wert fu¨r den Sensitivita¨tsparameter
gewa¨hlt wurde. Es ist zu sehen, dass bei den lokalen Strategien die Adaption der
Interessengebietsgro¨ße erst unmittelbar beim Eintritt in den Hotspot erfolgt. Die mi-
nimale Interessengebietsgro¨ße wird erst kurz nach dem Durchqueren des Zentrums
des Hotspots erreicht. Bei den verteilten Strategien wird die Interessengebietsgro¨ße
bereits vor dem Eintritt in den Hotspot verringert. Die minimale Interessengebiets-
.. Dynamische Interessengebietsgröße 
Parameter Wert
Simulationszeit 30 Minuten nach Initialisierungsphase
Anzahl Seeds 60
Teilnehmerzahl 250









Sensitivita¨t sl 0,01, 0,05, 0,1, 0,2, 0,3, 0,5, 0,7









gro¨ße wird genau zum Zeitpunkt 500 erreicht, wenn der Teilnehmer das Zentrum des
Hotspots erreicht.
Erwartungsgema¨ß wird bei der Verwendung linearer Strategien ein kleineres Inter-
essengebiet erreicht als bei multiplikativen Strategien, da diese bei kleinen Interes-
sengebietsradien zusa¨tzlich da¨mpfend wirken. Besonders zu beachten ist der Verlauf
der Interessengebietsgro¨ße bei der linearen Strategie mit hohem Einﬂuss der Nach-
barn (sv=0,7). Hier wird das Interessengebiet bereits lange vor Erreichen des Hot-
spots verkleinert. Analog wird nach Verlassen des Hotspots das Interessengebiet nur
geringfu¨gig vergro¨ßert. Eine solche Degeneration der Interessengebietsgro¨ßen kann
auftreten, wenn die lokale Sensitivita¨t sl (hier: sl=0,01) im Verha¨ltnis zum Einﬂuss
der Interessengebietsgro¨ßen benachbarter Knoten (hier: sv=0,7) zu klein gewa¨hlt ist.
Dadurch bekommen die im Hotspot beﬁndlichen Teilnehmer einen zu starken Ein-
ﬂuss auf die Interessengebietsgro¨ßen von Teilnehmern, die sich in gro¨ßerer Entfer-
nung zum Hotspot aufhalten. So wird das Interessengebiet in der gesamten virtuellen
Welt verkleinert.
Entscheidender als das Verhalten der Adaptionsstrategien beim Durchqueren von
Hotspots ist das Verhalten bei Teilnehmern, die sich fu¨r la¨ngere Zeit in den Hot-
spots aufhalten, da dort die Wahrscheinlichkeit einer U¨berlastsituation am ho¨chs-
ten ist. Besonders wichtig ist hier, in wie weit die Adaption den Bandbreitenbe-
darf innerhalb der Hotspots senken kann. Hierzu wurde der durchschnittliche Band-
breitenbedarf der Teilnehmer gemessen, die sich innerhalb des Hotspots befanden.
Durch die Beschra¨nkung der Bandbreitenmessung auf diese Teilnehmer la¨sst sich
der Bandbreiteneinsparungseﬀekt der dynamischen Interessengebietsverkleinerung






























(a) Verlauf der Interessengebietsgro¨ße eines Teilnehmers

























(b) Durchschnittlicher Bandbreitenbedarf der Teilnehmer





























(c) Durchschnittliche Nachbarschaftskenntnis in Abha¨ngig-
keit der Adaptionsstrategie.
Abbildung 6.14 Evaluierungsergebnisse der Adaption der Interessengebietsgro¨ße.
zeigen. Abbildung 6.14b zeigt den Bandbreitenbedarf der Teilnehmer innerhalb des
Hotspots abha¨ngig von der gewa¨hlten Adaptionsstrategie.
.. Dynamische Interessengebietsgröße 
Die Ergebnisse zeigen, dass die Kombination aus verteilter Adaption mit einer multi-
plikativen lokalen Adaptionsstrategie deutlich mehr Bandbreite beno¨tigt als andere
Strategien. So beno¨tigt die multiplikative verteilte Strategie mit sv=0,7 abha¨ngig
von der lokalen Sensitivita¨t sl zwischen 33 kByte/s fu¨r sl=0,01 und 45 kByte/s fu¨r
sl=0,05. Hierbei ist der Bandbreitenbedarf fu¨r sl=0,01 deutlich niedriger als die
anderen Meßwerte der multiplikativen verteilten Strategie mit sv=0,7. Der Grund
hierfu¨r liegt darin, dass in dieser Konﬁguration die durchschnittliche Interessenge-
bietsgro¨ße aufgrund des zu geringen Einﬂusses der lokalen Adaption degeneriert und
auch außerhalb des Hotspots nur noch 14m betra¨gt. Der Eﬀekt tritt bei dieser Kon-
ﬁguration nur auf, wenn Teilnehmer la¨ngere Zeit im Hotspot-Gebiet verbleiben, und
ist deswegen bei der Evaluierung
”
Verlauf der Interessengebietsgro¨ße“ aufgrund der
dort untersuchten kurzen Durchquerung des Hotspots nicht zu erkennen.
Die multiplikative verteilte Strategie mit sv=0,3 beno¨tigt bei sl=0,01 mit u¨ber
45 kByte/s die ho¨chste gemessene Bandbreite. Bei sl=0,7 sinkt der Bandbreiten-
bedarf bis auf 27 kByte/s. Die multiplikative lokale Strategie beno¨tigt bei sl=0,01
mit fast 45 kByte/s ebenfalls eine sehr hohe Bandbreite. Bei ho¨heren Werten fu¨r
den Sensitivita¨tsparameter fa¨llt dieser Wert jedoch deutlich. Ist sl gro¨ßer als 0,05,
werden maximal 25 kByte/s beno¨tigt, bei sl=0,7 sinkt die beno¨tigte Bandbreite bis
auf gute 23 kByte/s.
Auch bei den linearen Strategien beno¨tigt die lokale Strategie weniger Bandbreite als
die verteilten Strategien. Hier sind die Unterschiede allerdings nicht so groß wie bei
den multiplikativen Strategien. Die lokale Strategie beno¨tigt zwischen 23 kByte/s bei
sl=0,05 und 25 kByte/s bei sl=0,7. Die verteilte Strategie mit sv=0,3 beno¨tigt zwi-
schen 23 kByte/s bei sl=0,01 und 27 kByte/s bei sl=0,7. Bei der verteilten linearen
Strategie liegt der Bandbreitenbedarf bei sl=0,01 bei 21 kByte/s. Hier ist zu beach-
ten, dass bei dieser Konﬁguration die Interessengebietsgro¨ße wie oben beschrieben
auch außerhalb des Hotspots deutlich verkleinert wird; diese Strategie ist mit diesen
Parametern somit nicht fu¨r einen Einsatz in der Praxis geeignet. Bei einer lokalen
Sensitivita¨t von 0,05 liegt der Bandbreitenbedarf bei 23 kByte/s, mit gro¨ßeren Wer-
ten fu¨r den Sensitivita¨tsparameter steigt der Bandbreitenbedarf auf 28 kByte/s fu¨r
sl=0,7. Zum Vergleich liegt die beno¨tigte Bandbreite bei Verzicht auf den Einsatz
dynamischer Interessengebiete bei 91 kByte/s.
Die Simulationsergebnisse zeigen, dass die dynamische Anpassung der Interessenge-
bietsgro¨ße an die Lastsituation eine wirksame Methode ist, um den Bandbreiten-
bedarf in Hotspot-Regionen zu verringern. Erwartungsgema¨ß beno¨tigen die lokalen
Strategien am wenigsten Bandbreite, da bei verteilten Strategien durch die Einbezie-
hung der Lastsituation der Nachbarn die Interessengebiete am Rande der Hotspot-
Region im Vergleich zu rein lokalen Strategien etwas vergro¨ßert werden. Mit linearen
verteilten Strategien lassen sich dennoch mit Einsparungen von mehr als 70% sehr
gute Werte erreichen.
Abbildung 6.14c zeigt die Nachbarschaftskenntnis der Strategien in Abha¨ngigkeit
des lokalen Sensitivita¨tsparameters. Dabei sinkt in der Regel die Nachbarschafts-
kenntnis bei steigender Sensitivita¨t. Dies ist zu erwarten, da eine ho¨here Sensitivita¨t
zu gro¨ßeren Spru¨ngen der Interessengebietsgro¨ßen fu¨hrt.
Besonders ausgepra¨gt ist dies bei den linearen Strategien. Bei der lokalen linearen
Strategie wird bei einer lokalen Sensitivita¨t sl=0,05 eine maximale Nachbarschafts-
kenntnis von u¨ber 99,1% erreicht. Bei ho¨heren Sensitivita¨tswerten fa¨llt diese stetig
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auf 93,3% bei einer Sensitivita¨t sl=0,07. Die verteilten linearen Strategien liegen in
der Nachbarschaftskenntnis bei gegebener Sensitivita¨t stets u¨ber den Werten fu¨r die
lokale Strategie. Die verteilte lineare Strategie mit sv=0,3 erreicht bei einer Sensi-
tivita¨t sl=0,01 eine Nachbarschaftskenntnis von 99,4%. Bei einer Sensitivita¨t von
0,7 fa¨llt die Nachbarschaftskenntnis bis auf 93,7%. Die verteilte lineare Strategie mit
sv=0,7 erreicht die besten Werte fu¨r die Nachbarschaftskenntnis. So wird bei sl=0,01
eine Nachbarschaftskenntnis von 99,5% erreicht, bei einer lokalen Sensitivita¨t von 0,7
betra¨gt die Nachbarschaftskenntnis noch 95,4%.
Bei den multiplikativen Strategien ist die Korrelation zwischen Sensitivita¨t und
Nachbarschaftskenntnis nicht so deutlich ausgepra¨gt. Bei der multiplikativen lo-
kalen Strategie liegt das Minimum der Nachbarschaftskenntnis bei einer Sensitivi-
ta¨t sl=0,01. Hier wird eine Nachbarschaftskenntnis von 97,9% erreicht. Von diesem
Punkt steigt die Nachbarschaftskenntnis bis auf 99,1% bei einer Sensitivita¨t sl=0,2.
Von dort sinkt sie bis auf 98,3% bei sl=0,7. Die multiplikativen verteilten Strategien
liegen im Regelfall unter diesen Werten. Die Nachbarschaftskenntnis variiert hier
zwischen 98,5% und 97,8%. Ein Ausreißer ist die multiplikative verteilte Strategie
mit sv=0,7 und sl=0,01. Hier liegt die Nachbarschaftskenntnis bei fast 99,5%. Dieser
Ausreißer erkla¨rt sich dadurch, dass in dieser Konﬁguration die Adaptionsschritte
deutlich kleiner sind als bei allen anderen Konﬁgurationen. Aufgrund des relativ
hohen Bandbreitenbedarfs dieser Konﬁguration ist sie jedoch nur bedingt fu¨r einen
Praxiseinsatz geeignet.
Die Simulationsergebnisse zeigen, dass bei Verwendung dynamischer Interessenge-
bietsgro¨ßen eine gute Nachbarschaftskenntnis gewahrt werden kann. Bei geeigneter
Wahl der Parameter ist eine Nachbarschaftskenntnis von 99,5% mo¨glich. Ohne die
Verwendung dynamischer Interessengebietsgro¨ßen lag die Nachbarschaftskenntnis im
untersuchten Szenario bei 99,9%. Bei der Evaluierung konnte die verteilte lineare
Strategie mit sv=0,7 die beste Nachbarschaftskenntnis vorweisen. Auch mit den rein
lokalen Strategien ließ sich eine Nachbarschaftskenntnis von u¨ber 99% erreichen,
beispielsweise mit der linearen Strategie bei sl=0,05 oder mit der multiplikativen
Strategie bei sl=0,2. Die verteilten multiplikativen Strategien konnten nicht u¨ber-
zeugen.
Betrachtet man das Verha¨ltnis von Nachbarschaftskenntnis und Bandbreite, ist die
verteilte lineare Strategie mit sv=0,7 und kleinen Werten fu¨r den lokalen Sensiti-
vita¨tsparameter sl am u¨berzeugendsten. So kann bei einer Wahl von sl=0,05 eine
Nachbarschaftskenntnis von 99,4% bei einer Bandbreite von 23 kByte/s erreicht wer-
den, bei sl=0,1 noch eine Nachbarschaftskenntnis von 99,3% bei einem Bandbrei-
tenbedarf von 25 kByte/s.
Da es, wie oben beschrieben, bei kleinen Werten fu¨r sl und großen fu¨r sv dazu
kommen kann, dass abha¨ngig vom Szenario die Interessengebietsgro¨ßen außerhalb
des Hotspots deutlich verkleinert werden, ist auch die Wahl rein lokaler Strategi-
en in Betracht zu ziehen. Hierbei sind die lineare Strategie mit sl=0,05 und die
multiplikative Strategie mit sl=0,2 anna¨hernd gleichwertig. Die hiermit erreichte
Nachbarschaftskenntnis liegt bei 99,1% und der Bandbreitenbedarf bei 23 kByte/s.
Verglichen mit den Messwerten bei Verzicht auf dynamische Interessengebietsgro¨ßen
la¨sst sich mit den hier beschriebenen Strategien die durchschnittliche Bandbreite
in Hotspots um mehr als 75% reduzieren. Dabei muss eine Einbuße in der Nach-
barschaftskenntnis von 0,8 Prozentpunkten in Kauf genommen werden. Somit sind
.. Aufwandsabschätzung 
dynamische Interessengebietsgro¨ßen eine eﬀektive Mo¨glichkeit, U¨berlastsituationen
in Hotspot-Szenarien zu vermeiden.
. Aufwandsabschätzung
In Abschnitt 5.1.5 wird der Aufwand bisheriger P2P-Protokolle fu¨r virtuelle Welten
abgescha¨tzt. Um einen Vergleich mit diesen Abscha¨tzungen zu ermo¨glichen, wer-
den hier die Aufwa¨nde bezu¨glich Nachrichtenverzo¨gerung, Bandbreitenbedarf und
Nachbarschaftskenntnis der einzelnen Funktionen von QuON zusammengefasst.
In QuON werden alle Positionsmeldungen direkt vom Verursacher zu allen interes-
sierten Nachbarn gesendet. Die Zustellung von Positionsmeldungen erfolgt also in
O(1). Demzufolge sind sehr geringe Nachrichtenverzo¨gerungen zu erwarten.
Der Bandbreitenbedarf von QuON setzt sich aus dem Aufwand fu¨r die Verteilung
der Positionsmeldungen, dem Aufwand fu¨r den Backup-Mechanismus und dem sons-
tigen Verwaltungsaufwand zusammen. Letzterer ist die Summe des Aufwands fu¨r die
Nachbarschaftsﬁndung und des Aufwands fu¨r das Aufrechterhalten der Verbindung
zu Verbindungsnachbarn und tempora¨ren Nachbarn. Bei m Nachbarn betra¨gt der
Aufwand fu¨r das Versenden der Positionsmeldungen wie in Abschnitt 6.5 erla¨u-
tert O(m). Die Zahl der Backup-Nachbarn pro Quadrant ist wie in Abschnitt 6.7.4
beschrieben konstant, der Aufwand fu¨r den Backup-Mechanismus ist somit O(1).
Insgesamt ist der Aufwand fu¨r die Positionsmeldungen und Backup gering.
Der Aufwand fu¨r die Nachbarschaftsﬁndung betra¨gt gema¨ß Abschnitt 6.6.1 O(m).
Da die Zahl der Verbindungsnachbarn in QuON konstant ist, betra¨gt der Aufwand
fu¨r die Kommunikation mit den Verbindungsnachbarn O(1). In pathologischen Fa¨l-
len ko¨nnen alle Nachbarn eines Teilnehmers tempora¨re Nachbarn sein. In diesem Fall
betra¨gt der Aufwand fu¨r die Verbindungen zu den tempora¨ren Nachbarn O(m). Im
Normalfall liegt die Zahl der tempora¨ren Nachbarn jedoch deutlich unter der Zahl
der Verbindungsnachbarn. Der Aufwand fu¨r die Verwaltung des Netzes betra¨gt so
insgesamt O(m + m + 1) = O(m). Im Vergleich zu bisherigen Protokollen ist dies
ein durchschnittlicher Wert.
Die Nachbarschaftskenntnis von QuON wird imWesentlichen von der Gu¨te der Nach-
barschaftsﬁndung bestimmt. Ohne Teilnehmerausfa¨lle, Paketverluste und Paketver-
zo¨gerung kann QuON 100% Nachbarschaftskenntnis gewa¨hrleisten (Beweis siehe An-
hang B.2). Besonders der Ausfall von Verbindungsnachbarn kann jedoch die Nach-
barschaftsﬁndung kurzfristig beeintra¨chtigen, bis u¨ber den Backup-Mechanismus ein
neuer Verbindungsnachbar gefunden worden ist. Diese Zeit ist gema¨ß Abschnitt 6.7.4
konstant, also O(1). Bei Gruppenbildung kann der Ausfall eines Verbindungsnach-
barn mehrere Teilnehmer betreﬀen und so das Risiko einer eingeschra¨nkten Nach-
barschaftskenntnis vergro¨ßern. Andererseits haben bei hoher Teilnehmerdichte Teil-
nehmer mehr direkte Nachbarn, die in der Nachbarsﬁndung aushelfen ko¨nnen. Dies
mildert das Risiko wieder ab. Zudem ko¨nnen bei hoher Teilnehmerdichte ausgefal-
lene Verbindungsnachbarn besser durch den Backup-Mechanismus ersetzt werden.
Insgesamt ist so eine sehr gute Nachbarschaftskenntnis zu erwarten.
In Tabelle 6.4 wird der Aufwand von QuON mit den in Kapitel 5 untersuchten
bisherigen Protokollen verglichen5. Als einziges der betrachteten Protokolle kann
5Fu¨r eine Erla¨uterung des Aufwands der bisherigen Protokolle siehe Abschnitt 5.1.5.
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Protokoll Pos.Meldungen Zonenwechsel Backup Verwaltung Bew.
QuON O(m) – O(1) O(m) ©
SimMUD O(m log(n)) O(log(n)) – O(log(n)) +©
PubSubMMOG O(m log(m)) O(1) O(m) O(log(m)) +©
N-Tree O(m) O(n) O(m) O(m) ©
Vast O(m) – O(m2) O(m2) -©
(b) Bandbreitenbedarf.
Protokoll Zonenwechsel Ausfallerkennung Weitere Einﬂu¨sse Bew.
QuON – schnell Ausfall von Ver-
bindungsnachbarn




SimMUD O(log(n)) langsam Kein Backup-
Mechanismus
-©
PubSubMMOG O(1) schnell Zentraler Server ist
single point of failu-
re
+©
N-Tree O(n) langsam Ausfall nahe Wur-










Tabelle 6.4 Aufwandsabscha¨tzung und Bewertung des Aufwands von QuON in
Vergleich mit bisherigen Protokollen.
. Zusammenfassung des Protokollablaufs
In diesem Kapitel wurden die einzelnen Protokollbausteine von QuON erla¨utert. Zum
Abschluss soll nun der komplette Protokollablauf aus Sicht eines Teilnehmers eines
QuON-Netzes zusammengefasst werden. Initial ist der Teilnehmer nicht mit dem
.. Zusammenfassung des Protokollablaufs 
QuON-Netz verbunden. Um dem Netz beizutreten, sendet er einen JOIN-Request
mit seiner gewu¨nschten Position in der virtuellen Welt an einen beliebigen Teil-
nehmer, der bereits Teil des Netzes ist. Dieser JOIN-Request wird solange gema¨ß
Algorithmus 6.9 im Netz weitergeleitet, bis der zusta¨ndige Teilnehmer gefunden ist.
Dieser beantwortet den JOIN-Request mit einem JOIN ACK. In diesem ist eine Liste
mit potentiellen Nachbarn enthalten. Hiermit kann der beitretende Teilnehmer seine
Liste bekannter Teilnehmer T initialisieren. Damit ist er dem Netz beigetreten.
Jeder Teilnehmer, der Teil eines QuON-Netzes ist, klassiﬁziert regelma¨ßig – in u¨bli-
chen Szenarien mehrmals pro Sekunde – alle ihm bekannten Teilnehmer aus der
Menge T nach den in Abschnitt 6.4 beschriebenen Nachbarschaftskriterien: Zu-
na¨chst werden die direkten Nachbarn (siehe Abschnitt 6.4.1) unter Beru¨cksichtigung
des in Abschnitt 6.8 vorgestellten Interessengebietspuﬀers gema¨ß Algorithmus 6.14
oder bei Nichtverwendung dynamischer Interessengebiete nach 6.12 bestimmt und
in der Menge N gespeichert. Weiterhin werden die Verbindungsnachbarn V (siehe
Abschnitt 6.4.2) gema¨ß Algorithmus 6.11 bestimmt. Dabei werden gleichzeitig auch
die in Abschnitt 6.7.4 vorgestellten Backup-Nachbarn in der Menge B gesichert. Zum
Abschluss der Klassiﬁzierung werden die tempora¨ren Nachbarn S (siehe Abschnitt
6.4.3) gema¨ß Algorithmus 6.4 bestimmt.
Im Anschluss an die Klassiﬁzierung werden alle Teilnehmer, die nicht als Teilneh-
mer klassiﬁziert wurden, aus der Liste der bekannten Teilnehmer T entfernt. Bei
Bedarf kann daraufhin die in Abschnitt 6.9 beschriebene Interessengebietsadaption
nach Algorithmus 6.15 durchgefu¨hrt werden. Im Anschluss daran wird die aktuelle
Position gema¨ß Algorithmus 6.5 an alle Nachbarn versendet. Dabei erhalten Ver-
bindungsnachbarn und tempora¨re Nachbarn zusa¨tzlich Adressen und Positionen der
anderen Verbindungsnachbarn und tempora¨ren Nachbarn zugesendet; Verbindungs-
nachbarn werden in der versendeten Nachricht u¨ber ihren Status als Verbindungs-
nachbar informiert. In la¨ngeren Intervallen – etwa alle fu¨nf Sekunden – kontaktiert
jeder Teilnehmer die Backup-Nachbarn aus seiner Menge B und fordert von diesen
ihre aktuelle Position sowie die ihrer Verbindungs- und tempora¨ren Nachbarn an.
Jeder Teilnehmer eines QuON-Netzes empfa¨ngt regelma¨ßig Positionsnachrichten sei-
ner Nachbarn. Beim Empfang einer solchen Nachricht wird der Absender gema¨ß
Algorithmus 6.10 in die Liste der bekannten Teilnehmer T gespeichert. Weiterhin
wird u¨berpru¨ft, ob der Absender aufgrund seiner Bewegung mindestens einen neuen
Nachbarn gewonnen hat. Ist dies der Fall, wird die Bewegungsnachricht gema¨ß Al-
gorithmus 6.13 mit einer Liste der neuen Nachbarn beantwortet. Ist der Empfa¨nger
der Positionsmeldung ein Verbindungsnachbar oder tempora¨rer Nachbar des Sen-
ders, entha¨lt die Positionsmeldung zusa¨tzlich die Liste der Verbindungs- und tem-
pora¨ren Nachbarn des Absenders. Der Empfa¨nger fu¨gt diese, sofern sie ihm nicht
bereits bekannt sind, ebenfalls seiner Liste der bekannten Teilnehmer T hinzu.
Empfa¨ngt ein Teilnehmer von einem seiner Nachbarn eine gewisse Zeit keine Posi-
tionsmeldungen, geht er davon aus, dass der Nachbar ausgefallen ist. Dieser wird
nun in einer Lo¨schliste L gespeichert und aus der Liste der bekannten Teilnehmer
T gelo¨scht. Informationen u¨ber Teilnehmer, die in der Lo¨schliste gespeichert sind,
werden ignoriert, es sei denn, der Absender einer solchen Information ist der ver-
meintlich ausgefallene Teilnehmer selber oder in dieser Nachricht wird eine von der
in der Lo¨schliste gespeicherten Position abweichende Position genannt.
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Will ein Teilnehmer das QuON-Netz verlassen, versendet er eine LEAVE-Notiﬁcation
an alle bekannten Teilnehmer. Diese Nachricht entha¨lt seine vollsta¨ndige Liste be-
kannter Teilnehmer. Die Empfa¨nger der Nachricht fu¨gen alle Teilnehmer aus dieser
Liste ihrer lokale Liste der bekannten Nachbarn hinzu. In Algorithmus 6.16 ist der
hier beschriebene Protokollablauf dargestellt.
.. Zusammenfassung des Protokollablaufs 
Vorbedingung: x: Beliebiger Teilnehmer eines QuON-Netzes
procedure QuON(x)
send JOIN(A, pA) → x
while JOIN ACK(NB,PNB ,VB,PVB ,SB,PSB) noch nicht empfangen do
wait(Wartezeit)
send JOIN(A, pA) → B
end while
T ← NB ∪ PNB ∪ VB ∪ PVB ∪ SB ∪ PSB
L ← ∅
repeat
N ← BestimmeDirekteNachbarn(T )  Alg. 6.14
V ,B ← BestimmeVerbindungsUndBackupNachbarn(T )  Alg. 6.11
S ← BestimmeTempora¨reNachbarn(T ,V)  Alg. 6.4
if Zeit seit letzer Positionsmeldung ≥ 1/ Sendefrequenz then




AoI , r¯AoI , n, sl, sv)  Alg. 6.15
end if
SendePositionsmeldungen(T )  Alg. 6.5
end if
if Zeit seit letzer Anfrage an Backup-Nachbarn ≥ 1/ Backupfrequenz then
for all b ∈ B do
send Backupanfrage(A) → b
end for
end if
if Backupanfrage(b) empfangen then
send MOVE(A, p, rAoI ,V ,PV ,S,PS) → b
end if
if MOVE(m, pm, r
AoI
m , [Vm,PVm ,Sm,PSm ]) empfangen then  Alg. 6.10
BehandlePositionsmeldung(T ,L,MOVE(m, pm, rAoIm , [Vm,PVm ,Sm,PSm ]))
if m ∈ N then  Alg. 6.13
BenachrichtigeU¨berNeueNachbarn(N ,MOVE(m, pm, rAoIm ))
end if
end if
if JOIN(n, pn) empfangen then
BehandleBeitrittsanfrage(JOIN(n, pn),N ,V ,S)  Alg. 6.9
end if
if LEAVE(o, To,PTo) empfangen then
for all t ∈ To : t /∈ T do
AktualisierePosition(t)
T ← T ∪ {t}
end for
end if
if Zeit seit Nachricht eines Teilnehmers p empfangen> Alive-Timeout then
T ← T \ {p}
L ← L ∪ {p}
end if
until Benutzer will QuON verlassen
for all t ∈ T do
send LEAVE(A, T ,PT ) → t
end for
end procedure
Algorithmus 6.16 Der Protokollablauf von QuON
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. Cheating
Ein verbreitetes Problem in virtuellen Welten ist das sogenannte Cheating, Eng-
lisch fu¨r
”
Mogeln“. In vielen bisherigen Protokollvorschla¨gen fu¨r virtuelle Welten
wurde das Problem des Cheatings ignoriert. Andere, auf die Abwehr von Cheating
fokussierte Protokollvorschla¨ge waren oftmals nicht skalierbar oder fu¨hrten zu in-
akzeptablen Latenzen. In diesem Kapitel wird eine Cheating-Erkennung vorgestellt,
die nicht mit negativen Einﬂu¨ssen auf Skalierbarkeit oder Latenz verbunden ist. Die
Mechanismen werden im Kontext des in Kapitel 6 vorgestellten Protokolls QuON
vorgestellt, lassen sich aber auch mit anderen P2P-Protokollen fu¨r virtuelle Welten
kombinieren.
. Cheating in virtuellen Welten
Cheating ist seit Einfu¨hrung der Online-Spiele ein Problem fu¨r ehrliche Spieler und
Spielebetreiber. Insbesondere im Kontext von P2P-basierten virtuellen Welten stellt




Cheating ist u¨blicherweise deﬁniert als das regelwidrige Erlangen von Vorteilen von
Spielern eines Spiels [74, 146, 150]. Dabei ko¨nnen von dem cheatenden Spieler ver-
schiedene Angriﬀswege gewa¨hlt werden. Mo¨gliche Angriﬀswege sind beispielsweise
das Ausnutzen von Fehlern in der Spielsoftware, das Vera¨ndern der Spielsoftware
um Gegner schwa¨cher oder die eigene Spielﬁgur sta¨rker zu machen oder die Steue-
rung der Spielﬁgur mit Automatisierungsprogrammen. Gemein ist diesen Methoden
nur, dass dem Spieler das Erreichen von Zielen im Spiel vereinfacht wird und dass
das Ausnutzen dieser Mo¨glichkeiten gegen die Regeln versto¨ßt, die der Anbieter oder
Betreiber des Spiels vorgesehen hat.
Das Pha¨nomen des Cheatings konnte bereits vor der gro¨ßeren Verbreitung von On-
line-Spielen in Einspieler-Spielen beobachtet werden. Beispielsweise modiﬁzierten
 . Cheating
Spieler Spiele derart, dass die Spielﬁgur nicht geto¨tet werden konnte oder dass die
Spielﬁgur beliebig oft nach ihrem Tod wiederbelebt werden konnte [38]. Hierbei
diente das Cheaten im Wesentlichen der Vereinfachung des Spiels fu¨r den Spieler.
Da in Einspieler-Spielen die Folgen des Cheatings auf den cheatenden Spieler sel-
ber beschra¨nkt bleiben, entsteht aus dieser Art des Cheatings kein Schaden. Einige
Hersteller lieferten ihre Spiele sogar mit versteckten Funktionen aus, die dem Spieler
die Vorteile bringen, die ansonsten nur durch Cheating erreicht werden ko¨nnen. Bei-
spielsweise lassen sich in vielen Spielen des Herstellers Konami durch das Dru¨cken
der Tasten
”
Oben Oben Unten Unten Links Rechts Links Rechts B A“ Vorteile fu¨r
die Spielﬁgur, wie zusa¨tzliche Ausru¨stung oder ho¨here Spielsta¨rke der Spielﬁgur,
erlangen [38].
Bei Mehrspieler-Spielen sind die Auswirkungen von Cheating jedoch nicht mehr
auf den Cheater selbst begrenzt, sondern fu¨r alle Mitspieler des Spiels spu¨rbar. Bei
kompetitiven Spielen verhindert oder erschwert Cheaten beispielsweise das Gewin-
nen nicht-cheatender Gegenspieler. Gerade bei Online-Spielen, bei denen nicht nur
befreundete Personen, sondern auch einander unbekannte Menschen in einem Spiel
aufeinander treﬀen ko¨nnen, kann Cheating den Spielspaß nicht-cheatender Spieler
deutlich einschra¨nken. Muss ein Spieler damit rechnen, dass er beim online Spielen
regelma¨ßig auf cheatende Gegenspieler triﬀt, kann ihn das vom Spielen abschrecken
und so einen ﬁnanziellen Schaden beim Hersteller oder Betreiber des Spiels verursa-
chen.
In virtuellen Welten, insbesondere in MMOGs, ist dieses Problem besonders aus-
gepra¨gt. MMOGs sind u¨blicherweise nur online zu spielen, und Spieler interagieren
regelma¨ßig mit ihnen fremden Spielern. Wird ein Spieler bei Interaktionen regelma¨-
ßig durch Cheater u¨bervorteilt, kann er die Motivation verlieren, weiter zu spielen.
Da MMOGs oft durch monatliche Zahlungen der Spieler ﬁnanziert werden, ist der
Verlust von Spielern aufgrund von cheatenden Teilnehmern ein großes ﬁnanzielles
Risiko fu¨r den Anbieter dieser Spiele.
.. Klassiﬁzierung von Cheating
Aufgrund der unscharfen Deﬁnition von Cheating und der Vielfalt an Cheats ist ei-
ne vollsta¨ndige Aufza¨hlung aller bekannten konkreten Arten des Cheatings, wie sie
beispielsweise Robles et al. versucht haben [119], schwierig. Derartige Aufza¨hlungen
werden schnell durch Entwicklung neuer Cheats obsolet. Erfolgversprechender sind
Ansa¨tze, die Cheats systematisch zu klassiﬁzieren. Hierbei sind verschiedene Ansa¨tze
mo¨glich. Neumann et al. schlagen vor, Cheats analog zu der Klassiﬁkation von An-
griﬀen auf Kryptosysteme nach der durch den Cheat kompromittierten Eigenschaft
zu klassiﬁzieren [102]. Dabei werden die drei Eigenschaften Vertraulichkeit, Integri-
ta¨t und Verfu¨gbarkeit betrachtet. Diese Klassiﬁzierung deckt zwar alle wesentlichen
Cheatmo¨glichkeiten ab, ist aber fu¨r die Entwicklung von Gegenmaßnahmen oder Er-
kennungsstrategien wenig hilfreich: Angriﬀe auf die einzelnen Eigenschaften ko¨nnen
auf vielen verschiedenen Ebenen stattﬁnden, sodass Cheats aus einer der gegebenen
Kategorien nur wenige Gemeinsamkeiten aufweisen mu¨ssen.
Eine deutlich ausfu¨hrlichere Klassiﬁzierung wird von Yan und Randell vorgeschlagen
[150]. In dieser Klassiﬁzierung werden Cheats nach drei Dimensionen unterteilt:
• Angegriﬀenes Ziel: Welches Ziel wird von dem Cheat angegriﬀen?
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– Das Spielsystem
– Die unterliegende Infrastruktur
– Einzelne Spieler
– Administratoren des Spiels
• Konsequenz: Welcher Schaden entsteht durch den Cheat?
– Verletzung der Fairness
– Annahme einer falschen Identita¨t
– Verletzung der Integrita¨t des Spielsystems
– Dienstblockade
– Diebstahl von Informationen oder (virtuellen) Besitztu¨mern
• Angreifer: Wer ist der Angreifer?
– Ein einzelner Spieler
– Eine Gruppe von Spielern
– Ein Administrator oder Mitglied der Betreiberﬁrma
– Ein Administrator in Zusammenarbeit mit Spielern
Dabei ist die Zuordnung von Cheats zu den einzelnen Klassen nicht eindeutig; so
kann beispielsweise ein Cheat durch den Diebstahl von Informationen die Fairness
des Spiels verletzen. Eine weitere Schwa¨che der Klassiﬁkation ist, dass einige Ka-
tegorien auf nahezu alle u¨blichen Cheats zutreﬀen: Da das Ziel eines Cheats ein
regelwidriger Vorteil fu¨r den Cheater ist, verletzt jeder Cheat in der Regel auch die
Fairness.
Webb und Soh klassiﬁzieren Cheats eindimensional nach der Schicht, auf der der
Angriﬀ erfolgt [146]. Dabei unterscheiden sie zwischen folgenden Schichten:
• Spielebene: Cheats, die ohne Modiﬁkation oder externe Einﬂu¨sse innerhalb
der Spielsoftware auftreten.
• Anwendungsebene: Cheats, die durch Modiﬁkation der Spielsoftware oder
durch Interaktion der Spielsoftware mit externen Programmen auftreten.
• Protokollebene: Cheats, die durch das Vera¨ndern, Einfu¨gen oder Unter-
dru¨cken von Paketen in die Kommunikation des Spiels auftreten.
• Infrastrukturebene: Cheats, die auf Modiﬁkationen oder Angriﬀe auf die
dem Spiel unterliegende Software oder Hardware aufbauen.
Diese Klassiﬁkation ermo¨glicht eine deutlich bessere Diﬀerenzierung der Angriﬀsziele
von Cheats.
Eine weitere Klassiﬁkation von Cheating ist die Ha¨uﬁgkeit von regelwidrigen Ak-
tionen des Cheaters. Es lassen sich so sporadische Cheats und permanente Cheats
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unterscheiden. Bei sporadischen Cheats verha¨lt sich der Cheater die meiste Zeit re-
gelkonform und bricht nur gelegentlich die Regeln. Sporadische Cheats lohnen sich
fu¨r den Cheater nur, wenn der einzelne Regelbruch einen deutlichen Vorteil brin-
gen kann. Bei permanentem Cheating sind die meisten der Aktionen des Cheaters
regelwidrig. Die Auswirkungen dieser Cheats sind in der Regel gering, durch die
permanente Anwendung bringen sie jedoch insgesamt einen Vorteil fu¨r den Cheater.
Ein Beispiel fu¨r sporadisches Cheating ist das Ignorieren von Hindernissen in der
Spielwelt: Die meiste Zeit bewegt sich der Cheater normal in der Welt. Um Zeit
zu sparen, durchquert er jedoch von Zeit zu Zeit ein eigentlich nicht passierbares
Hindernis. Ein Beispiel fu¨r permanentes Cheating ist die Erho¨hung der Maximalge-
schwindigkeit der Spielﬁgur. Hier erho¨ht der Cheater die zwischen zwei Positionsmel-
dungen maximal zuru¨cklegbare Distanz. Damit dies einen Vorteil fu¨r den Cheater
bringt, muss er dieses Verhalten u¨ber einen la¨ngeren Zeitraum aufrecht erhalten. In
der Folge ist der gro¨ßte Teil seiner Positionsmeldungen nicht regelkonform.
Eine spezielle Klasse von Cheats sind Angriﬀe auf Cheat-Erkennungsmaßnahmen.
Implementiert eine virtuelle Welt Maßnahmen, mit denen ein Cheating der Teilneh-
mer erkannt oder verhindert werden soll, ko¨nnen Cheater versuchen, die Maßnahmen
anzugreifen oder zu umgehen. Der Angriﬀ auf diese Maßnahmen bringt dem Chea-
ter zuna¨chst keinen direkten Vorteil, ermo¨glicht aber gegebenenfalls, weitere Cheats
unerkannt durchzufu¨hren, die ansonsten von der Cheat-Erkennung bemerkt oder
verhindert worden wa¨ren.
.. Cheating in PP-Systemen
In virtuellen Welten auf der Basis von P2P-Protokollen gibt es aufgrund der feh-
lenden zentralen Kontrollinstanz mehr Cheatmo¨glichkeiten als in klassischen Cli-
ent/Server-basierten virtuellen Welten. Diese betreﬀen die Protokoll- und Anwen-
dungsebene der obigen Klassiﬁzierung. Der Grund ist hier, dass in P2P-basierten
virtuellen Welten alle Berechnungen von den Teilnehmern durchgefu¨hrt werden. Da-
durch ist es einfach mo¨glich, durch Vera¨nderung der Spielsoftware Ereignisse zu
erzeugen, die nicht den Regeln des Spiels entsprechen. Da eine zentrale Kontrolle
nicht stattﬁnden kann, ko¨nnen Spieler diese Ereignisse ungehindert publizieren. Auf
Protokollebene ﬁndet ebenfalls keine zentrale Kontrolle der versendeten Nachrichten
statt. So lassen sich durch manipulierte Nachrichten Spielzusta¨nde irregula¨r vera¨n-
dern oder durch das Unterdru¨cken von Nachrichten oder das Einschleusen gefa¨lschter
Nachrichten bei anderen Spielern falsche Spielzusta¨nde erzeugen.
In dieser Arbeit sollen vorrangig diese neuen, durch das Verwenden von P2P-Pro-
tokollen verursachten Cheatmo¨glichkeiten betrachtet werden. Das Ziel ist es, ein
Sicherheitsniveau zu erreichen, das zu klassischen Client/Server-basierten virtuellen
Welten a¨quivalent ist.
Auch in klassischen virtuellen Welten kann Cheating nicht vollsta¨ndig verhindert
werden. Theoretisch wa¨re zwar eine vollsta¨ndige U¨berpru¨fung aller von Spielern
durchgefu¨hrten Eingaben und eine vollsta¨ndige Berechnung der Auswirkungen die-
ser Eingaben in dem zentralen Spielserver mo¨glich. Der dazu no¨tige Rechenaufwand
wa¨re jedoch sehr hoch, sodass diese Methode von keiner aktuellen virtuellen Welt
eingesetzt wird. Stattdessen wird ein Teil der Berechnungen durch die Spielsoftware
der Teilnehmer durchgefu¨hrt und die Ergebnisse vom Server u¨bernommen. Dadurch
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werden Cheats auf der Anwendungsebene mo¨glich: Durch Vera¨nderung der Spiel-
software ko¨nnen diese Berechnungen vera¨ndert werden, sodass cheatende Spieler
beispielsweise Hindernisse in der Spielwelt ignorieren oder sich schneller als vorgese-
hen in der Spielwelt bewegen ko¨nnen.
Um das Cheaten fu¨r Spieler unattraktiv zu machen, werden u¨blicherweise die Ak-
tionen der Spieler, entweder aufgrund einer zufa¨lligen Stichprobe oder aufgrund von
Anschuldigungen anderer Spieler, auf Plausibilita¨t gepru¨ft. Fa¨llt dabei ein Regel-
bruch eines Spielers auf, wird er fu¨r sein Fehlverhalten durch den Anbieter des
Spiels bestraft. Je nach Schwere des Vorfalls kann eine solche Strafe beispielswei-
se eine zeitlich begrenzte Spielsperre oder der permanente Ausschluss aus dem Spiel
sein.1 Neben der Entfernung von bo¨swilligen Spielern aus dem Spiel besitzen diese
Strafen eine abschreckende Wirkung auf die verbleibenden Spieler, sodass bei kon-
sequenter Anwendung dieser Strafen virtuelle Welten gro¨ßtenteils frei von Cheatern
bleiben ko¨nnen.
Die Verwendung der Kombination aus Cheat-Erkennung und Bestrafung bietet sich
auch in P2P-basierten virtuelle Welten an. Im Gegensatz zu einer im Protokoll inte-
grierten Cheat-Verhinderung ist eine Cheat-Erkennung ohne zusa¨tzliche Nachrich-
tenverzo¨gerung mo¨glich. Um diese Mechanismen in P2P-basierten virtuellen Welten
einsetzen zu ko¨nnen, mu¨ssen zwei grundlegende Funktionen bereitgestellt werden:
Fu¨r das Erkennen von Cheats ist eine verteilte Cheat-Erkennung no¨tig; um die Be-
strafung von Cheatern durchfu¨hren zu ko¨nnen, wird eine Authentiﬁzierung und Au-
torisierung beno¨tigt.
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Bei einem großen Teil der P2P-Protokollvorschla¨ge fu¨r virtuelle Welten wird nicht
na¨her auf das Problems des Cheatings eingegangen [58, 67, 79, 149]. In diesen Pro-
tokollen ist es fu¨r bo¨swillige Spieler in der Regel einfach, unbehelligt Cheats auf der
Anwendungs- oder Protokollebene durchzufu¨hren.
Einige Arbeiten versuchen, bestimmte Cheats durch das Protokolldesign zu verhin-
dern. Eine gro¨ßere Zahl von Vorschla¨gen betrachtet das sogenannte Latency-Chea-
ting. Bei dieser Art des Cheatens versucht der Angreifer, seine eigenen Ereignisnach-
richten zu verzo¨gern, bis er die Ereignisnachrichten seiner Gegenspieler erhalten hat.
Er kann dann auf diese Ereignisse reagieren, indem er seine eigenen Nachrichten
ru¨ckdatiert. Im Lockstep-Protokoll von Baughman et al. [14] wird dies verhindert,
indem die Spielzeit in Runden unterteilt wird. Jeder Spieler muss sich zum Ende einer
Runde mittels eines kryptographischen Hashwertes auf eine Aktion festlegen. Wenn
sich alle Spieler festgelegt haben, werden die Aktionen der Spieler vero¨ﬀentlicht.
Dieser Ansatz hat jedoch das Problem, dass zuna¨chst auf alle Hashwerte gewartet
werden muss, bis die Aktionen bekannt gegeben werden ko¨nnen. Somit ergibt sich
durch das Protokoll eine zusa¨tzliche Verzo¨gerung in der Ho¨he der maximalen Ende-
zu-Ende-Verzo¨gerung zwischen den Teilnehmern. Dies ist in der Regel fu¨r Spiele mit
hohem Interaktionsgrad nicht akzeptabel. Zusa¨tzlich wird eine Angriﬀsmo¨glichkeit
geschaﬀen: Verzo¨gert ein einzelner Spieler bewusst seine Hashwerte, mu¨ssen alle an-
deren Teilnehmer des Spiels warten. Somit kann ein einzelner bo¨swilliger Spieler das
Spiel-Erlebnis fu¨r alle anderen Teilnehmer der virtuellen Welt beeintra¨chtigen.
1Beispielsweise sperrte der Spielehersteller Blizzard am 20.04.2010 u¨ber 320.000 Accounts den
Zugang zu ihren Online-Spielen fu¨r mindestens 30 Tage [5, 21].
 . Cheating
Um dieses Problem zu mildern, wird von Baughman et al. Asynchronous Synchro-
nisation vorgeschlagen [14]. In dieser Erweiterung des Lockstep-Protokolls wird nur
auf die Hashwerte von Spielern gewartet, die einen Einﬂuss auf das Interessenge-
biet eines Teilnehmers haben ko¨nnten. Somit wird der Einﬂuss von Spielern mit
hoher Latenz auf das Interessengebiet eingegrenzt, das grundsa¨tzliche Problem der
zusa¨tzlichen Wartezeit wird jedoch nicht gelo¨st.
Cronin et al. erweitern den Lockstep-Ansatz um eine Sliding Pipeline [39]. Dabei
werden mehrere lokale Ereignisse erzeugt und deren Hashwerte verschickt, bevor
auf die Nachrichten der anderen Teilnehmer gewartet wird. Die Maximalzahl der
vorab versendeten Hashwerte richtet sich nach der Latenz der Spieler. Bei diesem
Ansatz wird der lokale Spielﬂuss nicht mehr durch das Warten auf Nachrichten an-
derer Spieler verzo¨gert. Die Klartext-Ereignisnachrichten werden jedoch weiterhin
erst versendet, wenn die Hashwerte der anderen Spieler empfangen wurden. Somit
erreichen die Klartext-Ereignisnachrichten andere Spieler wie bei Lockstep erst nach
einer großen Verzo¨gerung. Weiterhin ko¨nnen Spieler durch Vorta¨uschen einer hohen
Latenz gegnerischen Spielern den eigenen Hashwert vorenthalten, bis die Klartext-
nachricht der vorigen Runde des gegnerischen Spielers eingetroﬀen ist. Somit ko¨nnen
von dem Sliding Pipeline-Protokoll nicht alle Arten des Latency-Cheating verhindert
werden.
Das Protokoll NEO [59] von GauthierDickey et al. versucht, die Vorteile einer Sliding
Pipeline beizubehalten, ohne dabei wie bei dem im vorigen Abschnitt vorgeschlage-
nen Protokoll Einbußen bei der Verhinderung von Latency-Cheating hinnehmen zu
mu¨ssen. Hierzu teilt es die Spielzeit in Runden fester La¨nge ein. In jeder Runde sen-
det jeder Teilnehmer seine Ereignisnachricht verschlu¨sselt an die anderen Teilnehmer.
Bei einer Pipeline-La¨nge von l vero¨ﬀentlicht er den Schlu¨ssel zu dieser Nachricht
l Runden spa¨ter.2 Um die im klassischen Sliding Pipeline-Protokoll bestehenden
Cheatmo¨glichkeiten unmo¨glich zu machen, stimmen die Teilnehmer nach dem En-
de der Runde ab, welche Ereignisnachrichten beachtet oder ignoriert werden sollen.
Dabei werden alle Nachrichten beachtet, die bei einem vorab festgelegten Anteil der
Teilnehmer rechtzeitig eingetroﬀen sind, alle anderen Nachrichten werden ignoriert.
Somit ko¨nnen Teilnehmer ihre Nachrichten nicht mehr ku¨nstlich verzo¨gern. Aller-
dings wird es Teilnehmern mit zu hoher Latenz unmo¨glich gemacht, an dem Spiel
teilzunehmen. Wie bei den bislang beschriebenen Protokollen ergibt sich in NEO
eine Verzo¨gerung der Ereignisnachrichten. Aufgrund der Aufteilung der Spielzeit in
Runden betra¨gt die Verzo¨gerung das Doppelte der Rundenla¨nge.
Um Inkonsistenzen zu vermeiden, ko¨nnen Teilnehmer in NEO ihre Spielsta¨nde ver-
gleichen. Sind diese nicht identisch, werden die zuru¨ckliegenden Nachrichten ver-
glichen. Wird dabei festgestellt, dass von einem Teilnehmer in einer Runde unter-
schiedliche Nachrichten an unterschiedliche Empfa¨nger versendet worden sind, wird
dies als Cheatversuch gewertet. Um dieses Verfahren sicher durchfu¨hren zu ko¨nnen,
mu¨ssen alle Ereignisnachrichten vom Absender signiert und vom Empfa¨nger fu¨r eine
2Kryptographisch ist der Ansatz von Lockstep und Sliding Pipeline, zuerst einen Hashwert des
Ereignisses zu versenden und danach das Ereignis im Klartext zu publizieren, besser. Die Sicherheit
des Verfahrens beruht auf der Annahme, dass es nicht mo¨glich ist, seine Aktion nach Publizierung
der ersten Nachricht zu a¨ndern. Bei kryptographisch sicheren Hashfunktionen ist diese Eigenschaft
gegeben. Bei verschlu¨sselten Nachrichten ist jedoch eine Kollisionsfreiheit nicht notwendig. Es kann
also mo¨glich sein, dass bei geschickter Auswahl der Nachricht verschiedene Schlu¨ssel generiert
werden ko¨nnen, die zu verschiedenen gu¨ltigen Ereignisnachrichten fu¨hren.
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gewisse Zeit gespeichert werden. Dies fordert einen nicht unerheblichen Rechen- und
Speicherbedarf bei den Teilnehmern.
Insgesamt kann in Frage gestellt werden, wie sinnvoll das Verhindern von Latency-
Cheating in der Praxis ist. Latency-Cheating setzt voraus, dass alle Ereignisnach-
richten der Spieler in eine eindeutige Reihenfolge gebracht werden mu¨ssen, die durch
die vorgebliche Sendezeit bestimmt wird. Zusa¨tzlich geht Latency-Cheating davon
aus, dass bei diesen Ereignissen die Kausalita¨t der Spielereignisse vollsta¨ndig ge-
wahrt bleibt. Dies ist jedoch in virtuellen Welten u¨blicherweise nicht der Fall. Um
die verschiedene Latenz der einzelnen Spieler auszugleichen, erlauben die meisten
Spiele eine unscharfe Wirkung der Ereignisse. So kann beispielsweise ein Angriﬀ
einen Spieler treﬀen, der den Zielort des Angriﬀs vor kurzer Zeit bereits verlassen
hat. In der virtuellen Welt
”
World of Warcraft“ ist es mo¨glich, dass ein Duell zweier
Spieler als unentschieden gewertet wird, obwohl bei vollsta¨ndiger Ordnung der Spiel-
ereignisse einer von beiden Spielern zuerst alle Lebenspunkte verloren haben mu¨sste,
und somit ein eindeutiger Gewinner festzustellen gewesen wa¨re. Unter diesen Bedin-
gungen sind die durch Latency-Cheating erzielbaren Vorteile vernachla¨ssigbar. Die
durch die Vermeidung dieser Cheats beno¨tigte zusa¨tzliche Latenz ist dem geringen
Nutzen nicht angemessen.
Das von Webb et al. vorgestellte Protokoll RACS [147] versucht, eine gro¨ßere Men-
ge von Cheats aus Anwendungs- und Protokollebene zu verhindern. Dafu¨r fu¨hrt
es einen sogenannten Referee-Knoten ein, der die Autorita¨t u¨ber den Spielstand
besitzt. Teilnehmer senden alle ihre Ereignisnachrichten an diesen Referee. Dieser
pru¨ft alle eingehenden Nachrichten auf Cheating. Teilnehmer, deren Interessenge-
biete sich schneiden, ko¨nnen vom Referee angewiesen werden, ohne Umweg u¨ber
den Referee direkt untereinander zu kommunizieren. Dabei sind sie jedoch weiter-
hin verpﬂichtet, alle Ereignisse zusa¨tzlich an den Referee zu versenden. Gehen auf
dem Kommunikationsweg zwischen den Teilnehmern bei direkter Kommunikation
zu viele Nachrichten verloren oder versucht ein Teilnehmer, durch das Unterdru¨cken
oder Verzo¨gern von Nachrichten den anderen zu u¨bervorteilen, kann dieser fordern,
die Nachrichten wieder u¨ber den Referee zugestellt zu bekommen. Durch RACS wird
eine dem Client/Server-Modell a¨quivalente Sicherheit gewa¨hrleistet. Allerdings muss
der Referee jede Ereignisnachricht der Teilnehmer empfangen, u¨berpru¨fen und gege-
benenfalls an andere Teilnehmer weiterleiten. Hierdurch ist er nicht mehr wesentlich
von einem gewo¨hnlichen zentralen Server zu unterscheiden. Durch die Mo¨glichkeit,
Teilnehmer direkt miteinander statt u¨ber den Server kommunizieren zu lassen, kann
eine gewisse Bandbreiteneinsparung gegenu¨ber einem klassischen Client/Server-Pro-
tokoll erreicht werden. Der sonstige Ressourcenverbrauch, also insbesondere Speicher
und Rechenzeit, a¨ndert sich jedoch nicht. RACS kann somit nicht die Skalierbarkeit
erreichen, die in P2P-Systemen sonst mo¨glich ist.
Goodman und Verbrugge schlagen Peer Auditing zur Verhinderung von Cheating vor
[60]. In diesem Schema wird jedem Teilnehmer ein Proxy zugewiesen. Teilnehmer sen-
den alle Ereignisnachrichten an ihren Proxy. Dieser berechnet die Auswirkungen des
Ereignisses und sendet die Resultate an einen zentralen Server. Mit einer gewissen
Wahrscheinlichkeit wird die Ereignisnachricht des Spielers an einen weiteren Teilneh-
mer des Spiels gesendet, dem sogenannten Co-Auditor. Dieser berechnet ebenfalls
die Auswirkungen des Ereignisses. Der Server vergleicht daraufhin die Resultate von
Proxy und Co-Auditor. Ergeben sich wesentliche Unterschiede in den Resultaten,
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ist dies ein Hinweis darauf, dass entweder Proxy oder Co-Auditor cheaten. Der Ser-
ver kann daraufhin selber die Resultate des Ereignisses berechnen und feststellen,
welcher von beiden falsche Ergebnisse liefert. Alle Ereignisse, die nicht von einem
Co-Auditor u¨berpru¨ft werden, werden vom Server einem Kurztest auf Plausibilita¨t
unterzogen, um oﬀensichtliche Cheat-Versuche zu unterbinden. Als zusa¨tzlicher Me-
chanismus wird allen Teilnehmern ein Vertrauenswert zugewiesen. Dieser wird vom
Server berechnet und bei Empfang von korrekten Resultaten erho¨ht, bei implausiblen
oder abweichenden Resultaten verringert. Mit Peer Auditing kann so ein hohes Maß
an Cheat-Sicherheit erreicht werden. Allerdings wird fu¨r dieses Protokoll ein zen-
traler Server beno¨tigt, der alle Ereignisnachrichten aller Teilnehmer empfa¨ngt. Ein
gewisser Teil der Rechenlast kann im Vergleich zu einem klassischen Client/Server-
System von den Proxies u¨bernommen werden, Speicher und Bandbreitenbedarf des
zentralen Servers unterscheiden sich jedoch nicht von klassischen Systemen.
Von Kabus et al. wird zur Verhinderung von Cheating Mutual Checking vorgeschla-
gen [74]. In diesem Ansatz wird die Spielwelt in Zonen unterteilt. Jeder Zone werden
einige Teilnehmer als Region Controller zugewiesen. Die Teilnehmer innerhalb der
Zone senden allen Region-Controllern ihrer Zone alle ihre Ereignisnachrichten zu.
Diese u¨berpru¨fen die Gu¨ltigkeit der Ereignisse. Weiterhin vergleichen sie, welcher
Spielzustand aus diesen Ereignissen resultiert. Weichen die Zusta¨nde der einzelnen
Controller voneinander ab, einigen sich diese auf einen gu¨ltigen Zustand. Setzt man
voraus, dass die Mehrheit der Controller ehrlich ist, kann so eine dem Client/Server-
Modell a¨quivalente Cheatsicherheit gewa¨hrleistet werden. Dies setzt aber voraus,
dass die Zahl der Region-Controller pro Zone nicht zu klein ist. Ansonsten kann es
vorkommen, dass aufgrund einer ungu¨nstigen Zuweisung der Controller in einzelnen
Zonen die Mehrheit der Controller unehrlich sind. Bei einer großen Zahl an Control-
lern pro Zone ergibt sich jedoch das Problem der Konsensﬁndung. Dieses ist nicht-
trivial: Hierzu ist das sogenannte Problem der byzantinischen Genera¨le zu lo¨sen [87].
Da der Spielﬂuss erst weitergehen kann, wenn die Controller sich auf einen gu¨ltigen
Spielstand geeinigt haben, kann durch das bo¨swillige Erzeugen abweichender Zu-
sta¨nde in den Controllern der Spielﬂuss fu¨r alle in der Zone beﬁndlichen Teilnehmer
erheblich verzo¨gert werden, bis der Konsens zwischen den Controllern gefunden ist.
Ein alternativer Ansatz von Kabus et al. ist das Log Auditing [74]. Hier wird die
Welt ebenfalls in Zonen aufgeteilt. Jeder Zone wird ein Teilnehmer als Region-Con-
troller zugewiesen. Alle Teilnehmer senden ihre Ereignisnachrichten signiert an den
Controller. Dieser berechnet die Auswirkungen der Ereignisse und versendet signiert
die resultierenden Zustandsa¨nderungen an die Spieler. Zusa¨tzlich speichert er alle
Nachrichten der Spieler. Zu festgelegten Zeiten sendet er den aktuellen Zustand und
sa¨mtliche Ereignisnachrichten der Spieler an eine zentrale, vertrauenswu¨rdige Stelle.
Diese pru¨ft dann, ob der Controller alle Zustandsberechnungen korrekt durchgefu¨hrt
hat. So soll ein Cheating durch den Region-Controller verhindert werden. Allerdings
ko¨nnen so nicht alle Cheatmo¨glichkeiten des Controllers erkannt werden. Der Con-
troller kann beispielsweise einzelne Ereignisse eines Spielers ignorieren und so die
Gegenspieler dieses Spielers bevorzugen. Ein weiterer Nachteil dieses Ansatzes ist
die Ressourcenbelastung des Controllers. Dieser agiert in dem vorgeschlagenen Pro-
tokoll de facto als Server fu¨r die gesamte Region. Er hat also denselben Rechen-
und Bandbreitenaufwand, den ein Server in einem klassischen Client/Server-System
hat. Der Speicherbedarf ist sogar gro¨ßer als in einem Client/Server-System, da der
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Controller sa¨mtliche Nachrichten der Teilnehmer speichern muss. Es besteht so die
Gefahr, dass der Controller u¨berlastet wird; das System skaliert nicht.
Insgesamt ko¨nnen alle diese Cheatverhinderungsprotokolle eine hohe Sicherheit ge-
gen Cheating erreichen. Allerdings wird dafu¨r entweder ein zentraler Server beno¨tigt,
der alle Ereignisnachrichten der Spieler empfa¨ngt und bearbeitet, wodurch der Vor-
teil zu klassischen Client/Server-Systemen nur gering ist, oder es wird einem Teil der
Teilnehmer Aufgaben u¨bertragen, die in Lastsituationen von normalen Endsystemen
nicht zu leisten sind. In beiden Fa¨llen ist die Skalierbarkeit des Systems als gering
einzuscha¨tzen.
Eine Alternative zu der Verhinderung von Cheats durch das Protokoll ist es, Cheats
nur zu detektieren und cheatende Spieler zu bestrafen. Dies ermo¨glicht die Ver-
meidung der Skalierungsprobleme der Cheatverhinderungsprotokolle. Es gibt einige
Arbeiten, die die Detektion einzelner Cheatklassen ermo¨glichen. In der Regel wird
versucht, Cheats auf der Anwendungsebene durch eine verhaltensbasierte Analyse
zu ﬁnden. So kann die Steuerung einer Spielﬁgur durch ein externes Programm, ei-
nem sogenannten Bot, anhand der resultierenden Laufwege oder der Verteilung der
erzeugten Nachrichten erkannt werden [32, 33, 135]. A¨hnliche Techniken lassen sich
verwenden, um sogenannte Wall-Hacks zu erkennen, bei denen Cheater Spielhinder-
nisse undurchsichtig erscheinen lassen oder passierbar machen [88].
Diese Arbeiten bescha¨ftigen sich jedoch nur mit der Erkennung des jeweiligen Cheats
durch einen zentralen Server. Aus diesem Grund werden dort keine weiteren Maßnah-
men vorgestellt, durch die diese Erkennungsstrategien in P2P-Systemen verwendet
werden ko¨nnen. Die in diesem Kapitel vorgestellte Cheat-Erkennung fu¨r P2P-basier-
te virtuelle Welten kann diese Erkennungsstrategien als Module bei der verteilten
Cheat-Erkennung einsetzen, um die jeweiligen Cheatklassen detektieren zu ko¨nnen.
. Cheatermodell
Um die Eﬃzienz von Maßnahmen gegen Cheating abscha¨tzen zu ko¨nnen, muss zu-
na¨chst ein Angreifermodell fu¨r Cheating festgelegt werden. Die in Abschnitt 7.1.2
erwa¨hnte Cheatklassiﬁzierung nach Neumann et al. legt durch ihre Einteilung von
Cheats in Angriﬀe auf Vertraulichkeit, Integrita¨t und Verfu¨gbarkeit einer virtuellen
Welt nahe, dass ein Cheater im Wesentlichen ein Sonderfall eines in Kommunikati-
onsprotokollen betrachteten Angreifers ist.
Das in vielen Problemen der Netzsicherheit herangezogene Dolev-Yao-Angreifermo-
dell [43] geht jedoch u¨ber die Fa¨higkeiten eines realistisch anzunehmenden Cheaters
hinaus. Durch die deﬁnitionsgema¨ße Einschra¨nkung der Ziele eines Cheaters auf Er-
langung eines Vorteils in einer virtuellen Welt ergeben sich bei Cheatern Einschra¨n-
kungen bei den anzunehmenden Angriﬀsmo¨glichkeiten und Angriﬀsmethoden.
In dieser Arbeit wird angenommen, dass Cheater in der Regel gewo¨hnliche Teilneh-
mer einer virtuellen Welt sind. Demnach wird davon ausgegangen, dass der Cheater
keinen direkten Zugriﬀ auf die Netzinfrastruktur hat. Topologisch gesehen beﬁndet
er sich also am Rande des Netzes. Er hat somit keinen Zugriﬀ auf Nachrichten ande-
rer Spieler, die nicht an ihn adressiert sind. Weiterhin hat er keinen Zugriﬀ auf die
Daten, die andere Spieler lokal verwalten.
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Angriﬀsmo¨glichkeiten fu¨r den Cheater ergeben sich aus der lokalen Kontrolle u¨ber
die Spielsoftware und dem Netzverkehr: Es wird davon ausgegangen, dass der Chea-
ter volle Kontrolle u¨ber die Spielsoftware besitzt. Somit kann er alle lokal abgelegten
Datenstrukturen a¨ndern sowie das Ergebnis aller Berechnungen beeinﬂussen. Dies er-
mo¨glicht eine große Auswahl an Cheats auf Anwendungsebene. So kann ein Cheater
die Steuerung des Spiels durch eine Computersteuerung automatisieren oder seine
Eingaben algorithmisch optimieren. Diese Art des Cheatens wird Botting genannt.
Mit sogenannten Wall-Hacks kann ein Cheater Hindernisse durchsichtig erscheinen
lassen, um Gegner durch Hindernisse hindurch sehen zu ko¨nnen oder die Hindernisse
passierbar machen. Der Cheater kann irregula¨re Aktionen durchfu¨hren. So kann er
zum Beispiel seine Laufgeschwindigkeit u¨ber die vom Spiel vorgegebene Grenze hin-
weg steigern. Durch die Vera¨nderung von lokalen Datenstrukturen kann ein Cheater
die Werte seiner Spielﬁgur a¨ndern.
Weiterhin hat ein Cheater Kontrolle u¨ber den vom Spiel erzeugten Datenverkehr.
Er kann Nachrichten modiﬁzieren, duplizieren, willku¨rlich erzeugen, unterdru¨cken
oder verzo¨gern. Dadurch ergeben sich Cheatmo¨glichkeiten auf der Protokollebene.
So kann ein Cheater beispielsweise durch die Manipulation oder Erzeugung gefa¨lsch-
ter Nachrichten eine falsche Identita¨t vorta¨uschen und somit Ereignisse im Namen
anderer Spieler versenden. Durch das Versenden inkonsistenter Nachrichten kann er
einem Teil der Spieler eine andere Folge von Ereignissen senden als den u¨brigen. Eine
weitere Cheatmo¨glichkeit ist das Nichtdurchfu¨hren von Protokollaufgaben. So kann
ein Cheater in QuON das Durchfu¨hren der Nachbarschaftsﬁndung unterdru¨cken.
Eine Kooperation zwischen Cheatern ist grundsa¨tzlich mo¨glich. Kooperierende Chea-
ter ko¨nnen ihre Aktionen miteinander abstimmen, um so den individuellen Vorteil
zu steigern oder zu versuchen, einer Entdeckung zu entgehen. Es wird jedoch da-
von ausgegangen, dass stets nur eine geringe Zahl von Cheatern auf diese Weise
kooperiert. Insbesondere ist anzunehmen, dass nicht alle Nachbarn eines Cheaters
ebenfalls Cheater sind.
Zusammengefasst handelt es sich bei dem in dieser Arbeit betrachteten Cheater um
einen lokalen Angreifer, dessen Fa¨higkeiten sich auf die Manipulation des lokalen
Systems beschra¨nken. Auf diesem lokalen System hat er jedoch die volle Kontrolle
und kann alle Berechnungen und Kommunikation auf dem lokalen System gezielt
steuern.
. Authentiﬁzierung und Autorisierung
Um das Vorta¨uschen falscher Identita¨ten durch Cheater zu unterbinden und eine ef-
fektive Bestrafung der entdeckten Cheater zu ermo¨glichen, ist eine Authentiﬁzierung
und Autorisierung der Teilnehmer notwendig. Eine einfache Lo¨sung ist die Einfu¨h-
rung einer zentrale Autorita¨t als Vertrauensanker. Die hier beschriebenen Verfahren
lassen sich jedoch auch mit einer verteilten Authentiﬁzierung und Autorisierung [145]
kombinieren. Im Folgenden wird zuna¨chst von einer zentralen Autorisierungsstelle
ausgegangen.
Damit die Teilnehmer der virtuellen Welt gegenseitig ihre Autorisierung u¨berpru¨fen
ko¨nnen, stellt die Autorisierungsstelle nach erfolgreicher Authentiﬁzierung ein si-
gniertes, mit einer Gu¨ltigkeitsdauer versehenes Ticket aus. Das Ticket hat folgendes
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Format: H() ist eine sichere kryptographische Hashfunktion, Sk() ist die kryptogra-
phische Signatur mit dem Schlu¨ssel k, kc der private Schlu¨ssel der Autorisierungs-
stelle, t0 der Ausstellungszeitpunkt und tend das Ende des Gu¨ltigkeitszeitraumes, A
die IP-Adresse des Teilnehmers und IDA der Identiﬁkator des Teilnehmers.
Ticket(A, IDA, t0, tend, Skc(H(A, IDA, t0, tend)))
Dieses Ticket muss ein Teilnehmer vorzeigen, wenn er eine Verbindung mit einem
anderen Teilnehmer aufbauen will oder – im Fall von zonenbasierten virtuellen Wel-
ten – einer neuen Zone beitreten will. Der Empfa¨nger des Tickets kann dann anhand
der im Ticket gespeicherten Daten feststellen, ob der Absender zu dem gegebenen
Zeitpunkt mit gegebener Adresse und Identiﬁkator am Netz teilnehmen darf. Ent-
sprechen die im Ticket angegebenen Daten nicht den Daten des Absenders oder
entspricht der signierte Hashwert nicht den dazugeho¨rigen Daten, ist das Ticket un-
gu¨ltig. Jede Kommunikation mit dem Absender wird dann unterbunden. Dies stellt
sicher, dass nur Teilnehmer mit gu¨ltigem Ticket an der virtuellen Welt teilnehmen
ko¨nnen.
Nach Ablauf der Gu¨ltigkeitsdauer des Tickets muss der Spieler ein neues Ticket bean-
tragen und seinen Kommunikationspartnern vorzeigen. Dies erlaubt einen einfachen
Ausschluss von Cheatern aus der virtuellen Welt: Fallen Spieler durch Cheating auf,
wird das Ausstellen eines neuen Tickets verweigert.
Hierdurch entsteht bei der Wahl des Gu¨ltigkeitszeitraumes fu¨r die Tickets jedoch ein
Konﬂikt zwischen der Mo¨glichkeit eines schnellen Ausschlusses von Cheatern und der
Zahl an Ticketantra¨gen an die Autorisierungsstelle: Wird ein kurzer Gu¨ltigkeitszeit-
raum gewa¨hlt, ko¨nnen Cheater schnell aus dem System entfernt werden. Allerdings
mu¨ssen alle, auch die nicht cheatenden Teilnehmer, relativ oft ihr Ticket erneuern.
Ein langer Gu¨ltigkeitszeitraum senkt die Last der Autorisierungsstelle, ermo¨glicht
aber Cheatern, nach ihrer Entdeckung eine relativ lange Zeit Teil der virtuellen Welt
zu bleiben.
Dieses Problem la¨sst sich durch die Einfu¨hrung eines Ticketru¨ckrufs lo¨sen: Fa¨llt
ein Teilnehmer durch Cheaten auf, wird von der Autorisierungsstelle ein signierter
Ticketru¨ckruf fu¨r das Ticket des Cheaters erstellt und an die Nachbarn des Chea-
ters oder den Koordinator der Zone des Cheaters versendet. Der Ticketru¨ckruf hat
folgendes Format:
Ticketru¨ckruf(A, IDA, t0, Skc(H(A, IDA, t0)))
Der Empfa¨nger des Ru¨ckrufs stellt daraufhin die Kommunikation mit dem Cheater
ein und verteilt den Ticketru¨ckruf gegebenenfalls an weitere Teilnehmer, die dar-
aufhin ebenfalls die Kommunikation mit dem Cheater unterbinden. Somit wird der
Cheater schnell aus dem Netz entfernt.
Um einen Wiedereintritt des Cheaters an anderer Stelle zu verhindern, veriﬁzieren
alle Teilnehmer stichprobenartig mit einer geringen Wahrscheinlichkeit die Gu¨ltig-
keit eines Tickets online bei der Autorisierungsstelle. Ist das Ticket zuru¨ckgezogen
worden, beantwortet die Autorisierungsstelle diese Anfrage mit dem Ticketru¨ckruf
fu¨r das entsprechende Ticket; der Cheater wird daraufhin durch den oben beschrie-
benen Mechanismus aus dem Netz entfernt.
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. Vertrauen
Das in diesem Kapitel vorgeschlagene verteilte Cheating-Erkennungssystem sieht
vor, dass die Cheat-Erkennung von den Teilnehmern der virtuellen Welt durch-
gefu¨hrt wird. Dabei ist nicht auszuschließen, dass es zu falschen Anschuldigungen
kommt. Diese ko¨nnen aus einer Fehlinterpretation des Verhaltens eines Teilnehmers
resultieren, aber auch bo¨swillige Falschanschuldigungen darstellen. Deswegen darf
eine Cheat-Anschuldigung nicht unmittelbar zu einer Strafe fu¨r den Beschuldigten
fu¨hren.
Aus diesem Grund wird ein Vertrauenssystem eingefu¨hrt. Wie die Authentiﬁzie-
rung wird das Vertrauenssystem der Einfachheit halber zuna¨chst von einer zentralen
Vertrauensstelle implementiert. Es ist jedoch auch eine Kombination mit verteilten
Vertrauenssystemen denkbar, die einen globalen Vertrauenswert fu¨r Teilnehmer be-
reitstellen [1].
Die Vertrauensstelle berechnet fu¨r jeden Teilnehmer einen Vertrauenswert. Wird ein
Teilnehmer des Cheatings verda¨chtigt, sinkt das Vertrauen in diesen Spieler. Dabei
ko¨nnen verschiedene Faktoren beru¨cksichtigt werden:
• Schwere des Regelverstoßes: Regelversto¨ße, die besonders schwerwiegend sind,
beispielsweise weil sie die Stabilita¨t des Netzes beeintra¨chtigen oder andere
Teilnehmer in besonders starker Weise benachteiligen, fu¨hren zu einem sta¨rke-
ren Vertrauensverlust als Regelversto¨ße, die nur geringe Auswirkungen haben.
Der Gewichtungsfaktor fu¨r die Schwere des Regelverstoßes wird im Folgenden
mit αs bezeichnet.
• Vertrauenswert des Ankla¨gers : Es wird angenommen, dass Anschuldigungen
vertrauenswu¨rdiger Ankla¨ger vermutlich der Wahrheit entsprechen. Anschul-
digungen seitens wenig vertrauenswu¨rdiger Teilnehmer sind hingegen mo¨gli-
cherweise Falschanschuldigungen3. Deswegen werden Anschuldigungen durch
Teilnehmer mit hohem Vertrauenswert sta¨rker gewichtet als Anschuldigungen
durch Teilnehmer mit niedrigem Vertrauenswert. Der vom Vertrauenswert der
Ankla¨gers abha¨ngige Gewichtungsfaktor wird im Folgenden mit αv bezeich-
net werden. Dieser berechnet sich wie folgt aus dem Vertrauenswert v eines
Teilnehmers und den Schwellenwerten v+ und v−. Teilnehmer mit einem Ver-
trauenswert oberhalb von v+ werden als besonders vertrauenswu¨rdig angese-





1 v > v+
0 v < v−
v−v−
v−+v+ sonst
• Rolle des Beschuldigers : Fu¨r die U¨berwachung der Teilnehmer wird in Ab-
schnitt 7.6 die sogenannte Beobachterrolle eingefu¨hrt. Anschuldigungen, die
von einem Teilnehmer in seiner Rolle als Beobachter eingereicht werden, wer-
den sta¨rker gewichtet als andere Anschuldigungen. Der rollenabha¨ngige Ge-
wichtungsfaktor wird im Folgenden als αr bezeichnet.
3Dabei ist zu beachten, dass auch das Beschuldigen unschuldiger Teilnehmer als Cheating ge-
wertet wird.
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• Indizien: Kann ein Cheat-Verhalten durch Indizien oder Beweise belegt wer-
den, wie beispielsweise durch die in Abschnitt 7.9 eingefu¨hrten signierten Nach-
richten, wird die Cheat-Anschuldigung sta¨rker gewichtet. Der Gewichtungs-
faktor fu¨r die Indizienlage wird als αi bezeichnet. Fu¨r nicht durch Indizien
gestu¨tzte Anklagen betra¨gt der Faktor 1, fu¨r durch kryptographische Signatu-
ren beweisbare Anschuldigungen αmaxi mit α
max
i  1.
Beim Eintreﬀen einer Cheatanschuldigung wird der Vertrauenswert des beschuldig-
ten Teilnehmers um den Wert αs · αv · αr · αi verringert.
Um Cheat-Anschuldigungen ausgleichen zu ko¨nnen, wirken sich Zeitspannen ohne
Anschuldigungen positiv auf den Vertrauenswert aus. Der Vertrauenswert wird log-
artihmisch bezu¨glich der Dauer dieser Zeitspannen erho¨ht. Durch die Wahl der Basis
β des Logarithmus la¨sst sich die Geschwindungkeit der Vertrauenssteigerung steu-
ern. Ist der Zeitpunkt der letzten Cheatanschuldigung gegen einen Teilnehmer t
′
, so
ist sein Vertrauenswert vt zum Zeitpunkt t
vt := vt′ + logβ(t− t
′
)
Diese Anpassung ermo¨glicht eine relativ schnelle Erholung des Vertrauenswertes
nach einer Falschanschuldigung. Das Erreichen von hohen Vertrauenswerten verlangt
jedoch lange Phasen ohne Cheat-Anschuldigung. Da Fehlanschuldigungen in einem
P2P-System nicht ausgeschlossen werden ko¨nnen, ist ein geringer Vertrauenswert
noch kein Beweis fu¨r ein Cheating-Verhalten. Ein hoher Vertrauenswert ist jedoch
ein gutes Indiz dafu¨r, dass es sich um einen ehrlichen Teilnehmer handelt.
Der Vertrauenswert beeinﬂusst die Gu¨ltigkeitsdauer der Tickets der Teilnehmer. Teil-
nehmer mit einem niedrigen Vertrauenswert sind des Cheatings verda¨chtig und erhal-
ten nur Tickets mit einer kurzen Gu¨ltigkeit. Teilnehmer mit hohem Vertrauen sind
aller Wahrscheinlichkeit nach keine Cheater und erhalten dementsprechend la¨nger
gu¨ltige Tickets.
. Gegenseitige Überwachung
Das Kernstu¨ck der Cheat-Erkennung ist die gegenseitige U¨berwachung der Teilneh-
mer. Jeder Teilnehmer, der Ereignisnachrichten oder Positionsmeldungen empfa¨ngt,
u¨berpru¨ft diese auf mo¨gliches Cheating. In zonenlosen Protokollen wird ein Teilneh-
mer also durch alle seine Nachbarn kontrolliert, in zonenbasierten Protokollen durch
alle Teilnehmer der Zone und den Zonenkoordinator.
Um die Cheat-Erkennung mo¨glichst umfassend und erweiterbar zu gestalten, wird
die U¨berpru¨fung der Nachrichten auf eventuelles Cheaten von externen Modulen
u¨bernommen. Diese ko¨nnen verschiedene Erkennungsverfahren einsetzen und belie-
big kombiniert werden. Mo¨gliche Module sind dabei einfache Plausibilita¨tspru¨fungen,
die einfache Cheats wie das Ignorieren von Hindernissen oder das U¨berschreiten der
maximalen Bewegungsgeschwindigkeit erkennen ko¨nnen, bis hin zu den in Abschnitt
7.2 behandelten verhaltensbasierten Erkennungsmechanismen, die auch komplexere
Cheats wie das Einsetzten von Bots detektieren ko¨nnen.
Wird durch ein Modul der Cheat-Erkennung ein mo¨glicher Regelbruch eines Teil-
nehmers erkannt, wird die Vertrauensstelle von diesem Ereignis informiert. Diese
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verringert gema¨ß der in Abschnitt 7.5 beschriebenen Algorithmen den Vertrauens-
wert des angeklagten Teilnehmers. Dabei wird auch protokolliert, wie viele Teilneh-
mer das jeweilige Fehlverhalten melden. Triﬀt nur eine einzelne Anschuldigung ein,
kann es sich dabei um eine versehentliche Fehlanschuldigung oder eine bo¨swillige
Falschanschuldigung handeln. Falls von einem Teilnehmer eine signiﬁkante Zahl an
Falschanschuldigungen eintriﬀt, wird dies als Cheatversuch des Ankla¨gers betrachtet
und dessen Vertrauenswert dementsprechend gesenkt.
Ein grundsa¨tzliches Problem bei der gegenseitigen U¨berwachung in virtuellen Welten
ist, dass Spieler, die in der Spielwelt nahe beieinander stehen, oft entweder gemein-
same oder entgegengesetzte Interessen haben. So bilden Spieler in virtuellen Welten
oft Gruppen, die gemeinsam gewisse Ziele verfolgen. Diese werden mo¨glicherweise
Cheating seitens ihrer Mitspieler ignorieren und nicht an die Vertrauensstelle mel-
den. Andererseits stehen Spieler in virtuellen Welten oft in einer Konkurrenz- oder
Konﬂiktsituation zueinander. Sind Spieler Gegner in einem virtuellen Kampf, kann
ein Spieler durch Falschanschuldigungen versuchen, seinen Konﬂiktgegner aus dem
Spiel ausschließen zu lassen.
Um diese Interessenkonﬂikte zu verringern, wird jedem Spieler von der Vertrauens-
stelle ein Beobachter zugewiesen. Ein Spieler ist verpﬂichtet, seinem Beobachter alle
Ereignisnachrichten und Positionsmeldungen zuzusenden. Das Nichtzusenden von
Nachrichten wird als Cheatversuch gewertet.
Die Beobachter sollten von der Vertrauensstelle so gewa¨hlt werden, dass Interessen-
konﬂikte unwahrscheinlich sind. Da der Beobachter als neutral eingescha¨tzt wird,
haben Cheat-Anschuldigungen des Beobachters einen ho¨heren Stellenwert als Cheat-
Anschuldigungen anderer Teilnehmer. Bei der Zuweisung des Beobachters wird auch
der Vertrauenswert der Teilnehmer beru¨cksichtigt. Spieler mit geringem Vertrauens-
wert werden durch vertrauenswu¨rdige Teilnehmer beobachtet. Damit keine dauer-
hafte Beziehung zwischen einem Teilnehmer und seinem Beobachter entstehen kann,
wird in probabilistischen Zeitabsta¨nden jedem Teilnehmer ein neuer Beobachter zu-
gewiesen. Wenn sich der Vertrauenswert eines Teilnehmers stark a¨ndert, kann auf
diese Weise ein neuer Beobachter zugewiesen werden.
Da Cheater wissen, dass Anschuldigungen von Beobachtern sta¨rker bewertet werden
als Anschuldigungen anderer Spieler, besteht die Gefahr, dass sie als Angriﬀ auf die
Cheat-Erkennung Beobachtern andere Ereignisnachrichten oder Positionsmeldungen
senden als den u¨brigen Teilnehmern. Dadurch ko¨nnten sie Cheats durchfu¨hren, die
die anderen Teilnehmer beeinﬂussen, aber vom Beobachter nicht bemerkt werden
ko¨nnen. Aus diesem Grund u¨berpru¨ft der Beobachter Nachrichten stichprobenartig
mit einer gewissen Wahrscheinlichkeit. Hierzu la¨sst er sich von einem willku¨rlich
ausgesuchten Nachbarn oder Zonenmitglied des beobachteten Teilnehmers die ent-
sprechende Nachricht zusenden. Sind die Nachrichten nicht identisch, wird dies als
Cheatversuch gewertet.
Da ein Cheater dem Beobachter eine Folge von Nachrichten senden muss, die den
Regeln der virtuellen Welt entsprechen, er mit dem Cheating gegenu¨ber den anderen
Teilnehmern jedoch eine Zustandsa¨nderung zu seinen Gunsten hervorgerufen hat, ist
es fu¨r den Cheater nicht einfach, den Zustand des Beobachters an den Zustand der
anderen Teilnehmer anzugleichen, ohne seinen Vorteil wieder zu verlieren. Die Zu-
standsunterschiede zwischen Beobachter und anderen Teilnehmern mu¨ssen also aus
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der Sicht des Cheaters eine gewisse Zeit aufrechterhalten werden, um ein erfolgrei-
ches Cheating vertuschen zu ko¨nnen. Vergleicht der Beobachter in diesem Zeitraum
eine von ihm empfangene Nachricht mit der von einem Nachbarn des Cheaters emp-
fangenen Nachricht, kann er die Ta¨uschung aufdecken.
Die Wahrscheinlichkeit einer U¨berpru¨fung der Nachrichten durch den Beobachter ist
vom Vertrauenswert des beobachteten Teilnehmers abha¨ngig. Je niedriger der Ver-
trauenswert, desto ha¨uﬁger werden die an den Beobachter versendeten Nachrichten
mit den an andere Teilnehmer versendeten Nachrichten abgeglichen. Damit haben
Cheater nur wenig Zeit, die Ta¨uschung des Beobachters aufzuheben.
. Bestrafung von Cheatern
Um die virtuelle Welt mo¨glichst frei von Cheatern zu halten und Teilnehmer der
Welt vom Cheatern abzuschrecken, ist das Bestrafen von u¨berfu¨hrten Cheatern not-
wendig. Die wirksamste Bestrafung ist hier die Entfernung des Cheaters aus der
Welt. Die Strafe kann dabei zeitlich begrenzt sein oder im Falle besonders bo¨swil-
liger Cheats beziehungsweise bei wiederholtem Fehlverhalten dauerhaft gelten. In
dem hier vorgestellten System la¨sst sich dies durch das Widerrufen des Tickets und
der Verweigerung der Ticketausstellung an u¨berfu¨hrte Cheater erreichen.
Wichtig ist jedoch, die irrtu¨mliche Bestrafung ehrlicher Teilnehmer zu minimieren.
Deswegen sollte ein Teilnehmer nur bestraft werden, wenn er von einem besonders
vertrauenswu¨rdigen Teilnehmer unmittelbar beim Cheaten beobachtet wurde.
Die Vertrauensstelle initiiert einen Ausschluss eines Teilnehmers durch einen Ticket-
ru¨ckruf dann, wenn die folgenden zwei Bedingungen erfu¨llt sind:
• Der Vertrauenswert des Teilnehmers ist niedriger als ein festgelegter Schwel-
lenwert v−.
• Der Beobachter des Teilnehmers ist besonders vertrauenswu¨rdig und stellt
einen Regelverstoß des Teilnehmers fest.
Ein Beobachter gilt als besonders vertrauenswu¨rdig, wenn sein Vertrauenswert v
einen Schwellenwert v+ u¨berschreitet. Da der Vertrauenswert logarithmisch mit der
Zeit ohne Cheatanschuldigung und somit sehr langsam wa¨chst, hat sich ein Teil-
nehmer mit einem hohen Vertrauenswert u¨ber einen besonders langen Zeitraum als
ehrlich erwiesen. Bei geeigneter Wahl von v+ kann somit davon ausgegangen werden,
dass es sich um einen ehrlichen Teilnehmer der virtuellen Welt handelt.
Cheat-Anschuldigungen von dritten Teilnehmern wirken sich somit nur auf den Ver-
trauenswert eines Teilnehmers aus. Sie ko¨nnen jedoch nicht direkte Ursache der
Bestrafung eines Teilnehmers sein. So wird verhindert, dass eine Gruppe bo¨swilliger
Teilnehmer einen ehrlichen Spieler so lange mit Falschanschuldigungen bei der Ver-
trauensstelle anzeigt, bis dieser aus dem Spiel entfernt wird. Es bleibt also der in
Abschnitt 7.5 aufgestellte Grundsatz gewahrt, nach dem ein niedriger Vertrauens-
wert kein Beweis fu¨r Cheating ist.
Da mutmaßlichen Cheatern stets ein besonders vertrauenswu¨rdiger Beobachter zuge-
wiesen wird, kann andererseits sichergestellt werden, dass cheatende Spieler schnell
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aus dem Spiel entfernt werden: Bei Teilnehmern mit einem Vertrauenswert unterhalb
des Schwellenwertes v− reicht eine einzelne Cheat-Anschuldigung des Beobachters,
um eine Bestrafung zur Folge zu haben.
In Verbindung mit kryptographischen Signaturen (siehe dazu Abschnitt 7.9) sind ei-
nige Cheats sicher nachzuweisen: So kann beispielsweise das Ignorieren eines Hinder-
nisses mit zwei signierten aufeinanderfolgenden Positionsmeldungen bewiesen wer-
den, wenn sich der Cheater in der ersten Nachricht auf der einen und in der zweiten
Nachricht auf der anderen Seite des Hindernisses beﬁndet, ein ordnungsgema¨ßes Pas-
sieren des Hindernisses in der Zeit zwischen den Nachrichten nach den Regeln des
Spiels jedoch unmo¨glich ist. Kann ein Teilnehmer so das Cheating eines anderen
Teilnehmers beweisen, kann von der Vertrauensstelle der Vertrauenswert des Chea-
ters unmittelbar auf den fu¨r einen Ausschluss no¨tigen Schwellenwert gesenkt werden.
Weiterhin kann die Vertrauensstelle bei bewiesenen Cheats ohne die sonst no¨tige Be-
obachtung durch einen vertrauenswu¨rdigen Beobachter eine Bestrafung eingeleiten.
. Kontrolle der Spielﬁgur
Bislang nicht betrachtet wurde die Mo¨glichkeit eines Cheaters, durch Manipulation
lokal gespeicherter Daten seine Spielﬁgur regelwidrig zu vera¨ndern. Um dies verhin-
dern zu ko¨nnen, muss der Zustand der Spielﬁgur sicher gespeichert werden und jede
A¨nderung des Zustands u¨berpru¨ft werden.
Wenn ein Spieler nicht in die virtuelle Welt eingeloggt ist, ist es fu¨r eine sichere
Speicherung ausreichend, den Zustand durch die Autorisierungsstelle zu signieren.
Dadurch ko¨nnen A¨nderungen durch den Spieler einfach erkannt werden.
Wenn der Spieler in der virtuellen Welt aktiv ist, sind jedoch ha¨uﬁge Zustandsa¨n-
derungen nicht ausgeschlossen. Diese A¨nderungen fortlaufend durch die Autorisie-
rungsstelle signieren zu lassen, wu¨rde eine zu große Belastung dieser Stelle darstellen.
Stattdessen wird dem Beobachter eines Spielers bei der Zuweisung eine signierte Ko-
pie des Zustandes zugestellt. Da der Beobachter alle Ereignisnachrichten des Spielers
erha¨lt, kann er alle A¨nderungen des Zustands nachvollziehen. Wird der Beobachter
durch einen anderen Teilnehmer ersetzt, reicht er den aktuellen Zustand an den
neuen Beobachter weiter. So ko¨nnen alle Zustandsa¨nderungen nachvollzogen wer-
den. Entdeckt ein Beobachter eine Abweichung des von ihm errechneten Zustands
gegenu¨ber dem vom Spieler postulierten Zustand, kann er dieses als Cheatversuch
an die Vertrauensstelle weiterleiten. Um den Ausfall eines Beobachters kompensieren
zu ko¨nnen, kann der aktuelle Zustand auch mit Nachbarn oder Zonenmitgliedern des
beobachteten Teilnehmers abgeglichen werden.
Wenn sich ein Teilnehmer ausloggt, wird der aktuelle Zustand von der Autorisie-
rungsstelle signiert und kann so bis zum na¨chsten Einloggen des Spielers von diesem
nicht mehr gea¨ndert werden.
Die hier beschriebenen Mechanismen lassen sich nutzen, um den in Abschnitt 6.7.1
beschriebenen Location Cache zu implementieren: Die aktuelle Position ist Teil des
Zustands der Spielﬁgur. Bei jeder U¨bergabe von einem Beobachter zum na¨chsten
kann diese in einer zentralen oder verteilten Datenbank gesichert werden. Mit dieser
Datenbank la¨sst sich beim Knotenbeitritt ein Teilnehmer ermitteln, dessen Position
in der Na¨he der gewu¨nschten Beitrittsposition ist. Mit dieser Information la¨sst sich
der Knotenbeitritt beschleunigen.
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. Kryptographische Absicherung
Das in Abschnitt 7.3 beschriebene Angreifermodell sieht vor, dass die hier betrach-
teten Cheater keinen Zugriﬀ auf den Datenverkehr zwischen anderen Teilnehmern
haben. Demnach ist es als Minimalsicherung ausreichend, die von der Autorisierungs-
stelle ausgestellten Tickets kryptographisch zu signieren und an die IP-Adresse des
jeweiligen Teilnehmers zu binden. Durch die Verwendung von TCP als Transport-
schichtprotokoll4 oder durch einen einfachen Return Routability-Test [72, 111], bei
dem an den vorgeblichen Absender einer Nachricht eine Ru¨ckfrage zur Besta¨tigung
der Nachricht gesendet wird, kann das Vorta¨uschen falscher Identita¨ten unterbunden
werden.
In der Realita¨t kann es jedoch vorkommen, dass Teilnehmer beispielsweise u¨ber unge-
sicherte Funknetzwerke auf die virtuelle Welt zugreifen. Beﬁndet sich ein Angreifer in
demselben Funknetzwerk, kann er durch Fa¨lschen seiner Absenderadresse oder u¨ber
Man-in-the-Middle-Angriﬀe die Identita¨t dieses Teilnehmers annehmen. Die krypto-
graphische Sicherung aller Nachrichten zwischen Teilnehmern, der Vertrauens- und
der Autorisierungsstelle erlaubt eine Ausweitung des Angreifermodells auf derartige
Angreifer.
Hierzu wird das Ticket eines Teilnehmers von der Autorisierungsstelle nicht mehr
an die IP-Adresse gebunden, sondern an den o¨ﬀentlichen Schlu¨ssel des Teilnehmers.
Das derart modiﬁzierte Ticket hat folgendes Format: H() ist eine sichere kryptogra-
phische Hashfunktion, Sk() ist die kryptographische Signatur mit dem Schlu¨ssel k,
kc der private Schlu¨ssel der Autorisierungsstelle, t0 der Ausstellungszeitpunkt und
tend das Ende des Gu¨ltigkeitszeitraumes, k
p
A der o¨ﬀentliche Schlu¨ssel des Teilnehmers
und IDA der Identiﬁkator des Teilnehmers.
Ticket(kpA, IDA, t0, tend, Skc(H(k
p
A, IDA, t0, tend)))
Der Ticketinhaber signiert nun alle ausgehenden Nachrichten mit seinem privaten
Schlu¨ssel. Andere Teilnehmer ko¨nnen dann anhand des Tickets und des o¨ﬀentlichen
Schlu¨ssels des Teilnehmers die Authentizita¨t der Nachrichten pru¨fen.
Aus der Signierung aller Nachrichten ergibt sich ein weiterer Vorteil: Durch die Signa-
tur sind die Nachrichten unabstreitbar. Damit ko¨nnen bei Cheat-Anschuldigungen
die Nachrichten des mutmaßlichen Cheaters als Beweise verwendet werden. Gewisse
Cheatklassen wie beispielsweise das Ignorieren von Hindernissen oder die Erho¨hung
der Bewegungsgeschwindigkeit sind durch die signierten Nachrichten des Cheaters
leicht nachweisbar. Liegen der Vertrauensstelle unabstreitbare Beweise fu¨r das Fehl-
verhalten eines Teilnehmers vor, kann unmittelbar eine Bestrafung initiiert werden,
ohne auf die sonst no¨tige direkte Beobachtung eines Cheats durch den Beobachter
warten zu mu¨ssen.
Zusa¨tzlich erschwert das Signieren von Nachrichten das Ta¨uschen des Beobachters
durch das Versenden unterschiedlicher Nachrichten an Beobachter und andere Teil-
nehmer. Sind die Nachrichten nicht signiert, muss der Beobachter seine Nachrichten
4Bei der Verwendung von TCP kann es aufgrund der beno¨tigten Zeit fu¨r den 3-Wege-Handshake
oder aufgrund von Sendewiederholungen zu erho¨hten Latenzen kommen. Dennoch setzen einige
virtuelle Welten, darunter
”
World of Warcraft“, TCP als Transportschichtprotokoll ein.
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mit verschiedenen anderen Teilnehmern abgleichen, da fu¨r den Beobachter nicht zu
unterscheiden ist, ob der von ihm beobachtete Teilnehmer oder der zum Vergleich
der Nachrichten befragte Teilnehmer fu¨r eine Diﬀerenz zwischen den Nachrichten
verantwortlich ist. Sind die Nachrichten hingegen signiert, reicht der Vergleich mit
einer einzelnen Nachricht, um bei einer Diﬀerenz zwischen den Nachrichten den
Verursacher der Diﬀerenz zweifelsfrei feststellen zu ko¨nnen. Ansonsten verla¨uft die
U¨berpru¨fung der Nachrichten weiterhin wie in Abschnitt 7.6 beschrieben.
. Integration in QuON
In den vorigen Abschnitten wurden die wesentlichen Mechanismen einer verteilten
Cheat-Erkennung fu¨r virtuelle Welten vorgestellt. Die vorgestellten Mechanismen
ko¨nnen Cheating auf der Anwendungsebene erkennen und bestrafen. Die Erkennung
von Cheating auf der Protokollebene ist protokollspeziﬁsch. Die fu¨r das im vorigen
Kapitel vorgestellte Protokoll QuON beno¨tigten Erweiterungen fu¨r eine Erkennung
wesentlicher Cheats auf Protokollebene werden in den folgenden Abschnitten erla¨u-
tert.
.. Überprüfung der Verbindungsnachbarn
Wie in Abschnitt 7.6 erla¨utert, ist es fu¨r eine eﬀektive Cheat-Erkennung notwendig,
dass der Beobachter Nachbarn des beobachteten Teilnehmers kennt, um gegebenen-
falls die Konsistenz der ausgesendeten Nachrichten pru¨fen zu ko¨nnen. In zonenba-
sierten Protokollen kann dies u¨ber die Mitgliederliste der betreﬀenden Zone gesche-
hen. Da in QuON keine solche Liste zur Verfu¨gung steht, muss jeder Spieler seinem
Beobachter zusa¨tzlich zu seiner Position die Liste seiner Verbindungsnachbarn und
tempora¨ren Nachbarn zusenden. Der in Abschnitt 6.5 beschriebene Algorithmus zur
Versendung von Positionsmeldungen wird hierzu wie in 7.1 dargestellt erweitert. So-
mit werden dem Beobachter im Regelfall mindestens vier Nachbarn genannt, die
fu¨r die Pru¨fung der vom Teilnehmer ausgesendeten Nachrichten verwendet werden
ko¨nnen.
Es reicht allerdings nicht aus, sich auf die vom Teilnehmer versendeten Daten zu
verlassen. Eine kooperierende Gruppe aus fu¨nf Cheatern ko¨nnte ansonsten ihre Be-
obachter ta¨uschen, indem sie sich gegenseitig als Verbindungsnachbarn ausgeben und
sich bei Anfragen der Beobachter gegenseitig decken.
Diese Ta¨uschung la¨sst sich aufdecken, indem sich die tatsa¨chlichen Verbindungsnach-
barn aktiv beim Beobachter melden. Hierzu fragen sie die Vertrauensstelle nach der
Adresse des Beobachters eines ihrer Verbindungsnachbarn oder tempora¨ren Nach-
barn. Dem so ermittelten Beobachter senden sie nun eine Nachricht des Verbin-
dungsnachbarn oder tempora¨ren Nachbarn, der ihre Rolle beweist. Ein solcher Be-
weis kann durch eine Positionsmeldung des betreﬀenden Nachbarn erfolgen, die eine
Liste von Verbindungsnachbarn und tempora¨ren Nachbarn entha¨lt. Stellt der Beob-
achter fest, dass der beobachtete Teilnehmer den Absender der Nachricht nicht als
Verbindungsnachbarn oder tempora¨ren Nachbarn gemeldet hat, ist dies als Cheat-
versuch zu werten.
Die aktive Benachrichtigung des Beobachters durch die Nachbarn wird erga¨nzend
zu der in Abschnitt 7.6 beschriebenen vom Beobachter initiierten U¨berpru¨fung ver-
wendet. Zwar ließe sich die U¨berpru¨fung auch ausschließlich u¨ber die aktive Benach-
richtigung durch Nachbarn realisieren, aber um eine vom Vertrauenswert abha¨ngige
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Vorbedingung: T : Menge der A bekannten Teilnehmer
Vorbedingung: O: Der Beobachter von Teilnehmer A
procedure SendePositionsmeldungen(T )
N ← BestimmeDirekteNachbarn(T )
V ← BestimmeVerbindungsnachbarn(T )
S ← BestimmeTempora¨reNachbarn(T ,V)
/* Position an alle Nachbarn senden. */
for all n ∈ N do
send MOVE(A, p, rAoI) → n
end for
/* An Beobachter, Verbindungs- und tempora¨re Nachbarn zusa¨tzlich
V ,PV ,S,PS senden, an Verbindungsnachbarn: Verbindungsnachbarstatus melden.
*/
for all t ∈ V do
send MOVE(A, p, rAoI ,V ,PV ,S,PS ,Verbindungsnachbaranfrage) → t
end for
for all t ∈ S ∪ {O} do
send MOVE(A, p, rAoI ,V ,PV ,S,PS) → t
end for
T ← N ∪ V ∪ S
end procedure
Algorithmus 7.1 Versenden von Positionsmeldungen
Wahrscheinlichkeit der U¨berpru¨fung zu ermo¨glichen, mu¨ssten dann die Nachbarn
den Vertrauenswert des beobachteten Teilnehmers kennen. Dies ist jedoch nicht
wu¨nschenswert, da sonst ein Cheater von einem kooperierenden Nachbarn stets
u¨ber seinen aktuellen Vertrauenswert informiert werden ko¨nnte und sein Cheaten
so steuern ko¨nnte, dass er den fu¨r die Bestrafung relevanten Schwellenwert v− nicht
unterschreitet.
.. Verweigerung der Nachbarschaftsﬁndung
Ein mo¨glicher Cheat auf der Protokollebene ist das Verweigern der Ausfu¨hrung von
Protokollaufgaben. In QuON betriﬀt dies im Wesentlichen die Nachbarschaftsﬁn-
dung. Da in QuON die Benachrichtigung u¨ber neue Nachbarn u¨blicherweise nicht
nur von einem einzelnen Teilnehmer versendet wird, ist der Einﬂuss dieses Cheats
relativ gering. Zudem la¨sst er sich einfach detektieren, da ein Teilnehmer, der von
einigen seiner Nachbarn eine solche Benachrichtigung erha¨lt anhand dieser Nach-
richten u¨berpru¨fen kann, ob einer seiner Nachbarn die Benachrichtigung unterdru¨ckt
hat.
Allerdings kann die Unterdru¨ckung der Benachrichtigungen nur von den Nachbarn
festgestellt werden. Der Beobachter hingegen kann dieses Verhalten nicht unmittel-
bar veriﬁzieren. Somit kann gema¨ß der in Abschnitt 7.7 gegebenen Kriterien zuna¨chst
kein Ausschluss des Cheaters stattﬁnden.
Um eine Veriﬁkation der Cheatanschuldigungen durch den Beobachter zu ermo¨g-
lichen, kann die Vertrauensstelle den Beobachter anweisen, der virtuellen Welt in
der Na¨he des mutmaßlichen Cheaters beizutreten. Der Beobachter nimmt dort wie
ein normaler Spieler am Protokollablauf teil. Er begibt sich in die Nachbarschaft
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des mutmaßlichen Cheaters und kann so dessen Protokollkonformita¨t unmittelbar
u¨berpru¨fen. Da dieses Verfahren fu¨r den Beobachter deutlich aufwa¨ndiger ist als die
u¨blichen Pru¨fungsaufgaben, wird es von der Vertrauensstelle nur initiiert, wenn der
Vertrauenswert des mutmaßlichen Cheaters aufgrund einer Vielzahl von Anschuldi-
gungen unter einem Schwellenwert v−− liegt. Dieser Schwellenwert liegt unterhalb
des normalerweise fu¨r einen Ausschluss ausreichenden Schwellenwert v−. Das hier
beschriebene U¨berpru¨fungsverfahren kann bei allen Cheats angewendet werden, die
sich durch Nachbarn des Cheaters, jedoch nicht direkt durch den Beobachter, nach-
vollziehen lassen ko¨nnen.
.. Sicheres Login
Eine weitere Cheatmo¨glichkeit auf Protokollebene betriﬀt den Beitrittsalgorithmus
von QuON. Hier wird, wie in Abschnitt 6.7.1 beschrieben, die Beitrittsanfrage eines
Teilnehmers rekursiv weitergeleitet, bis sie bei dem Teilnehmer angelangt ist, dessen
Position der gewu¨nschten Beitrittsposition am na¨chsten ist. Das Verfahren ist in
Abbildung 7.1a visualisiert. Teilnehmer A will dem Netz beitreten. Seine Anfrage
wird u¨ber Teilnehmer B und C weitergeleitet, bis sie bei Teilnehmer D, der sich am
na¨chsten zu der gewu¨nschten Beitrittsposition beﬁndet, angelangt ist. Teilnehmer
D sendet A daraufhin eine Besta¨tigung mit einer vorla¨uﬁgen Nachbarsliste. Wenn
sich ein Cheater auf dem Pfad der Nachricht beﬁndet, kann er die Beitrittsanfrage
verwerfen und so den Beitritt eines neuen Teilnehmers verhindern.
Um diesen Cheat erkennen zu ko¨nnen, kann der Beitrittsalgorithmus iterativ durch-
gefu¨hrt werden. Hierbei wird einem beitretenden Teilnehmer auf seine Anfrage mit
der Adresse des na¨chsten Teilnehmers, an den die Anfrage zu richten ist, geantwortet.
Der beitretende Teilnehmer kontaktiert diesen daraufhin und sendet wiederum die
Beitrittsanfrage. Das Verfahren wird solange wiederholt, bis der beitretende Teilneh-
mer die Adresse des der Beitrittsposition na¨chstgelegenen Teilnehmers kennt. Von
diesem erha¨lt er dann, wie bei dem urspru¨nglichen Beitrittsalgorithmus, eine vor-
la¨uﬁge Nachbarsliste, um dem Netz beitreten zu ko¨nnen. Diese Login-Variante ist in
Abbildung 7.1b visualisiert.
Dieses Verfahren hat den Vorteil, dass ein Teilnehmer jeden Zwischenschritt im Netz
kennt. Somit kann er nichtkooperative Teilnehmer, die eine Antwort auf seine Bei-
trittsanfrage verweigern, eindeutig identiﬁzieren. Diese kann er dann der Vertrauens-
stelle als mutmaßliche Cheater melden. Allerdings kann dieser Cheat nicht unmittel-
bar durch einen Beobachter veriﬁziert werden und somit auch kein Netzausschluss
des Cheaters erreicht werden. Zusa¨tzlich wird der Cheat durch das Verfahren nicht
verhindert; der neu hinzukommende Teilnehmer bleibt aus dem Netz ausgeschlossen.
Deswegen wird der beitretende Spieler in einer solchen Situation von der Vertrau-
ensstelle bei Beschwerdeeinreichung an den Beobachter des mutmaßlichen Cheaters
verwiesen. Dieser fragt dann in Vertretung des beitretenden Spielers bei dem mut-
maßlichen Cheater an. Verweigert dieser die Antwort, ist der Cheat fu¨r den Beob-
achter oﬀensichtlich, und der Cheater kann aus dem Netz ausgeschlossen werden.
Antwortet der mutmaßliche Cheater hingegen, leitet der Beobachter die Antwort
an den beitretenden Spieler weiter. In diesem Fall wird der Cheat verhindert, da
der mutmaßliche Cheater den Beitritt des neuen Teilnehmers nicht mehr behindern
kann. Dieses Verfahren ist in Abbildung 7.1c dargestellt. Teilnehmer C ist in der Ab-
bildung der mutmaßliche Cheater, der die initiale Anfrage von Teilnehmer A nicht
beantwortet.

















(c) Iteratives Login u¨ber Beobachter.
Abbildung 7.1 Verschiedene Login-Verfahren fu¨r QuON.
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.. Ausschluss von Cheatern mit Ticketrückruf
In Abschnitt 7.4 wird beschrieben, wie Cheater durch einen Ticketru¨ckruf der Ver-
trauensstelle aus der virtuellen Welt entfernt werden ko¨nnen. Bei zonenbasierten
Protokollen geschieht dies einfach durch Publizierung des Ticketru¨ckrufs u¨ber den
Zonenkoordinator. In QuON gibt es diese Mo¨glichkeit nicht. Fu¨r eine vollsta¨ndige
Entfernung des Cheaters aus dem Netz mu¨ssen alle Nachbarn die Verbindung zu
dem Cheater abbrechen.
Hierzu leitet die Vertrauensstelle den Ticketru¨ckruf an den Beobachter. Dieser wie-
derum leitet den Ru¨ckruf an alle ihm bekannte Verbindungsnachbarn und tempora¨-
ren Nachbarn des Cheaters weiter. Diese brechen die Verbindung mit dem Cheater
ab und leiten den Ticketru¨ckruf an alle ihnen bekannten Nachbarn weiter. Auch die-
se brechen die Verbindung zu dem Cheater ab und leiten den Ru¨ckruf an alle ihre
Nachbarn weiter. Mit dieser Weiterleitung ist nun mit hoher Wahrscheinlichkeit das
Interessengebiet des Cheaters vollsta¨ndig abgedeckt. Die Empfa¨nger mu¨ssen also nur
noch die Verbindung zu dem Cheater abbrechen, ohne den Ticketru¨ckruf weiterzu-
leiten. Der Cheater kennt nun keine Teilnehmer in der Umgebung mehr, die mit ihm
zu kommunizieren bereit sind, und ist somit aus dem Netz ausgeschlossen.
. Evaluierung
Um die Eﬀektivita¨t der vorgestellten Cheat-Erkennngsmaßnahmen zu evaluieren,
wurden sie in OverSim simuliert. Dabei wurden die Cheater-Erkennungsrate und die
Zeit zum Erkennen der Cheater gemessen. Zusa¨tzlich wurde der Bandbreitenbedarf
der Maßnahmen bestimmt.
.. Implementierung des Prototypes
In der Implementierung des Cheat-Erkennungssystems wurde der Fokus auf die Au-
torisierung (siehe Anschnitt 7.4), das Vertrauenssystem (siehe Abschnitt 7.5), die
gegenseitige U¨berwachung (siehe Abschnitt 7.6) und die Bestrafung der erkannten
Cheater (siehe Abschnitt 7.7) gelegt. Aus diesem Grund wurden komplexe verhal-
tensbasierte Erkennungsmechanismen, wie sie beispielsweise fu¨r die Erkennung von
Botting no¨tig wa¨ren, nicht implementiert. Stattdessen wurden die Teilnehmer mit
einer einfachen Plausibilita¨tspru¨fung ausgestattet, die regelwidrige Bewegungen er-
kennen kann. Weiterhin ist der in Abschnitt 7.6 beschriebene Abgleich der vom
Beobachter empfangenen Nachrichten mit den von den Nachbarn des beobachteten
Teilnehmers empfangenen Nachrichten implementiert, um Angriﬀe auf die Cheat-
Erkennung detektieren zu ko¨nnen. Die implementierten Erkennungsmodule sind aus-
reichend, um die Eﬀektivita¨t der U¨berwachungs- und Bestrafungsmechanismen zu
testen.
Die in Abschnitt 7.9 beschriebene kryptographische Sicherung der Nachrichten durch
Signaturen wurde ebenfalls nicht implementiert. Dadurch ko¨nnen in der Simulation
keine Cheats von anderen Teilnehmern bewiesen werden; Strafen ko¨nnen ausschließ-
lich auf Basis der Vertrauenswerte und der U¨berwachung durch vertrauenswu¨rdige
Beobachter ausgesprochen werden. Die in den Simulationen beobachteten Cheat-Er-
kennungsraten und Cheat-Erkennungzeiten ko¨nnten durch den Einsatz von Signatu-
ren verbessert werden. In den untersuchten Szenarien ko¨nnte der Cheater gema¨ß des
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in Abschnitt 7.7 beschriebenen Verfahrens mit einer einzelnen Cheatanschuldigung
durch Beilegung der vom Cheater signierten Positionsmeldungen u¨berfu¨hrt und be-
straft werden. Der Verzicht auf Signaturen in der Evaluierung hat den Vorteil, dass
die Evaluierungsergebnisse auch auf komplexere Cheatverhalten u¨bertragbar sind,
die auch beim Einzatz von Signaturen nicht beweisbar sind.
Die Autorisierungsstelle und die Vertrauensstelle sind in der Implementierung als
zentrale Dienste angelegt. Die Evaluierung des Bandbreitenbedarfs dieser Stellen
zeigt, dass diese Dienste in den untersuchten Szenarien nur eine geringe Last zu
tragen haben und somit die Skalierbarkeit von QuON nur wenig einschra¨nken. Die
Einfu¨hrung einer verteilten Autorisierungs- und Vertrauensstelle ist dennoch eine
sinnvolle mo¨gliche Erweiterung der Cheat-Erkennung, da bei einem vollsta¨ndig ver-
teilten Dienst der Betrieb der Cheat-Erkennung nicht durch den Ausfall eines ein-
zelnen zentralen Servers beeintra¨chtigt werden kann.
.. Metriken
Das wichtigste Kriterium fu¨r die Beurteilung eines Cheat-Erkennungssystems ist die
Cheater-Erkennungsrate. Diese misst den Anteil erkannter Cheater an der Menge
aller Cheater. Ein Cheat-Erkennungssystem kann nur dann als gut befunden werden,
wenn der gro¨ßte Teil der Cheater vom System erkannt werden.
Weiterhin ist die Cheat-Dauer bis zur Entdeckung relevant. Hierzu wird bei Chea-
tern die Zeit vom Beginn des Cheatens bis zu der Erkennung des Cheaters durch
das Cheat-Erkennungssystem gemessen. Diese Zeit sollte mo¨glichst gering sein, um
Cheatern mo¨glichst wenig Zeit zu geben, Schaden in der virtuellen Welt anzurichten.
Eine lange Cheat-Dauer beeinﬂusst auch die Erkennungsrate: Verla¨sst der Cheater
vor der Erkennung das Netz oder stellt er das Cheating vor der Erkennung ein,
sinkt die Cheat-Erkennungsrate. Dies la¨sst sich nur durch eine schnelle Erkennung
verhindern.
Die Fehlerrate misst den Anteil an fa¨lschlicherweise wegen Cheating ausgeschlosse-
nen ehrlichen Spielern. Die Bestrafung ehrlicher Spieler ist so gering wie mo¨glich
zu halten, da sonst ein Verlust von Spielern und somit ﬁnanzielle Einbußen fu¨r den
Betreiber der Welt zu erwarten sind.
Zuletzt ist auch der Bandbreitenbedarf der Cheat-Erkennung relevant. Gemessen
wurden hier der Bandbreitenbedarf der Cheat-Erkennung in Senderichtung5 sowie
der Anteil der Cheat-Erkennung am gesamten Bandbreitenbedarf. Der fu¨r die Cheat-
Erkennung beno¨tigte Datenverkehr sollte nur einen geringen Teil des insgesamt fu¨r
die virtuelle Welt beno¨tigten Bandbreitenbedarfs ausmachen.
.. Untersuchtes Cheat-Verhalten
Als erstes Cheat-Verhalten wurde exemplarisch fu¨r ein dauerhaftes Cheating, bei
dem sich der Cheater durchga¨ngig regelwidrig verha¨lt, die Erho¨hung der Laufge-
schwindigkeit untersucht. Cheater, die in den Simulationen dieses Cheat-Verhalten
zeigten, u¨berschritten die maximale regelgerechte Geschwindigkeit um 10%.
5Wie in Abschnitt 5.2.1 erla¨utert, ist dies aufgrund der meist asymmetrischen Endkundenan-
bindungen an das Internet der im Vergleich zur Empfangsrichtung relevantere Bandbreitenbedarf.
 . Cheating
Als Beispiel fu¨r ein sporadisches Cheat-Verhalten wurde das Ignorieren von Hinder-
nissen gewa¨hlt. Hier bewegt sich der Cheater die meiste Zeit regelkonform. Von Zeit
zu Zeit ignoriert er jedoch Hindernisse, statt diese ordnungsgema¨ß zu umlaufen.
Als Beispiel fu¨r einen Angriﬀ auf die Cheaterkennung wurde die Ta¨uschung des
Beobachters simuliert. Dabei sendet der Cheater an den Beobachter falsche Posi-
tionsmeldungen. Wird dieser Angriﬀ auf die Cheaterkennung nicht erkannt, kann
damit Cheating vertuscht werden. Um einen Vorteil fu¨r den Cheater zu erreichen,
muss dieser Angriﬀ mit einem weiteren Cheat-Verhalten kombiniert werden. In der
Simulation sollte jedoch die Erkennung dieser Art der Ta¨uschung unabha¨ngig von
weiterem Cheating untersucht werden, sodass sich der Cheater in der Simulation
ansonsten regelgerecht in der virtuellen Welt bewegt. Da durch das Fehlen weiterge-
hender Cheats eine Erkennung des Cheaters erschwert wird, handelt es sich hierbei
um eine worst-case-Betrachtung dieser Angriﬀsform.
Bei der Evaluierung wurde die in Abschnitt 7.9 beschriebene kryptographische Si-
gnatur der Positionsmeldungen nicht vorgenommen. Cheating ließ sich also in den
Simulationen nicht zweifelsfrei beweisen. Somit muss ausschließlich auf die in Ab-
schnitt 7.7 beschriebene Erkennung zuru¨ckgegriﬀen werden, die auf unmittelbaren
Beobachtungen vertrauenswu¨rdiger Beobachter basiert. Durch die Verwendung von
Signaturen wu¨rden die Erkennungsraten steigen und die Erkennungszeiten sinken.
.. Einﬂussgrößen
Eine wichtige Einﬂussgro¨ße der Cheat-Erkennung in Verbindung mit QuON ist die
durchschnittliche Zahl an direkten Nachbarn eines Teilnehmers der virtuellen Welt.
Je mehr Nachbarn ein Teilnehmer besitzt, um so mehr Teilnehmer ko¨nnen das Ver-
halten des Teilnehmers beurteilen und gegebenenfalls als Cheating identiﬁzieren. Ei-
ne ho¨here Anzahl an Nachbarn sollte also die Cheat-Erkennung beschleunigen und
die Cheat-Erkennungsrate steigern. In den Simulationen wurde die Zahl der Nach-
barn wie auch bei der Evaluierung bisheriger Protokolle in Abschnitt 5.2.2 durch die
Bildung von Gruppen gesteuert. Je gro¨ßer die Gruppe ist, in der sich ein Teilnehmer
bewegt, desto gro¨ßer ist die durchschnittliche Zahl seiner Nachbarn. Die in den Simu-
lationen verwendeten maximalen Gruppengro¨ßen waren 1 (keine Gruppenbildung),
20 und 40.
Die zweite untersuchte Einﬂussgro¨ße ist der durchschnittliche Anteil von Cheatern
an der Teilnehmerzahl der virtuellen Welt. Da Cheater nicht aktiv an der Cheat-Er-
kennung mitarbeiten und diese gegebenenfalls zu sto¨ren versuchen, ist zu erwarten,
dass ein ho¨herer Cheater-Anteil die Cheat-Erkennungszeiten erho¨hen und eventuell
die Cheat-Erkennungsrate senken kann. Realistische Cheater-Anteile sind stark vom
jeweiligen Spiel und der Zielgruppe des Spiels abha¨ngig. Die o¨ﬀentlichen Statisti-
ken eines Anti-Cheat-Programms der Online-Spieleplattform
”
Steam“ weisen einen
Cheateranteil von knapp unter 9% aus [138]. In Umfragen der
”
European Sports
League“, nach eigener Angabe die gro¨ßte und a¨lteste Online-Liga Europas, werden
Cheater-Anteile von 2 bis 4,5% ermittelt [113]. In den hier betrachteten Szenarien
werden deshalb zwei verschiedene Cheater-Anteile von 5% und 10% untersucht.
.. Szenarien
Die evaluierten Szenarien sind an die in Abschnitt 5.2.3 untersuchten Szenarien ange-
lehnt. Fu¨r die Simulation der virtuellen Welt wurde wiederum der SimpleGameClient
.. Evaluierung 
verwendet. In der virtuellen Welt bewegten sich 500 Teilnehmer. Diese traten zu Be-
ginn der Simulation vor dem Beginn von Messungen dem Netz bei. Anschließend
blieben die Teilnehmer fu¨r die gesamte Simulationszeit Teil des Netzes, sofern sie
nicht wegen Cheatings ausgeschlossen wurden. Um die Evaluierungen auf die Cheat-
Erkennung zu konzentrieren, wurde Teilnehmerﬂuktuation nicht betrachtet.
Nach Abschluss der Initialisierung begannen einige Teilnehmer zu cheaten. Abha¨ngig
von der Wahl des Cheater-Anteils an der Teilnehmerzahl von 5% oder 10% zeigten
im Simulationsverlauf 25 oder 50 Teilnehmer regelwidriges Verhalten. Die Cheater
wurden zufa¨llig aus der Menge der Teilnehmer ausgewa¨hlt. Dabei wurden die in
Abschnitt 7.11.3 erla¨uterten Cheat-Varianten U¨berschreitung der Maximalgeschwin-
digkeit, Ignorieren von Hindernissen oder Ta¨uschen des Beobachters eingesetzt. In
jedem Simulationslauf wurde jeweils nur eines der Verhalten eingesetzt. Nachdem der
letzte Teilnehmer mit dem Cheating begonnen hatte, wurde noch ein Zeitraum von
500 Sekunden simuliert, in der dieser Cheater von der Cheat-Erkennung u¨berfu¨hrt
werden konnte. Nach Ablauf dieser Zeit wurde die Simulation beendet.
Das Interessengebiet der Teilnehmer war in diesen Simulationen ein Kreis mit ei-
nem Radius von 50m um die Position des Teilnehmers. Die regula¨re Bewegungsge-
schwindigkeit betrug 5m/s. Cheater, die das Cheat-Verhalten
”
U¨berschreitung der
Maximalgeschwindigkeit“ zeigten, bewegten sich mit einer um 10% erho¨hten Bewe-
gungsgeschwindigkeit, also mit 5,5m/s. Es wurden von allen Teilnehmern 6 Posi-
tionsmeldungen pro Sekunde generiert und an die Nachbarn sowie den Beobachter
versendet.
Die Spielfeldgro¨ße der virtuellen Welt betrug 1.000m mal 1.000m. Die Teilnehmer-
dichte wurde durch die Verwendung des GroupRoaming-Bewegungsmodells variiert.
Dabei wurden Gruppengro¨ßen von 1, also individuelle Bewegung der Teilnehmer
ohne Gruppenbildung, 20 und 40 untersucht.
Fu¨r die Modellierung des unterliegenden Netzwerkes wurde wie bei den anderen Eva-
luierungen in dieser Arbeit das SimpleUnderlay-Modell gewa¨hlt. Alle Simulationen
wurden mit 50 verschiedenen Seeds wiederholt. Die abgebildeten Ergebnisse sind
die Mittelwerte dieser Durchla¨ufe zusammen mit dem 99%-Konﬁdenzintervall. Die
Simulationsparameter sind in Tabelle 7.1 zusammengefasst.
.. Ergebnisse
In den folgenden Abschnitten werden die Evaluierungsergebnisse dargestellt. Dabei
werden die Metriken Cheat-Erkennungsrate, Cheat-Erkennungszeit, Fehlerrate und
Bandbreitenbedarf betrachtet.
... Cheat-Erkennungsrate
Abbildung 7.2 zeigt die Cheat-Erkennungsrate der verschiedenen Cheat-Verhalten
in Abha¨ngigkeit zu der Gruppengro¨ße. Sowohl beim Cheat
”
U¨berschreitung der Ma-
ximalgeschwindigkeit“ (siehe Abbildung 7.2a) als auf beim Cheat
”
Ignorieren von
Hindernissen“ (siehe Abbildung 7.2b) liegt die Erkennungsrate konstant bei 100%.
Es werden also zuverla¨ssig alle Cheater erkannt, die eines dieser Cheat-Verhalten zei-
gen. Cheater, die das Verhalten
”
Ta¨uschen des Beobachters“ (siehe Abbildung 7.2c)
zeigen, werden gro¨ßtenteils erkannt. Bei einer Gruppengro¨ße von 1 werden zwischen
98% und 99%, bei einer Gruppengro¨ße von 40 werden alle Cheater erkannt. Der
 . Cheating
Parameter Wert
Simulationszeit 500 Sekunden nach Start Cheating letzer Cheater
Anzahl Seeds 50
Teilnehmerzahl 500
Spielfeldgro¨ße 1 km*1 km
Bewegungsmodell GroupRoaming













Cheater-Anteil hat dabei keinen statistisch signiﬁkanten Einﬂuss auf die Ergebnisse.
Die Ergebnisse zeigen, dass die verteilte Cheat-Erkennung eﬃzient Cheater identiﬁ-
zieren kann.
... Cheat-Erkennungszeit
In Abbildung 7.3 sind die Erkennungszeiten der verschiedenen Cheat-Verhalten in
Abha¨ngigkeit zu der Gruppengro¨ße gezeigt. Das Cheat-Verhalten
”
U¨berschreitung
der Maximalgeschwindigkeit“ wird am schnellsten erkannt. Die zu diesem Verhalten
geho¨renden Simulationsergebnisse sind in Abbildung 7.3a gezeigt. Bei einer Grup-
pengro¨ße von 1 betra¨gt die Erkennungszeit ungefa¨hr 1,5 Sekunden. Die Erkennungs-
zeit sinkt mit der Gruppengro¨ße auf 0,75 Sekunden bei einer Gruppengro¨ße von 40.
Permanente Cheats ko¨nnen also mit der verteilten Cheat-Erkennung in sehr kur-
zer Zeit erkannt werden. Bei gro¨ßerer Gruppengro¨ße gibt es mehr Teilnehmer, die
den Cheat beobachten und melden ko¨nnen, wodurch die Erkennungszeit bei gro¨ße-
ren Gruppengro¨ßen sinkt. Bei einem Cheater-Anteil von 10% ist die Erkennungszeit
leicht u¨ber der Erkennungszeit bei einem Cheater-Anteil von 5%, die Unterschiede
sind jedoch statistisch nicht signiﬁkant.
Abbildung 7.3b zeigt die Simulationsergebnisse fu¨r das Cheat-Verhalten
”
Ignorieren
von Hindernissen“. Da dies ein sporadisches Cheat-Verhalten darstellt, wird fu¨r die
Erkennung eine la¨ngere Zeit beno¨tigt als fu¨r Verhalten
”
U¨berschreitung der Ma-
ximalgeschwindigkeit“. Bei einer Gruppengro¨ße von 1 beno¨tigt die Erkennung im
Durchschnitt zwischen 7,5 und 8 Sekunden. Bei gro¨ßeren Gruppen sinkt die Erken-
nungszeit deutlich, bei einer Gruppengro¨ße von 40 betra¨gt sie ungefa¨hr 2 Sekunden.
Bei Gruppen dieser Gro¨ße reicht ein Regelbruch des Cheaters, um den Vertrauens-
wert so weit sinken zu lassen, dass die Observierung durch einen besonders vertrau-
enswu¨rdigen Beobachter veranlasst wird. Bei einem weiteren Regelbruch wird dann
die Bestrafung eingeleitet. Auch hier ist die Erkennungszeit bei einem Cheater-Anteil



































































































































































Abbildung 7.3 Evaluierungsergebnisse: Cheat-Erkennungszeit in Abha¨ngigkeit der
Gruppengro¨ße.
.. Evaluierung 
In Abbildung 7.3c ist die durchschnittliche Erkennungszeit fu¨r das Cheat-Verhalten
”
Ta¨uschen des Beobachters“ gezeigt. Die Zeit ist deutlich la¨nger als bei den anderen
Cheat-Verhalten: Bei einer Gruppengro¨ße von 1 betra¨gt sie bei einem Cheater-Anteil
von 5% 102 Sekunden, bei einem Cheater-Anteil von 10% 110 Sekunden. Bei einer
Gruppengro¨ße von 40 wird fu¨r die Erkennung dieselbe Zeit beno¨tigt. Bei einer Grup-
pengro¨ße von 20 wird etwas weniger Zeit beno¨tigt: Bei einem Cheater-Anteil von 5%
100 Sekunden, bei einem Cheater-Anteil von 10% 106 Sekunden. Die Abweichung
gegenu¨ber den anderen Gruppengro¨ßen ist allerdings statistisch nicht signiﬁkant.
Die Erkennungszeiten sind hier nicht signiﬁkant mit der Gruppengro¨ße korreliert,
da die Erkennung nur vom Beobachter unter Mithilfe der Verbindungsnachbarn des
beobachteten Teilnehmers erfolgen kann. Es ist anzumerken, dass dieses Cheat-Ver-
halten fu¨r den Cheater nur dann einen Vorteil bringt, wenn er es mit einem anderen
Cheat kombiniert. Durch die daraus resultierenden Anschuldigungen anderer Teil-
nehmer wu¨rde der Vertrauenswert des Cheaters sinken und damit auch die Erken-
nungszeit verku¨rzt werden.
... Fehlerrate
Die Fehlerrate war u¨ber alle Simulationsla¨ufe hinweg sehr gering. Da nur in wenigen
Simulationsla¨ufen ehrliche Spieler fa¨lschlicherweise ausgeschlossen wurden, wurde
die Fehlerrate u¨ber alle Simulationla¨ufe hinweg aggregiert. Nimmt man alle Simu-
lationsla¨ufe zusammen, wurden 450.000 verschiedene Teilnehmer simuliert. Davon
waren 416.250 Teilnehmer ehrlich. Insgesamt wurden 44 ehrliche Teilnerhmer des
Spiels verweisen, was eine Fehllerrate von ungefa¨hr 0,01% ergibt.
... Bandbreitenbedarf
Abbildung 7.4 zeigt den Bandbreitenbedarf der Cheat-Erkennung bei den verschiede-
nen Cheat-Verhalten und Cheater-Anteilen (in der Abbildung mit
”
c“ bezeichnet) in
Abha¨ngigkeit der Gruppengro¨ße. Abbildung 7.4a zeigt dabei den absoluten Band-
breitenbedarf, der durchschnittlich von jedem Teilnehmer geleistet werden muss.
Bei einer Gruppengro¨ße von 1 betra¨gt dieser bei allen untersuchten Szenarien et-
wa 1,73 kByte/s. Bei steigender Gruppengro¨ße steigt der Bandbreitenbedarf fu¨r die
Cheat-Erkennung leicht, da mehr Teilnehmer einen Cheater beobachten und mel-
den. Bei einer Gruppengro¨ße von 20 liegt er zwischen 1,81 kByte/s und 1,82 kByte/s,
bei einer Gruppengro¨ße von 40 zwischen 1,84 kByte/s und 1,86 kByte/s. Da Chea-
ter nach ihrem Ausschluss aus dem Netz keinerlei Datenverkehr mehr erzeugen, ist
der Bandbreitenbedarf bei ho¨heren Cheater-Anteilen etwas gro¨ßer als bei geringeren
Cheater-Anteilen.
Abbildung 7.4b zeigt den Anteil der Cheat-Erkennung am Gesamtbandbreitenbedarf
der Teilnehmer. Bei einer Gruppengro¨ße von 1 betra¨gt der Anteil ungefa¨hr 13,8%.
Da bei einer Gruppengro¨ße von 1 die Teilnehmer relativ wenige Nachbarn haben, ist
der durch das Versenden aller Nachrichten an den Beobachter entstehende Mehrbe-
darf spu¨rbar. Bei einer Gruppengro¨ße von 20 sinkt der Anteil der Cheat-Erkennung
auf ungefa¨hr 7,8% des Gesamtbandbreitenbedarfs, bei einer Gruppengro¨ße von 40
auf ungefa¨hr 5,6%. In diesem Szenario wird also der weitaus gro¨ßte Teil des Band-
breitenbedarfs durch QuON erzeugt. Dies zeigt, dass die Cheat-Erkennung keinen
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(c) Durchschnittlicher Bandbreitenbedarf Autorisierungsstelle und
Vertrauensstelle.
Abbildung 7.4 Evaluierungsergebnisse: Bandbreitenbedarf in Abha¨ngigkeit der
Gruppengro¨ße.
.. Evaluierung 
In den Simulationen wurden Autorisierungsstelle und Vertrauensstelle als zentrale
Server implementiert. Der Bandbreitenbedarf dieser Komponenten ist in Abbildung
7.4c dargestellt. Bei einer Gruppengro¨ße von 1 betra¨gt der Bandbreitenbedarf der
beiden Komponenten zusammengenommen 1,5 kByte/s. Bei gro¨ßeren Gruppen steigt
der Bedarf auf 2,5 kByte/s bei einer Gruppengro¨ße von 20 und ungefa¨hr 3,5 kByte/s
bei einer Gruppengro¨ße von 40. Der Anstieg ist dem ho¨heren Aufwand fu¨r die Veri-
ﬁzierung der Tickets der Teilnehmer geschuldet. Da Teilnehmer bei ho¨heren Grup-
pengro¨ßen mehr Nachbarn haben, wird entsprechend o¨fter die Online-Veriﬁzierung
der Tickets durchgefu¨hrt (Siehe hierzu auch Abbildung A.4 in Anhang A.2). Bei ho¨-
heren Cheater-Anteilen liegt der Bandbreitenbedarf aufgrund der gro¨ßeren Anzahl
beobachteter Cheats etwas ho¨her als bei geringeren Cheater-Anteilen. Bezogen auf
die 500 Teilnehmer in der Simulation betra¨gt der Bandbreitenbedarf zwischen 3B/s
und 7B/s pro Teilnehmer.
.. Bewertung
Die Evaluierungsergebnisse zeigen, dass die vorgestellte verteilte Cheat-Erkennung
eﬃzient Fehlverhalten bo¨swilliger Teilnehmer virtueller Welten erkennen und bestra-
fen kann. So wurden in der verschiedenen Szenarien fast alle Cheater erkannt. Die
Erkennung der Cheater geschieht gro¨ßtenteils in wenigen Sekunden. Es bleibt einem
Cheater somit nur wenig Zeit, mit seinem Fehlverhalten einen Schaden zu erzeugen.
Nur das Cheat-Verhalten
”
Ta¨uschen des Beobachters“ wird erst nach einer etwas la¨n-
geren Zeit erkannt, da es nur vom Beobachter und nicht von den anderen Nachbarn
erkannt werden kann. Um durch dieses Verhalten einen Vorteil zu erlangen, muss es
jedoch mit einem anderen Cheat-Verhalten kombiniert werden. Dieses kann jedoch
auch von den anderen Teilnehmern beobachtet werden und senkt somit die Erken-
nungszeit deutlich. Die Fehlerrate in den Simulationen betrug 0,01%. Es werden
also nur sehr wenige ehrliche Spieler durch die Cheat-Erkennung fa¨lschlicherweise
des Cheatens bezichtigt.
Der Bandbreitenbedarf der Cheat-Erkennung bleibt insgesamt gering. Es wurde in
allen Szenarien ein durchschnittlicher Bandbreitenbedarf von weniger als 1,9 kByte/s
gemessen. Zudem steigt der Bandbreitenbedarf nur wenig mit der Gruppengro¨ße und
somit der Zahl der Nachbarn. Folglich ist in Szenarien mit hoher Nachbarszahl und
damit hoher Last der Anteil der Cheat-Erkennung am gesamten Bandbreitenbedarf
gering. Bei einer Gruppengro¨ße von 40 liegt er beispielsweise bei lediglich 5,6%.
Auch bei der Verwendung einer zentralen Authentisierungs- und Vertrauensstelle
bleibt die Cheat-Erkennung skalierbar: Der Bandbreitenbedarf der genannten Stellen
liegt je nach Teilnehmerdichte bei wenigen Bytes pro Sekunde. Bei einer einfachen
100Mbit/s-Netzanbindung fu¨r die Vertrauens- und Autorisierungsstelle ließen sich
bereits mehrere Millionen Teilnehmer unterstu¨tzen. Die verteilte Cheat-Erkennung
la¨sst sich um verteilte Vertrauens- und Authentisierungsmechanismen erweitern und
somit ganz ohne zentrale Komponenten betreiben.
Insgesamt ist die hier vorgestellte verteilte Cheat-Erkennung somit eine eﬃziente




In diesem Kapitel wurde eine verteilte Cheat-Erkennung fu¨r P2P-basierte virtuelle
Welten vorgestellt. Diese bietet eine skalierbare und eﬃziente Mo¨glichkeit, Cheater
aus einer virtuellen Welt fernzuhalten, ohne die bei bisherigen Protokollen zur Cheat-
Verhinderung u¨blichen Latenzeinbußen hinnehmen zu mu¨ssen.
Die Cheat-Erkennung erfordert eine Authentiﬁzierung und Autorisierung der Teil-
nehmer. Diese Dienste ko¨nnen durch einen einfachen zentralen Server bereitgestellt
werden. Es ist aber auch eine Bereitstellung durch eine verteilte Autorisierungsstelle
vorstellbar. Von der Autorisierungsstelle wird den Teilnehmern ein Ticket ausgestellt,
mit dem sie ihre Teilnahmeberechtigung gegenu¨ber anderen Teilnehmern beweisen
ko¨nnen.
Allen Teilnehmern wird ein Vertrauenswert zugeordnet. Dieser Vertrauenswert wird
durch Cheat-Anschuldigungen verringert und durch la¨ngere Perioden ohne Cheat-
Anschuldigungen erho¨ht. Der Vertrauenswert beeinﬂusst die Gu¨ltigkeitsdauer der
Tickets und wird bei der Bewertung von Cheat-Anschuldigungen beru¨cksichtigt. Die
Vertrauensstelle kann wie die Autorisierung durch einen zentralen Server verwaltet
werden. Auch hier ist alternativ die Verwendung eines verteilten Vertrauensdienstes
mo¨glich.
Das Kernstu¨ck der Cheat-Erkennung ist die gegenseitige U¨berwachung der Teilneh-
mer. Jeder Teilnehmer pru¨ft die ihm von Nachbarn zugesendeten Nachrichten auf
Plausibilita¨t und mo¨gliches Fehlverhalten. Ein Cheat-Verdacht wird der Vertrauens-
stelle gemeldet. Um mo¨gliche Interessenkonﬂikte zu vermeiden, werden Teilnehmer
nicht nur von ihren Nachbarn, sondern auch von unabha¨ngigen Beobachtern u¨ber-
wacht. Diese werden von der Vertrauensstelle zugewiesen. Von Beobachtern festge-
stelltes Fehlverhalten wirkt sich sta¨rker auf den Vertrauenswert eines Teilnehmers
aus als von Nachbarn beobachtetes Fehlverhalten. Teilnehmer mit geringem Vertrau-
en bekommen Beobachter zugewiesen, die ein besonders hohes Vertrauen genießen.
Die Beobachter spielen auch eine wichtige Rolle bei der Bestrafung von Cheatern:
Ein Teilnehmer wird bestraft, wenn sein Vertrauenswert einen Schwellenwert un-
terschreitet und sein Beobachter, der gema¨ß der Zuordnung von Beobachtern einen
hohen Vertrauenswert besitzt, einen Cheat direkt beobachtet. Zusa¨tzlich ko¨nnen
Strafen auch ohne Einwirkung des Beobachters eingeleitet werden, wenn die Cheats
mit kryptographisch gesicherten Nachrichten bewiesen werden ko¨nnen.
Eine wirkungsvolle Strafe ist der Ausschluss aus der virtuellen Welt. Er la¨sst sich
durch einen Ru¨ckruf des Tickets des Cheaters durchfu¨hren. Hierzu wird von der
Vertrauensstelle ein signierter Ticketru¨ckruf generiert und von den Nachbarn des
Cheaters in der virtuellen Welt verbreitet. Die Nachbarn des Cheaters unterbinden
daraufhin jegliche Kommunikation mit dem Cheater.
Die Evaluierung der Cheat-Erkennung zeigt, dass mit den hier vorgeschlagenen Me-
chanismen Cheater eﬃzient und schnell erkannt werden ko¨nnen. Dabei ist die Feh-
lerrate der Erkennung gering. Der Bandbreitenbedarf der Cheat-Erkennung ist nur
ein geringer Teil des fu¨r die Teilnahme in der virtuellen Welt no¨tigen Gesamtband-
breitenbedarfs.
. Evaluierung
Um die Leistungsfa¨higkeit des in dieser Arbeit entwickelten Protokolls QuON zu
testen, wurden Evaluierungen durchgefu¨hrt, die in diesem Kapitel vorgestellt werden.
Zuna¨chst wird eine simulative Evaluierung durchgefu¨hrt. Im Anschluss wird QuON
im Forschungsnetz G-Lab evaluiert.
. Evaluierung im Simulator
Zuna¨chst wird QuON mit dem in Kapitel 4 vorgestellten Simulationswerkzeug Over-
Sim evaluiert. Als erstes werden dabei Varianten des Protokolls verglichen, um eine
gute Parametrisierung zu ﬁnden. Anschließend wird QuON bei unterschiedlichem
Sitzungsverhalten der Teilnehmer und bei verschiedenen Teilnehmerdichten unter-
sucht. Zuletzt wird QuON mit bisherigen Protokollen fu¨r virtuelle Welten verglichen.
.. Metriken
Bei der Evaluierung von QuON werden dieselben Metriken verwendet, die auch
bei der Evaluierung bisheriger Protokollvorschla¨ge fu¨r virtuelle Welten in Abschnitt
5.2.1 beschrieben wurden. Diese Metriken umfassen die Nachrichtenverzo¨gerung der
Positionsmeldungen, den Bandbreitenbedarf und die Nachbarschaftskenntnis.
Fu¨r eine sto¨rungsfreie Interaktion zwischen den Teilnehmern der virtuellen Welt ist
es wichtig, dass Positionsmeldungen und Ereignisnachrichten der Teilnehmer mit
einer geringen Verzo¨gerung zugestellt werden. Dabei sollte die Zustellzeit 200ms
nicht u¨berschreiten [126]. In den Simulationen wurde die Zeit gemessen, die durch-
schnittlich zwischen dem Absenden einer Positionsmeldung und dem Empfang dieser
Meldung durch andere Teilnehmer vergeht.
Da in P2P-Protokollen Aufgaben von den Teilnehmern u¨bernommen werden, die
in klassischen Client/Server-Systemen von den Servern geleistet werden, ist der
Bandbreitenbedarf von P2P-Systemen auf Seiten der Teilnehmer u¨blicherweise ho¨-
her als bei Client/Server-Systemen. Vor allem in Senderichtung ist die verfu¨gbare
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Bandbreite der Teilnehmer jedoch relativ gering; nur wenige u¨bliche Endkundenan-
schlu¨sse u¨berschreiten eine Kapazita¨t von 1MBit/s, einige Anschlu¨sse sind sogar auf
384 kBit/s beschra¨nkt [50]. Der Bandbreitenbedarf eines Protokolls sollte demnach
diese Gro¨ße nicht u¨berschreiten. Gemessen wurde in den Simulationen der durch-
schnittliche Bandbreitenbedarf der Teilnehmer in Senderichtung in tausend Bytes
pro Sekunde (kByte/s).
Eine weitere wichtige Metrik ist die Nachbarschaftskenntnis. Diese gibt an, welcher
Anteil an Teilnehmern alle Teilnehmer in seinem Interessengebiet kennt. Dieser An-
teil sollte mo¨glichst nahe an 100% liegen. Ist dies nicht der Fall, werden mo¨gliche
Interaktionen verhindert.
Bei der Evaluierung des Knotenbeitritts wird die Zeit gemessen, die vom Versen-
den einer Beitrittsanfrage eines Teilnehmers bis zu dessen erfolgreichem Netzbeitritt
vergeht.
.. Einﬂussgrößen
Analog zur Evaluierung bisheriger Protokollvorschla¨ge fu¨r virtuelle Welten wird wie
in Abschnitt 5.2.2 die Teilnehmerdichte als wesentliche Einﬂussgro¨ße in den Simu-
lationen betrachtet. Dabei wird zwischen durchschnittlicher Teilnehmerdichte und
lokaler Teilnehmerdichte unterschieden.
Die durchschnittliche Teilnehmerdichte ergibt sich aus der Anzahl der Teilnehmer
bezogen auf die Gro¨ße der Spielwelt. Sie wurde in den Simulationen durch die Wahl
verschiedener Spielfeldgro¨ßen variiert. Bei einer hohen Teilnehmerdichte haben Teil-
nehmer eine ho¨here Zahl anderer Teilnehmer in ihrem Interessengebiet. Dadurch
steigt in Szenarien mit hoher Teilnehmerdichte in der Regel auch der Bandbrei-
tenbedarf. Bei zonenbasierten Protokollen mu¨ssen bei hoher Teilnehmerdichte die
Zonengro¨ßen entsprechend verkleinert werden, um die Zahl der Teilnehmer pro Zo-
ne nicht zu groß werden zu lassen. Dies kann abha¨ngig vom jeweiligen Protokoll
Nachrichtenverzo¨gerung und Nachbarschaftskenntnis beeinﬂussen.
Bei der lokalen Teilnehmerdichte wird hingegen die Ungleichverteilung der Teilneh-
mer in der virtuellen Welt betrachtet. Da virtuelle Welten in der Regel das Zusam-
menspiel der Teilnehmer fo¨rdern, ist die Bildung von Spielergruppen u¨blich. Diese
bestehen aus Teilnehmern, die ein gemeinsames Ziel in der virtuellen Welt verfol-
gen und ra¨umlich zusammenbleiben. Durch eine derartige Gruppenbildung ist die
Teilnehmerdichte in verschiedenen Bereichen des Spielfelds unterschiedlich groß: In-
nerhalb einer Gruppe ist die Teilnehmerdichte hoch, in Spielfeldbereichen, in denen
sich keine Gruppen aufhalten, hingegen sehr niedrig. In den Simulationen wurde die
lokale Teilnehmerdichte beeinﬂusst, indem sich die Teilnehmer zu Gruppen verschie-
dener Gro¨ße zusammenschlossen.
Eine andere wichtige Einﬂussgro¨ße ist das Sitzungsverhalten der Nutzer. Relevant
sind hier insbesondere die durchschnittlichen Sitzungsla¨ngen und das Verha¨ltnis zwi-
schen Sitzungsende durch geordnetes Abmelden und Sitzungsende durch Knotenaus-
fall. Beide Gro¨ßen wirken sich auf die Nachbarschaftskenntnis aus. Bei ku¨rzeren Sit-
zungszeiten steigt die Fluktuationsrate der Teilnehmer. Da sowohl der Beitritt von
Teilnehmern zum Netz als auch der Austritt von Teilnehmern aus dem Netz poten-
tielle Risiken fu¨r die Nachbarschaftskenntnis bergen, fu¨hren ku¨rzere Sitzungszeiten
in der Regel zu einer Verschlechterung der Nachbarschaftskenntnis.
.. Evaluierung im Simulator 
Wird die Sitzung eines Teilnehmers durch einen Ausfall statt durch ein geordnetes
Abmelden beendet, steigen die Risiken fu¨r die Nachbarschaftskenntnis. So ko¨nnen
bei einem geordneten Abmelden eines Teilnehmers in QuON mittels des in Ab-
schnitt 6.7.2 beschriebenen Abmeldeverfahrens die Aufgaben des sich abmeldenden
Teilnehmers proaktiv auf andere Teilnehmer u¨bertragen werden. Bei einem Ausfall
kann nicht auf dieses Verfahren zuru¨ckgegriﬀen werden. Der Ausfall muss stattdessen
durch das in Abschnitt 6.7.4 beschriebene Backup-Verfahren kompensiert werden.
Der Kommunikationsaufwand von QuON ist in der Regel nicht von der Gesamtzahl
der Teilnehmer, sondern nur von der Zahl der Nachbarn eines Teilnehmers abha¨ngig.
Eine Ausnahme ist hier das in Abschnitt 6.7.1 beschriebene Beitrittsverfahren. Die
rekursive Weiterleitung der Beitrittsanfrage hat einen von der Gesamtzahl der Teil-
nehmer abha¨ngigen Aufwand. Ohne Verwendung eines Login-Caches betra¨gt er bei
n Teilnehmern O(n) bei ungu¨nstiger Verteilung der Teilnehmer. Bei Gleichverteilung
der Teilnehmer betra¨gt der Aufwand O(
√
n). Bei der Evaluierung des Knotenbei-
tritts wird daher die Teilnehmerzahl als Einﬂussgro¨ße verwendet.
.. Szenarien
Zuna¨chst werden in der Evaluierung verschiedene QuON-Varianten miteinander ver-
glichen. Zuerst wird in Abschnitt 8.1.4 die von QuON verwendete Vektornorm be-
trachtet. Die mo¨glichen Normen – die Maximumsnorm und die euklidische Norm –
sind in Abschnitt 6.2 beschrieben. QuON wird mit den Normen bei verschiedenen
Teilnehmerdichten simuliert.
Im Anschluss werden in Abschnitt 8.1.5 die verschiedenen Methoden zur Bandbrei-
teneinsparung in QuON, die in Abschnitt 6.6.3 beschriebene alternative Nachbars-
ﬁndung und die in Abschnitt 6.9 beschriebenen dynamischen Interessengebietsgro¨-
ßen, untersucht. Es wird das Bandbreiteneinsparungspotential verglichen und gegen
mo¨gliche Einschra¨nkungen in der Nachbarschaftskenntnis abgewogen. Dabei wird als
Einﬂussgro¨ße die Teilnehmerdichte betrachtet.
Danach wird in Abschnitt 8.1.6 der Teilnehmerbeitritt in QuON evaluiert. Hier wird
bei verschiedener Teilnehmerzahl gemessen, wie viel Zeit durchschnittlich von der
Versendung einer Beitrittsanfrage durch einen Teilnehmer bis zu dessen erfolgrei-
chem Netzbeitritt vergeht.
Anschließend wird in Abschnitt 8.1.7 der Einﬂuss des Sitzungsverhaltens der Teil-
nehmer auf QuON untersucht. Dabei werden Simulationen mit verschiedenen durch-
schnittlichen Sitzungsla¨ngen durchgefu¨hrt. Weiterhin wurde der Anteil an geordne-
ten Abmeldungen variiert.
Zuletzt wird in Abschnitt 8.1.8 QuON mit den bereits in Abschnitt 5.2 evaluierten
bisherigen Protokollen verglichen. Hierbei wird als Einﬂussgro¨ße die Teilnehmerdich-
te betrachtet.
Bei der Evaluierung werden dabei dieselben Szenarien betrachtet, die bereits in der
Evaluierung der bisherigen Protokolle in Abschnitt 5.2.3 beschrieben wurden. Die
virtuelle Welt wird von der Applikation SimpleGameClient simuliert. In der vir-
tuellen Welt bewegen sich durchschnittlich 500 Teilnehmer. Das Sitzungsverhalten
der Teilnehmer wird von dem ParetoChurn-Sitzungsmodell gesteuert. Die mittlere
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Parameter Wert
Simulationszeit 2 Stunden nach Initialisierungsphase
Anzahl Seeds 30
Teilnehmerzahl 500
Spielfeldgro¨ße 1 km*1 km, 5 km*5 km, 10 km*10 km
Bewegungsmodell GroupRoaming












Sitzungszeit betra¨gt dabei, sofern nicht explizit angegeben, 100 Minuten. Die Sitzun-
gen werden zufa¨llig entweder mit einem geordneten Abmelden oder einem fail-stop-
Ausfall des Teilnehmers beendet.
Das Interessengebiet der Teilnehmer ist ein Kreis um die aktuelle Position des Teil-
nehmers mit dem Radius 50m. Die Bewegungsgeschwindigkeit der Teilnehmer in der
virtuellen Welt betra¨gt 5m/s. Dabei werden von den Teilnehmern 6 Positionsmel-
dungen pro Sekunde generiert.
Die in den Simulationen betrachteten Spielfeldgro¨ßen sind, sofern nicht explizit an-
gegeben, 10.000m mal 10.000m, 5.000m mal 5.000m und 1.000m mal 1.000m. Die
Bewegung der Teilnehmer wird von dem GroupRoaming-Modell gesteuert. Die ma-
ximale Gruppengro¨ßen sind dabei 1 (also keine Gruppenbildung), 5, 10, 20, 40 und
60. Die Parameter sind so gewa¨hlt, dass sie den Werten heute existierender virtueller
Welten mo¨glichst nahe kommen1.
Bei QuON wird der in Abschnitt 6.7.4 beschriebene Backup-Mechanismus genutzt.
Dabei wird ein Backup-Nachbar pro Quadrant verwendet. Ebenso ﬁndet der in Ab-
schnitt 6.8 beschriebene Interessengebietspuﬀer Anwendung. Er hat einen Radius
von 5 Metern.
Das unterliegende Netz wird von dem SimpleUnderlay-Modell simuliert. Alle Simu-
lationen wurden mit 30 verschiedenen Seeds wiederholt. Gezeigt sind die Durch-
schnittswerte dieser Wiederholungen und das 99% Konﬁdenzintervall. Die Simulati-
onsparabeter sind in Tabelle 8.1 zusammengefasst.
.. Evaluierung der Vektornormen
Fu¨r QuON wurden in Abschnitt 6.2 zwei verschiedene Vektornormen vorgeschlagen:
Die Maximumsnorm und die euklidische Norm. Mit der Maximumsnorm lassen sich
1Siehe dazu auch Abschnitt 5.2.3.
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einige Eigenschaften von QuON in idealisierten Szenarien beweisen. Mit der eukli-
dischen Norm haben die Interessengebiete eine kleine Fla¨che, wodurch Bandbreite
eingespart werden kann.
In diesem Abschnitt werden die Vektornormen bei verschiedenen Teilnehmerdich-
ten untersucht. Die Simulationsparameter entsprechen – mit Ausnahme der Wahl
der Vektornorm – denen in Tabelle 8.1. Die Nachrichtenverzo¨gerung ist in QuON
von der gewa¨hlten Norm und der Teilnehmerdichte unabha¨ngig. Alle Nachrichten
werden in einem Hop auf Overlay-Ebene zugestellt, die resultierende Nachrichten-
verzo¨gerung entspricht also der Durchschnittsverzo¨gerung zwischen den Knoten im
unterliegenden Netzwerk. Sie betrug in den hier durchgefu¨hrten Simulationen mit
dem SimpleUnderlay-Modell zwischen 85ms und 88ms.
In Abbildung 8.1 werden die Evaluierungsergebnisse von QuON bei Verwendung
der verschiedenen Vektornormen gezeigt. Abbildung 8.1a zeigt die Nachbarschafts-
kenntnis. Bei einer Spielfeldgro¨ße von 10.000m mal 10.000m hat die Wahl der Norm
keinen statistisch signiﬁkanten Einﬂuss auf die Nachbarschaftskenntnis. Sowohl bei
der euklidischen Norm als auch bei der Maximumsnorm wird bei einer Gruppen-
gro¨ße von 1 eine Nachbarschaftskenntnis von u¨ber 99,999% erreicht. Die Nachbar-
schaftskenntnis sinkt bei steigender Gruppengro¨ße langsam, bei einer Gruppengro¨ße
von 60 betra¨gt sie 99,995%. Auch bei einer Spielfeldgro¨ße von 5.000m mal 5.000m
ergeben sich keine signiﬁkanten Unterschiede zwischen den beiden Normen. Bei ei-
ner Gruppengro¨ße von 1 wird wiederum eine Nachbarschaftskenntnis von mehr als
99,999% erreicht. Bei einer Gruppengro¨ße von 60 sinken die Durchschnittswerte auf
99,987% fu¨r die euklidische Norm und 99,984% fu¨r die Maximumsnorm. Die mit der
Gruppengro¨ße fallende Nachbarschaftskenntnis erkla¨rt sich, wie in Abschnitt 6.10
erla¨utert, dadurch, dass bei Gruppenbildung der Ausfall eines Verbindungsnachbarn
mehrere Teilnehmer betreﬀen kann und so die Nachbarsﬁndung gesto¨rt werden kann.
Insgesamt sind die beobachteten Werte jedoch auch bei großen Gruppen noch sehr
gut.
Auch bei einer Spielfeldgro¨ße von 1.000m mal 1.000m sind die Unterschiede bei
der Verwendung verschiedener Vektornormen gering, jedoch etwas deutlicher als bei
den gro¨ßeren Spielfeldgro¨ßen. Bei Verwendung der Euklidischen Norm wird bei ei-
ner Gruppengro¨ße von 1 eine Nachbarschaftskenntnis von 99,99% erreicht. Bei einer
Gruppengro¨ße von 10 sinkt sie auf ein Minimum von 99,94%, um dann bis zu einer
Gruppengro¨ße von 60 auf 99,95% zu steigen. Bei einer Gruppengro¨ße von 1 erreicht
QuON bei Verwendung der Maximumsnorm ebenfalls eine Nachbarschaftskenntnis
von 99,99%. Diese sinkt jedoch bei einer Gruppengro¨ße von 20 bis auf 99,905%, um
von dort bis auf 99,94% bei einer Gruppengro¨ße von 60 zu steigen. Die zuna¨chst fal-
lende Nachbarschaftskenntnis la¨sst sich wie bei den gro¨ßeren Spielfeldern erkla¨ren.
Ab einer gewissen Gruppengro¨ße ist die lokale Teilnehmerdichte so hoch, dass, wie in
Abschnitt 6.10 erla¨utert, durch die hohe Zahl an direkten Nachbarn der Ausfall von
Verbindungsnachbarn wieder kompensiert werden kann und so die Nachbarschafts-
kenntnis wieder steigt.
Es u¨berrascht zuna¨chst, dass die euklidische Norm eine bessere Nachbarschaftskennt-
nis aufweisen kann, da unter idealisierten Bedingungen fu¨r die Maximumsnorm eine
perfekte Nachbarschaftskenntnis garantiert werden kann (vergleiche hierzu Abschnitt
6.2 und Anhang B.2), bei der euklidischen Norm jedoch nicht. Diese U¨berlegun-































(a) Nachbarschaftskenntnis von QuON bei verschiedenen Spielfeld-



























(b) Bandbreitenbedarf von QuON bei verschiedenen Spielfeldgro¨ßen
in Abha¨ngigkeit der Gruppengro¨ße.
Abbildung 8.1 Evaluierungsergebnisse: Einﬂuss der Wahl der Vektornorm in
QuON.
gen, Paketverluste und Knotenausfa¨lle. Die Simulationsergebnisse zeigen, dass die in
QuON implementierten Mechanismen, um Knotenausfa¨lle und Paketverzo¨gerungen
zu kompensieren, in Zusammenarbeit mit der euklidischen Norm besser arbeiten als
in Zusammenhang mit der Maximumsnorm.
Abbildung 8.1b zeigt den Bandbreitenbedarf von QuON bei Verwendung der ver-
schiedenen Metriken bei verschiedenen Spielfeldgro¨ßen in Abha¨ngigkeit von der Grup-
pengro¨ße. Wie auch bei der Nachbarschaftskenntnis sind die Unterschiede zwischen
den Normen bei den Spielfeldgro¨ßen 10.000m mal 10.000m und 5.000m mal 5.000m
nur gering. Bei einer Spielfeldgro¨ße von 10.000m mal 10.000m beno¨tigt QuON bei ei-
ner Gruppengro¨ße von 1 bei Verwendung der Maximumsnorm 9 kByte/s und bei Ver-
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wendung der euklidischen Norm 9,5 kByte/s. Bei einer Gruppengro¨ße von 60 steigt
der Bandbreitenbedarf auf 17,1 kByte/s unabha¨ngig von der verwendeten Norm.
Wa¨hlt man die Spielfeldgro¨ße von 5.000m mal 5.000m, entspricht der Bandbreiten-
bedarf bei einer Gruppengro¨ße von 1 den Ergebnissen des gro¨ßeren Spielfeldes mit
9 kByte/s bei Verwendung der Maximumsnorm und 9,5 kByte/s bei Verwendung
der euklidischen Norm. Der Bandbreitenbedarf steigt jedoch mit steigender Grup-
pengro¨ße sta¨rker an und erreicht bei einer Gruppengro¨ße von 60 21,7 kByte/s bei
Verwendung der Maximumsnorm und 22 kByte/s bei Verwendung der euklidischen
Norm.
Aufgrund der gro¨ßeren Fla¨che des Interessengebiets bei Verwendung der Maximums-
norm ist es zuna¨chst u¨berraschend, dass QuON bei der Verwendung der euklidischen
Norm mehr Bandbreite beno¨tigt als bei Verwendung der Maximumsnorm. Bei großen
Spielfeldgro¨ßen sind zufa¨llige Begegnungen zwischen Gruppen selten. Innerhalb der
Gruppen sind die Teilnehmer in der Regel so dicht beinander, dass sie sich stets
im Interessengebiet aller anderen Gruppenmitglieder beﬁnden. Somit wird die Zahl
der direkten Nachbarn in diesen Szenarien durch die Gruppengro¨ße dominiert. Die
Zahl an direkten Nachbarn ist also bei großen Spielfeldern von der verwendeten
Vektornorm unabha¨ngig. Siehe hierzu auch die Messungen der Zahl der Nachbarn in
Abbildung A.5a in Anhang A.3. Bei der Zahl an tempora¨ren Nachbarn gibt es jedoch
Unterschiede zwischen den Normen: Wie Abbildung A.5b in Anhang A.3 zeigt, er-
gibt sich bei der euklidischen Norm eine leicht ho¨here Zahl an tempora¨ren Nachbarn.
Somit ergibt sich insgesamt bei Verwendung der euklidischen Norm eine geringfu¨gig
gro¨ßere Zahl an Nachbarn. Bei großen Gruppengro¨ßen ist dieser Unterschied jedoch
zu klein, um sich relevant auf den Gesamtbandbreitenbedarf auszuwirken.
Bei der Spielfeldgro¨ße 1.000m mal 1.000m sind die Unterschiede zwischen den Nor-
men deutlicher. Im Gegensatz zu den gro¨ßeren Spielfeldgro¨ßen beno¨tigt QuON mit
der Maximumsnorm mehr Bandbreite als mit der euklidischen Norm. Bei einer Grup-
pengro¨ße von 1 liegt der Bandbreitenbedarf mit 11 kByte/s fu¨r beide Normen noch
auf gleicher Ho¨he. Bei gro¨ßeren Gruppen wird bei Verwendung der Maximumsnorm
mehr Bandbreite beno¨tigt als bei Verwendung der euklidischen Norm. Bei einer
Gruppengro¨ße von 60 beno¨tigt QuON mit der Maximumsnorm 32,2 kByte/s, mit
der euklidischen Norm 31,3 kByte/s und damit etwa 3% weniger.
Bei dieser Spielfeldgro¨ße zeigt sich nun der erwartete Mehrbedarf der Maximums-
norm aufgrund der gro¨ßeren Fla¨che des Interessengebiets. Bei kleinen Spielfeldern
sind zufa¨llige Begegnungen zwischen Teilnehmern oder Teilnehmergruppen u¨blich.
Bei einer gro¨ßeren Fla¨che des Interessengebiets erho¨ht sich somit die Zahl der di-
rekten Nachbarn. Dies zeigt auch die Evaluierung der Anzahl der Nachbarn in Ab-
bildung A.5a in Anhang A.3. Wie bei den gro¨ßeren Spielfeldern ergibt sich eine
geringfu¨gig kleinere Zahl an tempora¨ren Nachbarn bei der Maximumsnorm (siehe
dazu Abbildung A.5b in Anhang A.3). Der Unterschied in der Anzahl der direkten
Nachbarn ist jedoch deutlich gro¨ßer und dominiert somit den Bandbreitenbedarf.
Insgesamt zeigen die Simulationen, dass die Unterschiede zwischen den untersuchten
Abstandsnormen eher gering bleiben. Insgesamt sind die mit der euklidischen Norm
erzielten Ergebnisse jedoch besser als mit der Maximumsnorm. Wa¨hrend bei gro¨ße-
ren Spielfeldern und den damit verbundenen geringen Teilnehmerdichten die Wahl
der Vektornormen nur einen vernachla¨ssigbar kleinen Einﬂuss auf die Ergebnisse
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hat, bietet die euklidische Norm bei kleinem Spielfeld und hoher Teilnehmerdichte
eine bessere Nachbarschaftskenntnis bei geringerem Bandbreitenbedarf. Aus diesem
Grund wird in allen weiteren Evaluierungen von QuON die euklidische Norm ver-
wendet.
.. Möglichkeiten der Bandbreiteneinsparung
In diesem Abschnitt werden Bandbreiteneinsparungsmo¨glichkeiten in QuON evalu-
iert. Dabei werden die in Abschnitt 6.6.3 vorgestellte alternative Nachbarsﬁndung
und die in Abschnitt 6.9 vorgestellte dynamische Interessengebietsgro¨ße betrachtet
und mit dem unmodiﬁzierten QuON verglichen. Als Einﬂussgro¨ße wird auch hier
die Teilnehmerdichte verwendet. Die Simulationsparameter entsprechen denen in
Tabelle 8.1. Wie bei der Evaluierung der Vektornormen a¨ndern sich die Nachrich-
tenverzo¨gerungen u¨ber alle Simulationen nur wenig. Sie liegen zwischen 85ms und
89ms.
In Abbildung 8.2 werden die Evaluierungsergebnisse der Bandbreiteneinsparungs-
mechanismen bei verschiedenen Spielfeldgro¨ßen gezeigt. Die Spielfeldgro¨ße 10.000m
mal 10.000m wurde in der Darstellung der U¨bersichtlichkeit halber weggelassen,
da die dort auftretenden Bandbreitenanforderungen ohnehin nur gering sind. Die
dort beobachteten Tendenzen entsprechen denen bei der Spielfeldgro¨ße 5.000m mal
5.000m. Die Ergebnisse fu¨r die Spielfeldgro¨ße 10.000m mal 10.000m ﬁnden sich in
Abbildung A.6 in Anhang A.3.
Abbildung 8.2a zeigt die mit den verschiedenen Bandbreiteneinsparungsmechanis-
men erreichte Nachbarschaftskenntnis in Abha¨ngigkeit von der Gruppengro¨ße. Das
unmodiﬁzierte QuON erreicht erwartungsgema¨ß die beste Nachbarschaftskenntnis.
Bei einer Spielfeldgro¨ße von 5.000m mal 5.000m betra¨gt diese bei einer Gruppen-
gro¨ße von 1 u¨ber 99,999%. Bis zu einer Gruppengro¨ße von 60 sinkt die Nachbar-
schaftskenntnis auf 99,987%. Bei der Verwendung der alternativen Nachbarsﬁndung
wird bei einer Gruppengro¨ße von 1 ebenfalls eine Nachbarschaftskenntnis von u¨ber
99,999% erreicht. Sie fa¨llt jedoch deutlich sta¨rker als beim unmodiﬁzierten QuON
auf 99,5% bei einer Gruppengro¨ße von 60. Bei einer Gruppengro¨ße von 1 kann QuON
mit dynamischer Interessengebietsgro¨ße mit mehr als 99,999% die gleiche Nachbar-
schaftskenntnis wie die anderen Varianten erreichen. Bei gro¨ßeren Gruppen fa¨llt der
Wert auf 99,7% bei einer Gruppengro¨ße von 60 und damit sta¨rker als beim unmo-
diﬁzierten QuON, jedoch weniger stark als bei der alternativen Nachbarsﬁndung.
Bei der Spielfeldgro¨ße von 1.000m mal 1.000m ist der Unterschied in der Nachbar-
schaftskenntnis des unmodiﬁzierten QuONs zu den anderen Varianten, insbesondere
zu der alternativen Nachbarschaftsﬁndung, deutlich gro¨ßer. Bei einer Gruppengro¨ße
von 1 liegt der Wert fu¨r unmodiﬁziertes QuON bei 99,99%. Bei einer Gruppengro¨-
ße von 10 erreicht die Nachbarschaftskenntnis mit 99,94% ein Minimum. Von dort
steigt die Nachbarschaftskenntnis bis zu einer Gruppengro¨ße von 60 auf 99,95%. Die
Werte sind a¨quivalent zu den in der Evaluierung der Vektornormen in Abschnitt
8.1.4 beschriebenen Werten fu¨r QuON mit euklidischer Metrik.
Bei der alternativen Nachbarschaftsﬁndung wird bereits bei der Gruppengro¨ße 1 nur
noch eine Nachbarschaftskenntnis von 99,78% erreicht. Diese fa¨llt stark ab auf 86%
bei einer Gruppengro¨ße von 20. Von diesem Minimum verbessert sie sich leicht auf
88% bei der Gruppengro¨ße 60. Da bei der alternativen Nachbarsﬁndung die direkten































(a) Nachbarschaftskenntnis von QuON bei verschiedenen Spielfeld-



























(b) Bandbreitenbedarf von QuON bei verschiedenen Spielfeldgro¨ßen
in Abha¨ngigkeit der Gruppengro¨ße.
Abbildung 8.2 Evaluierungsergebnisse: Einﬂuss von Bandbreiteneinsparungsme-
chanismen in QuON.
Nachbarn nicht bei der Nachbarsﬁndung helfen ko¨nnen, ist die Verschlechterung der
Nachbarschaftskenntnis bei gro¨ßeren Gruppen deutlicher ausgepra¨gt als bei unmodi-
ﬁziertem QuON. Bei Gruppen gro¨ßer als 20 kommt es dennoch zu einer Verbesserung
der Nachbarschaftskenntnis, da bei hoher Teilnehmerdichte der Backup-Mechanis-
mus ausgefallene Verbindungsnachbarn schneller ersetzen kann.
Die Nachbarschaftskenntnis von QuON mit dynamischen Interessengebieten liegt
wiederum zwischen den Werten fu¨r unmodiﬁziertes QuON und der alternativen
Nachbarschaftsﬁndung. Bei der Gruppengro¨ße 1 werden dort 99,99% erreicht. Bei
einer Gruppengro¨ße 60 fa¨llt der Wert auf 99,16% ab. Bei der dynamischen Adaption
der Interessengebiete setzt die Stabilisierung der Nachbarschaftskenntnis bei großen
Gruppen nicht ein, da es bei hoher Teilnehmerdichte zu einer ha¨uﬁgeren Adaption
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der Interessengebietsgro¨ße und somit zu gro¨ßeren Risiken fu¨r die Nachbarschafts-
kenntnis kommt2.
Der Bandbreitenbedarf der QuON-Varianten ist in Abbildung 8.2b gezeigt. Bei der
Spielfeldgro¨ße 5.000m mal 5.000m liegen die Messwerte der QuON-Varianten dicht
beieinander. Bei einer Gruppengro¨ße von 1 beno¨tigen alle Varianten 9,5 kByte/s.
Der Messwert steigt mit steigender Gruppengro¨ße an. Bei einer Gruppengro¨ße von
60 erreicht er 22 kByte/s fu¨r das unmodiﬁzierte QuON, 21,7 kByte/s fu¨r die alterna-
tive Nachbarsﬁndung und 21,3 kByte/s fu¨r die dynamischen Interessengebiete. Der
Bandbreitenbedarf von QuON ist in diesen Szenarien insgesamt relativ niedrig, die
Einsparmo¨glichkeiten sind entsprechend gering.
Bei einer Spielfeldgro¨ße von 1.000m mal 1.000m sind die Unterschiede zwischen
den Protokollvarianten deutlicher. Bei einer Gruppengro¨ße von 1 liegt der Bandbrei-
tenbedarf fu¨r unmodiﬁziertes QuON bei 11,1 kByte/s. Bei einer Gruppengro¨ße von
60 steigen die Werte auf 31,3 kByte/s. Da es bei ho¨herer Teilnehmerdichte ha¨uﬁ-
ger zu Begegnungen zwischen Teilnehmern kommt und somit die Nachbarsﬁndung
einen gro¨ßeren Anteil am Gesamtbandbreitenbedarf hat, weist die alternative Nach-
barsﬁndung nun einen sichtbaren Bandbreitenvorteil auf. Bei der Gruppengro¨ße 1
betra¨gt der Bandbreitenbedarf 10,8 kByte/s. Bei einer Gruppengro¨ße von 60 steigt
der Wert auf 29,5 kByte/s und liegt damit knapp 6% unter dem entsprechenden Wert
fu¨r unmodiﬁziertes QuON.
Bis zu einer Gruppengro¨ße von 10 bleibt der Bandbreitenbedarf von QuONmit dyna-
mischen Interessengebietsgro¨ßen anna¨hernd gleich zum unmodiﬁzierten QuON. Bei
einer Gruppengro¨ße von 1 betra¨gt er 11,1 kByte/s. Bei gro¨ßeren Gruppen ist jedoch
eine deutliche Einsparung sichtbar, da hier die dynamische Anpassung der Interes-
sengebietsgro¨ße ha¨uﬁger eingesetzt wird. Bei einer Gruppengro¨ße von 60 betra¨gt der
Bandbreitenbedarf 26,5 kByte/s. Bei dem durch die ho¨here Teilnehmerdichte beding-
ten ho¨heren Bandbreitenbedarf zeigen sich somit etwas gro¨ßere Einsparpotentiale.
Die dynamische Adaption der Interessengebiete kann bei einer Gruppengro¨ße von
60 15% der Bandbreite einsparen.
Betrachtet man die nur geringe Bandbreitenverringerung der alternativen Nachbars-
ﬁndung im Vergleich zu unmodiﬁziertem QuON und die mit der Modiﬁkation ver-
bundenen deutlichen Einbußen der Nachbarschaftskenntnis, ist der Einsatz der alter-
nativen Nachbarsﬁndung in den hier betrachteten Szenarien nicht empfehlenswert.
Bei unmodiﬁziertem QuON beno¨tigt die Nachbarsﬁndung nur einen geringen Anteil
am Gesamtbandbreitenbedarf, sodass das Einsparpotential nur gering ist. Da die al-
ternativen Nachbarsﬁndung vo¨llig ohne Redundanz auskommt, ist eine Verschlech-
terung der Nachbarschaftskenntnis bei hohen Teilnehmerdichten aufgrund von La-
tenzen, Paketverlusten und Teilnehmerausfa¨llen nicht zu vermeiden.
Dynamische Interessengebiete ko¨nnen den Bandbreitenbedarf signiﬁkant verringern.
Dabei muss aber eine gewisse Verschlechterung der Nachbarschaftskenntnis in Kauf
genommen werden. Sofern keine unmittelbare Gefahr der U¨berlastung der Teilneh-
mer besteht, ist die Gefahr, Teilnehmer in ihren Interaktionen einzuschra¨nken, schwe-
rer zu gewichten als eine Bandbreiteneinsparung von 15%. In der weiteren Evaluie-
rung wird daher das unmodiﬁzierte QuON verwendet.
2Vergleiche dazu auch Abschnitt 6.9.3.
.. Evaluierung im Simulator 
Besteht hingegen eine konkrete Gefahr der U¨berlastung, ist, wie in Abschnitt 6.9.3
beschrieben, die Verwendung dynamischer Interessengebiete eine geeignete Technik
um U¨berlastsituationen zu vermeiden.
.. Teilnehmerbeitritt
Der Beitritt eines Teilnehmers zu einem QuON-Netz wird durch das Versenden ei-
ner Beitrittsanfrage des Teilnehmers an ein zufa¨lliges Mitglied des Netzes initiiert.
Von dort wird die Anfrage rekursiv im Netz weitergeleitet, bis sie den Teilnehmer
erreicht, der der gewu¨nschten Beitrittsposition am na¨chsten ist. Der Aufwand dieses
Verfahrens ist als einziger Teil von QuON von der Gesamtzahl der Teilnehmer im
Netz abha¨ngig. Bei n Teilnehmern beno¨tigt die Nachricht im schlechtesten Fall O(n)
Weiterleitungsschritte und bei Gleichverteilung der Teilnehmer O(
√
n). Um den Bei-
tritt zu beschleunigen, kann, wie in Abschnitt 6.7.1 beschrieben, ein Location-Cache
eingesetzt werden.
In diesem Abschnitt wird das Teilnehmerbeitrittsverfahren mit und ohne Location-
Cache evaluiert. Hierzu wurde in OverSim ein QuON-Netz mit 500, 1.000, 3.000,
6.000 und 10.000 Teilnehmern simuliert. Nach Abschluss der Initialisierungsphase
traten diesem Netz durchschnittlich 50 weitere Teilnehmer bei. Bei diesen Teilneh-
mern wurde die Zeit zwischen Absendung der Beitrittsanfrage der Teilnehmer bis
zu ihrem erfolgreichen Beitritt in das Netz gemessen. Die Spielfeldgro¨ße wurde in
den Simulationen mit 100.000m mal 100.000m so groß gewa¨hlt, dass die Teilnehmer
durchschnittlich keine direkten Nachbarn hatten. In dem Szenario konnten so bei der
Weiterleitung der Beitrittsanfrage keine Teilnehmer u¨bersprungen werden. Bei der
gemessenen Zeit handelt es sich also um eine worst-case-Zeit fu¨r den Knotenbeitritt.
Der Location-Cache wurde in der Simulation der Einfachheit halber von einer zentra-
len Instanz bereitgestellt. Dabei wurde eine triviale Implementierung eines Caches
verwendet, die alte Eintra¨ge nicht verwirft, sondern nur beim Eintreﬀen aktuali-
sierter Daten u¨berschreibt. Die Evaluierungsergebnisse zeigen, dass auch eine solche
einfache zentrale Lo¨sung praxistauglich ist. Bei einem derartigen Cache wird fu¨r je-
den Teilnehmer der virtuellen Welt Speicher fu¨r einen Identiﬁkator und die Position
beno¨tigt. Diese Daten lassen sich pro Teilnehmer in 12 Bytes speichern. Damit las-
sen sich auch auf einfacher Hardware die Positionen mehrerer Millionen Teilnehmer
speichern.
Um beitretende Teilnehmer nicht aufgrund veralteter Daten an zu weit von der ge-
wu¨nschten Beitrittsposition entfernte Teilnehmer zu verweisen, wurden die Eintra¨ge
jeweils mit einem Malus versehen, der sich aus dem Alter des Eintrags und der
maximalen Bewegungsgeschwindigkeit der Teilnehmer ergab.
Alle Teilnehmer des Netzes versendeten ein mal pro Minute ihre aktuelle Position an
den Location-Cache. Dabei wurde der Bandbreitenbedarf des Caches in Empfangs-
richtung gemessen. Eine ho¨here Aktualisierungsfrequenz wu¨rde die Genauigkeit des
Caches erho¨hen und somit die Beitrittsgeschwindigkeit senken. Dabei wu¨rde aber
der Bandbreitenbedarf steigen. Die Simulationsergebnisse zeigen, dass sich mit der
gewa¨hlten Frequenz sehr gute Ergebnisse erzielen lassen.
Die Abweichungen der Simulationsparameter von den in Tabelle 8.1 angegebenen
beziehungsweise zusa¨tzliche Parameter sind in Tabelle 8.2 gezeigt.
 . Evaluierung
Parameter Wert
Simulationszeit 500 s nach Initialisierungsphase
Teilnehmerzahl 500, 1.000, 3.000, 6.000, 10.000















































(b) Bandbreitenbedarf des Login-Caches QuON in Abha¨ngigkeit der
Teilnehmerzahl.
Abbildung 8.3 Evaluierungsergebnisse: Beitritt zum QuON-Netz.
Abbildung 8.3 zeigt die Ergebnisse der Evaluierung. In Abbildung 8.3a ist die fu¨r den
Teilnehmerbeitritt beno¨tigte Zeit dargestellt. Ohne Verwendung des Login-Caches
vergehen bei 500 Teilnehmern durchschnittlich 1,1 Sekunden, bis ein neuer Teilneh-
mer dem Netz beigetreten ist. Die fu¨r den Login beno¨tigte Zeit steigt proportional
zur Wurzel der Teilnehmerzahl und erreicht bei 10.000 Teilnehmern 5,5 Sekunden.
.. Evaluierung im Simulator 
Die Simulationsergebnisse besta¨tigen somit die Aufwandsabscha¨tzungen der fu¨r den
Teilnehmerbeitritt beno¨tigten Zeit. Die bei 10.000 Teilnehmern beno¨tigten 5,5 Se-
kunden liegen noch in einem annehmbaren Bereich. In großen virtuellen Welten ist
jedoch zu erwarten, dass die fu¨r den Beitritt beno¨tigte Zeit zu lang wird.
Bei Verwendung eines Login-Caches ist die fu¨r den Beitritt beno¨tigte Zeit unab-
ha¨ngig von der Gesamtteilnehmerzahl und bleibt zwischen 245ms und 270ms. Die
Beitrittsanfrage eines Teilnehmers muss also nur selten weitergeleitet werden, um
zu dem fu¨r die Beitrittsposition verantwortlichen Teilnehmer zu gelangen. Damit
kann auch in großen virtuellen Welten ein schneller Teilnehmerbeitritt gewa¨hrleistet
werden.
Der Bandbreitenbedarf des Login-Caches ist in Abbildung 8.3b abgebildet. Da jeder
Teilnehmer in festen Intervallen seine Position an den Login-Cache sendet, steigt
dessen Bandbreitenbedarf mit der Teilnehmerzahl. Bei 1.000 Teilnehmern liegt der
Bandbreitenbedarf bei 350B/s, bei 10.000 Teilnehmern bei 7 kByte/s.
Der Bandbreitenbedarf des Login-Caches ist bei Verwendung eines zentralen Caches
somit erwartungsgema¨ß linear von der Teilnehmerzahl abha¨ngig. Der absolute Be-
trag ist dabei jedoch relativ gering. Es wird in der Simulation nur eine Bandbreite
von 0,7B/s pro Teilnehmer beno¨tigt. Damit ließen sich bereits mit einer DSL-Inter-
netanbindung mehrere Millionen Teilnehmer unterstu¨tzen. Durch eine Verringerung
der Positionsaktualisierungsfrequenz der Teilnehmer ließe sich der Bandbreitenbe-
darf weiter senken, dies ko¨nnte jedoch die Teilnehmerbeitrittszeit steigern.
.. Einﬂuss des Sitzungsverhaltens der Teilnehmer
Um den Einﬂuss des Sitzungsverhaltens auf QuON zu evaluieren, wurden Simu-
lationen mit verschiedenen Sitzungsla¨ngen und verschiedenen Wahrscheinlichkeiten
von Teilnehmerausfa¨llen durchgefu¨hrt. Dabei wurde die Sitzungsla¨nge von der sonst
verwendeten durchschnittlichen Sitzungszeit von 100 Minuten, also 6.000 Sekunden,
auf 4.000, 3.000, 2.000 und 1.000 Sekunden verringert. Dabei wurde eine Ausfall-
wahrscheinlichkeit von 50%, 75% und 100% – entsprechend einer Wahrscheinlichkeit
fu¨r ein geordnetes Abmelden der Teilnehmer nach Sitzungsende pg von 50%, 25%
und 0% – untersucht. Die Simulationsergebnisse dieser Szenarien sind in Abbildung
8.4 gezeigt. Die Nachrichtenverzo¨gerung ist wie in den anderen Simulationen vom
Sitzungsverhalten unabha¨ngig und liegt in allen Simulationen zwischen 84ms und
88ms.
Knotenﬂuktuation u¨bt einen Einﬂuss auf die Gruppenbildung aus: Bei hoher Fluk-
tuation werden Teilnehmer o¨fter aus Gruppen entfernt, neu hinzukommende Teil-
nehmer beﬁnden sich jedoch mo¨glicherweise an einer anderen Stelle des Spielfelds
und beno¨tigen einige Zeit, bis sie ihre Gruppe erreichen. Somit ist bei hoher Fluktua-
tion die beobachtete eﬀektive Gruppengro¨ße deutlich kleiner als bei geringer Fluk-
tuation. Um eine hierdurch verursachte Verfa¨lschung der Simulationsergebnisse zu
vermeiden, wurde die Gruppenbildung fu¨r diese Simulationen deaktiviert und mit
einem Random Waypoint-Modell als Bewegungsmodell simuliert. Die Spielfeldgro¨ße
betrug dabei 1.000m mal 1.000m.
Die Abweichungen der Simulationsparameter von den in Tabelle 8.1 engegebenen
beziehungsweise zusa¨tzliche Parameter sind in Tabelle 8.3 gezeigt.
 . Evaluierung
Parameter Wert
Spielfeldgro¨ße 1 km*1 km
Sitzungszeit 6.000 s, 4.000 s, 3.000 s, 2.000 s, 1.000 s
Graceful-leave 50%, 25%, 0%
max. Gruppengro¨ße 1
























(a) Nachbarschaftskenntnis von QuON bei verschiedenen graceful-


























(b) Bandbreitenbedarf von QuON bei verschiedenen graceful-leave
in Abha¨ngigkeit der Sitzungsla¨nge.
Abbildung 8.4 Evaluierungsergebnisse: Einﬂuss des Sitzungsverhaltens.
Abbildung 8.4a zeigt die Nachbarschaftskenntnis von QuON in Abha¨ngigkeit von
der Sitzungsla¨nge bei verschiedenen Wahrscheinlichkeiten pg fu¨r ein geordnetes Ab-
melden der Teilnehmer nach Sitzungsende. Erwartungsgema¨ß sinkt bei kurzen Sit-
zungszeiten die Nachbarschaftskenntnis. Bei geringen Wahrscheinlichkeiten fu¨r ge-
ordnetes Abmelden ist sie zudem schlechter als bei hohen Wahrscheinlichkeiten. Bei
einer Sitzungsla¨nge von 6.000 Sekunden erreicht QuON bei pg = 50% eine Nach-
.. Evaluierung im Simulator 
barschaftskenntnis von 99,988%, bei pg = 25% eine Nachbarschaftskenntnis 99,985%
und bei pg = 0% eine Nachbarschaftskenntnis 99,984%. Bis zu einer Sitzungsla¨n-
ge von 2.000 Sekunden sinken die Werte leicht auf 99,966% fu¨r pg = 50%, 99,96%
fu¨r pg = 25% und 99,95% fu¨r pg = 0%. Bei noch ku¨rzeren Sitzungsla¨ngen ist die
Verschlechterung der Nachbarschaftskenntnis deutlicher auf 99,93% fu¨r pg = 50%,
99,92% fu¨r pg = 25% und 99,9% fu¨r pg = 0% bei einer Sitzungsla¨nge von 1000 Se-
kunden. Insgesamt bleibt die Nachbarschaftskenntnis damit aber im guten Bereich.
Auch bei einer extrem kurzen durchschnittlichen Sitzungszeit von 1000 Sekunden
und einer extrem geringen Abmeldewahrscheinlichkeit pg von 0% sinkt die Nachbar-
schaftskenntnis nicht unter 99,9%. Bei vergleichbaren Protokollen wie Vast liegt in
dem untersuchten Szenario bei einer Sitzungsla¨nge von 6000 Sekunden und einer Ab-
meldewahrscheinlichkeit pg von 50% die Nachbarschaftskenntnis bereits unter 97%
3.
In Abbildung 8.4b ist der Bandbreitenbedarf von QuON in Abha¨ngigkeit von der
Sitzungsla¨nge bei verschiedenen Wahrscheinlichkeiten fu¨r ein geordnetes Abmelden
der Teilnehmer nach Sitzungsende dargestellt. Dabei sinkt der Bandbreitenbedarf
mit der durchschnittlichen Sitzungsla¨nge und steigt mit einer ho¨heren Wahrschein-
lichkeit fu¨r geordnetes Abmelden. Bei einer Sitzungsla¨nge von 6.000 Sekunden wird
eine Bandbreite von 11,06 kByte/s bei pg = 50%, 11,04 kByte/s bei pg = 25%
und 11,02 kByte/s bei pg = 0% beno¨tigt. Bei einer durchschnittlichen Sitzungsla¨n-
ge von 1.000 Sekunden betra¨gt der Bandbreitenbedarf 9,78 kByte/s bei pg = 50%,
9,66 kByte/s bei pg = 25% und 9,46 kByte/s bei pg = 0%.
Die Ursache fu¨r den geringeren Bandbreitenbedarf bei ku¨rzeren durchschnittlichen
Sitzungszeiten und geringeren Wahrscheinlichkeiten fu¨r eine geordnetes Abmelden
ist, dass beide Faktoren dazu fu¨hren, dass ein Teilnehmer ha¨uﬁger seine Verbindungs-
nachbarn verliert. Die durchschnittliche Zahl der Verbindungsnachbarn ist auch in
Abbildung A.7 in Anhang A.3 dargestellt. Bei einer geringeren Zahl von Verbin-
dungsnachbarn muss ein Teilnehmer seine Positionsmeldungen an weniger Nachbarn
senden und spart so Bandbreite. Allerdings kann es bei einem fehlenden Verbin-
dungsnachbarn zu Unzuverla¨ssigkeiten in der Nachbarsﬁndung kommen. Dies fu¨hrt,
wie oben dargelegt, zu Einbußen der Nachbarschaftskenntnis.
Dabei bleibt die Nachbarschaftskenntnis insgesamt gut. Auch bei einer unrealistisch
kurzen durchschnittlichen Sitzungszeit von 1.000 Sekunden (16 1/3 Minuten) und
einer unrealistisch geringen Wahrscheinlichkeit fu¨r ein geordnetes Abmelden von
0% unterschreitet die Nachbarschaftskenntnis 99,9% nicht. In Studien werden bei
Nutzern virtueller Welten deutlich ho¨here durchschnittliche Sitzungszeiten ermit-
telt [30, 110, 133, 134]. Die geringste in diesen Studien gemessene durchschnittliche
Sitzungszeit lag bei 54 Minuten [133].
.. Vergleich mit bisherigen Protokollen
Zum Abschluss der simulativen Evaluierung wurde QuONmit den in Kapitel 5 unter-
suchten bisherigen Protokollen verglichen. Hierbei wurde, analog zu der Evaluierung
in Abschnitt 5.2, der Einﬂuss der Teilnehmerdichte auf die Protokolle untersucht.
Da SimMUD und N-Tree aufgrund ihrer schlechten Nachbarschaftskenntnis nicht fu¨r
einen Einsatz in virtuellen Welten geeignet sind4, wurden hier fu¨r den Vergleich nur
3Ein ausfu¨hrlicherer Vergleich von QuON mit bisherigen Protokollen ﬁndet sich in Ab-
schnitt 8.1.8.
4Siehe hierzu Abschnitt 5.2.4.3.
 . Evaluierung
Vast und PubSubMMOG herangezogen. Die Simulationsparameter entsprechen den
in Tabelle 8.1 angegebenen Werten. Die Simulationsergebnisse sind in Abbildung
8.5 dargestellt. Da die Untersuchung der Spielfeldgro¨ße 10.000m mal 10.000m im
Vergleich zur Spielfeldgro¨ße 5.000m mal 5.000m keine qualitativ neuen Ergebnisse
zeigt, werden die Ergebnisse der Spielfeldgro¨ße 10.000m mal 10.000m zur Verbesse-
rung der U¨bersichtlichkeit hier in den Abbildungen nicht gezeigt. Sie ﬁnden sich in
Abbildung A.8 in Anhang A.3.
Abbildung 8.5a zeigt die Nachrichtenverzo¨gerung der Protokolle in Abha¨ngigkeit von
der Spielfeldgro¨ße. In QuON und Vast werden die Positionsmeldungen direkt vom
Absender an die direkten Nachbarn versendet. Die dabei beobachteten Nachrichten-
verzo¨gerungen ha¨ngen im Wesentlichen vom Transport der Nachrichten durch das
unterliegende Netzwerk ab. Sie sind also nicht wesentlich durch die Teilnehmerdichte
beeinﬂusst. Sowohl bei QuON als auch bei Vast betra¨gt die beobachtete Nachrich-
tenverzo¨gerungen bei allen betrachteten Spielfeldgro¨ßen weniger als 90ms.
In PubSubMMOG sind die Nachrichtenverzo¨gerungen deutlich gro¨ßer. So beno¨tigen
Positionsmeldungen bei Spielfeldgro¨ße 5.000m mal 5.000m bei der Gruppengro¨-
ße 1 277ms. Die Nachrichtenverzo¨gerung steigt mit steigender Gruppengro¨ße und
erreicht bei einer Gruppengro¨ße von 60 330ms. Die Nachrichtenverzo¨gerungen bei
der Spielfeldgro¨ße 1.000m mal 1.000m liegen in PubSubMMOG bei der Gruppen-
gro¨ße 1 bei 301ms, und bei der Gruppengro¨ße 60 bei 340ms. Der Anstieg der La-
tenzen bei ho¨herer Teilnehmerdichte wird, wie in Abschnitt 5.1.2.3 erla¨utert, durch
die in PubSubMMOG eingesetzten Lastverteilba¨ume verursacht. Abha¨ngig von der
Teilnehmerdichte beno¨tigt PubSubMMOG die drei- bis vierfache Zeit der anderen
Protokolle, um Positionsmeldungen zuzustellen. Die von PubSubMMOG erzeugten
Nachrichtenverzo¨gerungen liegen damit oberhalb der fu¨r virtuelle Welten empfohle-
nen maximalen Verzo¨gerung von 200ms [126].
In Abbildung 8.5b ist der Bandbreitenbedarf der Protokolle in Abha¨ngigkeit von der
Spielfeldgro¨ße gezeigt. QuON beno¨tigt bei der Spielfeldgro¨ße 5.000m mal 5.000m
bei der Gruppengro¨ße 1 9 kByte/s. Bei steigender Gruppengro¨ße steigt der Band-
breitenbedarf auf 22 kByte/s bei einer Gruppengro¨ße von 60. Bei der Spielfeldgro¨ße
1.000m mal 1.000m ist der Bandbreitenbedarf aufgrund der ho¨heren Teilnehmer-
dichte und damit einhergehenden gro¨ßeren Zahl an direkten Nachbarn ho¨her. Bei
der Gruppengro¨ße 1 betra¨gt er ungefa¨hr 11 kByte/s. Bei der Gruppengro¨ße von 60
erreicht er 31 kByte/s.
Der Bandbreitenbedarf von Vast ist bei fast allen Gruppengro¨ßen deutlich ho¨her als
der Bandbreitenbedarf von QuON. Bei einer Spielfeldgro¨ße von 5.000m mal 5.000m
liegt er mit 5,7 kByte/s noch unter dem Wert von QuON. Bei Gruppengro¨ßen von
mehr als 10 ist der Bandbreitenbedarf von Vast jedoch gro¨ßer als der von QuON. Bei
einer Gruppengro¨ße von 60 steigt der Bedarf von Vast auf 55 kByte/s und u¨bertriﬀt
dabei den entsprechenden Bedarf von QuON um u¨ber 150%. Bei der Spielfeldgro¨ße
von 1.000m mal 1.000m liegt der Bandbreitenbedarf von Vast deutlich ho¨her als der
der anderen Protokolle. Hier wird bei der Gruppengro¨ße von 1 83 kByte/s beno¨tigt,
bei der Gruppengro¨ße 60 146 kByte/s und damit u¨ber 370% mehr als QuON. Eine
genauere Analyse des Bandbreitenbedarfs von Vast ﬁndet sich in Abschnitt 5.1.4.3.
PubSubMMOG beno¨tigt von den hier betrachteten Protokollen die geringste Band-
breite. Bei einer Spielfeldgro¨ße von 5.000m mal 5.000m werden bei Gruppengro¨ße





























































































(c) Nachbarschaftskenntnis bei verschiedenen Spielfeldgro¨ßen in Ab-
ha¨ngigkeit der Gruppengro¨ße.
Abbildung 8.5 Vergleich von QuON mit bisherigen Protokollen.
 . Evaluierung
1 2,1 kByte/s beno¨tigt, bei einer Gruppengro¨ße von 60 8,3 kByte/s, etwa 40% des
Bandbreitenbedarfs von QuON. Bei der Spielfeldgro¨ße 1.000m mal 1.000m beno¨tigt
PubSubMMOG bei einer Gruppengro¨ße von 1 6,4 kByte/s und bei einer Gruppen-
gro¨ße von 60 19 kByte/s, was 60% des Bandbreitenbedarfs von QuON entspricht.
Damit beno¨tigt PubSubMMOG signiﬁkant weniger Bandbreite als QuON. Der rela-
tive Vorteil von PubSubMMOG sinkt aber mit steigender Teilnehmerdichte. Ga¨ngige
ADSL-Anschlu¨sse bieten genug Ressourcen fu¨r den Bandbreitenbedarf beider Pro-
tokolle. Der Bandbreitenbedarf von Vast u¨berfordert hingegen u¨bliche Breitbandan-
schlu¨sse.
Abbildung 8.5c zeigt die Nachbarschaftskenntnis der Protokolle in Abha¨ngigkeit von
der Spielfeldgro¨ße. Die von QuON und PubSubMMOG erreichte Nachbarschafts-
kenntnis bleibt in allen betrachteten Szenarien u¨ber 99,9%. Bei der Spielfeldgro¨-
ße 5.000m mal 5.000m liegt die Nachbarschaftskenntnis von QuON und PubSub-
MMOG bei allen Gruppengro¨ßen u¨ber 99,98%, bei der Spielfeldgro¨ße von 1.000m
mal 1.000m ist der schlechteste Wert von QuON 99,94% bei einer Gruppengro¨ße
von 10, der schlechteste Wert von PubSubMMOG 99,91% bei einer Gruppengro¨ße
von 60.
Die Nachbarschaftskenntnis von Vast bleibt stets unter diesen Werten. Bei der Spiel-
feldgro¨ße 5.000m mal 5.000m erreicht Vast bei einer Gruppengro¨ße von 1 eine Nach-
barschaftskenntnis von 99,5%. Diese sinkt mit gro¨ßerer Gruppengro¨ße bis auf 98,8%
bei einer Gruppengro¨ße von 60. Bei der Spielfeldgro¨ße 1.000m mal 1.000m erreicht
Vast bei Gruppen kleiner als 10 eine Nachbarschaftskenntnis von ungefa¨hr 97%. Bei
gro¨ßeren Gruppen sinkt dieser Wert auf 93% bis 94%. Dabei streuen die Ergebnisse
sta¨rker als bei den anderen Protokollen.
Die Nachbarschaftskenntnis von PubSubMMOG und QuON ist in allen betrachte-
ten Szenarien gut. Bei Vast ist die Nachbarschaftskenntnis insbesondere bei hohen
Teilnehmerdichten deutlich schlechter. Einige Teilnehmer mu¨ssten bei Vast mit einer
spu¨rbaren Einschra¨nkung ihrer Interaktionsmo¨glichkeiten rechnen.
Zusammengefasst bietet QuON gute Nachrichtenverzo¨gerung und Nachbarschafts-
kenntnis bei mittlerem Bandbreitenbedarf. PubSubMMOG bietet zwar eine gute
Nachbarschaftskenntnis und einen guten Bandbreitenbedarf, fu¨hrt allerdings zu ho-
hen Nachrichtenverzo¨gerungen. Vast kann gute Nachrichtenverzo¨gerungen bieten,
weist jedoch eine nur mittlere Nachbarschaftskenntnis auf und beno¨tigt deutlich zu
viel Bandbreite. Da Nachrichtenverzo¨gerung und Nachbarschaftskenntnis in der Re-
gel wichtigere Kriterien fu¨r virtuelle Welten sind als der Bandbreitenbedarf (siehe
hierzu Abschnitt 2.1.3), ist QuON somit den anderen hier betrachteten Protokollen
u¨berlegen.
.. Schlussfolgerungen
Die Ergebnisse der simulativen Evaluierung besta¨tigen die Aufwandsabscha¨tzung in
Abschnitt 6.10. In allen untersuchten Szenarien kann QuON eine sehr gute Nach-
richtenverzo¨gerung von weniger als 90ms bieten. Diese Latenz ist unabha¨ngig von
Teilnehmerdichte und Sitzungsverhalten der Teilnehmer. Dabei werden gute Werte
fu¨r die Nachbarschaftskenntnis erreicht. In allen untersuchten Szenarien bleibt die
Nachbarschaftskenntnis von QuON oberhalb von 99,9%. Der Bandbreitenbedarf ist
dabei proportional zur Zahl der Nachbarn und somit der Teilnehmerdichte. Er bleibt
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aber auch bei Szenarien mit hoher Teilnehmerdichte unterhalb von 35 kByte/s und
damit fu¨r ga¨ngige Internetanschlu¨sse beherrschbar.
Auch bei hoher Teilnehmerﬂuktuation bleibt die von QuON gebildete virtuelle Welt
stabil. Teilnehmerausfa¨lle ko¨nnen von den Backup-Nachbarn kompensiert werden.
Im Vergleich zu bisherigen Protokollen zeigt sich QuON den anderen untersuchten
Protokollen deutlich u¨berlegen. Es kann eine sehr gute Nachrichtenverzo¨gerung mit
einer sehr guten Nachbarschaftskenntnis verbinden und erreicht in beiden Metriken
die Werte der jeweils besten untersuchten bisherigen Protokolle.
. Evaluierung im Forschungsnetz
Um zu zeigen, dass sich die Simulationsergebnisse von QuON auch auf physische
Netze u¨bertragen lassen, wurde QuON im Forschungsnetz G-Lab [123, 136] evaluiert.
.. Auswahl des Forschungsnetzes
Das Forschungsnetz G-Lab besteht aus einem Netz von etwa 160 Knoten, welche
an sechs deutschen Universita¨ten lokalisiert sind. Die Standorte sind mit Gigabit-
Ethernet an den DFN-Backbone angeschlossen. Hierdurch ergeben sich sehr geringe
Nachrichtenverzo¨gerungen. Eine Evaluierung in G-Lab entspricht deshalb eher einer
Proof-of-concept-Implementierung.
Ein anderes Testnetz, welches nicht wie G-Lab unrealistisch gute Bedingungen bie-
tet, ist PlanetLab [18, 109]. PlanetLab besteht aus u¨ber 1000 Knoten, die weltweit
im Internet an u¨ber 500 Standorten verteilt sind. Die Netzknoten in PlanetLab
sind jedoch in der Regel u¨berlastet. Aufgrund der U¨berlastung kommt es teilweise
zu Zeitra¨umen von mehreren hundert bis wenigen tausend Millisekunden, in denen
einem Prozess, der auf einem PlanetLab-Knoten la¨uft, keine Rechenzeit zugewie-
sen wird. Die hierdurch resultierenden Verzo¨gerungen sind so hoch, dass fu¨r latenz-
sensitive Anwendungen wie virtuelle Welten keine aussagekra¨ftigen Messwerte zu er-
mitteln sind. Aus diesem Grund wurde die in den folgenden Abschnitten vorgestellte
Evaluierung nur im Forschungsnetz G-Lab durchgefu¨hrt.
.. Szenario
Zum Zeitpunkt der Evaluierung waren im Forschungsnetz 137 Knoten fu¨r die Evalu-
ierung verfu¨gbar. Auf jedem dieser Knoten wurde eine Instanz von OverSim gestar-
tet, in der jeweils ein QuON-Teilnehmer erzeugt wurde. Diese Teilnehmer wurden
u¨ber die OverSim-Echtnetzanbindung mit dem SingleHost-Underlay5 miteinander
verbunden.
Im Zusammenspiel mit dem SimpleGameClient bildeten die 137 Teilnehmer eine
gemeinsame virtuelle Welt. Da aufgrund des Fehlens einer zentralen Koordinations-
instanz fu¨r die Bildung von Teilnehmergruppen das GroupRoaming-Modell nicht
fu¨r die Steuerung der Teilnehmer eingesetzt werden konnte, wurde stattdessen das
HotspotRoaming-Modell verwendet.
Mit diesem Modell wurden auf dem 300m mal 300m Meter großen Spielfeld vier
Hotspots deﬁniert. Nach einer Verweilzeit von 5 Sekunden in einem Hotspot oder
5Siehe hierzu auch Abschnitt 4.9.
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beim Erreichen eines Ziels außerhalb des Hotspots wa¨hlte sich ein Teilnehmer ein
neues Ziel. Dieses Ziel befand sich mit einer Wahrscheinlichkeit von 60% in einem
zufa¨llig gewa¨hlten Hotspot und mit einer Wahrscheinlichkeit von 40% außerhalb
eines Hotspots. Durch die Wahl des Hotspots ergaben sich Stellen mit ho¨herer Teil-
nehmerdichte auf dem Spielfeld. Dabei wurde nicht wie bei der in Abschnitt 6.9.3
durchgefu¨hrten Evaluierung eine U¨berlastung der Teilnehmer in den Hotspots her-
beigefu¨hrt; die mit dem Szenario erreichte Teilnehmerdichte ist vergleichbar mit der
ho¨chsten der in den Simulationen untersuchten Teilnehmerdichte, die bei einer Spiel-
feldgro¨ße von 1.000m mal 1.000m bei einer maximalen Gruppengro¨ße von 60 erreicht
wird.
Die weitere Parametrisierung des SimpleGameClients und von QuON entspricht den
in der Simulation betrachteten Szenarien. Das Interessengebiet der Teilnehmer war
ein Kreis um die aktuelle Position des Teilnehmers mit dem Radius 50m. Die Bewe-
gungsgeschwindigkeit der Teilnehmer betrug 5m/s. Jeder Teilnehmer generierte pro
Sekunde 6 Positionsmeldungen.
.. Ergebnisse
In der Evaluierung wurde von den einzelnen Teilnehmern die Verzo¨gerung der Posi-
tionsmeldungen, der Bandbreitenbedarf und die Nachbarschaftskenntnis gemessen.
Um ohne zentrale Instanz die Nachbarschaftskenntnis bestimmen zu ko¨nnen, legten
die Teilnehmer zu festgelegten Zeiten ihre Position sowie die Adressen aller ihrer
Nachbarn in einer Datei ab. Anhand dieser Dateien konnte dann eine Topologie der
virtuellen Welt erstellt und damit die Nachbarschaftsbeziehungen der Teilnehmer
bestimmt werden. Allerdings ist diese Messmethode davon abha¨ngig, dass die Erstel-
lung der Dateien von allen Teilnehmern mo¨glichst exakt zur selben Zeit durchgefu¨hrt
wird. Hierzu wurden die Netzknoten in G-Lab mittels NTP [97] synchronisiert.
Wa¨hrend der Evaluierung ﬁel ein Netzknoten von G-Lab aus, sodass nur die Ergeb-
nisse der verbleibenden 136 Knoten verwendet werden konnten.
In Abbildung 8.6 ist der Verlauf der Nachbarschaftskenntnis in der virtuellen Welt
u¨ber den Verlauf von 22 1/3 Stunden aufgezeichnet. Dabei lag der Durchschnitt
der Nachbarschaftskenntnis bei 99,97% und damit nahe an den bei der simulati-
ven Evaluierung ermittelten Werten. Nur an vier von 268 Messpunkten war die
Nachbarschaftskenntnis kleiner als 100%. Zum Zeitpunkt 290 fehlte bei fu¨nf Teil-
nehmern Wissen u¨ber je einen Nachbarn. Dies la¨sst sich durch den oben erwa¨hnten
Knotenausfall erkla¨ren. Bei den anderen drei Messpunkten, an denen die Nachbar-
schaftskenntnis unter 100% lag, fehlte je einmal einem, einmal zwei und einmal drei
Teilnehmern Wissen u¨ber je einen Nachbarn.
Die durchschnittliche Nachrichtenverzo¨gerung u¨ber die gesamte Zeit der Evaluierung
und u¨ber alle Teilnehmer lag bei 7,2ms, der durchschnittliche Bandbreitenbedarf bei
57,4 kByte/s.
Der Speicherbedarf fu¨r OverSim lag bei ungefa¨hr 12MB. Die CPU-Auslastung der
Knoten lag bei weniger als 1%.
.. Bewertung der Ergebnisse
Bei der Bewertung der Evaluierungsergebnisse ist zu beachten, dass sich die Netz-

























Abbildung 8.6 Verlauf der Nachbarschaftskenntnis.
u¨berdurchschnittlich guten Netzzugang verfu¨gen. Aufgrund dieser Topologie sind die
beobachteten Nachrichtenverzo¨gerungen deutlich geringer als bei einer globalen Ver-
teilung der Teilnehmer. Weiterhin sind Teilnehmerausfa¨lle in G-Lab verha¨ltnisma¨ßig
selten. Im Verlauf der Evaluierung ﬁel genau ein Netzknoten in G-Lab aus.
Dennoch zeigen die Ergebnisse, dass QuON in physischen Netzen bei einem geringen
Bandbreitenbedarf eine sehr gute Nachbarschaftskenntnis erreichen kann. Die guten
Messwerte in G-Lab belegen, dass sich die in der Simulation gewonnenen Ergebnis-
se auch in physischen Netzen erreichen lassen. Der geringe Speicherbedarf und die
geringe CPU-Last zeigt, dass auch ressourcenschwache Endgera¨te wie beispielsweise
Smartphones in der Lage sind, an einer QuON-basierten virtuellen Welt teilzuneh-
men.
. Zusammenfassung
In diesem Kapitel wurde QuON in verschiedenen Szenarien simulativ und im For-
schungsnetz G-Lab evaluiert. In den Evaluierungen wurde gezeigt, dass QuON eine
sehr gute Nachrichtenverzo¨gerung und eine sehr gute Nachbarschaftskenntnis bieten
kann. Dabei ist die Nachrichtenverzo¨gerung von Sitzungsverhalten und Teilnehmer-
dichte unabha¨ngig. Die Nachbarschaftskenntnis sinkt bei hoher Teilnehmerdichte,
hoher Teilnehmerﬂuktuation und hohen Ausfallraten, bleibt aber in allen untersuch-
ten Szenarien u¨ber 99,9%. Der Bandbreitenbedarf bleibt auch bei hohen Teilneh-
merdichten gering genug, um u¨bliche Netzanschlu¨sse nicht zu u¨berlasten.
Im Vergleich zu bisherigen P2P-Protokollen fu¨r virtuelle Welten ist QuON den ande-
ren untersuchten Protokollen u¨berlegen, da kein anderes untersuchtes Protokoll eine
gute Nachrichtenverzo¨gerung mit einer guten Nachbarschaftskenntnis und ma¨ßigem
Bandbreitenbedarf verbinden kann.
Auch in physischen Netzen ko¨nnen, wie die Untersuchung im Forschungsnetz G-Lab
zeigt, die guten Werte der Simulation erreicht werden. QuON kann somit die in




Virtuelle Welten sind graﬁsche virtuelle Umgebungen, in denen eine große Zahl an
Teilnehmern miteinander interagieren ko¨nnen. Die Teilnehmer werden in der virtu-
ellen Welt durch einen sogenannten Avatar repra¨sentiert. Die Interaktionsmo¨glich-
keiten der Teilnehmer basieren in der Regel auf der Position dieses Avatars in der
virtuellen Welt.
Bislang verwenden virtuelle Welten u¨blicherweise Client/Server-basierte Protokol-
le. Bei diesen Protokollen wird die maximale Zahl unterstu¨tzter Teilnehmer durch
die verfu¨gbare Serverkapazita¨t begrenzt. Kommerzielle virtuelle Welten nutzen ver-
schiedene Techniken wie Sharding, Instanziierung und Zonen, um eine gro¨ßere Zahl
von Teilnehmern unterstu¨tzen zu ko¨nnen. Teilweise werden auch komplexe Proxy-
Architekturen verwendet, die die verfu¨gbaren Ressourcen der Server besser auf die
Teilnehmer aufteilen ko¨nnen.
Wie in dieser Arbeit dargelegt wurde, kann jedoch keine dieser Techniken eine zu-
friedenstellende Skalierbarkeit bieten. Zur Unterstu¨tzung einer wachsenden Teilneh-
merzahl muss stets die verfu¨gbare Serverkapazita¨t gesteigert werden. Peer-to-Peer-
(P2P-)Protokolle sind eine Mo¨glichkeit, diese Skalierungsprobleme zu u¨berwinden.
In P2P-Protokollen werden Aufgaben nicht von zentralen Servern, sondern von den
Teilnehmern selber u¨bernommen. Die verfu¨gbaren Ressourcen steigen also mit der
Zahl der Teilnehmer. Ist der Ressourcenbedarf pro Teilnehmer wie bei QuON ge-
ringer als der Ressourcenzuwachs, sind die Voraussetzungen fu¨r skalierbare virtuelle
Welten gegeben.
Virtuelle Welten stellen neben der Skalierbarkeit noch weitere wichtige Anforderun-
gen an das verwendete Protokoll. Die im Rahmen der Arbeit betrachteten Anforde-
rungen sind eine geringe Nachrichtenverzo¨gerung, eine hohe Nachbarschaftskenntnis,
ein geringer Bandbreitenbedarf und eine Cheating-Erkennung. Bisherige P2P-Pro-
tokolle ko¨nnen nicht alle dieser Anforderungen zugleich erfu¨llen.
 . Zusammenfassung und Ausblick
. Ergebnisse der Arbeit
Um bisherige P2P-Protokolle fu¨r virtuelle Welten evaluieren zu ko¨nnen und um die
Entwicklung neuer Protokolle zu vereinfachen, war die Entwicklung eines Simulati-
onswerkzeugs no¨tig. In Zusammenarbeit mit Kollegen entstand deshalb das Simula-
tionsrahmenwerk OverSim. OverSim erfu¨llt wichtige Anforderungen wie Skalierbar-
keit, Flexibilita¨t, realistische Netzmodellierung und eine realistische Modellierung
von Nutzer- und Anwendungsverhalten besser als bisherige Simulationswerkzeuge.
Weitere wichtige von OverSim gebotene Eigenschaften, die von bisherigen Simula-
tionswerkzeugen oft vernachla¨ssigt werden, sind Echtnetzanbindung, die Erstellung
aussagekra¨ftiger Statistiken, Visualisierung, eine ausfu¨hrliche Dokumentation und
eine einfache Erweiterbarkeit.
Besonderen Wert bei der Entwicklung von OverSim wurde auf ein modulares Design
gelegt. Dadurch lassen sich einzelne Komponenten einer Simulation, wie beispielswei-
se die Netzabstraktion, transparent durch andere Module ersetzen. Dies ermo¨glicht
eine ﬂexible Anpassung von OverSim an die jeweiligen Anforderungen verschiedener
Simulationen.
OverSim wurde als Open-Source-Software auf der Webseite www.oversim.org ver-
o¨ﬀentlicht und wird inzwischen international von Forschungseinrichtungen fu¨r die
Entwicklung und Evaluierung von Overlayprotokollen eingesetzt.
Auf der Basis von OverSim wurden in dieser Arbeit bisherige Protokolle fu¨r virtuelle
Welten evaluiert und miteinander verglichen. Bislang fehlte in der Literatur eine
solche vergleichende Untersuchung.
Bisherige P2P-Protokolle fu¨r virtuelle Welten lassen sich in die Kategorien vollver-
maschte Protokolle, zonenbasierte Protokolle und zonenlose Protokolle unterteilen.
Die zonenbasierten Protokolle lassen sich weiter in ALM-basierte Protokolle, Super-
node-basierte Protokolle und Protokolle mit dynamischen Zonen unterteilen. Wa¨h-
rend vollvermaschte Protokolle nicht skalieren und somit fu¨r einen Einsatz in vir-
tuellen Welten nicht geeignet sind, unterstu¨tzen die anderen Kategorien prinzipiell
beliebig viele Teilnehmer, da die Teilnehmerlast hier nur von der Zahl der Teilnehmer
in der Umgebung der virtuellen Welt und nicht von der Gesamtzahl der Teilnehmer
abha¨ngt.
Aus jeder der Kategorien wurde nun ein bisheriges Protokoll – im Einzelnen Sim-
MUD, PubSubMMOG, N-Tree und Vast – ausgewa¨hlt und mit OverSim evaluiert.
Als Ergebnis der Evaluierung wurde festgestellt, dass Protokolle mit statischen Zo-
nen die hohen Anforderungen virtueller Welten an die Nachrichtenverzo¨gerung nicht
uneingeschra¨nkt erfu¨llen ko¨nnen. SimMUD als ALM-basiertes Protokoll beno¨tigte
fu¨r die Zustellung von Positionsmeldungen ungefa¨hr 200ms, das Supernode-basierte
Protokoll PubSubMMOG sogar bis zu 350ms. Verzo¨gerungen von 200ms ko¨nnen
von Spielern als Einschra¨nkung empfunden werden [126].
Protokolle mit dynamischen Zonen ko¨nnen die erforderliche Nachbarschaftskennt-
nis nicht gewa¨hrleisten. In einigen Szenarien wurde bei dem Protokoll N-Tree eine
Nachbarschaftskenntnis von unter 60% beobachtet.
Zonenlose Protokolle ko¨nnten die Anforderungen virtueller Welten erfu¨llen, bisherige
Voronoi-basierte Protokolle zeigen jedoch einen zu hohen Bandbreitenbedarf. Bei
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hoher Teilnehmerdichte wurde bei Vast ein durchschnittlicher Bandbreitenbedarf
von mehr als 140 kByte/s gemessen.
Da keines der untersuchten Protokolle die Anforderungen virtueller Welten voll er-
fu¨llen konnte, wurde das neue Protokoll QuON entwickelt. Dieses verbindet die gute
Nachrichtenverzo¨gerung zonenloser Protokolle mit einer sehr guten Nachbarschafts-
kenntnis und einem im Vergleich zu bisherigen zonenlosen Protokollen deutlich ge-
ringeren Bandbreitenbedarf.
QuON ist ein zonenloses sogenanntes
”
Mutual-Notiﬁcation“-Protokoll. Bei diesen
Protokollen haben alle Teilnehmer eine direkte Verbindung zu allen Teilnehmern,
mit denen sie interagieren ko¨nnen. Das Finden neuer Nachbarn geschieht u¨ber Be-
nachrichtigungen dieser direkten Nachbarn oder zusa¨tzlicher Verbindungsnachbarn,
die zusa¨tzlich den Netz-Zusammenhalt garantieren.
Durch die Verbindungen zu den direkten Nachbarn ko¨nnen Ereignisnachrichten und
Positionsnachrichten in QuON mit sehr geringer Nachrichtenverzo¨gerung zugestellt
werden. In den Simulationen entsprach die durchschnittliche Nachrichtenverzo¨gerung
von QuON mit knapp 90ms stets der durchschnittlichen Ende-zu-Ende-Verzo¨gerung
zwischen den Teilnehmern im verwendeten SimpleUnderlay-Modell.
Die Wahl der Verbindungsnachbarn gewa¨hrleistet eine sehr gute Nachbarschafts-
kenntnis. Mittels spezieller Backup-Nachbarn kann auch bei Knotenﬂuktuation die
Nachbarschaftskenntnis gewahrt bleiben. Auch bei sehr hoher Teilnehmerﬂuktuation
mit durchschnittlichen Sitzungszeiten von 1.000 Sekunden, wobei keiner der Teilneh-
mer nach Ablauf der Sitzung eine geordnete Abmeldung durchfu¨hrte sondern durch
einen simulierten fail-stop-Ausfall aus dem Netz entfernt wurde, blieb die Nachbar-
schaftskenntnis bei 99,9%. Von den untersuchten bisherigen Protokollen konnte nur
PubSubMMOG eine vergleichbare Nachbarschaftskenntnis aufweisen.
Der Protokoll-Overhead fu¨r die Sicherung des Netzzusammenhaltes und die Nach-
barsﬁndung in QuON bleiben verha¨ltnisma¨ßig gering. Der Bandbreitenbedarf von
QuON bleibt so deutlich unter den Werten bisheriger zonenloser Protokolle. So be-
no¨tigt das Protokoll Vast bei hoher Teilnehmerdichte mehr als 140 kByte/s. In dem-
selben Szenario werden von QuON nur 31 kByte/s beno¨tigt.
Die Evaluierungsergebnisse sind in Tabelle 9.1 zusammengefasst. Von den untersuch-
ten Protokollen kann nur QuON zugleich die Anforderunge der geringen Nachrich-
tenverzo¨gerung, der hohen Nachbarschaftskenntnis und des geringen Bandbreiten-
bedarfs erfu¨llen.
In einer Evaluierung im Testnetz G-Lab konnten die guten Ergebnisse der Simu-
lation besta¨tigt werden: In G-Lab lag die Nachbarschaftskenntnis bei 99,97%, die
Nachrichtenverzo¨gerung aufgrund der guten Vernetzung der in G-Lab eingesetzten
Knoten bei 7,2ms. Der Bandbreitenbedarf lag bei ho¨herer Teilnehmerdichte als in
den Simulationen bei 57,4 kByte/s. Die geringe Speichernutzung von 12MB und die
geringe CPU-Last der G-Lab-Knoten von etwa 1% zeigen, dass die Anforderungen
von QuON auch von ressourcenschwachen Gera¨ten erfu¨llt werden ko¨nnen.
Ein mo¨gliches Problem bei P2P-Protokollen fu¨r virtuelle Welten sind durch Hot-
spots, also Bereiche der virtuellen Welt mit besonders hoher Teilnehmerdichte, her-
vorgerufene U¨berlastsituationen. Die U¨berlast kann in QuON vermieden werden, in-
dem die Teilnehmer bei drohender U¨berlast dynamisch ihre Interessengebiete verklei-









QuON zonenlos +© +© ©
SimMUD Zonen, ALM -© -© +©
PubSubMMOG Zonen, Supernode -© +© +©
N-Tree dynamische Zonen +© -© ©
Vast zonenlos +© © -©
Tabelle 9.1 Vergleich von QuON mit bisherigen P2P-Protokollen fu¨r virtuelle Wel-
ten.
nern. Abha¨ngig von der Wahl des Adaptionsalgorithmus kann so eine hohe Bandbrei-
teneinsparung in Hotspots erzielt werden, ohne die Nachbarschaftskenntnis deutlich
zu beeintra¨chtigen. In der Simulation konnte der durchschnittliche Bandbreitenbe-
darf in Hotspots um 75% gesenkt werden. Dabei war die Nachbarschaftskenntnis nur
0,8 Prozentpunkte schlechter als ohne dynamische Adaption der Interessengebiete.
Ein weiteres, von bisherigen P2P-Protokolle oft vernachla¨ssigtes, Problem ist der
Schutz der virtuellen Welt vor Cheatern – unehrlichen Teilnehmern, die sich durch
Regelbruch Vorteile gegenu¨ber anderen verschaﬀen wollen. Mit einer verteilten Chea-
ting-Erkennung ko¨nnen Cheater in einer virtuellen Welt gefunden und aus der Welt
entfernt werden. Dabei mu¨ssen keine Einbußen in der Skalierbarkeit oder der Nach-
richtenverzo¨gerung hingenommen werden.
Das Kernstu¨ck der Cheat-Erkennung ist die gegenseitige U¨berwachung der Teilneh-
mer. Um den Einﬂuss von Interessenkonﬂikten zu mindern, werden die Aktionen
der Teilnehmer nicht nur von ihren Nachbarn, sondern auch von unabha¨ngigen Be-
obachtern u¨berpru¨ft. Anschuldigungen des Beobachters wirken sich sta¨rker aus als
Anschuldigungen von Nachbarn. Wird ein Teilnehmer, dessen Vertrauenswert un-
terhalb eines Schwellenwertes liegt, von einem vertrauenswu¨rdigen Beobachter des
Cheatings bezichtigt, wird der mutmaßliche Cheater von der virtuellen Welt ausge-
schlossen.
In Simulationen konnte gezeigt werden, dass mit der hier beschriebenen Cheat-Er-
kennung Cheater schnell und zuverla¨ssig erkannt und bestraft werden ko¨nnen. Die
Cheating-Verhalten
”
U¨berschreitung der Maximalgeschwindigkeit“ und
”
Ignorieren
von Hindernissen“ wurden in allen Fa¨llen erkannt, das Cheating-Verhalten
”
Ta¨uschen
des Beobachters“ mit einer Wahrscheinlichkeit von mehr als 98%. Die Erkennungs-





Ignorieren von Hindernissen“, beim Cheating-Verhal-
ten
”
Ta¨uschen des Beobachters“ bei weniger als zwei Minuten. Dabei war die Fehler-
rate mit 0,01% gering. Auch der Bandbreitenbedarf bleib mit maximal 1,86 kByte/s
niedrig.
. Zukünftige Arbeiten
Mobilita¨t wird im heutigen Internet insbesondere durch die Verbreitung netzfa¨higer
Smartphones immer wichtiger. In dieser Arbeit wurden Mobilita¨tsaspekte nicht be-
trachtet. Ein einfacher Ansatz ist es, Mobilita¨tsaspekte auf der Vermittlungsschicht
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beispielsweise durch Mobile IP [108] zu behandeln. Dies kann jedoch zu erho¨hten
Nachrichtenverzo¨gerungen fu¨hren. Fu¨r eine optimale Behandlung von Mobilita¨t mu¨s-
sen Erweiterungen zu QuON entwickelt werden, die die besonderen Anforderungen
virtueller Welten beru¨cksichtigen. Dabei muss insbesondere die schnelle Mitteilung
einer gea¨nderten Vermittlungsschichtadresse an die Nachbarn eines mobilen Teil-
nehmers gewa¨hrleistet werden. Eine direkte Information der Nachbarn ist mo¨glich,
sofern nicht diese gleichzeitig ebenfalls die Adresse wechseln. In diesem Fall ko¨nn-
ten beispielsweise die Verbindungsnachbarn oder andere gemeinsame Nachbarn die
neue Adresse u¨bermitteln. Eine mo¨gliche Erweiterung wa¨re auch das Auswerten von
Cross-Layer-Informationen, um einen bevorstehenden Handover vorab kommunizie-
ren zu ko¨nnen.
Network Address Translation (NAT) ist im heutigen Internet weit verbreitet. Die
Verwendung von NAT erschwert den Einsatz von P2P-Technologien in der Regel.
Die im Zusammenhang mit NAT entstehenden Probleme ko¨nnen durch den Einsatz
von Techniken wie STUN [120] und UDP hole punching [52] abgemildert werden.
QuON la¨sst sich um eine Unterstu¨tzung dieser Techniken erweitern, um auch u¨ber
NAT angebundene Teilnehmer unterstu¨tzen zu ko¨nnen.
Die in dieser Arbeit vorgestellte Cheat-Erkennung kann auf zentralen oder dezentra-
len Autorisierungs- und Vertrauensstellen basieren. Dabei wurden jedoch vorrangig
zentrale Lo¨sungen untersucht. Das Verhalten dezentraler Autorisierungs- und Ver-
trauenssysteme kann von dem Verhalten zentraler Systeme abweichen. Beispielwei-
se kann es eine gewisse Zeit dauern, bis der Vertrauenswert in einem dezentralen
Vertrauenssystem aktualisiert wird, oder es ko¨nnen in dem System inkonsistente
Vertrauenswerte auftreten. Dies kann die Eﬃzienz der Cheat-Erkennung beeintra¨ch-
tigen. Es sind somit weiteren Untersuchungen notwendig, die die Einﬂu¨sse der Ver-
wendung dezentraler Autorisierungs- und Vertrauenssysteme genauer betrachten.
In dieser Arbeit wurde hauptsa¨chlich die Verteilung von Positionsmeldungen und
Ereignisnachrichten an Teilnehmer einer virtuellen Welt betrachtet. Oft sind fu¨r den
Betrieb einer virtuellen Welt auch Zustandsdaten notwendig, die gespeichert werden
mu¨ssen. Um einen mo¨glichst skalierbaren Betrieb der virtuellen Welt zu ermo¨glichen,
sollte auch die Speicherung der Zustandsdaten mittels P2P-Protokollen von den Teil-
nehmern u¨bernommen werden. Dabei bietet sich die Speicherung in einer verteilten
Hashtabelle an. Diese muss verschiedene Anforderungen erfu¨llen: Zuna¨chst muss der
Zustand zuverla¨ssig auch ohne regelma¨ßige Auﬀrischung gehalten werden ko¨nnen.
Weiterhin muss der Zugriﬀ auf den Zustand von verschiedenen Teilnehmern stets
konsistente Daten liefern. Dabei sollten die Antwortzeiten gering bleiben. Zusa¨tzlich
muss die Speicherung sicher sein, um Cheatern keine Mo¨glichkeit zu geben, unbe-
merkt den Zustand zu ihren Gunsten zu vera¨ndern.
 . Zusammenfassung und Ausblick
A. Zusätzliche Messergebnisse
A. Evaluierung bisheriger Protokolle
In Kapitel 5 wurden bisherige P2P-Protokolle fu¨r virtuelle Welten vorgestellt und
untersucht. In den folgenden Abschnitten ﬁnden sich erga¨nzende Messungen zu den
in Abschnitt 5.2 vorgestellten Ergebnissen.
A.. N-Tree
In den Simulationen des Protokolls N-Tree in Abschnitt 5.2 wurden die Zonengro¨ßen
und die Zahl der Zonenmitglieder gemessen. In Abbildung A.1a ist die durchschnitt-
lich von Teilnehmern beobachtete Zonengro¨ße abha¨ngig von der Gruppengro¨ße bei
verschiedenen Spielfeldgro¨ßen dargestellt. Um diese Zonengro¨ße zu messen, beobach-
teten alle Teilnehmer regelma¨ßig die Gro¨ße ihrer aktuellen Zone. U¨ber diese Mes-
sungen wurde dann der Durchschnitt gebildet. Zonen mit vielen Teilnehmern gehen
somit sta¨rker in den Messwert ein als Zonen mit wenigen Teilnehmern. Die Maßzahl
erlaubt eine Abscha¨tzung der Frequenz der Zonenu¨bertritte von Spielern.
Die beobachtete Zonengro¨ße sinkt bei steigender Teilnehmerdichte. Dies gilt sowohl
fu¨r die u¨ber die Spielfeldgro¨ße gesteuerte globale Teilnehmerdichte also auch fu¨r
die u¨ber die Gruppengro¨ße gesteuerte lokale Teilnehmerdichte. Bei sehr hoher Teil-
nehmerdichte, wie sie bei einer Spielfeldgro¨ße von 1.000m mal 1.000m gegeben ist,
erreicht die beobachtete Zonengro¨ße die konﬁgurierte Minimalgro¨ße (siehe hierzu
auch Abschnitt 5.1.3.2).
Abbildung A.1b zeigt die Zahl der von Teilnehmern beobachteten Zonenmitglieder
abha¨ngig von der Gruppengro¨ße bei verschiedenen Spielfeldgro¨ßen. Hier wurde re-
gelma¨ßig von jedem Spieler die Zahl der Teilnehmer gemessen, die sich in derselben
Zone befanden. Die Zahl gibt die durchschnittliche Zahl an Teilnehmern an, an die
ein Spieler seine Positionsmeldungen senden muss.
Diese Zahl bleibt bei geringer Teilnehmerdichte unterhalb von 15 durchschnittlich
beobachteten Nachbarn. Bei der Spielfeldgro¨ße 5.000m mal 5.000m steigt sie bei





















(a) Durchschnittliche von Teilnehmern beobachtete Zonengro¨ße in






















(b) Durchschnittliche Zahl an von Teilnehmern beobachteten Zonen-
mitglieder in N-Tree bei verschiedenen Spielfeldgro¨ßen.
Abbildung A.1 Zusa¨tzliche Messergebnisse fu¨r N-Tree.
großen Gruppen auf 17. Da bei der Spielfeldgro¨ße 1.000m mal 1.000m wie oben
beschrieben die Zonen in der Regel ihre Minimalgro¨ße nicht u¨berschreiten, ist hier
die Zahl der beobachteten Nachbarn deutlich gro¨ßer. Sie steigt von 37 bei einer
Gruppengro¨ße von 1 auf 48 bei einer Gruppengro¨ße von 60. Aufgrund der geringen
Nachbarschaftskenntnis bei der Spielfeldgro¨ße 1.000m mal 1.000m1 schwanken die
Messwerte deutlich.
A.. SimMUD
In den Simulationen des Protokolls SimMUD in Abschnitt 5.2 wurde die durch-
schnittliche Zahl der von Teilnehmern durchgefu¨hrten Zonenwechsel pro Minute
1Siehe Abschnitt 5.2.4.3.


























Abbildung A.2 Durchschnittliche Zahl der Zonenwechsel pro Minute in SimMUD
bei verschiedenen Spielfeldgro¨ßen.
abha¨ngig von der Gruppengro¨ße bei verschiedenen Spielfeldgro¨ßen gemessen. Die
Messergebnisse sind in Abbildung A.2 dargestellt.
Dabei ist die Zahl der Zonenwechsel nicht von der Gruppengro¨ße abha¨ngig. Stattdes-
sen steigt sie bei sinkender Spielfeldgro¨ße, da bei kleineren Spielfeldern bei SimMUD
auch kleinere Zonen verwendet werden. Bei einer Spielfeldgro¨ße von 10.000m mal
10.000m liegt die Zahl der Zonenwechsel pro Minute bei 0,8, bei einer Spielfeldgro¨ße
von 5.000m mal 5.000m bei 1,2 und bei einer Spielfeldgro¨ße von 1.000m mal 1.000m
bei 6,8.
A.. Vast
In den Simulationen des Protokolls Vast in Abschnitt 5.2 wurde der durchschnittliche
Bandbreitenaufwand fu¨r Nachbarsﬁndung und den Backup-Mechanismus abha¨ngig
von der Gruppengro¨ße bei verschiedenen Spielfeldgro¨ßen gemessen. Die Messergeb-
nisse sind in Abbildung A.3 dargestellt.
Der Bandbreitenbedarf fu¨r Nachbarsﬁndung und den Backup-Mechanismus steigt
mit der lokalen und globalen Teilnehmerdichte. Bei einer Spielfeldgro¨ße von 10.000m
mal 10.000m liegt er bei einer Gruppengro¨ße von 1 bei 2 kByte/s, bei einer Gruppen-
gro¨ße von 60 bei 18 kByte/s. Bei einer Spielfeldgro¨ße von 5.000m mal 5.000m werden
bei einer Gruppengro¨ße von 1 2 kByte/s beno¨tigt, bei einer Gruppengro¨ße von 60
bereits 40 kByte/s. Bei einer Spielfeldgro¨ße von 1.000m mal 1.000m ist der Band-
breitenbedarf deutlich ho¨her. Bei einer Gruppengro¨ße von 1 liegt er bei 61 kByte/s,
bei einer Gruppengro¨ße von 60 erreicht er 112 kByte/s. Die verha¨ltnisma¨ßig geringe-
re Steigung ab einer Gruppengro¨ße 5 bei der Spielfeldgro¨ße von 1.000m mal 1.000m
erkla¨rt sich dadurch, dass durch den geringen Absta¨nden zwischen Gruppen in der
virtuellen Welt die Zahl der Backup-Nachbarn und Grenznachbarn nicht mehr so
stark mit der Gruppengro¨ße ansteigen und dadurch die Vergro¨ßerung des Aufwands
fu¨r Backup-Mechanismus und Nachbarsﬁndung geringer ausfa¨llt2.
2Vergleiche auch Abschnitt 5.2.4.2.





























Abbildung A.3 Bandbreitenaufwand fu¨r Nachbarsﬁndung und Backup-




















Ign. v. Hindernissen, c: 0.05
Ign. v. Hindernissen, c: 0.1
Täuschen Beobachter, c: 0.05
Täuschen Beobachter, c: 0.1
Erh. Laufgeschwindigkeit, c: 0.05
Erh. Laufgeschwindigkeit, c: 0.1
Abbildung A.4 Bandbreitenaufwand fu¨r Ticketvalidierung der Autorisierungsstelle
in Abha¨ngigkeit der Gruppengro¨ße.
A. Evaluierung Cheat-Erkennung
Bei der Evaluierung der Cheat-Erkennung in Abschnitt 7.11 wurde der durchschnitt-
liche Bandbreitenaufwand der Autorisierungsstelle fu¨r die Online-Veriﬁzierung der
Tickets in den verschiedenen Szenarien abha¨ngig von der Gruppengro¨ße gemessen.
Die Messergebnisse sind in Abbildung A.4 dargestellt.
Der Bandbreitenbedarf steigt erwartungsgema¨ß linear mit der Gruppengro¨ße. Die
gemessenen Werte liegen bei einer Gruppengro¨ße von 1 bei etwa 0,7 kByte/s und stei-
gen bei einer Gruppengro¨ße von 60 auf Werte zwischen 2,6 kByte/s und 2,8 kByte/s.
Das beobachtete Cheatingverhalten hat keinen wesentlichen Einﬂuss auf den Band-
breitenbedarf. Bei hohem Cheater-Anteil liegt der Bandbreitenbedarf etwas niedriger
als bei geringem Cheater-Anteil.
A.. Evaluierung QuON 
A. Evaluierung QuON
Bei der Evaluierung der Abstandsnormen fu¨r QuON in Abschnitt 8.1.4 wurde die
Zahl der direkten und tempora¨ren Nachbarn der Teilnehmer gemessen. Die Ergeb-
nisse sind in Abbildung A.5 gezeigt. Abbildung A.5a zeigt die Zahl der direkten
Nachbarn in Abha¨ngigkeit von der Gruppengro¨ße bei verschiedenen Spielfeldgro¨ßen.
Erwartungsgema¨ß steigt die durchschnittliche Zahl an direkten Nachbarn linear mit
der Gruppengro¨ße. Bei großen Spielfeldern – also einer Spielfeldgro¨ße von 10.000m
mal 10.000m und 5.000m mal 5.000m – ist die Zahl der direkten Nachbarn un-
abha¨ngig von der verwendeten Abstandsnorm. Bei der Spielfeldgro¨ße 1.000m mal
1.000m ist die Zahl der direkten Nachbarn bei Verwendung der Maximumsnorm
etwas gro¨ßer als bei Verwendung der euklidischen Norm.
In Abbildung A.5b ist die Zahl der tempora¨ren Nachbarn in Abha¨ngigkeit von der
Gruppengro¨ße bei verschiedenen Spielfeldgro¨ßen gezeigt. In allen Szenarien steigt da-
bei die Zahl der tempora¨ren Nachbarn mit der Gruppengro¨ße. Bei gro¨ßeren Gruppen
ﬂacht die Steigung deutlich ab, teilweise sinkt die Zahl bei einer Gruppengro¨ße von
60 wieder. Bei den Spielfeldgro¨ße 10.000m mal 10.000m und 5.000m mal 5.000m
bei Gruppengro¨ßen zwischen 5 und 40 und bei der Spielfeldgro¨ße von 1.000m mal
1.000m bei Gruppengro¨ßen zwischen 1 und 20 ist zu sehen, dass bei Verwendung
der euklidischen Norm die tempora¨re Nachbarnschaftsbeziehung ha¨uﬁger auftritt als
bei Verwendung der Maximumsnorm. Die Unterschiede betragen maximal 10% und
bleiben somit gering.
Bei der Evaluierung der Techniken zur Bandbreiteneinsparung in QuON in Ab-
schnitt 8.1.5 wurde aus Gru¨nden der U¨bersichtlichkeit die Simulationsergebnisse fu¨r
die Spielfeldgro¨ße 10.000m mal 10.000m weggelassen. Abbildung A.6 zeigt diese Er-
gebnisse. In Abbildung A.6a ist die Nachbarschaftskenntnis in Abha¨ngigkeit von der
Gruppengro¨ße dargestellt. Bei kleinen Gruppen ist die Nachbarschaftskenntnis aller
Varianten nahe bei 100%. Bei gro¨ßeren Gruppen sinkt die Nachbarschaftskenntnis.
Bei der Gruppengro¨ße 60 liegt sie bei 99,995% fu¨r unmodiﬁzierten QuON, 99,97%
fu¨r dynamische Interessengebiete und 99,93% fu¨r die alternative Nachbarsﬁndung.
In Abbildung A.6b ist der Bandbreitenbedarf der Varianten dargestellt. Die Unter-
schiede zwischen den Varianten sind dabei vernachla¨ssigbar gering. Bei der Grup-
pengro¨ße 1 betra¨gt der Bandbreitenbedarf 9,5 kByte/s. Er steigt bis auf 17 kByte/s
bei der Gruppengro¨ße 60.
Bei der Evaluierung des Einﬂusses des Sitzungsverhaltens der Teilnehmer auf QuON
in Abschnitt 8.1.7 wurde die durchschnittliche Zahl an Verbindungsnachbarn in Ab-
ha¨ngigkeit von der Sitzungsla¨nge bei verschiedenen graceful-leave-Wahrscheinlich-
keiten pg gemessen. Die Messergebnisse sind in Abbildung A.7 gezeigt. Dabei sinkt
die Zahl der Verbindungsnachbarn mit der Sitzungsla¨nge. Bei einer durchschnittli-
chen Sitzungsla¨nge von 6000 Sekunden besitzt jeder Teilnehmer durchschnittlich 3.9
Verbindungsnachbarn, bei einer durchschnittlichen Sitzungszeit von 1000 Sekunden
abha¨ngig von pg zwischen 3,4 und 3,55 Verbindungsnachbarn. Bei hohen Werten fu¨r
pg wird auch eine ho¨here Zahl an Verbindungsnachbarn gemessen.
Beim Vergleich von QuON mit bisherigen Protokollen in Abschnitt 8.1.8 wurden
aus Gru¨nden der U¨bersichtlichkeit die Simulationsergebnisse fu¨r die Spielfeldgro¨ße
10.000m mal 10.000m weggelassen. Abbildung A.8 zeigt diese Ergebnisse. In Abbil-
dung A.8a ist die Nachrichtenverzo¨gerung in Abha¨ngigkeit von der Gruppengro¨ße

























































(b) Durchschnittliche Zahl an tempora¨ren Nachbarn in Abha¨ngigkeit
der Gruppengro¨ße
Abbildung A.5 Nachbarszahlen bei der Evaluierung der in QuON verwendeten
Abstandsnormen bei verschiedenen Spielfeldgro¨ßen.


























































(b) Bandbreitenbedarf in Abha¨ngigkeit der Gruppengro¨ße.
Abbildung A.6 Evaluierungsergebnisse: Einﬂuss von Bandbreiteneinsparungsme-
chanismen in QuON bei Spielfeldgro¨ße 10.000m mal 10.000m.

























Abbildung A.7 Durchschnittliche Zahl an Verbindungsnachbarn in Abha¨ngigkeit
der Sitzungsla¨nge.
dargestellt. Bei QuON und Vast betra¨gt die Nachrichtenverzo¨gerung unabha¨ngig
von der Gruppengro¨ße ungefa¨hr 90 Sekunden, dies entspricht der durchschnittlichen
Ende-zu-Ende-Verzo¨gerung zwischen zwei Netzknoten im fu¨r die Simulation verwen-
deten SimpleUnderlay-Modell. Die Nachrichtenverzo¨gerung von PubSubMMOG be-
tra¨gt bei der Gruppengro¨ße 1 270ms und steigt bis auf 320ms bei der Gruppengro¨ße
60.
In Abbildung A.8b ist der Bandbreitenbedarf der Protokolle in Abha¨ngigkeit von
der Gruppengro¨ße dargestellt. Der Bandbreitenbedarf steigt in allen Protokollen
mit steigender Gruppengro¨ße: In PubSubMMOG steigt er von 2 kByte/s bei der
Gruppengro¨ße 1 auf 5 kByte/s bei der Gruppengro¨ße 60, in QuON von 9 2 kByte/s
bei der Gruppengro¨ße 1 auf 17 kByte/s bei der Gruppengro¨ße 60 und bei Vast von
6 kByte/s bei der Gruppengro¨ße 1 auf 21 kByte/s bei der Gruppengro¨ße 60. Vast
zeigt dabei die gro¨ßte Steigerung des Bandbreitenbedarfs der in diesem Szenario
untersuchten Protokolle.
Abbildung A.8c zeigt die Nachbarschaftskenntnis der Protokolle in Abha¨ngigkeit
von der Gruppengro¨ße. Bei PubSubMMOG und QuON blieben die Messwerte da-
bei unabha¨ngig von der Gruppengro¨ße nahe bei 100%. Bei Vast liegen sie niedriger
und fallen mit steigender Gruppengro¨ße. Bei der Gruppengro¨ße 1 erreicht Vast eine
Nachbarschaftskenntnis von 99,7% und bei einer Gruppengro¨ße von 60 eine Nach-
barschaftskenntnis von 99,3%.

















































































(c) Nachbarschaftskenntnis in Abha¨ngigkeit der Gruppengro¨ße.
Abbildung A.8 Vergleich von QuON mit bisherigen Protokollen bei Spielfeldgro¨ße
10.000m mal 10.000m.




Um die Korrektheit der Verbindungsnachbarbestimmung zu beweisen, muss gezeigt
werden, dass bei einer Bewegung eines Teilnehmers, die in einer A¨nderung der Nach-
barsbeziehungen resultiert, die beteiligten Nachbarn mit der von Verbindungsnach-
barn und tempora¨ren Nachbarn versendeten Informationen die neuen Nachbarsbe-
ziehungen korrekt bestimmen ko¨nnen. Ausgehend von einem Graphen mit korrekten
Nachbarsbeziehungen bleibt in diesem Fall nach jeder Bewegung der Graph kor-
rekt. Hierbei wird von einem idealisierten Netz ohne Nachrichtenverluste und ohne
Nachrichtenverzo¨gerungen ausgegangen. O.B.d.A. kann so davon ausgegangen wer-
den, dass jede Bewegung so aufgeteilt werden kann, dass in jeder Teilbewegung nur
zwischen genau einem Nachbarspaar ein Quadrantenu¨bertritt erfolgt.1 Alle im Fol-
genden betrachteten Bewegungsschritte sind derartige Teilbewegungen. Ist t0 der
Zeitpunkt vor und t1 der Zeitpunkt nach einer solchen Bewegung eines Teilnehmers
A, gilt somit fu¨r zwei beliebige Teilnehmer B und C
t0 : A ∈ QiB ∧ A ∈ QjC
t1 : ( A ∈ Qi′B ∧ i = i
′
) ⇒ A ∈ QjC (B.1.1)
Die Bewegungsschritte werden unmittelbar an alle Nachbarn kommuniziert. Teilneh-
merausfa¨lle werden nicht betrachtet. Weiterhin wird hier von der Verwendung der
Maximumsnorm d(A,B) ausgegangen. Der Betrag der Diﬀerenz der x-Koordinate
zweier Knoten A und B wird mit dx(A,B), der Betrag der Diﬀerenz der y-Koordina-
te mit dy(A,B) angegeben. Fu¨r die Aussage ”
B ist Verbindungsnachbar von A“ wird
1Dies impliziert, dass es Teilnehmern nicht mo¨glich ist, die exakte x- oder y-Koordinate eines
in der Na¨he beﬁndlichen anderen Teilnehmers einzunehmen. Da die Genauigkeit der im Protokoll
verwendeten Koordinaten deutlich u¨ber der Anzeigegenauigkeit in ga¨ngigen virtuellen Welten liegt,


















Abbildung B.1 Quadranten von Knoten A mit aufgeteiltem Quadrant 0.
die Notation AB verwendet. Gema¨ß Abschnitt 6.4.3 gilt dann: A ist Verbindungs-
nachbar oder tempora¨rer Nachbar von B. Die Notation kann bei Bedarf pra¨zisiert
werden mit AiB fu¨r die Aussage
”
B ist Verbindungsnachbar von A in Quadrant i“.
Es gilt gema¨ß der Deﬁnition der Verbindungsnachbarbeziehung in Abschnitt 6.4.2
Ai B ⇒ ∀X ∈ QiA : d(A,B) ≤ d(A,X) (B.1.2)
Die Relation A  B wird deﬁniert als A  B :⇔ A  B ∨ B  A. Als Hilfskon-
strukt wird eine Unterteilung eines Quadranten entlang der Winkelhalbierenden der





rechts“ beziehungsweise Q0o und Q0r bezeichnet werden.
Dies veranschaulicht Abbildung B.1.
Da QuON bezu¨glich der Quadranten symmetrisch ist, wird hier nur die Verbin-
dungsnachbarbeziehung in Quadrant 0 eines Teilnehmers betrachtet. Fu¨r die anderen
Quadranten la¨sst sich dieser Beweis analog fu¨hren.
Betrachtet man einen Knoten A mit einem Verbindungsnachbarn B zum Zeitpunkt
t0 und einem Knoten C, der zum Zeitpunkt t1 neuer Verbindungsnachbar von A
werden soll, kann sich diese Vera¨nderung der Nachbarschaftsbeziehungen durch eine
Bewegung von A, B oder C ergeben. Bei der Bewegung ko¨nnen alle Knoten in dem-
selben Quadranten von A bleiben, oder es kann ein Quadrantenwechsel stattﬁnden.
Es ergeben sich somit sechs Fa¨lle, durch die eine A¨nderung der Verbindungsnach-
barbeziehung A0 B hervorgerufen werden kann:
1. t0 : A0 B, C ∈ Q0A
t1 : d(A,B) > d(A, C)
Knoten C bewegt sich innerhalb des Quadranten und ist nun na¨her als der alte
Verbindungsnachbar B.
2. t0 : A0 B, C /∈ Q0A
t1 : C ∈ Q0A ∧ d(A,B) > d(A, C)
Knoten C betritt den Quadranten und ist A dort na¨her als der alte Verbin-
dungsnachbar B.
B.. Korrektheit der Verbindungsnachbarbestimmung 
3. t0 : A0 B,C ∈ Q0A
t1 : d(A, B) > d(A,C)
Der Verbindungsnachbar B bewegt sich innerhalb des Quadranten und ist nun
weiter entfernt als Knoten C.
4. t0 : A0 B,C ∈ Q0A
t1 : B /∈ Q0A, C ∈ Q0A
Der Verbindungsnachbar B verla¨sst den Quadranten.
5. t0 : A0 B,C ∈ Q0A
t1 : d( A,B) > d( A,C)
Knoten A bewegt sich, sodass Knoten C nun na¨her ist als der alte Verbin-
dungsnachbar B.
6. t0 : A0 B,C ∈ Q0A
t1 : B /∈ Q0A, C ∈ Q0A
Knoten A bewegt sich, sodass sein Verbindungsnachbar B nicht mehr im selben
Quadranten liegt.
Es muss bewiesen werden, dass fu¨r jeden dieser Fa¨lle zum Zeitpunkt t0 gilt: t0 :
A  C ∨ ∃X : A  X  C. Dies ermo¨glicht Knoten A zum Zeitpunkt t1, die
Verbindungsnachbarbeziehung A C aufzubauen.
Fall : Knoten C bewegt sich innerhalb des Quadranten und ist nun näher als der alte
Verbindungsnachbar B.
t0 : A0 B, C ∈ Q0A
t1 : d(A,B) > d(A, C)
Zuna¨chst wird hier der Quadrant 0 in die oben beschriebenen Ha¨lften aufgeteilt.
Dann lassen sich bis auf Symmetrie zwei Fa¨lle unterscheiden: Der neue Verbindungs-
nachbar na¨hert sich aus der Ha¨lfte, in der sich der alte Verbindungsnachbar beﬁndet,
oder er na¨hert sich aus der anderen Ha¨lfte. O.B.d.A wird hier der Fall betrachtet,
dass sich der Verbindungsnachbar in der
”
rechten“ Ha¨lfte beﬁndet.
Fall a: Der neue Nachbar ist in derselben Hälfte wie der alte Verbindungsnachbar.
C ∈ Q0rA , B ∈ Q0rA
Die Anna¨herung eines Knotens C an einen Knoten A aus der Ha¨lfte des bisherigen
Verbindungsnachbarn zum Zeitpunkt t0 ist in Abbildung B.2 gezeigt. Da Knoten B
Verbindungsnachbar von Knoten A in Quadrant 0 ist, kann sich nach (B.1.2) in dem
schraﬃert gezeichneten Bereich kein weiterer Knoten beﬁnden.
C ist entweder oberhalb oder unterhalb von B. Es gilt: t0 : C ∈ Q0B ∧B ∈ Q2C wenn











Abbildung B.2 Knoten C na¨hert sich Knoten A aus der Ha¨lfte des bisherigen
Verbindungsnachbarn.
Aus (B.1.1) folgt, dass sich zwischen Knoten B und C kein weiterer Knoten X beﬁn-
den kann. Befa¨nde sich ein solcher Knoten X zwischen B und C ga¨lte fu¨r C oberhalb
B:
t0 : C ∈ Q0B, B ∈ Q2C , X ∈ Q0B, X ∈ Q2C , C ∈ Q0X
t1 : C ∈ Q3B, B ∈ Q1C (sonst d(A, C) > d(A,B))
⇒ t1 : X ∈ Q1C (sonst X /∈ Q0B)
⇒ t1 : C ∈ Q3X (Widerspruch zu (B.1.1)) (B.1.3)
Analog ga¨lte fu¨r B oberhalb C:
t0 : C ∈ Q1B, B ∈ Q3C , X ∈ Q1B, X ∈ Q3C , C ∈ Q1X
t1 : C ∈ Q2B, B ∈ Q0C (sonst d(A, C) > d(A,B))
⇒ t1 : X ∈ Q0C (sonst X /∈ Q1B)
⇒ t1 : C ∈ Q2X (Widerspruch zu (B.1.1)) (B.1.4)
Ist C oberhalb B folgt aus (B.1.2) und (B.1.3):
t0 : X ∈ Q2C : d( C,B) ≥ d( C,X) ⇒ C 2 B (B.1.5)
Ist B oberhalb C folgt aus (B.1.2) und (B.1.4):
t0 : X ∈ Q1B : d(B, C) ≥ d(B,X) ⇒ B 1 C (B.1.6)
C ist also zum Zeitpunkt t0 Verbindungsnachbar (B.1.6) oder tempora¨rer Nachbar
(B.1.5) von B. Somit gilt t0 : A  B  C
Fall b: Der neue Nachbar ist in einer anderen Hälfte als der alte Verbindungsnachbar.
C ∈ Q0oA , B ∈ Q0rA
Die Anna¨herung eines Knotens aus der anderen Ha¨lfte ist in Abbildung B.3 gezeigt.
B ist wiederum Verbindungsnachbar von Knoten A in Quadrant 0. Gema¨ß (B.1.2)
kann sich in der grau schraﬃerten Fla¨che kein weiterer Knoten beﬁnden.










Abbildung B.3 Knoten C na¨hert sich Knoten A aus der bezu¨glich des alten Ver-
bindungsnachbarn anderen Ha¨lfte.
Ist dx(B, C) ≥ dy(B, C), bleibt Knoten C also wie im Bild also außerhalb der rot
schraﬃerten Fla¨che, muss B nach (B.1.2) Verbindungsnachbar von C sein:
t0 : X ∈ Q1C : d(B, C) ≥ d(X, C) ⇒ C 1 B (B.1.7)
Ist hingegen dx(B, C) ≤ dy(B, C), tritt C also in die in Abbildung B.3 rot schraﬃerte
Fla¨che ein, muss C Verbindungsnachbar von B sein:
t0 : X ∈ Q3B : d(B, C) ≥ d(B,X) ⇒ B 3 C (B.1.8)
Wie in Fall 1a ist C also zum Zeitpunkt t0 Verbindungsnachbar (B.1.8) oder tem-
pora¨rer Nachbar (B.1.7) von B. Es gilt also t0 : A  B  C.
Fall : Knoten C betritt den Quadranten, und ist A dort näher als der alte Verbindungs-
nachbar B.
t0 : A0 B, C /∈ Q0A
t1 : C ∈ Q0A ∧ d(A,B) > d(A, C)





Teil geteilt werden. Unterscheiden lassen sich dann die Fa¨lle, dass der sich bewegende
Knoten den Quadranten im selben Teil betritt wie der Verbindungsnachbar oder in
den anderen Teil eintritt. O.B.d.A. wird wiederum der Fall betrachtet, dass sich der
alte Verbindungsnachbar in der
”
rechten“ Ha¨lfte beﬁndet.
Fall a: Der neue Nachbar tritt in den Teil ein, in dem sich der alte Verbindungsnachbar
beﬁndet.
t1 : C ∈ Q0rA , B ∈ Q0rA
Tritt der neue Verbindungsnachbar in den Teil in den Quadranten ein, in dem










Abbildung B.4 Knoten C na¨hert sich Knoten A aus Quadrant 1.
verdeutlicht, a¨quivalent zu Fall 1b. Ist dx(B, C) ≥ dy(B, C), bleibt B also außer-
halb der in der Abbildung rot schraﬃerten Fla¨che, gilt t0 : C 0 B. Ist hingegen
dx(B, C) ≤ dy(B, C), tritt B also in die in rot schraﬃerte Fla¨che ein, gilt t0 : B2C.
C ist also zum Zeitpunkt t0 Verbindungsnachbar oder tempora¨rer Nachbar von B.
Es gilt t0 : A  B  C.
Fall b: Der neue Nachbar tritt in den Teil ein, in dem sich der alte Verbindungsnachbar
nicht beﬁndet.
t1 : C ∈ Q0oA , B ∈ Q0rA
Tritt der neue Nachbar, wie in Abbildung B.5 gezeigt, auf der gegenu¨berliegenden
Seite in den Quadranten ein, muss Knoten A Verbindungsnachbar von Knoten C
sein:
Es kann sich nach (B.1.1) zu t0 kein Knoten zwischen A und C beﬁnden. Ga¨be es
einen solchen Knoten X wu¨rde gelten:
t0 : C ∈ Q3A, A ∈ Q1C , X ∈ Q3A, X ∈ Q1C , C ∈ Q3X
t1 : C ∈ Q0A, A ∈ Q2C (nach Voraussetzung Fall 2)
⇒ t1 : X ∈ Q2C (sonst X /∈ Q3A)
⇒ t1 : C ∈ Q0X (Widerspruch zu (B.1.1)) (B.1.9)
Aus (B.1.2) und (B.1.9) folgt nun:
t0 : X ∈ Q1C : d( C,A) ≥ d( C,X) ⇒ C 1 A
C muss also zum Zeitpunkt t0 Verbindungsnachbar oder tempora¨rer Nachbar von A
sein: t0 : A  C.
Fall : Der Verbindungsnachbar B bewegt sich innerhalb des Quadranten und ist nun
weiter entfernt als Knoten C.
t0 : A0 B,C ∈ Q0A
t1 : d(A, B) > d(A,C)










Abbildung B.5 Knoten C na¨hert sich Knoten A aus Quadrant 3.
Dieser Fall ist a¨quivalent zu Fall 1: Eine Bewegung des alten Verbindungsnachbarn
nach oben ist a¨quivalent zu einer Bewegung des neuen Verbindungsnachbarn nach
unten, und eine Bewegung des alten Verbindungsnachbarn nach rechts ist a¨quivalent
zu einer Bewegung des neuen Verbindungsnachbarn nach links. Demnach gilt wie in
Fall 1: t0 : A  B  C.
Fall : Der Verbindungsnachbar B verlässt den Quadranten.
t0 : A0 B,C ∈ Q0A
t1 : B /∈ Q0A, C ∈ Q0A




oberen“ Teil geteilt. Es
ergeben sich zwei Fa¨lle: Entweder beﬁndet sich der neu zu ﬁndende Verbindungs-
nachbar in dem Teil, aus dem der alte Verbindungsnachbar den Quadranten verla¨sst,
oder er beﬁndet sich in dem anderen Teil. O.B.d.A. wird hier der Fall betrachtet,
dass sich der alte Verbindungsnachbar im
”
oberen“ Teil beﬁndet.
Fall a: Der neue Nachbar beﬁndet sich in dem Teil, in dem sich der alte Verbindungs-
nachbar nicht beﬁndet.
t0 : C ∈ Q0rA , B ∈ Q0oA
Der neue Verbindungsnachbar beﬁndet sich in dem jeweils anderen Teil des Quadran-
ten. Dies ist in Abbildung B.6 gezeigt. Hier bewegt sich der alte Verbindungsnachbar
B aus den Quadranten 0 eines Knotens A. Der neu zu ﬁndende Verbindungsnachbar
ist C.
Aus (B.1.2) folgt:
X ∈ Q0A : d(A,C) ≥ d(C,X) (B.1.10)
Somit gilt:
C 2 A ∨ ∃N ∈ Q2C \Q0A : C 2 N













Abbildung B.6 Knoten B verla¨sst den Quadranten, der neue Verbindungsnachbar
beﬁndet sich im anderen Teil.
Ist C 2 A, ist C tempora¨rer Nachbar von A. A kann somit trivial zu t1 den Status
der Beziehung a¨ndern. Ansonsten wird N als die Menge aller Knoten in Q1A, die eine
Verbindung zu C haben, und N
′
als das na¨chste Element in N zu A deﬁniert:




′ ∈ N ∧ (∀N ∈ N : d(A,N ′) ≤ d(A,N)) (B.1.12)
Es kann nun keinen Knoten geben, der sich zwischen C und N
′
, also in der in
Abbildung B.6 tu¨rkis schraﬃert gezeichneten Fla¨che, beﬁndet. Ga¨be es einen solchen
Knoten X wu¨rde gelten:
d(C,X) < d(C,N
′
) ∧ d(N ′ , X) < d(C,N ′)
⇒C  N ′ ∧N ′  C (Widerspruch zu (B.1.12)) (B.1.13)
Ebenso kann es keinen Knoten geben, der sich zwischen A und N
′
, also in der in
Abbildung B.6 gru¨n schraﬃert gezeichneten Fla¨che, beﬁndet. Ga¨be es einen solchen








) ≥ dy(A,N ′) ⇒ N ′ 3 A (B.1.15)
dx(A,N
′
) ≤ dy(A,N ′) ⇒ A1 N ′ (B.1.16)
Aus (B.1.11), (B.1.12), (B.1.15) und (B.1.16) folgt nun:
t0 : A  C ∨ A  N ′  C
Fall b: Der neue Nachbar beﬁndet sich in dem Teil, in dem sich der alte Verbindungs-
nachbar beﬁndet.
t0 : C ∈ Q0oA , B ∈ Q0oA









Abbildung B.7 Knoten B verla¨sst den Quadranten, der neue Verbindungsnachbar
beﬁndet sich im selben Teil.
Der Fall, dass sich der neue Verbindungsnachbar C im selben Teil des Quadranten
beﬁndet wie der alte Verbindungsnachbar B, ist in B.7 gezeigt. Da C in t1 Verbin-
dungsnachbar wird, kann es nach (B.1.1) und (B.1.2) keinen Knoten außer B geben,
der in Quadrant 0 von A na¨her an A ist als C (im Bild gru¨n schraﬃert):
t0 : X ∈ Q0A \ { B} : d(X,A) < d(C,A)
Somit gilt:
t0 : dX( B,C) ≥ dY ( B,C) ⇒ C 2 B
t0 : dX( B,C) ≤ dY ( B,C) ⇒ B 0 C
C ist also zu t0 Verbindungsnachbar oder tempora¨rer Nachbar von B. Es gilt somit
t0 : A  B  C.
Fall : Knoten A bewegt sich, sodass Knoten C nun näher ist als der alte Verbindungs-
nachbar B.
t0 : A0 B,C ∈ Q0A
t1 : d( A,B) > d( A,C)
Dies kann nur den Fall sein, wenn der alte und der neue Verbindungsnachbar sich
in unterschiedlichen Teilen von Quadrant 0 von A beﬁnden. Damit ist dieser Fall
a¨quivalent zu Fall 1b. Eine Bewegung von A nach oben entspricht einer Bewegung
von C nach unten. Eine Bewegung von A nach rechts entspricht einer Bewegung von
C nach links. Demnach gilt analog zu Fall 1b: t0 : A  B  C.
 B. Beweise
Fall : Knoten A bewegt sich, sodass sein Verbindungsnachbar B nicht mehr im selben
Quadranten liegt.
t0 : A0 B,C ∈ Q0A
t1 : B /∈ Q0A, C ∈ Q0A
Dieser Fall ist a¨quivalent zu Fall 4. Eine Bewegung des Knotens nach oben ist a¨qui-
valent zu einer Bewegung des Verbindungsnachbarn nach unten, und eine Bewegung
des Knotens nach rechts ist a¨quivalent zu einer Bewegung des Verbindungsnachbarn
nach links. Analog zu Fall 4 gilt dann:
t0 : A  C ∨ A  B  C ∨ ∃N ′ : A  N ′  C
Somit ist fu¨r alle mo¨glichen Bewegungsschritte, die zu einer A¨nderung der Verbin-
dungsnachbarbeziehung fu¨hren ko¨nnen, gezeigt, dass gilt:
t0 : A  C ∨ ∃X : A  X  C

B. Korrektheit der Nachbarsﬁndung
Die Korrektheit der Nachbarsﬁndung folgt unmittelbar aus der in Abschnitt B.1 be-
wiesenen Korrektheit der Verbindungsnachbarbestimmung: Ist in einem Quadranten
der Verbindungsnachbar B eines Knoten A außerhalb des Interessengebiets von A,
muss jeder Knoten C, der in diesem Quadranten in das Interessengebiet eintreten
will, dem Knoten na¨her kommen als Knoten B. Somit wird Knoten C vor Eintritt in
das Interessengebiet Verbindungsnachbar von Knoten A. A ist somit zum Zeitpunkt
des Eintritts in sein Interessengebiet u¨ber die Position von C informiert.
Beﬁndet sich der Verbindungsnachbar B innerhalb des Interessengebiets von Knoten
A, u¨berdeckt das Interessengebiet von Knoten B das gesamte Interessengebiet von
Knoten A im jeweiligen Quadranten. Somit ist jeder Knoten, der in diesem Qua-
dranten in das Interessengebiet von A eintritt, ein direkter Nachbar von B. B kann
somit A den Eintritt des neuen Nachbarn melden.
Demnach kann in jedem Fall ein Knoten von seinem Verbindungsnachbarn u¨ber neu
in sein Interessengebiet eintretenden Knoten informiert werden. 
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