In this paper we consider a multicontroller problem i n which each control agent has a different objective function.
The computational advantage of the sampled data formulation i s quite significant. The linear quadratic problem i s considered i n d e t a i l and an efficient solution algorithm is derived which takes advantage of certain characteristics of the sampled data solution.
1. Introduction I n t h i s paper we consider the problem of formulating a hierarchical control structure for a multicontroller problem using the differential game concept of a Stackelberg strategy.
It is assumed that in general each agent has a different objective function and that one agent, the coordinator and Stackelberg leader, has an overall objective function.
There have been numerous investigations recently into the usefulness and characteristics of the Stackelberg strategy applied to dynamic systems [l-111. In particular, the use of the Stackelberg A form of periodic coordination has been considered by Chong and Athans [12] in which the v e r t i c a l c o m m i c a t i o n in the hierarchy i s constrained to be periodic. Their basic assumptions are different from those of t h i s paper and subsequently the nature of the solutions are quite dissimilar.
With a Stackelberg strategy, we assume it i s known that one player, the coordinator and Stackelberg leader, w i l l determine his controls before any of the other Players (followers or lower level decisionmakers). The lower level decisionmakers then perform their optimizations subject to their knowledge of the coordinator's decision, that is, they are reacting to h i s decisions. The followers act simultaneously and we consider the .case when they play a Nash strategy among themselves. The leader performs his optimization. subject .to the expected reactions of the followers.
Ihe leader's a b i l i t y t o make decisions first, taking into account the reactions of the 1ower.level decisionmakers, enables him, t o a degree, t o impose h i s criterion onto the other controllers. Further discussion of the Nash and Stackelberg strategies for dynamic games can be found in the references.
In order t o s e e t h e m t i v a t i o n and s i g n i f icance of the sampled data formulation i t is necessary to appreciate two particular aspects of the continuous time Stackelberg problem. First, unlike the classic single agent, linear quadratic control problem, o r even c e r t a i n multicontroller problems, the necessary conditions derived by the variational technique for the linear quadratic, continuous time, closed loop Stackelberg problem result in a non-linear control, the existence of which i s not assured [8]. This problem has yet to be fully resolved.
A second anomaly of the Stackelberg solution for general dynamic games is t h a t the principle of optimality does not, in general, hold.
The imposition of the principle of optimality for discrete time games has been considered in [8] while the procedure f o r doing t h i s f o r continuous time games has yet t o be resolved.
under In Section 2 we forrmlate the problem and present necessary conditions for the solution. The linear quadratic case w i l l be considered in Section 3 and techniques f o r the solution of the l i n e a r quadratic case w i l l be discussed in Section 4. Sect i o n 5 swmarizes the results.
Sampled Data Formulation
Consider the system tf Jo = Kof(x(tf)) Lo(x,ui;i=O,l,...,m)dt.
The t e d n a l time, t f , is fixed.
The information is asarrPd t o be i n the form of sampled data acquisition, that is, measureeents a r e taken at r discrete instances in time ( t i € [ t o , t f ) , i~O a l , . . . , r -l } . The controls w i l l be functions of time and the latest state measurement, i.e. The necessary conditions needed to find the u (x , t ) f o r t E [ t j , t j + l ) a r e found by the variat i o n a l method. Contrary t o the single controller case or even certain multicontroller strategies, the Stackelberg controls found by the variational method do not in general satisfy the principle of optimality [81. For t h i s sampled data formulation, the principle of optimality does hold a t t h e sampling times t j = O , l , . . . , r -l . The controls u i ( x j , t ) V i and f o r t E [tj,tj+l) are calculated taking into account that similar optimizations are t o be performed a t f u t u r e sample times to find ui(x.,,t), t E [tk,tHl), j 5 k < r-1. The dependence of the ui(\,t), t E [ t j , t j + l ) on the future controls w i l l be imbedded in the boundary condit i o n s a t tj+l.
In order to establish appropriate boundary conditions we w i l l need expressions for the costs t o go a t t h e sampling times. Let the optimum costs t o go a t time t be denoted by VZ(x(t ) , t .), i = 0,1,. . . ,m. Then f o r t h e i n t e r v a l [ t ; , t + + , )
and where the minimization w i t h respect to ui i n ( 4 ) i s subject to the system constraint and to the minimizations being performed by the other controllers according to the strategy outlined in the preceding paragraphs.
Note that the optimizations of the future periods are imbedded in the term Vt(xj+l),t.
). Also notice that a t sample time t a l l c o n t r o l s from t through t w i l l , i n J+1 j' 1 f principle, be calculated and t h a t they are independent of any control action prior to t j . So, by construction, the principle of optimality does hold a t t h e sample times.
The necessary conditions are an extension of those derived i n [ll).
The necessary conditions for the followers on [ t . , t ) f o r i = l , . ..,m are 3 3 1 
. . ,m) .
The necessary conditions for the leader on where Yi(t') = l i m y i ( t ) f o r Yi defined on the ( j -l ) s t i n t e r v a l f t t . ) and Yi(tj) = Y ( t . )
defined on the j t h i n t e r v a l [ t j y t j + l ) .
where ~~(~, X , p~, y~,~~; i = L,2,...,~,uj;J'0,~,...,~) = L~( X , U~;~= O ,~, .
Equation (13) and the constraints appended under the srnnsation sign in (14) a r e due to the leader taking into account the reactions of the lower l e v e l d e c i s i o d e r s .
The Linear W r a t i c Case
Assme the system i s linear
and. the criteria quadrasic
The necessary conditions for the lover level c o n t r o l l e r s f o r t E f t j , t j + l ) and i = I,... If t h e s t a t e measurelaents a r e made a t r discrete instances in t i m e , we are faced with an (rt1)-point boundary value problem. In the next section we w i l l consider an algorithm for the e f f i c i e n t s o l u t i o n of the uecessary conditions u t i l i z i n g a form of iuvariant imbedding [13, 14] . not present the details. Rather, we w i l l describe the approach based on iimariant iebedding which i s even more e f f i c i e n t .
The ultimate goal when deriving the solution i s t o minimize the amount of computations required by taking advantage of t h e f a c t that the equations t o be solved are the sape i n each s w l e i n t e r v a l and only the boundary conditions change.
The derivations performed i n t h e remainder of this section w i l l proceed as outlined b e l o w . F i r s t we define more.compact notation, grouping t h e s t a t e and costates according to their boundary conditions. We thea assume an explicit functional dependence of the costates on t h e s t a t e and on t h e costates' boundary conditions. Due t o t h i s assumption, the solutions of the resultant equations are independent of t h e changing costates' boundary cond i t i o n s and it i s because of t h i s independence t h a t we are able to obtain the computational savings. The cost t o go equations are derived since they are needed to generate the appropriate boundary
I10
conditions to plug into the solution functions. A frmctiooal dependence of the costs t o go 011 t h e i r b o w c d i t i e n a is also ass& and f i n a l l y the bamxbry conditious for each interval are estubl i s h d Sn term of h e in the adjacent interval. The d e t a i l s of the derivation follow. mtice that on t h e i n t e r v a l [ t j J t j + l ) , t h e cos t a t e s pli, V i , equations (18) 
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where the A of ( 2 7 ) are appropriate corncatenations of the Q, A and S matrices of (18), ( 2 0 ) ,
(21) and (23).

In each i n t e r v a l [ t j , t j + l ) , the vectors yl and y 2 have bouadpry conditions a t t i j
J and the vector y., has boundary conditions a t t-i+l.
defined on the interval [tj,tfll).
It is in the next step where we deviate from the standard approach. Ye vi11 make assumptions of the frmctionel dependence of the costates on the s t a t e aod on the costates' boundary conditions. Zn so doing we w i l l be able to solve for these functions independent of the costates' boundary conditions. 
For t E [tj.tPl) assure
P 2 ( t ) ' F l ( t ) y l ( t ) + F 2 ( t ) Y 2 ( t i ) + P 3 ( t ) Y 3 ( t~l )
(
Boundary Conditions and Cost To Go Euuations tions on t h e j t h i n t e r v a l [ t j J t F l ) a r e known i n terms of t h e c o s t s t o go a t t h e end of the interval, (7)
and (10) . Therefore, for the purpose of obtaining the costates' boundary conditions, we must f i r s t d e r i v e the c o s t t o go equations. First, substituting ( 1 9 ) and ( 2 2 ) for the controls and with the fonn of the solution for y3 as i n ( 3 9 ) , recalling that y (k':p;: .. . :PA)', the integrands L, of the criterion functions can be written
The boundary conditions for the costate equa-
3
. .
where all variables are evaluated at time t unless indicated otherwise, and where
2A11 matrices are evaluated at time t unless indicated otherwise.
Due t o t h e assumed e x p l i c i t dependence of the costates, y3(t) on t h e i r boundary conditions in each interval, we mrst make a similar assunption €or thee. form of the cost to go equations so t h a t they vi11 a l s o be indepeodent of the changing boundary conditions. That is, for the interval t E [ t j , t j + l ) we define the function Vi(Yl(t)> t ) ~P l ( t ) ' C i l~t ) Y 1 ( t )
144)
+ ~g(tj+l)'Ci2(t)y3(tj*1)3 + ~l ( t~' C i 3 ( t )~3 ( t j + l ) .
When evaluated at t , with the c o n t m l s i n the in- 
We must also establish appropriate boundary conditions for the remaining intervals. The costs to go must be continuous and thersfore
Since the cost to go equations are integrated backwards, we are trying to establish the C (t') i n terms of the C (t+> a t each j , f o r each i, and f o r a l l k, k = 1,2,3.
f o r a l l j and f o r a l l i. so now we u t simply find C . (t') i n terms of the Cik(tf) f o r k e 1 , 2 , and 3. 
3.
1+1'
To find the Cil(t;+l) we also reed a relationship betveen yj (tj+l) and y l ( t j ) . That is, from (40) and ( 5 6 ) we can f sed 
Solution of the Cost t o Go Eauotions
In each interval, we do not need the cost to go f o r a l l t E I t j ,tPl) but rather ye only need the value at t h e i n i t i a l boundary, i.*e., we only need t o s o l v e f o r t h e C. (t ) i n terms of the Cil(tj+l).
ik 1
The c o s t t o go equations, (45) For notational convenience, we w i l l "stack" the colrmns of the cost to go matrices so that the mat r i x equations (45) through (47) (45) through (47).
W e can now solve for the functional dependence of the solution of (62) in-the jth interval on the boundary condition zi(tj+l). Actually, since ci2(tj+l) = 0 and 'Ei3(tj+l) = 0, we need only assume dependence of the solution on Eil(tj+l), i.e., f o r t E [ t j , t j + l ) assume ci(t) Mi(t)Zil(tj+l)
i. E A.d. + bi,
--
From (62) and (63) We w i l l now srmmarize the required calculations. A l l integrations are performed w e r only one sample interval if the system i s time invari a n t . F i r s t , i n t e g r a t e (32) through (37) to f i d the G and F matrices, then integrate (41) and (42) to find the H matrices. The matrices M (t?) and and the vectors di(t.) can then be found by integrating (64) and (65). Recall that M ( t ) and di(tj) are invariant with respect to j for a ti= invariant system. with the known C i l ( t f ) from (a), the following
Going backwards from j = r-1 t o j = 1, beginning calculations must be done f o r each j i n order to obtain the boundary conditions for each interval: 1) Set j = r-1; 2) Calculate D from (57) and C. (t ), k = 1 , 2 , 3 from (66); 3) From (59), find E from Dj+l; 4) Using C ( t ) and E , plug i n t o (60) to obtain C (t:); 5 ) Increment j by -1 and go back t o s t e p 2) repeating sequence u n t i l we have Cil(tj). 
which i s derived from (39), (40) and (58).
I f P ( t ) i s broken up a s P(t) = [Po(t)':Pl(t)': ... :P,(t)']' where each block Pi(t) i s n by n, then the ith control during the jth i n t e r v a l i s ui(t) -R;:B;Pi(t)x(t.). J
As outlined above, there are a number of equat i o n s t o be integrated, s a of which are of large dimension. These integrations, however, are done once only and are performed w e r a period equal to the length of only one sample interval. Thus, as the number of samples taken increases, the computatiOM1 burden i s reduced. Computationally the only limiting factor which prohibits us from allowing the length. of the sasrple i n t e r v a l s t o become a r b i t r a r i l y small i s the corresponding increase in the number of matrix inversions vhich must be performed a t the sampling times in order to generate the required boundary conditions for each interval. That is, as the period of integration becomes smaller, these matrix. inversions oil1 tend t o become the dominant computational burden. Ihe matrix inversions present another difficulty since, in general, we are unable t o guarantee their existence
Conclusions
In t h i s paper a sampled data Stackelberg strategy has been considered. The advantages of the sampled data formulation can be seen by considering certain characteristics of the continuous time Stackelberg problem. The linear quadratic, continuous time, closed loop Stackelberg problem r e s u l t s i n a solution, if i t e x i s t s , i n which the controls are non-linear functions of t h e s t a t e . F'urthermore, the Stackelberg solution for general dynamic games does not, in general, satisfy the principle of optimality. The principle of optimality can be imposed f o r d i s c r e t e t i n e games but the procedure f o r doing this for continuous time games has not been established.
The sampled data solution results in linear control laws for the linear quadratic case and the solution i s constructed so that the principle of optispality holds at the sample tines. The advantage of linear control laws is that they are quite simple t o implement. The principle of optimality is particularly advantageous i n a gam? formulation i n that we might not o t h e n i s e be able to insure against any player deviating from his predetermined controls.
In deriving the sampled data solution we have been able to obtain considerable coaputational savings. ¶hat is, rather than performing integrations over the e n t i r e time horizon of the original problem, we are able to imbed the subproblems of each sample internal into a more general formulation, the solution of which. requires integrations over a period equal t o the length of Q d y one sample interval. The computational technique, an application of invariant imbedding developed f o r the particular case of a Stackelberg strategy and the type of boundary conditions peculiar to i t , i s
