In many regression applications the independent variable is measured with error. When this happens, conventional parametric and nonparametric regression techniques are no longer valid. We consider two different approaches to nonparametric regression. The first uses the SIMEX method and makes no assumption about the distribution of the unobserved error-prone predictor. For this approach we derive an asymptotic theory for kernel regression which has some surprising implications. Penalised regression splines are also considered for fixed number of known knots. The second approach assumes that the errorprone predictor has a distribution of a mixture of normals with an unknown number of mixtures, and uses regression splines. Simulations illustrate the results.
INTRODUCTION
We consider the problem of nonparametric regression function estimation in the presence of measurement error in the predictor. Suppose that the regression of a response Y on a predictor X is given by E(Y |X) = m(X). Instead of observing X, we can only observe W , an error-prone measurement related to X by an additive error model, W = X + U , where U is a mean-zero normal random variable with variance σ 2 u . The question is how to estimate m(·) when observations on Y and W are all that are available.
This problem has been addressed previously, most notably by Fan & Truong (1993) , who found the following discouraging result. Suppose that we allow m(·) to have up to k derivatives. They showed that, if the measurement error is normally distributed, even with known error variance, then, based on a sample of size n, no consistent nonparametric estimator of m(·) converges faster than the rate {log(n)} −k . Since, for example, log(10, 000, 000) ≈ 16, effectively this result suggests that consistent nonparametric regression function estimation in the presence of measurement error is impractical.
The Fan & Truong result can be interpreted in another way. As reviewed by Carroll, Ruppert & Stefanski (1995) , much of the enormous practical progress made in the field of measurement error for nonlinear models has been through the use of approximately consistent estimators, i.e. estimators which correct for most of measurement error induced bias, but not all. Furthermore, when the measurement error variance is zero then the associated convergence rate is of order n −1/2 rather than {log(n)} −k . We might expect, then, that estimation will be of practical use if the measurement error variance is not too large.
Theoretically, for small errors, i.e., σ 2 u → 0, the bias of naive estimators is of the order O(σ 2 u ), while the approximate error correctors have a bias of order O(σ 6 u ) or less.
A second positive interpretation is to remember that the This paper develops the two ideas of approximately consistent and regression spline estimation in the presence of measurement error. In § 2 we show how to implement the SIMEX method (Cook & Stefanski, 1994; Stefanski & Cook, 1995) in ordinary nonparametric kernel regression, cubic smoothing splines and penalised regression splines. The SIMEX method is a functional method, i.e. one that can be applied without estimation of the distribution of the unobservable X. In § 3, we take up the structural approach in the context of regression splines, showing that the observed data follow a type of regression spline depending on the conditional distribution of X given W . If W given X is normally distributed, X given W depends on the marginal distribution of X, which we model flexibly by a mixture of normal distributions with an unknown number of components. This flexible distribution is estimated by modifying the Gibbs sampling algorithm of Wasserman & Roeder (1997) . Section 5 gives a number of simulations. Section 6 has concluding remarks.
While the discussion to follow is easiest in the case that the measurement error variance σ 2 u is known, in practice this is usually not the case. In some instances, σ 2 u is estimated by an external dataset. Otherwise, internal replicates are used, so that we observe
where the measurement errors U ij are independent, mean zero, normally distributed random variables with variance σ 2 u ; a components of variance estimate is given as equation (3.2) in Carroll et al. (1995) . In theory,
for either external or internal data, σ 2 u is estimated at ordinary parametric rates O p (n −1/2 ), and so the asymptotic effect of such estimation on nonparametric regression functions is often nil.
THE SIMEX ESTIMATOR
The SIMEX estimator was developed by Cook & Stefanski (1994) ; see Carroll et al. (1996) and Cook (1995) for related theory. The idea behind the method is most clearly seen in simple linear regression when the independent variable is subject to measurement error. Suppose the regression model is E(Y |X) = α + βX and that W = X + U, rather than X, is observed where U has mean zero and variance σ 2 u , and σ 2 u is known. It is well known that the ordinary least squares estimate of the slope from regressing
For any fixed λ > 0, suppose one repeatedly 'adds on,' via simulation, additional error with mean zero and variance σ 2 u λ to W , computes the ordinary least squares slope each time and then takes the average.
This simulation estimator consistently estimates g(λ) = βσ 2 x /{σ 2 x + σ 2 u (1 + λ)}. Since, formally at least, g(−1) = β, the idea is to plot g(λ) against λ ≥ 0, fit a model to this plot, and then extrapolate back to λ = −1. Cook & Stefanski (1994) show that this procedure will yield a consistent estimate of β if one uses
Here is the precise definition of the SIMEX estimator for nonparametric regression. 
which is a mixture of regression functions depending on the design. Despite this technical complication, the results derived in the Appendix extend immediately.
The estimators as implemented in this paper are as follows.
Kernel Estimators: For a symmetric density function K(·) and bandwidth h,
Local linear kernel estimates solve the weighted least squares equation
where
In general, one must estimate h as well, and we do this using Empirical Bias Bandwidth Selection); see Ruppert (1997) . The resulting implemented estimate is m b,λ (x 0 ). The average of these estimates over b = 1, . . . , B is m λ (x 0 ). MATLAB programs for computing Empirical Bias Bandwidth Selection are freely available at http://www.orie.cornell.edu/∼davidr/matlab/.
Smoothing Splines: Cubic smoothing splines (Green & Silverman, 1994) form another method of computing the estimates m λ (x 0 ). These are available in Splus in the command 'smooth.spline'; the tuning constant is estimated by generalised cross validation.
Regression Splines: We write the regression spline of order p and with knots (ξ 1 , . . . , ξ ) as
where v + = vI(v > 0), and I(·) is the indicator function. Eilers & Marx (1996) propose fixing the knots and estimating the regression parameters by penalised least squares, with the penalty term estimated by generalised cross validation, see their formula (29). With this parameterisation, and for a fixed penalty term α, the idea is to minimise
The resulting functions serve as m λ (x 0 ). We implemented this method in MATLAB. Eilers & Marx (1996) use the B-spline basis rather than the truncated power function in (3). However, their approach is identical to ours for equally spaced knots and similar in other cases. Let β, Z and Y be the parameter vector, design matrix and response vector, respectively, of the linear model in (3). Then β
where D is the diagonal matrix with zeros in the first p + 1 diagonal places and ones elsewhere along the diagonal.
STRUCTURAL APPROACH TO REGRESSION SPLINES
The SIMEX estimators described in § 2 have in common the fact that they make no assumption about the distribution of the unobserved X's. In contrast, in structural estimation in measurement error models one hypothesizes a distribution for X depending on a parameter Θ. Since W given X is normal with mean X and variance σ 2 u , (σ u , Θ) together produce the conditional distribution of X given W . Furthermore, if Y given X has mean determined by the spline (2), Y given W has mean
We write β for the vector of β j 's. Under a parametric model for X given W , all the conditional expectations in (4) are easily calculated numerically. The β j 's can be estimated by penalised least squares, along the lines of (3) with the obvious substitutions of E(X j |W ) for X j and
Our proposal then is as follows. Use the values of W to estimate a distribution for X and hence for X given W ; one flexible method for doing this is described below. Then for given α estimate the β j 's by
Here E(·|W i ) means conditional expectation given W i calculated using Θ in place of the unknown Θ. The
Estimation of the smoothing parameter α is complicated by the fact that the structural regression spline has an enormous variance when α = 0 because of the near singularity of the resulting design matrix, induced by the shrinkage inherent in computing E(X j |W ) and
The generalised cross validation method, which has a tendency to undersmooth, is thus unacceptable unless one places a lower bound on the smoothing parameter. Although not reported here, this procedure works remarkably well in our simulations when the smallest possible value of α equals 10 −6 times the sample size times the sample variance of the observed W 's.
Instead, we replace generalised cross validation by a mean squared error estimation procedure, based upon double smoothing, and defined as follows. Write the design matrix implied by (4) as Z, and when predicting at an individual value call the design vector z. The bias of the fitted line at a design vector
If we fix α 0 and use β(α 0 ) to estimate bias, then the variance of this estimated bias is
. Now the variance for the fitted line at a point z
This leads to the following algorithm. Fix α 0 at a value that implies considerable smoothing. Define α 1 to minimise the average,over a grid of values z, of the function
Set α 0 = α 1 and then repeat until convergence.
Since the regression of Y on W is generally heteroscedastic, we used a weighted version of this procedure, with weights calculated as follows. First a naive spline was estimated using generalised cross validation.
Absolute residuals were formed and regressed on W with a spline using generalised cross validation. The weights are the inverse of the square of the fitted values of this last smooth. However, it is well known that weighting can be disastrously variable if the weights are allowed to vary too much, so we computed the median weight and then truncated the fitted weights to be within a factor of 3 of this median.
The remaining issue is to specify a distribution for X. The obvious one is the normal distribution, in which case W = X + U would be marginally normally distributed, so that the assumption of normal X can be checked empirically from the observed data. To build some model robustness, one could use instead a flexible parametric family which includes the normal distribution, e.g. the semi-nonparametric family of Davidian & Gallant (1993) 
that identify from which of the k normal subpopulations X is drawn, [A k ] be proportional to a scaling constant, and [ µ k , σ k , p k ] be the prior defined by Wasserman & Roeder (1997) .
The joint density for given k is
Inspection of (6) reveals that the Gibbs sampler has an especially convenient form. Once one has generated the latent variables X and σ u in a Gibbs step, the generation of (
is exactly the same as if the X were known and there was no measurement error. Thus we can adapt without change the Gibbs steps derived by Wasserman & Roeder (1997) . Implementing the Gibbs steps for generating σ u and X is also easy.
One sees that σ u given all the rest is inverse-chi with parameters
while any X i , given all the rest and given that G ki = j, is normal with mean µ = (
Following Wasserman & Roeder (1997) , having generated estimates of
namely the median of the value (σ u , µ k , σ k ) and the mean of the values p k in the Gibbs steps, we estimate the posterior probability that there are k mixture components as n −3k/2 ( Θ k ), where (Θ k ) is the likelihood of W k evaluated at the parameters Θ k . This likelihood is
We now return to (4). 
THEORETICAL DEVELOPMENT

Introduction
As is essentially always the case, theoretical results are most readily obtained for kernel methods. The results then apply at least heuristically to cubic smoothing splines through the use of equivalent kernels (Silverman, 1984) . Results for regression splines are more difficult. In unpublished work, S. Zhou has derived bias and variance formulae for unpenalised regression splines, but the formulae are not straightforward and the conditions require that the number of knots be of order n 1/5 . For the sample sizes considered in our simulations, namely 200-500, this means a very small number of knots, which is exactly against the Eilers & Marx (1996) approach of using a fairly large number of knots.
Kernels and Regression Splines
We phrase our main theoretical result in a general way, and prove it explicitly in the case of local linear kernel regression; the details are in the Appendix. In any given problem, suppose that the measurement error is σ 2 u . Write the density of W with this measurement error as f (w, σ 2 u ) and the regression of Y on W with this measurement error as m(w, σ 2 u ). Thus, for instance, in the SIMEX steps we work with the derived variables W (λ) which have measurement error (1 + λ)σ 2 u , and the corresponding density and regression functions are f {w, (1 + λ)σ 2 u } and m{w, (1 + λ)σ 2 u }.
Let the kernel function be K(·). Suppose further that, when the bandwidth is h and the measurement error is σ 2 u , for fixed constants q 1 and q 2 , the bias and variance of the kernel regression are given by 
variance = (nh
Equation (8) is the more surprising, implying that the variance of the SIMEX estimate is asymptotically the same as if measurement error were ignored, but multiplied by c T (x, Λ)E s c(x, Λ), a factor which is independent of the regression function. Thus, we can easily compare the various extrapolants on the basis of variance. For instance, suppose that the set of possible values of λ is Λ = (0.0, 0.5, 1.0, 1.5, 2.0). Then direct calculation shows that use of the quadratic extrapolant leads to an estimator which is asymptotically 9 times more variable than that based on the linear extrapolant, while the cubic extrapolant is asymptotically 52 times more variable than the linear extrapolant.
The results (7)-(8) also apply at least roughly to linear and cubic smoothing splines, through the 'equivalent kernel' approach (Silverman, 1984) . These results say that such smoothing splines behave away from the boundary like a Nadaraya-Watson kernel regression estimator with a locally chosen bandwidth and a higher-order kernel. Making the identification, the major consequence is that the ratio of the variances of a kernel regression estimate and a linear or cubic smoothing spline when using SIMEX should be roughly the same as if measurement error were ignored. If the two methods are calibrated so that they have roughly the same variance when measurement error is ignored, then they should have roughly the same variance after use of the SIMEX procedure.
Comparisons of Kernels, Regression Splines and Smoothing Splines in SIMEX
For regression splines, with or without penalties, there is no known equivalent kernel, although clearly the same results ought to apply approximately since regression splines with many knots and smoothing splines behave similarly.
One can gain some insight in the case that one uses a finite, fixed number of knots as n → ∞, and one fixes the penalising factor α. Let S(X) be the design vector associated with (2), and as before let β be the collection of regression coefficients. Then, if X were observable, the penalised regression spline estimator is the solution to
Equation (9) is an estimating equation, and, if we ignore the dependence on n and formally treat it as an unbiased estimating equation, i.e. as if it had mean zero, then the asymptotic theory for SIMEX given by Carroll et al. (1996) applies. Asymptotically of course the term α/n in (9) disappears and the estimator has the same behaviour as if there were no penalty. However, we have found that keeping this term in gives a somewhat better approximation to what actually happens in the simulations.
In the five models described in the simulation, § 5, we have computed the resulting asymptotic variances using numerical integration for 10 knots at the k/11 quantiles of the distribution of W , k = 1, ..., 10. When α = 0.0, the cubic extrapolatant is approximately 4 times more variable than the quadratic extrapolant, and approximately 20 times more variable than the linear extrapolant. There is thus less variance inflation for using cubic extrapolation than in the kernel and smoothing spline case, although the variance inflation is still substantial. This suggests that, while the cubic extrapolant function should perform poorly for kernel and smoothing spline SIMEX, it will have better behaviour for regression spline SIMEX. This is at least qualitatively what happens in our simulations.
Structural Regression Splines
Asymptotic analysis for structural splines is also possible, and is most convenient in the case that X is known to have a normal distribution, and the knots and α are fixed. The estimating equation for β is the derivative of a typical term in (5). The estimating equation for the mean of X, µ x , is W − µ x , the estimating equation for the variance of X, σ 2 x , is (W − µ x ) 2 − σ 2 x , and a standard parametric analysis using estimating equation theory is easily obtained.
Unfortunately, because of the near collinearity of the terms in (5) smoothing, the variance of the fitted function is small, while the bias is negligible. Thus, we would expect the structural spline to have good bias and variance behaviour if we ensure that the smoothing parameter never becomes too small, an expectation fulfilled in the simulations.
SIMULATIONS
We performed simulations on five test cases, for only one of which was the distribution of X from a normal distribution. The cases are as follows.
2. Same as Case 1, except that X followed a skew-normal distribution. The skew-normal base density is 2φ(x)Φ(10x), where φ and Φ are the density and distribution function of the standard normal density, respectively. We used the translation and scaling of this density which had the same mean and variance for X as in Case 1. The skew-normal as investigated here is quite skew, and cannot be exactly modelled as a mixture of normals.
3. Same as Case 2, but with n = 400. We used Splus for the estimation of smoothing splines and mixtures of normals, and MATLAB to for kernel regression and regression splines. We generated and saved 200 datasets from each of the five cases, so that all methods are computed using the same simulated datasets.
m(x)
In our simulations, it is obviously impractical to monitor convergence of the Gibbs sampler for every case. Instead, we examined a few test cases, examined their behaviour graphically, and noted that convergence of the sampler with good mixing appeared to have been reached at 2, 000 runs in each case. We then ran the sampler in the simulation 12, 000 times.
There is no known bandwidth estimator for Fan & Truong's (1993) deconvoluting kernel estimator.
We followed their approach, and compared our methods to a method which cannot be calculated without knowing the true regression function. Specifically, we used their kernels (5.1) and (5.2), and in each case found the global bandwidth which had minimum mean squared error. The mean squared error at this minimum was then reported. We experimented with using local linear deconvolution, but found that this led to higher mean squared errors. It is important to note that the mean squared errors listed for deconvolution are sensitive to the bandwidth, and of course the results we present are more favourable, perhaps far more favourable, to the deconvolution estimate than one would expect in practice.
In the first case, our mixture of normals method always selected that there was one population, and gave essentially no probability to two or more components. For the other cases, many simulations gave significant probability to two populations, but none gave probability to three populations. In results not reported here, for Cases 2 and 3, the estimated mixture density reproduces some of the features of the skew normal, but does not nearly reproduce it exactly. For Cases 4 and 5, the results are far worse, because the uniform density appears to be poorly modelled by a mixture of normals. Qualitatively, we expect the most problems for the structural regression spline in these latter two cases, because the mixture density provides a poor representation of the actual density of X. The results from the simulations are given in Table 1 .
We see that the 'naive' kernel, smoothing spline and regression spline all have similar behaviour, as do the SIMEX kernel, smoothing spline and regression spline with quadratic extrapolant. The SIMEX methods have much smaller bias and mean squared errors than the methods which ignore the measurement error.
The deconvolving kernel methods have behaviour somewhat intermediate between the naive and SIMEX approaches, although these results are of limited relevance because the former has bandwidth optimised to have smallest mean squared error.
Where possible, in results not reported here, we have compared the simulations results with the asymptotic theory, and found them roughly in accord with one another.
The structural regression spline has good performance overall, although it is biased in Case 5. As described above, the reason for this is a mixture of the regression function chosen and the fact that mixtures of normals do not give a good approximation to the uniform density, especially with measurement error. We re-ran the structural spline in Case 5 but with X normally distributed with the same mean and variance as the uniform, and hence in the mixture family, and as expected the bias essentially disappeared.
Our results, both theoretical and numerical, indicate that within the SIMEX context, kernels, smoothing splines and penalised regression splines with a large number of knots behave fairly similarly. The quadratic extrapolant seems the one of choice among the polynomials, because of better bias behaviour than the linear extrapolant, but far smaller variability than the cubic extrapolant. The structural regression spline approach has overall the best numerical behaviour in these simulations, and sometimes is far more efficient than the other methods. It clearly has considerable potential, although the simulation results on which this potential is based do not exhaust the possible regression functions one might observe in practice.
DISCUSSION
We have assumed without comment that W = X + U , with U normally distributed and having mean zero. In fact, for purposes of nearly nonparametric estimation, it suffices merely that some monotone transformation of originally observed W 's follow this additive error model, i.e.
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Appendix A THEORY FOR KERNEL METHODS
SIMEX Estimate in Kernel Regression
The goal of this section is to sketch a proof of the main result (7)- (8) for local linear kernel regression.
In the SIMEX algorithm, we add normally distributed measurement error to the observed W 's b = 1, ..., B times, for each value of λ. Let f λ (·) be the density function of W + λ 1/2 σ u , where has a standard normal Ruppert & Welsh (1998) show that, for any fixed b, as
where the error is of order o p {h 2 + (nh
In what follows, it is convenient notationally to use the same bandwidth h for every b = 1, . . . , B, but to allow this bandwidth to depend on λ; hence we write h λ . In practice and as in our simulations one might estimate h for each λ and b, but as n → ∞ the error in estimating this bandwidth becomes negligible, and hence asymptotically the same bandwidths are being used for all b.
Using (A1) and the decomposition of Carroll et al. (1996) , since B is fixed, and since m λ (x 0 , h) =
In what follows, we will use the following slight abuse of notation. We will write expressions for moments of m λ (x 0 , h λ ), but these will actually apply to the asymptotically equivalent version on the right-hand side of (A2). The terms inside the parentheses on the right-hand side of (A2) are independent mean zero random variables. Letting Y = (Y 1 , . . . , Y n ) and W = (W 1 , . . . , W n ), and using the right-hand side of (A2)
as equivalent to the left-hand side, consider
which has mean zero and asymptotic variance
If λ > 0 and σ 2 u > 0, we study the terms of (A3) in turn. For the first, note that, given Y and W , the only remaining random variables are the ( ib ), which are all mutually independent. Hence
compute the two terms as
The second term is O(n −1 ), so we are left with
Note the curious fact that there is a B in the denominator. This means that, if B is large, (A5) is small in comparison to what happens when λ = 0; see (A4). In fact, as B → ∞, (A2) converges to
and this random variable has zero variance given ( Y , W ), just as predicted by (A5).
We next turn to the second term in (A3). If we continue to assume that λ > 0 and σ 2 u > 0, the expectation in question is just
, which has variance of order O(n −1 ). We have thus shown that for λ > 0, σ 2 u > 0,
It is important to note that the second term in (A3) is O n −1 only when λ > 0 and σ 2 u > 0. If either equals 0, the expectation calculated above is {nf 0 (x 0 )}
, which has mean zero and variance O (nh) −1 . The difference is that, when λ > 0 and σ 2 u > 0, (A8) represents a 'double-smooth', i.e. summation and integration, and it is well-known that double smoothing increases rates of convergence.
If we compare (A4) with (A8), we note that, for n and B sufficiently large, the latter will be negligible with respect to the former, at least in practice. Hence, in what follows, we will ignore this variability by treating B as if it were equal to infinity. This makes the analysis of the SIMEX extrapolants easy. In 
If we sssume the terms m λ (x 0 ) actually follow the extrapolant function, this means that the left-hand side of (A9) has approximate mean
λ (x 0 )s(λ), and, because B is large, its ap-
The SIMEX estimate is just e T s A, so that its asymptotic bias is c T (x 0 , Λ) λ h 2 λ )m 
