Distributed monitoring plays a crucial role in managing the activities of cloud-based datacenters. System administrators have long relied on monitoring systems such as Nagios and Ganglia to obtain status alerts on their desktop-class machines. However, the popularity of mobile devices is pushing the community to develop datacenter monitoring solutions for smartphone-class devices. Here we lay out desirable characteristics of such smartphone-based monitoring and identify quantitatively the shortcomings from directly applying existing solutions to this domain. Then we introduce a possible design that addresses some of these shortcomings and provide results from an early prototype, called MAVIS, using one month of monitoring data from approximately 3,000 machines hosted by Purdue's central IT organization.
Introduction
Maintaining and managing cloud datacenters is a crucial task for cloud vendors because if a cloud vendor does not provide a high degree of availability for the machines in its datacenters, the applications hosted on them will have outages, and this could lead to loss of reputation and revenue for the cloud vendor. In order to maintain and manage datacenters, administrators monitor a variety of performance metrics from various levels of the software stack, such as utilization of CPU, memory, and network resources, to (higher in the stack) the frequency of garbage collection in a Java or C# runtime. There exist tools to aggregate raw data and create higher-level information so that the admins can take prompt action. Nagios [7] and Ganglia [8] are two of the most popular commercial systems which are utilized today for systems management. They can provide raw metric values and also compare values against thresholds to generate alerts for simple subscriptions. They also provide graphical outputs for human consumption.
While systems management through desktop interfaces is the norm today, increasingly the need is being felt for performing systems management through mobile devices [5, 1, 6] . This need is arising increasingly often due to three reasons -the first is the ubiquity of smart phones, the second (caused in part by the first) is the mobile workforce of today, and the third is the need for responding promptly to outages or impending outages in the cloud infrastructure. The second factor speaks to the fact that the workforce is no longer tethered to desktop-class machines for all of their workdays.
Let us first consider two central requirements in monitoring datacenter activities. First, the monitoring data must be processed quickly and anomalous or suspect events must be detected quickly. Second, the overhead of monitoring must be kept to a bare minimum on the machines in the datacenter, so that they can perform their main function as the workhorses for running the workloads. In addition to these, performing systems management through mobile devices has some specialized, and equally crucial, challenges. First, the mobile devices are resource constrained, significantly in battery and bandwidth. They cannot be relied on to gather huge amounts of data and perform sophisticated data analysis on the device. Second, the tools available on mobile devices are quite limited and some of the available ones do not match their user interface to the constraints of mobile devices. For example, some create extensive graphs that may be difficult to discern and interpret on mobile devices.
Our position: We argue that a three-pronged approach addresses the above-mentioned problems of systems management from mobile devices. First, an intermediate server placed between the target machines (the datacenter machines) and the mobile devices can perform much of the functionality of parsing monitored data and creating actionable information out of them. Related to this is the necessity for intelligently partitioning the systems management rules among the various target machines and the intermediate server. Second, we need a rich subscription language specialized for expressing events of interest for systems management, e.g., patterns in metric values, either individually or together with another metric. By doing a survey of system administrators at our institutions, we have discerned that the current simple subscriptions supported by monitoring tools are inefficient to express many common systems administration tasks. Third, we need efficient processing and communication primitives respectively for processing the event streams at the intermediate server and communicating information with the mobile devices.
We develop an early prototype that incorporates the basic building blocks of each of the three design elements laid out above. We call this system MAVIS. While designing it, we find that there is a natural, albeit subtle, interplay between the two thrusts of existing work -semantically rich subscription processing system and streaming event processing. For evaluation, we compare MAVIS to the current state-of-the-art mobile monitoring solution, the highest rated application from the Google Play Store, called aNag, which is billed as a Nagios client for Android devices. Our evaluation brings out two insights. First, MAVIS can deliver alerts to a mobile device in less than 10 seconds end-to-end with 231K subscriptions in the system. Second, the aNag solution consumes high bandwidth (2 MB/minute) while monitoring just 130 target machines.
Problem Background
Datacenter management involves continuous monitoring of system resources. We discern that there are mainly two types of subscriptions -(a) local subscriptions confined to a single machine, e.g., check if the CPU load on the node whose ID is 100 is greater than 80%, and (b) spatial subscriptions which span a set of machines, e.g., check if the CPU load on each of the nodes in a subnet is greater than 80%. Spatial subscriptions form an AND relation and are only matched when all the nodes in the subscription meet the subscription criteria. Further, subscriptions can be based on instantaneous snapshots of metric values, or use a time window of metric values.
Modern datacenters typically monitor six to twelve metrics per datacenter node, and typically have ten to thirty system administrators, at large academic institutions (lower end of the range) and commercial organizations with data centers for internal operations (as opposed to having it as a line of business). Further, it is common for system administrators to create multiple subscriptions for a metric as they might have overlapping interests [12, 1] . For instance, one system administrator may be interested in the behavior of the hypervisors on a rack of machines, together with the temperature profile of the rack. A second administrator may be interested in the CPU load of the machines, along with the temperature profile. A representative value for number of subscriptions can be arrived at by considering the following values. Each system administrator would create at most 2 subscriptions per metric, there are 10 metrics per node, and 30 system administrators giving 600 subscriptions for each physical machine. Also, there are VMs resident on each physical machine and for the purposes of monitoring, they are considered valid target end points. Thus, with 10 VMs per physical machine say, there would be 6,600 subscriptions, since metrics come from the 1 physical hardware/hypervisor plus 10 VMs. At ITaP, Purdue's IT organization, the number of virtual machines per host machine varies between 10 and 15. The point is that the number of subscriptions that must be supported by a middleware system tends to grow rapidly with the number of machines in a datacenter.
A Motivating Example
On examining the metric data from Purdue's IT organization we realized that complex subscriptions could help detect alerts in some interesting situations. One observed issue was that the load across a set of machines behind a load balancer starts to deviate. This happens because the load balancer has some complex assignment strategies, such as, based on the number of active connections, with weights that are re-adjusted at runtime. A race condition in the assignment strategy causes the load across the machines to get disbalanced. This can be detected only though a mix of spatial monitoring (across the multiple machines which are behind the load balancer) and temporal monitoring (observing the deviation in loads grow larger with time).
Requirements for datacenter management with mobile devices
The datacenter monitoring demands of today mean that not all monitoring can be done on the target end points (takes away resources from running the actual workload), not all monitoring can be done on the mobile devices (too much resource usage on the resource-constrained devices), and not all monitoring can be accomplished with simple instantaneous rules.
Current Approaches
There are a small but growing number of mobile applications that allow system administrators to manage physical target machines from the mobile devices. For example, as of March 8, 2016 , there are 14 apps for systems management on the Google Play Store with ratings of 4 stars (out of 5) or higher.
Current mobile management solutions cause high traffic between end users' mobile devices and the monitored host machines within the data center. This is fundamentally because they do not interpose any filter between the raw monitoring data generated by the target machines and the mobile devices which consume this raw data. For example, aNag, the highest rated mobile monitoring solution, which uses Nagios, consumes 1.5 MB/min for monitoring 100 target end points. It pulls the raw data di-rectly from the target machines [3] . There are some plugins with Nagios that can push the data out, but these still do not solve the problem of selectively filtering the data using a rich subscription language. Furthermore, current solutions have been directly integrated into architectures which were primarily built for desktop monitoring. For example, a plot with 5 lines in different colors may be discernible on a desktop but is not on a mobile screen.
Regarding usability, systems management tasks often require contextual information to perform the root cause analysis of failures [4, 2] . Many mobile management solutions provide only pinpointed alert information, without any context information. For example, aNag can provide an alert when a Nagios trigger condition is met on a remote machine, e.g., CPU utilization reaching a threshold. However, some contextual information is important, e.g., it would be important to know what the CPU utilization was on comparable machines serving the same customer's workload.
Requirements
To inform the design of our system monitoring application, we conducted a survey of system administrators at the central IT organization of our two institutions. Through this, we identified the following as the primary requirements from a mobile systems monitoring solution.
(i) The solution should enable users to receive timely alerts on a mobile device, provided they are connected to the network. If the user is not connected to the network, an asynchronous notification should be delivered when she does connect. (ii) It should be scalable to at least a few thousands of end hosts for targeting reasonable-sized commercial data centers. (iii) The solution should be parsimonious in the resource usage at the mobile devices, the most relevant resources being wireless bandwidth, computation, and resultantly, battery life. (iv) The solution should allow administrators to create on-the-fly subscriptions without having to modify individual configuration files on target machines. Such on-the-fly subscriptions are needed because system administrators realize the need for new rules as the datacenter operates and they see new faults. Making changes to the target machines is often considered a very sensitive operation because it risks disrupting the workload running on the target machines. (v) It should allow system administrators to obtain the context information for an alert, enabling them to diagnose the failure.
Architecture of a mobile monitoring solution: MAVIS
Driven by the requirements and the insights from looking at gaps with existing desktop-based monitoring solutions, we come up with an architecture for our pro- engine(s) and a subscription manager, and the MAVIS subscriber, which is a mobile application. There is a MAVIS publisher running on each datacenter node, and several MAVIS publishers are associated with one MAVIS CEP engine (there are multiple CEP engines for the entire system). The MAVIS mobile application creates subscriptions and these are sent to the MAVIS subscription manager. Once a subscription is created on the MAVIS subscription manager, it is handed off to the associated MAVIS CEP engine(s). The process of matching collected metrics against current subscriptions either happens at the MAVIS publisher or the MAVIS CEP engine.
MAVIS Domain Specific Language
MAVIS offers a rich DSL which can be utilized by the MAVIS subscriber to create alert subscriptions. We categorize the subscriptions as local or spatial subscriptions. A second orthogonal dimension is instantaneous or temporal subscriptions. An instantaneous subscription is based on a single snapshot in time while a temporal subscription is based on metric values over a window of time. For temporal subscriptions, we support a variety of aggregation operators -min, max, mean, median, standard deviation, variance, percentile, etc. Some of these operators are cheap to calculate, in terms of processing and memory, such as, min and max, while others require more resources, such as, storing more state for variance. Subscription Creation When the mobile application creates a subscription, the subscription data is stored in the mobile device and is sent to the MAVIS subscription manager. The mobile application enables users to create new subscriptions on-the-fly, and supports the dynamically changing needs of system administrators. The MAVIS subscription manager is mainly responsible for storing all the incoming subscriptions from the subscribers. Mobile applications interact with the subscription manager by subscribing for events written in the DSL. The subscription manager can be configured to create groups that contain a set of nodes within the datacenter. This becomes useful when subscribers try to create subscriptions for a large set of machines in the datacenter. The subscription manager is responsible for creating individual subscriptions for each machine in the group.
The subscription manager can decide which CEP engines will do selective offloading of some subscriptions to the particular target node. The rationale is that all the information for matching the subscription is locally available at that node and the computational resource needed to process the subscription against the metric values is minimal. So, rather than incur the expense of communicating the stream of metric values from the publisher (the target machine) to the intermediate server, MAVIS decides to let the processing happen on the publisher itself. MAVIS can control the resource utilization on the publisher, which is a crucial setting in most systems. It does this by only offloading the easy-to-process subscriptions (such as, min and max) and bounding the total number that will be processed on any target machine. Streaming Event Processing The MAVIS CEP engine is primarily responsible for matching subscriptions and detecting events. The event detection engine is based on IBM's InfoSphere Streams [9] stream processing engine. The use of Streams is motivated by the observation that for many applications of systems management, it is hugely inefficient to store the monitored data in a datastore and then run queries against the datastore. This is because fundamentally the queries are on data as it streams forth from the target machines and the queries are on windows of the data that are constantly sliding.
Event Detection
In MAVIS, the process of detecting events and forwarding them to subscribers is split up into four parts -metric collection, subscription matching, selective storage, and selective notifications. Simply put, metric collection collects metrics at the target machines and can use any of several existing tools like Nagios or Ganglia. In subscription matching, the metrics are passed on to the appropriate CEP engines to then pass them through the Streams engine. With distributed CEP engines, matching may happen partially at a given engine. In selective storage, if a subscription is matched, then all the metrics for the involved machines are stored for a policy-defined amount of time (24 hours in our current setting). This is so that administrators can query and retrieve this data during a subsequent diagnosis phase following the alert. Once a subscription is matched, it normally results in an alert, i.e., a notification to the corresponding subscriber(s). MAVIS intermediate server sends an alert to the subscriber the first time it gets matched. If it continues to get matched, we do not send the subsequent alerts. We find the Google Cloud Messaging (GCM) system's push feature a useful service for sending the alert.
Evaluation

Experimental Setup
In order to conduct the evaluation of our system, we use monitoring data obtained from the host machines within ITaP, Purdue's central IT organization. ITaP monitored data is available for approximately 3,000 different machines, where each machine has between 6 and 12 metrics being monitored on them. We use as a basis for the rules the results of our survey of system administrators. The machines and the datacenter are considered to have leading monitoring and management practices and boast of uptimes of greater than 95% for all the clusters in 2015 [10] . When virtualization is enabled, each physical machine supports 10 VMs. We obtain 4 hour continuous streams of metric data from the production machines, accumulated over 1 month in 2015. We monitored the following 7 metrics -User CPU, System CPU, used disk space, free memory, memory buffer space used, entropy, and ambient temperature.
MAVIS Latency of Event Detection
In this experiment we measure the end-to-end latency taken by our entire system to deliver a notification to the mobile device. We start the timer when the publisher receives the metric data on the target machine, and stop the timer when the subscriber receives the notification. In order to measure the performance of our system, we vary the number of machines being monitored and inject synthetic failures in the data. Each physical machine has 10 virtual machines. MAVIS monitors the metrics of the physical machines as well as the VMs. In Figure 2 we show how the latency of receiving alerts at the mobile end points varies based on how we utilize the streaming event processing engine. Through the use of IBM Streams, we are able to divide the stream processing among different Streams applications. We divide the work in two ways -(a) splitting up the total number of physical machines monitored among two Streams applications, and (b) splitting up the subscription types for all of the monitored physical machines among three Streams applications. Note that a value of 50 physical machines being monitored (X-axis of Figure 2 ) means there are a total of 550 end points (VMs + physical machines) being monitored. We created approximately 4000 subscriptions per publisher. We injected synthetic failures in a uniform We observe the effect of a varying number of machines on the end-to-end latency (Figure 2 ). The first way of decomposing into Streams applications (by the physical machines) shows that processing all of the subscription types on a single Streams application does not scale well, since the subscription types have to be processed sequentially. Splitting up the subscription types allows each subscription type to be processed in parallel and minimizes the latency. In evaluating the response time of our system, scaling up to a ceiling of 550 target end points created a latency of approximately 2 seconds, which seems tolerable for most system management functions.
aNag Bandwidth Utilization
Through researching existing mobile solutions for systems management, we came across aNag, the highest rated systems management application on Google Play (rating of 4.7/5). aNag is a mobile application which communicates with the Nagios monitoring software running on the target machines. Nagios only supports simple instantaneous subscriptions. aNag, in order to support richer subscriptions, communicates with the Nagios web interface to retrieve all the monitoring data.
We monitored up to 130 target end points (all VMs in this case) using aNag where each target machine was monitoring between 6 and 12 metrics, and there was one subscription per metric. Examining the result of the bandwidth utilization of aNag as a function of the number of target machines monitored, we find that expectedly it grows linearly, with 550 KB/s for 40 target machines and growing to 2 MB/s for 130 machines. Using [11] as a reference for how bandwidth hungry popular applications are, we find that aNag exceeds the average mobile application bandwidth utilization per hour (10.7 MB/hour averaged across the 50 most popular mobile applications) after monitoring just 15 target machines, and surpasses the hungriest bandwidth usage limit (115 MB/hour for the hungriest of these 50 applications) while monitoring just 130 target machines. aNag has to retrieve all the monitoring data from the target machines, regardless of the status of the Nagios subscriptions, and filters them at the mobile application. Hence, we observe a large bandwidth utilization at the mobile device running aNag. Furthermore, due to the large number of network connections made by aNag, the mobile application utilizes an excessive number of threads and runs out of virtual memory for additional threads when monitoring more than 597 physical machines.
MAVIS's utilization of a CEP engine to deliver alerts and its selective notification algorithm prevents the mobile application from using up excessive bandwidth. Notifications are only received when a new failure arises in one of the target machines. The bandwidth utilized on sending a push notification is approximately 500 bytes, since we only send information regarding the threshold that matched the subscription, and the time at which it occurred. Administrators can also choose to query our selective storage component to analyze the failure. Querying the metrics for a VM and physical machine over the past 10 minutes, consumes 4,262 bytes. As a result, MAVIS subscribers consume nearly 4 KB of bandwidth when a new failure is observed.
Conclusion
The ubiquitous availability of mobile phones and widespread network connectivity have led to a demand for real-time information about the state of data centers. System administrators would like access to timely alerts and richer context information on the mobile devices while minimizing the data monitoring overhead on data center host machines, minimizing resource consumption on the mobile devices, and meeting the dynamically changing needs of system administrators. We find that these requirements are incompletely met by today's monitoring solutions, which are geared toward clients running on desktop-class machines. This motivated our architecture of MAVIS, a framework that facilitates managing datacenter activities from mobile devices by implementing a rich domain specific language and a scalable complex event processing architecture and by integrating it with three novel components. Our evaluation shows that the MAVIS can manage the activities of 3,000 physical machines within our datacenter by utilizing 6 CEP engines. A single instance of the MAVIS CEP engine running on one machine can handle 231K subscriptions. In contrast, the leading mobile systems management app, aNag, consumes 2 MB/s for managing just 130 machines.
