Uncertainties exist in both physics-based and data-driven models. Variancebased sensitivity analysis characterizes how the variance of a model output is propagated from the model inputs. The Sobol index is one of the most widely used sensitivity indices for models with independent inputs. For models with dependent inputs, different approaches have been explored to obtain sensitivity indices in the literature. A typical approach is based on a procedure of transforming the dependent inputs into independent inputs. However, such transformation requires additional information about the inputs, such as the dependency structure or the conditional probability density functions. In this paper, data-driven sensitivity indices are proposed for models with dependent inputs. We first construct ordered partitions of linearly independent polynomials of the inputs. The modified Gram-Schmidt algorithm is then applied to the ordered partition to generate orthogonal polynomials solely based on observed data of model inputs and outputs. Using the polynomial chaos expansion with the orthogonal polynomials, we obtain the proposed data-driven sensitivity indices. The new sensitivity indices provide intuitive interpretations on how the dependent inputs affect the variance of the output without a priori knowledge on the dependence structure of the inputs. Two numerical examples are used
Introduction 1
Uncertainties exist in both physics-based and data-driven models. Uncertainty quantification (UQ) methods to characterize and reduce those uncertainties are increasingly popular in engineering studies. As an aspect of UQ, sensitivity analysis (SA) quantifies how output uncertainties are propagated from input uncertainties. Two general ways of conducting SA are local sensitivity analysis (LSA) and global sensitivity analysis (GSA). LSA analyzes how a small perturbation near an input space value could influence the output. On the contrary, GSA investigates how the input variability influences the output variability over the entire input space. In recent studies, variance-based sensitivity analysis, as a form of GSA, is utilized to understand system uncertainties in various applications such as material mechanics [1] , building energy [2] , structural mechanics [3] , hydrogeology [4] and manufacturing [5] .
Conducting variance-based sensitivity analysis for models with independent inputs has been studied in a large amount of literature. Monte Carlo simulation and surrogate models are two general ways to obtain sensitivity indices for models with independent inputs. Surrogate models have been shown to be more computationally efficient compared with Monte Carlo simulation [6] .
Polynomial chaos expansion (PCE) and Kriging (also known as Gaussian process regression) are the two surrogate models which have been used to compute sensitivity indices most commonly in the literature [6] . Thanks to the orthogonal property of a PCE model, sensitivity indices for independent inputs can be directly obtained using PCE coefficients. PCE-based sensitivity indices appear in various fields including fluid dynamics [7] , reliability analysis [8] , and vehicle dynamics [9] .
Several types of PCE have been proposed under the assumption of independence between model inputs. The original PCE, which is proposed in [10] , provides Hermite polynomials for independent Gaussian random variables. In order to construct an orthogonal polynomial basis for non-normal inputs, different types of PCE have been explored and developed including the generalized polynomial chaos expansion (gPCE) [11] , the multi-element generalized polynomial chaos expansion (ME-gPCE) [12] , the moment-based arbitrary polynomial chaos expansion (aPCE) [13] and the Gram-Schmidt based polynomial chaos expansion (GS-PCE) [7] . Considering that the independence assumption does not necessarily hold in many real-world systems, constructing an orthogonal polynomial basis for dependent inputs remains as an important topic.
The GS-PCE for models with independent inputs is extended to models with multivariate dependent inputs in Navarro et al. [14] . It is regarded as the pioneering work in constructing an orthogonal polynomial basis for arbitrary dependent inputs. In [14] , it is shown that the Sobol indices for models with dependent inputs can be efficiently calculated after constructing the orthogonal polynomial basis.
Kucherenko et al. [15] propose a generalization of the Sobol indices for models with dependent inputs using Gaussian copulas, requiring the knowledge of probability density functions (PDFs) of the inputs. Chastaing et al. [16] also propose generalized Sobol sensitivity indices for models with dependent inputs based on the hierarchically orthogonal functional decomposition (HOFD). The HOFD based on the empirical measure of observed data using the hierarchically orthogonal Gram-Schmidt (HOGS) procedure circumvents the need for complete knowledge of the input distribution [17] . However, the unboundedness of the resulting sensitivity indices makes their interpretation for dependent inputs not as straightforward as the Sobol indices for models with independent inputs [14] .
Mara and others propose an alternative way of obtaining sensitivity indices for models with dependent inputs in [18] and [19] . By transforming dependent inputs into independent inputs, sensitivity indices for dependent inputs are defined in terms of the Sobol indices of the transformed independent inputs. The new sensitivity indices for dependent inputs are bounded between zero and one under different assumptions in [18] and [19] . In [18] , the Gram-Schmidt algorithm is employed to eliminate the dependences among the inputs when the dependences are characterized solely by the inputs' first-order conditional moments. Then the full sensitivity indices and the uncorrelated sensitivity indices (also called independent sensitivity indices in [19] ) are defined. On the other hand, in order to calculate these sensitivity indices when conditional probability density functions (cPDFs) of the inputs are known, the reverse Rosenblatt transformation is applied to the dependent inputs in [19] . It is still necessary to investigate how to obtain interpretable sensitivity indices for models with dependent inputs without requiring the aforementioned knowledge about the inputs.
Our objective in this paper is to propose a data-driven method to obtain the sensitivity indices for models with dependent inputs. In real-world systems, the dependencies among the inputs might not be characterized by the first-order conditional moments or even the dependence structure might not be known.
Under these scenarios, our method still yields bounded sensitivity indices. We first introduce the modified Gram-Schmidt based polynomial chaos expansion (mGS-PCE). The mGS-PCE increases the numerical robustness of constructing orthogonal polynomials for arbitrarily distributed inputs compared with the GS-PCE. Then we propose a method to calculate the sensitivity indices defined in [18] and define conditional order-based sensitivity indices which explain the model output variability in a hierarchical manner.
The remainder of the paper is organized as follows: Section 2 reviews the background knowledge about Sobol indices and PCE models. Section 3 introduces the modified Gram-Schmidt algorithm and our method to obtain sensitivity indices for models with dependent inputs using PCE models. In Section 4, two numerical examples are used to validate our proposed method. Section 5 provides a few concluding remarks and a discussion on future research directions.
Technical background
In this section, we present concepts about sensitivity indices defined in the existing literature regarding models with independent inputs and those with dependent inputs. We first introduce the Hoeffding functional decomposition and the Sobol indices for independent inputs. We then review the full sensitivity indices and the uncorrelated sensitivity indices defined for models with dependent inputs. In the end, we introduce PCE models and explain how PCE coefficients can be used to calculate sensitivity indices.
Hoeffding decomposition for models with independent inputs
Suppose we have n independent random inputs ζ = (ζ 1 , ζ 2 , · · · , ζ n ) with their
on Ω n with PDF µ(ζ). Then we can define the Hoeffding decomposition for any function f ∈ L 2 (Ω n , µ(ζ)) as follows [20, 16] :
where f ∅ = f 0 and f 0 is a constant. ζ u represents a set of input variables with respect to the set u. For example, ζ {1} = {ζ 1 }, ζ {1,2} = {ζ 1 , ζ 2 }, etc. The integral of f u (ζ u ) over any of its independent variables ζ i ∈ ζ u is 0 as follows:
Due to Equation (2), f 0 is the mean value of the function in Equation (1) defined as follows:
In addition, the summands in Equation (1) are orthogonal to each other where Equation (4) holds as follows:
We can define the functional decomposition of variance from the above function decomposition as Equation (5) [21] ,
where
For example,
From the above equations, the Sobol index for set u can be defined as Equation (7),
Here S u is the sensitivity index measuring the sensitivity of the output variance with respect to the inputs ζ u . For a particular input variable ζ i , based on Equation (7) we can define its first-order sensitivity index (S i ) and total sensitivity index ST i as follows:
S i expresses the percentage of the output variance that is propagated from the input ζ i itself. ST i expresses the percentage of the output variance that is propagated from the input ζ i and its interactions with the other variables.
Sensitivity indices for dependent inputs
As we have already discussed in the previous section, the sensitivity indices defined in [15] and [16] are not bounded. We will focus on sensitivity indices proposed in [18] and [19] in this study.
In [18] , the Gram-Schmidt algorithm is used to eliminate the dependences among the dependent inputs when their dependences are characterized only by their first-order conditional moments. In [19] , the reverse Rosenblatt transformation is applied to constructing independent inputs from dependent inputs based on their cPDFs. We callS ζ i the first-order full sensitivity index andST ζ i the total full sensitivity index. We call S u ζ i the first-order uncorrelated sensitivity index and ST u ζ i the total uncorrelated sensitivity index.
PCE and PCE based sensitivity indices
As a way of calculating sensitivity indices, PCE is known to be more computationally efficient than Monte Carlo simulations [21] . In this section, we will review the basic structure of a PCE model and present how to calculate the sensitivity indices for models with independent inputs and models with dependent inputs using the PCE coefficients.
PCE model
PCE was first proposed by Norbert Wiener in [10] . It considers using a finite number of orthonormal polynomial terms of n random inputs ζ to approximate the output Y as follows:
where θ i , i = 1,2,. . . ,P , are called PCE coefficients and ψ i , i = 1,2,. . . , P are orthonormal polynomials. P is the number of polynomial terms, which truncates at the (P + 1) th term, where
p is the highest polynomial degree in the PCE model. As p increases, the accuracy of approximating a complex output function improves.
Thanks to the properties of orthonormal polynomials, we can approximate the lower order moments of output Y directly using the PCE coefficients in (9) as follows:
The approximation errors converge to zero as P increases [22] .
PCE based sensitivity indices
For independent inputs, the multivariate orthonormal polynomials ψ i (ζ) can be directly constructed as the products of univariate orthonormal polynomials as follows:
where ψ u i (ζ j ) represents the u th i order orthonormal polynomial of input ζ j . Define A n,p u as the set of multi-indices depending exactly on the subset of
In order to simplify the notation, we denote A n,p u as A u . θ α is the PCE coefficient with respect to the polynomial term corresponding to α. Then the first-order PCE-based Sobol indices, higher order indices, and total indices can be calculated as follows:
For dependent inputs, we can transform them into independent inputs first under certain conditions (either input dependences are characterized solely by the first-order conditional moments or the cPDFs are known) using a method proposed in [18] or [19] . Then the Sobol indices can be directly obtained using the PCE coefficients for the transformed independent inputs. Based on the permutations of the inputs, we can obtain the first-order and total full sensitivity indices as well as the first-order and total uncorrelated sensitivity indices for the corresponding dependent inputs.
Methodology
In the previous section, we discussed the current methods proposed in [18] and [19] of obtaining the sensitivity indices for models with dependent inputs.
By transforming dependent inputs into independent inputs, the full sensitivity indices and the uncorrelated sensitivity indices are obtained. However, such transformation requires strong conditions on the inputs, either the dependences among the inputs depend solely on their first-order conditional moments or their cPDFs are known. Hence, we investigate how to calculate their proposed sensitivity indices for models with dependent inputs that do not necessarily satisfy the strong conditions.
In this section, we propose data-driven sensitivity indices for models with dependent inputs using a PCE model based on the orthonormal polynomials constructed from the modified Gram-Schmidt algorithm. First, we show how to construct orthonormal polynomials using the modified Gram-Schmidt algorithm. Then we propose a data-driven method to calculate the full sensitivity indices and the uncorrelated sensitivity indices for models with dependent inputs. In addition, we define the conditional order-based sensitivity indices and illustrate how they can be used to reduce the PCE model complexity by excluding higher order interaction terms.
Modified Gram-Schmidt algorithm
In [14] , orthonormal polynomials are constructed using the Gram-Schmidt algorithm for general multivariate correlated variables. Even though the GramSchmidt algorithm behaves the same as the modified Gram-Schmidt algorithm mathematically, the modified Gram-Schmidt algorithm is less sensitive to numeric rounding errors and performs more stably than the Gram-Schmidt algorithm [23] . Therefore, in this section, we propose to use the modified GramSchmidt algorithm to construct orthonormal polynomial basis {ψ j (ζ)} P j=1 based on the initial P linearly independent polynomials {e 1 (ζ), e 2 (ζ), . . . , e P (ζ)} as follows [24] :
end for 6 :
The inner-product in the algorithm is defined with respect to the empirical measure in this paper.
The difference between the standard Gram-Schmidt algorithm and the modified Gram-Schmidt algorithm is at the line 4 in Algorithm 1, where the standard Gram-Schmidt algorithm performs
Note that different orthonormal polynomials are constructed from different permutations of the initial polynomials. In the following section, we discuss how to permute the order of the initial polynomials in order to obtain data-driven sensitivity indices for models with dependent inputs.
Sensitivity indices
As we discussed in the previous section, PCE models can be constructed for models with dependent inputs based on the modified Gram-Schmidt algorithm.
In this section, we first propose how to use PCE models to calculate the full sensitivity indices and the uncorrelated sensitivity indices based on data. Then we define the conditional order-based sensitivity indices and present how they can be used to exclude higher order interaction terms in a PCE model.
Full sensitivity indices
Constructing orthonormal polynomials using the modified Gram-Schmidt algorithm requires a linearly independent set of polynomials. A PCE model with n inputs and the highest polynomial order p is composed of P + 1 terms of polynomials as we defined in Equations (9) and (10) . Assume polynomials in the set
are linearly independent. Orthonormal polynomials can be constructed using the modified Gram-Schmidt algorithm with respect to a specific order of the polynomials. 
Note 
where θ j s are the PCE coefficients corresponding to the orthonormal polynomials in the set St 11 .
We define the conditional total sensitivity indices for models with dependent inputs as follows:
= ST ζ 1 is the total full sensitivity index of input ζ 1
to the output variable Y . It does not condition on the other inputs.
= ST ζ 2 −ζ 1 is the total sensitivity index of input ζ 2 to the output variable Y after considering ζ 1 . 
is the total sensitivity index of input ζ n to the output variable Y after considering ζ 1 , ζ 2 , . . . , ζ n−1 .
As we can obtain the PCE coefficients corresponding to the orthonormal polynomials constructed from the ordered partition (St 0 , St
. . . , St n ) using the modified Gram-Schmidt algorithm, the conditional full sensitivity indices can be calculated as follows:
where θ j s are the PCE coefficients corresponding to the orthonormal polynomials in the set St i . Note that for a full PCE model, St i contains (
n−i ) polynomial terms. We callST ζ 1 the total full sensitivity index of ζ 1 . By permuting the order of the input (ζ 1 , ζ 2 , ζ 3 , . . . , ζ n ) as (ζ i , ζ i+1 , . . . , ζ n , ζ 1 ,-. . . , ζ i−1 ), arbitraryS ζ i andST ζ i can be calculated.
The cumulative conditional full sensitivity index for the first d inputs
is useful when the inputs have a certain group structure where inputs from different groups have neither dependence nor interaction across groups. Equation (30) for Example 2 in Section 4 illustrates how this sensitivity index can be used in practice.
Uncorrelated sensitivity indices
In order to calculate the uncorrelated sensitivity index of ζ 1 , we consider . . , n are defined in Equation (17) . Then orthonormal polynomials can be constructed with respect to this particular ordered partition.
As we obtain the PCE coefficients corresponding to the orthonormal polynomials in the set St 11 and St 1 , the first-order uncorrelated sensitivity index
) and the total uncorrelated sensitivity index (ST u ζ 1 ) can be calculated as follows: Note that the first-order full (uncorrelated) sensitivity indices are always smaller or equal to the total full (uncorrelated) sensitivity indices, but the first-order full (uncorrelated) sensitivity indices are not necessarily larger or smaller than the total uncorrelated (full) sensitivity indices.
Conditional order-based sensitivity indices
In order to reduce the complexity of a PCE model and select appropriate interaction terms in the PCE model, we propose the conditional order-based sensitivity indices.
Suppose we order the polynomials in the polynomial set S which is defined in Equation (16) 
Define 
We define the conditional order-based sensitivity indices as follows:
= S 1 is the first order sensitivity index of the input ζ to the output variable Y . , where k = min(n, p), using the modified Gram-Schmidt algorithm, the above sensitivity indices can be calculated as follows: 
, is defined as follows:
The cumulative conditional order-based sensitivity indices explain how the input interaction terms affect the output variance. The cumulative conditional order-based sensitivity index approaches one as d increases, indicating certain higher-order interaction terms are not expected to remain in the PCE model.
Through this procedure, higher-order interaction terms can be removed before the lower-order ones from the PCE model. This procedure keeps the effect hierarchy principle [25] and improves the parsimony of the PCE model. As we sort the polynomials within each set based on the orders of the polynomials, interaction terms with high order polynomials are expected to be removed from the PCE model before the interaction terms with lower order polynomials.
Numerical examples
In this section, we consider two examples where the dependencies among the inputs cannot be solely explained by their first-order conditional moments and the cPDFs among the inputs are unknown. In the first example, we illustrate that the full sensitivity indices and the uncorrelated sensitivity indices can still be obtained using our proposed method although the inputs do not satisfy the strong conditions required for the existing methods. In the second example, we first illustrate how to use the conditional order-based sensitivity indices to select appropriate interaction terms to keep in a PCE model. Then, we validate the sensitivity indices obtained using our proposed method.
Example 1
In the first example, we consider a quadratic model with three dependent inputs distributed as follows:
In this case, the full sensitivity indices and the uncorrelated sensitivity indices cannot be obtained from the method proposed in [18] since dependencies among the inputs cannot be solely explained by their first-order conditional moments. However, we can still obtain those sensitivity indices using our proposed method based on data. Table 1 shows the sensitivity indices for each input variable. In this example, we set θ = (0.4, 0.6, 1).S x i is the first-order full sensitivity index for the input x i , andST x i is the total full sensitivity index for
is the first-order uncorrelated sensitivity index for the input
is the total uncorrelated sensitivity index for the input x i . The sensitivity indices are calculated based on 10,000 random observations. As we can see from Table 1 , the full sensitivity indices are much larger than the uncorrelated sensitivity indices. It suggests that the output variability is highly dependent on the interactions among the inputs, which can be explained by the model structure in (28). In addition, we note that x 1 and x 3 dominate the output variance since x 1 and x 3 have large full sensitivity indices.
Suppose an engineering application motivates us to reduce the variance of the output y by controlling the inputs. If we can afford to control only one input variable, x 1 will be chosen since it has the largest first-order full sensitivity index (S x i ). If we can control two input variables, we will calculate the following total sensitivity indices:
Then, x 2 and x 3 will be chosen since ST x 2 ,x 3 indicates that their total effect on the output variance is the largest. Note that controlling x 2 and x 3 not only implies reducing the variance of white noise (i.e., N (0, 1)), but also, if possible, moderating their correlations with x 1 , which are represented by θ in (28). ) and the rest of the total effect,
), which accounts for all the interactions of x i . The gap between the two lines on the left (right) graph in Figure 1 shows the magnitude ofST
), indicating how much of the total effect of x i is attributed to the interaction effects compared to the first-order effect when we consider the full (uncorrelated) contribution of x i .
Example 2
In the second example, we modified the example in [26] to have a more complex structure and involve multiple types of probability distributions as
Here (x 1 , x 2 , x 3 , x 4 ) follows a multivariate Gaussian distribution with the parameters as above. The inputs x 5 and x 6 are dependent on each other, but their dependency cannot be explained by their first-order conditional moments. In this experiment, we set θ = (0.4, 0.6, 1). Based on 10,000 random observations,
we first obtain the conditional order-based sensitivity indices. The conditional order-based sensitivity indices indicate that there are no three or higher way interaction terms in the PCE model because the cumulation of the first two conditional order-based sensitivity indices is 1. As for the two-way interaction terms, the polynomials are sorted based on the orders of the polynomials. The corresponding PCE coefficients are presented in Figure 2 . As we can see in Figure 2 , most of the PCE coefficients are nearly zero besides the polynomial terms Assuming {x 1 , x 2 }, {x 3 , x 4 }, and {x 5 , x 6 } are mutually independent, we can infer from the conditional order-based sensitivity indices that the output y is composed of three non-interacting functions f 12 (x 1 , x 2 ), f 34 (x 3 , x 4 ), and f 56 (x 5 , x 6 ). Thanks to this special structure, we can directly calculate the total sensitivity indices for {x 1 , x 2 }, {x 3 , x 4 }, and {x 5 , x 6 }. Without permuting the order of the input variables, the total sensitivity indices can be calculated as follows:
whereST x i is the conditional total sensitivity index.
We validate the sensitivity indices from our proposed method with the values from an analytical method (see Appendix). On the other hand, we cal- Table 2 reports the sample means of sensitivity indices and 95% bootstrap confidence intervals (using 10,000 bootstrap samples) for the means of sensitivity indices obtained from 500 repetitions of the experiment. In each experiment, sensitivity indices are calculated using 5,000 random observations of the inputs and output in (29).
As we can see from Table 2 , the sensitivity indices from our method are consistent with the sensitivity indices from the analytical method and they are not significantly different from the sensitivity indices from the benchmark method as well. The 95% bootstrap confidence intervals for both the proposed method and the benchmark method cover the analytical sensitivity indices. Note that, in contrast to the benchmark method, the proposed method is a data-driven approach where the sensitivity indices are obtained without strong assumptions on the inputs. Note: †The value is obtained using the sample variance to estimate V ar(Y ) in the denominator of the sensitivity index instead of using the PCE coefficients from the benchmark method (see Equation (11)) because the latter estimation suffers a nonnegligible bias in this example that does not satisfy the assumption of the benchmark method. ‡The value cannot be obtained directly from the benchmark method, but we calculate the value based on the assumption that x 5 and x 6 are independent of the rest of the inputs and (x 1 , x 2 , x 3 , x 4 ) follows a multivariate Gaussian distribution.
Conclusion
In this paper, data-driven sensitivity indices for a model with dependent inputs are proposed using the PCE without imposing any strong assumptions on the model inputs. The modified Gram-Schmidt algorithm with the empirical measure is utilized to construct orthonormal polynomials for a PCE model on the merit of numerical stability. The proposed data-driven method calculates the full sensitivity indices and the uncorrelated sensitivity indices, which are defined in [18] , using a certain order of the polynomials of inputs for a PCE model. In addition, the conditional order-based sensitivity indices for a model with dependent inputs are defined, which can help reduce the complexity of a PCE model.
Two numerical examples are implemented to validate the proposed method.
The first example illustrates that the proposed method can be used to obtain sensitivity indices where the dependences among the inputs cannot be explained by using only the first-order conditional moments. The second example shows how to control the complexity of a PCE model using the conditional orderbased sensitivity indices. The comparison between the analytical sensitivity indices and the data-driven sensitivity indices in the second example validates the proposed method.
The proposed method requires polynomials of inputs, which are fed into the modified Gram-Schmidt algorithm, to be linearly independent. This suggests a future research direction since there are multiple ways of constructing linearly independent polynomials from a linearly dependent polynomial basis. How to build a theoretically and practically desirable basis warrants more investigation.
Appendix

A.1. List of sensitivity index symbols
ST x i Total Sobol index of x i .
S x i
First-order full sensitivity index of x i .
ST x i
Total full sensitivity index of x i .
ST d
Cumulative conditional full sensitivity index for the first d inputs.
S u x i
First-order uncorrelated sensitivity index of x i .
ST u x i
Total uncorrelated sensitivity index of x i .
S i
Conditional order-based sensitivity index for the i th order interaction.
ST d
Cumulative conditional order-based sensitivity index for the first-order interaction through the d th order interaction.
A.2. Analytical method for calculating the sensitivity indices in Example 2
The following lemma is used for the analytical method in Example 2. 
