While the reversibility of multidimensional cellular automata is undecidable and there exists a criterion for determining if a multidimensional linear cellular automaton is reversible, there are only a few results about the reversibility problem of multidimensional linear cellular automata under boundary conditions. This work proposes a criterion for testing the reversibility of a multidimensional linear cellular automaton under null boundary condition and an algorithm for the computation of its reverse, if it exists. The investigation of the dynamical behavior of a multidimensional linear cellular automaton under null boundary condition is equivalent to elucidating the properties of the block Toeplitz matrix. The proposed criterion significantly reduces the computational cost whenever the number of cells or the dimension is large; the discussion can also apply to cellular automata under periodic boundary conditions with a minor modification. arXiv:1609.09572v2 [math.DS] 
Introduction
A frequently used technique for studying complex structure is dividing the system into smaller pieces that are elaborated accordingly; for most physical systems, the dynamical behavior usually depends on the interactions among their neighbors. Cellular automaton (CA), introduced by Ulam and von Neumann, is a particular class of discrete dynamical system consisting of a regular network of cells which change their states simultaneously according to the states of their neighbors under a local rule; this makes CA an appropriate approach to model systems with the above mentioned property. CAs has been found applications in simulating or modeling complex systems in Figure 1 . A three-dimensional linear cellular automaton Φ which is elucidated in Example 3.11. The 64 cells are located in a 4 × 4 × 4 cube, and the states 0, 1, 2, 3, and 4 are represented by white, red, green, blue, and gray, respectively. The pattern (b) is seen as the 30th evolution of (a).
diverse areas such as vehicular ad hoc networks modeling, pattern formation, cryptography, image processing and image coding [1, 4, 13, 19, 20, 31, 34] .
One of the fundamental microscopic properties of nature is physical reversibility, which is a motivation for studying the reversibility problem of a dynamical system [24] ; reversible computing systems are defined as each of their computational configurations has at most one previous configuration;
this makes every computation process can be traced backward uniquely. In other words, reversible computing systems are deterministic in both directions of time. Figure 1 illustrates the patterns of an initial pattern and its 30th evolution of a three-dimensional linear cellular automaton (see Example 3.11 for more details). Landauer's principle asserts that an irreversible logical operation, such as erasure of an unnecessary information, inevitably causes heat generation [22] ; Bennett revealed that each irreversible Turing machine can be realized by a reversible one that simulates the former and leaves no garbage information on its tape when it halts [3] ; later on, Toffoli demonstrated that every irreversible d-dimensional cellular automaton can be simulated by some (d + 1)-dimensional reversible cellular automaton [33] , and Morita and Harao revealed computation-universality of one-dimensional reversible cellular automata [25] . Recently, it has been shown that a reversibly linear CA is either a Bernoulli automorphism or non-ergodic [5] .
While the reversibility of one-dimensional CAs is elucidated [2, 24, 27] , Kari indicated that the reversibility of multidimensional CAs is generally undecidable [16, 17] . When restricted to linear CAs, however, the reversibility problem of multidimensional systems is demonstrated [15, 23] . More explicitly, the necessary and sufficient condition for a multidimensional linear CA is given. For more information about the reversibility problem of CAs, the reader is referred to [18, 24] and the references therein.
Recently, the reversibility problem of CA under boundary conditions has been widely studied since the number of cells is usually finite in practical applications. As the reversibility problem of one-dimensional cellular automata under periodic boundary conditions is generally answered, there are relatively few results about both one-dimensional and multidimensional cellular automata under null boundary conditions (see [7, 8, 10, 21, 28, 36] and the references therein); beyond that, investigations about the reversibility problem of cellular automata with memory and σ-automata are also seen in the literature [32, 35] . Meanwhile, the reversibility problem of cellular automata on Cayley trees under periodic boundary conditions is studied in [6] .
In this paper, we consider the reversibility problem of d-dimensional linear cellular automata with the prolonged η-nearest neighborhood under null boundary conditions for d ≥ 3, η ∈ N, and characterize its inverse, if it exists. Figure 2 illustrates those cells that contribute to the evolution of the centered cells for η = 1 and η = 2. After revealing the matrix representation of a d-dimensional linear cellular automaton with the prolonged η-nearest neighborhood, studying the reversibility problem is equivalent to elaborating the invertibility of the corresponding matrix. We show that the associated matrix can be decomposed into the Kronecker sum of several smaller matrices, each of which is a Toeplitz matrix, and an algorithm for its inverse matrix, if it exists, is obtained. The main contributions of this paper are to significantly reduce the computational cost 1 of determining the reversibility of a multidimensional linear cellular automaton under null boundary condition and its reverse, if it exists, and the dynamical behavior of a multidimensional linear cellular automaton is characterized by the properties of block Toeplitz matrix (cf. [11, 12] for more details about the discussion of block Toeplitz matrix). Additionally, the study can extend to the ones under periodic boundary conditions with a minor modification.
The rest of this investigation is organized as follows. Section 2 recalls definitions and fundamental results in matrix theory and number theory that are used in the later discussion. Sections 3 and 4 consider three-dimensional cellular automata with nearest neighborhood, and Section 5 extends the results to general multidimensional cellular automata with the prolonged η-nearest neighborhood. Conclusions and further discussion are given in Section 6.
1 Roughly speaking, the computational cost of an n × n matrix is O(n 3 ), and the computational cost of our approach is O(n 3 d ), where d is the dimension of the considered system.
Preliminary
This section devotes to introducing the definition of three-dimensional linear cellular automata with nearest neighborhood over the finite field Z p = {0, 1, . . . , p−1} and recalling some well-established theorems in matrix theory and number theory.
Consider a three-dimensional infinite lattice Z 3 , divided in regular cells, the state of each cell is taking values from Z p . At each time step, the state of a cell changes according to a deterministic rule which depends on the state of each cell next to it; this is the so-called cellular automaton. Formally speaking, Z 3 is the set of cells and the set Z Z 3 p is called the configuration space. For each X ∈ Z Z 3 p and i ∈ Z 3 , X i ∈ Z p refers to the state of X at the cell i.
Let {e 1 , e 2 , e 2 } denote the standard basis of R 3 ; that is, e 1 = (1, 0, 0), e 2 = (0, 1, 0), and e 3 = (0, 0, 1).
Denote N = {0, ±e 1 , ±e 2 , ±e 3 }, where 0 = (0, 0, 0).
Fix a, b, c, d, e, f, c 0 ∈ Z p , define φ : Z N p → Z p as (1) φ(y N ) = c 0 y 0 + ay −e 2 + by e 2 + cy −e 1 + dy e 1 + ey −e 3 + f y e 3 (mod p)
A three-dimensional linear cellular automaton driven by the local rule φ with nearest neighborhood is defined as a pair (
for each i ∈ Z 3 . Namely, the state X i (t + 1) of cell i at time step t + 1 is determined by
A cellular automaton under null boundary condition is one such that only finitely many cells are associated with nonzero state. More explicitly, for n, m, s ∈ N, n, m, s ≥ 2, a three-dimensional linear cellular automaton under null boundary condition is described as
It is well-known that elaborating the behavior of a linear dynamical system is related to studying its corresponding matrix representation. Before characterizing the matrix representation of Φ N , which is postponed to the following section, we recall some definitions and results in matrix theory first.
Definition 2.1. Let A ∈ M j 1 ×j 2 (R) be a j 1 × j 2 real matrix and B ∈ M k 1 ×k 2 (R) a k 1 × k 2 real matrix. The Kronecker product (or tensor product) of A and B is the
Kronecker products have many interesting properties. For example, are omitted for the compactness of this paper. The reader is referred to [14, 29] for more details.
It is known that a given matrix A is reversible if and only if det A = 0, and det A is the product of its eigenvalues. Whenever A is decomposed into the Kronecker sum of small matrices B and C, it follows that A is reversible only if either B or C is reversible. To reveal the necessary and sufficient condition of A being reversible, we aim to characterize the eigenvalues of B and C completely. Completely characterizing the eigenvalues of B and C not only reduces the computational cost, but helps in determining the inverse matrix of A, if it exists. The related discussion is addressed later.
Next, we recall some results in number theory that will be used later for the investigation of eigenvalues. Suppose that F p is a finite field with characteristic p and F (x) is a polynomial over F p . Let α be a root of F (x);
the multiplicity of α is the largest positive integer n for which (x − α) n divides F (x). α is a simple root if n = 1 and is a multiple root otherwise. When the degree of F (x) is 2, it is seen that
in an extension field E, we say that F (x) splits in E.
be a family of polynomials.
A splitting field for F is an extension field E of F p satisfying:
2) E is the smallest field that contains the roots of each F i (x).
The next theorem describes an important property of irreducible polynomials over F p .
is irreducible of degree k, then F has a root α in an extension field E of F p with cardinality p k . Moreover, all the roots of F (x) are simple and are given by α, α p , . . . , α p k−1 .
For more details, the reader is referred to [26, 30] .
Three-Dimensional Cellular Automata: Reciprocal Cases
In the following two sections, we introduce the matrix representation of the three-dimensional linear cellular automata Φ N over Z p under null boundary conditions with local rule φ defined in (1) and elaborate the reversibility of Φ N via its matrix representation. This section considers the case where the evolution at each cell is independent of its current state (i.e., c 0 = 0) and each pair of parameters in every direction satisfies the quadratic reciprocity law (defined later). The general cases are elucidated in Section 4.
Fix n, m, s ≥ 2, define
herein, O k refers to the k × k zero matrix. We remark that M s is the 
where v denotes the transpose of v. Notably, Θ is a one-to-one correspondence. The following theorem indicates that T RN is the matrix representation of the cellular automaton Φ N with local rule φ defined in (1) and More explicitly, the diagram
Proof. The verification is straightforward, thus it is omitted. For j ≥ 0, define
herein [·] is the floor function.
For any collection of sets {S i } k i=1 , let S 1 + S 2 + · · · + S k denote the Minkowski sum of sets; that is,
Furthermore, we refer to S r (1, 1) as K r for the sake of simplicity. Theorem 3.2 characterizes all the eigenvalues of T RN completely. Herein, we consider the general cases (i.e., real coefficients) first, the case of coefficients in Z p is elaborated later on.
where R j denotes the set of roots of g j over C and α t 1 ,t 2 denotes the geo-
Proof. Suppose that t 1 , t 2 ∈ R + are positive real numbers, and A is an r × r real matrix. Given a qr × qr matrix
Define P T RN , P Ms , and P Sn as
respectively. It follows immediately that
Let g j (x) = det(xI j − K j ) be the characteristic polynomial of K j for j ≥ 1. Let g 0 (x) = 1 and g j (x) = 0 for j < 0. It can be verified that g j (x) satisfies the following recurrence relation:
We can conclude that
This completes the proof.
We remark that, when the discussion focuses on the finite field Z p , some of the eigenvalues of T RN are in the algebraic closure of Z p just like the real matrices considered in Theorem 3.2. Therefore, we study the eigenvalues of T RN in the extension field of Z p where the characteristic polynomial of T RN splits in. Furthermore, the discussion of Theorems 3.2 and 3.9 apply to real matrices analogously. Proof. The proof of Theorem 3.2 reveals the generating function G(u, x) of
This demonstrates that an alternative expression of g j (x) is
Suppose that λ is a root of g j (x). Then
It can be verified that
Let {λ r } k r=1 and {λ q } q=1 be the set of roots of g k (x) and g (x), respectively. It is seen that λ r = λ q for some q, r if and only if r
This demonstrates that deg h(x) = gcd(k + 1, + 1) − 1 and h(x) = g k (x) if and only if (k + 1)|( + 1).
To investigate the reversibility of T RN , Theorem 3.2 infers that it is essential to consider the case where the geometric means of the three pairs of 
Notably, k(t 1 , t 2 ) is well-defined if t 1 = t 2 or the pair {t 1 , t 2 } is in the same partition. For each prime p, let SR p ⊂ Z p × Z p be the domain of k(t 1 , t 2 );
we say that (t 1 , t 2 ) ∈ Z p × Z p satisfies the quadratic reciprocity law if However, it happens that deg(gcd(g
For instance, g 4 (x) and g 78 (x) are relatively prime in Z[x] while gcd(g [3] 4 (x), g [3] 78 (x)) ≡ t 4 + 1 (mod 3). On the other hand, numerical experiments indicate that deg(gcd(g [p] k (x), g
[p] (x))) = deg(gcd(g k (x), g (x))) for p < 100 and k, < 77.
For the rest of this section, we assume that (a, b), (c, d), and (e, f ) satisfy the quadratic reciprocity law until stated otherwise. ii) k 1 ≡ k 2 ≡ k 3 and k 3 ≡ ±2k 1 (mod p).
iii) k 1 , k 2 , and k 3 are pairwise distinct and k 3 ≡ ±(k 1 ± k 2 ) (mod p).
Herein
Proof. Since g
2 (x) ≡ (x + 1)(x − 1) (mod p), the desired result follows from straightforward examination. 
where A ∼ B denotes that the matrices A and B are similar. n , g [p] s are irreducible over Z p , then
n , g
[p]
m , and g
[p]
s over the splitting field for {g
Example 3.7. Suppose that m = n = s = 4 and p = 3. Since g 4 (x) =
is decomposed as two relatively prime irreducible polynomials, we can conclude that two factors of g 4 (x) are separable in their splitting field Z 3 (α), where α is a root of x 2 + 1 ≡ 0 (mod 3). It can be verified that k m = k n = k s = 1. Proposition
infers that
where λ 1 = 1+α, λ 2 = 1+2α are the roots of x 2 +x+2, and λ 3 = 2+α, λ 4 = 2 + 2α are the roots of x 2 + 2x + 2. Since 0 is an eigenvalue of T RN , the cellular automaton Φ is irreversible.
are a collection of invertible r × r matrices. Then
Proof. The proof is straightforward, and thus it is omitted.
In matrix theory, Jordan form of a given matrix reveals the most impor- n (x), and g Let
, which is reversible if and only if p = 3 (cf. Corollary 3.4 (i)). A straightforward examination shows that
Hence, we can conclude that
Example 3.11. Suppose that m = n = s = 4 and p = 5. It follows that (1, 1, 1), (1, 1, 4) , (1, 4, 4) , (2, 2, 2), (2, 2, 3), (2, 3, 3), (3, 3, 3) , (4, 4, 4) .
exists. Then Furthermore,
where P 16 (a, b) = P 4 (a, b) ⊗ I 4 . Notably,
Let U = U ⊗ (P 4 (d, c)U ). It follows that Let U = U ⊗ U , it is seen that 
Write
To increase the readability, we assume that k c,d = k a,b = 1, k e,f = 4. It is easily seen that Analogous calculation to the above demonstrates that n (x), and g s (x). For j ∈ {m, n, s}, there exists U j ∈ M j (E) such that U −1 j K j U j ≡ J j is the canonical Jordan form of K j in E. We divide the proof into several steps.
Lemma 3.8 illustrates that
Step 1. Let P c,d = diag(k c,d −1 , k 2 c,d −1 , · · · , k n c,d −1 ) and let U Sn = P c,d U n . It follows that U −1 Sn S n (c, d)U Sn = k c,d J n , where
and n, ∈ {0, 1} for 1 ≤ ≤ n − 1.
Step 2. Let P a,b = diag(k a,b −1 , k 2 a,b −1 , · · · , k s a,b −1 ) ⊗ I n . Since M s = I s ⊗ S n (c, d) + S s (a, b) ⊗ I n , we can derive that
Let U Ms = P a,b · (U s ⊗ U Sn ). Then
Step 3. Let P e,f = diag(k e −1 ,f , k 2 e −1 ,f , · · · , k m e −1 ,f ) ⊗ I ns and let U T RN = P e,f · (U m ⊗ U Ms ). It follows that
where A i = J Ms + k e,f λ m,i I ns for 1 ≤ i ≤ m, and m,i ∈ {0, 1} for 1 ≤ i ≤ m − 1. The desired generalized Jordan form J T RN of T RN is then obtained.
Step 4. Suppose that T RN is reversible. Lemma 3.8 asserts that the ex-
where B i,j = k c,d J n + (k a,b λ s,j + k e,f λ m,i )I n for 1 ≤ j ≤ s. Lemma 3.8
demonstrates that
where w i,j, = k c,d λ n, + k a,b λ s,j + k e,f λ m,i for 1 ≤ ≤ n.
Step 5. The desired algorithm for deriving the generalized Jordan form of T RN and its inverse matrix, if it exists, is as follows.
JFA1. Find U r such that U −1 r K r U r ≡ J r is a canonical Jordan form over the splitting field for {g
s }, where r = m, n, s.
JFA2. Let
P e,f = diag(k e −1 ,f , k 2 e −1 ,f , · · · , k m e −1 ,f ) ⊗ I ns , U T RN = P e,f · (U m ⊗ U Ms ).
Then U −1 T RN T RN U T RN is the desired generalized Jordan form of T RN . JFA3. Let { r 1 ,r 2 } r 1 −1 r 2 =1 ⊆ {0, 1} be the set obtained from J r 1 , where r 1 = m, n, s. Define w i,j, = k c,d λ n, + k a,b λ s,j + k e,f λ m,i , where 1 ≤ i ≤ m, 1 ≤ j ≤ s, and 1 ≤ ≤ n. Furthermore, let
for 1 ≤ q 1 , q 2 ≤ n,
O n , q 1 > q 2 ; for 1 ≤ q 1 , q 2 ≤ s. We obtain
O ns , q 1 > q 2 ;
The inverse matrix of T RN then follows immediately.
This completes the proof. 
For t 1 , t 2 ∈ Z p and j ∈ N, define
Let E denote the splitting field for g [p] n;c,d (x), g m;f,e (x), and let R j;t 1 ,t 2 be the collection of roots of g j;t 1 ,t 2 (x) in E. Similar to Theorem 3.2, the reversibility of T RN is revealed after we characterize its eigenvalues. Proof. Similar to the proof of Theorem 3.2, it suffices to show that g j;t 1 ,t 2 (x)
is the characteristic polynomial of S j (t 1 , t 2 ) since the set of eigenvalues of
Let g j;t 1 ,t 2 (x) = det(xI j − S j (t 1 , t 2 )) be the characteristic polynomial of S j (t 1 , t 2 ). Set g 0;t 1 ,t 2 (x) = 1 and g j;t 1 ,t 2 (x) = 0 for j < 0. It is easily seen that
Let G(u, x) = j≥0 g j;t 1 ,t 2 (x)u j be the generating function. Then
It follows immediately that
The proof is complete.
Proposition 4.2. Suppose that k < and t 1 t 2 = q 1 q 2 . Let h(x) = gcd(g k;t 1 ,t 2 (x), g ;q 1 ,q 2 (x)).
Then (i) deg h(x) = gcd(k + 1, + 1) − 1;
(ii) h(x) = g k;t 1 ,t 2 (x) if and only if (k + 1)|( + 1).
Proof. The proof is similar to the proof of Proposition 3.3, thus it is omitted. Proof. The proof is similar to the discussion in the proof of Theorem 3.9, thus we only sketch the outline.
Given t 1 , t 2 ∈ Z p and k ∈ N, let U k (t 1 , t 2 ) ∈ M k (E) be the matrix consists of the eigenvectors of S k (t 1 , t 2 ); in other words, n;c,d (x − c 0 ). Furthermore, the algorithm for the computation of the generalized Jordan form of T RN (Theorem 4.4) remains to be true with a minor modification.
Reversibility for Multidimensional Cellular Automata
This section extends the results in Sections 3 and 4 to multidimensional linear cellular automata with the prolonged η-nearest neighborhood for η ∈ N. The demonstration is analogous to the discussion in the previous sections, thus it is omitted. An n-dimensional linear cellular automaton Φ : Z Z n p → Z Z n p with nearest neighborhood is defined as
for every i ∈ Z n . Given m 1 , m 2 , . . . , m n ∈ N, m k ≥ 2 for 1 ≤ k ≤ n, a linear cellular automaton under null boundary condition is described as
for 1 ≤ k ≤ n, and i = (i 1 , i 2 , . . . , i n ).
First we consider the case where the parameter c = 0. Let Θ : Z m 1 ×m 2 ×···×mn p → Z m 1 m 2 ···mn p denote the transformation that designates the state X = (X i ) 1≤i k ≤m k ,1≤k≤n
as a column vector with respect to the anti-lexicographic order. Set T 1 = S m 1 ( 1 , r 1 ) and
where dim A refers to the dimension of the square matrix A. The following theorem is derived immediately. Since Θ is a one-to-one correspondence, the following statements are equivalent.
(1) Φ N is reversible;
(2) T n is invertible over Z p ;
(3) 0 is not an eigenvalue of T n over Z p . (4) . Then the set E Tn of eigenvalues of T n is
where "+" refers to the Minkowski sum.
Similar to Theorems 3.9 and 4.4, there is an algorithm for the computation of the generalized Jordan form of T n and T −1 n , if it exists. Rather than describing the steps of the corresponding algorithm, which is analogous to the discussion in the proof of Theorems 3.9 and 4.4, the following theorem illustrates the formula of the desired matrix that derives the generalized Jordan form of T n . ( k,j y −λe k + r k,j y λe k ) (mod p)
An n-dimensional linear cellular automaton Φ : Z Z n p → Z Z n p with the prolonged η-nearest neighborhood is defined as Φ(X) i = φ(X i+N ) = cX i + n k=1 η λ=1 ( k,j X i−λe k + r k,j X i+λe k ) (mod p) for every i ∈ Z n . Given m 1 , m 2 , . . . , m n ∈ N, m k ≥ 2 for 1 ≤ k ≤ n, a linear cellular automaton under null boundary condition is described as Φ N (X) i = cX i + n k=1 η λ=1 ( k,j (i)X i−λe k + r k,j (i)X i+λe k ) (mod p) where k,j (i) = k,j , i k ≥ η + 1; 0, otherwise; r k,j (i) = r k,j , i k ≤ m k − η; 0, otherwise;
for 1 ≤ k ≤ n, 1 ≤ j ≤ η, and i = (i 1 , i 2 , . . . , i n ).
For i, j ∈ N with j < i, define S i (α j , . . . , α 1 , β 1 , . . . , β j ) =
0 β 1 β 2 · · · β j 0 · · · 0 α 1 0 β 1 β 2 · · · β j · · · 0 α 2 α 1 0 β 0 · · · 0 α j · · · α 2 α 1 0
notably, S i (α j , . . . , α 1 , β 1 , . . . , β j ) is a Toeplitz matrix ( [11, 12] ). Set it is seen immediately that T n is the matrix representation of Φ N . In other words, Theorem 5.1 is extended to the η-nearest neighborhood case. The extension of Theorems 5.2 and 5.3 can be established analogously; we skip the description for the compactness of this investigation.
Conclusion and Future Work
In this paper, we investigate the reversibility problem of multidimensional linear cellular automata under null boundary conditions. It follows that the matrix representation of n-dimensional linear cellular automata with the prolonged η-nearest neighborhood is the Kronecker sum of n smaller matrices, each of which is a Toeplitz matrix. Such a cellular automaton is reversible if and only if the Minkowski sum of the sets of eigenvalues of block Toeplitz matrices contains no zero. When the cellular automaton is reversible, we provide an algorithm for deriving its reverse rule.
The proposed method significantly reduces the computational cost when the number of cells is large or when the dimension n is large. Furthermore, the dynamical behavior of a multidimensional linear cellular automaton under null boundary condition is revealed by elucidating the properties of block Toeplitz matrices.
We remark that the elucidation in this work can extend to the investigation of cellular automata under periodic boundary conditions with a minor modification. The discussion is analogous, hence it is omitted. Furthermore, Dennunzio et al. [9] characterize the properties, such as quasi-expansivity and closing property, of multidimensional cellular automata by transposing them into some specific one-dimensional systems. It is of interest how the results obtained in the present paper are reflected on its associated onedimensional cellular automaton. The related work is under preparation.
