Abstract. Let q be a large prime, and χ the quadratic character modulo q. Let φ be a self-dual Hecke-Maass cusp form for SL(3, Z), and u j a Hecke-Maass cusp form for Γ 0 (q) ⊆ SL(2, Z) with spectral parameter t j . We prove the hybrid subconvexity bounds for the twisted L-functions
Introduction
Bounding L-functions on their critical lines is one of the central problems in analytic number theory. For GL(1) L-functions, subconvexity bounds are due to Weyl [29] in the t-aspect, and Burgess [3] in the q-aspect. Hybrid bounds for Dirichlet L-functions are given by Heath-Brown [9, 10] . For GL(2) L-functions, in the weight aspect, this was achieved in Peng [27] . In the conductor aspect, Conrey-Iwaniec [4] used the cubic moment to give a strong subconvexity bound. And recently, Young [30] generalized their method to obtain a Weyl-type hybrid subconvexity bounds for twisted L-functions. In the level aspect, this was first given by Duke-Friedlander-Iwaniec [5] . Subconvexity bounds for Rankin-Selberg L-functions on GL(2) × GL(2) were known due to Sarnak [28] , Kowalski-Michel-Vanderkam [14] , and Lau-Liu-Ye [16] , etc. Now for L-functions on GL(1) and GL (2) , this was solved completely, due to the work of Michel-Venkatash [20] and many other important contributions on the way. For GL(3) L-functions, Li [18] gave the first subconvexity bound in the t-aspect for self-dual forms. Recently, Mckee-Sun-Ye [19] improved Li's results. Blomer [1] considered the conductor aspect for twisted L-functions on GL(3). On the other hand, in a series of papers [24, 25, 26] , Munshi used the circle method and GL(3) Voronoi formula to give the subconvexity bounds. So far, there are mainly two methods to solve the subconvexity problem for GL(3) L-functions: the moment method and the circle method. They work in different situations.
In this paper, we consider certain types of twisted L-functions of degree 3 and 6 in both q and t aspects. More precisely, let q be a large prime, and χ the primitive quadratic character modulo q. Let u j be an even Hecke-Maass cusp newform with spectral parameter t j of level q ′ |q. We denote the Hecke eigenvalues by λ j (n). Let φ be a self-dual Hecke-Maass form of type (ν, ν) for SL(3, Z), with is defined for Re(s) > 1, and can be continued to an entire function with a functional equation of conductor q 3 . Similarly, we define the Rankin-Selberg L-function
A(m, n)λ j (n)χ(n) (m 2 n) s , (
for Re(s) > 1, and can be continued to an entire function with conductor q 6 . Our main result is In order to prove Theorem 1.1, we will use two different methods to show the following two theorems. And with some modifications, we will give the proof of Theorem 1.1 in the end of §10. Remark 1. Theorem 1.1 gives the first hybrid subconvexity bound for GL(3) L-functions. Note that the convexity bound for L(1/2, φ × u j × χ) is (qt j ) 3/2+ε , and for L(1/2 + it, φ × χ) is (qt) 3/4+ε . Theorem 1.2 is crucial, which is a generalization of Blomer's results in [1] , since the bounds there are subconvexity in the q-aspect and convexity in the t-aspect. So any bound which is subconvexity in term of t and of polynomial growth in term of q is sufficient to get a hybrid subconvexity bound by combining with Theorem 1.2. Theorem 1.3 is a generalization of Li's results in [18] and MckeeSun-Ye's improvements in [19] .
Remark 2. Let f be a weight 2k holomorphic modular form for Γ 0 (q). One may prove L(1/2, φ × f × χ) ≪ φ,ε (qk) 3/2−θ+ε .
(1.4)
The proof of the above result is similar to Theorem 1.1, see Li [18, Appendix] for example. One can also think about the hybrid subconvexity bounds for GL(3) L-functions in other cases, such as Munshi [22, 23, 26] . We will get into these topics elsewhere.
We end the introduction with a brief outline of the proof of our theorems. In our work, we will assume q ≪ T B , for some fixed B > 0. Note that Blomer's method showed an upper bound of the form T A q 5/4+ε . To prove our theorems, the basic idea is similar to Li [18] and Blomer [1] . We consider the average of L(1/2, φ × u j × χ) over the spectrum of the Laplacian on Γ 0 (q)\H, see Proposition 3.1 and 7.1 below. And then our results follow from a theorem of Lapid [15] , which shows that L(1/2, φ × u j × χ) is always a non-negative real number. (We can drop all but one term to obtain an individual bound; similarly for L(1/2 + it, φ × χ).) To prove Proposition 3.1, which is strong in q-aspect, after applying the approximate functional equations for the Rankin-Selberg L-functions, the GL(2) Kuznetsov formula, and the GL(3) Voronoi formula, we are led to bound S σ (q, N ; δ), see (3.11) . To estimate S σ (q, N ; δ), we will use the hybrid large sieve inequality and many results in Conrey-Iwaniec [4] , Blomer [1] , and Young [30] . This is inspired by Young [30] . However, this will not give us subconvexity bounds in both q and t aspects. In order to prove results as in Theorem 1.1, we still need to handle the case q is much smaller than t. That is, we will need a result as in Theorem 1.3, which is strong in the t-aspect and will follow from Proposition 7.1. Now, to prove Proposition 7.1, it turns out that Li's method is still working. The key point here is that we can have a second application of the Voronoi formula. To get a better bound, we will also use an nth-order asymptotic expansion of a weighted stationary phase integral as Mckee-Sun-Ye [19] did. Throughout the paper, e(x) means e 2πix , negligible means O(T −A ) for any A > 0, and ε is an arbitrarily small positive number which may not be the same in each occurrence.
Preliminaries
In this section, we introduce notation and recall some standard facts of automorphic forms on GL(2) and GL(3).
Automorphic forms.
We start by reviewing automorphic forms for Γ 0 (q). Let H be the upper half-plane. Let A(Γ 0 (q)\H) denote the space of automouphic functions of weight zero, i.e., the functions f : H → C which are Γ 0 (q)-periodic. Let L(Γ 0 (q)\H) denote the subspace of squareintegrable functions with respect to the inner product
where dµz = y −2 dxdy is the invariant measure on H. The Laplace operator
acts in the dense subspace of smooth functions in L(Γ 0 (q)\H) such that f and ∆f are both bounded; it has a self-adjoint extension which yields the spectral decomposition
Here C is the space of constant functions, C(Γ 0 (q)\H) is the space of cusp forms and E(Γ 0 (q)\H) is the space of Eisenstein series. We choose an orthonormal basis B(q) of even Hecke-Maass forms of level q as follows: for each even newform u j of level q ′ |q we choose an orthonormal basis V(u j ) of the space generated by {u j (dz) : d|(q/q ′ )} containing u j / u j , and let B(q) be the union of all V(u j ) for u j ranging over the newforms of level dividing q. Let B * (q) be the subset of all newforms in B(q). Each u j ∈ B(q) with spectral parameter t j has a Fourier expansion
where W s (z) is the GL(2) Whittaker function given by
and K s (y) is the K-Bessel function with s = 1/2 + it. We have the Hecke operators acting on u j with
for all n with (n, q) = 1. We have
if n > 0. Moreover, the reflection operator R defined by (Ru j )(z) = u j (−z) commutes with ∆ and all T n , so that we can also require Ru j = ǫ j u j . Since R is an involution, the space C(Γ 0 (q)\H) is split into even and odd cusp forms according to ǫ j = 1 and ǫ j = −1. We define
By [12, Theorem 2], we have
The Eisenstein series E a (z, s) is defined by
It has the following Fourier expansion
The Eisenstein series E a (z, s) is even, and we have
And, by [4, p. 1188], we have
Now we recall some background on Maass forms for SL(3, Z). We will follow the notation in Goldfeld's book [7] . Let φ be a Maass form of type (ν 1 , ν 2 ). We have the following Fourier-Whittaker expansion
where U 2 (Z) is the group of 2 × 2 upper triangular matrices with integer entries and one on the diagonal, W J (z, ν 1 , ν 2 , ψ 1,1 ) is the Jacquet-Whittaker function, and M = diag(m 1 |m 2 |, m 1 , 1). From now on, let φ be a self-dual Hecke-Maass form of type (ν, ν) for SL(3, Z), normalized to have the first Fourier coefficient A(1, 1) = 1. For later purposes, we record the Hecke relation
Moreover, the Rankin-Selberg theory implies the bound
for all x ≥ 1. We will also need the following estimate (see Blomer [1, Eq. (10) and (11) 
, and the completed L-function is given by
where α 1 = 3ν − 1, α 2 = 0, and
whose completed version is
where
with δ = 0 or 1 according to whether χ(−1) = 1 or −1. Then Λ(s, φ × χ) is entire, and its functional equation is Λ(s, φ × χ) = Λ(1 − s, φ × χ). Note that the root number of Λ(s, φ × χ) is 1.
Next we consider the Rankin-Selberg convolution of φ with u j × χ given by
The function Λ(s, φ × u j × χ) is entire, and its functional equation is
Note that again the root number is 1. Finally, we consider the convolution with the Eisenstein series which is defined as
By the definition of η t (n) (2.6), by comparing the Euler products, we know that
Now we consider the approximate functional equations for L(s, φ × u j × χ) and L(s, φ × E a,t × χ). We use the results from Blomer [1, §2] . Let
(2.13)
We have the following approximate functional equations, (see [13, Theorem 5.3] ).
Lemma 2.1. We have
And similarly, we have
We see that V t (y) has the following properties which effectively limit the terms in (2.14) and (2.15) with m 2 n ≪ (q(1 + |t j |)) 3+ε and (q(1 + |t|)) 3+ε respectively. Note that we can separate the variables t and y in V t (y) by the second part of the following lemma. Moreover, we see the u-integral can be easily handled now. In our later application, we will take U = log 2 (qT ).
(for example, we can take α = 3/32).
(ii) For any 1 < U ≪ T ε , ε > 0, and |t − T | ≪ T 1−2ε , we have the following approximation 
The rest of the proof is following very closely to Young [30, §5] . At first, by Stirling's formula, if | Im(z)| → ∞ (with fixed real part), but |u| ≪ |z| 1/2 , then
for certain polynomials P k (u) of degree 2k. So for | Im(u)| ≪ U , and t ≍ T , we have that
for a different collection of P k (u). Note that, in fact, the factor (t/2) 3u is (t/2) 2 3u/2 , which is even as a function of t. For convenience, set P 0 (u) = 1. Hence 17) where the extra factor 1 + y t 3 −A arises from moving the contour to Re(u) = A if y ≥ t 3 , and to Re(u) = −1/4 if y ≤ t 3 (here we use the fact | Re(α j )| ≤ 7/32). We further refine (2.17) by approximating t by T . Since in our application h(t) is very small unless |t − T | ≪ M log 2 T , where M ≪ T 1/2 and T large, our assumption |t − T | ≪ T 1−2ε is flexible enough. Note that
By Taylor expansion, we have 18) for certain polynomial Q l (u) of degree ≤ l. So, by (2.17) and (2.18), we prove this lemma.
2.3. The Kuznetsov formula for Γ 0 (q). The two central tools we need in this paper are the Kuznetsov formula for Γ 0 (q) and the Voronoi formula for SL (3, Z) . In this subsection, we recall the Kuznetsov formula, and then in the next subsection, we will review the Voronoi formula. As usual, let
be the classical Kloosterman sum. For any m, n ≥ 1, and any test function h(t) which is even and satisfies the following conditions:
we have the following Kuznetsov formula (see [4, Eq. (3.17) ] for example).
where ′ restricts to the even Hecke-Maass cusp forms, δ m,n is the Kronecker symbol, 
(2.20)
Here α j has the same meaning as above, that is, α 1 = 3ν − 1, α 2 = 0, and α 3 = 1 − 3ν. Note that changing ψ(y) to ψ(y/N ) for a positive real number N has the effect of changing Ψ ± (x) to Ψ ± (xN ). The Voronoi formula on GL(3) was first proved by Miller and Schmid [21] . The present version is due to Goldfeld and Li [8] A(m, n)e nd c ψ(n)
To prove Theorem 1.2 by applying Lemma 2.4, we need to know the asymptotic behaviour of Ψ ± . This will be done in §4. Our work differs from Blomer [1] in the nature of the weight function Ψ ± . We will use the method of Young [30] . See Young [30, §8] for a more detail discussion of this method. However, to prove Theorem 1.3, we will need the following asymptotic formula for Ψ ± .
Lemma 2.5. Suppose ψ(y) is a smooth function, compactly supported on [N, 2N ]. Let Ψ ± (x) be defined as in (2.20) . Then for any fixed integer K ≥ 1, and xN ≫ 1, we have
where γ ℓ are constants depending only on α 1 , α 2 , α 3 , and K.
Proof. See Li [17, Lemma 6 .1] and Blomer [1, Lemma 6].
2.5. The stationary phase lemma. In this subsection, we will recall a result in Mckee-Sun-Ye [19] , which will be used to prove Theorem 1.3. Let f (x) be a real function, 2n + 3 times continuously differentiable for α ≤ x ≤ β. Suppose that f ′ (x) changes signs only at x = γ, from negative to positive, with α < γ < β. Let g(x) be a real function, 2n + 1 times continuously differentiable for α ≤ x ≤ β. Denote
, and 23) and ̟ k be defined by the Taylor expansion of g(x)
dx dy , where
has the same sign as that of x − γ. By [19, Lemma 3.4] we have
for some constant coefficients C kℓj . See [19, §2 and §3] for more details.
, and H k (x) be defined as above. Suppose that there are positive param-
and positive constants C r such that for α ≤ x ≤ β,
If T 0 is sufficiently large comparing to the constants C r , we have for n ≥ 2 that
3. Initial setup of Theorem 1.2
We are now ready to start with the proof of Theorem 1.2. As indicated in the introduction, both results follow rather easily from the following bound.
Proposition 3.1. With notation as above, for any ε > 0, T large, and M ≍ T 1/2 , we have
Theorem 1.2 is followed from the above proposition. The key ingredient is Lapid's theorem [15] about the nonnegativity of L(1/2, φ × u j × χ). See Blomer [1, §4] for more details.
To prove Proposition 3.1, we introduce the spectrally normalized first moment of the central values of L-functions
Here we choose the above weight because we can use Young's results [30] directly. However, maybe the following Li's weight function
will work too. By (2.5) and (2.8), we have
for any ε > 0. Therefore, to prove Proposition 3.1, we just need to prove
Applying Lemma 2.1 to M, we have
By Lemma 2.2, we can truncate the m, n-sums at
at the cost of a negligible error. Now we handle the weight V t (y). By Lemma 2.2 (we choose U = log 2 (qT )), to prove (3.3), we need to prove
, where
Now we apply the Kuznetsov formula with m = 1 (note that m has different meaning here), we arrive at bounding
where H, H ± are defined as in (2.19) with h(t) = h k,l (t). We will only deal with the case k = l = 0, since the others can be handled similarly. By (2.11), and the fact H ≪ T M T ε , we know the diagonal term is bounded by
Now we need to bound the off-diagonal terms
By the argument in Blomer [1, §5] , it is then enough to show that
for σ ∈ {±1}, where
w a suitable fixed smooth function with support in [1, 2] , and
Here we suppress the dependence on u in ψ σ (y; D). As Blomer [1, §5] did, by the Voronoi formula, we have
and Ψ
. We end this section by truncating the c-sum. Define
Using the weak bound H ± (y) ≪ T y 3/4 , and the Weil bound for Kloosterman sums, we have
which is good enough if C is a large power of qT . Therefore, it suffices to bound S with C ≪ (qT ) B for some large but fixed B.
Analytic separation of variables
Our goal in the section is to handle Ψ ± σ (x; D). We follow the approach in Young [30] . The following argument will need the stationary phase method. We'll use the following lemma (see [2, Lemma 8 
.1 and Proposition 8.2]).
Lemma 4.1. Suppose that w is a smooth weight function with compact support on [X, 2X], satisfying w j (t) ≪ X −j , for X ≫ 1 (in particular, w is inert with uniformity in X). Also suppose that φ is smooth and satisfies
X 2 for all t in the support of w, and there exists t 0 ∈ R such that φ ′ (t 0 ) = 0 (note t 0 is necessarily unique), then
where F is an inert function (depending on A, but uniformly in X and Y ) supported on t 0 ≍ X.
Here, following Young [30] , we say a smooth function f (x 1 , . . . , x n ) on R n inert if
with an implied constant depending on k 1 , . . . , k n and with the superscript denoting partial differentiation. Now, we recall some results about H ± from Young [30, §7] .
Lemma 4.2. Let H + be given by (2.19). There exists a function g depending on T and M satisfying g (j) (y) ≪ j,A (1 + |y|) −A , so that
Proof. See Young [30, Lemma 7.1] . And the upper bound for H + when x ≫ M T 1−ε comes from (4.4) and Lemma 4.1.
There exists a function g depending on T and M satisfying
Proof. See Young [30, Lemma 7.2] . And the upper bound for H − when x ≍ T is an easy consequence of (4.5).
and
where w is a fixed smooth function supported on [1/2, 3] , and with value 1 on [1, 2] . Now together with the Mellin technique, we can prove the following lemma, which will help us to separate the variables.
Lemma 4.4. Let x ≍ X with X ≫ (qT ) −B for some large but fixed B.
Note that here the ε on the right hand side may depend on k. Furthermore, if x ∈ [X, 2X], we haveΨ
And for |t| ≪ T ǫ , we have
where L is a function that takes the form
with the following parameters. Here λ X,T (t) ≪ 1 does not depend on x and D. If σ = 1,
Proof. We first handle the case X ≫ T ε . By Blomer [1, Lemma 6], we have 16) for some constants γ ℓ depending only on α 1 , α 2 , α 3 . Recall the definition of ψ σ (y; D) (3.9). By Lemmas 4.2 and 4.3, we arrive at
The y-integral can be analyzed by stationary phase. By Lemma 4.1, we know the above integral is small unless a stationary point exists, which implies
At this point, we can restrict the size of X. Recall that in our application, D = √ δN /c and N satisfying (3.10), we have D ≪ (qT )
2 . Hence we can assume that X ≪ (qT ) 6 . Otherwise, we get Ψ ± σ (x; D) ≪ T −A . Now we consider the range of D to make Ψ ± σ (x; D) be not negligible. At first, by the above argument, we can restrict ourself to the case (qT ) −B ≪ X ≪ (qT ) B . By (2.20) and Parseval's formula, we have
is the inverse Mellin transform of
. Now, by Lemmas 4.2 and 4.3, we can assume that
Thus we give the proof of part (i). Assuming (4.17), the stationary point at
where w 1 is inert in terms of v, and w 1 has support on (4.17). The fact that w 1 is inert in terms of v needs some discussion. We naturally obtain an inert function in terms of φ σ (v), but since φ σ (v) has bounded derivatives for |v| ≤ 1, we do get an inert function of v. Hence, to bound Ψ ± σ (x; D), we only need to estimate
where 
we have
where λ Y,T and U depend on Y, T . Precisely, we have λ Y,T (t) ≪ 1, and 
Finally, we deal with the case X ≪ T ε . By Blomer [1, Lemma 7] , for D satisfying (4.8), we have
Now, by (3.9) and Lemmas 4.2 and 4.3, we prove the upper bound (4.9). Next, we want to use the Mellin technique to separate the variables. Recall that
Note that for |t| ≫ T ǫ , (taking ǫ > 2ε), we have t/x ≫ T ε . So using integral by parts many times, for |t| ≫ T ǫ , we have Υ(t) ≪ (tT ) −A . By the Mellin inversion, for x ∈ [X, 2X], we havě
And for |t| ≪ T ǫ , the upper bound (4.11) of Υ(t) is a consequence of (4.7) and (4.23). Thus we prove part (ii). This finishes the proof of the lemma. Lemma 4.4 is good enough to give a nice bound for the terms related the K-Bessel function. However, we don't know how to apply both the large sieve inequalities and a second use of Voronoi formula when we want to bound the terms related to the J-Bessel function. So, on the one hand, in the following sections, we will get a bound without using the Voronoi formula twice. This result is good in q-aspect and not too bad in t-aspect. And then, on the other hand, in §8, we will use another method to deal with the integral transforms that appear on the right hand side of the Voronoi formula. This will be done by following Blomer [1, §3] , Li [18, §4] , and Mckee-Sun-Ye [19, §6] . By doing this, we will obtain a bound which is good in the t-aspect, and not too bad in the q-aspect. Then combining these two bounds, one can get a hybrid subconvexity bound. where
and from [4, Eq. (11.9)], we have
where τ (ψ) is the Gauss sum, and g(χ, ψ) ≪ q 1+ε . We first recall the following hybrid large sieve.
Lemma 5.1. Suppose U ≥ 1, and let a n be a sequence of complex numbers. Then
, and U ≥ 1. Then for any ε > 0, we have |t|≪U n≍N2,d≍D2 
We just handle the case q 2 = q, since the other cases turn out to have a smaller upper bound. By (5.4), we have
where |α d | ≤ 1. Now after applying Lemma 5.1, we prove the lemma.
6. Proof of Theorem 1.2
Denote R q (n) = S(n, 0; q) the Ramanujan sum. By a long and complicated computation, Blomer [1, Eq. (51)] gave
where ϕ is the Euler function, γ = π 3/2 χ(−1)/2, and
We summary the relations of these variables and previous variables here, although we don't need them in this section (see Blomer [1, §6] )
As Blomer [1, §7] did, in the q-aspect, one can use the decay conditions ofΨ ± σ to show that several variables can be dropped. But in our case, things become much more complicated. However, the argument is similar to Blomer [1, §7], and we need to track the dependence on T and M . One can see that the argument in §6.2-6.4 is similar to §6.1, and even easier. In the q-aspect, results in §6.2-6.4 are better. However, it seems that to get a good bound in the t-aspect, we have to use the large sieve in all cases.
6.1. The main case. We first deal with the main case, that is, c
. This is the most important case (at least in the q-aspect), so we give the details of the treatment of this case. Denote these terms in (6.1) as S † σ (q, N ; δ). Note that we have (d
Then we have
Since we have (n
We cancel the factor s from the numerator and denominator of the exponential getting
The main actors in (6.5) are the variables d 
By Lemma 4.4, we can assume that
Now we consider the case σ = −1, and
Note that U ≍ x 1/3 ≪ T 1+ε /M , and from (2.12) we have
Applying Lemma 5.2, we obtain 1
Here we use the fact r ≪ (qT ) 1/2+ε , which is a consequence of (6.6). Note that if σ = 1, and x ≫ T ε , then the same argument will give
. This will not give us a subconvexity bound in the t-aspect, so we have to sum over n 2 non-trivially. Now we consider the case
Note that the upper bound for N implies that this will happen only if q ≫ T 1−ε . By Lemma 4.4, for both σ = ±1, we have
Hence in both cases, we prove (3.7). This finishes the estimation of S σ (x; D) when σ = −1, and also when σ = 1 and x ≪ T ε . In next section, we will focus on the case σ = 1 and x ≫ T ε .
6.2. The case c 
Hence, by (3.10), we have
, q) = 1, and then k = q and ℓ = 1. Hence, after writing n
We cancel the factor s from the numerator and denominator of the exponential, and open the coprimality condition (n 
Then by Lemma 4.4, we have 1
Here we can assume that
Note that in both cases, we have U ≪ T 1+ε /M . We can use the multiplicative characters to separate the variables in the exponential function, together with Cauchy-Schwarz inequality and Lemma 5.1, we obtain 1
In the case σ = −1, we have 1
, which is good enough for our purpose by (3.7) . From now on we assume c
In the case σ = 1, the same argument will give 1
6.3. The case h = q. Next we show that h = q is negligible. Denote these terms in (6.1) as S ♮ σ (q, N ; δ). In this case, we have k = ℓ = 1 and q|d
Let s = (n 2 , gδ ′ ) and n 2 = n ′ 2 s as before. After opening the condition (n
Now we consider the sum over d
, and we can assume
The following argument will depend on the size of
. If x ≫ T ε and σ = −1, then by Lemma 4.4, we have
Hence by Lemma 5.1 again, we have
And again, if x ≫ T ε and σ = 1, the same argument shows that
Now if x ≪ T ε , then by Lemma 4.4, for both σ = ±1, we have
Hence by Blomer [1, Lemma 13], we have
. This proves (3.7) in this case. So from now on, we can assume c
6.4. The case k = q. Now, we show that we can also exclude the case k = q. First note that we can simplify k = (n 2 n ′ 1 , q). Hence we distinguish two cases and show that the contribution of q|n
and q|n 2 is negligible. We first deal with the case q|n ′ 1 . Denote these terms in (6.1) as S ♯ σ (q, N ; δ). As before, we have
Note that for q prime, we have R q (b) = ϕ(q) if q|b, and R q (b) = −1 if q ∤ b. By the same process, (writing n
, and by Lemma 4.4, we can assume
If σ = −1, then by Lemma 4.4, we have
. From now on we assume (q, n Now we treat the case q|n 2 . Denote these terms in (6.1) as S ♯♯ σ (q, N ; δ). Write n 2 = qn ′ 2 . By a similar argument, we get
We consider the sum over d
If x ≫ T ε and σ = −1, then by Lemma 4.4, we have
The same argument shows that
And if x ≫ T ε and σ = 1, we get
, then by Lemma 4.4 again, for both σ = ±1, we have
A better bound will show up under the assumption
6.5. Conclusion. From the above discussion, we can take M ≍ T 1/2 . This proves Proposition 3.1, and hence Theorem 1.2. On the other hand, recalling R ± in (3.6), we have
In the rest of this paper, we will use another method to bound R + , and then prove Theorem 1.3 and Theorem 1.1.
Initial setup of Theorem 1.3
As in Section 3, we will use the moment method to prove Theorem 1.
, we know that Theorem 1.3 follows from Theorem 1.2 if q ≥ T 2/33 . To prove Theorem 1.3, we only need to consider the case q ≤ T 2/33 . However, in the most part of our following arguments, we just require q ≤ T 1/4 , since we will need this in the proof of Theorem 1.1, see the end of §10. Similarly, at first, we will prove the following proposition.
Proposition 7.1. With notation as before, for any ε > 0, and T large, assuming q ≪ T 1/6 , and
It's easy to see that Theorem 1.3 will follow from Proposition 7.1. And as in §3, it suffices to prove
Recall that R ± is defined as in (3.6) . Note that we have (6.10), which gives a better bound for R − . So we only need to prove (7.2) for R + . As Blomer [1, §5] did, opening the Kloosterman sum, splitting the n-sum in to residue classes mod c, and detecting the summation congruence condition by primitive additive characters, it suffices to prove, for
where v a suitable fixed smooth function with support in [1, 2] , and N satisfying (3.10). Note that as pointing out in the end of §3, we can restrict the c-sum to c ≤ (qT ) B , for some fixed B > 0. Now we want to use the Voronoi formula to deal with the n-sum in (7.4). Before we do this, we need to give an asymptotic formula for H + . These will be done in the next section.
Integral transforms and special functions
In this section, we follow Blomer [ 
In the following we only treat H + 1 (x), since H + 2 (x) is a lower order term which can be handled in a similar way. It is clear that
by making a change of variable − Mζ π → ζ, here
and where
Now we apply the Voronoi formula for the n-sum in (8.10), getting . Since for q ≪ T 1/4 , we have
By Lemma 2.5, we have
Note that for Ψ + , when σ = 1 has no stationary points, so the contribution toS is negligible; so does Ψ − with σ = −1. Hence, we have
By (8.10) , to prove Proposition 7.1, we only need to show
Now we will use the stationary phase method to deal with (8.17) . Denote
By the first derivative of φ and the support of y, we know Ψ ± 0 (x) is negligible unless 2 3 There is a stationary phase point y 0 = x 2 c 6 /δ 3 such that φ ′ (y 0 ) = 0. Note that we have
Write a(y) = a ± (y). Let n 0 ∈ N which will be chosen later. Simple calculus estimates give us 
This estimate uses the current assumptions on c, and the size of N compared to q and T . Note that
We now need to deal with the ̟ 2j terms in (8.22) . Recall the expression for ̟ 2j in equation (2.24). Here we take 2 ≤ 2j ≤ 2n 0 . One can see from (2.24) that the main term from ̟ 2j is a (2j) (y 0 ). (a given in equation (8.15) , and φ, above (8.18), take the place of g and f in Lemma 2.6. Further y 0 takes the place of γ.) Using the above estimates, we have
The constant ultimately depends on n 0 and we have used M 0 ≫ N 0 . To estimate this error term contribution toR, we must divide by λ 
Using i 3 = 2j − i 1 − i 2 , the above bound will be
We will bound the contribution of all these error terms toR in the next section. This leaves the main term of a (2j) (y 0 ) (where i 3 = 2j and i 1 = i 2 = 0) which is 27) where the constant α j depends on j which ultimately can be bounded in terms of n 0 . As Li [18, §4] did, we can not bound these terms trivially. Instead, we will apply the Voronoi formula a second time. This will be done in section 10.
Contribution from the error terms
In this section, we will bound the contribution of these error terms (8.23), (8.25) , and (8.26) tõ R, see (8.16) . To do this, we need to recall the result of Blomer [1] for T ±,δ c1,n1,n2 (c, q).
Furthermore, we have
Recall that h, k, ℓ are defined in A trivial estimate shows
The contribution to (8.16 ) from the error term in (8.23) is bounded by By (8.11) and (3.10), (noting that we can let the ε in the upper bound of C be much smaller than the ε in the lower bound of M ), we have In this section, we will give the proof of Theorem 1.3 and Theorem 1.1. At first, we will estimate the contribution toR of a 2j (y 0 ) in (8.16) . To bound this, we only need to estimatẽ By Lemma 9.1, after some simplification, we havẽ Note that u ∈ [ε − i log 2 (qT ), ε + i log 2 (qT )], so the appearance of u in the exponents is harmless. As in §6, we have the following four cases to handle. Since all these cases are similar, we will only deal with the main case, that is the case c 
(10.6)
To remove the coprime condition (n 2 , d 
