Contribution au décodage à décision douce des codes correcteurs en bloc by Mohamed Mahmoud, Senad
Contribution au de´codage a` de´cision douce des codes
correcteurs en bloc
Senad Mohamed Mahmoud
To cite this version:
Senad Mohamed Mahmoud. Contribution au de´codage a` de´cision douce des codes correcteurs en
bloc. The´orie de l’information [cs.IT]. Te´le´com Bretagne; Universite´ de Bretagne Occidentale,
2016. Franc¸ais. <tel-01356210>
HAL Id: tel-01356210
https://hal.archives-ouvertes.fr/tel-01356210
Submitted on 25 Aug 2016
HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.
L’archive ouverte pluridisciplinaire HAL, est
destine´e au de´poˆt et a` la diffusion de documents
scientifiques de niveau recherche, publie´s ou non,
e´manant des e´tablissements d’enseignement et de
recherche franc¸ais ou e´trangers, des laboratoires
publics ou prive´s.

N° d'ordre : 2016telb0394 
 
 
Sous le sceau de l'Université Bretagne Loire 
 
 
Télécom Bretagne 
 
En accréditation conjointe avec l'Ecole Doctorale Sicma 
 
 
 
 
 
 
Contribution au décodage à décision douce des codes correcteurs 
en bloc 
 
 
 
Thèse de Doctorat 
 
Mention : Sciences et Technologies de l'Information et de la Communication (STIC) 
 
 
Présentée par Senad Mohamed-Mahmoud 
 
Département : Electronique 
 
Directeur de thèse : Michel Jézéquel 
Soutenue le 13 janvier 2016 
 
 
 
Jury : 
 
M. Christophe Jégo, Professeur, Bordeaux INP/ Enseirb-Matmeca (Rapporteur). 
M. Ayoub Otmani, Professeur, Université de Rouen (Rapporteur). 
M. Michel Jézéquel, Professeur, Télécom Bretagne (Directeur de thèse). 
M. Jean-Claude Carlach, Ingénieur de recherche, Orange Labs (co-encadrant de thèse). 
M. Patrick Adde, Directeur d.études, Télécom Bretagne (invité). 
REMERCIEMENTS
Je tiens à remercier toutes les personnes qui, de près ou de loin, ont contribué à
la réalisation de ce travail de thèse de doctorat. Ma reconnaissance s’adresse d’abord à
M. Christophe Jego etM. AyoubOtmani, qui ont accepté d’être rapporteurs dema thèse,
pour leur lecture attentionnée du rapport et leurs remarques constructives.
Je voudrais remercier aussi mon encadrant Jean-Claude Carlach pour son implica-
tion, son soutien et ses conseils dans les différentes phases de ce travail. Je remercie
égalementmon directeur de thèse le professeurMichel Jezequel pour son écoute et son
soutien tout au long de mes travaux de thèse, et Patrick Adde pour sa sympathie, sa
disponibilité et son aide.
Je salue les membres de l’équipe CREM à Orange Labs Rennes qui m’ont accueilli
pour l’élaboration de ce projet. Les nombreux échanges que nous avons eu tout au
long de ce travail m’ont beaucoup apporté et motivé. Je remercie particulièrement Jean-
Christophe Rault pour son accueil chaleureux, son écoute et sa disponibilité.
Je remercie aussi tous ceux qui ont été mes collègues de bureau pour la bonne am-
biance et les différents échanges : Jean, Marc-Antoine, Naila et Wissem.
Je remercie enfinma famille pour son soutien régulier.
RÉSUMÉ
Pour des trames de longueurs n supérieures ou égales à quelques milliers de bits
(n > 1000), les turbocodes et les codes LDPC (Low-Density Parity Check) ou leurs
variantes donnent d’excellentes performances avec une complexité raisonnable pour
des implémentations "temps réel" même pour des débits très élevés (GigaBit/s).
Par contre pour les petites longueurs (n < 1000) de trames, les turbocodes et codes
LDPC courts sont moins performants. En effet, pour avoir de grande distances mini-
males dmi n avec des codes de petites longueursn et de grandes capacités de correction,
il faut des codes dont les matrices de contrôle de parité soient de densité élevée et non
creuse, c’est à dire avec beaucoup de 1 et très peu de 0, comme celles des codes LDPC
ou des turbocodes. La densité élevée de la matrice de contrôle du code conduit à des
cycles courts dans le graphe de Tanner correspondant et donc rend les algorithmes type
BP (Belief Propagation) inefficaces.
L’objectif principal de cette thèse est donc de contribuer à améliorer le décodage à
décision douce des codes en bloc linéaires courts. Nos travaux se sont orientés, dans
un premier temps, vers l’étude d’une classe particulière de codes en bloc appelés codes
Cortex. La constructionCortex repose sur l’utilisationde codes debase depetites longueurs
assemblés en étages reliés par des permutations. Nous proposons une nouvelle
méthode pour estimer les variables cachées dans la structure afin de pouvoir effectuer
un décodage itératif entre les codes de base. Nous proposons une deuxième méthode
de décodage qui ne nécessite pas d’estimation des variables cachées en les dissimulant
dans des équations booléennes.
i
Dans un second temps nous avons élargi nos recherches à des algorithmes de dé-
codage très généraux valables pour tout code en bloc. Nous proposons dans ce cadre
troisméthodes de décodage basées sur des treillis-produits de complexité réduite cons-
truits à partir des lignes des matrices génératrice et de contrôle du code en bloc.
ABSTRACT
For lengths n greater or equal to several thousands of bits, turbocodes and LDPC
(Low-Density Parity Check) codes or theirs alternatives achieve a very goodperformance
with reasonable implementation complexity in a real time even for very high data rates
(GigaBit/s).
However for small code lengths (n < 1000), turbocode and LDPC codes are less ef-
ficients. Indeed, to get short block codes with high minimal distance dmi n and high
correction capabilities, theirs parity-check matrices must be not sparse i.e with much 1
and little 0 like the LDPC or turbocodes matrices. The high density of the parity-check
matrix yield to short cycles in the associated Tanner graph and therefore makes the al-
gorithms type-BP (Belief Propagation) not efficiencts.
Themain objective of this thesis is then to contribute to the soft decision decoding of
short linear block codes. Our work were directed, initially, toward the study of a partic-
ular class of block codes called Cortex codes. Cortex construction is based on the use of
component codes with small lengths assembled in stages connected by permutations.
We propose a new method to estimate the hidden variables in the structure in order to
perform iterative decoding between the component codes. We propose a second de-
coding algorithm which does not require estimation of hidden variables by concealing
them in boolean equations.
Secondly we have expanded our research to propose very general decoding algo-
rithms valid for any code block. We propose in this context three decoding methods
based on reduced complexity trellis-products constructed from the lines of generator
and parity-check matrices of block code.
as
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INTRODUCTION GÉNÉRALE
Ce mémoire résume mes 3 années de travail de recherche dans les Laboratoires
Orange Labs de Recherche et Développement (R&D) de l’Opérateur de télécommuni-
cations Orange à Cesson-Sévigné près de Rennes (France). J’ai eu la chance d’y tra-
vailler pendant 3 années, de Décembre 2012 à Novembre 2015, sur un sujet à la fois
bien théorique et bien pratique: les codes correcteurs d’erreur en bloc courts et leur
décodage à décision douce.
Dans le cadre de cette thèse nous avons mis la barre très haut en termes d’objectifs
de performances et de faible complexité d’implémentationdes algorithmes de décodage.
Mais comment ne pas mettre cette barre aussi haut pour contribuer en tant soit peu au
niveau international à l’avancée de ce domaine des codes correcteurs d’erreur? Cette
exigence de performances dans les résultats attendus est une nécessité pour passer le
filtre des experts-lecteurs (reviewers) afin d’espérer avoir un article accepté à la publica-
tion dans une des meilleures conférences internationales. Cette contrainte de publica-
tion internationale nous impose aussi demettre la barre très haut en termes d’originalité
et de performancesmais aussi de clarté d’exposé.
Ce domaine des codes correcteurs d’erreur est passionnant car à la fois très théorique
et très pratique carmotivé par un énormemarché industriel des télécommunications et
des matériels électroniques: téléphones portables, ordinateurs, tablettes, disques durs,
etc ... C’est toujours un marché en forte croissance tirée par un insatiable appétit des
consommateurs pour toujours plus de débit et de services de télécommunications. Le
nombre d’abonnements de téléphonie mobile se chiffre en Milliards et les générations
1G, 2G, 3G, ... de normes de téléphonie mobile se succèdent à un rythme effréné pour
les capacités d’investissement des Opérateurs de télécommunications dits "telcos": 2G
2en 1991, 3G en 2001, 4G en 2010, et bientôt la 5G prévue en 2020! Le graphique de la
Figure 1 montre l’évolution des générations de normes de téléphonie mobile et leurs
débits atteints ou envisagés:
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Figure 1. Evolution des technologies cellulaires d’aprs [1].
Les chiffres liés à Internet donnent le tournis. Et pourtant, aujourd’hui, seul 42% de
la population mondiale est connectée à Internet. La création de données numériques
n’a jamais été aussi féconde et l’augmentation est exponentielle. Le nombre d’utilisateurs
de l’Internet est passé d’environ 1.5milliards en 2008 à àpeuprès 3milliards d’utilisateurs
en 2014. En France, le nombre d’internautes devrait dépasser les 50 millions en 2016 et
atteindre 52.5 millions en 2018.
La Figure 2 présente l’évolution du nombre d’utilisateurs d’Internet dans le monde
entier entre 2008 et 2014.
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Figure 2. Nombre d’utilisateurs d’Internet entre 2008 et 2014 [2].
Le nombre d’objets connectés à internet est estimé en cette année 2015 à plus de 18
milliards d’objets [3] utilisés dans plusieurs domaines: télé-santé, domotique, capteurs
d’activités personnelles (quantified self), les systèmes électriques intelligents (smart
grid), la détection environnementale (capteurs de température,capteurs d’humidité,...etc),...etc
et il est prévu que ce nombre passera d’ici 2020 à plus de 50milliards!
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Figure 3. Nombre d’objets connects prvus d’ici 2020 [3].
4Ces nombreux services exigent une grande qualité et fiabilité dans la transmission
des données. Les systèmes de correction d’erreur y contribuent de façon très peu
apparente à l’utilisateur finalmais de façon si indispensable et efficace au niveau le plus
basique de la transmission: la couche physique. Le travail de recherche dans la couche
physique nous apprend donc lamodestie et l’humilité car les codes correcteurs sont ab-
solument omniprésents et indispensables aux télécommunicationsmais jamais mis en
lumière. Nous y sommes donc à l’abri du tapage médiatique et des modes. C’est pour-
tant un domaine humainement enrichissant car tous ces petits téléphones portables
recèlent tous des petits bouts des mêmes logiciels que la Communauté des Télécom-
munications a pensés, discutés, écrits, testés!
Un système de transmission fiable est donc un système qui permet de véhiculer des
données d’un point à un autre avec le moins d’erreurs possible tout en maximisant le
débit de transmission. Cette exigence de qualité finalement assez facilement quanti-
fiable a donné naissance en 1948 à la théorie de l’information débutant par l’article fon-
dateur de Claude Shannon[4]. Cet article de Shannon démontre qu’un tel système peut
être réalisé en utilisant un codage convenable de l’information à condition que le débit
de transmission envisagé ne dépasse pas la limite de la capacité du canal. Il faut ici
rendre hommage à RichardHamming qui a inventé les premiers codes correcteurs non-
triviaux en 1947. Claude Shannon a écrit ses articles fondateurs en connaissant bien les
travaux de Hamming sur ses codes correcteurs. Claude Shannon et Richard Hamming
occupèrent un temps le même bureau aux Bell Labs! D’après Hamming, la hiérarchie
des Bell Labs les considérait tous deux comme de si insupportables joyeux drilles qu’ils
furentmis ensemble à l’écart dans ce "placard" pendant un certain temps! Bien que cela
date de bientôt 70 ans, les travaux de tous nos brillants Prédécesseurs nous sont très
proches par leurs articles consultables par Internet dans la base de donnée d’articles
"Xplore" de l’IEEE1 et sont intemporels. Nous célébrerons en 2016 le 100ème anniver-
1 Institute of Electrical and Electronics Engineers
5saire de la naissance de Claude Shannon.
L’histoire de l’invention des codes deHammingmérite bien quelques lignes. Richard
Hamming travaillait en 1947 aux Bells labs comme scientifique et programmeur d’un
des tout premier calculateur. Un vendredi avant de partir en week-end, il "lance" un
long programme de calcul en espérant récupérer la solution du programme complexe
le lundi suivant. Mais de retour au travail ce lundi, le programmeavait été arrêté à cause
d’une erreur matérielle dans les circuits logiques à relais. Il entrepris de résoudre lui-
même le problème et de proposer une solution matérielle. Comme les calculs étaient
effectués en BCD (Binaire Codé Décimal): 4 bits codaient les entiers de 0 à 9, il ajouta
3 bits de redondance pour faire un mot de 7 bits dans lesquels on pouvait corriger une
erreur et en détecter deux! Les codes de Hamming étaient nés. Richard Hamming a
publié en 1950 ses codes en bloc linéaires capables de corriger une seule erreur [5].
Deux des plus prestigieux prix scientifiques créés par l’IEEE et décernés tous les ans
sont l’IEEE Shannon Award [6] et la Gold Hamming Medal [7]. Claude Berrou, Alain
Glavieux et Thitimajshima ont reçu la Gold Hamming Medal en 2003 pour l’invention
en 1991 et publication en 1993 des "turbocodes" qui ont révolutionné les télécommu-
nications. Les travaux des lauréats de l’IEEE Shannon Award sont aussi à l’origine des
avancées majeures du domaine des télécommunications avec comme exemples:
Gallager en 1983, Viterbi en 1991, Forney en 1995, Sloane en 1998, Kasami en 1999, Wolf
en 2001, McEliece en 2004, et Calderbank en 2015.
Depuis 1948, c’est donc une floraison ininterrompue d’inventions des codes
correcteurs d’erreur.
En 1954, Müller invente une nouvelle classe de codes pour la détection d’erreurs [8]
pour lesquels Reed propose ensuite un algorithmededécodage pour la correctiond’erreurs [9].
Ces codes sont connus sous le nom de "Reed-Müller"(RM).
6En 1955, Elias invente les codes convolutifs [10]. Il invente aussi presque en même
temps les codes produits [11] que Pyndiah réussit à décoder de façon itérative quasi-
optimale et peu complexe en 1995 [12].
En 1957 Prange invente les codes cycliques [13]. Deux ans plus tard et en 1959 Bose,
Chaudhury et Hockenghem inventent une nouvelle classe des codes cycliques, appelés
BCH (acronyme des initiales des noms des 3 inventeurs) [14][15] .
En 1960 Reed et Solomon inventent les codes Reed-Solomon [16] qui sont la classe
des codes cycliques la plus utilisée en pratique.
En 1961 Gallager invente, dans le cadre de sa thèse, les codes LDPC (Low-Density
Parity-Check) [17].
En 1966 Forney invente les codes concaténés [18]. Il propose un schéma de codage
en concaténant en série deux codes en bloc: un code de Reed-Solomon et un code bi-
naire.
Après les années 1960, les progrès dans le domaine des codes correcteurs d’erreur se
faisant apparemment rares, surgit une polémique "Coding is dead?" au premier congrès
de "IEEE Communication TheoryWorkshop" qui se tenait en Floride en avril 1971 [19].
Il a fallu attendre l’année 1993 pour avoir une réponse à cette question pessimiste.
Claude Berrou, Alain Glavieux et Thitimajshima [20] présentent, à la conférence ICC’93,
les turbocodes permettant d’atteindre la limite de Shannon à quelques fractions de dB
près. L’équipe de Claude Berrou de l’école Télécom Bretagne a présenté à cette même
conférence ICC’93 une puce VLSI réalisant le décodage des turbocodes en temps réel
rendant obsolète le coûteux projet à 1million de dollars du "Big-Viterbi Decoder" [21] à
216 = 65536 états! Les turbocodes ont vraiment été une révolution pour le domaine des
télécommunications. C’est d’ailleurs le terme exact de "révolution" donné par l’IEEE
avec l’attribution de la Gold HammingMedal aux Inventeurs.
7L’invention des turbocodes a ensuite suscité la redécouverte des codes LDPC par
MacKay en 1995 [22] après avoir été oublié pendant plus de 30 ans. Cet oubli prolongé
s’explique par la trop grande complexité des calculs de décodage des codes LDPC pour
les technologies disponibles en 1961. L’explosion de la puissance de calcul des circuits
intégrés sur silicium à grande échelle ou VLSI (Very Large Scale Integrated) la rendant
possible sur une seule puce 1991. Cette croissance exponentielle, depuis les années
1970, de la capacité d’intégration sur silicium est bien connue sous le nom de "Loi de
Moore [23]" du nom de GordonMoore l’un des fondateurs de la Société Intel.
Figure 4. Evolution des dimensions minimales de gravure en microns(µm) des
circuits VLSI et de leurs densits en nombre de transistors/mm2 compars la loi
de Moore entre 1970 et 2020 d’aprs [24].
Les techniques de décodage aussi ont évolué en parallèle de l’invention de ces familles
de codes de plus en plus complexes et puissantes pour corriger des erreurs.
Nous pouvons considérer que le début de l’emploi des techniques de décodage à
"décision douce", c’est-à-dire utilisant toute l’information d’une variable reçue quan-
tifiée sur de multiples niveaux 4, 8, 16, 32, . . . et non plus seulement avec son signe 0
ou 1 encore appelée "décision dure", remonte au décodagemajoritaire employé pour la
8première fois pour le décodage des codes de Reed-Müller(RM) en 1954 [9]. Le décodage
majoritaire consiste à ajouter les répliques d’une même variable binaire et de décider 0
ou 1 s’il y a une majorité de répliques à 0 ou 1 parmi l’ensemble de ces répliques d’une
même variable. Le terme "réplique" provient des travaux de Gérard Battail [25–27] sur
le décodage à décision douce dans les années 1970.
Le premier algorithme introduit pour le décodage des codes convolutifs a été inventé
par Wozencraft en 1957 [28]. Cet algorithme, appelé décodage séquentiel, est ensuite
amélioré par Fano [29] en 1963.
En 1961, Gallager invente, en même temps que les codes LDPC, le fameux algo-
rithme de décodage Belief Propagation (BP)[17].
L’algorithme de décodage qui fait date est l’algorithme de Viterbi proposé en 1967
par Viterbi [30] comme méthode de décodage pour les codes convolutifs. En 1969,
Omura montre dans [31] que l’algorithme de Viterbi est similaire à une phase en-avant
ou forward d’un algorithme de programmation dynamique proposé par Bellman en
1957 [32].
En 1973 Forney [33] montre tout l’intérêt de cet algorithme de Viterbi pour faire en
temps réel le décodage des codes convolutifs mais plus généralement de tous les codes
décrits par un treillis. Forney présente en même temps, la notion d’un treillis pour les
codes convolutifs.
En 1974 Bahl, Cocke, Jelinek et Raviv présentent un nouvel algorithme [34] qui per-
met d’estimer de façon optimale les probabilités a posteriori par bit à partir des proba-
bilités a priori par bit reçu et du treillis du code. Ils présentent en même temps et pour
la première fois une méthode simple pour calculer un treillis d’un code en bloc à partir
de sa matrice de contrôle.
En 1978, Wolf [35] présente une méthode pour construire un treillis d’un code en
bloc similaire à la méthode BCJR et détermine une borne supérieure pour le nombre
d’états de ce treillis. Cette publication était la première étude approfondie et dédiée à la
structure en treillis des codes en bloc.
9En cettemême année 1978,Massey publie un papier [36] dans lequel il présente une
nouvelle méthode pour calculer un treillis d’un code en bloc et donne une définition
plus précise d’un treillis d’un code et quelques propriétés fondamentales de la structure
du treillis.
Cependant, ces premiers travaux sur les treillis des codes en bloc n’ont pas attiré
beaucoup d’attention et les recherches dans ce domaine resteront inactives pendant les
10 prochaines années. Cette période d’inactivité dans ce domaine est justifiée par le
fait que la majorité des chercheurs à cette époque croyaient fortement que les codes en
bloc ne pouvaient pas avoir une structure en treillis simple comme les codes convolu-
tifs et donc l’impossibilité de leur décodage par l’algorithme de Viterbi (à l’exception
de quelques codes courts) et que la seule manière de décoder les codes en bloc était
d’utiliser le décodage algébrique.
Il a fallu attendre 10 ans avant que Forney publie en 1988 son papier [37] qui a remis
ce domaine au goût du jour. Dans ce papier Forney montre que certains codes en bloc
comme les codes Reed-Müller (RM) peuvent avoir des treillis simples et il y présenteune
méthode pour calculer un treillis minimal d’un code c’est-à-dire le treillis qui a le plus
petit nombre d’états de tous les treillis décrivant le code.
Depuis cette date, les recherches dans le domaine des treillis des codes en bloc se
sont intensifiées conduisant ensuite au développement rapide du domaine et surtout à
la conception des algorithmes de décodage à décisiondouce et de bonnes performances
pour les codes en bloc [38–44].
Les représentations en treillis des codes conduisent à la conception des algorithmes
de décodage de performances optimales ou quasi-optimales avec une complexité ré-
duite [45]. Cette réalité a interféré avec nos objectifs,en termes de conception d’algorithmes
de décodage, en nous a encourageant beaucoup à aller dans la direction de décodage
des codes en bloc sur treillis
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En 1989, Hagenauer présente une variante de l’algorithme de Viterbi appelée SOVA
(Soft-Output Viterbi Algorithm) [46] permettant d’associer des fiabilités aux décisions
dures de l’algorithme de Viterbi.
En 1990, Koch et al propose une variante de l’algorithme BCJR moins complexe
et moins performante appelée Max-Log-MAP [47]. Cinq ans plus tard et en 1995,
Robertson et al présente une autre variante de l’algorithmeBCJR appelée Log-MAP [48]
qui permet de réduire sa complexité sans dégrader ses performances.
En 1996, Wiberg montre, dans le cadre de sa thèse [49], que le décodage des tur-
bocodes et les codes LDPC peut se faire sur graphes creux (en anglais sparse graph)
en utilisant l’algorithme de décodageMS (Min-SumAlgorithm). Wiberg re-découvre les
travaux de Tanner et ses graphes [50] créant ensuite un nouveau domaine appelé "codes
sur graphe" ou bien en anglais "codes on graph".
La publication des turbocodes en 1993 à ICC’93 la Conférence Internationale des
Communications en Mai 1993 [20] a provoqué une floraison d’études, de publications
et d’inventions comparables à celle de 1951 après l’invention des codes de Hamming.
En ces années 1990, dans la foulée des turbocodes, demultiples variantes de familles
de codes concaténés sont inventées dont les codes Cortex inventés en 1998 par
Carlach et Vervoux [51]. Les codes Cortex constituent une famille de codes en bloc de
paramètres (n = 2∗ k,k,dmi n) construits avec de petits codes de base concaténés en
série et en parallèle où n, k et dmi n sont respectivement la longueur, la dimension et la
distanceminimale du code. Nous reprendrons en détails cette famille des codes dans le
deuxième chapitre de ce manuscrit de thèse.
Dans la suite nous citons les dates de quelques inventions "récentes" qui, entre
autres, représentent une avancée dans le domaine des codes correcteurs d’erreurs.
En 1999,TenBrink invente la notionde "EXITChart" ou courbe de transfert d’information
extrinsèque pour étudier la convergence des décodages itératifs [52][53].
En 2001, Berrou et al. frappe encore un coup en perfectionnant les turbocodes par
l’invention des turbocodes duobinaires [54].
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En 2009 Arikan [55] reprend une structure d’encodage ressemblant à celle des codes
Cortex pour créer les "Polar Codes" pour des codes en bloc de grandes longueurs et
surtout proposer des algorithmes de décodage efficaces sur ces structures.
Les années 2000 voient aussi un nouveau domaine émergé, les codes correcteurs
quantiques [56]. Les codes correcteurs quantique ou QEC (Quantum Error Correction)
permettent de combattre la fragilité des états quantiques qui empêche de compléter
les algorithmes quantiques et donc l’accélération de développement des ordinateurs
quantiques.
Depuis le début dema thèse en 2012 et encoremaintenant en 2015,peut-on s’aventurer
à poser la question: "Coding is Dead"? Les turbocodes et les codes LDPC sont bien ins-
tallés et reconnus dans les normes jusqu’à la 4G. N’y-a-t-il donc plus rien à découvrir
ou inventer? Il suffit d’ouvrir une des revues mensuelles de l’IEEE comme IEEE Trans-
actions on Information Theory, IEEE Transactions on Communications ou IEEE Trans-
actions on Wireless Communications, . . .pour se rendre compte de l’ineptie d’une telle
assertion. Jamais la théorie de l’information et ses domaines connexes comme les codes
correcteurs d’erreur n’ont été aussi florissants!
Cependant, quelques "petits" problèmes restent non-résolus. En effet les turbocodes
et les codes LDPC ou leurs variantes ont d’excellentes performances pour des longueurs
n supérieures ou égales de l’ordre de quelques milliers de bits (n > 1000) et pour une
complexité raisonnable des implémentations en temps réel même pour des débits très
élevés (GigaBit/s).
Par contre pour les petites longueurs (n < 1000) de codes, et c’est très paradoxal, le
décodage de turbocodes et codes LDPC courts est moins performant. En effet, pour
avoir de grande distances minimales dmi n avec des codes de petites longueurs n et
de grandes capacités de correction, il faut des codes dont les matrices de contrôle de
parité soient de densité élevée et non creuse, c’est à dire avec beaucoup de 0 et très
peu de 1, comme celles des codes LDPC ou des turbocodes. Or, comme une matrice
dense implique des cycles courts dans le graphe de Tanner du code, l’algorithmeBelief-
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Propagation (BP) de Gallager sur ce graphe de Tanner est très inefficace à cause des cy-
cles de longueur très courtes qui ramènent, lamême information extrinsèque à l’endroit
où elle a été produite!
L’objectif principal de cette thèse est donc l’étude des algorithmes de décodage à
décision douce pour les codes en bloc courts.
Nous nous sommes intéressés dans un premier temps à l’étude d’une classe parti-
culière de codes en bloc dits Cortex [51] dont le décodage généralisé est encore non-
résolu sauf pour des cas très particuliers comme le code de Golay(24,12,8). L’objectif
très ambitieux fixé dans ce cadre est de mettre en oeuvre des algorithmes de décodage
qui tirent avantage de la structure de codage factorisée des codes Cortex mais sans être
contraints par la longueur du code. Cependant, toutes nos tentatives de décodage ont
été confrontées au problème de variables cachées dans cette structure et à la difficulté
de leurs estimations à partir des symboles reçus.
Dans un deuxième temps, nous avons élargi nos recherches en fixant de nouveaux
objectifs, encore très ambitieux, de proposer des algorithmesde décodage très généraux
valables pour tout code en bloc. Nous nous sommes posé tout d’abord la question sur le
point de départ qui doit être un point commun entre tous les codes en bloc: la représen-
tation la plus commune entre codes en bloc est la représentation matricielle soit par la
matrice génératrice ou par la matrice du contrôle du code. Avec ces objectifs ambitieux,
nous avions un oeil ouvert sur les travaux déjà effectués sur les treillis des codes en bloc
et les opportunités que ces treillis offrent pour concevoir des algorithmes de décodage
de bonnes performances. Nous devons citer dans cadre les travaux de F. Kschischang
et al [57] et Calderbank et al [41] sur les treillis des codes en bloc. Dans ces travaux,
est proposée une méthode permettant de calculer un treillis global d’un code en bloc
par le produit cartésien des plusieurs treillis élémentaires à 2 états issus des lignes de
la matrice génératrice ou la matrice de contrôle du code. Un nouvel axe de recherche
est ensuite né. Il s’agit d’étudier les possibilités de mettre en oeuvre des schémas de
décodage itératif basés sur des treillis de complexité réduite construits à partir de ces
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treillis élémentaires à 2 états. Les résultats de cet axe de recherche sont présentés dans
les deux chapitres 3 et 4.
Ce manuscrit de thèse est organisé en quatre chapitres.
Le premier chapitre résume brièvement l’état de l’art de codes correcteurs d’erreurs.
Il présente les codes en bloc. Il donne ensuite une description de la notion d’un treillis,
qui est fondamentale dans nos travaux, et présente quelques méthodes permettant de
le calculer pour un code en bloc. Il présente également les algorithmes de décodage les
plus utilisés resp. l’algorithme de Viterbi et l’algorithme BCJR, ainsi que leurs variantes
resp. SOVA (Soft Viterbi Algorithm) et Max-Log-Map. A la fin, il présente la notion du
décodage itératif et l’explicite à l’aide d’un exemple d’un turbocode.
Le deuxième chapitre est consacré à l’étude des codes Cortex. Il donne tout d’abord
un bref résumé des plus intéressants travaux de recherches effectués autour des codes
Cortex. Il présente ensuite la structure d’encodage des codes Cortex et donne quelques
exemples de constructions. Finalement, il aborde le sujet de décodage en présentant les
difficultés encore posées devant la conception des algorithmes de décodage basés sur
la structure. Il présente dans ce cadre certains décodages qui ont été effectués puis les
résultats de nos travaux de recherchemême si ce sont des échecs qui nous ont beaucoup
appris.
Le troisième chapitre, présente un algorithme original de décodage des codes en
bloc. Cet algorithme fait interagir des treillis élémentaires issus de lamatrice génératrice
(ou de contrôle) du code 2 à 2 sur plusieurs étages afin de calculer des estimations des
fiabilités ou décisions douces encore appelées Log-Likehood Ratio (LLR) a posteriori
sur les symboles reçus. Il présente la notion d’un treillis élémentaire, définit le produit
cartésien et expose laméthode à l’aide d’un code deHamming(8,4,4). Les performances
de l’algorithme sont ensuite abordées avec une étude détaillée de sa complexité.
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Le quatrième chapitre, présente deux algorithmes originaux de décodage itératif
pour les codes en bloc basés sur des treillis-produits. Ces deux algorithmes utilisent
des treillis-produits de complexité réduite construits à partir des treillis élémentaires
représentant des lignes de la matrice de contrôle du code. Le premier algorithme fait
une recherche du mot le plus probable sur chacun des treillis-produits au lieu de faire
la recherche sur le treillis global du code. Le deuxième algorithme est un algorithme à
décision douce en entrée et en sortie (SISO: Soft-In Soft-Out) qui délivre en sortie une
estimation des LLRs a posteriori des symboles reçus.
Le cinquième chapitre est une conclusion où nous rappelons les résultats obtenus
et donnons les perspectives aux travaux présentés dans cette thèse.
Chapitre 1
NOTIONS DE BASE SUR LES CODES CORRECTEURS D’ERREUR
1.1 Introduction
Le but premier des codes correcteurs d’erreur est d’augmenter la fiabilité des communi-
cations en présence de bruits et d’interférences en protégeant aumaximum l’information
utile des perturbations. Le canal de transmission peut être perturbé par du bruit, au
point de détruire l’information émise. Le codage est l’opération faite sur l’information
avant sa transmission. Il consiste en l’insertion d’une quantité de redondance avec les
données utiles à envoyer afin de nous permettre de restituer l’information émise à la ré-
ception. Cette opération de restitution à la réception s’appelle le décodage. La Figure 1.1
présente unmodèle d’une chaine de communications numériques.
Démodulateur
canal bruit
d
c
y
dˆ Décodeur
Codeur Modulateur
information
utile émise
information
utile estimée
Figure 1.1. Modle d’une chaine de communication
1.2 Les codes en bloc linéaires
Le codage en bloc consiste à associer à un bloc d’information d de k symboles un bloc
c , appelé mot de code, de n symboles avec n ≥ k. Le code introduit donc une quantité
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de redondance de (n − k) symboles. Les symboles prennent leurs valeurs dans un al-
phabet A . Les alphabets les plus employés en pratique sont les corps de Galois Fq à q
éléments [59].
Un code en bloc est une application f de l’ensemble Fkq vers l’ensemble F
n
q qui asso-
cie à un bloc d’information x unmot de code c :
f Fkq ❀ F
n
q
d 7−→ c = f (x)
Les paramètres k et n sont appelés respectivement la dimension et la longueur du code
en bloc que nous notonsC (n,k). Le rendement du codeC , noté R , est un rapport entre
la dimension k et la longueur n du code: R = k/n.
Si q = 2, les symboles prennent leurs valeurs dans F2 = {0,1} et le code est dit binaire.
Dorénavant, nous allons considérer seulement les codes en bloc binaires.
1.2.1 Linéarité
Un code en bloc C (n,k), défini sur F2 est dit linéaire si et seulement si ses 2
k mots de
code constituent un sous-espace vectoriel de dimension k de l’espace vectoriel Fn2 c’est-
à-dire si l’application f est linéaire. La linéarité implique que la somme de deux mots
de code est aussi unmot de code et que le mot tout à zéro est unmot de code.
1.2.2 Matrice génératrice
Un code en bloc linéaire C (n,k), défini sur F2, associe à un bloc d’information
d = (d0,d1, . . . ,dk−1) de k bits, un bloc c = (c0,c1, . . . ,cn−1) den bits. Soient (b0,b1, . . . ,bk−1)
et (b′0,b
′
1, . . . ,b
′
n−1) deux bases des ensembles F
k
2 et F
n
2 respectivement. Donc le vecteur
d peut être décrit par:
d =
k−1∑
i=0
di .bi (1.1)
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Comme l’application f est linéaire, le mot c est donné par:
c = f (d )=
k−1∑
i=0
di . f (bi ) (1.2)
Comme f (bi ) ∈ Fn2 , alors ils existent n valeurs binaires gi0,gi1, . . . ,gi (n−1) telles que:
f (bi )=
n−1∑
m=0
gi m .b
′
i (1.3)
SoitG la matrice constituées des lignes g i = f (bi ), i = 0,1, . . . ,k−1:
G =


g0
g1
...
gk−1


=


g00 g01 . . . g0(n−1)
g10 g11 . . . g1(n−1)
...
...
...
g(k−1)0 g(k−1)1 . . . g(k−1)(n−1)


(1.4)
Le mot c peut donc être exprimé sous forme d’un produit matriciel entre le vecteur x et
la matriceG tel que:
c = d ·G (1.5)
La matriceG de dimensions k×n est appelée matrice génératrice du code C .
Le code en blocC n’a pas une seulematrice génératrice. En effet, toute permutation
des vecteurs de la base (b0,b1, . . . ,bk−1) (resp. de la base (b′0,b
′
1, . . . ,b
′
n−1)) conduit à une
base de Fk2 (resp. de F
n
2 ) et donc à une nouvelle matrice génératrice du code. En d’autre
termes, toutepermutationdes lignes ou de colonnes de lamatriceG conduit à une autre
matrice génératrice du code C .
1.2.3 Matrice de contrôle de parité
Unematrice de contrôle de parité H du codeC vérifie, pour toutmot de code c deC , la
relation suivante :
c ·H T = 0 (1.6)
où H T désigne la matrice transposée de H .
La matrice H permet au décodeur de détecter la présence d’erreurs sur le mot reçu car
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il suffit que son produit avec H T soit différent de 0. C’est pour cette raison qu’elle est
appelée matrice de contrôle de parité.
Si lamatriceG est sous forme systématique c’est-à-dire qu’elle s’écrit sous la forme :
G = [I k |P ] (1.7)
où I k est unematrice d’identité de dimensions k×k. Alors la matrice de contrôle H est
donnée par:
H = [P T |I n−k ] (1.8)
où P T désigne la matrice transposée de P .
Nous pouvons associer au code en bloc linéaire C , un code en bloc linéaire qu’on note
C
⊥ de dimension (n − k) et de longueur n, qui vérifie que tout mot du code C ⊥ est
orthogonal à toutmot du codeC c’est-à-dire le produit scalaire entre unmot deC et un
mot de C ⊥ est nul. Le code C ⊥ est appelé code dual de C .
La matrice de contrôle H du code C est unematrice génératrice pour C ⊥.
1.2.4 Distance minimale
Le poids de Hamming, noté w t (c), d’unmot de code c d’un code en blocC est le nom-
bre de ses éléments non nuls. Le poidsminimal, noté wmi n , d’un codeC est le plus petit
poids de Hamming de tous les mots de code non nuls.
wmi n = min
c∈C ,c 6=0
w t (c) (1.9)
Pour un code linéaire, sa distance minimale, notée dmi n , est égale à son poids minimal.
dmi n =wmi n (1.10)
Un code linéaire C de longueur n, de dimension k et de distance minimale dmi n est
notéC (n,k,dmi n).
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1.2.5 Capacité de détection et de correction d’erreur
Pour un code en bloc C de distance minimale dmi n , deux mots de code se distinguent
sur au moins dmi n positions. Cela signifie que tout motif (ou pattern) de t erreurs
(t ≤ (dmi n − 1)), dans un mot de code, ne peut pas le transformer en un autre mot de
code. Nous pouvons doncdétecter jusqu’àdmi n−1 erreurs dans unmot de code. Cepen-
dant, nous ne pouvons pas détecter tous les motifs de dmi n erreurs. En effet, il existe au
moins une paire de mots de code qui se distinguent exactement en dmi n positions et
donc un motif de dmi n erreurs peut transformer l’un de ces deux mots en l’autre. Le
même argument s’applique aux patterns de plus de dmi n erreurs. Pour cette raison,
nous disons que la capacité de détection d’erreurs d’un code en bloc de distance mini-
male dmi n est dmi n−1. Parmi les erreurs detectées, le codeC peut garantir la correction
d’au moins t erreurs tel que:
t = ⌊(dmi n −1)/2⌋ (1.11)
où ⌊.⌋ est l’opérateur partie entière inférieure.
1.2.6 Les représentations en treillis des codes en bloc
Dans ce paragraphe, nous allons tout d’abord donner une définition formelle d’un treil-
lis puis nous allons l’exposer à l’aide d’un exemple d’un petit code en bloc binaire (4,2).
Le calcul d’un treillis d’un code en bloc est ensuite abordé en présentant dans les sec-
tions 1.2.6.1 et 1.2.6.2 deuxméthodes permettant de le calculer. La section 1.2.6.3 étudie
la complexité d’un treillis en l’évaluant en termes du nombre d’états et de branches.
Soit C (n,k,dmi n) un code en bloc linéaire défini sur F2. Le treillis décrivant le code
en bloc C est un graphe noté T = (V ,E ,F2) de longueur n où l’ensemble V est parti-
tionné à n+1 étages d’états telles que:
V =V0∪V1∪ . . .∪Vn , avec |V0| = |Vn | (1.12)
Et E est un ensemble des branches telles que chaque branche dans E est étiquetée d’un
bit de F2 et elle commence d’un état de Vt et se termine en un autre état de Vt+1 pour
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t ∈ {0,1, . . . ,n − 1}. L’ensemble d’indices {0,1, . . . ,n − 1} introduit par la partition dans
l’équation 1.12 est appelé l’axe du temps du treillis T .
Dans ce treillisT , un chemin est composé d’une succession de branches allant d’un état
de l’étageV0 à un état de l’étageVn . Il y a une correspondance bijective entre l’ensemble
des chemins de T et l’ensemble des mots du code C .
Dans le cas où le treillis commence par un seul état (par convention l’état 0) et se ter-
mine en seul état (c’est-à-dire |V0| = |Vn | = 1), il est dit "classique". Dans le cas contraire
où |V0| = |Vn | > 1, le treillis est dit "tail-biting" [41–44].
Exemple: Treillis décrivant le code en bloc de paramètres (n = 4,k = 2)
Un treillis décrivant le code (4,2) est représenté sur la Figure 1.2. Dans ce treillis, il y a
une correspondance bijective entre l’ensemble de ses chemins et l’ensemble des mots
du code (4,2) composé de 4 mots suivants: {(0,0,0,0), (0,1,1,0), (1,0,1,1), (1,1,0,1)}. Le
calcul d’un treillis d’un code en bloc, et en particulier le calcul de ce treillis, est abordé
dans les paragraphes suivants.
00 00 00 00 00
01 01
10
11 11
0 0 0 0
1
1
1
0
0
1
1
1
V0 V1 V2 V3 V4
Figure 1.2. Treillis dcrivant le code binaire (4,2).
Remarque:Dans tout ce rapport, une "section" d’un treillis signifie la partie com-
posée de deux étages d’états reliés par un ensemble de branches. La section t du
treillisT est composée de deux étages d’étatsVt−1 etVt et l’ensemble des branches
de E qui les relie. Donc dans le treillis T , il y a (n+1) étages et n sections.
Dans la suite, nous allonsprésenter deuxméthodes permettantde calculer un treillis
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d’un code en bloc. Ces deux méthodes seront utilisées au cours de ce rapport.
1.2.6.1 Construction Wolf-BCJR
Cette méthode a été proposée en 1974 par Bahl, Cocke, Jelinek et Raviv [34], en même
temps que l’algorithme de décodage BCJR, pour calculer un treillis d’un code en bloc à
partir de sa matrice de contrôle de parité. Les travaux ultérieurs de Wolf [35] en 1978
présentent uneméthode similaire et montrent que le nombre d’états "actifs" à un étage
t du treillis est au plus 2(n−k) où k et n sont la dimension et la longueur du code en bloc.
Dans ce paragraphe, nous allons tout d’abord donner une description des étapes ef-
fectuées par la méthode pour calculer un treillis d’un code en bloc linéaire. Puis nous
l’explicitons à l’aide d’un exemple simple du code en bloc binaire (4,2). Pour décrire
cette méthode nous considérons un code en bloc linéaire C (n,k), défini sur F2 et dont
une matrice de contrôle est notée H = [h0,h1, . . . ,hn−1], telle que hi ∈ F(n−k)2 ,
06 i 6 n−1, sont les colonnes de H .
Les étapes effectuées par la méthode BCJR pour calculer le treillis T = (V ,E ,F2) du code
C sont décrites telles que:
1. Le treillis commence sur l’état zéro initial de l’étage t = 0, V0 = {0}.
2. A l’étage t , 0< t < n, pour tout état vt−1 ∈Vt−1 et tout élément ct ∈ F2, il existe un
état vt ∈Vt tel que:
vt = vt−1+ct .h t . (1.13)
La branche qui connecte l’état vt−1 à l’état vt est étiquetée par le symbole ct .
3. Au dernier étage, t = n, le treillis se termine sur l’état zéro final: Vn = {0}.
Pour expliciter cette méthode de construction, nous allons construire un treillis pour le
code binaire (n = 4,k = 2) dont unematrice de contrôle H est la suivante:
H = [h0,h1,h2,h3]=

0 1 1 1
1 0 0 1

 (1.14)
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Le treillis associé à ce code contient (n+1)= 5 étages d’étatsV0, V1,. . . ,V4. Chaque étage
contient un ensemble d’états (au maximum 2k = 22 = 4 états). Le premier étage V0 con-
tient un seul état, v (0)0 = 0, qui est aussi l’état de départ du treillis. De cet état émergent
exactement deux branches vers deux états du deuxième étageV1. Une branche associée
à la valeur du bit 0 et l’autre associée à la valeur de bit 1. Ces deux branches arrivent
respectivement sur deux états v (1)0 et v
(1)
1 du deuxième étageV1 qui sont calculées par la
formule de l’équation 1.13 tel que:
v (1)0 = v (0)0 +0.h0 =

 0
0

 (1.15)
v (1)1 = v (0)0 +1.h0 =

 0
1

 (1.16)
Le deuxième étage d’états contient donc les deux états v(1)0 et v
(1)
1 . De chacunde ces deux
états émergent aussi deux branches qui vont déterminer l’ensemble d’états du troisième
étage V2 tel que:
v (2)0 = v (1)0 +0.h0 =

 0
0

 (1.17)
v (2)1 = v (1)1 +0.h0 =

 0
1

 (1.18)
v (2)2 = v (1)0 +1.h0 =

 1
0

 (1.19)
v (2)3 = v (1)1 +1.h0 =

 1
1

 (1.20)
Nous répétons le même processus pour calculer les états des deux étages V3 et V4. La
Figure 1.3 présente le treillis non élagué du code car il y a 4 états dans l’étage final.
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00 00 00 00 00
01 01
10
11 11
0 0 0 0
1
1
1
0
0
1
1
1
01
10
01
10
11
1
1
1
1
1
0 0
0 0
0
V0 V1 V2 V3 V4
Figure 1.3. Treillis BCJR non lagu pour le code (4,2).
Le treillis de la Figure 1.3 est ensuite élagué en supprimant les états non connectés à
l’état final (00). La Figure 1.4 présente le treillis final élagué.
00 00 00 00 00
01 01
10
11 11
0 0 0 0
1
1
1
0
0
1
1
1
V0 V1 V2 V3 V4
Figure 1.4. Treillis BCJR lagu pour le code (4,2).
1.2.6.2 Construction par produit de treillis
Le principede laméthode présentéepar Kschischang et al [57] pour le calcul d’un treillis
d’un code en bloc consiste à exprimer celui-ci sous forme d’une somme de sous-codes
puis de calculer son treillis par le produit cartésien des treillis de ces sous-codes. Les
sous-codes sont générés par les lignes de la matrice génératrice G du code et chaque
sous-code est ensuite décrit par un treillis à 2 états contenant 2 cheminsdont un représente
le mot tout à zéro et l’autre représente la ligne elle même.
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Ce paragraphe est organisé comme suit. Tout d’abord, nous allons décrire formelle-
ment le produit cartésien effectué par la méthode. Puis nous allons montrer comment
les treillis élémentaires à 2 états sont calculés à partir des lignes de la matrice généra-
trice. La méthode est ensuite explicitée pour le calcul d’un treillis du code en bloc bi-
naire (4,2).
1.2.6.2.a Produit cartésien
Pour décrire le produit cartésien, nous considérons deux treillis T0 = (V (0),E (0),F2) et
T1 = (V (1),E (1),F2), tels que: V (i ) = {V (i )0 ,V (i )1 , . . . ,V (i )n } et E (i ) = {E (i )0 ,E (i )1 , . . . ,E (i )n−1}, pour
i ∈ {0,1}.
Le produit cartésien entre T0 et T1 noté T0⊗T1 est défini tel que [57]:
T0⊗T1 = {((v0t−1,v1t−1), (e0t +e1t ), (v0t ,v1t ))}. (1.21)
où v it−1 ∈V (i )t−1, v it ∈V (i )t et e it ∈ E (i )t pour i ∈ {0,1}.
1.2.6.2.b Treillis élémentaires
Dans ce paragraphe, nous allons présenter la construction des treillis élémentaires à 2
états décrivant les sous-codes générés par les lignes de la matrice génératrice du code.
Pour cela, nous définissons tout d’abord la notion de "span" d’un vecteur ligne g i par
l’intervalle [a,b] où a et b sont des entiers représentant respectivement la première et
dernière positions non nulles du vecteur g i . Par exemple, le "span" du vecteur ligne
g 0 = (0,0,1,0,0,0,1,0) est [3,7]. La forme d’un treillis élémentaire dépend du span du
vecteur ligne qu’il représente.
Le treillis élémentaire associé à une ligne g i = (gi0,gi1, . . . ,gi (n−1)) de "span" [a,b] est
calculé tel que:
• Les sections de t = a−1 à t = b−1 sont décrites par la Figure 1.5.
• Chaque section t pour t < (a−1) ou t > (b−1) est décrite par la Figure 1.6.
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0 0
1
0
1
0
1 1
0 0
0
1
0 0
1
...
0
t = a−1 t = a t = b−1t = b−3
gi a gi (b−1)
0
1
0
gi (a+1)
0
1
0
gi (b−3)
t = a+1 t = b−1...
Figure 1.5. Sections du treillis lmentaires associes aux bits dans le span [a,b]
de la ligne g i .
0 0
0
Figure 1.6. Section du treillis lmentaires associe un bit 0 en dehors du span
[a,b] de la ligne g i .
1.2.6.2.c Description de la méthode et exposé d’exemple
Soit C (n,k), un code en bloc linéaire, défini sur F2 et G = [g 0,g 1, . . . ,g k−1]T une ma-
trice génératrice, tel que g i ∈ Fn2 , 0 6 i 6 k − 1, sont les lignes de G . Chaque ligne g i ,
06 i 6 k−1, de G génère un sous-code de C noté 〈g i 〉. Le code C est donc donné par:
C = 〈g 0〉+〈g 1〉+ . . .+〈g k−1〉. (1.22)
Soient T0,T1, . . . ,Tk−1 les treillis décrivant les sous-codes 〈g 0〉,〈g 1〉, . . . ,〈g k−1〉.
Le treillis T décrivant le code en bloc C est donné par le produit de ces treillis élémen-
taires:
T = T0⊗T1⊗ . . .⊗Tk−1 (1.23)
Pour expliciter cette méthode, nous allons calculer le treillis décrivant le code en bloc
binaire (n = 4,k = 2) dont unematrice génératriceG est la suivante:
G =

g 0
g 1

=

1 0 0 1
0 1 1 0

 (1.24)
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Nous allons tout d’abord calculer les treillis associés aux sous-codes 〈g 0〉 et 〈g 1〉 générés
par les 2 lignes de la matrice génératrice G . Pour cela il suffit de
calculer les spans des deux lignes et d’appliquer ensuite les régles décrites dans le para-
graphe 1.2.6.2.b. Le span de la ligne g 0 est [1,4] et le span de la ligne g 1 est [2,3]. Les
treillis T0 et T1 décrivant les sous-codes 〈g 0〉 et 〈g 1〉 sont présentés respectivement sur
les figures 1.7 et 1.8.
0 0 0
1
0 0
1 1
0 00 0
00
1 1
Figure 1.7. Treillis T0 dcrivant le sous-code 〈g 0〉.
0 0 0
1
0 0
0 00 0
1 1
Figure 1.8. Treillis T1 dcrivant le sous-code 〈g 1〉.
Le treillis T décrivant le code (4,2) est donc obtenu par le produit cartésien entre les
2 treillis T0 et T1. Le treillis T est décrit par la Figure 1.9.
00 00 00 00 00
01
10 10 10
11
0 00 0
00
1
1
1
1
1
1
Figure 1.9. Treillis T = T0⊗T1 dcrivant le code (4,2).
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1.2.6.3 Complexité du treillis d’un code en bloc
La complexité du treillis d’un code en bloc est principalement déterminée par le nombre
d’états et de branches dans le treillis [60][84]. La complexité d’état est mesurée par le
nombre d’états à chaque étage du treillis et la complexité de branche par le nombre
total des branches dans le treillis. Pour définir ces deux notions de complexité, nous
considérons un code en bloc C (n,k) défini sur F2 et T = (V ,E ,F2) son treillis associé tel
que V =V0∪V1∪ . . .∪Vn .
1.2.6.3.a Complexité d’état
Afin de définir formellement la complexité d’état utilisée dans la théorie des treillis, on
définit tout d’abord le profil d’états (ρ0,ρ1, . . . ,ρn) tel que:
ρi = log2(|Vi |) (1.25)
La complexité d’état ρmax (T ) du treillis T est tout simplement donnée par:
ρmax(T )= max
0≤i≤n
(ρi ) (1.26)
Dans [35], Wolf calcule une borne supérieure de ρmax (T ) comme suit:
ρmax (T )≤max(k,n−k) (1.27)
La complexité d’état d’un treillis permet donc de déterminer la complexité de décodage
sur ce treillis. Pour l’algorithme de décodage Viterbi [33], le nombre maximum des sur-
vivants et métriques à stocker est de l’ordre de 2ρmax (T ).
1.2.6.3.b Complexité de branche
La complexité de branche de T est définie par le nombre total de branches dans le
treillis T . Cette complexité détermine le nombre d’opérations arithmétiques néces-
saires dans un algorithmededécodagepour décoder une séquence reçue comme l’algorithme
de Viterbi [33] ou BCJR [34].
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1.3 Modèles des canaux de transmission
1.3.1 Canal discret sans mémoire
Un canal discret sans mémoire ou DMC (Discret Memoryless Channel) est un canal qui
est caractérisé par les propriétés suivantes:
• Discret: le signal d’entée x et le signal de sortie y prennent leurs valeurs dans des
alphabets finis.
• Sans mémoire: le signal de sortie y ne dépend que du signal d’entrée x et des
statistiques du canal. Il ne dépend pas des signaux précédents ou suivants.
Soient x = (x0,x1, . . . ,xn−1), une séquence émise et y = (y0, y1, . . . , yn−1), la séquence
reçue correspondante. La probabilité conditionnelle P (y |x) est donnée par:
P (y |x)= P {(y0, y1, . . . , yn−1)|(x0,x1, . . . ,xn−1)}. (1.28)
Commechaque échantillion yi ne dépendque du symbole émis xi , la probabilitéP (y |x)
peut donc être exprimée comme suit:
P (y |x)=
n−1∏
i=0
P (yi |xi ). (1.29)
1.3.2 Canal binaire à effacement
Lemodèle du canal binaire à effacement ouBEC(Binary ErasureChannel) a été présenté
en 1955 par Elias [10]. Les erreurs qui interviennent sur ce modèle de canal n’altèrent
pas les symboles d’information mais les effacent complétement. L’entrée du canal à
l’instant t , notée ct , est un symbole binaire: ct ∈ {0,1}. La sortie correspondante yt prend
ses valeurs dans l’alphabet {0,?,1}, où le symbole "?" indique une incertitude totale sur
la valeur du bit. Chaque bit transmis, soit est reçu correctement ou est effacé avec une
probabilité p: yt ∈ {ct , ?} et P (yt =?) = p. Le graphe de transition du canal à effacement
est donné par la Figure 1.10.
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0
p
p
1−p
1−p
0
1 1
?
Figure 1.10. Modle du canal binaire effacement.
Le canal binaire à effacement (BEC) peut être utilisé pour modéliser la transmission
sur les réseaux de données, où les paquets arrivent soient correctement, soient sont per-
dus à cause de la surcharge des mémoires-tampons (buffers) ou des délais importants.
1.3.3 Canal à bruit blanc additif gaussien
Le canal à bruit blanc additif gaussien ou AWGN(Additive White Gaussian Noise) est un
canal à entrées discrètes et à sorties continues. Le terme "blanc" vient de l’analogie en-
tre la lumière "blanche" qui mélange toutes les fréquences lumineuses et le bruit qui
possède la même densité spectrale de puissance N0 à toutes les fréquences. Le canal
AWGN affecte le signal émis par un bruit gaussien η centré de variance σ2 tel que :
σ2 = N0/2. Si le signal émis x = (x0,x1, . . . ,xn−1) est décrit par la variable aléatoir X qui
prend sa valeur dans un alphabet fini {X0,X1, . . . ,Xq−1} alors le signal reçu y = (y0, y1, . . . , yn−1)
est décrit par une variable aléatoire Y dont l’expression est donnée par : Y = X +η.
X Y = X +η
η
Figure 1.11. Modle du canal AWGN.
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La distribution du signal reçu y est décrite par la loi de Gauss:
P (Y |X = Xi )=
1p
2piσ
e−
1
2 (
Y −Xi
σ )
2
. (1.30)
Le canal à bruit blanc additif gaussien (AWGN) est le canal de référence pour étudier les
performances des codes correcteurs d’erreur et leurs algorithmesde décodage. Cemod-
èle de canal ne tient pas compte des autres phénomènes qui peuvent affecter le signal:
le fading, la sélectivité fréquentielle, interférences, etc... Le canal AWGN est utilisé aussi
pour modéliser la transmission dans plusieurs systèmes de communication comme le
système de communication par satellite.
1.4 Décodage des codes en bloc
Le décodage consiste à rechercher le mot de code émis c à partir du mot reçu y .
Il existe deux stratégies possibles pour exploiter les données reçues. La première stratégie
consiste à quantifier les échantillons du signal reçu en deux niveaux seulement 0 et
1 avant de les délivrer au décodeur. Le décodage dans ce cas est dit à entrées dures.
Le décodage à entrées dures qui utilise en plus la structure algébrique du code est ap-
pelé décodage algébrique. La seconde stratégie consiste à délivrer au décodeur toute
l’information d’un symbole reçu quantifiée sur de multiples niveaux 4, 8, 16,. . . et non
plus seulement avec son signe 0 ou 1. Le décodage dans ce second cas est dit à entrées
souples. Le décodage à entrées souples peut apporter un gain jusqu’à 2 dB [45] par rap-
port au décodage à entrées dures mais il exige une complexité de calcul beaucoup plus
grande. Les algorithmesqui fournissent avec la décision dure une certaine fiabilité, sont
appelés algorithmesà sorties souples ou SISO (Soft-Input Soft-Output). Les algorithmes
SISO ont connu, en particulier, une grande importance surtout avec l’invention des tur-
bocodes [20] dont le décodage itératif nécéssite une information de vraisemblance sur
les symboles décidés.
Dans cette section nous allons présenter quelques algorithmes de décodage à dé-
cision douce utilisés pour le décodage des codes en bloc. Cette section est organisée
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comme suit. La sous-section 1.4.1 présente l’algorithmedeViterbi. La sous-section 1.4.2
présente une variante de l’algorithme de Viterbi appelée SOVA qui permet de calculer
des valeurs de vraisemblances pour les symboles du mot le plus probable. La sous-
section 1.4.3 présente l’algorithme BCJR qui fait un calcul exact des probabilités a pos-
teriori des symboles reçus. Les sous-sections 1.4.4 et 1.4.5 présentent deux variantes de
l’algorithmeBCJRpermenttant de réduire sa complexité. Finalement, la sous-section 1.4.6
aborde le décodage itératif. Elle présente la notion d’information extrinsèque et expose
le décodage itératif à l’aide d’un exemple de turbocode.
1.4.1 Algorithme de décodage de Viterbi
Soit C (n,k) un code en bloc linéaire défini sur F2 et c = (c0,c1, . . . ,cn−1) un mot de
code de C . La modulation utilisée est la modulation à 2 phases ou BPSK qui associe
le bit 0 (respectivement 1) à la valeur modulée −1(respectivement +1). Le mot modulé
x = (x0,x1, . . . ,xn−1) associé au mot c est ensuite transmis sur un canal perturbé par un
bruit blanc additif gaussien de varianceσ2=N0/2. Lemot reçu est noté y = (y0, y1, . . . , yn−1).
L’objectif de l’algorithmeML (Maximum-Likelihood) est l’identification de la séquence
cˆ ∈C la plus probable, sachant la séquence de symboles reçus y :
cˆ = Ar g {max
c∈C
P (c/y)} (1.31)
d’où en utilisant la lois de Bayes:
cˆ = Ar g {max
c∈C
P (y/c)
P (c)
P (y)
} (1.32)
Comme tous les mots de code sont équiprobables et que la probabilité P (y) est
constante, on peut écrire:
cˆ = Ar g {max
c∈C
P (y/c)} (1.33)
Comme la probabilité P (y/c) est inférieure à 1 et que la fonction log(x) est strictement
croissante alors la quantité logP (y/c) est toujours négative. Donc maximiser la proba-
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bilité P (y/c) revient à maximiser− logP (y/c) et on peut écrire:
cˆ = Ar g {max
c∈C
(− logP (y/c))} (1.34)
Comme nous supposons que le canal est perturbé par un bruit additif de composantes
indépendantes alors:
cˆ = Ar g {max
c∈C
(− logP (y/c))}
= Ar g {max
c∈C
(− log(
n−1∏
t=0
P (yt |ct )))}
= Ar g {max
c∈C
n−1∑
t=0
(− logP (yt |ct ))} (1.35)
Le décodage ML effectue donc une recherche exhaustive dans l’ensemble des 2k mots
de code, ce qui entraine une complexité de calcul exponentielle avec la dimension du
code k.
L’algorithme de Viterbi fait une recherche du chemin le plus probable sur un treillis
représentant le code [33]. Dans ce treillis, il y a une correspondance bijective entre un
chemin et un mot de code. L’algorithme de Viterbi transforme donc le problème de
recherche exhaustive du mot le plus probable dans l’ensemble des mots de code à une
recherche du chemin le plus probable sur le treillis. Il cherche le chemin quimaximise la
probabilité conjointe P (y,S), où S = (s0, s1, . . . , sn) désigne un chemin (séquence d’états)
dans le treillis. Alors, le chemin le plus probable Sˆ est donné par:
Sˆ = Ar g {max
S
P (y,S)} (1.36)
Dans la suite de ce paragraphe, nous allons tout d’abord démontrer que le chemin Sˆ
représente lemot le plus probable obtenu avec le critèreML. Puis, nous allons présenter
les calculs effectués par l’algorithmede Viterbi sur le treillis pour déterminer ce chemin.
Commemaximiser la probabilitéP (y,S) revient àmaximiser− logP (y ,S), on peut écrire:
Sˆ = Ar g {max
S
(− logP (y,S))} (1.37)
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En utilisant la lois de Bayes, l’expression du chemin le plus probable peut être donnée
par:
Sˆ = Ar g {max
S
(− log(P (y |S))− logP (S))}
= Ar g { max
S=(s0,s1,...,sn )
(− logP ((y0, y1, . . . , yn−1|(s0, s1, . . . , sn)))
− logP (S))} (1.38)
La quantité positive (− logP (S)) est constante pour tous les chemins du treillis car ils
sont équiprobables et donc elle peut être ignorée. La valeur du symbole yt ne dépend
que de la transition entre les états st et st+1, ce qui implique que le chemin Sˆ peut être
exprimé par:
Sˆ = Ar g {max
S
− log(
n−1∏
t=0
P (yt |(st , st+1)))}
= Ar g {max
S
n−1∑
t=0
(− logP (yt |(st , st+1)))} (1.39)
Comme ct représente l’étiquette de branche qui relie les deux états st et st+1 de la section
t du treillis, alors:
P (yt |(st , st+1))= P (yt |ct ) (1.40)
Les deux équations 1.35 et 1.39 sont donc équivalentes et par conséquent le chemin le
plus probable représente bien le mot le plus probable obtenu avec le critère ML. Doré-
navant, nous appelons le chemin le plus probable le cheminML.
L’algorithme de Viterbi effectue une recherche du chemin ML en parcourant le treillis
de l’état initial vers l’état final. Pendant cette phase de parcours en-avant, appelée aussi
forward, l’algorithmede Viterbi utilise de simples additions, comparaisons et sélections
ou ACS(Add-Compare-Select) au niveau de chaque état pour écarter le chemin lemoins
probable appelé chemin concurrent. L’autre chemin retenu appelé aussi le chemin sur-
vivant est stocké avec l’état courant et l’état précédent pour faciliter le parcours de re-
tour en-arrière appelé aussi backward, qui permet de retrouver le cheminML et fournir
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la séquence des symboles correspondante.
Pour décrire formellement les calculs effectués par l’algorithme de Viterbi pendant ces
deux phases forward et backward, nous définissons tout d’abord quelques notations.
On note par γ¯t (st , st+1) la métrique de la branche qui relie les deux états st et st+1 de la
section t du treillis définie par:
γ¯t (st , st+1)=− logP (yt , (st , st+1)) (1.41)
En utilisant la lois de Bayes,
γ¯t (st , st+1)=− logP (yt |(st , st+1))− logP ((st , st+1))
=− logP (yt |ct )− logP (ct ) (1.42)
Nous notons également par Γt (st ) la métrique du chemin survivant à l’état st de l’étage
t du treillis, σ(st ) l’ensemble d’états de l’étage t − 1 voisins de l’état st , et finalement
par T (sur ) une table qui permet à l’algorithme de tracer le cheminML pendant la phase
backward. La table T (sur ) est remplie pendant la phase forward en y stockant et pour
chaque état st de l’étage t , l’état st−1 ∈ σ(st ) par lequel le chemin survivant passe à
l’étage t −1 et l’étiquette de la branche qui relie st−1 et st .
L’algorithme de décodage de Viterbi est résumé aux étapes suivantes:
1. Initialisation de la métrique du chemin Γt : Γ0(0)= 0.
2. Phase forward:
pour t ← 1 à n faire
pour tout état s de l’étage t faire
Γt (s)←−maxs′∈σ(s){γ¯t (s ′, s)+Γt−1(s ′)};
s∗ = Ar g (maxs′∈σ(s){γ¯t (s ′, s)+Γt−1(s ′)});
sauvegarde de l’état s∗ et l’étiquette de branche (s∗,s) dans T (sur );
fin
fin
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3. Phase backward:
s = 0; // le backward commence à l’état final 0.
cˆ = {}; // sauvegarde de la séquence ML.
pour t ←n à 1 faire
s∗ = T (sur )[t , s]; // état du chemin ML à l’étage t −1
cˆt = T (sur )[s∗, s]; // étiquette de branche (s∗, s)
cˆ = {cˆ , cˆt }; // on ajoute cˆt à la séquence cˆ
s = s∗;
fin
Exemple: dans cet exemple, nous explicitons l’algorithme de Viterbi pour décoder le
code binaire C (n = 4,k = 2) dont le treillis est décrit par la Figure 1.9. Nous supposons
que les bits sont équiprobables, c’est-à-dire P (ct ) = 0.5 et les probabilités a priori que
des 4 symboles reçus soient égaux à 0 (P (yt |ct = 0)) sont données par (0.1,0.2,0.3,0.4).
La Figure 1.12 présente les étapes effectuées par l’algorithme de Viterbi sur le treillis
décrivant le code. Pourmieux visualiser ces étapes et expliciter l’algorithme, nous avons
présenté à chaque étape le treillis avec les différents calculs effectués en allant de l’étape
d’initialisation (t = 0) à la dernière étape où l’algorithme arrive à l’état final (t = 4). Les
valeurs sur les branches sont leursmétriques qui sont calculées à partir des probabilités
a priori en utilisant l’équation 1.42 dans laquelle le terme (−log (P (ct )) est ignoré car
il est constant pour toutes les branches. Les valeurs dans les états sont les métriques
des chemins survivants pour chaque état. Nous gardons les mêmes représentations des
branches c’est-à-dire une branche en trait continu représente un bit 0 et une branche
en trait pointillé représente un bit 1. Au niveau de chaque état le chemin en trait gras
représente le chemin survivant. Le chemin ML déterminé par l’algorithme de Viterbi à
l’étape finale (t = 4) est le chemin tout à zéro.
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Figure 1.12. Exemple d’algorithme de Viterbi dvelopp pour le code (4,2).
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1.4.2 Algorithme de décodage SOVA
L’algorithmededécodage deViterbi à sorties pondérées ou Soft-Output-Viterbi-Algorithm
(SOVA) est une variante de l’algorithme de Viterbi proposée par Hagenauer en 1989 [46]
qui calcule une approximation des logarithmes des rapports de vraisemblances ou LLR
des bits du mot reçu.
L’algorithme SOVA apporte deux modifications à l’algorithme de Viterbi:
1. La premièremodification permet de fournir,en plus de la décision dure de l’algorithme
de Viterbi, une fiabilité sur cette décision.
2. La deuxième modification permet à l’algorithme de Viterbi d’être utilisé dans un
contexte de décodage itératif. Elle donne la possibilité d’incorporer l’information
extrinsèque fournie par l’autre décodeur dans lamétrique de branche donnée par
l’équation 1.42. Cette informationextrinsèque remplace donc la quantité logP (ct )
dans l’équation 1.42.
L’algorithme SOVAeffectue unephase "forward" similaire à celle effectuée par l’algorithme
de Viterbi. En plus des calculs effectués par l’algorithme de Viterbi, l’algorithme SOVA
effectue les deux opérations suivantes au niveau de chaque état st de l’étage t du treillis:
• Sauvegarde la séquence binaire associée au chemin concurrent.
• Calcul et sauvegarde d’une fiabilité du chemin survivant notée ∆
st
t qui est la dif-
férence entre lamétrique du chemin survivant et celle du chemin concurrent telle
que:
∆
st
t = max
st−1∈σ(st )
{γt (st−1, st )+Γt−1(st−1)}− min
st−1∈σ(st )
{γt (st−1, st )+Γt−1(st−1)} (1.43)
A la fin de la phase "forward", l’algorithme SOVA identifie le chemin ML et procéde en-
suite au calcul des LLRs a posteriori des symboles. Pour calculer le LLR a posteriori du
bit ct à l’instant t du treillis, l’algorithme SOVA tient compte de tous les chemins con-
currents du chemin ML après l’instant t , c’est-à-dire les chemins qui y divergent après
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l’instant t du treillis, et dont la valeur de bit à l’instant t est différente de celle du bit
du chemin ML. Les autres chemins qui divergent du chemin ML après l’instant t et qui
donnent la même valeur de bit à l’instant t sont ignorés car ils n’ont pas d’impact sur la
décision.
Nous notons par (sMLt+1, s
ML
t+2 . . . , s
ML
n ) la séquence d’états du cheminML se trouvant après
l’étage t du treillis et par ∆
sML
i
i
, i = t + 1, . . . ,n, la fiabilité du chemin survivant à l’état
sML
i
de l’étage i du treillis. On note également par c it , i = t +1, . . . ,n, la valeur du bit, à
l’instant t , du chemin concurrent du chemin ML qui y diverge à l’état sML
i
de l’étage i .
Ces notations sont illustrées sur le treillis décrit par la Figure 1.13. Sur ce treillis, une
ligne solide représente un bit 0 et une ligne pointillée représente un bit 1. On suppose
que le cheminML est le chemin tout à zéro c’est-à-dire sML
i
= s0, pour i ≥ t +1.
s0
s1
s2
s3
t +4t +3t +2t +1t
∆
s0
t+4
s0
s1
s2
s3
s0
s1
s2
s3
s0
s1
s2
s3
s0
s1
s2
s3
∆
s0
t+3∆
s0
t+2∆
s0
t+1
ct
chemins concurrents
du chemin ML
c t+1t
c t+3t
c t+4t
Figure 1.13. Illustration des notations.
L’algorithme SOVA estime la valeur de LLR a posteriori du bit ct par:
LLR(ct |y )≈ min
i≥t+1
ct 6=cit
∆
si
i
(1.44)
Exemple: pour mieux expliquer le calcul du LLR(ct |y) effectué par l’algorithme SOVA,
nous prenons l’exemple du treillis présenté sur la Figure 1.14. Nous supposons que le
chemin tout à zéro est le chemin ML et il est représenté en gras noir. Nous allons mon-
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trer comment l’algorithme SOVA calcule le LLR du bit cn−4. Tout d’abord, nous allons
identifier les chemins qui divergent du chemin ML et dont les valeurs des bits c in−4,
i = n − 3, . . . ,n, sont différentes de la valeur du bit cn−4 du chemin ML (cn−4 = 0). Les
chemins identifiés sont les trois chemins sur le treillis qui sont doublés et surlignés en
vert, rouge et bleu.
Donc, le LLR du bit cn−4 est donné par:
LLR(cn−4|y)≈min(∆s0n−3,∆
s0
n−1,∆
s0
n ) (1.45)
s0
nn−1n−2n−3n−4
∆
s0
n
s0
s1
s2
s3
s0
s1
s2
s3
s0
s2
s3
s0
s3
∆
s0
n−1∆
s0
n−2∆
s0
n−3
cn−4
cn−3
n−4
cn−1n−4
cn
n−4
Figure 1.14. Exemple de calcul de LLR a posteriori du bit cn−4.
1.4.3 Algorithme de décodage BCJR
L’algorithmeBCJR [34] effectue le calcul des probabilités a posteriorides symboles sachant
la séquence reçue.
Nous notons par C (n,k) un code en bloc linéaire défini sur F2 et c = (c0,c1, . . . ,cn−1) un
mot de code de C . Le mot de code c est modulé par une modulation à deux phases ou
BPSK. Le mot modulé x = (x0,x1, . . . ,xn−1) associé au mot c est ensuite transmis sur un
canal que nous supposons perturbé par un bruit AWGN de variance σ2 = N0/2. Le mot
reçu est noté y = (y0, y1, . . . , yn−1).
L’algorithme BCJR effectue le calcul de la probabilité a posteriori P (ct |y) du bit ct , à
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l’aide du treillis décrivant le code C . Dans ce treillis, tout chemin représente unmot de
code et tout mot de code est représenté par un chemin. Ceci implique aussi que, tout
bit ct du mot de code émis c est représenté par une transision (branche) d’un état st
de l’étage t à un état st+1 de l’étage (t +1). Donc, calculer la probabilité que le bit émis
ct soit égal à u, u = 0,1, sachant la séquence reçue y revient exactement à calculer la
probabilité que la transision entre les deux étages du treillis t et (t +1) soit assurée par
une branche d’étiquette u. Comme à l’instant t du treillis, une seule transition peut
se produire donc la probabilité d’une transition est la somme des probabilités indivi-
duelles. Ceci peut être traduit formellement par:
P (ct = u|y)=
∑
(st ,st+1)=u
P (st , st+1|y ). (1.46)
En utilisant la loi de Bayes, la probabilité P (ct = u|y) peut être exprimée telle que:
P (ct = u|y)=
∑
(st ,st+1)=u
P (st , st+1, y)/P (y ) (1.47)
Comme la probabilitéP (y) est constante pour tous lesmots de code, l’expression précé-
dente de la probabilité a posteriori peut donc être simplifiée en ignorant P (y) telle que:
P (ct = u|y)=
∑
(st ,st+1)=u
P (st , st+1, y) (1.48)
Pour calculer la probabilité P (ct = u|y), il suffit de calculer les probabilités conjointes
P (st , st+1, y). Si on note par y
t1
t0
la partie de y reçue entre les instants t0 et t1 alors le
mot y peut être décomposé en 3 parties à l’instant t : la séquence reçue avant l’instant
t , y t−10 , le symbol reçu à l’instant t , yt , et la séquence reçue après l’instant t , y
n−1
t+1 . En
utilisant la loi de Bayes, la probabilité conjointe P (st , st+1, y) peut être exprimée par:
P (st , st+1, y)= P (st , st+1, y t−10 , yt , y n−1t+1 )
= P (y n−1t+1 |st , st+1, y t−10 , yt )P (st , st+1, y t−10 , yt )
= P (y n−1t+1 |st , st+1, y t−10 , yt )P (yt , st+1|st , y t−10 )P (st , y t−10 ) (1.49)
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Sachant que la séquence reçue y n−1t+1 après l’instant t ne dépend pas ni de l’état précé-
dent st , ni de la séquence précédente y
t−1
0 et ni du symbole yt et que la séquence y
t−1
0
ne dépend pas du symbole yt ni de l’état st+1, alors la probabilitéP (st , st+1, y) peut donc
être simplifiée telle que:
P (st , st+1, y)= P (y n−1t+1 |st+1)︸ ︷︷ ︸
βt+1(st+1)
P (yt , st+1|st )︸ ︷︷ ︸
γt (st ,st+1)
P (st , y
t−1
0 )︸ ︷︷ ︸
αt (st )
=αt (st )γt (st , st+1)βt+1(st+1). (1.50)
Les quantités αt , βt , et γt sont appelées respectivement probabilité d’état "forward",
probabilité d’état "backward" et la probabilité de branche. Les probabilités "forward" et
"backward" peuvent être calculées récursivement telles que:
αt (st )=
∑
st−1∈σt−1(st )
γt (st−1, st ).αt−1(st−1), avec α0(s0)= 1. (1.51)
βt+1(st+1)=
∑
st+2∈σt+2(st+1)
γt+1(st+1, st+2).βt+2(st+2), avec βn(sn)= 1. (1.52)
où σt−1(st ) (resp. σt+2(st+1)) est l’ensemble d’états, de l’étage t −1 (resp. t +2), voisins
de l’état st (resp. st+1) de l’étage t (resp. t +1) du treillis.
La probabilité de branche γt (st−1, st ) peut être exprimée en fonction des probabilités a
priori des bits émis et reçu comme suit:
γt (st−1, st )= P (yt |xt )P (xt ) (1.53)
Les détails des calculs des probabilitésαt , βt et γt sont dans l’annexe A.
Finalement la probabilité a posteriori du bit ct est donnée par:
P (ct = u|y)=
∑
(st ,st+1)=u
αt (st )γt (st , st+1)βt+1(st+1). (1.54)
Les étapes effectuées par l’algorithme BCJR pour calculer la probabilité a posteriori
P (ct = u|y) sur le treillis décrivant le code en blocC sont:
1. Initialisation des probabilités forward α0(s0)= 1 et backward βn(sn)= 1.
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2. Calcul des probabilités des branchesγt(st , st+1), t = 0,1, . . . ,n−1, en utilisant l’équation 1.53.
3. Calcul des probabilités forward αt , t = 1,2, . . . ,n − 1, en parcourant le treillis de
l’état initial vers l’état final et en utilisant l’équation 4.15.
4. Calcul des probabilités backward βt , t = n−1,n−2, . . . ,1, en parcourant le treillis
de l’état final vers l’état initial et en utilisant l’équation 4.16.
5. Calcul de la probabilité a posterioriP (ct = u|y) du bit ct en utilisant l’équation 1.54
et les valeurs des probabilitésαt et βt calculées dans les étapes 3 et 4.
Pour la simplicité des calculs et la clarté de l’exposé des autres variantes de BCJR présen-
tées dans les deux paragraphes qui suivent,nous définissons le log de rapport de vraisem-
blance a posteriori du bit ct par:
LLR(ct |y )= log
[
P (ct = 1|y)
P (ct = 0|y)
]
(1.55)
Ce rapport peut donc être exprimé en fonction des probabilitésαt , βt et γt précédentes
tel que:
LLR(ct |y)= log
[∑
(st ,st+1)=1αt (st ).γt (st , st+1).βt+1(st+1)∑
(st ,st+1)=0αt (st ).γt (st , st+1).βt+1(st+1)
)
]
(1.56)
L’algorithmeBCJR dans sa façon présentée précédemment est énormément couteux en
termes de calcul à faire. Dans les deux paragraphes qui suivent, nous allons présenter
deux variantes simplifiées de l’algorithme BCJR: Max-Log-MAP et Log-MAP.
1.4.4 Algorithme de décodage Max-Log-MAP
L’algorithme Max-Log-MAP [47] est une variante simplifiée de l’algorithme BCJR. Il ré-
duit considérablement la charge combinatoire engendrée par l’algorithme BCJR en cal-
culant des approximations des probabilités forward (αt ) et backward (βt ) à l’aide d’une
approximation de la fonction max∗ définie dans R par:
max∗(z0,z1, . . . ,zq−1), log
(
q−1∑
i=0
ezi
)
(1.57)
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où z0,z1, . . . ,zq−1 sont des réels.
La fonctionmax* peut être calculée récursivement comme suit:
1) z = log

ez0 +ez1︸ ︷︷ ︸
ev0
+ . . .+ezq−1

⇒ v0 = log(ez0 +ez1)=max(z0,z1)+ fc (|z0− z1|)
2) z = log

ev0 +ez2︸ ︷︷ ︸
ev1
+ . . .+ezq−1

⇒ v1 = log(ev0 +ez2)=max(v0,z2)+ fc (|v0− z2|)
...
q −2) z = log(evq−2+ezq−1)= log(evq−2+ezq−1)=max(evq−2 ,ezq−1)+ fc (|evq−2 −ezq−1 |)
où fc est une fonction de R dans R définie par:
fc R ❀ R
x 7−→ fc (x)= log(1+e−x)
Nous appelons le terme calculé par la fonction fc le terme correctif.
L’algorithmeMax-Log-MAP fait une approximation de la fonctionmax∗ ennégligeant
le terme correctif fc :
max∗(z0,z1, . . . ,zq−1)≈ max
0≤i≤q−1
(zi ) (1.58)
Pour pouvoir exploiter cette approximation, nous définissons les variables At (st ), Bt (st )
et χt (st , st+1) telles que:
At (st ), log(αt (st )), avec A0(s0)= 0 (1.59)
Bt+1(st+1), log(βt+1(st+1)), avec Bn(sn)= 0 (1.60)
χt (st , st+1), log(γt (st , st+1)) (1.61)
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Enutilisant l’expression récursive deαt (st ) dans l’équation 4.15 et l’approximationdans
l’équation 1.58, At (st ) est donné par:
At (st ), log(αt (st ))
= log
( ∑
st−1∈σt−1(st )
γt (st−1, st ).αt−1(st−1)
)
= log
( ∑
st−1∈σt−1(st )
e (χt (st−1,st )+At−1(st−1))
)
= max∗
st−1∈σt−1(st )
(χt (st−1, st )+ At−1(st−1))
≈ max
st−1∈σt−1(st )
(χt (st−1, st )+ At−1(st−1)) (1.62)
L’algorithmeMax-Log-MAP effectue exactement lesmême calculs effectués par l’algorithme
de Viterbi dans sa phase forward.
La valeur de lamétriqueBt+1(st+1) est calculée de lamême façon que dans l’équation 1.62
en parcourant le treillis de l’état final vers l’état initial:
Bt+1(st+1), log(βt+1(st+1))
= max∗
st+2∈σt+2(st+1)
(χt+1(st+1, st+2)+Bt+2(st+2))
≈ max
st+2∈σt+2(st+1)
(χt+1(st+1, st+2)+Bt+2(st+2)) (1.63)
Le calcul de la métrique Bt+1(st+1) dans l’équation 1.63 est aussi similaire au calcul ef-
fectué par l’algorithmede Viterbimais dans le sens inverse ou backward. C’est pourquoi
l’algorithme Max-Log-MAP est vu comme un algorithme de Viterbi appliqué dans les
deux sens du treillis (forward et backward).
La valeur de LLR du bit LLR(ct |y) calculée par l’algorithme Max-Log-MAP est une ap-
proximation de l’équation 1.56 telle que:
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LLR(ct |y)= log
[∑
(st ,st+1)=1αt (st ).γt (st , st+1).βt+1(st+1)∑
(st ,st+1)=0αt (st ).γt (st , st+1).βt+1(st+1)
)
]
= max∗
(st ,st+1)=1
(At (st )+χt (st , st+1)+Bt+1(st+1))−
max∗
(st ,st+1)=0
(At (st )+χt (st , st+1)+Bt+1(st+1))
≈ max
(st ,st+1)=1
(At (st )+χt (st , st+1)+Bt+1(st+1))−
max
(st ,st+1)=0
(At (st )+χt (st , st+1)+Bt+1(st+1)) (1.64)
Pour calculer la quantité At (st )+ χt (st , st+1)+ Bt+1(st+1), l’algorithme Max-Log-MAP
considère seulement le meilleur chemin arrivant à l’étage t du treillis au lieu de con-
sidérer tous les chemins comme le fait l’algorithme BCJR. Cette approximation est la
raison pour la sous-optimalité de l’algorithme Max-Log-MAP comparé à l’algorithme
BCJR.
Les étapes effectuées par l’algorithmeMax-Log-MAP pour calculer LLR a posteriori
LLR(ct |y) du bit ct sur le treillis décrivant le code en bloc C sont données par:
1. Initialisation des métriques forward A0(s0)= 0 et backward Bn(sn)= 0.
2. Calcul desmétriques des branchesχt(st , st+1), t = 0,1, . . . ,n−1, en utilisant l’équation 1.61.
3. Calcul desmétriques forward At , t = 1,2, . . . ,n−1, en parcourant le treillis de l’état
initial vers l’état final et en utilisant l’équation 1.62.
4. Calcul desmétriques backward Bt , t = n−1,n−2, . . . ,1, en parcourant le treillis de
l’état final vers l’état initial et en utilisant l’équation 1.63.
5. Calcul du LLR a posteriori LLR(ct |y) du bit ct en utilisant l’équation 1.64 et les
valeurs des probabilités At et Bt calculées dans les étapes 3 et 4.
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1.4.5 Algorithme de décodage Log-MAP
Au contraire de l’algorithmeMax-Log-MAP qui fait une approximation des probabilités
αt etβt , l’algorithmeLog-MAP [48] effectue leur calcul exact en gardant le terme correc-
tif calculé par fc qui a été négligé par l’algorithmeMax-Log-MAP. L’algorithmeLog-MAP
conserve le terme correctif fc mais d’une manière économe en transformant son calcul
à une simple lecture de mémoire ou ROM (Read-Only Memory) dans une table de cor-
respondance (en anglais look-up table) de 8 valeurs. L’algorithme Log-MAP réalise les
mêmes performances que le BCJR.
Nous allons tout d’abord montrer pourquoi les valeurs du terme correctif fc sont
limitées à seulement 8 valeurs. Nous pouvons répondre à cette question en observant
la courbe des valeurs de fc en fonction de la variable x présenée sur Figure 1.15. Nous
constatons que la valeur maximale de fc est petite (égale log(2)= 0.693) et que si x aug-
mente la fonction fc décroit rapidement vers zéro. Pour x ≥ 5, la valeur de fc (x) est
quasiment nulle. Cette réalité est exploitée par l’algorithme Log-MAP pour quantifier
les valeurs de fc sur 8 valeurs calculées pour x entre 0 et 5 et stockées dans une table de
correspondance (look-up table) [48]. Une représentation plus fine par l’augmentation
du nombre de valeurs dans la table n’améliore pas les performances [48].
0 5 10 15
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
x
Représentation de la fonction fc(x)=log(1+exp(−x))
fc
Figure 1.15. Reprsentation de la fonction fc = log(1+e−x) sur R+.
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Doncpour résumer, l’algorithmeLog-MAP effectue lesmêmes calculs que l’algorithme
Max-Log-MAP sauf qu’il calcule les métriques At (st ) et Bt (st ) en gardant le terme cor-
rectif fc et en utilisant la table de correspondance pour son calcul.
L’algorithme Log-MAP effectue le même nombre d’opérations que l’algorithme Max-
Log-MAP sauf qu’il effectue en plus une lecture demémoire ou ROM (Read-OnlyMem-
ory) pour y extraire la valeur du terme correctif.
Nous notons finalement qu’il existe des techniques permettant de calculer une
approximation du terme correctif fc sans avoir besoin de la table de correspondance
mais cette approximation engendre une dégradation légère des performances [65][66].
1.4.6 Décodage itératif
Le décodage itératif consiste à exécuter le processus de décodage en plusieurs étapes
ou itérations simples. Pendant chaque étape, deux ou plusieurs décodeurs élémentaires
échangent des informations sur les bits dumot reçu afindepouvoir fournir une décision
plus fiable sur ces bits. L’information échangée est appelée information extrinsèque.
1.4.6.1 Information extrinsèque
Comme le LLR, l’information extrinsèque mesure aussi une fiabilité sur le bit décidé.
Dans unprocessus de décodage itératif, chaque décodeur calcule la valeur de l’information
extrinsèque d’un bit sans l’influence de l’observationdu canal ou les informations fournies
par les autres décodeurs sur ce même bit. Cela évite la corrélation qui peut être causée
par le retour, à un décodeur, d’une information qu’il a déjà générée dans une étape
précédente du processus.
Le décodeur traite l’information extrinsèque selon l’une des deux approches suivantes [67]:
1. Le décodeur traite l’information extrinsèque comme étant la sortie d’un canal à
bruit blanc gaussien. Dans ce cas, l’information extrinsèque zt du bit ct est sup-
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posée telle que:
zt = ηt xt +n′t (1.65)
où n′t est une variable aléatoire réelle gaussienne demoyenne nulle et de variance
σz , ηt , |E (zt |xt )| et xt est la valeur modulée de ct avec la modulation BPSK. Les
valeurs de ηt et σz sont estimées pour chaque mot et chaque itération.
2. Le décodeur traite l’information extrinsèque comme une information a priori qui
va être utilisée dans l’étape suivante de l’algorithme. Le décodeur estime zt comme
étant le LLR des probabilités a priori du bit ct :
zt ≈ log
P (ct = 1)
P (ct = 0)
. (1.66)
Les probabilités a priori peuvent donc exprimées comme suit:
P (ct =±1)≈
ect zt
1+ect zt (1.67)
L’avantage de cette approche est qu’elle ne demandepasune estimation des paramètres
ηt et σz .
Il a été démontré dans [67] que l’utilisation de la deuxième approche dans le décodage
des turbocodes donne de meilleures performances que la première approche. Dans le
cadre de nos travaux, nous avons utilisé donc cette deuxième approche.
Dans un schéma de décodage itératif, les décodeurs élémentaires utilisent des algo-
rithmes de décodage à décision douce SISO (Soft-Input-Soft-Output). Par exemple, un
décodeur qui utilise l’algorithme BCJR incorpore l’information extrinsèque fournie par
le(s) autre(s) décodeur(s) dans le calcul de la métrique de branche dans l’équation 1.53.
L’information extrinsèque Le(ct ) peut être déduite de la valeur du LLRaposteriori,LLR(ct |y)
par:
Le(ct )= LLR(ct |y)−L(ct )−Lc yt . (1.68)
A la première itération L(ct ) = 0 avec l’hypothèse que les bits sont équiprobables. A
l’itération i t , la valeur de L(ct ) est l’information extrinsèque fournie par le(s) autre(s)
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décodeurs à l’itération précédente i t −1.
Dans le cas où l’algorithme utilisé par le décodeur est un algorithme BCJR, la valeur de
Le(ct ) peut être calculée directement comme suit:
Le(ct )= log
[∑
(st ,st+1)=1αt (st ).βt+1(st+1)∑
(st ,st+1)=0αt (st ).βt+1(st+1)
)
]
(1.69)
Si le décodeur utilise l’algorithmeMax-Log-MAP, l’information extrinsèque Le peut être
aussi calculée directement par:
Le(ct )≈ max
(st ,st+1)=1
(At (st )+Bt+1(st+1))− max
(st ,st+1)=0
(At (st )+Bt+1(st+1)) (1.70)
Dans un décodage itératif, les performances de l’algorithme Max-Log-MAP peuvent
être améliorées en utilisant un coefficient qui pondère les informations extrinsèques
echangées entre les codes de base. Le choix convenable de ce coefficient peut améliorer
les performances de l’algorithmeMax-Log-MAP de 0.4 dB [62–64].
1.4.6.2 Exemple de décodage itératif
Dans cette partie, nous présentons un exemple de décodage itératif à l’aide des tur-
bocodes [20]. La structure originele de codage des turbocodes est composée de deux
codes convolutifs en parallèle séparés par une permutation pi comme la montre la Fig-
ure 1.16.
codeur 1
codeur 2
pi
dk
pi(dk)
Xk
Y1k
Y2k
Figure 1.16. Structure de codage des turbocodes.
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où {dk } est la séquence de bits d’informations, {pi(dk)} est la séquence {dk } permutée
par la permutationpi, Y1k et Y2k sont les parties de redondances délivrés respectivement
par les codeurs 1 et 2.
La structure de décodage associée au codeur précédent est donnée par la Figure 1.17.
Décodeur 2
Décodeur 1
Y1k
Xk
pipi pi−1
pi−1
La1 (Xk )
Le1 (dk )
Y2k
pi(Xk )
La2 (dk )
L2(dk )
LLR(dk )
Le2 (dk )
dˆk
Figure 1.17. Dcodeur des turbocodes.
Le décodage itératif dont la structure est décrite sur la Figure 1.17 suit les étapes
suivantes:
1. Initialisation des a priori pour le décodeur La1(Xk) = 0 pour k = 0,1,2, . . .. Aller à
l’étape suivante.
2. Le décodeur 1, disposant le vecteur des a priori La1(Xk) et du mot reçu du canal
Y1k , applique un algorithmededécodage à décision douce (BCJR ou autre) et four-
nit ensuite une information extrinsèque Le1(dk) sur chaque bit dk calculée par
l’équation 1.68;
3. L’information extrinsèque Le1(dk) est permutée par la permutation pi et ensuite
délivrée au décodeur 2 comme a priori La2(Xk). Le décodeur 2, disposant de
l’information a priori et du mot reçu du canal, applique un algorithme de dé-
codage à décision douce (BCJR ou autre) et fournit ensuite une information ex-
51
trinsèque Le2(dk) sur chaque bit Xk . Cette information, après son permutation
par pi−1, sera délivrée au décodeur 1 comme a priori La1(Xk). Si le nombre maxi-
mal d’itérations fixé est atteint, aller à l’étape suivante. Sinon, aller à l’étape 2.
4. Après un certain nombre d’itérations, le LLR a posteriori L2(dk) à la sortie du dé-
codeur 2 est permuté par pi−1 et délivré comme le LLR du bit LLR(dk). Une déci-
sion dure est prise sur la valeur de bit selon le signe de son LLR.
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1.5 Conclusion du chapitre 1
Dans ce chapitre, nous avons tout d’abord présenté un modèle d’une chaine de
transmission numérique dans laquelle nous avons montré la position du codage et dé-
codage. Nous avons donné ensuite des notions de base sur les codes en bloc. Les codes
en bloc peuvent être représentés de plusieursmanière. La représentation en treillis d’un
code en bloc conduit souvent à la conception des algorithmes de décodage de bonnes
performances. Deux méthodes de construction d’un treillis d’un code en bloc ont été
présentées dans ce chapitre: la méthode Wolf-BCJR qui utilise la matrice de contrôle
du code et la méthode de produit des treillis qui utilise la matrice génératrice. Les treil-
lis des codes représentent des supports pour plusieurs algorithmes de décodage. Cer-
tains algorithmes liés à la structure en treillis du code ont été ensuite présentés. Nous
avons présenté l’algorithme de Viterbi qui cherche le mot le plus probable sur le treillis
décrivant le code. Puis l’algorithme SOVA qui est une variante de l’algorithmede Viterbi
qui calcule des vraisemblances pour les symboles dumot le plus probable sur le treillis.
Nous avons ensuite présenté l’algorithme BCJR qui effectue le calcul des probabilités a
posteriori des bits reçus. Deux variantes moins complexes de l’algorithme BCJR ont été
aussi présentées: Max-Log-MAP et Log-MAP. Le chapitre a été clôturé par la présenta-
tion du décodage itératif. Nous avons présenté la notion d’information extrinsèque et
donné deux approches permettant de l’exploiter dans un contexte itératif. Puis nous
avons expliciter le décodage itératif à l’aide d’un exemple des turbocodes.
Chapitre 2
LES CODES CORTEX
2.1 Introduction
Les codes Cortex ont été inventés en 1998 par Carlach et Vervoux [51] et constituent une
famille de codes en bloc de paramètres (n = 2∗k,k,dmi n) définis par des graphes cons-
truits avec de petits codes de base concaténés en série et en parallèle.
L’appellation "Cortex" vient de l’analogie de forme entre cette structure de codage et les
neurones du néo-cortex d’un cerveau [24]. Les connexions entre les cellules du cerveau
sont vaguement similaires aux connexions assurées par les permutations dans la struc-
ture.
Figure 2.1. Dessin de neurones du nocortex.
La construction Cortex permet d’avoir des codes de petites longueurs n avec des
distances minimales dmi n très grandes.
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L’étude du comportement du décodage itératif des codes Cortex a fait l’objet des
travaux conduits parOlocco et al [68] peu après l’inventiondes codes Cortex. Dans cette
étude, la structure Cortex est dépliée en graphe de Tanner dans lequel les noeuds de
variables sont représentées par les variables d’entrées/sorties de chaque code de base et
les noeuds de contrôle de parité sont représentés par les codes de base. Un des résultats
de cette étude est que les performances de décodage itératif sont moins intéressantes si
la structure Cortex comporte plus de 2 étages de permutations.
Les travaux ultérieurs d’Ayoub Otmani et al [69, 70] consistent à étudier les possibili-
tés de construction des codes Cortex ayant des paramètres optimaux. Ces travaux ont
aboutit à des résultats très intéressants qui montrent le potentiel de la structure Cortex
pour construire des codes auto-duaux. Un de ces résultats montre que tous les codes
de type II (c’est-à-dire que les poids de leurs mots de code sont multiples de 4) peuvent
être obtenus sous forme des codes Cortex.
Le potentiel qu’offre la méthode Cortex pour construire des codes de grandes dis-
tances minimales est confronté à la difficulté posée par leur décodage.
Le décodage des codes Cortex est toujours un problème ouvert à cause des
difficultés inhérentes à la structure Cortex et notamment à la présence des variables
cachées dans cette structure.
La première tentative réussite de décodage des codes Cortex basée sur leur structure
est introduite par Cadic et al dans [71]. Elle consiste à déplier la structure Cortex en une
formeparticulière de "bracelet" qui conduit à un treillisminimal décrivant le code et sur
lequel un algorithme type Viterbi est effectué. Cette approche a permis de trouver des
treillis minimaux pour certains codes comme le code Cortex-Golay(24,12,8) décrit par
un treillis à 16 états. Ce passage de la structure Cortex au treillis minimal décrivant le
code ne peut pas être généralisé à toutes les structures Cortex car elle dépend en grande
partie des permutations utilisées.
Dans [72, 73], Chamorro et al proposent un algorithme de décodage analogique qui
consiste à constituer un graphe de Tanner à partir de la structure Cortex en remplaçant
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les codes de base par leurs graphes de Tanner. Sur le graphe constitué, un algorithmede
décodage type Belief-Propagation (BP) est effectué en propageant des messages entre
ses différents noeuds en même temps et sans contrainte de l’horloge du système pour
finalement calculer des estimations des LLR a posteriori des symboles. Cette approche
est confrontée aux problèmes des cycles courts présents dans le graphe de Tanner des
codes de base mais aussi dans le graphe global et qui dégradent les performances de
l’algorithme BP.
Les travaux récents de Patrick Adde et al de Télécom Bretagne sur les codes Cor-
tex ont aboutit à un algorithme de décodage à décision douce dit "à réencodage" [74].
C’est un algorithme de type Chase [76] qui génère une liste des mots candidats à par-
tir des positions lesmoinsfiables dumot reçu et en sélectionne ensuite lemot à distance
euclidienneminimale dumot reçu. Les performances de cet algorithme sont très bonnes
mais sa complexité devient très grande le rendant impraticable pour des codes de longueurs
de plus de 48. Cet algorithmene s’inspire pas vraiment de la structureCortex comme les
deux algorithmes présentés précédemment mais plutôt la propriété d’inversibilité des
matrices génératrice et de contrôle du code.
Arzel et al de Télécom Bretagne proposent dans [77] un algorithme de décodage
stochastique. Cet algorithme qui imite l’approche analogique proposée dans [72] en
adoptant le même graphe de Tanner sur lequel des flux binaires aléatoire sont échangés
entre les différents noeuds. Les performances obtenues pour le décodage du codeCortex(32,16,8)
sont d’environ 1dBmoins bonnes que celle de l’algorithme proposé par Adde et al [74].
Dans le cadre de cette thèse, nous avons étudié la structure Cortex dans l’objectif
de pouvoir mettre en oeuvre des algorithmes de décodage qui tirent avantage de la
structure Cortex sans être contraints par la dimension et la distance minimale du code.
Cependant, toutes nos tentatives ont été confrontées au problème de variables cachées
et à la difficulté de leurs estimations à partir des symboles reçus. Mais comme disait
Thomas Edison: "Je n’ai pas échoué. J’ai simplement trouvé 10.000 solutions qui ne
fonctionnent pas". Nous avons beaucoup appris de ces essais qui ne fonctionnent pas
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et nous sommes persuadés que nous avons apporté unemodeste contribution pour ré-
soudre le problème de décodage des codes Cortex.
Dans la suite de ce chapitre, nous présentons la constructionCortex en exposant son
principe général et en donnant quelques exemples de constructions. Puis, nous abor-
dons le décodage des codes Cortex en présentant les meilleures méthodes de décodage
déjà publiées dans la littérature avant de présenter notre contribution à ce sujet.
2.2 La construction Cortex
2.2.1 Principe de construction
La construction Cortex [51] utilise de petits codes de base Cb mis en parallèle dans un
nombre d’étages en série séparés par des permutations, comme le montre la Figure 2.2.
Les bits d’information (d0,d1, . . . ,dk−1) présents à l’entrée de la structure de codage vont
être traités par le premier étage des codes de base, les bits de sortie seront ensuite per-
mutés avant d’être transmis aux codes de base de l’étage suivant. Le processus continue
d’un étage à l’autre jusqu’au dernier étage qui délivre en sortie les bits de redondance
(r0,r1, . . . ,rk−1) formant le mot de code avec les bits d’information. Le mélange des bits
entre étages, assuré par les permutations, permet d’augmenter la distanceminimale du
code et donc son pouvoir de correction. Ils existent beaucoup de permutations possi-
bles (k ! permutations) entre 2 étagesmais il est très difficile de trouver les permutations
optimales permettant d’avoir des codes optimaux de distances minimales dmi n maxi-
males pour le code (n,k).
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cm−1...
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.
pis
...
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c0
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c1
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.
.
.
...
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...
r0
rkb−1
rkb
r2kb−1
rkb (m−1)
rk−1
. . .
. . .
. . .
Figure 2.2. Schma gnral de la construction Cortex.
2.2.2 Exemples de construction Cortex
2.2.2.1 Construction du code de Hamming(8,4,4) avec code de base de Hadamard(4,2,2)
Le code de Hamming(8,4,4) peut être construit sous forme Cortex [24] avec 3 étages de
2 code de base Hadamard(4,2,2), décrit par la Figure 2.3, et deux permutations comme
le montre la Figure 2.4.
d0
d1
r0
r1
+
=
Figure 2.3. Graphe de Tanner du code de Hadamard(4,2,2).
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Had
d0
d1
d2
d3
Had
pi0
Had
Had
Had
Had
r0
r1
r2
r3
pi1
Figure 2.4. Code de Hamming(8,4,4) sous forme Cortex.
où Had désigne le code de Hadamard(4,2,2). La matrice de parité P associée à la
structure cortex précédente peut être calculée comme suit:
P = Pe .Ppi0 .Pe .Ppi1 .Pe (2.1)
où Ppi0 (respectivement Ppi1) est unematrice de dimension k×k représentant la permu-
tation pi0 (respectivement pi1) et Pe est la matrice représentant un étage. Ces matrices
sont données par:
Ppi0 = Ppi1 =


0 1 0 0
0 0 1 0
0 0 0 1
1 0 0 0


(2.2)
Pe =

 PH 0
0 PH

 , où PH =

 1 0
1 1

 (2.3)
La matrice P est donc:
P =


1 0 1 1
0 1 1 1
1 1 1 0
1 1 0 1


(2.4)
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2.2.2.2 Construction du code de Golay(24,12,8) avec code de base de Hamming(8,4,4)
Une structure Cortex du code de Golay(24,12,8), présentée sur la Figure 2.5, est consti-
tuée de 3 étages. Chaque étage contient 3 codes de base de Hamming(8,4,4). Les étages
sont séparés par 2 permutations identiques pi0 et pi1 telles que:
pi0(i ) = pi1(i ) = 5∗ i + 1 modulo 12. Cette structure n’est pas unique mais elle à une
caractéristique particulière lui permettant d’être dépliée sous forme d’un "bracelet"[71]
conduisant ensuite à un treillis tail-biting à 16 états représentant le code deGolay(24,12,8).
Notre choix de présenter cette structure ici ne provient pas seulement de cette particu-
larité mais aussi parce que tous les tentatives de décodage que nous allons présenter
dans la suite, s’y sont basées.
A0
A1
A2
B0
B1
B2
C0
C1
C2
d0
d1
d2
d3
d4
d5
d6
d7
d8
d9
d10
d11
r0
r1
r2
r3
r4
r5
r6
r7
r8
r9
r10
r11
pi0 pi1
Figure 2.5. Code de Golay(24,12,8) sous forme Cortex.
où Ai , Bi et Ci , i = 0,1,2, sont des codes de Hamming(8,4,4).
La matrice génératrice du code de Golay(24,12,8) associée à la structure Cortex de la
Figure 2.5 est donnée par la Figure 2.6. Sur cette figure, un cercle plein représente 1 et
un cercle creux représente 0.
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Figure 2.6. Matrice gnratrice du code de Golay(24,12,8) associe la structure
Cortex de la Figure 2.5.
2.2.2.3 Construction du code de (48,24) avec code de base de Hamming(8,4,4)
La borne supérieure de la distanceminimale des codes (n = 48,k = 24) est dmi n ≤ 12. La
construction d’un code (n = 48,k = 24,dmi n = 12) extrémal (dont la distance minimale
est égale à la borne supérieure) sous forme Cortex avec 3 étages est toujours une ques-
tion ouverte. Les travaux effectués jusqu’ici n’ont pas réussi à prouver l’existence ou la
non-existence d’une telle construction Cortex. Une discussion dans [24] sur l’exitence
d’une telle construction pose une question intéressante sur le lien entre le fait que le
code (48,24,12) ait une matrice de parité circulante et l’existence d’une construction
Cortex de 3 étages. Cette question est motivée par les codes, de Hamming(8,4,4) et de
Golay(24,12,8) dont les matrices de parité sont circulantes et représentés par des struc-
tures Cortex à 3 étages. Il est aisé de trouver un code (48,24,8) avec 3 étages de 6 codes
de Hamming(8,4,4) comme le montre la Figure 2.7 [24]:
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A0
A1
A2
B0
B1
d0
d1
d2
d3
d4
d5
d6
d7
d8
d9
d10
d11
pi0
A3
A4
A5
d12
d13
d14
d15
d16
d17
d18
d19
d20
d21
d22
d23
B3
B4
B5
r0
r1
r2
r3
r4
r5
r6
r7
r8
r9
r10
r11
r12
r13
r14
r15
r16
r17
r18
r19
r20
r21
r22
r23
B2
C0
C1
C3
C4
C5
C2
pi1
Figure 2.7. Code (48,24,8) sous forme Cortex.
La matrice de parité P correspondante à la structure Cortex du code (48,24,8) de la
Figure 2.7 est donnée par:
Figure 2.8. Matrice P du code (48,24,8) de la Figure 2.7.
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2.2.2.4 Construction du code de (72,36)
La constructionCortex d’un code extrémal (72,36,16) n’est pas encore trouvée [24]. Bien
que la construction Cortex du code (72,36,12) ait été trouvée dans [24] en utilisant 5
étages de codes de Hamming(8,4,4) séparés par 4 permutations pi0, pi1, pi2 et pi3. Les
permutationspi0 et pi1 résultent d’un partitionnement de la suite des entiers {0,1, . . . ,35}
en respectivement 9 et 4 vecteurs-lignes respectivement 4 et 9 éléments successifs pour
former des matrices de dimensions respectivement 9× 4 et 4× 9, puis transposées et
enfinmises à plat pour donner des vecteurs de 35 entiers permutéss telles que:
pi0 =pi3 = {0,4,8,12,16,20,24,28,32,1,5,9,13,17,21,25, . . .}
pi1 =pi2 = {0,9,18,27,1,10,19,28,2,11,20,29,3,12,21,30, . . .}
2.3 Décodage des codes Cortex
Dans cette section, nous présentons dans un premier temps deux algorithmes de
décodage qui ont été proposés par des équipes de Télécom Bretagne pour le décodage
des codes Cortex. En second temps, nous présentons les travaux que nous avons faits
pour contribuer au décodage des codes Cortex en exploitant leurs structures.
Soit C (n,k) un code Cortex défini sur F2, G = [I k ,P ] sa matrice génératrice dans sa
forme canonique et c = (c0,c1, . . . ,cn−1) un mot de code de C . La modulation
utilisée est la modulation BPSK qui associe le bit 0 (respectivement 1) à la valeur
modulée −1(respectivement +1). Le mot modulé x = (x0,x1, . . . ,xn−1) associé au mot
c est ensuite transmis sur un canal à bruit blanc additif gaussien de variance σ2 =N0/2.
Le mot reçu est noté y = (y0, y1, . . . , yn−1).
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2.3.1 Décodage par liste
L’algorithme présenté ici [75] s’inspire de la méthode de décodage par liste proposée
par Chase en 1972 [76]. Il génère 2 listes de vecteurs de test Vs et Vp à partir des posi-
tions des bits lesmoins fiables parmi les k bits d’information et les k bits de redondance
respectivement. Les séquences de la liste Vs seront ensuite ré-encodées par la matrice
P tandis que les séquences de la liste Vp seront ré-encodées par la matrice inverse
de P . Le décodeur sélectionne finalement le mot de code dans les 2 listes à distance
euclidienne minimale du mot reçu. L’algorithme est adapté plutôt au décodage des
codes dont la matrice P est inversible. C’est le cas pour les codes auto-duaux dont la
matrice inverse de P est donnée par P−1 = P T où P T désigne la matrice transposée de
P . Nous notons dans ce cadre que les codes Cortex qui sont construits à partir des codes
de base auto-duaux héritent cette propriété d’auto-dualité [70].
Nous notons par z = (z0,z1, . . . ,zn−1) la décision dure associée au mot reçu y tels que:
zi = 1 si yi > 0 et zi = 0 si yi ≤ 0. Le vecteur z est ensuite séparé en 2 parties z s et
z p correspondant, respectivement, aux k bits d’information et k bits de redondance.
L’algorithme est résumé aux étapes suivantes [75]:
1. Génération de la liste des mots candidats à partir de z s
1.1. Recherche des ls bits les moins fiables de y s où y s est la partie de la séquence
reçue correspondant à l’information.
1.2. Construction d’une liste Vs de vecteurs de test à partir du vecteur z s en inver-
sant certains bits des ls bits les moins fiables.
1.3. Encodage des vecteurs de la listeVs par la matrice P pour construire une liste
des mots de code candidats.
1.4. Calcul des distances euclidiennes entre les mots de code de la liste construit
en 1.3 et le mot reçu y .
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2. Génération de la liste des mots candidats à partir de z p
2.1. Recherche des lp bits les moins fiables de y p de la séquence reçue.
2.2. Construction d’une listeVp de vecteurs de test à partir du vecteur z p en inver-
sant certains bits des lp bits les moins fiables.
2.3. Encodage des vecteurs de la liste Vp par la matrice P
−1 pour construire une
liste des mots de code candidats.
2.4. Calcul des distances euclidiennes entre les mots de code de la liste construit
en 2.3 et le mot reçu y .
3. Sélection du mot de code cˆ des 2 listes calculées en 1.4 et 2.4 à distance eucli-
dienneminimale dumot reçu.
Le nombre et positionsdes ls (respectivement lp ) bits lesmoinsfiables à inverser dans la
partie z s (respectivement z p ) changent d’un code en bloc à l’autre. Pour le décodage du
code de Golay(24,12,8), le nombre de bits les moins fiables à inverser dans les 2 parties
information z s et redondance z p est ls = lp = 8. Les positions, numérotés de 1 à 8, des
bits à inverser sont données par le Tableau 2.1 [78].
Bits à inverser dans z s ou z p Nombre de vecteurs de test
Pas d’inversion 1
Le ième bit, i = 1,2, . . .8, est inversé 8
Les bits (1, i ) sont inversés, i = 2, . . .8 7
Les bits (2, i ) sont inversés, i = 3, . . .8 6
Les bits (3,4), (3,5) sont inversés 2
Les bits (1,2, i ) sont inversés, i = 3,4,5,6 4
Les bits (i ,3,4), (i ,3,5), i = 1,2, sont inversés 4
Total de vecteurs de test 32
Table 2.1. Les positions des bits les moins fiables inverser pour le dcodage du
code de Golay(24,12,8)
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Les performances de l’algorithmededécodage pour le code deGolay(24,12,8) obtenues
avec les 32 vecteurs calculés dans la tableau précédent sont présentées sur la Figure 2.18.
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Figure 2.9. Performances de l’algorithme de dcodage par liste.
2.3.2 Décodage analogique des codes Cortex
Le décodage analogique des codes Cortex a été proposé dans [72]. Il consiste à utiliser la
structure de codage Cortex pour établir un réseau analogique sur lequel un algorithme
de décodage type Belief-Propagation (BP) est effectué en propageant des messages en-
tre ses différents noeuds en même temps et sans contrainte de l’horloge du système
(décodage analogique) pour finalement avoir des estimations des probabilités a poste-
riori des symboles. Le décodage commence par déplier la structure Cortex de base en
remplaçant les codes de base par leurs graphes de Tanner. Sur ce nouveau graphe, dont
les branches sont bidirectionnelles, un algorithme type Belief-Propagation est effectué.
Les algorithmes type BP sont très sensibles aux courts cycles présents dans le graphe
de Tanner du code. Pour augmenter la longueur du plus court cycle (appelé "girth")
dans le graphe global du code Cortex, l’auteur de [72] utilise le code deHadamard(4,2,2)
comme code de base dans les structures Cortex des différents codes à décoder. Le choix
de ce code de base vient du fait que son graphe de Tanner (Figure 2.3) ne contient pas
de cycles, ceci augmente le "girth" dans le graphe Cortex et donc le rend plus adapté à
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un décodage type BP. Nous exposons ce type de décodage analogique à l’aide du code
de Hamming(8,4,4) dont la structure Cortex est présentée sur la Figure 2.4.
En remplaçant chaque code de base dans cette structure par son graphe de
Tanner (Figure 2.3), le graphe Cortex du code de Hamming(8,4,4) est donné par la
Figure 2.10.
d0
d1
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d3
pi0 r0
r1
r2
r3
pi1+
=
=
+
=
=
+
=
=
+ ++
Figure 2.10. Graphe Cortex du code de Hamming(8,4,4).
Le graphe Cortex est plus adapté au décodage type BP que le graphe de Tanner
construit à partir de lamatrice de contrôle du code car son girth est plus grand que celui
du graphe de Tanner. La Figure 2.11 compare les performances de décodage analogique
avec les performances de l’algorithme BP sur le graphe de Tanner et les performances
du décodage optimalML-exhaustif pour le code de Hamming(8,4,4). A un taux d’erreur
binaire 10−5, le décodage analogique apporte un gain d’environ 1 dB par rapport au
décodage BP sur le graphe de Tanner du code et atteint les performances optimales du
ML-exhaustif à 0.1 dB près.
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Figure 2.11. Performances du dcodage analogique pour le code de Ham-
ming(8,4,4).
2.3.3 Décodage par inversion et propagation
Nous proposons ici un algorithmede décodage qui utilise la propriété desmots du code
deHamming(8,4,4) qui fait que les 4 bits de redondance ri (respectivement d’information
di ) se déduisent très simplement des 4 bits d’information di (respectivement de redon-
dance ri ) par une inversion v = d0⊕d1⊕d2⊕d3 = r0⊕ r1⊕ r2⊕ r3 telle que ri = di ⊕ v ,
i = 0,1,2,3. Cette propriété est exploitée pour estimer les métriques des variables in-
ternes à partir des symboles reçus. Nous nous référons à la structure Cortex du code
de Golay(24,12,8) présentée sur la Figure 2.5 pour exposer cet algorithme de décodage.
Un décodage par propagation sur la structure nécessite une estimation des variables
internes à la sortie du premier étage des codes de base (sortie de chacun des 3 codes
de base de Hamming(8,4,4)) à partir des k = 12 symboles d’information reçus ainsi que
celles à l’entrée du dernier étage de la structure (entrée de chacun des 3 codes de base
de Hamming(8,4,4)) à partir des k = 12 symboles de redondance reçus.
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2.3.3.1 Estimation des métriques au niveau du code de base
Dans la structure Cortex, nous ne disposons aucune information sur les variables
internes car ces informations ne sont pas transmises. Nous utilisons la propriété d’inversion
précédente pour estimer ces variables à partir des symboles du mot reçu. Un code de
Hamming(8,4,4) du premier étage (respectivement du dernier étage) de la structure
Cortex de la Figure 2.5 qui reçoit 4 symboles d’information (respectivement 4 symboles
de redondance) va ensuite estimer les métriques des 4 bits de redondance (respective-
ment d’information) en utilisant la propriété d’inversion. Par exemple, le premier code
de base de Hamming(8,4,4) du premier étage reçoit en entrée 4 symboles (y0, y1, y2, y3)
du mot reçu. Pour estimer les métriques de ses 4 bits de sortie, il procède comme suit:
1. Les métriques y (H)
i
, i = 0,1,2,3, des 4 bits de sortie sont initialisées à 0. Un vecteur
des métriques y (H) est formé tel que y (H) = (y0, y1, y2, y3, y (H)0 , y (H)1 , y (H)2 , y (H)3 ).
2. Le vecteur des métriques y (H) est ensuite décodé par décodage ML-exhaustif sur
les 16 mots du code de Hamming(8,4,4). Soit c (H) le mot de code obtenu.
3. Calcul de la valeur d’inversion v = c(H)0 ⊕c(H)1 ⊕c(H)2 ⊕c(H)3 .
4. Estimation des valeurs des métriques des 4 bits de sortie y (H)
i
, i = 0,1,2,3, telles
que:
y (H)
i
=


|yi | si v = 0
−|yi | si v = 1
(2.5)
2.3.3.2 Description de l’algorithme
L’algorithmepar inversion effectue undécodage sur la structureCortex en faisant coopérer
tous les codes de base qui la constituent. Les codes de base aux étages de bord de la
structure reçoivent chacun une partie du mot reçu du canal alors que les codes de base
à l’étage dumilieu n’ont pas d’accès direct à ces informations. L’algorithmeutilise les in-
formations reçues pour faire une première estimation des variables internes à l’aide des
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codes de base de bord avant de les passer aux codes de l’étage au milieu afin d’affiner
ces estimations. L’algorithme fait donc des phases "aller-retour" entre les codes de base
des étages de bord d’un côté et les codes de base de l’étage au milieu. L’algorithme est
résumé aux étapes suivantes:
1. Dans la première phase, les codes de base du premier et dernier étage vont estimer
les métriques des variables internes selon l’équation 2.5.
2. Lesmétriques des variables internes,estimés dans l’étape précédente, sont délivrés
ensuite aux codes de base de l’étage au milieu. Chaque code de base de cet étage
fait un décodage Max-Log-MAP et fournit des informations extrinsèques sur les 8
variables internes associées. Ces informations extrinsèques seront ensuite délivrées
aux codes de base des étages de bord.
3. Chaque code de base des étages de bord qui vient de recevoir les informations
extrinsèques sur ses 4 symboles internes, fait un algorithme Max-Log-MAP mais
en utilisant les informations du canal sur les 4 autres symbole pour délivrer les
LLRs des 4 symboles internes. A ce niveau chaque code de base des étage du bord
donne une décision dure sur les 4 symboles du mot reçu pour constituer un mot
global. Si ce mot représente un mot de code ou le nombre maximal d’itérations
fixé est atteint, l’algorithme s’arrête. Sinon une nouvelle itération de l’algorithme
commence à partir de l’étape 2.
2.3.3.3 Performances de l’algorithme
Dans cette section, nous présentons les courbes des taux d’erreur binaires ou BER (Bit
Error Rate) obtenues avec le décodage du code deGolay(24,12,8) (Figure 2.5) par l’algorithme
par inversion décrit précédemment. Les simulations sont effectuées en considérant une
transmission sur un canal AWGN avec unemodulation à deux phases ou BPSK.
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Figure 2.12. Performances de dcodage du code de Golay(24,12,8) par
l’algorithme par inversion.
Les courbes de simulationsmontrent que l’algorithmede décodage par inversion ne
donne malheureusement pas d’excellents résultats. Nous pouvons en effet voir qu’il y
a un gain en codage seulement à partir d’un rapport signal à bruit de l’ordre de 5 dB.
A un faible rapport signal à bruit, il y a plus de symboles erronés dans le mot reçu
et par conséquent plus d’erreurs sur les symboles estimés et transmis aux codes de
l’étage central. Ces derniers n’arrivent pas à affiner ces estimations et font une sorte
d’amplification de ces erreurs, ce qui cause une dégradation drastiquedes performances
de décodage. Par contre à un fort rapport signal à bruit, il y a moins de symboles reçus
erronés et donc moins d’erreurs transmises aux codes de base de l’étage central qui
réussissent à mieux affiner les estimations et limiter la propagation rapide des erreurs.
Cela a un effet positif sur les performances de décodage comme le montre les courbes
des taux d’erreur binairemais elles restent beaucoup plusmauvaises comparées à celles
du décodage optimal ML-exhaustif. Les mauvaise performances de l’algorithme
peuvent être expliquées par la présence des cycles dans la structure qui ramènent des
informations aux codes de bases dont ils étaient origines et créent donc la corrélation
qui dégrade les performances.
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2.3.4 Décodage itératif par des formes booléennes
2.3.4.1 Equations booléennes obtenues au niveau de l’étage central
Pour décrire ces équations booléennes, nous rappelons qu’à la sortie de chaque code
de Hamming(8,4,4), chaque bit est une combinaison des trois bits d’entrée. Par exem-
ple, le premier bit à la sortie du code A0, de la figure 2.5, est égal à d1 ⊕ d2⊕ d3. En
d’autre termes, chaque bit à la sortie du premier étage est représenté par une équation
booléenne des bits d’entrée. Ces équations vont, ensuite, être permutées par la permu-
tation à gauche avant d’être mises à l’entrée des codes de base de l’étage central. Les
mêmes démarches peuvent être aussi faites pour calculer les équations booléennes à la
sortie des codes de base de cet étage central mais en allant des bits de redondance ri
et en utilisant le fait que la matrice de parité du code de Hamming(8,4,4) est inversible
et son inverse est lui même. Donc, la structure Cortex se réduit aux 3 codes de base
de l’étage central avec des équations booléennes de part et d’autre. Nous appelons la
partie composée d’un code de base Bi et ses équations booléennes associées la forme
booléenne Bi . La figure 2.13 présente la nouvelle structure de codage avec 3 formes
booléennes B0, B1 et B2.
B0
d8⊕d10⊕d11
d8⊕d9⊕d10
d5⊕d6⊕d7
d4⊕d5⊕d7
r8⊕ r10⊕ r11
r8⊕ r9⊕ r10
r5⊕ r6⊕ r7
r4⊕ r5⊕ r7
B1
d0⊕d2⊕d3
d0⊕d1⊕d2
d9⊕d10⊕d11
d8⊕d9⊕d s11
B2
d4⊕d6⊕d7
d4⊕d5⊕d6
d1⊕d2⊕d3
d0⊕d1⊕d3
r0⊕ r2⊕ r3
r0⊕ r1⊕ r2
r9⊕ r10⊕ r11
r8⊕ r9⊕ r11
r4⊕ r6⊕ r7
r4⊕ r5⊕ r6
r1⊕ r2⊕ r3
r0⊕ r1⊕ r3
Figure 2.13. Equations boolennes obtenues au niveau de l’tage central
72
2.3.4.2 Structure en treillis de la forme booléenne de base
Chaque forme booléenne Bi , i = 0,1,2, de la Figure 2.13 est composée de trois par-
ties, une première partie représentée par 4 équations booléennes impliquant 8 sym-
boles d’information, une deuxième partie représentée par un code de Hamming(8,4,4)
et une troisième et dernière partie représentée par 4 équations booléennes impliquant 8
symboles de redondance. L’ensemble des équations booléennes de chaque partie peut
être représenté par une matrice de 4 lignes et de 8 colonnes. Le nombre de lignes de
la matrice est le nombre d’équations booléennes et le nombre de colonnes est déter-
minée par le nombre total des symboles (d’information ou de redondance) participant
aux équations booléennes de la même partie. Par exemple, la partie gauche de la forme
booléenne B0 peut donc être décrite par la matrice H0:
H0 =


0 0 0 0 1 0 1 1
0 0 0 0 1 1 1 0
0 1 1 1 0 0 0 0
1 1 0 1 0 0 0 0


(2.6)
Les 4 équations booléennes peuvent être calculée par le produit matriciel tel que:
(d4,d5,d6,d7,d8,d9,d10,d11).H
T
0 (2.7)
Nous considérons le code en blocC0(8,4) dont unematrice de contrôle de parité est H0.
Le code C0 peut être décrit par un treillis à 16 états obtenu à partir de la matrice H0 en
utilisant la méthode de construction de Wolf-BCJR présentée dans le chapitre 1. Un tel
treillis est décrit par la Figure 2.14. Par convention, une ligne solide représente un bit de
code 0 alors qu’une ligne pointillée représente un bit de code 1.
Le treillis représentant la deuxième partie des équations booléennes de la forme
booléenne B0 est simplement l’imagemiroir du treillis décrit par la Figure 2.14.
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Figure 2.14. Treillis reprsentant la partie des quations boolennes gauche.
Le code de base Bi , i = 0,1,2, peut être vu comme une machine d’états qui fait des
transitions entre un ensemble de 16 états d’entrée et un ensemble de 16 états de sortie.
Chaque état d’entrée est représenté par les 4 symboles d’information et l’état d’arrivée
correspondant est représenté par les 4 bits de redondance. La Figure 2.15 donne le dia-
gramme d’états associé au code de base Bi .
Bi
e s4 4
Figure 2.15. Diagramme d’tats du code de Hamming(8,4,4)
Ce diagramme d’états peut être transformé en treillis à 16 états d’une seule section
dont chaque état de départ est représenté par un vecteur de 4 bits d’entrée de ce code
et l’état d’arrivée correspondant est représenté par les 4 bits de sortie. La Figure 2.16
décrit le treillis associé au code de base Bi , i = 0,1,2. Il peut être vu aussi comme une
permutation de taille 16.
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Figure 2.16. Treillis associ aux codes de base Bi .
Le treillis global représentant la forme booléenne B0 de la Figure 2.13 est obtenu par
la concaténation des 3 treillis représentant les 3 parties qui la constituent. Les treillis
des 2 autres formes booléennes B1 et B2 sont obtenus de la mêmemanière.
2.3.4.3 Décodage itératif par les formes booléennes
Entre 2 formes booléennes de la Figure 2.13, il y a 8 symboles qui sont communs.
Le décodage itératif se fait donc entre les 3 décodeurs représentés par les 3 formes
booléennes B0, B1 et B2 en échangeant, suite à chaque itération, des informations
extrinsèques sur les bits en communs. A chaque itération, 2 décodeurs échangent des
informations extrinsèques sur les 8 bits en commun comme le montre la Figure 2.17.
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T0
T2
T1
=
=
=
(d8,d9 ,d10,x11,r8,r9 ,r10,r11)
(d4,d5 ,d6,d7,r4 ,r5,r6,r7)
(d0,d1,d2,d3,r0 ,r1,r2,r3)
8
8
8
Figure 2.17. Structure de dcodage itratif de l’algorithme.
où Ti , i = 0,1,2, est le treillis global associé à la forme booléenne Bi .
L’algorithme est résumé aux étapes suivantes:
1. Effectuer un décodage SISO (Max-Log-MAP dans notre cas) sur chaque treillis Ti ,
i = 0,1,2 en utilisant les LLRs a priorides 16 symboles qu’il représente (8 symboles
d’information + 8 symboles de redondance). Il délivre ensuite des informations
extrinsèques sur ces 16 symboles.
2. Calcul des LLRs a posteriori des n bits du mot reçu tels que:
LLR(ci )= LLRT j1 (ci )+LLRT j2 (ci ). (2.8)
où LLRT j1 et LLRT j2 sont les deux LLRs fournis par les treillis T j1 et T j2 sur le bit
commun ci avec j1, j2 ∈ {0,1,2}.
3. Le mot cˆ = (c0,c1, . . . ,cn−1) correspondant aux LLRs précédents est ensuite déter-
miné tel que:
ci =


0 si LLR(ci )≤ 0
1 si LLR(ci )> 0
(2.9)
Si le mot cˆ est un mot de code ou le nombre maximal d’itérations fixé est atteint
alors cˆ est déclaré comme décision sinon l’algorithme passe à l’étape suivante.
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4. Echange des informations extrinsèques entre les 3 treillis sur les symboles en com-
mun. A ce stade, chaque treillis Ti , i = 0,1,2, utilise les extrinsèques qu’il a reçues
des autres treillis pour mettre à jour les LLRs a priori de ses 16 symboles.
5. Aller à l’étape 1.
2.3.4.4 Performances de l’algorithme
Dans cette section, nous présentons les courbes des taux d’erreur binaires ou BER (Bit
Error Rate) obtenues avec le décodage du code deGolay(24,12,8) (Figure 2.5) par l’algorithme
par cet algorithme de décodage itératif. Les simulations sont effectuées en considérant
une transmission sur un canal AWGN avec unemodulation à deux phases ou BPSK.
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Figure 2.18. Performances de dcodage du code de Golay(24,12,8) par
l’algorithme des formes boolennes.
Les performances de l’algorithmededécodage par formes booléennes sontmeilleures
que celles de l’algorithme par inversion décrit dans le paragraphe précédent mais elles
sont encore loin des performances optimales du ML. Cet algorithme de décodage ne
nécessite pas d’estimation des variables internes car elles sont dissimulées dans les
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équations booléennes qui se transforment en treillis. Par contre la forme en anneau
de la structure de décodage de la Figure 2.17 pèse sur la convergence de l’algorithme.
En effet, au bout de 3 itérations, les informations extrinsèques sur les symboles fournies
à un des 3 treillis par les 2 autres treillis contiennent les informations a priori injectées à
l’itération 1 car la structure de décodage est cyclique de cycle 3. Ce retour des informa-
tions a priori sur les endroits où elles y étaient créé de la corrélation et freine la vitesse
de convergence de l’algorithme au delà de 3 itérations.
Certes, nous n’avons pas eu l’occasion d’aborder toutes les questions qui se posent
autour de cet algorithme et les possibilités d’amélioration de ses performances. Nous
posons ci-après certaines questions qui peuvent représenter des perspectives pour cet
algorithme de décodage:
• Que se passe-t-il si l’étage central de la structure Cortex contient plus de 3 codes
de base? Cela va certainement augmenter la longueur du cycle dans la structure
de décodage, mais aura-il un impact en faveur des performances de l’algorithme?
• La structure en anneau est imposée par le fait que les treillis n’ont pas les même
bits en commun. Si les treillis ont les mêmes bits en commun, la structure aura
la forme d’un arbre et donc sans cycles. Cela améliorera-il les performances de
décodage? Et que se passe-il si de plus tous les bits dumot de code sont représen-
tés sur chaque treillis? Cela va certainement améliorer les performances car dans
ce cas chaque bit est couvert par tous les treillis et donc profite davantage du dé-
codage itératif mais les performances peuvent elles approcher les performances
optimales?
• La taille des treillis (nombre d’états) est imposée par la dimension des codes de
base. Dans le cas du code de Golay(24,12,8), les treillis sont à 16 états car la
dimension du code de base est 4. Que se passe-il si les codes de base utilisés sont
des codes de Hadamard(4,2,2) conduisant ensuite à des treillis à 4 états? Ceci va
certainement réduire la complexité globale de décodage.
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2.4 Conclusion du chapitre 2
Dans ce chapitre, nous avons présenté une méthode appelée Cortex permettant de
construire des codes en bloc linéaires à l’aide des petits codes en bloc mis en paral-
lèle dans un nombre d’étages en série séparés par des permutations. Nous avons donné
ensuite 4 exemples de construction des codes de Hamming(8,4,4), Golay(24,12,8), le
code (48,24,8) et le code (72,32,12). L’avantage de la construction Cortex est qu’elle
permet d’avoir une structure de codage factorisée de complexité réduite mais cet avan-
tage ne peut pas, toujours, être exploitée dans le décodage à cause de la présence des
variables internes dont les valeurs sont difficiles à estimer à partir des informations
reçues. Nous avons présenté dans ce cadre certains travaux qui ont été faits pourmettre
en oeuvre des algorithmes de décodage des codes Cortex.
Nous avons présenté dans un premier temps deux algorithmes de décodage qui ont
été proposés par des équipes de Télécom Bretagne.
Le premier algorithme utilise les deux matrices génératrice et de contrôle du code
pour générer une liste des mots candidats à partir de laquelle le mot le plus proche du
mot reçu, en terme de distance euclidienne, est sélectionné.
Le deuxième algorithme est un décodage analogique qui consiste à déplier la struc-
ture Cortex en remplaçant les codes de base par leurs graphes de Tanner et faire ensuite
un décodage type BP sur le graphe global pour finalement donner une estimation des
probabilités a posteriori des symboles reçus.
Dans un deuxième temps, nous avons présenté les travaux que nous avons faits
dans le cadre de cette thèse pour contribuer au décodage des codes Cortex. Nous avons
présenté deux algorithmes basés sur la structure Cortex du code. Le premier algorithme
utilise une propriété du code de base de Hamming(8,4,4) pour estimer les métriques
des variables internes à partir des symboles reçus et faire ensuite des phases "aller-
retour" entre les étages de bord d’un coté et l’étage central dans lesquelles les codes de
bases échangent des informations extrinsèques sur ces variables internes pour estimer
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les LLRs a posteriori des symboles reçus. Le deuxième algorithme consiste à construire
des treillis centrés autour des codes de base de l’étage central de la structure Cortex
et les faire ensuite interagir dans un processus itératif en échangeant des informations
extrinsèques sur les symboles reçus.
Ces deux algorithmes proposés ne donnent malheureusement pas d’excellents
résultats mais ils représentent quand même une contribution, même si elle est
modeste, au décodage des codes Cortex.
Chapitre 3
DÉCODAGE ITÉRATIF BASÉ SURUN RÉSEAUXDE "PAPILLONS"
3.1 Introduction
Le décodage sur les treillis joue un rôle très important dans les systèmes de communi-
cations numériques. La représentation en treillis des codes en bloc conduit à la con-
ception des algorithmes de décodage de performances optimales ou quasi-optimales
avec une complexité réduite [45]. Le décodage sur treillis des codes en bloc trouve rapi-
dement ses limites car la complexité de décodage dépend de celle du treillis qui croit
exponentiellement avec la dimension du code.
Motivés par les opportunités qu’offrent les treillis, nous nous sommes investi dans
le décodage des codes en bloc sur treillis tout en gardant en esprit que toute nouvelle
tentative de décodage d’un code en bloc ne doit absolument pas passer par son treillis
globalmais elle doit permettre d’approcher les performances du décodage sur ce treillis
global.
Avec ces objectifs ambitieux, nous avions un oeil ouvert sur les travaux de
Kschischang et al [57] et Calderbank et al [41] sur les treillis des codes en bloc. Dans
ces travaux, une méthode permettant de calculer le treillis global d’un code en bloc est
présentée. Le treillis global d’un code en bloc est obtenu par le produit cartésien des
plusieurs treillis élémentaires à 2 états issus des lignes de la matrice génératrice ou la
matrice de contrôle du code.
Nous nous sommes rapidement posé la question sur les possibilités de faire un dé-
codage d’un code en bloc en exploitant ces treillis élémentaires directement afind’approcher
les performances du décodage sur le treillis global avec une complexité réduite.
La méthode ci-avant [57][41] fait donc interagir les treillis élémentaires simultané-
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ment à l’aide du produit cartésien pour donner le treillis global du code. Notre idée
ensuite était de continuer dans cette direction c’est-à-dire faire interagir les treillis élé-
mentairesmais d’unemanière non simultanée en allongeant ce processus d’interaction
sur plusieurs étapes où dans chaque étape, les treillis élémentaires s’interagissent 2 à 2.
Nous souhaitions donc aboutir à une sorte de factorisation du treillis global.
L’idée de l’algorithme présenté ici est ensuite élaborée avec une nouvelle approche
consistant à utiliser les probabilités d’états des treillis élémentaires pour concrétiser le
résultat d’interaction entre ces deux treillis élémentaires.
Dans la suite nous donnerons une description formelle et détaillée de cet algorithme
et nous étudierons ensuite ses performances ainsi que sa complexité.
Soit C (n,k,dmi n) un code en bloc linéaire défini sur F2 et H une matrice de con-
trôle du C . Chaque ligne i de la matrice H est associé à un treillis élémentaire à 2
états Ti . Le produit entre tous les treillis élémentaires, T0 ⊗T1⊗ . . .⊗Tn−k−1, conduit
à un treillis à 2n−k états représentant le code C [41]. Le produit T0⊗T1⊗ . . .⊗Tn−k−1
assure donc une interaction simultanée entre tous les treillis élémentairesmais conduit
à un treillis de très grande complexité. L’objectif de cette méthode de décodage est
d’éviter le calcul du treillis global mais de faire interagir les treillis élémentaires 2 à 2 sur
plusieurs étages afin d’approcher les performances du décodage sur le treillis
global. Dans chaque étage, chaque treillis élémentaire Ti interagit avec un autre treillis
T j , i 6= j , à travers un opérateur que nous appelons "papillon". L’appellation "papil-
lon" (en anglais butterfly) vient de l’analogie entre le réseau d’interactions des treillis
élémentaires de l’algorithme proposé et le réseau d’opérateurs, appelés "butterfly", de
l’algorithme de transformation de Fourier rapide ou FFT (Fast Fourier Transform) pro-
posé dans [79]. L’opérateur "papillon" effectue le calcul des probabilités a posteriorides
états sur le treillis-produitTi ⊗T j des 2 treillis Ti et T j selon l’algorithmeBCJR[34] et par
marginalisation des probabilités d’états de ce treillis-produit, il calcule les probabilités
d’états de chacun des treillis élementaires Ti et T j . Les treillis élémentaires Ti et T j vont
utiliser ces probabilités comme probabilités a priori d’états dans leurs interactions à
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l’étage suivant. L’algorithme n’utilise donc pas en interne des probabilités extrinsèques
sur les bits de code mais des probabilités a posteriori d’états.
Dans ce chapitre nous utiliserons le code de Hamming(8,4,4) pour expliciter les dif-
férentes notions utilisées par l’algorithme. Le code de Hamming(8,4,4) est défini par la
matrice de contrôle suivante:
H4×8 =


1 0 0 0 0 1 1 1
0 1 0 0 1 0 1 1
0 0 1 0 1 1 0 1
0 0 0 1 1 1 1 0


(3.1)
Nous notons par T0, T1, T2 et T3 les treillis élémentaires associés respectivement aux
lignes de la matriceH4×8.
Dans la suite du chapitre nous présenterons cette méthode de décodage à l’aide de la
matrice de contrôle du codemais en réalité elle fonctionne aussi avec lamatrice généra-
trice. Le choix entre les deux matrices est défini par le rendement R = k
n
du code. Si le
rendement R > 1
2
, la matrice de contrôle représente un bon choix car dans ce cas elle
contient moins de lignes que la matrice génératrice et donc conduit à une complexité
de décodage plus réduite. Dans le cas contraire la matrice génératrice est plus adaptée
et pour la même raison.
Dans ce chapitre nous allons tout d’abord décrire les notions nécessaires à la clarté
de l’exposé de cet algorithme. La section 3.2 présente la notion d’un treillis élémen-
taire et donne quelques exemples simples permettant d’expliciter le calcul de ces treillis.
La section 3.3 présente la notion du treillis-produit à l’aide de l’exemple de produit de
deux treillis élémentaires représentant deux ligne de la matrice génératrice du code de
Hamming(8,4,4). Le stockage des treillis-produits est indispensable pour le déroule-
ment de l’algorithme. Cette section montre aussi qu’il suffit de stocker quatre sections
possibles à partir desquelles le treillis-produit est facilement calculé. La section 3.4
décrit en détails l’algorithmeet donne les étapes à suivre pour construire sa structure de
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décodage. La section 3.5 présente les performances de l’algorithmepour le décodage de
quelques codes en bloc. La section 3.6 étudie la complexité de l’algorithme. Finalement,
une conclusion du chapitre est donnée dans la section 3.7.
Cet algorithme de décodage a fait l’objet d’un brevet [80].
3.2 Treillis élémentaire
Afin de pouvoir construire les treillis élémentaires, nous avons besoin de deux cellules
notées cel l0 et cel l1 correspondant respectivement à un bit hi j = 0 (respectivement
hi j = 1), i = 0,1, . . . , (n−k−1), j = 0,1, . . . ,n−1, de la matrice H du code. La Figure 3.1
présente les deux cellules cel l0 et cel l1.
cel l0
0
cel l1
1
11
0
1
00
0
1
11
0
1
00
Figure 3.1. Structure des cellules cel l0 et cel l1
Un treillis élémentaire est donc constitué par la mise bout à bout des cellules cel l0
et cel l1 suivant la valeur des bits sur la ligne de la matrice représentant ce treillis. Par
exemple les treillis élémentaire T0 et T1 représentant la première et deuxième ligne de
la matrice de contrôle du code de Hamming(8,4,4) sont présentés, respectivement, sur
les Figure 3.2 et 3.3. Par convention, une ligne solide représente un bit de code 0 alors
qu’une ligne pointillée représente un bit de code 1. Dans une section où ne figurent pas
des lignes pointillées, une ligne solide représente deux branches distinctes. Ces conven-
tions sont aussi valables dans tout ce chapitre.
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0 0
1
0
1
0
1 1
0 00
1
0
1
0
1
0
1
0
1
1 0
0
01
1
0
1
0
1
0
1
0
1
0
1
0
1
0
1
0
1
0
1
Figure 3.2. Treillis lmentaire T0 associ la ligne (1,0,0,0,0,1,1,1).
0 0 0
1
0
1 1
0 00
1
0
1
0
1
0
01
1
0
1
0
1
0
1
1 0
0
1
0
1
0
1
0
1
0
1
0
1
0
1
Figure 3.3. Treillis lmentaire T1 associ la ligne (0,1,0,0,1,0,1,1).
Dans le cas où la méthode de décodage utilise la matrice génératrice G du code,
les treillis élémentaires sont construits d’une autre manière décrite déjà dans le para-
graphe 1.2.6.2 du premier chapitre.
3.3 Treillis-produit
Une fois les treillis élémentaires sont calculés, l’algorithmeeffectue au niveaude chaque
opérateur "papillon" le produit cartésien entre deux treillis élémentaires à 2 états
chacun. Le produit effectué par un opérateur "papillon" dépend de la matrice utilisée
dans le décodage. Dans le cas où lamatrice génératrice est utilisée, le produit entre treil-
lis est effectué de la même manière déja décrite dans le paragraphe 1.2.6.2 du premier
chapitre. Dans le cas où la matrice de contrôle est utilisée, le produit cartésien entre
deux treillis élémentaires est effectué de la manière suivante: considérons deux treil-
lis T (0) = (V (0),E (0),F2) et T (1) = (V (1),E (1),F2), de même nombre n de sections d’indice
t ∈ {0,1, . . . ,n − 1} tels que: V (i ) = {V (i )0 ,V (i )1 , . . . ,V (i )n } et E (i ) = {E (i )0 ,E (i )1 , . . . ,E (i )n−1} pour
i ∈ {0,1}. Chaque section t d’un treillis T (i ), i ∈ {0,1}, est un ensemble de branches
d’étiquettes e it ∈ E (i )t connectant un état de départ v it−1 ∈ V (i )t−1 à un état d’arrivée
v it ∈V (i )t .
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Le produit cartésien entre T (0) et T (1) désigné par T (0)⊗T (1) est défini tel que [41]:
T (0)⊗T (1) = {((v0t−1,v1t−1), (e0t ,e1t ), (v0t ,v1t ))} avec: e0t = e1t (3.2)
Le produit de deux treillis effectue donc le produit cartésien de chacune des trois com-
posantes des triplet-branchesmais en supprimant les branches si e0t 6= e1t .
A titre d’exemple, le treillis résultant du produit cartésien entre les deux treillis élémen-
taires T0 et T1 est présenté sur la Figure 3.4.
00 00
10
00
01
10
11
00
01
10
11
00
01
10
11
00
01
10
11
00
11
00
11
00
0
1
0
1
0
1
0
1
01
0
1
01
0 0 0
1
1
0
1
1
0
1
0
1
1
0
1
0
1
0
1
0
1
0
1
0
1
0
Figure 3.4. Treillis-produit T0⊗T1.
La section t dans le treillis-produit est obtenue par le produit cartésien entre la sec-
tion t du treillis T0 et la section t du treillis T1. Cette section doit être un des 4 section-
produits suivantes: cel l0⊗cel l0, cel l0⊗cel l1, cel l1⊗cel l0 ou cel l1⊗cel l1. Donc au
lieu de stocker tous les treillis-produits, il suffit de stocker ces 4 sections et en faire la
correspondance avec les bits (hi m ,h j m), des 2 lignes i et j , i 6= j , de la matrice de con-
trôle pour i , j = 0,1, . . . (n−k−1) et m = 0,1, . . . (n−1). Cela permet de réduire l’espace
mémoire utilisé. Les 4 sections cel l0⊗cel l0, cel l0⊗cel l1, cel l1⊗cel l0 ou cel l1⊗cel l1
sont présentées respectivement sur les figures 3.5, 3.6, 3.7 et 3.8.
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00 00
0
1
0
01 01
1
10 10
1
11 11
1
0
Figure 3.5. Section-produit cel l0⊗cel l0.
00
01
10
11
00
01
10
11
0
1
1 0
0
1
1 0
Figure 3.6. Section-produit cel l0⊗cel l1.
00
01
10
11
00
01
10
11
0
1
0
1
1
0
0
1
Figure 3.7. Section-produit cel l1⊗cel l0.
00
01
10
11
00
01
10
11
0
1
0
1
1
1
0
0
Figure 3.8. Section-produit cel l1⊗cel l1.
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3.4 Description de l’algorithme
Le principe de l’algorithme de décodage est de faire interagir des treillis élémentaires 2
à 2 représentant les lignes de la matrice de contrôle (ou la matrice génératrice) du code
en bloc sur plusieurs étages afin de calculer les probabilités a posteriori des bits reçus.
Dans chaque étage, chaque treillis élémentaireTi interagit avec un autre treillisT j , i 6= j ,
à travers un opérateur "papillon". Tout treillisTi est décrit par sa structure donnée par la
ligne Hi de lamatrice de contrôle qui lui est associée, et par l’ensemble des probabilités
{Pr (st (Ti ))} de ses états. Ce sont ces données {Pr (st (Ti ))} qui sont transformées par les
opérateur "papillon".
Avant de présenter les différentes étapes effectuées par l’algorithme en temps réel
pour décoder le mot reçu y , nous présentons tout d’abord les démarches à faire en
amont pour déterminer la structure de décodage. La première démarche consiste à
déterminer la matrice qui définit la carte d’interactions des treillis élémentaires via les
opérateurs papillon. Nous décrivons dans le paragraphe suivant les règles à suivre per-
mettant d’obtenir une telle matrice.
3.4.1 Réseau "papillon" et structure graphique de décodage
La matrice d’interactions des treillis élémentaires définit le réseau d’opérateurs "papil-
lons" constituant la structure de décodage de laméthode. Le calcul de cettematrice suit
les principes suivants:
• Tout opérateur "papillon" n’effectue des interactions qu’entre deux treillis Ti et T j
distincts, i 6= j .
• L’ensemble des opérateurs "papillon" d’un même étage couvre de façon bijective
l’ensemble des treillis: i.e. les indices des treillis d’un étage forment une permuta-
tion de {0,1, . . . , (n−k−1)}.
• Globalement, tout couple de treillis (Ti ,T j ), i 6= j , n’apparaît qu’une seule fois et
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une seule dans toute la structure de décodage.
• Il existe au moins un chemin entre tout opérateur "papillon" du dernier étage et
tout opérateur "papillon" du premier étage.
Pour le décodage d’un code en bloc linéaireC (n,k), la matrice d’interactions comporte
nE t ag e = ⌈Log2(n−k)⌉ étages d’opérateurs "papillon" où ⌈x⌉ désigne la partie entière
supérieure de x.
Pour le décodage du code de Hamming(8,4,4), la matrice d’interaction comporte
nE t ag e = ⌈Log2(4)⌉ = 2 étages d’opérateurs "papillon" et elle est donnéepar le Tableau 3.1.


étage 1 étage 2
↓ ↓[
0,1
] [
0,2
]
[
2,3
] [
1,3
]


Table 3.1. Matrice des couples d’indices de treillis en interaction pour le code
de Hamming(8,4,4).
où
[
i , j
]
, i , j ∈ {0,1,2,3}, sont les indices des lignes de la matrice H4×8 participant à
un opératuer papillon.
A l’instar de lamatrice d’interactions, la structure graphiquede décodage du code de
Hamming(8,4,4) est également composée de deux étages. Le premier étage réalise les
interactions entre les couples des treillis élémentaires (T0,T1) et (T2,T3) et le
deuxième étage réalise les interactions entre les couples (T0,T2) et (T1,T3), ce qui peut
se représenter graphiquement comme dans la Figure 3.9.
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y
Fusi on P (c j |y)
{H0,P (st (T0))}
{H1,P (st (T1))}
{H2,P (st (T2))}
{H3,P (st (T3))}
P (st (T0)|T0 ⊗T1)
P (st (T1)|T0 ⊗T1)
P (st (T2)|T2 ⊗T3)
P (st (T3)|T2 ⊗T3)
P (st (T0)|⊗i Ti )
P (st (T1)|⊗i Ti )
P (st (T2)|⊗i Ti )
P (st (T3)|⊗i Ti )
⊗
{0,1}
⊗
{2,3}
⊗
{0,2}
⊗
{1,3}
Figure 3.9. Structure globale de l’algorithme de dcodage pour le code de
Hamming(8,4,4).
Où ⊗i Ti = T0⊗T1⊗T2⊗T3.
Lemot reçu y du canal est délivré seulement aux opérateurs "papillon" dupremier étage
de la structure afin d’éviter les corrélations qui peuvent se produire quand il est util-
isé par les "papillon" de l’étage suivant. Les autres "papillons" reçoivent les données
des treillis élémentaires avec leurs probabilités a posteriori calculées à l’étage précé-
dent. Les calculs effectués par un opérateur "papillon" sont détaillés dans le paragraphe
suivant.
3.4.2 Calculs effectués par un opérateur "papillon"
Un opérateur "papillon" effectue un algorithme d’estimation de probablilités a poste-
riori des bits d’états sur le treillis-produit Ti ⊗T j de deux treillis élémentaires Ti et T j ,
i 6= j selon l’algorithmede type BCJR. Il reçoit en entrée lemot reçu y (s’il est au premier
étage), les 2 treillis élémentaires Ti et T j et les probabilités de leurs états {P (st (Ti ))}t et
{P (st (T j ))}t respectivement. Puis il procède comme suit:
1. Calculer le treillis-produitTi⊗T j de deux treillis élémentairesTi etT j . Avec la don-
née des lignes Hi et H j de la matrice H , la structure du treillis-produit Ti ⊗T j est
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facilement obtenue à partir des 4 section-produits déjà stockées (voir section 3.3).
Les probabilités a priorid’états de ce treillis-produit sont ensuite calculées à l’aide
des probabilités a priori d’états {P (st (Ti ))}t et {P (st (T j ))}t des treillis élémentaires
Ti et T j respectivement telles que:
P (st (Ti ⊗T j )= (a,b))= P (st (Ti )= a)×P (st (T j )= b) (3.3)
2. Effectuer l’algorithme BCJR sur le treillis-produit Ti ⊗ T j en utilisant les proba-
bilités d’états P (st (Ti ⊗T j )) calculées dans l’étape 1 comme probabilités a priori
d’états. Une fois les deux phases "forward" et "backward" de l’algorithme BCJR
sont effectuées sur ce treillis, le "papillon" calcule les probabilités a posteriori
d’états du treillis-produit. Pour un état st de l’étage t du treillis Ti ⊗T j , sa proba-
bilité a posteriori est donnée par:
P (st (Ti ⊗T j ))=αt (st )×βt (st ) (3.4)
où αt (st ) et βt (st ) sont, respectivement, les probabilités "forward" et
"backward" calculées par l’algorithme BCJR à l’état st (voir le paragraphe 1.4.3
du premier chapitre pour détails sur les probabilitésαt (st ) et βt (st )).
3. Calculer les probabilitésa posteriorid’états des treillisTi et T j parmarginalisation
des probabilités d’états P (st (Ti ⊗T j )) du treillis-produit Ti ⊗T j .
P (st (Ti )|Ti ⊗T j = a)=
∑
b
P (st (Ti ⊗T j )= (a,b)) (3.5)
P (st (T j )|Ti ⊗T j = b)=
∑
a
P (st (Ti ⊗T j )= (a,b)) (3.6)
Le mot reçu est utilisé seulement par les opérateurs "papillon" du premier étage de
la structure de décodage. Les opérateurs "papillon" aux étages suivants n’exploitent
pas directement ce mot reçu afin d’éviter la corrélation. Ils reçoivent seulement les
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probabilités d’états des treillis élémentaires qu’ils manipulent. A cet égard, nous pou-
vons représenter graphiquement un opérateur "papillon" suivant qu’il se situe au pre-
mier étage ou non. La Figure 3.10 représente un opérateur "papillon" au premier étage
alors qu’un opérateur "papillon" aux étages suivants est représenté par la Figure 3.11.
P (st (Ti ))
P (st (T j ))
y
P (st (Ti )|Ti ⊗T j )
P (st (T j )|Ti ⊗T j )
⊗
{i , j }
Figure 3.10. Schma reprsentatif d’un oprateur papillon au premier tage.
P (st (Ti )|⊗a Ta)
P (st (T j )|⊗b Tb)
P (st (Ti )|Ti ⊗T j ⊗a Ta ⊗b Tb)
P (st (T j )|Ti ⊗T j ⊗a Ta ⊗b Tb)
⊗
{i , j }
Figure 3.11. Schma reprsentatif d’un oprateur papillon ne se situant pas au
premier tage.
Où les ensembles notés ⊗aTa (respectivement ⊗bTb) représentent les treillis ayant
déjà interagis avec le treilli élémentaire Ti (respectivement T j ) dans les étages précé-
dents de la structure de décodage.
3.4.3 Description formelle de l’algorithme
Dans le paragraphe 3.4.1, nous avons présenté les démarches permettant de déterminer
la structure de décodage pour un code en bloc.
Dans cette section, nous donnons une descriptionplus détaillée des différentes étapes
de décodage effectuées dans cette structure. Nous exposons ces étapes à l’aide de la
structure de décodage simple du code de Hamming(8,4,4) décrite par la
Figure 3.9.
Le décodage sur cette structure commence de l’étage gauche des opérateurs "papil-
lon". Chaque "papillon" de cet étage reçoit le mot reçu y et les structures des 2 treillis
élémentaires Ti et T j , i , j = 0,1,2,3, représentés, respectivement, par les deux lignes Hi
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et H j de la matrice de contrôle et dont les probabilités d’états {P (st (Ti ))}t et {P (st (T j ))}t
sont initialisées toutes à 0.5. Il effectue ensuite les calculs des probabilités a posteriori
P (st (Ti )|Ti ⊗T j ) P (st (T j )|Ti ⊗T j ) des états des treillis élémentaires Ti et T j respective-
ment en suivant les démarches décrites dans le paragraphe 3.4.2 précédent.
Les structures des treillis élémentairesTm,m = 0,1,2,3, avec leurs probabilités a pos-
teriori, qui viennent d’être calculées par les papillons du premier étage, seront ensuite
délivrées aux "papillons" du deuxième étage. Ces derniers procèderont
ensuite de la même manière que ceux du premier étage en utilisant les probabilités a
posteriori d’états comme des probabilités a priori pour calculer des nouvelles
probabilitésa posteriorid’étatsP (st (Tm)|T0⊗T1⊗T2⊗T3),m = 0,1,2,3, de chaque treillis
élémentaire Tm .
Les treillis élémentaires Tm , m = 0,1,2,3 avec leurs probabilités a posteriori
P (st (Tm)|T0⊗T1⊗T2⊗T3) seront réinjectés à l’entrée de la structure (sans le mot reçu y)
si une nouvelle itération de l’algorithme est prévue. Dans le cas où le nombre maximal
d’itérations est atteint, l’algorithme entame sa phase finale.
Dans la phase finale (bloc Fusion dans la Figure 3.9), l’algorithme de décodage cal-
cule les probabilités a posteriori des bits de code c j , j = 0,1, . . . ,7 en fusionnant les don-
nées fournies par chaque treillis élémentaire. Ce bloc multiplie toutes les probabilités
finales d’un même bit de code de chacun des treillis élémentaires Ti pour i = 0,1,2,3 à
partir de toutes les probabilités a posteriori des états de tous les 4 treillis élémentaires
de l’étage final P (st (Ti ) | T0⊗T1⊗T2⊗T3). Cette phase fusionne donc toutes les infor-
mations disponibles sur chaque bit c j , j = 0,1, . . . ,7, sur les 4 treillis élémentaires. La
probabilité a posteriori d’un bit c j est donnée par:
P (c j | y) ≈
4∏
i=0
P (c j | Ti ,y) (3.7)
où P (c j | Ti ,y) est la probabilité a posterioridu bit c j , j = 0,1, . . . ,7, calculée par le treillis
élémentaire Ti , i = 0,1,2,3.
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3.4.4 Décodage du code de Golay(24,12,8)
La structure globale de l’algorithme de décodage pour le code de Golay de paramètres
(n = 24,k = 12,dmi n = 8) consiste d’abord à trouver la matrice d’interactions
correspondante composée denE t ag e= ⌈Log2(n−k)⌉permutations de l’ensemble d’indices
{0,1, . . . ,n−k−1}. Nous avons donc nE t ag e = 4, et un ensemble de 4 permutationspos-
sibles comme décrit le Tableau 3.2.


étage 1 étage 2 étage 3 étage 4
↓ ↓ ↓ ↓
[
0,1
] [
0,2
] [
0,4
] [
1,6
]
[
2,3
] [
4,6
] [
8,1
] [
11,4
]
[
4,5
] [
8,10
] [
5,9
] [
9,2
]
[
6,7
] [
1,3
] [
2,6
] [
7,0
]
[
8,9
] [
5,7
] [
10,3
] [
5,10
]
[
10,11
] [
9,11
] [
7,11
] [
3,8
]


Table 3.2. Matrice des couples d’indices de treillis en interaction pour pour le
code Golay(24,12,8)
où
[
i , j
]
, i , j ∈ {0,1,2, . . . ,11}, sont les indices des lignes de la matrice du contôle du
code de Golay(24,12,8) participant à un opératuer papillon.
La structure globale de décodage pour le code de Golay(24, 12, 8) peut donc se
représenter comme le montre la Figure 3.12.
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y
{H0,P (st (T0))}
{H1,P (st (T1))}
{H2,P (st (T2))}
{H3,P (st (T3))}
⊗
{0,1}
{H4,P (st (T4))}
{H5,P (st (T5))}
{H6,P (st (T6))}
{H7,P (st (T7))}
{H8,P (st (T8))}
{H9,P (st (T9))}
{H10,P (st (T10))}
{H11,P (st (T11))}
Fusi on P (c j |y)
⊗
{2,3}
⊗
{4,5}
⊗
{6,7}
⊗
{8,9}
⊗
{10,11}
⊗
{0,2}
⊗
{4,6}
⊗
{8,10}
⊗
{1,3}
⊗
{5,7}
⊗
{9,11}
⊗
{0,4}
⊗
{8,1}
⊗
{5,9}
⊗
{2,6}
⊗
{10,3}
⊗
{7,11}
⊗
{1,6}
⊗
{11,4}
⊗
{9,2}
⊗
{7,0}
⊗
{5,10}
⊗
{3,8}
Figure 3.12. Structure globale de l’algorithme de dcodage pour le code de
Golay(24,12,8).
3.5 Performances de l’algorithme
Dans ce paragraphe, nous présentons les résultats de simulationsobtenus avec cet algo-
rithmepour le décodage des 3 codes deHamming(8,4,4),deGolay(24,12,8) et QR(48,24,12).
Les Figure 3.13, 3.14 et 3.16 présentent,respectivement, les performances de l’algorithme
pour ces 3 codes sur un canal binaire à effacement ou BEC. Dans ce cas de canal, le sym-
bole reçu yi , i = 0,1 . . . ,n−1, est donné tel que yi = ci si le bit n’a pas été effacé et yi = 0.5
s’il est effacé. Pour le nombre d’effacements inférieur ou égal à dmi n−1, nous avons fait
un test exhaustif alors que pour un nombre d’effacements supérieur à dmi n −1, les ef-
facements sont introduits aléatoirement sur le mot de code. Nous constatons que la
méthode corrige parfaitement tous les patterns d’au plus dmi n −1 effacements pour les
deux codes de Hamming(8,4,4) et de Golay(24,12,8) et elle corrige aussi certaines pat-
terns de plus de dmi n −1 effacements. Pour le code QR(48,24,12), les performances ne
sont malheureusement pas bonnes et la méthode n’arrive pas à atteindre la limite de
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dmi n −1 effacements corrigés. Nous donnerons à la fin de cette section une éventuelle
justification de ces dégradations de performances constatées pour le décodage de ce
code.
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Figure 3.13. Performance de l’algorithme sur un canal BEC pour le code de
Hamming(8,4,4).
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Figure 3.14. Performance de l’algorithme sur un canal BEC pour le code de
Golay(24,12,8).
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Figure 3.15. Performance de l’algorithme sur un canal BEC pour le code
QR(48,24,12).
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Figure 3.16. Comparaison des performances de l’algorithme sur un canal BEC
pour les codes prcdents.
La Figure 3.17 présente les performances de l’algorithmepour le code deHamming(8,4,4)
sur un canal perturbé par un bruit blanc additif gaussien ou AWGN. Dans ce cas, le sym-
bole reçu yi est la sommede la valeurmodulée de ci avec un bruit blanc additif gaussien
de variance σ2 =N0/2 où N0 est la densité spectrale de puissance du bruit.
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Figure 3.17. Performance de l’algorithme sur un canal AWGN pour le code de
Hamming(8,4,4).
Les courbes de simulations présentées sur la Figure 3.17 montrent que l’algorithme
de décodage par réseau de "papillons" ne donne malheureusement pas de bons résul-
tats sur un canal AWGN. Nous pouvons en effet voir qu’il y a un gain en codage seule-
ment à partir d’un rapport signal à bruit de plus de 6 dB.
Nous pensons que les mauvaises performances de la méthode sont induites par la
présence des sections nulles sur les treillis-produits. Une section nulle St est une sec-
tion où chaque états s de l’étage t est connecté à un état homologue s de l’étage t+1 par
l’ensemble des branches possibles. Deux états de cette section ne sont pas connectés
entre eux s’ils sont différents. A titre d’exemple, les sections 3 et 4 du treillis décrit par la
Figure 3.4 sont des sections nulles. Pour le code de Golay(24,12,8), les treillis-produits
utilisés dans le décodage contiennent chacun 10/24 sections nulles! L’inconvénient
d’une section nulle est que les symboles reçus correspondants ne
contribuent pas aux calculs des probabilités a posteriori d’états des treillis.
En effet, la présence des symboles correctement reçus sur des sections nulles d’un treillis-
produit augmente le pourcentage des symboles erronés participant aux calculs des
probabilités d’états conduisant ensuite à des valeurs des probabilités d’étatsmoins per-
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tinentes. Ces dernières vont ensuite affecter les probabilités d’états des autres treillis
élémentaires dans les interactions suivantes, ce qui conduit à une sorte d’amplification
et de propagationdes erreurs. Certes, ces symboles présents sur ces sections nulles peu-
vent aussi être reçus erronés et donc réduisent le pourcentage des symboles
erronés mais le problème se pose sur d’autres treillis-produits dans lesquels ces sym-
boles couvrent des sections non-nulles.
Certes, nous n’avons pas confirmé ce problème par desmoyens pratiquesmais nous
donnons ci-après deux propositions qui peuvent représenter des perspectives pour,peut
être, y remédier dans le sens où elles permettront de réduire le nombre de sections
nulles dans les treillis-produits.
• La première proposition consiste à faire une sectionnalisationdes treillis-produits
en fusionnant les sections nulles avec d’autres sections non-nulles pour former
une seule section. La sectionnalisation permet également de réduire la
complexité de décodage. Cette notion de sectionnalisation des treillis est présen-
tée en détails dans le dernier chapitre de ce manuscrit.
• La deuxième proposition consiste à augmenter le nombre de treillis élémentaires
formant un treillis-produit. Dans notre cas, les treillis-produits sont formés par le
produit cartésien de 2 treillis élémentaires. Nous pouvons utiliser plus de 2 treil-
lis élémentaires (par exemple 4) car cela réduit le nombre de sections nulles dans
le treillis résultant et éventuellement limiter leurs effets négatifs sur les perfor-
mances.
3.6 Etude de la complexité
La complexité de cet algorithme est, principalement, la complexité d’un opérateur
"papillon" multipliée par le nombre total des ces opérateurs dans la structure de
décodage. Un opérateur "papillon" effectue un algorithme BCJR sur le treillis-produit
T = Ti ⊗T j de 2 treillis élémentaires Ti et T j à 2 états pris sur l’ensemble des k treillis
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élémentaires. Pour étudier la complexité d’un "papillon", nous allons calculer sa
complexité pour une section t du treillis-produitT et ensuite faire la somme sur l’ensemble
des sections constituant le treillis-produit. Ceci permet aussi de donner une étude générique
qui peut être utilisée dans le cas où le papillon traite plus de 2 treillis élémentaires
comme nous l’avons proposé dans les perspectives.
Considérons donc une section t du treillis-produit T , composée de nt−1s états de
départ, nts états d’arrivée et un nombre total de n
t
b
branches. Cette section est le résultat
du produit entre la section t du treillis Ti et la section t du treillis T j . Un papillon qui
reçoit les probabilités d’états des 2 treillis élémentaires Ti et T j va tout d’abord calculer
les probabilités d’états du treillis-produit résultant en utilisant l’équation 3.3, ceci de-
mande pour la section t du treillis T , nts multiplications. Le papillon effectue, ensuite,
un algorithme BCJR sur le treillis T pour calculer les probabilités d’états forward αt et
backward βt . Le calcul des probabilités αt , à l’aide de équation 1.47, demande N
t
a(αt )
additions et N tm(αt ) multiplications où N
t
a(αt ) et N
t
m(αt ) sont donnés, respectivement,
par:
N ta(αt )= ntb −nts (3.8)
N tm(αt )= ntb (3.9)
Le calcul des probabilités βt à l’aide de équation 1.48, demande N
t
a(βt ) additions et
N tm(βt ) multiplications où N
t
a(βt ) et N
t
m(βt ) sont donnés, respectivement, par:
N ta(βt )= ntb −nt−1s (3.10)
N tm(βt )= ntb (3.11)
Après les calculs des probabilitésαt et βt , l’algorithmecalcule les nouvelles probabilités
d’états du treillis-produit en utilisant l’équation 3.4, ceci demande nts multiplications.
Dans la dernière étape, l’opérateur "papillon" calcule les probabilités d’états de chacun
des treillis élémentaires Ti et T j par marginalisation des probabilités d’états du treillis-
100
produit T , ceci demande nts additions. Donc la complexité totale d’un opérateur "papil-
lon" est de N tm(⊗) multiplications et N ta(⊗) additions telles que:
Na(⊗)=
n−1∑
t=0
(N ta(αt )+N ta(βt )+nts ) (3.12)
Nm(⊗)=
n−1∑
t=0
(N tm(αt )+N tm(βt )+2nts ) (3.13)
Pour donner un ordre de grandeur de la complexité de la méthode, nous la calculons
pour le code de Golay(n = 24,k = 12,dmi n = 8). Pour k = 12 et n = 24, la structure de
décodage est donc composée de nE t ag e = ⌈Log2(n − k)⌉ = 4 étages et chaque étage
comporte (n − k)/2 = 6 papillons. Un opérateur "papillon" traite des treillis-produits
binaires à 4 états. Donc, une section t est composée, en moyenne, de nt−1s = 4 états
de départ, de nts = 4 états d’arrivée et ntb = 8 branches. La complexité d’un opérateur
"papillon" peut être réduite en exploitant la présence des sections nulles dans les treillis
élémentaires et ensuite dans les treillis-produits. Dans une section nulle, les probabi-
lités d’états de départ et celles d’états d’arrivée sont égales, cela veut dire qu’il suffit de
calculer les probabilités d’états d’un étage pour en déduire les probabilités d’états de
l’étage suivant. Dans un treillis-produit à 4 états, il y a 10 sections nulles. Cela veut dire
qu’il y a 10 sections dans le treillis-produit où on n’a pas besoin d’y faire le calcul des
probabilités d’états, ce qui peut se traduire par une compression du treillis à 14 sections
seulement.
Donc, la complexité réelle d’un opérateur "papillon" est de 168 additions et 336 multi-
plications.
La complexité totale de laméthode de décodage pour le code deGolay(24,12,8) est donc
4×6×168= 4 032 additions et 4×6×336= 8 064 multiplications.
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3.7 Conclusion du chapitre 3
Dans ce chapitre nous avons présenté un algorithme de décodage pour les codes en
bloc basé sur un réseau d’opérateurs permettant de faire interagir des treillis élémen-
taires représentant les lignes de la matrice génératrice ou de contrôle du code en bloc.
Les opérateurs sont rangés dans plusieurs étages formant ainsi la structure globale de
l’algorithme de décodage. Chaque opérateur du réseau fait interagir deux treillis élé-
mentaires Ti et T j , distincts i 6= j , via leur produit cartésien, effectue ensuite un al-
gorithme BCJR sur le treillis-produit et par marginalisation des probabilités d’états de
ce dernier calcule les probabilités a posteriori d’états de chacun des deux treillis élé-
mentaires qui seront utilisées dans les étages suivants de la structure. L’algorithme se
termine par le calcul de la probabilité a posteriori des bits reçus. Nous avons ensuite
présenté les performances de la méthode en donnant les résultats de simulations pour
les codes de Hamming(8,4,4), de Golay(24,12,8) et de QR(48,24,12) dans le cas d’un
canal à effacement ou BEC. L’algorithme corrige parfaitement tous les patterns d’au
plus dmi n −1 effacements pour les deux codes de Hamming(8,4,4) et de Golay(24,12,8)
et elle corrige aussi certaines patterns de plus de dmi n − 1 effacements. Pour le code
QR(48,24,12), les performances ne sont malheureusement pas bonnes et la méthode
n’arrive pas à atteindre la limite de dmi n −1 effacements corrigés.
Nous avons clôturé ce chapitre par une étude détaillée de la complexité de la
méthode en donnant le nombre d’opérations arithmétiques effectuées et nous avons
donnéun ordre de grandeur de la complexité en la calculant pour le codedeGolay(24,12,8).
Chapitre 4
DÉCODAGE DES CODES EN BLOC BASÉ SURDES
TREILLIS-PRODUITS
4.1 Introduction
Dans ce chapitre nous allons présenter deux algorithmes de décodage itératifs pour les
codes en bloc basés sur des treillis-produits. Ces deux algorithmes utilisent des treillis-
produits de complexité réduite construits à partir des treillis élémentaires représentant
des lignes de la matrice de contrôle du code.
Le premier algorithme est un algorithme qui fait une recherche du mot le plus
probable sur chacun des treillis-produits au lieu de faire la recherche sur le treillis global
du code. Il utilise un décodage par List-Viterbi [81] sur chacun des treillis-produits.
Le deuxième algorithme est un algorithme SISO qui estime les logarithmes des rap-
ports de vraisemblance ou LLRs (Log-Likelihood Ratio) a posteriori des symboles reçus.
Cet algorithmeutilise des techniques de décodage classiques sur treillis comme l’algorithme
BCJR[34].
Pour la clarté de l’exposé de ces deux algorithmes, nous définissons tout d’abord
quelques notations qui seront utilisées tout au long de ce chapitre.
Soit C (n,k) un code en bloc linéaire défini sur F2 et c = (c0,c1, . . . ,cn−1) un mot de code
de C . Nous considérons une modulation à deux phases ou BPSK (Binary Phase Shift
Keying) qui associe le bit 0 (respectivement 1) à la valeur modulée −1(respectivement
+1). Le mot modulé x = (x0,x1, . . . ,xn−1) associé au mot c est ensuite transmis sur un
canal à bruit blanc additif gaussien de variance σ2 = N0/2 et à fading d’amplitude a. Le
mot reçu est noté y = (y0, y1, . . . , yn−1) tel que yi = a.xi + bi où bi est l’échantillon du
bruit gaussien.
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Soit H une matrice de contrôle du code C . Nous notons par nL, le nombre de lignes de
H formant un treillis-produit, et par np le nombre de treillis-produits issus de lamatrice
H . Les treillis-produits issus des lignes de la matrice H sont notés Tpi , i = 0,1, . . . ,np −1
et ils sont donnés par:
Tpi = Ti∗nL ⊗Ti∗nL+1⊗ . . .⊗Ti∗nL+(nL−1) (4.1)
Où Tm , m ∈ {0,1, . . . ,n − k − 1}, représente le treillis élémentaire associé à la mème
ligne de la matrice H et ⊗ designe le produit cartésien des treillis tel qu’il est présenté
dans le chapitre 3.
4.2 Décodage itératif dérivé de l’algorithme List-Viterbi
Le concept du décodage itératif utilisé dans cette méthode de décodage est différent du
concept classique basé sur l’échange des informations extrinsèques entre les décodeurs
de base. Le concept du décodage itératif utilisé dans cet algorithme vient simplement
du fait que le décodage est effectué en plusieurs étapes.
Cette technique utilise, à l’étape i de son processus, l’algorithme de décodage List-
Viterbi [81] pour rechercher, sur chaque treillis-produit, le ième, i = 1,2, . . ., chemin le
plus probable pour constituer une liste des mots candidats. L’algorithme sélectionne
ensuite, dans cette liste, le mot de code à distance euclidienne minimale du mot reçu
comme décision.
Dans ce paragraphe nous allons décrire cet algorithme en détaillant les différents
calculs effectués, à chaque étape de décodage, par les décodeurs élémentaires représen-
tés par les treillis-produit.
Mais nous allons tout d’abord présenter l’algorithme de décodage List-Viterbi [81].
4.2.1 Algorithme de décodage List-Viterbi
Unalgorithmededécodage List-Viterbi est un algorithmebasé sur l’algorithmedeViterbi
et qui fait une recherche d’une liste de i chemins les plus probables dans un treillis
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décrivant le code [81]. Ils existent deux variantes de cet algorithme. La première variante
PLVA (Parallel List-Viterbi Algorithm) fait une recherche parallèle et fournit simultané-
ment la liste des i chemins les plus probables. La deuxième variante SLVA (Serial List-
Viterbi Algorithm) fait une recherche en série qui génère le ième chemin le plus proba-
ble sachant les (i −1) les plus probables déjà déterminés. Nous utilisons cette dernière
variante SLVA car elle est mieux adaptée à l’algorithme itératif proposé.
Dans ce paragraphenous allons tout d’abord présenter le principe de décodage SLVA
en présentant les différents calculs qu’il effectue sur un treillis pour déterminer la liste
des i chemins les plus probables. Pour cela, nous introduisons tout d’abord quelques
notations nécessaires à la clarté de l’exposé de cet algorithme.
Soit T un treillis de n sections décrivant un code en bloc C (n,k). Nous notons par
s t
j
, ( j = 0,1 . . .), l’état j de l’étage t du treillis T , par Γˆst
j
et Γ¯st
j
, respectivement, les deux
métriques des chemins survivant et concurrent à l’état s t
j
, par sˆ t
j
l’état du chemin sur-
vivant à l’étage (t − 1) du treillis T , par s¯ t
j
l’état du chemin concurrent à l’étage (t − 1)
du treillis T et par pi = (pi (0),pi (1), . . . ,pi (n)) le ième chemin le plus probable, où pi (t ),
t = 0,1, . . . ,n, est l’état de pi situé à l’étage t du treillis T .
La Figure 4.2.1 décrit un exemple d’un treillis de 5 sections sur lequel sont illustrées
toutes les notations précédentes. Sur ce treillis, le chemin tout à zéro est considéré
comme le chemin survivant à l’état s t0 et l’autre chemin en trait gras est le chemin con-
current.
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sˆt0
s¯t0
chemin concurrent
à l’état st0 de métrique Γ¯s t0
chemin survivant
à l’état st0 demétrique Γˆs t0
st0
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1
1
1
1
1
1
1
1
1
0 0 0
0
Figure 4.1. Illustration des notations
Pour déterminer la liste des i chemins les plus probables (p1,p2, . . . ,pi ) dans le treil-
lis T , l’algorithme SLVA effectue une phase en-avant ou forward sur T similaire à celle
effectuée par l’algorithmedeViterbi(voir chapitre 1) suivie par une succession de i phases
en-arrière ou backward.
Pendant la phase forward l’algorithme stocke pour chaque état st
j
, les deuxmétriques
Γˆst
j
et Γ¯st
j
et les deux états sˆ t
j
et s¯ t
j
. A la fin de cette phase forward, l’algorithme effectue
une succession de i phases backward pour trouver les i chemins les plus probables
(p1,p2, . . . ,pi ).
L’implémentation de la phase forward est très simple et similaire à celle de l’algorithme
de Viterbi présenté dans le paragraphe 1.4.1 dans le premier chapitre.
Pour l’implémentation des phases backward, nous allons présenter une méthode
proposée par Röder et al dans [82]. Le choix de cette méthode est motivé par sa com-
plexité réduitemais aussi par sa capacité à expliciter d’unemanière formelle l’algorithme
SLVA.
Nous allons tout d’abord montrer d’une manière simple comment les 3 premiers
chemins les plus probables dans le treillis T sont obtenus par cette méthode avant de
donner une description plus générale qui permet de trouver le ième chemin le plus
probable.
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Le processus de recherche des i chemins les plus probables (p1,p2, . . . ,pi ) com-
mence avec la recherche du 1er chemin p1 en effectuant une première phase backward.
Cette première phase backward est similaire à celle effectuée par l’algorithmede Viterbi
(voir paragraphe 1.4.1 du premier chapitre).
Pendant cette phase, laméthode proposée dans [82] définit une pile d’éléments dans
laquelle sont stockés les chemins concurrents du chemin p1: entre autres la métrique
du chemin, instant où il diverge du chemin p1. Cette pile est maintenue triée par ordre
croissant selon les métriques des chemins. A la fin de la première phase backward, la
méthode détermine le chemin p1 mais aussi ses chemins concurrents stockés dans la
pile.
Le 2ème chemin le plus probable p2 est le chemin concurrent de p1, qui a la plus
grandemétrique c’est-à-dire le chemin en tête de la pile. Soit t1 l’instant du treillis T où
il diverge du chemin p1. Entre cet instant t1 et la fin du treillis T les deux chemins p1 et
p2 sont superposés, c’est à dire p2(l ) = p1(l ), pour l ≥ t1. Pour tracer l’autre partie du
chemin p2, pour l < t1, une deuxième phase backward est effectuée à partir de l’instant
t1. Pendant cette deuxièmephase, les chemins concurrents de p2 et qui y dvergent avant
l’instant t1 sont stockée dans la pile tout en la gardant triée par ordre croissant selon les
métriques des chemins. Le chemin p2 doit être effacé de la pile directement après avoir
été extrait mais les autres chemins stockés pendant la phase backward précédente ne
sont pas effacés car ils sont des chemins concurrents de p2 et peuvent inclure le 3
ème
chemin le plus probable.
Le 3ème chemin le plus probable p3 est le chemin concurrent de p2, qui a la plus
grande métrique c’est-à-dire le chemin en tête de la pile et soit t2 l’instant du treillis T
où il diverge du chemin p2. Entre cet instant t2 et la fin du treillis T les deux chemins p2
et p3 sont superposés, c’est à dire p3(l )= p2(l ), pour l ≥ t2. Pour tracer l’autre partie du
chemin p3, pour l < t2, une troisième phase backward est effectuée à partir de l’instant
t2. Pendant cette phase backward, les chemins concurrents de p3 et qui y divergent
avant l’instant t2 sont stockés dans la pile tout en la gardant triée par ordre croissant.
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Le processus est répété pour trouver les autres chemins les plus probables: p4, p5, . . . ,pi .
Pour décrire formellement les calculs effectués par la méthode pour trouver le ième
chemin le plus probable dans le treillis T , nous définissons une pile d’éléments
Sh = (Sh .m,Sh.q,Sh .t ,Sh .u) telle que:
• Sh.m: est la métrique du chemin concurrent à stocker dans la pile.
• Sh.i : est le numéro du backward (i
ème chemin) à lequel l’élément Sh est inséré
dans la pile.
• Sh.t : est l’instant du treillis où le chemin à stocker diverge du chemin précédent.
C’est l’instant où le backward suivant va commencer si la métrique de ce chemin
à stocker est la plus grande dans la pile.
• Sh.u: est la métrique du chemin partiel entre l’état où le chemin concurrent à
stocker diverge du chemin précédent et l’état final du treillis T . Cettemétrique est
nécessaire car elle permet de calculer la métrique globale du chemin concurrent
à stocker et pour lequel nous ne disposons que de sa métrique partielle jusqu’à
l’état où il diverge du chemin précédent.
Chaque élément Sh de la pile définit un chemin concurrent du (i −1)ème chemin le plus
probable.
La description formelle de l’implémentation de l’algorithme SLVA pour déterminer
une liste des i chemins les plus probables dans le treillis T est donnée ci-dessous [82]:
1. Dans la première phase backward, la pile est déclarée et initialisée. Cette phase
trace le 1ème chemin le plus probable (i = 1) dans le treillis T , en commençant
de son état final s0n = 0 du dernier étage t = n. Cet état est inséré dans le vecteur
des états du chemin recherché p1, p1(t )= 0. Puis définir et initialiser la métrique
du chemin partiel m = 0, l’indice d’état l = 0 et ensuite aller à l’étape 6. Dans les
backwards suivants, mettre i = i +1 et aller à l’étape 2.
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2. Le chemin pi−1 précédent se trouve jusqu’ici stocké en tête de la pile à l’emplacement
S1. Le nouveau chemin recherché pi diverge du chemin pi−1 à l’état j = pi−1(t )
de l’étage t = S1.t , et son vecteur d’états, entre les instants t et n, est rempli par les
états de pi−1 tels que: pi (v)= pi−1(v), pour v ≥ t .
3. Mettre m = S1.u. Puis supprimer le premier élément S1 de la pile.
4. Mettre j = s¯ t
l
(s¯ t
l
représente la valeur décimale de l’étiquette de l’état).
5. Mettre m =m+ Γ¯st
l
− Γˆst−1
j
et pi (t −1)= j . Ensuite, mettre t = t −1 et l = j .
6. Insérer dans la pile un nouvel élément Sh tel que: Sh .m = Γ¯st
l
+m, Sh.i = i , Sh.t = t
et Sh .u = m de telle sorte à ce qu’elle reste triée en ordre croissant suivant les
métriques Sh .m des chemins.
7. Mettre j = sˆ t
l
(sˆ t
l
représente la valeur décimale de l’étiquette de l’état).
8. Mettre m =m+ Γˆst
l
− Γˆst−1
j
et pi (t −1)= j . Mettre t = t −1 et l = j .
9. Répéter les étapes 6 à 8 jusqu’à t = 0.
La pile est triée en ordre croissant avec les métriques des chemins. Le meilleur chemin
suivant se trouve donc en tête de la pile après chaque backward. Pour réduire l’espace
mémoire utilisé et éviter des insertions inutiles dans la pile, la taille de celle-ci peut être
limitée à (i−1) éléments car tous les éléments en dessous de l’élément (i−1) ne peuvent
pasmonter en tête de la pile et donc ne sont pas parmis les i chemins les plus probables
recherchés.
4.2.2 Description de l’algorithme de décodage itératif dérivé de l’algorithme List-Viterbi
La description des différentes étapes de l’algorithmededécodage itératif dérivé l’algorithme
List-Viterbi est donnée par:
• Etape 1: effectuer un décodage de Viterbi sur chacun des np treillis-produits Tpi ,
i = 0,1, . . . ,np−1. Constituer une liste Ls de np mots candidats correspondant aux
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chemins survivants sur les treillis-produits (un mot par treillis-produit). Mettre
i = 1.
• Etape 2: tester s’il y a un mot valide du code C dans la liste Ls? si oui, retenir
ce mot comme décision et stopper l’algorithme. Sinon, mettre i = i +1 et aller à
l’étape 3. A ce niveau une itération est effectuée.
• Etape 3: chercher sur chaque treillis-produit le ième chemin le plus probable en
utilisant l’algorithme SLVA précédent. Une liste Ls de np mots candidats est alors
constituée. Aller à l’étape 2.
L’étape 2 peut être implémentée simplement par le calcul de syndrome s = cHT , où HT
est la matrice transposée de H . L’étape 3 est implémentée à l’aide de l’algorithme SLVA
présenté dans le paragraphe précédent. Le processus de décodage continue jusqu’à ce
qu’unmot valide soit trouvé ou un nombremaximal d’itérations est atteint.
4.2.3 Performances de l’algorithme
Dans ce paragraphe, nous présentons les résultats de simulations obtenus pour les 3
codes de Hamming(8,4,4), BCH(31,26,3) et BCH(32,26,4) dans le cas d’un canal per-
turbé par un bruit blanc additif gaussien ou AWGN. Les treillis-produits ont été
construits par groupement de 2 lignes de la matrice H (nL = 2). Cela conduit à des
treillis-produits à 4 états. Pour le code de Hamming(8,4,4), la structure de décodage est
composée de 2 treillis-produits de même longueur n = 8 sections. Pour le code (31,26),
la structure de décodage est composée de 3 treillis-produits de même longueur n = 31
sections. Pour ce code le nombre de lignes de sa matrice de contrôle est
impaire ((n−k) = 5) et donc ne divise pas nL = 2. Dans ce cas, une ligne de la matrice
est dupliquée pour que le nombre total des lignes soit paire.
La Figure 4.2 présente les performances de l’algorithmepour le code deHamming(8,4,4)
comparées à celles du décodage ML-exhaustif. Les performances sont évaluées en ter-
mes de taux d’erreur binaire ouBER (Bit Error Rate) en fonctiondu rapport signal à bruit.
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Nous constatons que l’algorithme réalise des performances quasi-optimales au sens
ML-exhaustif avec seulement 3 itérations. Les performances sont aussi quasi-optimales
avec 2 itérations.
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Figure 4.2. Performances de l’algorithme de dcodage itratif driv de List-Viterbi
pour le code de Hamming(8,4,4).
La Figure 4.3 présente les performances, évaluées en termes de BER, de l’algorithme
pour le code de BCH(31,26,3). Au bout de 5 itérations, ces performances sont quasi-
optimales comparées à celle du décodageML-exhaustif.
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Figure 4.3. Performances de l’algorithme de dcodageitratif driv de List-Viterbi
pour le code (31,26,3).
La Figure 4.4 présente les performances de l’algorithmepour le code deBCH(32,26,4).
Au bout de 7 itérations, ces performances sont très proches de celle du décodage ML-
exhaustif.
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Figure 4.4. Performances de l’algorithme de dcodage itratif driv de List-Viterbi
pour le code (32,26,4).
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Nous constatons en observant les performances de l’algorithmepour les deux codes
BCH(31,26,3) et BCH(32,26,4) que sa vitesse de convergence décroit avec l’augmentation
de la longueur dumot de code. En effet, pour le code BCH(31,26,3), les performances de
l’algorithme sont très proches de celles du décodage ML-exhaustif en effectuant seule-
ment 5 itérations alors que pour le code BCH(32,26,4) il fallait 7 itérations pour
approcher les performances optimales.
Le principe de l’algorithme consiste à faire une recherche du chemin le plus proba-
ble sur plusieurs treillis-produits. Cela signifie que la recherche est d’autant difficile que
le nombre de chemins dans ce treillis est grand. Or, le nombre de chemins (est égal à
230) dans un treillis-produit issu de la matrice de contrôle du code BCH(32,26,4) est 2
fois plus grand que le nombre de chemins(est égal à 229) dans un treillis-produit issu de
la matrice de contrôle du code BCH(31,26,3). Cela justifie la convergence moins rapide
de l’algorithme pour le décodage du code BCH(32,26,4). La vitesse de convergence de
l’algorithme peut être accélérée en augmentant la taille des treillis-produits c’est-à-dire
les formant avec plus de 2 lignes de la matrice de contrôle car cela diminue le nom-
bre de chemins dans le treillis-produit et rend plus rapide la recherche des chemins
les plus probables. Par exemple, pour le décodage du code BCH(32,26,4) les treillis-
produits construits avec 3 lignes de sa matrice de contrôle contiennent 2 fois moins de
chemins que les treillis-produits construits avec 2 lignes et par conséquent conduisent
à une vitesse de convergence plus grande.
La convergence de l’algorithme dépend aussi du rapport signal à bruit ou SNR du
canal. En effet, pour des valeurs de SNR grandes, l’algorithme trouve rapidement le
chemin le plus probable sur les treillis-produits. Mais pour des valeurs de SNR petites,
l’algorithme peut effectuer un grand nombre d’itérations avant de trouver le chemin le
plus probable. Ces réalités sont déduites des résultats de simulations présentés sur les
figures 4.5 et 4.6 qui donnent le nombremoyen d’itérations nécessaires pour trouver un
mot de code valide pour les 2 code deHamming(8,4,4) et BCH(31,26,3) respectivement.
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Figure 4.5. Nombre moyen d’itrations en fonction du SNR pour le code de
Hamming(8,4,4).
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4.2.4 Complexité de l’algorithme
La complexité de cet algorithme de décodage est la complexité d’un décodeur élémen-
taire (treillis-produit)multipliée par le nombre total de ces décodeurs np . A l’itération i ,
un décodeur élémentaire cherche le ième chemin le plus probable sur le treillis-produit
correspondant. Dans ce cas, l’algorithme effectue l’étape 1 seule, suivie par (i −1) itéra-
tions des étapes 2 et 3. Le décodage termine avec l’étape 2.
L’étape 1 consiste à effectuer un décodage de Viterbi sur chacun des treillis-produits.
Dans cette étape, l’algorithme de Viterbi est appliqué sur np treillis-produits à 4 états,
donc la complexité de la première étape est de l’ordre de np ×n×24. Le test des mots à
l’étape 2 est effectué par le calcul de syndrome s = cHT . Cela peut être fait par le calcul
des syndromes élémentaires, impliquant seulement des opérations binaires. La com-
plexité de cette étape est négligeable devant la complexité de l’étape 1 et 3, qui implique
des additions et comparaisons. L’implémentation de l’algorithme SLVA, dans l’étape 3,
nécessite une pile qui grandit linéairement avec chaque itération. Pour une phase back-
ward, l’insertion d’un élément dans la pile nécessite, en moyenne, i/2 comparaisons. Si
on suppose que le ième chemin recherché diverge du chemin précédent, en moyenne,
au milieu du treillis (t = n/2), alors il y a n/2 états à visiter dans chaque backward. Ceci
conduit à n/2 insertions dans la pile et 3n/2 additions. Pour i chemins, la complexité
globale de l’étape 3 est de l’ordre de O (n(i2+ i )) = O (ni2). Donc, la complexité globale
de la méthode de décodage est de l’ordre O (npH ni
2)).
4.3 Décodage itératif SISO basé sur des treillis-produits
La technique de décodage itératif présentée dans ce paragraphe est un algorithme SISO
qui estime les LLRs a posteriori des symboles reçus. Cet algorithme, comme le précé-
dent, utilise des treillis-produits de complexité réduite construits à partir des treillis élé-
mentaires représentant les lignes de la matrice de contrôle du code. L’algorithme fait
coopérer ces treillis-produits dans un processus itératif pendant lequel ils échangent
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des informations extrinsèques sur les symboles formant les étiquettes des branches de
leurs sections. Ces informations extrinsèques sont calculées sur chaque treillis-produit
en utilisant un algorithme SISO comme l’algorithme BCJR[34].
L’idée de départ de cet algorithme de décodage est d’utiliser la matrice de contrôle
pour former les treillis-produits utilisés dans la structure de décodage. L’application de
cet algorithme pour le décodage de certains codes en bloc a ensuite donné de bonnes
performances nous encourageant à aller davantage dans cette direction. L’application
de l’algorithme à d’autres codes en bloc a rapidement révélé des inconvénients liés à la
présence des sections nulles sur les treillis-produits qui empêchent certains symboles
de profiter du décodage itératif. Ce problème rend très difficile d’approcher les perfor-
mances optimales avec une complexité raisonnable pour autres codes comme le code
de Golay(24,12,8).
Nous avons ensuite orienté nos recherches sur ce problème posé par les sections
nulles afin d’en trouver des solutions. Nous avons donc abouti à deux solutions. La
première solution consiste à utiliser une autre matrice de contrôle du code conjointe-
ment avec la matrice de contrôle de départ afin d’assurer une couverture des symboles
présents dans ces sections nulles. La deuxième solution consiste à faire une section-
nalisation des treillis-produits en fusionnant les sections nulles avec d’autres sections
non-nulles pour former une seule section.
Cette section est organisée comme suit. La sous-section 4.3.1 donne une descrip-
tion générale de l’algorithmeen présentant sa structure graphique avec une description
formelle de toutes ses étapes. La sous-section 4.3.2 décrit la notion de sectionnalisation
des treillis et l’expose à l’aide d’un exemple d’un treillis simple. La sous-section 4.3.3
présente une modification de l’algorithme BCJR adaptée aux treillis sectionnalisés. La
sous-section 4.3.4 donne un exposé d’exemple de construction de la structure de dé-
codage à l’aide du code deHamming (7,4,3) et présente les performances de l’algorithme
pour plusieurs codes en bloc. La sous-section 4.3.5 calcule la complexité de l’algorithme.
Cet algorithme a fait l’objet de la publication [83].
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4.3.1 Notations et description générale de l’algorithme
La structure de décodage de l’algorithmeest constituée d’un ensemble de treillis-produits.
Si ces treillis-produits sont sectionnalisés, leurs branches sont étiquetées par un ensem-
ble de bits. Chaque branche d’une section t d’un treillis-produit est étiquetée par un
groupe de mt bits qui forme un symbole. Dans ce cas les treillis-produits échangent
des informations extrinsèques sur les symboles et non sur les bits. Par contre si les
treillis-produits ne sont pas sectionnalisés, ils échangent des informations sur les bits
étiquetant leurs branches.
Pour pouvoir donner une description générale de l’algorithme qui soit valable pour
les deux cas ci-dessus des treillis-produits, nous pouvons considérer le deuxième cas
comme étant un cas particulier du premier avec mt = 1 et nous utilisons, dorénavant,
l’appellation symbole pour décrire soit un bit soit un groupe de bits.
Pour un symbole h(t), nous notons par La(h
(t)), son LLR a priori donné par:
La(h
(t))= log P (h
(t)|y (t))
P (0|y (t)) (4.2)
où y (t) est la séquence partielle du mot reçu y associée aux mt bits de code. Ce vecteur
des LLR a priori sera délivré à chaque treillis-produit pour initialiser le décodage.
Les décodeurs constituant la structure globale de décodage sont représentés par les
treillis-produits Tpd , d = 0,1, . . . ,np − 1, où np est le nombre total des treillis-produits.
On note par Lde , le vecteur des LLR extrinsèques fourni, après chaque itération, par le
treillis-produitTpd sur les symboles et par L
d
a , le vecteur des LLR des symboles fourni au
treillis-produit Tpd pour commencer une nouvelle itération de décodage.
La structure générale de décodage pour le code en bloc C est décrite par la
Figure 4.7.
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Figure 4.7. Structure graphique de dcodage
Une description formelle de cette méthode de décodage est donnée ci-après:
Algorithm: décodage itératif SISO par treillis-produits
Input : La(LLR a priori des symboles)
Lda ←− La , d ∈ {0,1, . . . ,np −1};
for nI ter ← 1 to nombr eM axI ter ations do
for d ← 0 to np −1 do
Lde ←− algorithmeBCJR(Lda ).
end
for d ← 0 to np −1 do
Lda ←−
np−1∑
i=0,i 6=d
Lie(c)+La .
end
end
LLRapp(h | y)←−
np−1∑
d=0
Lde (h)+La(h).
Output: LLRapp (LLR a posteriori des symboles).
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4.3.2 Sectionnalisation des treillis-produits
La sectionnalisation[84] d’un treillis consiste à fusionner des sections successives pour
en former une seule. Chaque section résultant d’une fusion a donc pour étiquettes de
branches la concaténation des étiquettes des branches de transition entre les états de
départ et les états d’arrivée des sections fusionnées.
Soit T un treillis de longueur n et Ts le treillis résultant de la sectionnalisation du
treillis T aux instants (t0, t1, . . . , tv ) où v est le nombre de sections dans le treillis Ts
tels que 0 = t0 < t1 < . . . < tv = n. Une section i dans Ts est résultante de la fusion de
mi = ti − ti−1 sections de T et chacune de ses branches est étiquettée par mi bits. Pour
exprimer la sectionnalisation sous formemathématique,considérons deux sections suc-
cessives S0 et S1 d’un même treillis T telles que: S0 = {(a0,e0,b0)} et S1 = {(a1,e1,b1)}
où ai , bi et ei , i ∈ {0,1}, sont respectivement les ensembles d’états de départ, d’états
d’arrivée et d’étiquettes des branches constituant une section Si . La sectionnalisation
(S0|S1) ou fusion des sections S0 et S1 est définie telle que:
(S0|S1)= {(a0,b0), (e0,e1), (a1,b1)|b0 = a1}
ce qui se simplifie par la suppression des produits cartésiens ci-dessus pour lesquels
b0 6= a1: (S0|S1)= {a0, (e0,e1),b1}.
Par exemple, le treillis Ts de 3 sections décrit par la Figure 4.9 est obtenu par la sec-
tionnalisationdu treillisT décrit par la Figure 4.8. La première section de Ts est obtenue
par fusion des 2 sections 1 et 2 de T , la deuxième section par fusion des 2 sections 3 et
4 de T et la troisième et dernière section de Ts est obtenue par fusion des 3 sections 5,
6 et 7 de T . Si le nombre de section groupées est constant, nous parlons d’une section-
nalisation invariante.
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Figure 4.8. Treillis T .
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Figure 4.9. Treillis Ts obtenu par sectionnalisation du treillis T dcrit par la
Figure 4.8.
La sectionnalisation d’un treillis-produit peut conduire à la formation de branches
multiples entre deux états du treillis comme dans la dernière section du treillis-produit
présenté sur la Figure 4.9 où deux états sont connectés par 2 branches distinctes. La
formation des branches multiples peut être exploitée pour réduire la complexité de dé-
codage de l’algorithme BCJR [85] et donc la complexité globale de l’algorithme pro-
posé. Les branches multiples peuvent être fusionnées en une simple branche. Ceci
réduit le nombre total de branches dans le treillis et donc réduit la complexité globale
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du décodage (voir paragraphe 1.2.1.5). La Figure 4.10 illustre le passage d’un treillis à
branches multiples à un treillis à branches simples.
B(s ′, s)Branchemultiple
B(s ′, s)
Branches simples
B(s ′, s)
s′
s
s′
s
Figure 4.10. Transformation de branche multiple en une seule branche.
Il est donc très commode pour notre application d’évaluer la complexité de branche
d’un treillis sectionnalisé par le nombre de branches multiples. Pour cela nous intro-
duisons tout d’abord quelques notations. On note par CT le code en bloc décrit par le
treillis T etCti−1 ,ti le sous-code duCT contenant les mots de code dont les bits non nuls
se trouvent entre les positions (ti−1+1) et ti ,Cpti−1,ti , le code poinçonné de longueur mi
obtenu du codeCT en supprimant les premiers ti−1 et derniers ti bits de chaquemot de
code du CT . Pour un code en bloc C , on note par k(C ) sa dimension. Le nombre total
d’états nis à l’étage ti du treillis Ts est donné par[84]:
nis = 2k(CT )−k(C0,ti )−k(Cti ,n ) (4.3)
Le nombre de branches multiples arrivant en un état si , deg (si )i n , et le nombre des
branches quittant cet état, deg (si )out , sont donnés par[84]:
deg (si )i n = 2k(C0,ti )−k(Cti ,n )−k(Cti−1,ti ) (4.4)
deg (si )out = 2k(Cti−1,n)−k(Cti ,n)−k(Cti−1 ,ti ) (4.5)
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La complexité de branche d’une section i du treillis Ts est donnée par les paramètres
suivants[84]:
1. La taille de la branche multiple c’est-à-dire le nombre de branches simples con-
stituant la branchemultiple:
N ib = 2k(Cti−1,ti ) (4.6)
2. Le nombre de branches multiples distinctes:
N id = 2
k(Cpti−1,ti )−k(Cti−1 ,ti ) (4.7)
3. Et finalement le nombre total des branches multiples:
N iB = nsi .deg (si )i n
= 2k(CT )−k(Cti ,n)−k(C0,ti−1 )−k(Cti−1,ti ) (4.8)
D’après les équations 4.7 et 4.8, le nombre d’occurrences de chaque branche multiple
dans la section i , q i
d
, est donné par:
q id = 2
k(CT )−k(C0,ti−1 )−k(Cti ,n )−k(Cpti−1,ti ) (4.9)
En général le nombre total de branches multiples N iB est beaucoup plus grand que le
nombre des branches multiples distinctes N i
d
. Cette réalité peut être exploitée pour
réduire la complexité de décodage de l’algorithme en calculant, dans une phase de pré-
traitement, les probabilités des branches distinctes et les stocker ensuite dans une table
de correspondance.
La sectionnalisationd’un treillis-produit peut se faire de plusieursmanières. La section-
nalisation qui conduit à unnombreminimal d’opérations arithmétiques et d’allocations
mémoire est appelée sectionnalisation optimale. Deux algorithmes pour trouver la sec-
tionnalisation optimale d’un treillis d’un code en bloc sont proposés dans [85][86]. Plusieurs
exemples de sectionnalisations optimales pour certains codes en bloc sont proposées
dans [37, 58][85, 86].
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4.3.3 Algorithme BCJR sur un treillis-produit sectionnalisé
Dans le treillis-produit sectionnalisé, chaque branche est étiquetée d’un groupe de bits.
Ce groupe de bits est traité par l’algorithme BCJR comme étant un symbole indisso-
ciable. Dans ce cas, les treillis-produits échangent des informations extrinsèques sur les
symboles et pas sur les bits. Soit mt le nombre de bits par symbole, et
y (t) = (ytmt , ytmt+1, . . . , ymt (t+1)−1) la séquence partielle de y correspondant aux mt bits
présents à l’instant t du treillis-produit sectionnalisé. La probabilité d’une branche,
B(s ′, s), connectant un état s ′ de l’étage t − 1 à un état s de l’étage t et étiquetée par
le symbole h(t) = (h(t)0 ,h(t)1 , . . . ,h(t)mt−1) est donnée par:
γt (s
′, s)= P (y (t), s|s ′)
= P (y (t)|h(t))P (h(t))
= P (h(t))wt (s ′, s) (4.10)
où P (h(t)) est la probabilité a priori du symbole et wt (s
′, s) est donnée par:
wt (s
′, s)=
mt−1∏
m=0
P (ytmt+m |h(t)m ) (4.11)
A la première itération du décodage itératif la valeur de P (h(t)) est égale à 1
2mt
car les bits
sont supposés équiprobables. A l’itération I , elle est déduite de l’information
extrinsèque fournie par les autres décodeurs à l’itération I −1. Dans le cas d’un canal
gaussien, la probabilité wt (s
′, s) est donnée par:
wt (s
′, s)=
mt−1∏
m=0
1p
piN0
e
− 1N0 (ytmt+m−h
(t )
m )
2
=Ct e
2
N0
∑mt−1
m=0 ytmt+m .h
(t )
m (4.12)
où Ct = ( 1ppiN0 )
mt /2e
∑mt−1
m=0 − 1N0 (y
2
tmt+m+(h
(t )
m )
2)
est une constante dans la section t . Comme
la valeur de wt (s
′, s) sera utilisée dans un rapport de vraisemblance (équation 4.17), la
constanteCt peut être ignorée et l’expression de wt (s
′, s) devient:
wt (s
′, s)= e
2
N0
∑mt−1
m=0 ytmt+m .h
(t )
m (4.13)
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Le déroulement de l’algorithme BCJR sur le treillis-produit sectionnalisé commence
par le calcul des probabilités des branches multiples distinctes. La probabilité d’une
branchemultiple est la sommedes probabilités des branches simples qui la constituent.
Si on désigne par B(s ′, s) la branchemultiple connectant l’état s ′ de l’étage t −1 à l’état s
de l’étage t et par B(s ′, s), une branche simple de probabilité γt (s ′, s). La probabilité de
la branchemultipleB(s ′, s), Γt (s ′, s), est donnée par:
Γt (s
′, s)=
∑
B(s′,s)∈B(s′,s)
γt (s
′, s) (4.14)
Dans le cas où le treillis-produit sectionnalisé ne comporte pas de branches multiples
entre les deux états s ′ et s, la valeur de Γt (s ′, s) est égale γt (s ′, s). Les probabilités des
branches multiples sont ensuite utilisées pour calculer les probabilités forward αt et
backward βt comme suit:
αt (s)=
∑
s′
Γt (s
′, s).αt−1(s ′), avec α0(s)=


1 si s = 0
0 sinon
(4.15)
βt (s)=
∑
s′
Γt (s
′, s).βt+1(s ′), avec βn(s)=


1 si s = 0
0 sinon
(4.16)
A la fin des 2 phases forward et backward, l’algorithme calcule les probabilités extrin-
sèques des symboles. Nous pouvons également utiliser les LLRs extrinsèques de ces
symboles pour simplifier les calculs. Le LLR extrinsèque d’un symbole h(t) calculée par
un décodeur d est donné par:
Lde (h
(t)|y)= log


∑
B(s′,s)∈Bh(t )
αt−1(s ′).βt (s)
∑
B(s′,s)∈B0
αt−1(s ′).βt (s)
)

 . (4.17)
où Bh
(t )
(respectivement B0) est l’ensemble des branches multiples de la section t du
treillis où chaque branche multiple contient une branche simple étiquetée par le sym-
boleh(t) (respectivement par le symbole nul). Les LLRs extrinsèques des symboles seront
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ensuite échangés entre les treillis-produits pour une nouvelle itération de l’algorithme.
A cette nouvelle itération, le décodeur d met à jour le LLR a priori de chaque symbole
par la somme des LLRs extrinsèques fournis par les autres treillis-produits à l’itération
précédente. Pour un symbole h(t), le LLR a priori Lda (h
(t)) est donné par:
Lda (h
(t)), log
P (h(t))
P (0)
≈
np−1∑
m=0,m 6=d
Lme (h
(t)|y). (4.18)
où P (0) est la probabilité a priori du symbole nul et Lme (h
(t)|y) est le LLR extrinsèque du
symbole h(t) fourni par le treillis-produitm selon l’équation 4.17. La probabilité a priori
du symbole h(t), P (h(t)), est directement déduite de la valeur de de son LLR a priori
Lda (h
(t)) par:
P (h(t))= P (0).eLda (h). (4.19)
La probabilité P (0) peut être ignorée car elle sera présente dans le numérateur et
dénominateur du rapport de vraisemblance dans l’équation 4.17. La probabilité P (h(t))
est ensuite intégrée dans le calcul des probabilités des branches dans l’équation 4.10
pour effectuer une nouvelle itération de l’algorithme itératif. Dans la phase finale de
l’algorithme itératif où le nombre maximal d’itérations est atteint, le LLR d’un symbole
h(t) est donné par:
LLR(h(t)|y)≈
np−1∑
m=0
Lme (h
(t)|y)+La(h(t)) (4.20)
Dans une section du treillis sectionnalisé, le nombre total de branches multiples est,
généralement, beaucoup plus grand que le nombre des branches multiples distinctes.
Dans le calcul des probabilités α et β et ensuite les LLRs, il suffit donc de calculer les
probabilités des branches multiples distinctes. Nous pouvons donc faire une phase de
prétraitement dans laquelle sont calculées les probabilités des branches multiples dis-
tinctes, Γt et stockées dans une table de correspondance.
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4.3.4 Exposé d’un exemple de réalisation et performances de l’algorithme
Nous explicitons la méthode de décodage sur le code de Hamming(7,4) de paramètres
(n = 7,k = 4) dont unematrice de contrôle, H , est donnée par:
H =


1 0 1 1 1 0 0
1 1 1 0 0 1 0
0 1 1 1 0 0 1

 (4.21)
Chaque treillis-produit est construit par groupement de 2 lignes de la matrice de con-
trôle. Dans le cas où le nombre de lignes de la matrice de contrôle ne divise pas 2,
comme le cas du code de Hamming(7,4), la méthode duplique une ligne de la
matrice pour former avec la dernière ligne un treillis-produit. Les lignes de la matrice
sont représentées par des treillis élémentaire à 2 états notés respectivement T0, T1 et
T2. Sur les figures présentant les treillis élémentaires et treillis-produits, une ligne solide
représente un bit 1 tandis qu’une ligne pointillée représente un bit 0.
0
1
0
1 1
0 0
0 0
00
1
0
1
11
0
1
0
1
0 0
0 0 0
1
1
1
1 10 0
Figure 4.11. Treillis lmentaire T0 associ au vecteur ligne 1011100.
0 0
1 1
0
1
0
1
0
1
0 0 0
0 0
0
0 0 0 0 0
0 0
0
1
1
1
1
1
1
1
1
1
1
1
Figure 4.12. Treillis lmentaire T1 associ au vecteur ligne 1110010.
0 0
1
0
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1
1
1
0
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1
1
1
0
1
0
1
0
1
Figure 4.13. Treillis lmentaire T2 associ au vecteur ligne 0111001.
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La structure de décodage du code de Hamming(7,4) est donc composée de 2
décodeurs élémentaires représentés par les treillis-produits Tp0 = T0 ⊗ T1 et
Tp1 = T0⊗T2 présentés respectivement sur les figures 4.14 et 4.15.
00 00
11
00
01
10
11
00
01
00
10
11
01
10
11
00
01
00 00
0 0 0 0 0 0 0
0 0 0
0 0
0 0 0
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
Figure 4.14. Treillis-produit Tp0 = T0⊗T1.
00 00
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00
01
00
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01
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11
00
01
00 00
0 0 0 0 0
0 0
00
0
1
1
1
1
1
1
1
1
1
1
0
0
0
0
1
1
1
1
0
1
00
1
0
Figure 4.15. Treillis-produit Tp1 = T0⊗T2.
La structure graphique globale du code de Hamming(7,4,3) est décrite par la Figure
ci-dessous.
Tp0
Tp1
L0a
L1a
La
LLRapp
L0e
L1e
+
+
-
-
Figure 4.16. Structure graphique de dcodage pour le code de Hamming(7,4,3)
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Les performances de décodage de l’algorithme pour ce code de Hamming(7,4,3)
sont quasi-optimales au sens du décodageML-exhaustif. Les figures 4.17 et 4.18 présen-
tent respectivement ces performances comparées à celles du décodage optimal ML-
exhaustif dans les deux cas de canal: un canal perturbé par un bruit blanc additif gaussien
ou AWGN et un canal de Rayleigh. Nous constatons en observant les courbes de taux
d’erreur binaire présentées sur ces figures que les performances de l’algorithmeatteignent
rapidement l’optimal au bout de 3 itérations. Même dès la première itération, les per-
formances sont déjà très proches de l’optimal.
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Figure 4.17. Performances de l’algorithme pour le code de Hamming(7,4,3) sur
un canal AWGN.
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Figure 4.18. Performances de l’algorithme pour le code de Hamming(7,4,3) sur
un canal de Rayleigh.
Les figures 4.19 et 4.20 présentent respectivement les performances de l’algorithme,
pour le code deHamming(15,11,3),comparées à celles du décodage optimalML-exhaustif
dans les deux cas de canaux AWGN et Rayleigh.
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Figure 4.19. Performances de l’algorithme pour le code de Hamming(15,11,3)
sur un canal AWGN.
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Figure 4.20. Performances de l’algorithme pour le code de Hamming(15,11,3)
sur un canal de Rayleigh.
La vitesse de convergence de l’algorithme pour le décodage des deux codes de
Hamming ci-dessus est plutôt rapide car au bout de 3 itérations seulement, ses per-
formances sont similaires à celle du décodage optimal ML-exhaustif.
L’algorithmene garde,malheureusement, pas lemême comportement pour d’autres
codes en bloc pour lesquels il doit effectuer un grandnombre d’itérations avant d’approcher
les performances optimales.
En réalité, ce problème de convergence est lié, en partie, à la présence des sections
nulles dans les treillis-produits. Une section nulle St est une section où chaque états
s de l’étage t − 1 est connecté à un état homologue s de l’étage t par l’ensemble des
branches possibles. Deux états de cette section ne sont pas connectés entre eux s’ils
sont différents. A titre d’exemple, la section 7 du treillis-produit Tp0 et la section 6 du
treillis-produit Tp1 présentés respectivement sur les Figures 4.14 et 4.15 sont des sec-
tions nulles. L’inconvénient d’une section nulle est que le treillis-produit ne fournit
aucune information aux autres treillis-produits sur les bits étiquetant les branches de
cette section, et donc certains bits du mot reçu profitent moins du décodage itératif et
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ralentissent la convergence de l’algorithme.
Nous proposons dans la suite trois techniques permettant de limiter l’effet des sec-
tions nulles et d’accélérer la vitesse de convergence de l’algorithme. La première tech-
nique consiste à augmenter les tailles des treillis-produits en les formant avec plus de
lignes de la matrice de contrôle. La seconde technique consiste à sectionnaliser les
treillis-produits en fusionnant les sections nulles avec d’autres sections non-nulles. La
troisième technique consiste à utiliser pour le décodage deux matrices de contrôle dif-
férentes pour assurer une couverture équilibrée entre tous les bits de code y compris
ceux qui existent sur des sections nulles.
4.3.4.1 Effets de la taille des treillis-produits sur les performances
Les performances de l’algorithme de décodage dépend de la taille des treillis-produits
c’est-à-dire du nombre de lignes nL formant ces treillis. Cette relation peut être justi-
fiée par le fait que l’augmentation de la taille des treillis-produits réduit le nombre des
sections nulles dans ces treillis-produits et donc fait profiter davantage plus de bits au
décodage itératif, ce qui accélère la convergence de l’algorithme. La relation entre les
performances et les tailles des treillis-produits est aussi confirmée par les résultats de
simulations. La Figure 4.21 présente les performances de l’algorithme pour le code de
Golay(24,12,8) dans les 3 cas suivants:
• Les treillis-produits sont à 4 états, c’est-à-dire ils sont formés chacun par 2 lignes
de la matrice de contrôle.
• Les treillis-produits sont à 8 états, c’est-à-dire ils sont formés chacun par 3 lignes
de la matrice de contrôle.
• Les treillis-produits sont à 16 états, c’est-à-dire ils sont formés chacun par 4 lignes
de la matrice de contrôle.
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Figure 4.21. Performances de l’algorithme en fonction de la taille des treillis-
produits pour le code de Golay(24,12,8).
Nous constatons en observant les courbes de taux d’erreur binaire sur la Figure 4.21
que l’augmentation des tailles des treillis-produits améliore les performances de l’algorithme.
En effet, à un taux d’erreur binaire de 10−4, le décodage avec des treillis-produits à 8 états
apporte un gain d’environ 0.6 dB par rapport au décodage avec des treillis-produits à 4
états. Le décodage avec des treillis-produits à 16 états apporte aussi un gain d’environ
0.6 dB par rapport au décodage avec des treillis-produits à 8 états et 1.2 dB par rapport
au décodage avec des treillis-produits à 4 états.
La Figure 4.22 présente les performances de l’algorithme pour le code BCH(32,26,4)
dans les 2 cas suivants:
• Les treillis-produits sont à 4 états, c’est-à-dire ils sont formés chacun par 2 lignes
de la matrice de contrôle.
• Les treillis-produits sont à 8 états, c’est-à-dire ils sont formés chacun par 3 lignes
de la matrice de contrôle.
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Encore et en observant les courbes de taux d’erreur binaire présentées sur la Figure 4.22,
nous constatons que les performances de décodage avec des treillis-produits à 8 états
sont nettement supérieurs à celles obtenus avec le décodage par des treillis-produits à 4
états. A un taux d’erreur binaire de 10−4, le décodage avec des treillis-produits à 8 états
apporte un gain d’environ 0.5 dB par rapport au décodage avec des treillis-produits à 4
états.
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Figure 4.22. Performances de l’algorithme en fonction de la taille des treillis-
produits pour le code BCH(32,26,4).
4.3.4.2 Sectionnalisation des treillis-produits
La sectionnalisationdes treillis-produitspermet de réduire le nombre de sections nulles
dans ces treillis en les fusionnant avec d’autres sections non nulles. Les bits qui ne profi-
taient pas du décodage itératif vont en profiter dans le cadre des symboles qu’ils forment
avec les autres bits car les treillis-produits sectionnalisés échangent des informations
extrinsèques sur les symboles et plus sur les bits. La sectionnalisation permet aussi de
réduire la complexité globale de décodage.
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Dans ce paragraphe nous allonsmontrer l’apport de la sectionnalisation sur les per-
formances de l’algorithme en présentant les résultats de simulation de décodage avec
des treillis-produits sectionnalisés pour les deux codes de Hamming(8,4,4) et de
Golay(24,12,8).
La Figure 4.23 compare les performances de l’algorithme obtenues avec des treillis-
produits non sectionnalisés et celles obtenues avec des treillis-produits sectionnalisés
pour le code de Hamming(8,4,4). Dans les deux cas, les treillis-produits sont à 4 états et
dans le cas de sectionnalisation, les treillis sont sectionnalisés par groupe de deux sec-
tions. Nous constatons, en observant les courbes de taux d’erreur binaire sur cette figure
que la sectionnalisation des treillis-produits améliore les performances de l’algorithme.
En effet, à un taux d’erreur binaire 10−4 le décodage avec des treillis-produits
sectionnalisés par groupe de 2 sections apporte un gain d’environ 0.5 dB par rapport
au décodage avec des treillis-produits non sectionnalisés.
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Figure 4.23. Performances de l’algorithme de dcodage avec des treillis-produits
sectionnaliss pour le code de Hamming(8,4,4).
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La Figure 4.24 compare les performances de l’algorithme obtenues avec des treillis-
produits non sectionnalisés et celles obtenues avec des treillis-produits sectionnalisés
pour le code de Golay(24,12,8). Dans les deux cas, les treillis-produits sont à 4 états et
dans le cas de sectionnalisation, les treillis sont sectionnalisés par groupe de 2, 4 et 6
sections.
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Figure 4.24. Performances de l’algorithme de dcodage avec des treillis-produits
sectionnaliss pour le code de Golay(24,12,8).
En observant les courbes de taux d’erreur binaire sur la Figure 4.24 ci-dessus, nous
pouvons faire deux constats. Le premier constat est que la sectionnalisation améliore les
performances de l’algorithme. En effet, à un taux d’erreur binaire de 10−4, le décodage
avec des treillis-produits sectionnalisés par groupe de 6 apporte un gain d’environ 1.3
dB par rapport au décodage avec les mêmes treillis-produits non sectionnalisés. Le
deuxième constat concerne la proportionnalité entre les performances et le nombre de
sections groupées sur les treillis-produits. En effet, à un taux d’erreur binaire de 10−4,
le décodage avec des treillis-produits sectionnalisés par groupe de 4 apporte un gain
d’environ 0.4 dB par rapport au décodage avec les mêmes treillis-produits
sectionnalisés par groupe de 2 et le décodage avec des treillis-produits sectionnalisés
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par groupe de 6 apporte un gain d’environ 0.5 dB par rapport au décodage avec des
treillis-produits sectionnalisés par groupe de 4.
4.3.4.3 Décodage par deux matrices de contrôle différentes du code
Pour assurer une couverture équilibrée entre tous les bits,nous utilisons enmême temps
deux matrices de contrôle différentes dans le décodage. Dans ce cas, si un bit n’est
pas couvert par les treillis-produits issus de l’une des deux matrices, il le sera par les
treillis-produits issus de l’autre matrice. Tous les bits sont donc couverts et profitent
du décodage itératif pour augmenter leur probabilités d’être décidés correctement. La
deuxième matrice de contrôle doit être soigneusement choisie pour que ses treillis-
produits ne contiennent pas des sections nulles dans les positions où les treillis-produits
issus de la première matrice de contrôle contiennent des sections nulles.
Nous donnons un exemple simple du code de Hamming(8,4,4) dont unematrice de
contrôle est définie par:
H =


0 1 1 1 1 0 0 0
1 0 1 1 0 1 0 0
1 1 0 1 0 0 1 0
1 1 1 0 0 0 0 1


(4.22)
Les 2 treillis-produits issus des lignes de cette matrice de contrôle contiennent chacun
2 sections nulles. Le premier treillis-produits formé par les deux premières lignes con-
tient 2 sections nulles dans les positions 7 et 8. Le deuxième treillis-produits formé par
les deux dernières lignes de la matrice contient 2 sections nulles dans les positions 5 et
6. Donc globalement nous avons 4/8 bits (bits 5, 6, 7 et 8) ne profitent pas du décodage
itératif. L’idée présentée dans ce paragraphe est d’utiliser conjointement avec cette
matrice une autre matrice de contrôle dont les treillis-produits couvrent ces 4 bits et
donc leurs faire profiter du décodage itératif. Nous avons plusieurs matrices de con-
trôle qui peuvent assurer cette couverture. La matrice de contrôle ci-après semble un
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bon choix:
H1 =


1 0 0 0 0 1 1 1
0 1 0 0 1 0 1 1
0 0 1 0 1 1 0 1
0 0 0 1 1 1 1 0


(4.23)
La Figure 4.25 compare les performances de l’algorithme obtenues avec la matrice de
contrôle H seule et celles obtenues avec les deux matrices de contrôle H et H1 du code
de Hamming(8,4,4). Les treillis-produits dans les deux cas de décodage sont formés par
2 lignes. Nous pouvons constater que les performances de décodage avec deuxmatrices
de contrôle à 1 itération sont nettement supérieures de celles obtenues par le décodage
avec une seule matrice de contrôle à 2 itérations. En effet, à un taux d’erreur binaire
de 10−4 le premier cas de décodage apporte un gain d’environ 0.4 dB par rapport au
deuxième cas sans engendrer une complexité supplémentaire.
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Figure 4.25. Performances de l’algorithme de dcodage avec deux matrices de
contrle pour le code de Hamming(8,4,4).
La Figure 4.26 compare les performances de l’algorithme obtenues avec une seule
matrice de contrôle et celles obtenues avec deux matrices de contrôle du code de
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Golay(24,12,8). Les treillis-produits dans les deux cas de décodage sont formés par 4
lignes.
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Figure 4.26. Performances de l’algorithme de dcodage avec deux matrices de
contrle pour le code de Golay(24,12,8).
Nous constatons en observant les courbes de taux d’erreur binaire sur la Figure 4.26
que l’utilisation des deuxmatrices de contrôle conjointement dans le décodage améliore
les performances de l’algorithme et accélère sa vitesse de convergence. En effet, à un
taux d’erreur binaire de 10−5, le décodage avec deux matrices de contrôle à 5 itérations
apporte un gain d’environ 0.3 dB par rapport au décodage avec une seule matrice de
contrôle à 10 itérations. Le premier cas de décodage apporte ce gain sans augmenter la
complexité de décodage car il le réalise avec un nombre de treillis-produits 2 fois plus
grand que dans le deuxième cas mais avec un nombre d’itérations 2 fois plus petit.
Dorénavant, nous retenons le décodage avec deux matrices de contrôle c’est-à-dire
tous les résultats de simulations présentés ci-après sont basés sur un décodage avec
deux matrice de contrôle du code sauf indication contraire.
Nous allonsmontrer que les performances de l’algorithmepeuvent approcher celles
du décodage optimalML-exhaustif en jouant sur les deux paramètres nL et nS où nL est
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le nombre de lignes formant un treillis-produit etnS est le nombre de sections groupées.
Nous parlons donc d’une configuration de décodage (nL, nS).
La Figure 4.27 présente les performances de l’algorithme pour le décodage du code
de Golay(24,12,8) avec une configuration (nL = 2, nS = 6).
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Figure 4.27. Performance de l’algorithme de dcodage avec des treillis-produits
4 tats sectionnaliss par groupe de 6 pour le code de Golay(24,12,8).
La Figure 4.28 présente les performances de l’algorithme pour le décodage du code
de Golay(24,12,8) avec une configuration (nL = 3, nS = 6).
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Figure 4.28. Performance de l’algorithme de dcodage avec des treillis-produits
8 tats sectionnaliss par groupe de 6 pour le code de Golay(24,12,8).
La Figure 4.29 présente les performances de l’algorithme pour le décodage du code
de Golay(24,12,8) avec une configuration (nL = 4, nS = 6).
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Figure 4.29. Performance de l’algorithme de dcodage avec des treillis-produits
16 tats sectionnaliss par groupe de 6 pour le code de Golay(24,12,8).
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La Figure 4.30 compare les performances des 3 configurations (nL = 2, nS = 6),
(nL = 3, nS = 6) et (nL = 4, nS = 6) ci-dessus pour le décodage du code de Golay(24,12,8).
Ces résultats confirment aussi que l’augmentationde la taille des treillis-produits améliore
les performances de décodage. En effet, à un taux d’erreur binaire 10−5 le décodage avec
des treillis-produits à 8 états apporte un gain d’environ 0.25 dB par rapport au décodage
avec des treillis-produits à 4 états et le décodage avec des treillis-produits à 16 états
apporte un gain d’environ 0.2 dB par rapport au décodage avec des treillis-produits à
8 états.
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Figure 4.30. Performance de l’algorithme de dcodage avec des treillis-produits
4, 8 et 16 tats sectionnaliss par groupe de 6 pour le code de Golay(24,12,8).
Le choix de la configuration de décodage (nL, nS) est contraint par le compromis
entre les performances et la complexité. Certes, l’augmentation de la taille des treillis-
produits améliore les performancesmais elle augmente aussi la complexité dedécodage.
Donc, il y a toujours un compromis à faire selon le besoin en termes de performances et
les contraintes de complexité imposées par l’application.
Le tableau 4.1 donne les performances pour quelques configurations dedécodage (nL,nS)
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pour le code de Golay(24,12,8). La valeur numérique associée à chaque configuration
est l’écart de performance (en dB) calculé par rapport au ML (Maximum Likelihood)
pour un taux d’erreur binaire de 10−4 et 3 itérations.
❍
❍
❍
❍
❍
❍
❍
❍
❍
nL
nS
2 4 6
2 (12 treillis) 1.1 dB 0.8 dB 0.6 dB
3 (8 treillis) 0.8 dB 0.6 dB 0.4 dB
4 (6 treillis) 0.6 dB 0.4 dB 0.2 dB
Table 4.1. Comparaison entre quelques configurations de dcodage (nL,nS) pour
le code Golay(24,12,8).
4.3.5 Etude de la complexité de décodage
La complexité de la méthode de décodage proposée est la complexité d’un décodeur
élémentaire multipliée par le nombre total de ces décodeurs np et le nombre maximal
d’itérations I . Un décodeur élémentaire effectue un algorithme BCJR sur un treillis-
produit sectionnalisé. Considérons une section t de ce treillis-produit. Le décodage
commence par une phase de prétraitement dans laquelle, une table de correspondance
Uγt est calculée. Cette table contient les probabilités, γt (s
′, s), des branches simples
distinctes et les probabilités, Γt (s
′, s), des branches multiples distinctes. Le calcul de
cette table passe par les étapes suivantes:
1. Calcul des probabilités γt (s
′, s) pour toutes les simples branches distinctes de la
section t , en utilisant les équations 4.10 et 4.13, ceci demande N t
b
.N t
d
.(mt − 1)
additions et N t
b
.N t
d
multiplications dans la première itérationdudécodage et N t
b
.N t
d
multiplications dans les autres itérations.
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2. Calcul des probabilités des branchesmultiples distinctes en utilisant l’équation 4.14,
ceci demande N t
d
(N t
b
−1) additions. Dans le cas où le treillis ne comporte pas des
branches multiples (i.e. N t
b
= 1), nous avons besoin de calculer les probabilités
γt (s
′, s) seulement.
Donc, le calcul de la table Uγt demande un total de N
t
m(γ) multiplications et N
t
a(γ)
additions où N tm(γ) et N
t
a(γ) sont donnés par:
• Dans la première itération:
N ta(γ)=


N td .N
t
b .(mt −1)+N td (N tb −1) si N tb > 1
N td .(mt −1) si N tb = 1
(4.24)
N tm(γ)=N tb .N td (4.25)
• Dans les autres itérations:
N ta(γ)=


N td (N
t
b −1) si N tb > 1
N td si N
t
b = 1
(4.26)
N tm(γ)=N tb .N td (4.27)
Après la phase du calcul de la tableUγt , l’algorithme BCJR effectue ses deux phases for-
ward et backward pour calculer les probabilités α et β. Le calcul des probabilités α, à
l’aide de équation 1.47 et en utilisant l’expression de la probabilité de branchemultiple
dans l’équation 4.14, demande N ta(α) additions et N
t
m(α) multiplications où N
t
a(α) et
N tm(α) sont donnés, respectivement, par:
N ta(α)= (deg (st )i n −1).nst
=N tB −nts (4.28)
N tm(α)=N tB (4.29)
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Le calcul des probabilités β à l’aide de équation 1.48 et en utilisant l’expression de la
probabilité de branchemultiple dans l’équation 4.14 demande N ta(β) additions et N
t
m(β)
multiplications où N ta(β) et N
t
m(β) sont donnés, respectivement, par:
N ta(β)= (deg (st )out −1).nt−1s
=N tB −nt−1s (4.30)
N tm(β)=N tB (4.31)
Après les deux phases forward et backward et les calculs des probabilitésα etβ, l’algorithme
BCJR calcule les LLR extrinsèque pour chaque symbole de la section t . Les calculs des
LLRs extrinsèques Lde et LLRs a priori L
d
a des symboles effectués, respectivement, par les
équations 4.17 et 4.18 demandent (N t
B
−1)+np−1 additions et N tB multiplications. Donc,
la complexité de décodage pour un treillis-produit Tp est Na(Tp) additions et Nm(Tp)
multiplications telles que:
Na(Tp)=
L−1∑
t=0
(N ta(γ)+N ta(α)+N ta(β)+N tB +np −2) (4.32)
Nm(Tp )=
L−1∑
t=0
(N tm(γ)+N tm(α)+N tm(β)+N tB ) (4.33)
où np est le nombre des treillis-produits et L est la longueur d’un treillis-produit.
Dans la phase finale, l’algorithme calcul les LLRs a posteriori des symboles à l’aide de
l’équation 4.20, ceci demande L2mt np additions.
La complexité de décodage peut être réduite, sans dégrader les performances, en ne
faisant pas les calculs pendant les phases forward/backward de l’algorithme BCJR sur
les sections nulles du treillis-produit. Pour donner un ordre de grandeur de la com-
plexité de cette méthode, nous calculons sa complexité pour le code de Golay(24,12,8).
Le décodage de ce code est effectué à l’aide de deux matrices de contrôles et avec des
treillis-produits à 16 états (nL = 4) et sectionnalisés par groupe de 6 sections (nS = 6).
Le nombre des treillis-produits est np = 6. Chaque treillis-produit est donc constitué
de 4 sections. La 1ère et 4ème section de ce treillis-produit, si elles ne sont pas nulles,
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sont constituées chacune de N t
B
= 16 branches multiples, t = 0,3. Chaque branche
multiple est constituée de N t
b
= 4 branches simples, t = 0,3. La 2ème et 3ème section
de ce treillis-produit, si elles ne sont pas nulles, sont constituées chacune de N t
B
= 256
branchesmultiples, t = 1,2. Chaque branchemultiple est constituée de N t
b
= 4 branches
simples, t = 1,2. Le nombre de branches multiples distinctes par section est égal à
N t
d
= 16 branches, t = 0,1,2,3. Dans la phase forward sur la 1ère section, aucun cal-
cul n’est nécessaire car pour chaque état d’arrivée, il y a une seule branche multiple
qui y arrive et donc la probabilité de cet état est égale à celle de cette branche mul-
tiple qui est déjà stockée dans la table de correspondance Uγt . Pareil aussi pour la
phase backward sur la 4ème section. La complexité du treillis-produit est donc la com-
plexité de ses deux sections au milieu. Il suffit donc de calculer la complexité d’une
de ces dernières pour en déduire la complexité totale du treillis-produit. Le calcul de
la table de correspondance Uγt demande un total de N
t
m(γ) = 4× 16 = 64 multiplica-
tions et N ta(γ) = 16× 4× (6− 1)+ 16(4− 1) = 338 additions dans la première itération
et N ta(γ) = 16× 4+ 16(4− 1) = 112 multiplications dans les autres itérations. Le calcul
de α demande N ta(α) = N tB −nts = 256− 16 = 240 additions et N tm(α) = N tB = 256 mul-
tiplications. De même, le calcul de β demande N ta(β) = 240 additions et N tm(β) = 256
multiplications. Les calculs des LLRs extrinsèques Le et LLRs a priori L
d
a pour les sym-
boles demandent (256−1)+6−1= 260 additions et 256 multiplications. Donc, la com-
plexité globale d’une section complète, est 768 multiplications et 740 additions. Parmis
les 6 treillis-produit il y a 4 treillis qui contiennent chacun une section nulle. La com-
plexité d’un treillis-produit contenant une section nulle est 768 multiplications et 740
additions. Pour un treillis-produit qui ne contient pas de section nulle, sa complexité
est 1562 multiplications et 1480 additions. Le calcul des LLRs a posteriori des symboles
demande 4×26××6= 1536 additions.
La complexité globale de décodage est donnée dans les tableaux 4.2 et 4.3 pour quelques
configurations de décodage (nL,nS).
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Algorithme de décodage opérations (+,×)
1 itération 8 592
2 itérations 15 424
5 itérations 35 920
Algorithme de décodage par liste de Adde [74] 885
algorithmeML-exhaustif 98 304
Table 4.2. Complexits de dcodage pour quelques itrations avec une configuration
de dcodage (nL = 3,nS = 6) pour le code Golay(24,12,8).
Algorithme de décodage opérations (+,×)
1 itération 15 206
2 itérations 28 304
3 itérations 40 868
Algorithme de décodage par liste de Adde [74] 885
algorithmeML-exhaustif 98 304
Table 4.3. Complexits de dcodage pour quelques itrations avec une configuration
de dcodage (nL = 4,nS = 6) pour le code Golay(24,12,8).
La Figure 4.31 donne une comparaison entre les performances de l’algorithme avec
les deux configurations de décodage (nL = 3,nS = 6) et (nL = 4,nS = 6) et celles de
l’algorithme par liste proposé par Adde et al [74] pour le code de Golay(24,12,8). Les
deux algorithmesdonnent des performances quasi-similairesmais notre algorithmeest
beaucoup plus complexe. Ce dernier peut présenter un avantage sur l’algorithme par
liste pour le décodage des codes en bloc de longueurs supérieures à 48. En effet, la
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complexité de l’algorithme de décodage par liste s’explose pour des codes de longueurs
supérieure à 48 alors que celle de notre algorithme est linéaire avec la complexité des
treillis-produits qui est réduite.
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Figure 4.31. Comparaison de performances de l’algorithme propos avec les deux
configurations de dcodage (nL = 3,nS = 6) et (nL = 4,nS = 6) et celles du
dcodage par liste [74] pour le code de Golay(24,12,8).
4.3.6 Implantation matérielle du décodeur pour le code de Golay(24,12,8)
Dans cette section nous présentons une architecturematérielle permettant d’implanter
ce décodeur sur une carte FPGA pour le code deGolay(24,12,8). Le travail présenté dans
cette section a été fait en collaboration avec AnaïsHAMONet fatou SAMBOUétudiantes
à Télécom Bretagne dans le cadre de leur projet "FIP 3A". Cette architecture matérielle
est conçue pour une structure de décodage constituée par des treillis-produits à 4 états.
Pour des raisons de complexité, nous avons utilisé l’algorithme Max-Log-MAP pour le
décodage sur les treillis-produits.
L’architecture proposée est composée de deux parties:
1. Une partie opérative constituée des différents éléments qui vont permettre de
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faire les différents calculs et comparaisons exigés localement par l’algorithmeMax-
Log-MAP ou globalement dans le processus itératif. Ces éléments prévoient aussi
l’espacemémoire nécessaire pour stocker certainesmétriques calculées par l’algorithme
Max-Log-MAP.
2. Une partie de contrôle qui permettra de gérer la partie temporelle en donnant les
instructions aux différents éléments de la partie opérative.
4.3.6.1 Partie opérative
Les fonctions réalisées dans le cadre de l’algorithme sont représentées par des blocs.
Un bloc est défini par ses entrées, ses sorties et les tâches qu’il effectue. Les schémas
de blocs décrits par les figures 4.32 et 4.33 permettent de déterminer les différents blocs
qui sont nécessaires à l’implémentation du décodeur.
compteur 48
section
compteur 6
treillis
compteur 8
itérations
DM
H
DM
H
l anceCompt
nouvel l eI t er at i on
DM
H
noSect i on
compt eurα
noTr ei l l i s
der ni er Tr ei l l i s
noI t er at i on
der ni er eI t er at i on
f i nTr ei l l i s
Figure 4.32. Blocs des compteurs.
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nouveauMessag e
t r ame
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d at aSor t i e
MDCV r ai
f i nCompar
noTr ei l l i s
24
cal cul
Figure 4.33. Schma blocs de la partie oprative.
Les détails des différents blocs dans les schémas précédents ainsi que leurs fonc-
tionnalités sont mis en annexe B .
4.3.6.2 Partie contrôle
La partie contrôle permet de gérer temporellement le déroulement des étapes du
décodage. Elle peut être représentée par une machine d’états en se basant sur la par-
tie opérationnelle déjà conçue.
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Figure 4.34. Partie contrle.
Chaque état pilote plusieurs tâches à effectuer par les diffréents blocs dans la partie
opérative à travers les signaux marqués en gras sur la Figure 4.34. Les signaux mar-
qués en noir sur la même figure servent à véhiculer des acquittements à l’état de la part
des blocs, ceci permet de faire la transition d’un état à l’autre. La machine d’état est
synchrone, les changements se produisent donc au coup d’horloge suivant l’arrivée du
signal.
4.3.6.3 Implantation en VHDL sur FPGA
L’implantation réalisée se base sur le schéma des blocs et la machine d’états présen-
tés précédemment. La synthèse des blocs permettra d’obtenir la surface que celui-ci va
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prendre sur le silicium et donc le nombre de portes nand2 équivalentes. Le tableau
ci-dessous donne une synthèse du nombre de portes nand2 pour chacun des blocs
précédent.
Bloc (surface en µm2) Complexité (nombre équivalent
de portes nand2 de 2.82µm2)
Compteur 6 (105.13) 38
Compteur 8 (88.20) 32
Compteur 48 (251.90) 90
Mémoireα/β (812.85) 289
Automate (287.18) 102
Section t (9670.95) 3 430
Codage/CompMDC (13 697.81) 4 858
Mémoireα (26860.78) 9 525
Calc/Comp LLR (5004.12) 1 775
Mémoire LLR -
Mémoire trame -
Mémoiremessage -
mélange LLR_trame -
Total 20 193
Table 4.4. Complexit matrielle de l’algorithme de dcodage pour le code de
Golay(24,12,8)
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4.4 Conclusion du chapitre 4
Dans ce chapitre nous avons présenté deux algorithmes de décodage itératif pour les
codes en bloc basés sur des treillis-produits. Les deux algorithmes utilisent des treillis-
produits de complexité réduite construits à partir des treillis élémentaires représentant
des lignes de la matrice de contrôle du code.
Le premier algorithme fait une recherche du mot le plus probable sur chacun des
treillis-produits au lieu de faire la recherche sur le treillis global du code. Il utilise l’algorithme
List-Viterbi pour faire la recherche sur chaque treillis-produit afin de constituer une liste
des mots candidats dans laquelle le mot à distance euclidienne minimale du mot reçu
est sélectionné comme décision. Les performances, en termes de taux d’erreur binaire,
de cet algorithme ont été ensuite présentées pour les trois codes de Hamming(8,4,4),
BCH(31,26,3) et BCH(32,26,4). Ces performances ont été obtenues avec des treillis-
produits à 4 états.
Le deuxième algorithme est un algorithmeSISOqui fait coopérer des treillis-produits
dans un processus itératif pour finalement donner une estimation des LLRs a poste-
riori des symboles reçus. Nous avons ensuite présenté ses performances, en termes
de taux d’erreur binaire, pour plusieurs codes en bloc. La vitesse de convergence de
l’algorithme est contrainte par la présence des sections nulles dans les treillis-produits.
Nous avons présenté ensuite 3 techniques permettant de limiter l’effet de ces sections
nulles et d’améliorer les performances. A la fin, nous avonsmontré que la combinaison
de ces 3 techniques permet à l’algorithmed’atteindre les performances quasi-optimales
avec une complexité raisonnable.
CONCLUSION GÉNÉRALE
L’objectif principal de cette thèse était de contribuer au décodage des codes en bloc
linéaires courts. Nos travaux se sont orientés, dans un premier temps, vers le décodage
d’une classe particulière des codes en bloc appelés codes Cortex. L’objectif était de
proposer des algorithmes de décodage en exploitant la structure concaténée des codes
Cortex afin d’assurer une complexité linéaire du décodage avec la taille des codes. Dans
un second temps nous avons élargi nos recherches à des algorithmes de décodage très
généraux valables pour tout code en bloc.
Décodage des codes Cortex (chapitre 2)
La première idée de décodage pour les codes Cortex s’imposait naturellement par leur
structure concaténée. Il s’agit d’un décodage itératif de type Belief Propagation entre
les différents codes de base constituant cette structure. Le problème qui se pose tou-
jours pour ce type de décodage des codes Cortex est l’indisponibilité des informations
sur les variables internes ou cachées dans la structure Cortex et la difficulté de leur esti-
mation. Nous avons ensuite proposé une méthode permettant d’estimer ces variables
cachées en exploitant une propriété des mots de code de base de Hamming(8,4,4) qui
fait que les 4 bits de redondance (respectivement bits d’information) se déduisent très
simplement des 4 bits d’information (respectivement bits de redondance) à l’aide d’un
bit d’inversion calculé par la somme, modulo 2, de ces 4 bits. Malgré l’estimation des
variables internes, ce décodage itératif est confronté aux cycles dans la structure qui
ramènent des informations aux codes de bases dont ils étaient origines et créent donc
une corrélation qui dégrade les performances du décodage. Les performances de cet
algorithme ont été évaluées par simulations pour le code de Golay(24,12,8) construit
sous forme Cortex. L’algorithme ne donne malheureusement pas de bonnes perfor-
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mances. Mais nous avons appris de cette tentative que pour ce type de décodage, qui
n’est pas compatible avec la présence des cycles, il faudrait penser à des modifications
astucieuses et profondes sur l’algorithmeBP qui le permettent de transformer ces cycles
en un atout au lieu d’un handicap.
La deuxièmeméthode de décodage est aussi itérative. Elle consiste à réduire la struc-
ture Cortex aux codes de base de l’étage central et à remplacer les autres codes de base
par des équations booléennes. Chaque code de base de l’étage central constitue un treil-
lis avec les équations booléennes. Les treillis ainsi constitués vont ensuite coopérer dans
un processus itératif en échangeant entre eux des informations extrinsèques sur les bits
en commun. L’avantage de cette méthode est qu’elle ne nécessite pas d’estimation des
variables internesmais la structure itérative constituée par les treillis peut être confron-
tée aux cycles courts qui font retourner à chaque treillis des informations qu’il a déjà cal-
culées dans une itération précédente. En effet, pour le code de Golay(24,12,8) construit
avec trois étages de code de Hamming(8,4,4), la structure itérative, composée de 3 treil-
lis, a une forme triangulaire c’est-à-dire qu’à la troisième itération de décodage chaque
treillis reçoit des informations qu’il a déjà produites à la première itération. Nous posons
ci-dessous certaines questions qui peuvent représenter des pistes de recherche pour
améliorer les performances de cette méthode de décodage:
• Que se passe-t-il si l’étage central de la structure Cortex contient plus de 3 codes
de base? Cela va certainement augmenter la longueur du cycle dans la structure
de décodage et donc va améliorer les performances de l’algorithme.
• La présence des cycles dans la structure de décodage est imposée par le fait que
les treillis n’ont pas les même bits en commun. Si les treillis ont les mêmes bits en
commun, la structure aura la formed’un arbre et donc sans cycles. Cela améliorera-
il les performances de décodage? Et que se passe-il si de plus tous les bits du
mot de code sont représentés sur chaque treillis? Cela va certainement améliorer
les performances car dans ce cas chaque bit est couvert par tous les treillis et
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donc profite davantage du décodage itératif mais les performances peuvent-elles
approcher les performances optimales?
• La taille des treillis (nombre d’états) est imposée par la dimension des codes de
base. Dans le cas du code de Golay(24,12,8), construit avec trois étages de code
de Hamming(8,4,4), les treillis ont 16 états car la dimension du code de base est
4. Que se passe-il si les codes de base utilisés sont des codes de Hadamard(4,2,2)
conduisant ensuite à des treillis à 4 états? Ceci va certainement réduire la com-
plexité globale de décodage.
• Dans notre cas nous avons utilisé l’algorithme sous-optimalMax-Log-MAP comme
un algorithme SISO sur les treillis. Les performances peuvent être améliorées en
utilisant un algorithmede décodage optimal comme l’algorithmeBCJR. Ceci peut
être utile surtout dans le cas où les treillis sont à 4 états c’est-à-dire de complexité
réduite.
Décodage général des codes en bloc linéaires (chapitres 3 et 4)
Dans le chapitre 3 nous avons proposé un algorithme de décodage qui fait interagir, à
l’aide d’un produit cartésien, des treillis élémentaires 2 à 2 issus de la matrice généra-
trice ou de contrôle du code sur plusieurs étapes afin de calculer des estimations des
probabilités a posteriori des symboles reçus. Cet algorithme utilise une nouvelle
approche consistant à calculer le résultat des interactions entre les treillis élémentaires
par leurs probabilités a posteriori d’états et non pas par les probabilités extrinsèques
sur les bits de code. A la fin de chaque interaction entre deux treillis élémentaires,
l’algorithme calcule les probabilités a posteriori d’états de chacun de ces treillis par
marginalisation des probabilités d’états du treillis-produit. Les performances de l’algorithme
sont ensuite présentées pour 3 codes enbloc: Hamming(8,4,4),Golay(24,12,8) et QR(48,24,12).
L’algorithme donne de bonnes performances sur un canal binaire à effacement ou BEC
pour les deux codes de Hamming(8,4,4) et Golay(24,12,8) en corrigeant parfaitement
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tous les motifs d’au plus (dmi n −1) effacements mais il ne donnemalheureusement pas
de bon résultats pour le code QR(48,24,12). Il ne donne pas non plus de bonnes perfor-
mances sur un canal gaussien ou AWGN. Cesmauvaises performances sont induites par
la présence des sections nulles dans les treillis-produits. Une section nulle St dans un
treillis est une section où chaque états s de l’étage t est connecté à un état homologue s
de l’étage t+1 par l’ensemble des branches possibles. Deux états de cette section ne sont
pas connectés entre eux s’ils sont différents. Pour réduire le nombre de sections nulles
dans les treillis-produits, nous donnons ci-dessous deux propositions comme perspec-
tives de cet algorithme de décodage:
• La première proposition consiste à faire une sectionnalisationdes treillis-produits
en fusionnant les sections nulles avec d’autres sections non-nulles pour former
une seule section.
• La deuxième proposition consiste à augmenter le nombre de treillis élémentaires
constituant un treillis-produit. Dans notre cas, les treillis-produits sont constitués
chacun par le produit de 2 treillis élémentaires. Nous pouvons utiliser plus de 2
treillis élémentaires (par exemple 4) car cela réduit le nombre de sections nulles
dans le treillis résultant et éventuellement limiter leurs effets négatifs sur les per-
formances.
Dans le chapitre 4, nous avons proposé deux algorithmesde décodagepour les codes
en bloc. Ces deux algorithmes utilisent des treillis-produits de complexité réduite
construits à partir des treillis élémentaires représentant des lignes de la matrice de con-
trôle du code.
Le premier algorithme est un algorithme qui fait une recherche du mot le plus
probable sur chacun des treillis-produits au lieu de faire la recherche sur le treillis global
du code. Il utilise l’algorithmeList-Viterbi sur chacundes treillis-produits pour effectuer
la recherche. Les performances de cet algorithme ont été évaluées pour les codes de
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Hamming(8,4,4), BCH(31,26,3) et BCH(32,26,4). L’algorithmedonnede bonnes perfor-
mances mais sa vitesse de convergence est inversement proportionnelle à la longueur
du code. En effet, pour le code BCH(31,26,3), les performances de l’algorithme sont
très proches de celles du décodage ML-exhaustif en effectuant seulement 5 itérations
alors que pour le codeBCH(32,26,4) il faut 7 itérationspour approcher les performances
optimales. Ceci est justifié par le fait que l’augmentation de la longueur du code aug-
mente le nombre de chemins dans les treillis-produits et donc rend plus difficile la
recherche du chemin le plus probable. Pour accélérer la vitesse de convergence de
l’algorithme, nous proposons d’augmenter la taille des treillis-produits en augmentant
le nombre des lignes qui les constituent car cela diminue le nombre de chemins dans ce
treillis-produit et facilite la recherche du chemin le plus probable.
Le deuxième algorithme est un algorithme SISO qui estime les logarithmes des rap-
ports de vraisemblance ou LLRs (Log-Likelihood Ratio) a posteriori des symboles reçus.
L’algorithme fait coopérer les treillis-produits dans un processus itératif dans lequel ils
échangent des informations extrinsèques sur les symboles formant les étiquettes des
branches de leurs sections. Ces informations extrinsèques sont calculées sur chaque
treillis-produit en utilisant un algorithmeSISOcomme l’algorithmeBCJR. Cet algorithme
donne de bonnes performances pour certains codesmais pour d’autres codes sa vitesse
de convergence est ralentie par la présence des sections nulles dans les treillis-produits
qui empêchent certains symboles de profiter du décodage itératif. Nous nous sommes
intéressés ensuite à ce problème posé par les sections nulles afin d’en trouver des
solutions. Nous avons donc abouti à deux solutions. La première solution consiste à
utiliser deux matrices de contrôle du code conjointement afin d’assurer une couver-
ture des symboles présents dans ces sections nulles. La deuxième solution consiste à
faire une sectionnalisation des treillis-produits en fusionnant les sections nulles avec
d’autres sections non-nulles pour former une seule section. Ces solutions ont été effi-
caces pour limiter l’effet des sections nulles et accélérer la convergence de l’algorithme.
En effet, pour le décodage du code de Golay(24,12,8), l’utilisation de ces deux solu-
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tions permet d’apporter un gain jusqu’à 2 dB par rapport au décodage avec la matrice
de contrôle seule et avec un nombre d’itérations deux fois plus petit et en atteignant
les performances optimales du décodage ML. Une architecture matérielle permettant
d’implanter ce décodeur sur une carte FPGApour le code deGolay(24,12,8) a été présen-
tée dans le chapitre 4.
Nous donnons ci-dessous quelques propositions pour les travaux futurs sur cet
algorithme de décodage:
• La sectionnalisation optimale des treillis-produits qui conduit à un nombre min-
imal d’opérations arithmétiques et d’allocations mémoire. Nous pouvons utiliser
des algorithmes, déjà publiés, permettant de trouver la sectionnalisation opti-
male [85][86] ou concevoir des nouveaux algorithmes qui tiennent compte aussi
de la nécessité de réduire les sections nulles dans ces treillis-produits.
• L’utilisation de plus de 2matrices de contrôle dans le décodage afin d’assurer une
couverture plus large des symboles et donc probablement améliorer les perfor-
mances de décodage? Ceci est très utile en particulier pour le décodage des codes
à matrices creuses comme les codes LDPC.
• Appliquer un coefficient de pondération sur les extrinsèques c’est-à-dire qu’à la
fin de chaque itération, les extrinsèques de laminorité,suivant le signe, sont pondérées
par un coefficient inférieur à 1. Ceci peut améliorer les performances car il attenue
les contributions des extrinsèques lesmoins fiables et donc rend l’extrinsèque glo-
bale sur le symbole plus pertinente.
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Annexe A
CALCULDES PROBABILITÉS α, β ET γDANS L’ALGORITHMEBCJR
Soit C (n,k) un code en bloc linéaire défini sur F2 et c = (c0,c1, . . . ,cn−1) un mot de
code deC . La modulation utilisée est la modulation BPSK qui associe le bit 0 (resp. 1) à
la valeur modulée −Ec(resp +Ec ), où Ec est l’enérgie transmise par bit de code. Le mot
modulé x = (x0,x1, . . . ,xn−1) associé au mot c est ensuite transmis sur un canal à bruit
blanc additif gaussien (AWGN) de variance σ2 = N0/2 avec fading dont l’amplitude est
notée a. Le mot reçu est noté y = (y0, y1, . . . , yn−1).
A.1 Calcul de la probabilité de branche γt
La probabilité de branche γt est donnée par:
γt (st , st+1)= P (yt , st+1|st )
= P (yt |st , st+1)P (st+1|st ) (A.1)
La probabilité P (st+1|st ) qu’un état st+1 de l’étage t + 1 soit atteint sachant l’état st de
l’étage t est égale à la probabilité que le bit soit ct = 0,1 corresponde à l’étiquette de
branche connectant st à st+1. Donc P (st+1|st )= P (ct ).
La transition (st , st+1) est équivalente à l’occurence du symbôle correspondant xt , où xt
est la valeur modulée associée à la valeur du bit ct . Donc P (yt |st , st+1) = P (yt |xt ). La
probabilité de branche est donc donnée par:
γt (st , st+1)= P (yt |xt )P (ct ) (A.2)
La probabilité a priori P (ct ), ct = 0,1,peut être donnée par:
P (ct = 1)=
eL(ct )
1+eL(ct ) (A.3)
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P (ct = 0)=
1
1+eL(ct ) (A.4)
Une expression générale de P (ct ) est donnée par:
P (ct )=
e
(1+xt )L(ct )
2
1+eL(ct )
= e
L(ct )
2
1+eL(ct ) e
xt L(ct )
2
=C1t e
xt L(ct )
2 (A.5)
où L(ct ) = log
[
P(ct=1)
P(ct=0)
]
est le LLR a priori de ct et C1t = e
L(ct )
2
1+eL(ct ) . C1t ne dépend pas de la
valeur du bit ct .
La probabilité P (yt |xt ) dépend du canal et de la modulation utilisée. Pour un canal
AWGN et une modulation BPSK, le signal à la sortie du filtre adapté est d’amplitude
yt = axt
p
E c + n, où n est un bruit gaussien de moyenne nulle et de variance
σ2n =N0/2. En normalisant l’amplitude du signal reçu on trouve:
ytp
E c
= axt +
np
E c
= axt +n′. (A.6)
où n′ = np
E c
est un bruit gaussien de variance σ2
n′ = (σn/
p
E c )
2 = N0/2Ec . La probabilité
P (yt |xt ) est donnée par:
P (yt |xt )=
1p
piN0Ec
e
− EcN0 (yt−axt )
2
= 1p
piN0Ec
e
− EcN0 y
2
t e
− EcN0 a
2x2t e
2aEc
N0
xt yt
=C2t e
Lc
2 xt yt (A.7)
où C2t = 1ppiN0Ec e
− EcN0 y
2
t e
− EcN0 a
2x2t est une quantité qui ne dépend pas de xt car x
2
t = 1 et
Lc = 4aEcN0 .
Nous remplaçons les probabilités P (yt |xt ) et P (ct ) dans l’équation A.2 par leurs expres-
sions, respectivement, dans les équations A.5 et A.7.
γt (st , st+1)=Ct e
xt L(ct )
2 e
Lc
2 xt yt (A.8)
où Ct =C1tC2t .
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A.2 Calcul de la probabilité forward αt
En utilisant la théorie des probabilités on a P (A) =∑
B
P (A,B), alors αt (st ) peut être ex-
primée comme suit:
αt (st )= P (st , y t−10 )
= P (st , y t−20 , yt−1)
=
∑
st−1∈σt−1(st )
P (st−1, st , y t−20 , yt−1) (A.9)
Comme le canal est supposé sans mémoire et en utilisant la loi de Bayes, on a :
∑
st−1∈σt−1(st )
P (st−1, st , y t−20 , yt−1)=
∑
st−1∈σt−1(st )
P (st , yt−1|st−1, y t−20 )P (st−1, y t−20 )
=
∑
st−1∈σt−1(st )
P (st , yt−1|st−1)P (st−1, y t−20 )
=
∑
st−1∈σt−1(st )
γt (st−1, st )αt−1(st−1) (A.10)
Donc,
αt (st )=
∑
st−1∈σt−1(st )
γt (st−1, st ).αt−1(st−1) (A.11)
Pour éviter les problèmes d’instabilité numérique, il est recommandé de normaliser la
valeur de α comme suit:
αt (st )=
αt (st )∑
st αt (st )
(A.12)
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A.3 Calcul de la probabilité backward βt
L’expression récursive de βt est obtenue de la même façon que αt . Par définition
βt (st )= P (y n−1t |st ). En utilisant l’expression P (A)=
∑
B
P (A,B) et la loi de Bayes alors:
βt (st )= P (y n−1t |st )
=
∑
st+1∈σt+1(st )
P (st+1, y n−1t |st )
=
∑
st+1∈σt+1(st )
P (st+1, yt , y n−1t+1 |st )
=
∑
st+1∈σt+1(st )
P (y n−1t+1 |st , st+1, yt )P (st+1, yt |st )
=
∑
st+1∈σt+1(st )
P (y n−1t+1 |st+1)P (st+1, yt |st )
=
∑
st+1∈σt+1(st )
βt+1(st+1)γt (st , st+1) (A.13)
Pour éviter les problèmes d’instabilité numérique, il est recommandé de normaliser la
valeur de βt comme suit:
βt (st )=
βt (st )∑
st βt (st )
(A.14)
Annexe B
DESCRIPTIONDES DIFFÉRENTS BLOCS DANS L’ARCHITECTURE
MATÉRIELLE DE L’ALGORITHMEDEDÉCODAGE PAR
TREILLIS-PRODUITS POUR LE CODEDE GOLAY(24,12,8)
B.1 Description des variables entrées-sorties des blocs
• l anceC ompt : impulsion provenant de la machine d’état qui permet d’activer les
compteurs.
• DM : impulsion provenant de la machine d’état qui permet, lorsqu’elle passe à 1,
de remettre les compteurs à zéro au coup d’horloge suivant pour les relancer.
• H : horloge.
• noSection : compteur permettant de parcourir les sections du treillis-produit
dans le sens forward ou backward de l’algorithmeMax-Log-MAP.
• compteurα : ce compteur permet d’identifier les valeurs stockées dans le bloc
mémoire "Mémoireα". Si son bit de poids fort est mis à 0, la valeur deα à son en-
trée doit être stockée à l’emplacementnoSection. Si son bit de poids fort estmis à
1, le bloc délivre à sa sortie les valeurs deα correspondant à la section noSection.
• f inTr ei l l i s : impulsion indiquant la fin du treillis et permettant le passage à un
autre treillis-produit.
• noTr ei l l i s : valeur du compteur 6 donnant le numéro du treillis-produit sur
lequel les calculs sont effectués.
• der nier Tr ei l l i s : actif à 1 lorsque le compteur des treillis-produits arrive à la
fin de son comptage. Il indique donc que tous les treillis-produits sont traités et
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permet aussi de changer d’état dans la machine d’états.
• nouvel le I ter ation : impulsion provenant de la machine d’état et permettant
d’incrémenter le compteur des itérations.
• noI ter ation : valeur du compteur 8 donnant le numéro de l’itération en cours.
• der nier e I ter ation : indique, lorsqu’il est à 1, que le compteur des itérations
arrive à la fin de son comptage. Il permet aussi de changer d’état dans la machine
d’états.
• tr ame : entrée du décodeur, message de 24 métriques à sauvegarder pour ef-
fectuer une nouvelle itération de l’algorithme.
• saveMessag e : impulsion provenant de la machine d’état indiquant, lorsqu’elle
est mise à 1, à la mémoire de mémoriser les informations entrantes.
• s ymbole : représente le symbole, dans la trame, correspondant au numéro de
section noSection.
• αt−1/βt+1 : si le bloc "Section t" effectue les calculs dans le sens forward, il reçoit
à son entrée les valeurs des αt−1 calculées à l’étage t −1 du treillis-produit pour
effectuer les calculs desα à l’étage t (αt ). Alors s’il effectue les calculs dans le sens
backward, il reçoit à son entrée les valeurs des βt+1 calculées à l’étage t + 1 du
treillis-produit pour effectuer les calculs des β à l’étage t (βt ). Les 4 valeurs de α
(ou β) sont représentées par 4 signaux de 12 bits chacun.
• γt : valeur de la métrique de branche γ à l’instant t .
• sect ionU ti l i see : détermine la structure de la section utilisée pour faire les cal-
culs. Il y a 4 dispositions possibles de sections dans un treillis-produit à 4 états(voir
paragraphe 3.3 du chapitre 3).
• α0/βn : mise à zéro de la mémoire sur l’indication de la machine d’état, ceci per-
met d’initialiser les métriques d’états de départ et de fin du treillis-produit (α0 = 0
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et βn = 0) au début des phases forward et backward respectivement.
• calcul : impulsionprovenant de lamachine d’état ordonnant le bloc "Calc/Comp
LLR" à procéder au calcul du LLR de symbole correspondant à la section t du
treillis-produit.
• LLRt : le LLR du symbole correspondant à la section t du treillis-produit
noTr ei l l i s.
• motLLR : le vecteur des LLRs des 24 symboles dumot de code émis.
• d at aSor tie : représente les 12 symboles de données utiles du mot trouvé.
• MDCV r ai : booléen indiquant, lorsqu’il est à 1, si le mot trouvé est un mot de
code.
• messag e : 12 symboles de données utiles.
• mel ang eTr ame : permet d’indiquer, lorsqu’il est mis à 1, au bloc "mélange
LLR_trame" d’additionner, symbole par symbole, les deux vecteurs à son entrée
à savoir tr ame et motLLR .
• nouveauMessag e : nouvelle trame à sauvegarder dans le bloc mémoire "Mé-
moire trame" afin d’entamer une nouvelle phase de l’algorithme.
B.2 Description des différents blocs de la partie opérative
B.2.1 Bloc "Compteur 48"
Compte de 0 à 23 suivant l’horloge puis décompte de 55 à 32. Lorsque le compteur est
en mode comptage, le bit de poids fort de compteurα est mis à 0, ceci indique que
l’algorithme Max-Log-MAP est dans une phase forward pour le calcul des α et que les
valeurs de ces dernières doivent être stockées dans la mémoire "Mémoire α". Lorsque
le compteur est en mode décomptage, le bit de poids fort de compteurα est à 1, ceci
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indique que l’algorithmeMax-Log-MAP est dans une phase backward pour le calcul des
β et que le bloc "Mémoire α" doit délivrer au bloc "Calc/Comp LLR" les valeurs de α
correspondant à la section noSection. Lorsque le décomptage est fini, il y a une impul-
sion sur f inTr ei l l i s pour indiquer la fin de traitement du treillis-produit en cours. Le
comptage recommence si l anceC ompt est actif.
• Entrées du bloc: l anceC ompt , DM , H .
• Sorties du bloc: noSection, compteurα, f inTr ei l l i s.
B.2.2 Bloc "Compteur 6"
C’est un compteur des treillis-produits dont le nombre total est 6 treillis. Il compte donc
de 0 à 5 suivant l’horloge et le signal f inTr ei l l i s. Il est incrémenté tous les 48 coups
d’horloge. La Sortieder nier Tr ei l l i s permet de changer d’état au niveau de lamachine
d’état.
• Entrées du bloc: l anceC ompt , f inTr ei l l i s, DM , H .
• Sorties du bloc: noTr ei l l i s, der nier Tr ei l l i s.
B.2.3 Bloc "Compteur 8"
C’est un compteur des itérations qui sont éffectuées par l’algorithme. Le nombre max-
imal d’itérations est fixé à 8 itérations. Le compteur compte donc de 0 à 7 suivant
l’horloge et le signal nouvel le I ter ation. Le compteur est incrémenté si le décodeur
doit effectuer une nouvelle itération. La Sortie der nier e I ter ation permet de changer
d’état au niveau de lamachine d’état et de revenir au repos si aucunmot de code n’a été
trouvé dans les 8 itérations.
• Entrées du bloc: l anceC ompt , nouvel le I ter ation, DM , H .
• Sorties du bloc: noI ter ation, der nier e I ter ation.
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B.2.4 Bloc "Mémoire trame"
Mémorise la trame de 24 symboles en entrée du décodeur lorsque le signal
sauveMessag e est active. L’entrée noSection permet de sélectionner l’emplacement
où il faut sauvegarder le s ymbole . La sortie du bloc notée tr ame sera utilisée lors des
itérations en l’additionnant avec le vecteur des LLRs des symbolesmotLLR calculé dans
l’itération précédente.
• Entrées du bloc: s ymbole , saveMessag e ,noSection.
• Sorties du bloc: tr ame .
B.2.5 Bloc "Section t"
Ce bloc effectue le clcul des α (respectivement β) dans le sens forward (respectivement
backward) sur une section donnée du treillis-produit. Il contient les informations liées
aux treillis-produits ainsi que les 4 cas possibles pour la représentation d’une section.
Ce bloc est divisé en sous blocs :
• Unemémoire pour les informations des différents treillis.
• Un bloc représentant chaque section possible et permettant d’effectuer les calculs
correspondants à celle-ci (4 blocs en tout).
Les entrées/sorties du bloc sont:
• Entrées du bloc: s ymbole , noSection, noTr ei l l i s, αt−1/βt+1.
• Sorties du bloc: αt/βt , γt , sect ionU ti l i see .
B.2.6 Bloc "Mémoire α/β"
Sauvegarde les 4 valeurs deα (respectivementβ) calculées à un instant donné du treillis
dans la phase forward (respectivement backward) afin de les réutiliser dans le calcul
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des α (respectivement β) à l’instant suivant. Lorsque le calcul sur un nouveau treillis
commence ou que le calcul des β commence, la machine d’état réinitialise la mémoire
à zéros grâce au signal d’entrée α0/βn .
• Entrées du bloc: α0/βn , αt/βt .
• Sorties du bloc: αt−1/βt+1.
B.2.7 Bloc "Mémoire α"
Lorsque compteurα est actif à 0, le bloc mémorise les informations de la section dans
les cases correspondantes à noSection. Lorsque compteurα est inactif à 1, le bloc
délivre les valeurs des α associées à noSection.
• Entrées du bloc: αt−1, compteurα, noSection.
• Sorties du bloc: αt−1.
B.2.8 Bloc "Calc/Comp LLR"
Grace aux trois informations en entrée, ce bloc calcule les 4 LLR possibles de la section
du treillis désignée par SectionUtilisee selon l’équationLLRt =αt−1+βt+γt Oncompare
ensuite les quatre résultats et on choisit le meilleur qui est mis en sortie du bloc.
• Entrées du bloc: αt−1, βt , sect ionU ti l i see , calcul .
• Sorties du bloc: LLRt .
B.2.9 Bloc "Mémoire LLR"
Sauvegarde le LLR pour chaque section de chaque treillis. Restitue l’ensemble des LLR
d’un treillis (24 symboles) lorsque la ligne de la mémoire correspondant à ce treillis est
complète.
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• Entrées du bloc: LLRt , noSection, noTr ei l l i s.
• Sorties du bloc: motLLR .
B.3 Bloc "Codage/CompMDC"
Ce bloc récupère le mot trouvé en sortie de la mémoire des LLR (soit 24 symboles). Il
sépare les 12 symboles data des 12 symboles de parité. La data est récupéré puis recodé
à l’aide de la matrice génératrice : un multiplexeur 12 vers 7 permet de choisir les datas
utilisées pour le calcul du code. Les valeurs des parités sont calculées successivement
(il y en a 12) et stockées dans une mémoire. Les informations de parité créées sont
ensuite comparées à celles du mot trouvé. Si ce sont les mêmes, alors le mot trouvé est
un mot de code. MDC_vrai est alors activé à 1. Les symboles data du mot trouvé sont
systématiquement envoyés sur la sortie Data_sortie. Ce bloc est composé de sous blocs
:
• Un bloc séparant les symboles de parité de ceux data
• Un bloc de calcul pour le nouveaumot de code (composé d’unmultiplexeur, d’un
compteur12 d’additionneurs et d’unemémoire).
• Et un comparateur pour les parités calculées et récupérées précédemment.
• Entrées du bloc: motLLR .
• Sorties du bloc: d at aSor tie , MDCV r ai .
B.3.1 Bloc "Mémoire message"
Lorsque MDCV r ai est actif à 1, la mémoire sauvegarde les informations provenant de
d at aSor tie à l’emplacement noTr ei l l i s.
• Entrées du bloc: d at aSor tie , MDCV r ai , noTr ei l l i s.
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• Sorties du bloc: messag e .
B.3.2 Bloc "mélange LLR_trame"
Lorsqu’une nouvelle itération a lieu, mel ang eTr ame est activé à 1. tr ame et motLLR
sont alors additionnés. Le résultat est ensuite tronqué pour ne faire que 8 bits et est mis
sur la sortienouveauMessag e (qui sera redirigé vers lamémoire dumessage à décoder
pour pouvoir recommencer un nouveau cycle).
• Entrées du bloc: tr ame , motLLR , mel ang eTr ame .
• Sorties du bloc: nouveauMessag e .

