Particle swarm optimization (PSO) is a new stochastic population-based search methodology by simulating the animal social behaviors such as birds flocking and fish schooling. Many improvements have been proposed within the framework of this biological assumption. However, in this paper, the search pattern of PSO is used to model the branch growth process of natural plants. It provides a different potential manner from artificial plant. To illustrate the effectiveness of this new model, apical dominance phenomenon is introduced to construct a novel variant by emphasizing the influence of the phototaxis. In this improvement, the population is divided into three different kinds of buds associated with their performances. Furthermore, a mutation strategy is applied to enhance the ability escaping from a local optimum. Simulation results demonstrate good performance of the new method when solving high-dimensional multi-modal problems.
Introduction
Particle swarm optimization (PSO) [1, 2] is a populationbased, self-adaptive swarm intelligent technique inspired by the simplified animal social behaviors such as fish schooling, birds flocking, and insects herding. Due to the fast convergence speed and easy implementation, it has been successfully applied in many areas such as neural network, dynamic web organizing, fitness prediction, and mountain clustering [3] [4] [5] .
In the PSO algorithm, each individual (called particle) represents a potential solution, and flies over the problem space to seek the food (optimum point). The particles adapt their search patterns with collaborative and competitive manners. Therefore, the process of seeking optima in the problem space is analogous to the food searching process of birds in nature. In this paper, only the following unconstrained optimization problems are considered: To control excessive roaming of particles outside the search space, v j k ðtÞ is limited by a predefined constant v max such that
The first part of Eq. (2) represents the previous velocity, which provides the necessary momentum for particles to roam across the search space. The second part, known as the ''cognitive" component, represents the personal thinking of each particle. The cognitive component encourages the particles to move toward their own best positions found so far. The third part is known as the ''social" component, which represents the collaborative influence of the particles in finding the global optimal solution. The social component always pulls the particles toward the global best particle found so far.
After the introduction of the original PSO, many variants have been proposed to improve its performance, such as stochastic particle swarm optimization [7] , Kalman filter particle swarm optimization [8] , and fitness estimation particle swarm optimization [9] .
The motivation of PSO is to simulate the animal social behaviors such as birds flocking and fish schooling. However, we find that the update Eqs. (2)-(4) can also be used to describe the branch growth process. Under this new background, a novel variant combined with apical-dominant phenomenon (ADPSO) is designed. Experimental settings for the benchmarks and simulation results in comparison with one famous development, comprehensive learning particle swarm optimization (CLPSO), are provided in the following sections.
Biological background

Branch growth model [10]
Natural plant growing is a complex biological process: the root absorbs the water and some nutrition materials, then transits them up to the branches; the leaves make photosynthesis combining the sunshine and materials transited from the root.
The branch plays an important role associated with the photosynthesis. Its shape affects the number and location of leaves, and further the energy produced by photosynthesis.
Phototaxis is another special character guiding the branch growing toward the direction with large intensity of sunshine. Generally, the more strong intensity one region maintains, the larger strength one branch is attracted to, and vice versa.
Therefore, to construct a branch growth model, three conditions are considered: (1) the intensity of sunshine detected by one branch; (2) the intensity of sunshine detected by one bud; (3) the water and nutrition materials transited from the root.
Condition 1 indicates the major factors influencing the branch shape. It guides the growing pattern of the branch directly. By the same reason, each bud grows toward the strong intensity of sunshine detected by itself (condition 2). Different from the previous two conditions, condition 3 is an inertia strength supported by the plant.
Let us reconsider the updated Eqs. (2) and (3) from the viewpoint of branch growth process. Eq. (3) provides the branch location updated after per unit time. While in Eq. (2), the first part wv j ðtÞ, representing the inertia action taken by itself in the previous iteration, can be viewed as the inertia growing strength caused by the materials translated from the root. In other words, it can be used to denote the condition 3.
Due to the phototaxis phenomenon, each bud intends to reach the position with the most strong intensity of sunshine detected by itself. Therefore, the natural and intuitive method is to take this position as the best location found by itself p j ðtÞ, then the second cognitive part c 1 r 1 ðp j ðtÞÀ x j ðtÞÞ is similar to the affection of condition 2. Furthermore, the best location p g ðtÞ found by the entire swarm during the past iterations is equivalent to the most strong intensity of sunshine detected by one branch, and the third social part c 2 r 2 ðp g ðtÞ À x j ðtÞÞ denotes the condition 1. Thus, we provide a new biological explanation for standard PSO with branch growth process under the above three assumptions.
Different from the animal social behaviors, this biological model emphasizes the natural plant growth process. Due to the slowly growing speed, it may provide a new way to avoid premature convergence. Therefore, to illustrate the effectiveness of this model, the apical dominance phenomenon is incorporated into the branch growth model to provide a novel variant called apical-dominant particle swarm optimization (ADPSO). [11, 12] In plant physiology, apical dominance is the phenomenon whereby the main central stem of the plant is dominant over (i.e. grows more strongly than other side stems) other side stems.
Apical dominance phenomenon
The degree of apical dominance over the lateral buds varies with the plant species. Some plants, such as pea and sunflower, exhibit strong apical dominance, causing the formation of single branchless shoots. Other plants, such as tomato, have weak apical dominance, allowing axillary bud growth and a bushy growth habit.
Apical dominance is thought to be caused by the apical bud producing auxin in abundance. This auxin is transported basipetally from the apical bud. The auxin causes the lateral buds to remain dormant. How could a lower concentration cause lateral buds to remain dormant and a higher concentration cause the apical bud to grow? The difference in response between the two kinds of buds is explained in their sensitivity to the auxin concentration. Clearly, the lateral buds are more sensitive to auxin than the apical bud. There is a concentration of auxin at which the apical bud is stimulated to grow while the lateral buds are inhibited.
Apical dominance can be broken by several factors, including apical bud removal (decapitation), horizontal positioning of the plant's main axis, shoot inversion, low light intensity, or short-day photoperiods. In some situations, apical dominance is weakened as the plant becomes older.
Although some of the lateral buds in one normal branch may be dormant, there are still some special lateral buds growing with apical bud at the same time whereas the growing speed is slower than that of apical bud. This is partly because their location is far from the apical bud's location. Therefore, for convenience, we call it the 1-type lateral buds, whereas other lateral buds kept dormancy are called the 2-type lateral buds.
Apical-dominant particle swarm optimization
We deal with the functions of (1), with the following parameters given: n is the dimension of the problem; m is the number of the particles; u k is the upper bound of the kth coordinate; l k is the lower bound of the kth coordinate; f ðxÞ is the pointer to the function that is minimized; MAX-ITER is the maximum number of iterations; x j is the position vector of the jth particle; v j is the velocity vector of the jth particle; p j is the historical best location found by the jth particle; p g is the best position found by the entire swarm up to now; and v max is the velocity threshold.
In this section, the general scheme of the ADPSO and its sub-procedures are introduced.
General scheme for ADPSO
This heuristic algorithm (ADPSO) consists of four phases. These are initialization of the algorithm, calculation of the fitness value exerted on each particle, determination of the state of each bud (apical or lateral), and simulation of the branch growth process. The general scheme can be given as in Algorithm 1. 
Initialization
The procedure Initialization is used to sample m points (apical and lateral buds) randomly from the feasible domain (one certain branch), which is an n-dimensional hyper-cube. Each coordinate of a point is assumed to be uniformly distributed between the corresponding upper and lower bounds.
After the total points are sampled from the space, the objective function value for each point is calculated using the function pointer f ðxÞ (intensity of sunshine). The procedure ends with m points identified, and the point that has the best function value is stored in p g .
Algorithm 2. Initialize()
1: for i = 1 to m do 2: for j = 1 to n do 3:
Classification
There are three kinds of buds in the population derived by apical dominance phenomenon: apical bud, 1-type lateral bud and 2-type lateral bud. In this section, we will discuss how to distinguish the different kinds of buds.
Different from lateral buds, the apical bud gets more intensity of sunshine, because the intensity of sunshine is represented by the fitness value, the best location of the bud in current population is viewed as an apical bud naturally. By the same reason, the 2-type lateral bud is always asleep, while the 1-type lateral bud retains active pattern. Therefore, the 2-type lateral bud is chosen as the bud with the worst location in the current swarm, and the left buds are automatically defined as the 1-type lateral buds. In other words, the status Stat j ðtÞ of particle j at time t is defined as follows 
Branch growth process
For the apical bud, there is enough sunshine around its current position. Due to the phototaxis phenomenon, the influence of the sunshine is significantly superior to the water and nutrition materials. Therefore, the update equation of apical bud is defined as follows
However, for the 2-type lateral bud, only little photosynthesis phenomenon occurs. Therefore, different from apical bud, the influence of the inertia power is a major source. Thus, the update equation of the 2-type lateral bud can be suggested as follows
From the selection strategy of 1-type lateral buds, it is easy to see that photosynthesis reaction time is longer than the 2-type lateral bud, whereas shorter than apical bud. Therefore, the sunshine and nutrition materials both contribute to their growth process.
Let the flag k j ðtÞ denote the numerical weight of nutrition materials in bud j growth process. Then 
where f min ðtÞ ¼ arg minff ðx k ðtÞÞ; 8kg, and f max ðtÞ ¼ arg maxff ðx k ðtÞÞ; 8kg. With this flag k j ðtÞ, the updated equation of the 1-type lateral bud is listed as follows
From Eq. (9), the updated equations of apical bud and 2-type lateral bud can be viewed as two special cases when flag k j ðtÞ are chosen to be 0 and 1, respectively. Therefore, from the viewpoint of branch growth process, Eqs. (8) and (9) are the main updated equations for ADPSO.
Mutation operator
To avoid premature convergence, a mutation strategy is introduced to enhance the ability escaping from the local optima.
This mutation strategy is designed as follows. At each time, particle j is uniformly randomly selected within the whole swarm, and the dimension k is also uniformly randomly selected. Then, v j k ðt þ 1Þ is changed as follows
where rand1 and rand2 are two uniform random numbers generated within [0, 1] . This mutation strategy is a background strategy with a small probability. In each generation, the probability is computed by
where n Popsize means the number of individuals, while n Dimension denotes the dimension. For example, if the swarm consists of 100 individuals, and each particle maintains 30 dimensions, then the mutation probability is 1 3000 % 0:0003. This shows that the proposed mutation probability is exactly small enough for a large dimensional problem.
Calculation fitness value of each particle
Function Calc() is used to calculate the fitness value of each bud.
Simulation results
Benchmarks
Four well-known unconstraint numerical benchmarks are used to evaluate the performance of the new development introduced in this paper. These benchmarks are widely used in evolutionary optimization methods. They are Rosenbrock function:
where jx j j 6 30:0, and
Schwefel problem 2.26:
x j sin ffiffiffiffiffiffi ffi jx j j q where jx j j 6 500:0, and 
where jx j j 6 600:0, and
Rosenbrock is a unimodal function, while others are multi-modal functions designed with a considerable amount of local minima.
Simulation strategies
Simulations are carried out to observe the quality of the optimum solution of the new method compared with comprehensive learning particle swarm optimization (CLPSO) [13] .
The coefficients are set as follows: the inertia weight w decreases linearly from 0.9 to 0.4, two accelerator coefficients c 1 and c 2 are both set to be 2.0 with ADPSO, the total individual is 100, and the dimension is set to be 30, 50, 100, 200 and 300, respectively. In each experiment,the simulation runs 20 times, while each time the largest evolutionary generation is 50 Â n Dimension . All other parameters not mentioned in CLPSO are the same as those in Ref. [13] .
Results from benchmark simulations
In Tables 1-4 , the Mean denotes the mean value, while the Std. represents the standard deviation value. All the tables show that ADPSO can find a better solution than CLPSO for a large dimension, while the performance of ADPSO increases slower than that of CLPSO with the increasing dimension. The small standard deviation value of ADPSO implies that it is more steady than CLPSO. In one word, the performance of ADPSO is superior to that of CLPSO significantly.
Conclusions
This paper has proposed a new biological explanation for PSO inspired from branch growth process. This new background provides a different manner to improve the performance. To illustrate the effectiveness of this manner, apical dominance phenomenon is used to construct a new variant of PSO. Simulation results show that the proposed method is more fit for high-dimensional multi-modal problems. Further studies on the modeling of the artificial plant and the corresponding computation algorithms are required. 
