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Several existence theorems of the Sturm-Liouville problem for the scalar 
equation x” =f( t, x, x’) have been proven under a growth restriction on f 
of Bernstein-Nagumo type. See [ 1, 21 for details. However Granas, 
Guenther, and Lee [Z] have remarked that this condition is not too 
natural. In fact these authors have proven that the Dirichlet problem for 
the equation x” = q(2) has one solution if q: R + R is a continuous 
function which has two zeros of opposite sign. As a consequence of 
Theorem 0.1 and Corollary 1.6 of [3] we can prove that this result remains 
true for the equation 
x” = p(.u)q(.u’) (0.1) 
for any continuous function p: R + R. 
In this paper we shall prove that the Sturm-Liouville problem for 
Eq. (0.1) has one solution if q has two zeros of opposite sign. Finally, by 
elementary means, we shall prove that this result remains true for the 
equation 
x” = A’(t) q(x’) (0.2) 
for any C ‘-function A: [0, 1 ] + R. 
We recall that the Sturm-Liouville boundary conditions are given by 
a,x(O) - box’(O) = 0, a,x(l)+b,x’(l)=O, 
where a,, a,, b,, b, are non negative real number such that 
(0.3) 
a,+b,>O, a, +b, >o, and a,+a, >o. (0.4) 
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1. THE STURM-LIOUVILLE PROBLEM FOR ,I'" =.d'(T)Q(X') 
The main result of this section is the following theorem 
1.1. THEOREM. Suppose that the initial oalue problem 
y’=q(!‘L y(0) = 0 (1.1) 
has a solution g defined in the interval Z,, := [min A - max A, 
maxA-minA]sz4chthatg(z),-3O(resp.g(z),-~O)forall=~Z,. Then the 
problem (0.2)-(0.3) has at least one solution u such that u’(t) Eg(ZA); 
O<t< 1. Moreover, $g(z)z>O (resp. g(z)z<O),for allzEZ,g; z#O; andA 
is not a constant map then the problem (0.2) (0.3) has a non trivial solution. 





+ a,$, g(A(l) -A(s)) 
and choose s~,s?E[O, l] such that A(s,)<A(s)<A(s2); 06s~ 1. If we 
assume that g(z)= > 0 for all z E Z,, then k(s, ) 2 0 2 h(s,) and hence there is 
SUE [0, l] such that h(s,) =0 (the same is true if we assume that g(z)=<0 
for all II E Z,4 ). Now, let us define 
ko=boao ‘hWW4so)) if a,#0 
k,= -b,a, ‘g(A(I)-A(s,,)j-I’ g(A(s)-A(s,))cts if a, #O. 
0 
Since h(s,) = 0 we get k, = k, if ai > 0 (i = 0, 1). Finally let u: [0, 1 ] -+ R 
be defined by 
u(t)=k;+l’g(A(s)-A(s,))ds if a,#O. 
0 
It is easy to prove that u satisfies the boundary conditions (0.3). On the 
other hand u’(t)=g(A(t)-A(so)) and u”(t)=A’(t) g’(A(t)-A(s,,))= 
A’(t) q( g(A( t) - A(s,))) = A’(t) q( u’( t)). Therefore u is a solution of the 
problem (0.2)-(0.3) such that u’(t)Eg(Z,4) if 0 d t 6 1. 
Assume now that g(y) # 0 if y E I, and y # 0; if u = 0 then u’ 3 0 and 
hence A(t) = A(s,) for all t E [0, 11. So A is a constant map and the proof 
is linished. 
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EXAMPLES. (a) If a: [0, l] -+R is a non trivial continuous function 
then the Sturm-Liouville problem for the equation x” = a(t)(,~‘)“~ has a 
non trivial solution. 
ProoJ It is enough to apply Theorem 1 .l to 
g(z) = z3/27 and A(t) = j; a(s) ds. 
(b) The Sturm-Liouville problem for the equation 
x” = A’(t)[(x’)? + 721 
has one solution if max A - min A < 4. 
To prove the result announced in the introduction we need the following 
elementary proposition. 
1.2. PROPOSITION. Let ,f: [a, h] + R be a C’-,function such that ,f( t) > 0 
[f a 6 t < h undf(h) = 0; then 
I h dt Uf(t)=+m 
Proqf It is easy to prove that there is a continuous function 
F: [a, h) --t R such that f(t) = (h - t) F(t) and the proof follows easily. 
1.3. COROLLARY. If q: R + IR is a continuous function which has two 
zeros of opposite sign then the problem (0.2) (0.3) has at least one solution 
for an-v C’-fttnction A: [0, l] -+ R. 
Proof. If q(0) = 0 there is nothing to prove because u E 0 is a solution 
of our problem. Now suppose that there are rI <O< r0 such that 
q(r,)=q(r,)=Oandq(?~)#Oifr,<?‘<r,;sowecandefinee:(r,,r,,)~[W 
by 
Assume first that q belongs to class C’ then from Lemma 1.2, we get that 
Q is a C’-diffeomorphism onto R such that Q(O) = 0. Thus g: [w -+ (r,, r,); 
defined by g(v) = Q-‘(y); is a strictly monotonic solution of the initial 
value problem (1.1) and the proof, in this case follows from Theorem 1.1. 
The general case follows directly from the Weierstress approximation 
Theorem. For details see [2, Theorem 4.11. 
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Remarks. (a) Let r, < 0 < r(, and g as above; from Theorem 1.1 we get 
that the problem (0.2))(0.3) has one solution u such that r, d u’ d r,,. 
(b) Suppose that L/ is locally Lipschitz and suppose that there are 
r, <O<r, such that q(y)#O if r, <~‘<r,, and q(r,,)=q(r,)=O. If u is a 
solution of problem (0.2))(0.3) then r1 < ZJ’ < ro. 
Proof We shall prove first that u’(t) # r,,; 0 < t < 1. To prove this 
assume that u’(t,,) = r0 for some to E [0, 11 and define v(t) = r,(t - t,,) + 
u(t,) then U, I! are solutions of (0.2) such that u(t,) = v(t,) and u’( to) = 
v’(t,). By the classical unicity theorem for ordinary differential equations 
we get u = a; thus I’ is an affrne map which satisfies the boundary conditions 
(0.3). Hence I: = 0 which is contradictory because r(, # 0. Similarly we can 
prove that u’(t) #r, if 06 t < 1; but we know that u’(t,) =0 for some 
to E [0, 1 ] and the proof follows easily. 
It is clear that Corollary 1.3 is a generalization of Theorem 4.1 of [2]. 
The following Corollaries are generalizations of Theorems 4.2 and 4.5 of 
this paper. They are proved in the same manner as Corollary 1.3. 
1.4. COROLLARY. Suppose that there is r, > 0 such thut q( r, ) = 0 and 
q( j’) # 0 if j’ > r, Then the problem (0.2) (0.3) has a solution provided 
” ds 
s- 0 Ids)/ 
>maxA-minA 
If instead q has a positive zero and no negative zero then (0.2)-(0.3) has a 
solution provided 
0 ds 
j- ~ x Iqb)l 
>maxA-minA. 
1.5. COROLLARY. Suppose that q( Ja) # 0 for all ~1 E R therl the problem 
(0.2)-(0.3) has a solution if 
2. THE STURM-LIOUVILLE PROBLEM FOR X"= P(X)Q(X’) 
In this section we generalize some results of the authors [3] and we 
apply these to prove that the problem (O.l)-(0.3) has one solution if y has 
two zeros of apposite sign. 
2.1. LEMMA. Let v: [a, b] + [w be a function of class C’ such thut 
v’(u) GO, v(u) 60 and v(b) v’(b) GO. Assume ,further thut v”(u) ~0 if 
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~‘(a) = 0; then there is t, E (a, h] such that u( t , ) < 0, u’( t, ) = 0, and 
D”(f,) > 0. 
Proof: It is clear that there is E > 0; E < h --a; such that o’<O in 
(a, a + E). We shall prove that v’ vanishes at least once in (a, h]. If, 
contrary to the claim, z+<O in (a, h] then v ~0 in (a, 61 and hence 
u(h) u’(h) > 0. So we have a contradiction. Thus there is t, E (a, b] such that 
v’ < 0 in (a, t , ) and u’( t I ) = 0. It is clear that v( t I ) < 0 < u”( t , ) and the proof 
is complete. 
In the following f’: [0, 1 ] x R! x R -+ [w denotes a continuous function. We 
shall prove an existence theorem of the Sturm-Liouville problem for the 
equation 
s” = f( t, x, x’ ). (2.1) 
2.2. PROPOSITION. Suppose that there is E > 0 such that f (t, x, 0) < 0 if 
-E < ,Y < 0 and suppose that u is a solution of (2.1 k(O.3) such that u > -E 
then D > 0 in (0.1). In particular u’( 1) 6 0 < u’(O). 
Proqf: Since u satisfies the boundary conditions (0.3), then by (0.4) we 
get rl( 1) v’( 1) < 0 < u(O)u’(O). 
Claim. If u(t,) < 0 and 0 6 to < 1 then u'( to) > 0. 
Proof. Assume that u’(t,) < 0 and note that u”(t,) = f( to, v(to), 0) < 0 if 
u’(t,)=O. So, from Lemma2.1, there is t,e(t,, 11 such that u(t,)<O= 
u’(t,) and v”(t,)=O. But this contradicts o”(t,)=f(t,, u(tl),O)<O and the 
claim is proved. 
Assume that v(O) < 0; since v(O) v’(O) 30 we get u’(O)<<, which 
contradicts the claim above. So u(O) 3 0; in particular there is 0 CC < 1 
such that u > 0 in (0, c). 
Note that the claim implies u’(O)>0 if u(O)=O. Assume that there is 
to E (0, 11 such that v > 0 in (0, to) and u(t,) = 0; then u’(t,) d 0 and by the 
claim to = 1. There by the proof is complete. 
In the following a,, a,, b,, h, denote non negative real numbers 
satisfying (0.4). Given T, < 0 < r0 we define 
W,, r,) = +gy Ca,%+a,‘h, + 1, if a,.~,>0 
1 0 
=ro[a;lho+ I] if a,=0 
= -rI[a;‘b, + l] if a, = 0. 
2.3. PROPOSITION. Let v: [0, l] + R! be a CL-function satisfying the 
boundary conditions (0.3). Zf r, <v’<r, (r, <O<r,) then v(t)<G(r,, r,); 
O<t<l. 
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Proof: By elementary calculus we have 
V(t) = V(0) + i” U’(S) ds < U(O) + r,,t 
0 
(2.2) 
U(t)=“(l)-/‘fJ’(S)ds<l:(l)-r,(l-f). (2.3 1 
, 
If a,.~,>0 we get from (0.3) that u(O)=a, ‘h,~‘(O)<u, ‘h,r,, and 
v(l)= -a,‘h,u’(l)< -a;‘h,r,. Thus by (2.2) and (2.3) one has 
u(t) u(t) u(0) o(l) 
---d----t I <u,, ‘h,+Ll, ‘h, + 1. 
r o rl r. f.1 
Therefore u(t) < G(r,, r’). 
Suppose now that a, =O; by (2.2) we get u(t)<ai~‘h,r’ +rg=G(ro, r,). 
Analogously v(t) < G(r,, r, ) if a, = 0 and the proof is complete. 
2.4. PROPOSITION. Suppose that there are r, < 0 < r. such that 
f(t, s, r,) > 0 4 0 ,< .Y < G(r,, r, ). Assume furhter that v is a solution of 
(2.1)-(0.3) such that u>O in (0, 1) andr,,<v’<r,; then r, <v’<r,,. 
Proof: From Proposition 2.3 we get ,f(t, z)(t), vi) > 0. Suppose now that 
u’( to) = r. for some to E [0, 11. then to < 1 since t”( 1) d 0 d u’(O), and hence 
u“(lo) 60 because o’ attains its maximum at to. On the other hand u”(t,) = 
f(t,, u(t,), u’(t,)) =,f(t,, u(t,,), ro) > 0 and this contradiction proves that 
v’ < rg. Similarly r, < v’ and the proof is complete. 
2.5. THEOREM, Suppose that there are r, < 0 < r. such that f (t, x, ri) 2 0 
ifO,<x<G(r,, r,). Zff(t, 0, O)<O then the problem (2.1)-(0.3) has at feast 
one solution v such that 0 < v and r , < v’ < ro. 
Proof: Let us first consider the case f‘(t, 0, 0,) <O <f(t, x, r,) for 
Odx< Gjr,, r,) and take 6 >O such that f(t, X, 0) <O for -&<x<O. 
Denote by C ’ [0, I] the space of all C ‘-functions U: [0, l] + [w, with the 
usual C ‘-norm, and let U c C ’ [0, 11 be the open and bounded subset 
definedbyuE(Iiff -E<u<l+G(ro,r’)andr,<u’<r,. 
Since the unique affine map u: [0, I] + R, which satisfies (0.31, is the 
trivial one, then it is enough to prove that the equation x” = i&t, x, x’) 
has no solutions u on the boundary of U satisfying (0.3); for 0 < 3” < 1. 
(continuation Poincart: theorem; invariance homotopy theorem). 
Let u be a solution of X” = Ij’( t, X, x’) on the closure of U for some i > 0. 
If u satisfies (0.3) it follows from propositions 2.2-2.4 that --E < 0 < 
udG(r,,r,)< 1 +G(r,,r,) and r’<u’<r,; or UEU. Thus the proof is 
complete in this case. 
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To prove the general case let A: R x [w + [ - 1, 1 ] be a continuous func- 
tion such that A(0, 0) = - 1 and A(x, ri) = 1 for 0 <x < G(r,, pi). For each 
integernal let usdefinef,(t,x~)=f(t,x,y)+n-‘A(x,p);from thelirst 
case the equation x” =fJt, x, x’) has a solution u, satisfying (0.3) such 
that 0 <u, 6 G(r,, r,), r1 <uL dr,. The proof follows now easily from a 
classical argument of compactness. 
2.6. COROLLARY. Suppose that there are r, ~0 < r0 such that 
f(t, -5 ri) < 0 for -G(r,,r,)<x<O. Zf f(t,O,O)>O then the problem 
(2.1)-(0.3) has one solution u such that u 6 0 and r1 < 0’ < rO. 
Proof. See [3, Corollary 1.63. 
2.7. COROLLARY. Suppose that q has two zeros of opposite sign then the 
problem (O.l)-(0.3) has at least one solution. 
Proof: Let r,<O<r, such that q(r,)=q(r,)=O. If p(O)q(O)kO 
(resp. p(0) q(0) < 0) then the function f(t, x, v) = p(x) q(y) satisfies the 
hypotheses of Theorem 2.5 (resp. Corollary 2.6) and the proof follows from 
this result. 
EXAMPLE. Let us define q(y) = exp(y’ - 1) - 1; then q( &- 1) = 0 and 
hence the problem (O.l )-(0.3) has at least one solution for any continuous 
function p: [w + R. However, the function p(x) q(y) does not satisfy the 
Nagumo-Bernstein condition. 
Remark. For the Dirichlet problem we have the following generaliza- 
tion of Corollaries 1.3-2.7: Let p: [0, l] x R + R and q: [w + Iw be con- 
tinuous functions. If q has two zero of opposite sign then the problem 
x” = p( t, x) . q(d), x(0) = x( 1) = 0 
has at least one solution. Sketch of the proof. If p, q belong to class C’ this 
result is a consequence of [3, Theorem 1.73. The general case is obtained 
by approximating p and q by C’-functions. 
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