My previous theoretical research shows that the rotating circular genetic code is a viable tool to make easier to distinguish the rules of variation applied to the amino acid exchange; it presents a precise and positional bio-mathematical balance of codons, according to the amino acids they codify. Here, I demonstrate that when using the conventional or classic circular genetic code, a clearer pattern for the human codon usage per amino acid and per genome emerges. The most used human codons per amino acid were the ones ending with the three hydrogen bond nucleotides: C for 12 amino acids and G for the remaining 8, plus one codon for arginine ending in A that was used approximately with the same frequency than the one ending in G for this same amino acid. The most used codons in man fall almost all the time at the rightmost position, clockwise, ending either in C or in G within the circular genetic code. The human codon usage per genome is compared to other organisms such as fruit flies (Drosophila melanogaster), squid (Loligo pealei), and many others. The biosemiotic codon usage of each genomic population or 'Theme' is equated to a 'molecular language'. The C/U choice or difference, and the G/A difference in the third nucleotide of the most used codons per amino acid are illustrated by comparing the most used codons per genome in humans and squids. The human distribution in the third position of most used codons is a 12-8-2, C-G-A, nucleotide ending signature, while the squid distribution in the third position of most used codons was an odd, or uneven, distribution in the third position of its most used codons: 13-6-3, U-A-G, as its nucleotide ending signature. These findings may help to design computational tools to compare human genomes, to determine the exchangeability between compatible codons and amino acids, and for the early detection of incompatible changes leading to hereditary diseases.
Introduction

1
I was searching for the reverse translation from proteins to nucleotides in bioinformatics when I read that different organisms often have radically different codon preferences, a fact profoundly affecting their capability to express different proteins (Wishart and Fortin, 2001) .
Then, I decided to visit the earliest references on the subject, finding a surprising consistency of choices among genes of the same or similar genomes, a very precise bio-system for choosing between codons. Each gene in a genome tends to conform to its 'species' usage "of the codon catalog" . 2 With these antecedents I decided to compare the human codon usage, focused first on the most used codons per amino acid, and second on the most used codons per genome. Earlier I found that the rotating circular genetic code is useful to distinguish the rules of variation as applied to the amino acid exchange (Castro-Chavez, 2010) . Then, I noticed a precise positional biomathematical balance of codons per amino acid within the classic representation of the circular genetic code (Castro-Chavez, 2011a) .
So, I decided to use the circular genetic code as the representation of choice to visualize the pattern of distributions for the most used codons in humans, while focusing my attention on the human molecular language (Ikemura, 1985) , according to the most used codons per amino acid and per genome, discovering a clear example of the C/U choice or difference for the third or 'wobbled' nucleotide of the codons (Grantham et al., 1986) 3 and of the G/A choice, also for the third nucleotide by comparing codon preferences between humans as the chosen prototype for vertebrates; and squids, the chosen prototype for invertebrates.
Since the earliest sequence analysis of ~39 genes, these C or G third-position codon-preferences per amino acid in humans were clearly noticed (Ikemura, 1985) , together with the finding that the richness of G or C bases at the third position in vertebrate genes could not be a consequence of their genome-base composition, since their overall genome G+C percentage is known to range from 40% to 45%, while codon usages per amino acid for each vertebrate converged in an essentially identical pattern, with the possible exception of arginine (Arg, R); this pattern was noticeably different from the pattern of higher plants and "from the dialect of E. coli or yeast" (Ikemura, 1985) . This early work demonstrated the existence of a constraint in vertebrates to keep the third position of codons G+C rich; Ikemura (1985) concluded that the possible factor responsible for this converging pattern was related to the tRNA populations within vertebrates.
I want to stop here to emphasize the remarkable and early use of the word "dialect" by Ikemura (1985) in relation to the specific codon usage pattern of an organism. In my previous related article and before reading the article by Ikemura (1985) , I defined a group of organisms that have compatible genomes as a single 'Theme', the genomic species or population capable to speak the same molecular language through different accents, "with each variety within a theme being a different version of the same book" (Castro-Chavez, 2011a ). Ikemura (1985) was also referring to the same molecular language; what he called the molecular "dialect" in 1985, I considered it as "different accents" in 2011, being such 'accents' the varieties within a 'Theme'.
In a way similar to Ikemura (1985) , Garel (1982) earlier proposed that apparently the quantitative adaptation of tRNAs to the codon content of mRNA seemed to be optimizing the efficiency of translation, influencing both the mean elongation rate and the fidelity. However, Grantham opposed both by declaring that "apart from leaving unexplained the origin of differential tRNA concentrations, which, in fact, poses the same problem as does codon usage, we have just seen that this cannot be the case with biased C/U choice", finding that both codon and tRNA distributions varied enormously between species. Grantham then asked the question: "why does the bias exist?" His literal response was that such question was so difficult to treat scientifically that in effect it remained philosophical (Grantham et al., 1986) .
In the present article, I have confirmed the bias in the C/U choice by comparing the most used codons per amino acid between man and squid; by doing this comparison, I also found a clear bias in the G/A choice.
My hope is that these preliminary and by no means exhaustive comparisons will be able to further our understanding for the research on compatible genomics (CastroChavez, 2011a) , and at the same time to further the practical application of my theoretical discoveries to produce and preserve biodiversity, and for the early detection of hereditary genetic diseases.
Experimental Section
The rotating circular genetic code is used here as the engine for the comparison of sequences (Castro-Chavez, 2010 and , coupled to the most useful database of codon usage available thus far (Nakamura et al., 2000 ; http://www.kazusa.or.jp/codon [Data source: NCBI-GenBank, flat file database release 160.0 of June 15 2007]). Nakamura's human database contained 40,662,582 codons when these analyses were done. The codons present in the database for other organisms will be presented in the next section.
Results and Discussion
The results of most used codons per amino acid in humans are shown in Table 1 . When I applied the rules of variation (Castro-Chavez, 2010) to the human codon usage, I did see that the most used codons per amino acid were able to keep the same relative positions within quadrants in the circular genetic code.
The first aspect to be recognized when using the classic circular genetic code is that its most used codons can be found either at the rightmost, or last position for 13 amino acids, or in the second position (clockwise) for 5 amino acids, while 2 of them: Trp and Met in all organisms, only have one codon that ended in G. Arg is almost equally divided in its codon usage for two codons: Its last codon, clockwise, ending in G, and its companion left codon ending in A.
In Fig. 1 (next page), the figures in the lower row underlie the relative positions of most used codons, showing that if we roughly divide the circular genetic code into three parts, we obtain the asymmetric distribution of 3 x 4 codons, each with a C at its third nucleotide (Fig. 1, left) ; if we divide it into two parts, we obtain the asymmetric distribution of 2 x 4 codons, each with a G at the third nucleotide (Fig. 1, center) , or a symmetric one (1 x 2), with one codon with A at the third nucleotide (Fig. 1, right) .
If we use more decimals, from the 'Codon Frequency' output style, GCG Wisconsin Package TM (Thompson, 2003) , the total genomic use instead of the use per amino acid, and averaged per 1K of nucleotides, we have Arg AGA 12.17%, while Arg AGG is 11.96%, indicating a small 0.21% global increase for the Arg codon AGA (Nakamura et al., 2000; database update of 2007) , making Arg AGA the only exception, even if small, to the human (and vertebrates in general) rule of the 3-Hydrogen bond G-C dominance at the third position.
If we reorder all of the 64 codons according to their relative abundance per genome and not per amino acid usage, as measured by the average of every thousand (1K) codifying nucleotides, which is the standard way presented by Nakamura et al. (2000) , we obtain Table 2 (next page) .
It is noteworthy that when comparing the actual usage percent of the genetic code instead of the most used codons per amino acid, we found that amino acids that only have two codons dominate the higher percentages. For example, Gln GAA occupies the 5 th place in abundance below Leu CUG, Glu GAG, Gln CAG (its brother codon), and Lys AAG. Leu CUG and Glu GAG, the leaders, are represented with the same dominant 3.96%. The next one that also has two codons, Lys AAA, appears just below the amino acids Val GUG, Ala GCC and Asp GAC in position number 9 (with its sister codon Lys AAG occupying the 4 th position). Then, it is Asp GAU which appears in position number 12 (with its cognate codon Asp GAC occupying the 8 th position), just below Gly GGC and Met AUG codons. Leu CUC appears, after Ile AUC, Phe UUC, and Pro CCC, in position number 16 (with its cognate codon Leu CUG sharing the 1 st place) ( Table 2 ). Table 2 . Most used codons in humans per genome; average use of all 64 codons per thousand (1K) codifying nucleotides. The number within the brackets is the relative position of each codon within the list, if the brackets are bold, that indicates that those codons correspond to a cluster of similar usage (when two contiguous members in the cluster are separated by 0.02% from each other), being the cluster number the number in italics at the left side of the brackets. There are 16 clusters and 14 non-clustered codons. There is a cluster of 10 codons before the most used Tyr (Y) UAC that appears in position 30. These observations demonstrate that the most used codons per amino acid are not the same as the actual set of most used codons in the averaged nucleotides (by 1Ks) from the complete codifying genome. His CAC is in position 32, Trp UGG in 35, Cys UGC in 39, while the two Arg: AGA and AGG occupy the global positions of 44 and 45, respectively.
In Table 2 we also see 16 clusters when two contiguous members in the cluster are separated by 0.02% from each other, meaning that those codons are more or less used with a similar intensity, ranging from two to six, i.e., Leu CUG and Glu GAG, both at the top of the list (cluster number 1), with an identical frequency of 3.96%, while Leu UUA, Ile AUA, Ala GCG, Leu CUA, Val GUA and Pro CCG, range from 0.77% to 0.69% (cluster number 13).
Table 2 also shows that the three most used codons for hydrophobic amino acids are: Leu CUG 3.96%, Val GUG 2.81%, and Ala GCC 2.77%; the three most used codons for acidic amino acids are: Glu GAG 3.96%, Glu GAA 2.9%, and Asp GAC 2.51%; the most used codons for basic amino acids are: Lys AAG 3.19% and Lys AAA 2.44%, while the most used amides are: Gln CAG 3.42% and Asn AAC 1.91%, etc. On the other side, the three less used codons for hydrophobic amino acids are: Val GUA 0.71%, Leu CUA 0.72%, Ala GCG 0.74%; the three less used codons for basic amino acids are: Arg CGU 0.45%, Arg CGA 0.62%, Arg CGC 1.04%; the less used codons for signaltransduction related amino acids are: Ser UCG 0.44%, Thr ACG 0.61%; globally, the less used codons are the stop codons: UAG 0.16%, UAA 0.1%, UGA 0.08%, etc.
If we stop a minute to consider dinosaurs that died in the first, coming from the outer space, water flood and glacial age, the 2008 NOVA program entitled "Arctic Dinosaurs" presented some results related to two places from the North Slope of Alaska: 1) The Liscomb Bonebed, and 2) The Colville River, describing fossils of dinosaurs found in the Arctic pole, including: Pachyrhinosaurus, Gorgosaurus, Troodon, Thescelosaurus, and Edmontosaurus, a Hadrosaur, "with >6000 specimens collected", assemblage that "resulted from mass mortality" (Gangloff and Fiorillo, 2010) , and they even found evidence for the presence of a Pterosaur (Fiorillo et al., 2009) .
Related findings have been made in the Russian Arctic, where we may add the Dromaeosaurid and Ankylosaurian teeth (Godefroit et al., 2009) These plants and other pieces of evidence are indicative that at the highest latitudes in the far past, the climates were warm enough, possibly with a more even day length through the whole year (Douglas and Williams, 1982) .
In the Antarctic, fossils have been found for at least 21 dinosaur groups (including the Leaellynasaurus mentioned in NOVA), plus birds ('aves'), amphibians, crocodilia, turtle, marsupialia, monotremes, multituberculata, tritylodontid, placentalia (?), etc… (Rich et al., 2002) After the first glacial age, the planets and their satellites started moving, while the stars in the sky, including our sun, were 'turned on' once more (Bullinger, 1893 (Bullinger, , 1922 Seiss, 1882; Rolleston, 1862; Wierwille, 1982) , while life emerged and diversified, culminating with men (Stock, 1878; Schoenheit, 2004) . After the second and partial glacial age/global flood, there was a dramatic reduction in the human population. Here, a consanguineous genetic bottleneck, with its consequent health and longevityreduction problems, is proposed, maybe for the loss of some alleles (Hunter and Gibbs, 2007) .
Evidence from the second polar or partial glacial age, coupled to a global flood, is the study of human petrified bones, where minerals replaced bone tissue; examples from Texas were taken by the author (Fig. 2) . Images of what appears to be petrified human bones. A1 and A2 show what seems to be a petrified skull covered with a thin and brown peeling layer of what seems to be petrified skin; A2 also shows the detail of a Y-shaped crack in the skull, between the 11 and 11.5 inches mark. B1 and B2 show a petrified tooth and what seems to be bone and its medulla remains of a petrified lower leg, the red color within the center of the bigger piece of medulla and of its surroundings indicates a high presence of iron. B1 shows the petrified tooth between the marks of centimeters 2 and 3.5, while B2 shows the bigger petrified 'medulla' between centimeters 4 and 6. These images were taken in Texas.
The 100% of the original components of petrified bones, such as proteins and nucleic acids (DNA and RNA), were completely replaced with the minerals present in the soil and salty waters where they were deposited; something similar happened to petrified wood, but being the bones thinner and more fragile, it is well known that the original shape of petrified bones is easily distorted by the surrounding humidity and changing temperatures of the soil.
Evidence of both glacial ages and of waters arriving from outside the Earth to drawn it, remaining on it most specially the ones from the second flooding, I think, are the waters found in the dark side of the moon (Colaprete et al., 2010) , where its dark pole is located (Duke, 2002) , and in the south pole of mars (Mackenzie, 2002) , plus under dried rivers and lakes (Kerr, 2000) , water in Io (Salama et al., 1990) , and in other moons of Jupiter and of other planets (Sammonds, 2006) , both in the Kuiper belt (Jewitt and Luu, 2004) , and in the Oort comet cloud (Hsieh and Jewitt, 2006) in the outermost part of the Solar System mostly composed of gigantic frozen ice-cubes, like Eris (Bertoldi et al., 2006; Sicardy et al., 2011 ), Ceres (Thomas et al., 2005 , Pluto (Ridpath, 1978) , now removed from the status of planet (Spahr, 2006) , and many others (Grundy et al., 2009) ; H 2 O also in the colorful nebula/nebulae (Miranda et al., 2001 ) and in comets (Meier et al., 1998) , meteors/meteorites (Jenniskens and Mandell, 2004) , asteroids (Rivkin and Emery, 2010) , and regoliths (Seshadri et al., 2008) , etc., being the water in them the one that evaporates, forming their characteristic long comet-tails, making them smaller and smaller every time... The presence of water all over the outer space of our atmosphere deserves its own and careful review.
Even when several more regional or localized ice periods may have occurred, two appear to be the most prominent worldwide, with the last one still ongoing on the poles of the Earth. Due to their importance to understand fossils and strata, a group of quotations related to those two historical and global glacial ages will be posted here (Hambrey and Harland, 2011 (Flint, 1953) .
Additional references dealing with the two main or most important historical ice ages are:
"Concerning the ice ages, the majority of the studies (de Martonne, 1907; Phleps, 1914; Niculescu et al., 1960) (Morey et al., 2005) .
"The California marine section calls for two glacial ages before the deformation and uplift…" (Grant and Gale, 1931 (Hershey, 1903) .
"…the simplest hypothesis of age requires two glacial ages to account for the facts." (Deevey, 1949; see more recently, Copper, 2002) , etc.
If we move back to the living systems, we can see that recently, Svante Paabo dodged twice the "species" question by declaring "I think discussion of what is a species and what is a subspecies is a sterile academic endeavour", "why take a stand on it when it will only lead to discussions and no one will have the final word".
However, Svante's colleague and coauthor Jean-Jacques Hublin stated that many consider Neandertals a species separate from modern humans because the anatomical and developmental differences are "an order of magnitude higher than anything we can observe between extant human populations", and that Mayr's "species" concept doesn't hold up because "there are about 330 closely related species of mammals that interbreed, and at least a third of them can produce fertile hybrids" (Gibbons, 2011) ; however, if we include birds, reptiles, amphibians, fishes, insects, plants, etc. the number will increase tremendously.
Sometimes, the polymorphisms can experience a non-random reversion by a process currently barely understood (CastroChavez, 2011a); even harmful mutations after the overload of the quality control mechanism of cells and organisms seem to follow a non-random pattern concentrated in the mutational "hot-spots" (Volpato and Pelletier, 2009; Perrot et al., 2009; Namekawa et al., 2006) , a process that seems to be reversible under certain conditions (Zhou et al., 2003) .
The genomic variation to adapt to a changing environment is a slow process that starts working selflessly for at least two generations before the inheritance of a more adaptively advantageous polymorphism, perhaps similar to the time it takes for a hereditary disease to appear in the offspring once the damage has been done in the ancestors (Fig. 3) . Fig. 3 illustrates the possible origin of hereditary diseases, a process in need of several generations to express itself, apparently similar to the time needed for selfless and favourable adaptations to appear; the background of the figure shows the pattern of atomic expression on the 9/11 World Trade Center (WTC) toxic dust. in its minimal expression it starts by a silent damage on nucleotide(s) of one single arm of one chromosome; however, if inherited, it will be duplicated to both arms of such first generation chromosome, but it will continue being silent, even if transferred to the offspring, being covered by the still healthy genes of an unrelated spouse; it will be only manifested by consanguinity, if close relatives of the first affected donor intermarry, i.e., cousins; also people affected by the same extreme biohazards increase the risk of manifesting hereditary diseases in earlier generations (i.e., Chernobyl, Fukishima, the 9/11 World Trade Center (WTC) at N.Y., with graphics in the background discussed in detail by Castro-Chavez (2011a), etc.) Example shows the sickle cell anemia, but the principle illustrated here applies to any hereditary disease and maybe to beneficial adaptive changes as well. Credits: Humans drawn by Linda Salzman Sagan, for the gold-anodized aluminum Pioneer spacecraft plaques.
If we focus here only in strontium (Sr) and barium (Ba), we will discover that, in at least three different studies, the coordinated pattern of Sr contamination showed to be more abundant than Ba, starting with the analysis using two different methodologies performed by the U.S.G.S., where an average in the soluble leachate of 1.1 mg/L for Sr, and of 34 μg/L for Ba was found; here, Ba represented only 3% when compared to Sr being 100%; X-ray fluorescence was also performed on the dry dust, finding a coordinated 726.6 ppm of Sr and 533.38 ppm of Ba, representing 73.4% when compared to Sr (100%) for this methodology (Clark et al., 2001) ; to see the six mishandlings of the 9/11 WTC reporting of strontium (Sr) by the U.S.G.S., go to: http://www.webcitation.org/63YyJEzsi
A second study that analyses only three samples, found the next averages (in mg/g dry weight): 630.2 mg/g for Sr and 380.6 mg/g for Ba, which represented the 60.3% when compared to Sr (100%) for this methodology (Lioy et al., 2002) ; here, beta radiation was twice the background level in these few samples of the 9/11 WTC toxic dust analyzed. Jenkins called into question the 9/11 WTC pH values reported by this group (Jenkins, 2007) , one of the groups against which she raised her complaint.
A third study analyzing eight and five 9/11 WTC dust samples by two different methodologies broadly corroborated the patterns presented by the U.S.G.S. analysis; i.e., the average values for the eight samples (mg/g of solid sample) was of 0.7 mg/g for Sr and 0.2 mg/g for Ba, which represented the 28.6% when compared to Sr (100%) (McGee et al., 2003 (McGee et al., 2003) .
On Sept. 11, 2001 (9/11) at the WTC, N.Y., the earliest explosion apparently happened underground at 08:46:26 AM and was registered (M L = 0.9) by the earthquake monitoring station in Palisades, N.Y. (Kim et al., 2001) . Mike Pecoraro and his colleague, who were below the site of this underground explosion, remembers ascending from where they were to the basement's C level seeing the equipment, including a 50 Ton hydraulic press, reduced to rubble, while their coworkers were practically 'evaporated' (Vito Deleo and David Williams); "as they ascended to the B Level, one floor above, they were astonished to see a steel and concrete fire door that weighed about 300 pounds, wrinkled up "like a piece of aluminum foil" and lying on the floor" (Pecoraro et al., 2001) . 5 By comparison, the 1993 explosion in the basement's parking garage under WTC1 was not detected by any earthquake monitoring station (Tahil, 2006) ; according to this author, the concentration of Zn had a direct linear relationship to the concentration of Ba, lead (Pb), and other elements.
The timing for the other 9/11 underground explosions as reported at Palisades, N.Y., are 09:02:54 (M L = 0.7), 5 Note: It seems that the underground explosions under the twin towers, registered by the earthquake monitors, were aimed to be coupled to the serious damages exerted upon the higher floors of both towers; falling elevators and 'jet fuel' are not capable to destroy 50 ton hydraulic presses, twist like aluminum foil a 300 pound fire door, and to "evaporate" humans, and still burning for months the underground where the WTC buildings stood. A similar conclusion was reached by Lynn Margulis (2010) = 0.6), being this last one very important because this timing was just immediately before the fall of WTC7, just when the east mechanical penthouse fell to the ground (Kim et al., 2001 ), a precise timing also mentioned by FEMA's Gilsanz et al. (2002) . The WTC7, also called the 'Salomon Brothers' building, had its east Penthouse falling first all way down through the core few seconds (5 sec.?) before the fall of the complete building, also in a matter of seconds. 6 "Much higher subsurface temperatures were inferred from the lower portions of removed steel beams glowing red. The sub-surface of the collapse piles remained hot for months despite use of massive amounts of water to cool them, with the last spontaneous surface fire occurring in mid-December" (Cahill et al., 2004) ; Cahill also declared in the same article that such extreme heat was "shown by the melting of metals". In another article, he said that "the air from Ground Zero was laden with extremely high amounts of very small particles, probably associated with high temperatures in the underground debris pile"; "normally, in New York City and in most of the world, situations like this just don't exist" (C. A. Editors, 2002) . Those volatile elements produced for months in the WTC smoldering pit were persistent and more dangerous than the ones present in the 9/11 dust when the two towers fell (Cahill, to Jenkins, 2007) . The 9/11 WTC toxic dust sickening trajectory of Doug Copp, CEO of the "American Rescue Team International" has been documented by himself. 7 A "toxic eyesore" that was in front of WTC7, the "Fiterman Hall, contaminated with WTC dust" (Kaysen, 2005a) , was later demolished; also demolished was the Deutsche Bank (WTC4) at 130 Liberty St. (Brion, 2006) and that at four (4) Albany St. (Kaysen, 2005b) , which were "two 9/11-damaged structures on the south side of the WTC"; "…a negative pressure region is maintained inside the building to contain any contaminated dust while the area is cleared"; workers under such extreme hazards wore haz-mat suits (Brion, 2006) ; however, very few 'special' persons did wear those suits at the WTC on 9/11 (Finkelstein, 2001; Lombardi, 2006) .
Several of the 9/11 "meteorites" have been presented 8 (Fertig, 2006) . 9 Rich Garlock declared that in WTC 6 the debris past the columns was red-hot, molten and "running"; molten concrete engulfed metal materials, guns, etc. 10 Sample one (From WTC 7) showed "evidence of a severe high temperature corrosion attack on the steel, including oxidation and sulfidation with subsequent intergranular melting", "readily visible in the near-surface microstructure". Sample two (From WTC 1 or WTC 2) showed that its 8 http://www.youtube.com/watch?v=hWHvnprvSbc , http://www.youtube.com/watch?v=1WWAnCd_6lg 9 GARGANO: This is metal that has been compressed again as the result of the collapse of these extremely tall buildings. And that is made up, composition of different materials steel, concrete and other materials and you can see how that was compressed.
Amazingly, it's possible to make out individual objects. There are bathroom tiles, a pipe, and blackened pieces of paper carbonized by the heat. It smells like charcoal. Peter Gatt, who's one of the preservationists here, points to the spine of what looks like a corporate report.
GATT: This is a book. You can find a book inside. You can read letters on these little papers and for some reason they're still here. BETH (Fertig) : You can actually make out words on some of these tiny pieces of carbonized paper. (Barnett et al., 2002) . However, "for more than three months, structural steel from the World Trade Center has been and continues to be cut up and sold for scrap", "such crucial evidence is on the slow boat to China, perhaps never to be seen again in America until you buy your next car" (Manning, 2002) .
These important pieces of evidence for the use of highly energetic materials to destroy the WTC on 9/11 were removed and/or destroyed, even when the extreme human damage to the exposed individuals is still present today (Castro-Chavez, 2011a), not only through the bio-available and soluble Sr but also through tiny carbon nano-tubes (Wu et al., 2010) . A special foaming agent called Pyrocool FEF was used to "absorb the high-energy emissions", and to "re-emit the energy at a longer, lowerenergy wavelength"; "One target was the large Freon tanks that had served the WTC air-conditioning system and might have exploded" (Beard, 2001) .
For the critical consideration of the reader, I leave the next: At Google images, while searching for the words: 40ft pothole 9/11 WTC, I found a fascinating conformation that was carelessly destroyed (see the left side of the 'pothole' that was facing the U.S. Post Office building) 11 (Dunlap, 2008a) . The formation closer-tothe-surface was found near to where the WTC2 stood, flanking the glacier 'pothole' that was under the Deutsche Bank (WTC4) that was located at the right side of WTC2. In the next image, we see the destruction of this peculiar structure similar to 'Inwood marble', a sugar-like crystal with white or blue-grey colors. Due to its high lightreflectance, some have called it the 9/11 "manhatite": 12 here seen in the opposite view to the previous image (Dunlap, 2008b (Reina et al., 2008) . 13 Next, saved images of the last steps in the fast destruction of this 9/11 'manhatite' formation, a part of a unique and highly valuable, yet destroyed, rock formation under the WTC: (WTC4 image mislabeled in its original website as WTC3). This is but a brief recount of 9/11 and its damaging health implications for the first responders (Castro-Chavez, 2011a), In Memory of Lynn Margulis (Barrett, 2011a,b) . More diverse details can be found at: Khalezov (2011a,b,c) . 14 Between the extremes of global fitness (Bergeron, 2011; Maslen and Mitchell, 2006; Edwards et al., 1986; Custance, 1980; Talley, 198? (n.d.) 15 ; Wierwille, 1980; Bullinger, 1922) 16 and, as Hublin above said (Gibbons, 2011) , of an unfitness barely human (Culotta, 1999; Mayell, 2003; Underdown, 2008) , most normal and natural humans will fall near the center of a Gaussian graphic.
Recently, I found that a high similarity in the frequency of two nucleotides of the LDLrap-1 gene was present between families with Mexican and Japanese ancestry (Castro-Chavez, 2011a) Now, if we apply the codon usage logic per genome to other organisms: chimpanzee, dolphin, elephant, llama and Canis (Castro-Chavez, 2011a), and to cow, mouse, hen, fruit fly, zebrafish, etc., we obtain similar positional results for the global frequency of codon usage (average of codifying sequences with a length of 1K) according to the circular genetic code. The relative proportions for each codon change dramatically; however, the proportional global abundance of codon usage, when compared to humans, is maintained with only slight exceptions characteristic of the organism being studied. For example, when analyzing the chimpanzee (Pan troglodytes), the relative usage of codons remained the same as in humans, except that chimpanzee had almost the same most used codon percent per amino acid for two Ser codons: Ser UCC (24.07%), and Ser AGC (24.2%), being the last one the most used in humans, having these most used codons for Ser in chimpanzee a minimum difference of 0.13% (the ratio of the analyzed human/chimpanzee codons was 40,662,582/328,023).
The dolphin (Tursiops truncatus) had a very striking similarity to the most used codons in humans per amino acid, being the only minor difference the dominant codon for Arg (AGG 27.51%), while the next 'Args' had almost the same frequency: Arg AGA 18.34%, and Arg CGG and Arg CGC, both with a 17.69% usage, etc. (the ratio of the analyzed human/dolphin codons was 40,662,582/6,771).
A similar finding was done in elephants (Elephas maximus). The dominant codon for Arg also was AGG 28.27%, while the next ones were: Arg CGC 27.23%, Arg CGG 19.63%, and Arg AGA 13.61%, etc. (the ratio of the analyzed human/elephant codons was 40,662,582/2,124).
Similarly, the llama (Lama glama) had only one minor change in Arg when compared to the most used codons in humans per amino acid: The most used Arg in llamas was AGG 32.71%, followed by Arg AGA 23.06%, etc. (the ratio of the analyzed human/llama codons was 40,662,582/3,871).
The difference for most used codons in mouse (Mus musculus) when compared to humans, is that the most frequently used codons for Pro are CCU (30.62%) and CCC (30.28%), which is a small 0.34% difference, being the last one the most used codon for Pro in humans and dogs (the ratio of the analyzed human/mouse codons was 40,662,582/24,533,776) .
The slight exception for the dog (Canis familiaris) was that its two most frequently used codons for Arg are: AGG (as in humans), but also Arg CGG, instead of Arg AGA, which is the one we find as the most used in humans. For the most used codifying codons for Arg in dogs, the percentage differences are as follows: Arg AGG 21.06%, Arg CGG 20.87% (a small difference of 0.19%), Arg CGC 20.11%, Arg AGA 19.92%, etc.; being the most used, the ones ending in a three hydrogen bond nucleotide (G or C), being the difference among each of them of less than 1% (the ratio of the analyzed human/dog codons was 40,662,582/559,501).
The wolf (Canis latrans), genetically compatible to the dog (Castro-Chavez, 2011a), had as its only difference the main preference for Arg CGC 29.38%, when compared to dogs or to humans, being followed by Arg CGG 23.54%, both ending in a three hydrogen bond network (the ratio of the analyzed dog/wolf codons was 559,501/2,710).
Similar to wolves, the difference of the most used codons in pigs, when compared to humans, was in the most used codons for Arg: CGC 21.84%, Arg CGG 21.48% (a small 0.36% difference), Arg AGG 20.58% and Arg AGA 18.59% (the ratio of the analyzed human/pig codons was 40,662,582/1,168,059).
The difference in cows (Bos taurus) was that the most used codon for Arg is CGG, instead of either AGA or AGG, which are the equally most used codons in humans for Arg. The percentage difference for the most used Arg codons in cows was: Arg CGG 22.05%, Arg AGG 20.11%, Arg CGC 19.58%, Arg AGA 18.87%, etc. (the ratio of the analyzed human/cow codons was 40,662,582/5,198,458) .
In the hen (Gallus gallus), there was again a very slight difference in the Arg codon usage, where the most used codon was AGA 22.30%, followed by AGG 21.39%, with a percent difference <1% among them (the ratio of the analyzed human/hen codons was 40,662,582/2,719,057).
It was surprising to find, while studying the most used codons per amino acid in the bread mold (Neurospora crassa), that its only differences when compared to humans were: Val GUC 41.68%, Leu CUC 32.33%, Arg CGC 28.48%, and Ser UCC 24.48%. Notice that even when the most used codons are different, they preserve the three hydrogen bond nucleotide C at the end (The ratio of the analyzed human/bread mold codons was 40,662,582/2,048,035).
The blue whale (Balaenoptera acutorostrata) exhibited differences when compared to the most used codons in humans in two amino acids: Ser UCC 30.43%, followed by Ser AGC 26.28% (the most used by humans), and in Arg, where the most used codon was Arg CGG 21.92%, followed by an approximately similar percentage for Arg AGA 21.14% and Arg AGG 20.74% (a difference of 0.40%, a small difference for the two that are most used in humans). The most used stop codon in whales was UAA 56.52% (the ratio of the analyzed human/blue whale codons was 40,662,582/4,726) .
The fruit fly (Drosophila melanogaster) also exhibited differences with the most used codons in humans for the next codons, corresponding to two amino acids: Asp GAU 52.87% and Arg CGC 32.85%, Arg CGU 16.06%, Arg CGA 15.33% and Arg CGG 14.96%, etc. (the ratio of the analyzed human/fruit fly codons was 40,662,582/21,945,319) . Due to the extremely high amount of fruit fly varieties in the Nakamura's (2000) database when compared to any other organism (in its 2007 update), we explored in more detail their differences. When the total usage of codons for the genomes of fruit fly varieties was compared, the ones expressing the less difference were: D. melanogaster and D. mauritiana (average of standard deviations: 0.10), while the highest difference in usage was between D. melanogaster and D. willistoni (average of standard deviations: 0.48), see Figure 4 .
The only amino acids that did not increase their total codon usage in D. mauritiana when compared to D. melanogaster were Met, Pro, His, Trp, Glu, and Ser in its AG_ side, some of the most functionally unique or specialized amino acids (Met starts, Pro bends and His catalyzes). All the amino acids were increased in their total codon usage for D. willistoni except for Met, the protein starter. When comparing D. melanogaster to D. mauritiana and to D. willistoni for the unique codon which codes for Met, the next were their percentages: 2.361%, 2.365% and 1.895%, respectively. 18 In Fig. 4 Interestingly, the Student's t-test comparison gives p = ~0.5 when the percentages for all the 64 codons are compared for both the examples presented in Fig. 4A and Fig. 4B ; however, when the Student's t-test of all the 64 codons are compared for only the standard deviations, the p = 1.22 x 10 -9 . However, when only the codons presented in images Moving on to an aquatic vertebrate, the zebrafish (Danio rerio) presented major changes in its most used codons per amino acid: Its most used codon for Cys was UGU 54.3%, followed by Cys UGC 45.7%, which is the most used codon for the terrestrial vertebrates analyzed; zebrafish most used codons for proline were: Pro CCU 31.2% and Pro CCA 29.5%, instead of the most used CCC 23.9% for terrestrial vertebrates; then, the zebrafish most used codon for Thr was ACA 30.85%, followed by Thr ACC 29.4% (the most used by land animals), while Thr ACU had a use of 26.32%. Another difference in zebrafish was the most used codon for Ala GCU (31.86%), followed by Ala GCC 29.73% (the most used in land animals), while Ala GCA had a use of 25.3%. The zebrafish most (Ratnasingham and Hebert, 2007) .
used Gly codon was GGA 34.46%, followed by Gly GGC 27.56% (the most used Gly in land animals), while Gly GGU had 21.96% of usage. The 7 th zebrafish difference (that was also seen in land animals), was that the most used codon for Arg was AGA 26.34%, followed by Arg AGG 18.78%, and by Arg CGC 17.68%, having the rest of its Arg codons a use of ~12.4% each (the ratio of the analyzed human/zebrafish codons was 40,662,582/8,042,248) .
From this point on, the differences increase dramatically if we compare the most used codons in humans per amino acid to an amphibian (frog Xenopus laevis) or a reptile (cobra Naja naja) [data not shown]; and even more abundant differences were seen when comparing the most used codons in humans to the most used codons of a plant (Arabidopsis thaliana, which will be compared elsewhere within this journal, in my topic of the quantum workings of the 'rotating' 64-grid genetic code [CastroChavez, 2011c] ), except for the most abundant Lys AAG 51.5% and Arg AGA 35.19%. Unexpectedly, the differences between humans and bacteria (E. coli K12), in relation to the most used codons, are less notable than the ones for the last three mentioned organisms (frog, cobra and plants). The archaea Methanosarcina acetivorans C24A had slightly more differences than E. coli.
Other two organisms with the most radical differences when compared to the most used codons in humans were the squid (Loligo pealei, Fig. 5 Fig. 5 shows clearly the "biased C/U choice" described by Grantham et al. (1986) in 12 of the squid's most frequently used codons, plus a biased G/A choice for 4 of the most used codons in squid; 12 of the most used amino acid codons that end in C in humans, here in the squid end in U, while 4 of the most used amino acid codons that end in G in humans, in squid end in A. Only one codon changed from G to U in the squid (the G/U rare choice): Val GUG/U. The amino acids with only one codon (Trp, Met), remained the same. Leu remained the same at its third nucleotide (G), while changing its no most u n humans t ending in bution of m G-A nucleo ile in squid en: 13-6-3, U e (Fig. 5) Obviously, the most stable comparison will be with the genomic codon usage per amino acid. In the examples reported above, except for humans, the results are of the globally expressed genes. Some organisms had fewer sequenced codons in the database, such as the wolf, the elephant and the llama.
The results presented here corroborate the early findings that "the usage of codons is not random and differs between organisms and genes" (Widmann et al., 2008) being useful, especially as a point of reference for the global codon usage in humans, and also to track the changes experienced by individual proteins within individual varieties, ethnic groups or breeds, which are the molecular languages or dialects, or between these proteins compared to the global codon usage per amino acid, and between the genomic composition of the genetic DNA versus the punctual posttranscriptional changes of the mRNA editing, to learn about its regulatory purposes. For example, "slow translation rate correlates with the high content of rare codons" (Pedersen, 1984) and vice-versa, a ribosome translating a strand of 9 codons in which some, or all of them, are low-usage "will move more slowly than over a comparable stretch of message containing no low-usage codons" (Zhang et al., 1994) .
Codon frequencies are not random among codons specifying a given amino acid because some may be common while some may be rare. Usage bias varying within and between genomes help to regulate the rate of protein synthesis: "If the transfer RNA that matches a codon is rare, then transcription of genes including that codon will be slowed. For some proteins there is evidence that such pace-setting codons help ensure correct folding of the amino acid chain" (Hayes, 2004) .
When comparing bacterial genes versus genes of phages, Grantham declared with great surprise: "single-stranded DNA phages fabricate messenger sequences that use the translation apparatus and tRNA of their bacterial hosts, yet make different choices from the host among synonymous codons" (Grantham, 1980) ; in general, "viruses do not closely imitate the use of the codon catalogue by the host" (Grantham et al., 1986) ; in the same article Grantham and collaborators stated that species could be characterized by the slight variations in their coding strategies.
Grantham declared that "each kind of transcription product (mRNA, rRNA and tRNA) have a rather limited range of G + C content that is most often different (and in animals, at least, generally higher) (Grantham et al., 1986) .
The use of these frequencies can be useful for developing tools for bioinformatics to compare codon usage in individual peptides and proteins, and to determine their bias from the general trend within a genomic population or 'Theme' (CastroChavez, 2011a).
Conclusions and Outlook
The codon usage follows a precise pattern clearly defined in the human codifying genome analyzed. The general principle is that the most used codons have a C or a G in their third position. The discrepancy with other vertebrate organisms is small, mostly focused in the Arg codons (dogs, cows, dolphins, elephant, llama, wolf, pig), in the Ser codons (chimpanzee), in both (blue whale), or in the Pro codons (mouse).
By determining the genomic preference of codons per amino acid and/or per total amino acid usage in any organism we may have a fast way to determine genomic compatibilities, and design computational tools to specifically compare human genomes, their compatible codons and amino acids, and the early detection of incompatible changes leading to hereditary diseases, such as the potential damage of interbreeding for the 9/11 responders.
These findings can be clearly differentiated from methodological artifacts reported elsewhere (Castro-Chavez, 2011b) , "which are products of the methodologies used, as the host-vector interactions leading to an artificial rearrangement-splicing" (Castro-Chavez, 2004 
