Purpose -Structural equation modeling (SEM) depicts one of the most salient research methods across a variety of disciplines, including hospitality management. Although for many researchers, SEM is equivalent to carrying out covariance-based SEM, recent research advocates the use of partial least squares structural equation modeling (PLS-SEM) as an attractive alternative. The purpose of this paper is to systematically examine how PLS-SEM has been applied in major hospitality research journals with the aim of providing important guidance and, if necessary, opportunities for realignment in future applications. Because PLS-SEM in hospitality research is still in an early stage of development, critically examining its use holds considerable promise to counteract misapplications which otherwise might reinforce over time.
Introduction
Structural equation modeling (SEM; Rigdon, 1998 ) is one of the most salient research methods across a variety of disciplines. Its ability to simultaneously examine a series of interrelated dependence relationships between sets of constructs represented by multiple variables while accounting for measurement error has contributed to the SEM's widespread application. SEM is a general term encompassing a variety of statistical models, of which covariance-based SEM (CB-SEM) is the most prominent. As Chin (1998b, p. 295) points out, "to many social science researchers, the covariance-based procedure is tautologically synonymous with the term SEM". This view of SEM is, however, very limited given that variance-based SEM constitutes a second string in SEM, which is growing in popularity among business researchers. Several variance-based SEM techniques, such as generalized structured component analysis (Hwang et al., 2010) and path analysis, have been introduced (Lastovicka and Thamodaran, 1991) . By far the most prominent technique, however, is partial least squares structural equation modeling (PLS-SEM), which has experienced increasing prominence in a variety of fields, including, for example, international management (Richter et al., 2016b) , marketing (Hair et al., 2012b) , strategic management (Hair et al., 2012a) and tourism (do Valle and Assaker, 2016) .
PLS-SEM applies to the same class of models as CB-SEM -structural equations with unobservable variables and measurement error -but has different characteristics and objectives (Richter et al., 2016a) . Most notably, PLS-SEM focuses on the explanation of variances (rather than covariances), making it a prediction-oriented approach to SEM (Shmueli et al., 2016) . Unlike CB-SEM, which considers constructs as common factors that explain the covariation between the associated indicators, PLS-SEM is a composite-based approach to SEM that uses linear combinations of indicator variables as proxies of the conceptual variables under investigation to explain the variance of the target constructs in the structural model (Rigdon et al., 2017) . Owing to its statistical features, the application of the PLS-SEM method is particularly promising when the premises of CB-SEM are violated (e.g. in terms of distributional assumptions), the assumed cause-and-effect relationships are not sufficiently explored, and when the model comprises very complex models with many (formatively or reflectively measured) constructs Rigdon, 2016; Sarstedt et al., 2016b) .
Reaping the benefits of PLS-SEM, however, requires researchers to have a thorough understanding of the method's properties. This is especially important, because methodological research in PLS-SEM is very dynamic in terms of evaluating the method's characteristics Rigdon, 2016; Rönkkö and Evermann, 2013) and developing extensions that increase its usefulness for applied researchers (Becker and Ismail, 2016; Hair et al., 2018; Nitzl et al., 2016) . Because PLS-SEM in hospitality research is on the rise of development, examining its use critically is very promising in terms of counteracting misapplications, which might otherwise be reinforced over time. Against this background, we systematically examine how PLS-SEM has been applied in major hospitality research journals with the aim of providing important guidance and, if necessary, opportunities for realignment in future applications.
The results of our review of PLS-SEM studies show that, in comparison to other fields, several reporting practices are clearly above standard, but still leave room for improvement, particularly with regard to considering the state-of-the art metrics for measurement and structural model assessment. Hospitality researchers, however, seem unaware of the recent extensions of the PLS-SEM method, which clearly extend the scope of the analyses and help generate more insights from the model and the data. Consequently, this research provides guidelines and recommendations on how to use the PLS-SEM method properly to ensure the rigor of research and publication practices in the hospitality management discipline.
PLS-SEM studies in hospitality research: journals and themes
This research reviews the application of PLS-SEM published in the six journals covering the hospitality management discipline included in Web of Science's Social Sciences Citation Index, i.e. Cornell Hospitality Quarterly, International Journal of Contemporary Hospitality Management, International Journal of Hospitality Management, Journal of Hospitality and Tourism Research, Journal of Hospitality, Leisure, Sport & Tourism Education and Scandinavian Journal of Hospitality and Tourism. All the issues of these six journals published between January 2001 and December 2015 were examined for empirical applications of PLS-SEM. A full-text search was conducted on each journal's website by means of keywords such as partial least squares, path modeling, PLS and PLS-SEM. This search yielded a total of 29 empirical articles that applied PLS-SEM. The breakdown of studies by year (Figure 1) shows that PLS-SEM use has recently gained momentum in hospitality research. Whereas seven (24.14 per cent) of the papers were published between 2001 and 2012, 22 (75.86 per cent) were published during the three years from 2013 to 2015. This result is in line with related studies in strategic management (Hair et al., 2012a) and international management (Richter et al., 2016b) , which also identified a growing use of PLS-SEM, albeit earlier and not so rapidly.
Of the reviewed journals, the International Journal of Hospitality Management published the highest number of studies (n = 14; 48.28 per cent), followed by the International Journal of Contemporary Hospitality Management (n = 6; 20.69 per cent), and, with four studies (13.79 per cent) each, the Cornell Hospitality Quarterly and the Journal of Hospitality and Tourism Research. The Journal of Hospitality, Leisure, Sports and Tourism Education published only 1 (3.45 per cent), while the Scandinavian Journal of Hospitality & Tourism did not publish any PLS-SEM studies (Table I) .
Guidelines for PLS-SEM analysis and results reporting
Following prior reviews in related fields (do Valle and Assaker, 2016; Kaufmann and Gaeckler, 2015; Nitzl, 2016) and guidelines for PLS-SEM use Garson, 2016; Hair et al., 2017b) , we analyzed the 29 studies included in our review in terms of the following issues, which are all relevant for a valid application of the PLS-SEM method:
reasons for using PLS-SEM; data characteristics; model characteristics; evaluation of the measurement models; evaluation of the structural model; and reporting and advanced analyses.
Critical issues in PLS-SEM application
Reasons for using PLS-SEM Even though PLS-SEM is methodologically well-established and frequently applied, editors and reviewers often require researchers to justify their choice of the method . Table II highlights their main reasons for doing so in hospitality research, which include the use of small sample sizes (nine studies, 31.03 per cent) or non-normal data (nine studies, In light of the increasing dissemination of PLS-SEM in the social sciences, several researchers have critically revisited commonly stated reasons for using the method Rigdon, 2016; Sarstedt et al., 2016b) . Jointly, these studies suggest that prediction orientation, high model complexity and the use of formatively measured constructs clearly support the use of PLS-SEM. However, there is no justification for viewing PLS-SEM as a panacea for handling non-normal data and, especially, small sample sizes. For example, Hair et al. (2013, p. 2) note that "some researchers abuse this advantage by relying on extremely small samples relative to the underlying population" and that the method "has an erroneous reputation for offering special sampling capabilities that no other multivariate analysis tool has". PLS-SEM converges with smaller samples in many instances when CB-SEM fails, but the legitimacy of such analyses depends on the size and the nature of the population (e.g. in terms of its heterogeneity). No statistical method, including PLS-SEM, can offset a badly designed sample (Sarstedt et al., 2017a) . Similarly, when members of a population are highly homogeneous with regard to the evaluation of the constructs, there is no compelling need for high sample sizes. In fact, by using more elaborate sampling techniques, such as stratified sampling, researchers can reduce the minimum sample size required for making valid inferences from the data (Cochran, 1977) . Nevertheless, such use must still consider the PLS-SEM method's minimum sample size requirements for obtaining valid results.
Data characteristics
Given that several studies justify their use of PLS-SEM on the grounds of small sample sizes, it is not surprising that seven studies (24.14 per cent) draw on samples with fewer than 150 observations. Although such sample sizes are not problematic per se, researchers should carefully check the adequacy of their analyses by means of power analyses, which neither of the studies did. Alternatively, researchers can draw on Kock and Hadaya's (2018) inverse square root and gamma-exponential methods to determine the minimum sample size in PLS-SEM applications. Because the application of PLS-SEM in management information systems, marketing and strategic management often builds on very small sample sizes, which has frequently been criticized (Hair et al., 2012a; Hair et al., 2012b; Ringle et al., 2012) , we positively note that none of the studies reviewed in hospitality research uses less than 100 observations. Relatedly, the average sample size of the studies included in our review is large (mean = 332, median = 382) compared to those in the management information systems (mean = 238, median = 198) , marketing (mean = 211, median = 159) and particularly strategic management (mean = 155, median = 83). These results suggest that hospitality researchers are more sensitive to sample size issues, which have been heatedly debated in the context of PLS-SEM (Goodhue et al., 2012; Hair et al., 2017d; Marcoulides et al., 2012) . Given these comparably high sample sizes, hospitality researchers can (and should) engage in holdout sample validation to assess their models' out-of-sample predictive power, which none of the studies did. Although several studies explicitly referred to the PLS-SEM's suitability for handling skewed data, only seven studies (24.14 per cent) reported the extent to which the data were non-normal. Although prior studies have found PLS-SEM to be robust in instances of extremely non-normal data (Cassel et al., 1999; Hair et al., 2017d) , researchers are advised to take the distribution of data into consideration. In combination with a small sample size, highly skewed data can result in inflated standard bootstrap errors, which reduce the statistical power . Hence, researchers should assess the degree to which data are non-normal, using standard normality tests (e.g. the Kolmogorov-Smirnov test and the Shapiro-Wilk test), as well as report skewness and kurtosis measures. Table III provides an overview of the model characteristics of the PLS-SEM studies included in our review. The average number of latent variables per model is 7.03, which is similar to PLS-SEM applications in other disciplines (do Valle and Assaker, 2016; Hair et al., 2012b; Kaufmann and Gaeckler, 2015) , but considerably larger than the average complexity of CB-SEM models used in, for example, marketing (Steenkamp and Baumgartner, 2000) and strategic management (Ketchen and Shook, 1996) . The same holds for the average total number of indicators per model (24.69). These results suggest that the use of PLS-SEM in hospitality research involves relatively complex models. Our review also discloses that hospitality researchers mainly use PLS-SEM to estimate models that only include reflectively measured constructs (18 studies, 62.07 per cent), or a combination of reflectively and formatively measured constructs (11 studies, 37.93 per cent). However, most of the studies (23 studies, 79.31 per cent) did not discuss or justify the mode of measurement model specification. Given the extensive debate on measurement model misspecification (Aguirre-Urreta and Marakas, 2012; Jarvis et al., 2003 Jarvis et al., , 2012 , this finding is particularly critical and should be an important improvement area in future studies. The same holds for the single-item constructs, which researchers should use with great caution (Diamantopoulos et al., 2012) . Sarstedt et al. (2016a, p. 3202) note that "researchers must accept the fact that single items have lower predictive power, which can easily trigger type II errors. Because null results face a higher barrier to publication than those that yield statistically significant differences, the use of single items can easily backfire on researchers". This particularly holds for a prediction-oriented approach to SEM such as PLS. Six studies in our review (20.69 per cent) used at least one single-item construct in their PLS path model, suggesting that hospitality researchers are therefore not fully aware of the critical issues regarding their use.
Model characteristics

Results evaluation
The assessment of PLS-SEM results involves a two-step approach:
(1) the evaluation of the measurement models; and (2) the assessment of the structural model Hair et al., 2017b ).
The measurement model assessment involves the evaluation of construct measures' reliability and validity. This assessment draws on different measures, depending on whether a construct is measured reflectively or formatively.
Reflective measurement model evaluation. The assessment of reflective measurement models involves evaluating the measures' reliability (i.e. indicator reliability and internal consistency reliability) and the validity (i.e. convergent and discriminant validity). The indicator loadings should be larger than 0.7 to ensure indicator reliability. To establish internal consistency reliability, Cronbach's alpha and composite reliability (CR) should be higher than the threshold of 0.7. The average variance extracted (AVE), which should be larger than 0.5, allows assessing convergent validity. Moreover, instead of using traditional methods for discriminant validity assessment, such as cross loadings and the FornellLarcker criterion (Fornell and Larcker, 1981) , researchers should apply the heterotraitmonotrait (HTMT) criterion (Henseler et al., 2015) . Table IV shows our findings in respect of the studies in our review. Almost all of the 29 studies that included reflectively measured constructs report the indicator loadings (27 studies, [93.10 per cent]). Additionally, 23 studies (79.31 per cent) reported the CR, whereas 14 studies (48.28 per cent) reported Cronbach's alpha. Of these studies, a total of 11 studies (37.93 per cent) reported CR and Cronbach's alpha, while three studies (10.34 per cent) did not report either of these measures. Also, 23 studies (79.31 per cent) used the AVE to establish convergent validity. The remaining studies either (incorrectly) assessed the indicator loadings' significance as evidence of convergent validity, or ran an exploratory IJCHM 30,1 factor analysis prior to the PLS-SEM analysis. To assess discriminant validity, 23 studies (79.31 per cent) used the Fornell-Larcker criterion, while five studies (17.24 per cent) only interpreted the cross loadings; the remaining study did not assess discriminant validity. This result is disconcerting, as recent research shows that neither approach can reliably detect discriminant validity issues (Henseler et al., 2015) . Cross loadings specifically fail to indicate a lack of discriminant validity, even when two constructs are perfectly correlated, rendering this criterion's use ineffective for empirical research. Hospitality researchers should instead draw on the HTMT criterion, which is computed as the mean of all the correlations of the indicators measuring different constructs, relative to the geometric mean of the average correlations of the indicators measuring the same construct. An HTMT value significantly different from one indicates discriminant validity.
Formative measurement model evaluation. Overall, 11 of the 29 studies (37.93 per cent) contained at least one formatively measured construct. Indicator weights, the most common criterion for assessing formative measures, were reported in only two of these 11 studies (18.18 per cent). These two studies also assessed the indicator weights' significance by using bootstrapping. Multicollinearity between indicators is a significant issue in formative measurement models, because high levels of collinearity could lead to unstable indicator weights and inflated standard errors, thereby triggering type II errors (Cenfetelli and Bassellier, 2009 ). However, only four studies (36.36 per cent) assessed the multicollinearity on the grounds of the variance inflation factor (VIF; three studies) or the tolerance (one study).
These findings on the measurement model assessments are somewhat concerning. Although researchers routinely use standard convergent and internal consistency reliability measures, their discriminant validity assessment relies on measures that recent research has concluded are ineffective for empirical research. As a consequence, when it comes to discriminant validity, "researchers cannot be certain results confirming hypothesized structural paths are real or whether they are a result of statistical discrepancies" (Farrell, 2010, p. 324) . Furthermore, hospitality researchers have largely ignored standard model evaluation criteria for formatively measured constructs. However, they are important, as structural model estimates' quality depends on the validity of the (formative) measurement models. Furthermore, multicollinearity issues not addressed in the measurement model assessment render the interpretation of the indicators' relative contribution to the construct largely meaningless. In light of the increasing interest in formative measurement in general (Bollen and Diamantopoulos, 2017; Diamantopoulos, 2008) , we expect it to play a greater role in future hospitality research. Researchers working in the field should therefore keep recent guidelines on formative measurement model evaluation in mind (Hair et al., 2017c) . These guidelines comprise the assessment of: convergent validity by using redundancy analysis; indicator multicollinearity; and the indicators' relative and absolute contribution to the construct.
Structural model evaluation.
Whereas practically all studies report the path coefficients' values (28 studies; 96.55 per cent), very few do so with regard to their significance (Table V) . Because PLS-SEM does not assume a specific data distribution, significance testing requires researchers to derive the parameters' standard errors via resampling techniques such as bootstrapping or blindfolding. The resulting test statistic follows a t distribution under the null hypothesis of no effect, except for the (admittedly very rare) case of a two-construct model with zero relationship (Rönkkö and Evermann, 2013) . In this case, the distribution is bimodal, which, however, has no consequences for inference testing with regard to type I or type II errors [1]. Overall, only 16 studies (55.17 per cent) indicated the path coefficients' significance by reporting p or t-values. Despite frequent calls in the literature (Streukens and Leroi-Werelds, 2016) , no study reported bootstrap-based confidence intervals to further assess the parameter estimates' stability. Future studies in the field should consider reporting bias-corrected and accelerated (BCa) bootstrap confidence intervals, which recent research has shown to perform well in terms of coverage (i.e. the proportion of times the population value of the parameter is included in the 1-a per cent confidence interval in repeated samples) and balance (i.e. how aper cent of cases fall to the right or to the left of the interval; Aguirre-Urreta and Rönkkö, 2018; Streukens and LeroiWerelds, 2016) . In doing so, researchers should improve their reporting practices of bootstrap settings. Only 12 studies (41.38 per cent) commented on the number of bootstrap samples, which is, however, crucial for assessing the soundness of results. The mean number of the bootstrap samples was 1,366.67, which is far below the literature's current (Streukens and Leroi-Werelds, 2016) . Similarly, none of the studies commented on sign changes options, despite recent warnings about the deteriorating effect of sign change corrections in bootstrapping . A total of 24 of the 29 studies (82.76 per cent) reported the coefficient of determination R 2 , five of which also assessed the relative impact of predictor constructs on the R 2 by means of the f 2 effect size. Although this result appears laudable, recent research emphasizes the limitations of the R 2 metric regarding evaluating a model's predictive performance (Shmueli et al., 2016) . Specifically, although the R 2 allows appreciation of a model's in-sample prediction, it, does not capture the out-of-sample predictive performance. Shmueli et al. (2016, p. 4553 ) point out that "fundamental to a proper predictive procedure is the ability to predict measurable information on new cases". Seven studies (24.14 per cent) reported the Stone-Geisser index (Q 2 ), which several studies have proposed as a way to determine out-ofsample prediction (Rigdon, 2012; Sarstedt et al., 2014) . However, because the Q 2 only omits and imputes single data points rather than entire observations, the measure can only be partly considered a measure of out-of-sample prediction. Shmueli et al. (2016) developed the PLSpredict procedure as a solution to generate holdout sample-based point predictions regarding the item or construct level in PLS path models, which hospitality researchers should consider in future studies.
Finally, neither study engages in any type of model fit assessment, perhaps because methodological researchers have only recently started proposing goodness-of-fit measures in a PLS-SEM context (Dijkstra and Henseler, 2015a; Henseler et al., 2014) . Examples of such assessments include the standardized root mean square residual (SRMR), the root mean square residual covariance (RMS theta ) and the exact model fit test (Dijkstra and Henseler, 2015a; Lohmöller, 1989) . However, researchers have long questioned the universal applicability of such goodness-of-fit measures in a PLS-SEM context Lohmöller, 1989) . Because parameter estimation in PLS-SEM does not aim to explicitly minimize the divergence between the empirical and model-implied covariance matrices, assessing the fit of the model on the grounds of this divergence seems inappropriate. At the same time, however, hospitality researchers typically not only use PLS-SEM for prediction, but seek to confirm or reject hypotheses that relate to the relationships between constructs; that is, in line with Jöreskog and Wold (1982, p. 270) , they use PLS-SEM as a "causalpredictive" technique. Hence, validation using goodness-of-fit measures is also relevant in PLS-SEM, but current metrics do affiliate with the PLS-SEM algorithm's statistical working principles.
Reporting and advanced analyses using PLS-SEM
With the increasing dissemination of PLS-SEM in social sciences, methodological research has provided various extensions that allow for a more nuanced assessment of data and model relationships. However, our review shows that only few studies in the hospitality research made use of these advanced techniques. For example, 10 studies (34.48 per cent) ran moderation analyses, but without clearly documenting their implementation regarding the data standardization, or generation of the interaction term . One study (Lai, 2015) used CB-SEM for the model assessment, but PLS-SEM for the moderator analysis. Owing to the methods' different algorithmic handling of construct measures, such an approach confuses the measurement philosophies underlying factor-based and composite-based SEM (Rigdon et al., 2017) , which can induce significant biases in parameter estimation . Six studies (20.69 per cent) considered a moderating effect using a multigroup analysis (Matthews, 2018) , without, however, testing for measurement invariance. The latter is a fundamental requirement and needs to be (at least partially) established before comparing parameter estimates across different groups of data (Henseler et al., 2016b) . Only nine studies (31.03 per cent) explicitly tested for mediating effects, even though most of the models included a series of indirect effects that would allow such an assessment. Understanding these effects is important, as they shed light on the mechanisms of how antecedent constructs unfold their influence on target constructs. Researchers wishing to run a mediation analysis should draw on Zhao et al.'s (2010) procedure and compare direct and indirect effects using bootstrapping, rather than using Baron and Kenny's (1986) approach in conjunction with the Sobel test . Finally, nine studies (31.03 per cent) considered higher-order constructs, which can reduce the model complexity.
These results indicate that hospitality researchers have not yet fully exploited PLS-SEM's potential regarding advanced analysis techniques, therefore missing opportunities to improve their analyses, as well as supplement and corroborate their findings. In particular, hospitality researchers should test for unobserved heterogeneity, which, if present can seriously distort the results (Becker et al., 2013 )-see Sarstedt et al. (2016c Sarstedt et al. ( , 2017b for recent guidelines on how to run corresponding analyses in a PLS-SEM context. Researchers should also take measures to diagnose and control for common method variance. Chin et al. (2013) proposed the measured latent marker variable approach, which, however, has not been systematically evaluated, thus providing scope for research in this regard. Note, however, that there is still significant disagreement regarding common method variance's relevance. For example, whereas Min et al. (2016) empirically demonstrate the deleterious effect of common method variance on structural model parameter estimates (also see Gould et al., 2011 ), Fuller et al.'s (2016 simulation study shows that common method variance only induces significant parameter biases when: measures have atypically high or low levels of internal consistency reliability; and the degree of common method variance is very high.
Following these results, common method variance should not be a serious issue when model constellations normally encountered in PLS-SEM applications. Similarly, methodological research on PLS-SEM has suggested initial approaches for handling endogeneity (Benitez et al., 2016) , longitudinal data analysis (Roemer, 2016) and multilevel modeling (Hwang et al., 2007) . Although these approaches are still in their early stages of development, future hospitality research studies should exploit and, if possible, further develop these techniques. Finally, owing to the different default settings when running PLS-SEM analyses, researchers should also report the software used, which 21 (72.41 per cent) of the studies did. The most commonly used software is SmartPLS (13 studies), followed by PLSGraph (six studies), MATLAB and XLSTAT-PLSPM (one study each).
Conclusion and future research
Discussions on PLS-SEM have increased as rapidly as the contributions that use or advance the method. Researchers opposing the use of PLS-SEM (Rönkkö et al., 2016; Rönkkö and Evermann, 2013) argue that it is not a (factor-based) latent variable method, lacks goodnessof-fit measures and produces biased parameter estimates (Rönkkö et al., 2016; Rönkkö and Evermann, 2013; Rönkkö et al., 2015) . Critics of this position note that such conclusions ignore the fundamental working principles of PLS-SEM, which: assumes a different measurement philosophy than factor-based methods; and is a prediction-oriented approach to SEM (Hair et al., 2017d; Rigdon, 2012; Rigdon et al., 2017) .
Hence, using factor-based methods, such as CB-SEM, as a standard of comparison is "misleading and misguided, capable of generating both false confidence and false concern" (Rigdon et al., 2017) . Instead, PLS-SEM should distance itself from the factor-analytic tradition and focus on developing itself as a purely composite-based statistical methodology (McIntosh et al., 2014) . Alternatively, researchers may use consistent PLS (Dijkstra, 2014; Dijkstra and Henseler, 2015b) , which "corrects" PLS-SEM-based parameter estimates, allowing them to resemble a factor model. However, such an analysis is based on the implicit assumption that factor-based SEM is the correct estimator that delivers true results as a SEM benchmark, which several researchers view critically Rigdon, 2012; Rigdon et al., 2017) . For example, Hair et al. (2017a, p. 443) note, "Indeed, scholars could just as easily label differences in loadings and path coefficients as deficiencies of CB-SEM because the loadings are in general lower than for PLS-SEM and the coefficients are somewhat higher. Basically, the authors make the same mistake as many CB-SEM scholars when they assume that the common factor model is the benchmark against which PLS-SEM should be compared -a situation referred to as PLS bias or consistency at large, which in fact is not necessarily a bias". Hospitality researchers should follow this recent debate when choosing an appropriate SEM method and should preempt potential criticism when using PLS-SEM or CB-SEM by highlighting the divergent positions. When choosing PLS-SEM, our review of studies published in a 15-year period between 2001 and 2015 in the six leading hospitality management journals indicates an increasing dissemination of the method in the field. Our review of these studies and its comparison with corresponding research in other fields (Table VI) offer a range of important insights. Hospitality researchers seem to be aware of sample size issues in PLS-SEM, which have attracted considerable attention in recent years (Goodhue et al., 2012; Marcoulides et al., 2012; Rönkkö and Evermann, 2013) . Although numerous studies in other disciplines draw on data with fewer than 100 observations, this is not the case in hospitality research where the minimum (and average) sample sizes are considerably higher. In addition, the reporting practices regarding the assessment of reflective measurement models are clearly above standard, but can nevertheless be improved. This is particularly true regarding discriminant validity assessment, which draws on metrics that recent research has debunked as ineffective in a PLS-SEM context (Henseler et al., 2015) . Similarly, structural model assessment practices compare well with those in other fields, but should consider more recent metrics that allow for assessing a model's out-of-sample predictive power (Shmueli et al., 2016) . However, other aspects, such as formative measurement model assessment, clearly require improvement. Hospitality researchers disregard fundamental validation steps such as convergent validity and multicollinearity assessment.
To initiate a widely adaptable improvement for using the method properly in studies, Table VII presents guidelines for PLS-SEM use in hospitality management and other fields. These guidelines reflect the issues covered in our review that are relevant regarding the correct application of PLS-SEM and also include the advanced analysis techniques that hospitality researchers have used (i.e. moderation analysis, mediation analysis, multigroup analysis and higher-order constructs). We expect that these guidelines will improve the rigor of PLS-SEM research and publication practices in the hospitality management discipline. Moreover, we assume that these guidelines will provide hospitality researchers with the direction they need to exploit the advantages of the PLS-SEM method more extensively for the wide area of potential research applications in their field.
Apart from providing insights into reporting practices, our review has also shown that hospitality researchers seem unaware of recent advances in the field. These complementary analysis techniques clearly extend the scope of the analyses and help researchers gain more Criteria Management information systems Marketing (Hair et al., 2012b) Operations management (Peng and Lai, 2012) Strategic management (Hair et al., 2012a) Supply chain management (Kaufmann and Gaeckler, 2015) Tourism ( Hair et al. (2017b) Assess the model's out-of-sample prediction Use the PLSpredict procedure Shmueli et al. (2016) (continued) Use of partial least squares insights from the model and the data. Extensions include, but are not limited to, the weighted PLS algorithm (Becker and Ismail, 2016) , consistent PLS (Bentler and Huang, 2014; Dijkstra and Henseler, 2015b) , methods for uncovering unobserved heterogeneity (Becker et al., 2013; Ringle et al., 2014) and impact-performance map analyses (Ringle and Sarstedt, 2016 )-see Hair et al. (2018) for an overview. Although the review guidance for future PLS-SEM use in hospitality management research, our research is not without limitations. Our review of PLS-SEM use in top-tier hospitality management journals comprised 29 studies, which is a relatively small number compared to other disciplines (e.g. 204 in marketing; Hair et al., 2012b) . Although our research focused on the top-tier hospitality management journals, future research may widen the scope by considering hospitality management-related studies in other disciplines, such as tourism research, or general management. We also invite researchers to critically revisit the guidelines based on our review. Although these guidelines reflect the state-of-the art in PLS-SEM use, other recommendations might emerge when applying consistent PLS (Henseler et al., 2016a) . Finally, given the high number of PLS-SEM review studies in various fields, future research could meta-analyze these studies to gain a full understanding of how social science researchers have used the method. Note 1. The test statistic's degrees of freedom correspond to those from standard OLS regression; that is, n -k -1, where n is the number of observations and k is the number of independent variables (Wooldridge, 2009 ).
