Work on calculations with simplicial and cubical groups in AXIOM was carried out using loan equipment and software from IBM UK and guidance from L A Lambe. We report on the results of this work, and present the AXIOM code written by the second author during this period. This includes an implementation of the monoids which model cubes and simplices, together with a new AXIOM category of near-rings with which to carry out non-abelian calculations. Examples of the use of this code in interactive AXIOM sessions are also given.
Introduction
The use of simplicial abelian groups for the combinatorial modelling of the geometrical relationships of homotopy theory has a long history. The idea that computers might help with the formulae which can arise is also not new, going back to Curtis. In this article we explain how the appropriate structures were set up in the AXIOM system (Jenks and Sutor, 1992) to facilitate investigation of such algebraic structures. Not only is the abelian group case discussed, but also the non-commutative version, and also a corresponding cubical structure.
Kan in his series of papers (1955, 1956a{c ) began the programme not with the simplices (point, line, triangle, tetrahedron, 4-simplex,: : :) but with the cubes (point, line, square, cube, tesseract,: : : ). There were some technical problems, however, and by (1956b) he was rmly concentrating on the simplicial situation. One of these problems was possibly that the cubical groups that Kan considered did not satisfy his extension condition. But by adopting the wider view of the geometry of the cubes used successfully by Brown and Higgins (1981a,b) this problem has been shown to disappear (Tonks, 1992) , and other results parallel to the simplicial theory have also been obtained (Tonks, 1994) . This`wider view' is to regard as part of the structure of cubical sets not only the maps induced by projection, for example (x; y) 7 ! x from the unit square to the unit interval, but also by the`maximum' function, (x; y) 7 ! max(x; y) for example. This extra structure on cubical sets has been called`connections', because of a relation with the connections of di erential geometry (Brown and Spencer, 1976) .
The AXIOM code discussed in this document is mainly that which arose in trying to understand the algebra which results from this geometry. The purpose of the document is not to explain the homotopy theory, however, but to show how AXIOM was used to aid an investigation in this area, and to give an example of the addition of some completely new algebra to the system. It is hoped that others will nd this experience useful and will experiment with AXIOM to help them in their own research.
Simplicial and Cubical Operators
In this section we give some more details and notation for simplicial and cubical objects with which we are concerned. Some basic examples are given of how AXIOM was used to calculate with such objects, and a remark is made about the implementation.
Geometry, Algebra and Boolean Functions
Consider rst the geometry. An n-dimensional simplex n may be thought of as being de ned by (n + 1) points, (a 0 ; a 1 ; : : :; a n ), its vertices. Its n + 1 faces d i n then correspond to the (n ? 1)-dimensional simplices obtained by missing out the vertex a i from the list. Similarly an n-dimensional cube x n is de ned by 2 n vertices (b 1; 2;:::; n ) where each i is a plus sign or a minus sign, and its 2n faces @ i x n are obtained by taking only half the vertices, those for which i is the correct sign. Now we consider some algebra corresponding to this. The geometry shows clearly that if we take the 2 nd face of a triangle and then take the 0 th face of the result, i.e. d 0 (d 2 ( 2 )), we get the same point, (a 1 ), as if we had taken the 0 th followed by the 1 st , that is, d 1 (d 0 ( 2 )). The result does not depend on which triangle 2 was considered and so we can consider it as a relation between the face operators themselves, and write
There is also a similar result in the cubical situation. If x 2 is a square, then taking @ ? 1 of @ + 1 x 2 gives the same corner as taking @ + 1 of @ ? 2 x 2 . From the geometry we also have the idea of degenerate simplices and cubes. In the simplest case, a point may be considered as a degenerate example of a higher-dimensional simplex or cube. We may take any n-dimensional cube or simplex and consider it as a degenerate (n+1)-dimensional cube or simplex. This may be done in several ways, and the process may be thought of as being dual to that of squashing an (n + 1)-dimensional object in one of the obvious directions to obtain an n-dimensional object. Let n and x n be the n-simplex and n-cube considered before. We de ne the i th degeneracies s i ( n ) and " i (x n ) of these objects to be the (n + 1)-simplex and (n + 1)-cube whose de ning vertices are obtained by repeating some of the original vertices. Explicitly, s i ( n ) is that (n + 1)-simplex de ned by the vertices (a 1 ; : : :; a i?1 ; a i ; a i ; a i+1 ; : : :; a n ) and " i (x n ) is that (n + 1)-cube which at the corner ( j ) n+1 j=1 has the point (b 1;:::; i?1 ; i+1;:::; n+1 ).
Note that the degeneracy operators also satisfy some relations, for example s 0 s 0 = s 1 s 0 , since the result of both is that the 0 th vertex is repeated 3 times, and similarly " 1 " 1 = " 2 " 1 . There are also relations between the face and the degeneracy operations, the simplest being that if we take the i th face of the i th degeneracy of an object we get back the original object.
We wish to consider arbitrary simplicial or cubical maps which may be obtained by taking composites of various face and degeneracy operators. One of the nice properties about our situation which enables it to be more easily implemented in AXIOM is that there is a normal form for such maps. For example in the simplicial case a well-known consequence of the relations between the face and degeneracy operators is the following (see for example Curtis (1971) In the cubical situation there is a similar theorem, but we have not yet described all the cubical structure we require. As well as the degeneracies " i x, we de ne another type of degeneracy ? i x, which was termed a connection when it was rst introduced in (Brown and Spencer, 1976) . This has the property that rather than two of the opposite faces being equal to x and the others being degenerate, as for " i x, we have two adjacent faces @ ?
i and @ ? i+1 of ? i x equal to x and the rest degenerate. The connection may be thought of as being given by the`maximum' function on two consecutive coordinates, as mentioned in the introduction.
The various relations between the cubical face operations, degeneracy operations and connections give the following normal form for the maps which may be obtained by composition: Theorem 1.2 Any cubical map g may be written uniquely as a composite which has the following form: g = " i1 " i2 : : :" ip ? j1 ? j2 : : :? jq @ k1 @ k2 : : :@ kr where i 1 > i 2 > > i p , j 1 > j 2 > > j q and k 1 < k 2 < < k r , for some p; q; r 0.
There is an alternative way to consider the cubical maps. The maps from the n-cube to the m-cube correspond precisely to those binary functions which take a list of m boolean values and return a list of n boolean values, and which may be written using only the operation OR and the constants TRUE and FALSE, subject to the condition that each of the input values may be used at most once and must be used in the given order. Under this correspondence, composition of cubical maps corresponds to substitution of the expressions de ning the rst boolean function for the input variables in the second. Some examples with n = 3 and m = 4 will help to explain the correspondence:
? 
Examples of Use
The following shows an example of some simple calculations with cubical and simplicial maps in an interactive AXIOM session. It is assumed that the les given in appendices A and B have been compiled, and the resulting library les loaded at the beginning of the session. First, we show the simplicial operators in use. Note that as well as the multiplication structure and an ordering, the domain also provides the derivative function deriv() which acts on a simplicial map in normal form by increasing all the indices by one (see Eilenberg and MacLane (1954) ). The primary function of the code demonstrated in the previous sections, in both the simplicial and cubical cases, is to calculate the composite of two maps, which may be assumed to be in normal form already, and to present the result in normal form. However, di erent approaches were used to achieve this. In the simplicial case, a map is represented in the code as a pair of lists of integers, which correspond to i 1 ; i 2 ; : : :; i p ] and j 1 ; j 2 ; : : :; j q ] in the normal form as described in Theorem 1.1. As a rst step, we implement an algorithm to premultiply a simplicial map by a single face or degeneracy operator. This consists of working through the simplicial relations until the result is back in normal form. Then the algorithm to put the result of composing two arbitrary maps back into normal form can be de ned by calling the previous algorithm for each of the face or degeneracy operators which make up the left-hand map.
In the cubical case the representation for a map which is used inside the code resembles not the normal form of Theorem 1.2 but the corresponding boolean function described after the theorem. Thus the algorithm for the composition of two arbitrary cubical maps was written in terms of substitution of one function into another rather than working through the more complicated relations between the face operators, degeneracy operators and the connections. An advantage of the AXIOM system is that the form in which results are output is logically separate from the underlying representation of the data on which the algorithms work. (The internal form is in fact hidden from the user of the code unless explicitly asked for.) By writing the relatively simple routine to convert the internal representation into the appropriate sequence of operators, the output can be presented in the normal form described in Theorem 1.2 even though internally the representation is closer to that of boolean functions.
Further Algebra with Cubes and Simplices
Having implemented the simplicial and cubical maps, objects of these types become part of the AXIOM system on the same level as objects de ned by all the other libraries. This means that any of the other AXIOM constructors may be used to give our geometric objects further structure. In the previous section an example was given where a list of maps was constructed; arrays, tables, etc. would present no di culty either. In fact any AXIOM code which is already de ned for objects which have a monoid structure and an ordering will now work for our new data types.
Simplicial Abelian Groups
Suppose we consider the simplices and cubes of each dimension as themselves being elements of some abelian group, such that the face and degeneracy operators become group homomorphisms. Then we can consider the homomorphisms which arise, starting from the simplicial or cubical maps, under the addition structure de ned pointwise according to
More generally, instead of abelian groups we may consider R-modules for any ring R. Then the cubical or simplicial maps may be regarded as generating a left R-algebra.
Given an AXIOM implementation of any monoid M, the facility to calculate with the free left R-algebra generated by M is present automatically by using the library`functor' MonoidRing. Hence we have the ability to carry out calculations in simplicial abelian groups.
Non-Abelian Calculations
Suppose G; H are groups, in which we will write the composition additively although we do not necessarily have commutativity, and ; are homomorphisms from G to H. Then we can de ne + by g 7 ! (g) + (g), but note that this is not necessarily a group homomorphism, since ( + )(g + h) = (g + h) + (g + h) = (g) + (h) + (g) + (h) and ( + )(g) + ( + )(h) = (g) + (g) + (h) + (h) Suppose we want to work in such an algebra freely generated in this way from some collection of group homomorphisms. What structure does it have? There are two operations, given by composition of functions and pointwise`addition' of group elements. The rst has a unit (the identity function) and the second has both a zero (the homomorphism which is constant at the identity, x 7 ! e H ) and inverses. In other words we have structure which is both a monoid and a group. Also one of the distributive laws holds, (a + b)c = ac + bc. The other distributive law, a(b + c) = ab + ac, will not hold in general | unless a is actually a single homomorphism rather than a sum of such.
In AXIOM, each distinct algebraic structure is known as a category. A category simply consists of a list of what operations must always be available on datatypes belonging to that category, together, possibly, with default de nitions for some of the operations in terms of the others. We have implemented the structure described above, which is known as a near ring structure (Pilz, 1977) , as the AXIOM category NearRing. The code for this is shown in appendix C.
We have seen that a near ring structure will arise whenever we have a collection of group homomorphisms which includes the identity and the`zero'. In fact, given the implementation of any monoid in AXIOM, it is clear how to implement the NearRing object which is freely generated by it. Any element is a sum (or a list) of monoid elements, possibly with integer coe cients. Thè sum' of two elements is calculated by concatenating the two lists, and then removing any terms which cancel. For the`product' of two elements, we have two separate cases. If one of the elements is just a single term, then either distributive law may be used to calculate the product. Otherwise, the right distributive law is applied and then we have a sum of products each of which are calculated by the rst case.
The code to implement these algorithms was called MonoidNearRing and may be found in appendix D. Note that the category NearRing must be compiled and loaded before the domain constructor MonoidNearRing, as the former provides the target type for the latter. We now give an example of its use. 
Further Examples
In this section we give some examples of how the MonoidNearRing constructor may be used with the simplicial or cubical operators discussed earlier. In particular, we try out in an AXIOM session the formulae which show that both simplicial and cubical groups automatically satisfy the Kan extension condition (Moore, 1954; Tonks, 1992) 
