Abstract: The present paper deals with a multisensor scheme based on a switching control strategy. Fault tolerance guarantees were obtained in this framework lately upon the characterization of invariant sets for state estimations in healthy and faulty functioning. A source of conservativeness of this approach is related to the issue of sensor recovery. Indeed, in the previous work, it was supposed that the sensors are functioning under healthy dynamics for a long enough time, in order to enter the respective invariant sets, before being considered for feedback. In the current paper we present necessary and sufficient conditions for the acknowledgement of sensor recovery and the reintegration of sensors in the closed-loop decision making mechanism.
INTRODUCTION
The presence of faults in closed-loop control systems originates severe practical challenges. Besides the technological solutions of building more reliable sensors there exists the alternative solution of employing superposition which aims at diminishing the faults influence by providing redundant information. Classical control techniques have then to be re-designed so that the closed-loop system benefits from the available redundant information. In the deterministic case, a mathematical model of the system dynamics is used to compare the actual and the expected behavior of the plant for diagnosis purposes, see Blanke et al. (2006) . In this context, the present paper deals with a multisensor scheme based on a switching strategy. Recently, in , the stability and fault tolerance properties of this scheme were analysed. The main idea is to describe invariant sets for state estimations and estimated tracking errors in both healthy and faulty functioning and to analyse, online, the available information with respect to these sets in order to construct the control action.
One of the issues that deserves an in depth analysis is the reintegration of sensors in the feedback control loop after their recovery. The main contribution of the current paper is to provide necessary and sufficient conditions for recovery based exclusively upon measurable quantities. These can be translated into easily verifiable set membership conditions for the acknowledgment of recovery of a sensor during system functioning. The paper is organised as follows: in Section 2 the multisensor control scheme is presented and different invariant sets are constructed. In Section 3 the change of dynamics in presence of faults and a taxonomy of the possible evolutions of the system are provided. In Section 4, necessary and sufficient conditions for recovery are presented along with fault tolerant stability results. Section 5 illustrates the results on a simulation example and Section 6 contains concluding remarks.
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SYSTEM DESCRIPTION
Consider the following linear discrete-time plant model:
(1) where x ∈ R n and x + ∈ R n are, respectively, the current and successor system states, u ∈ R m is the input, and w ∈ W ⊂ R r is a bounded process disturbance. Matrix A is assumed to be invertible (this is always the case if system (1) corresponds to the exact discretization of an underlying continuous-time system).
The control objective is for the state of the plant (1) to track a reference signal x ref that satisfies
2) It is assumed that the input u ref of the reference system (2) is computed in such a way that the trajectory
n (this requires a feedback loop in the case when A is unstable).
We will use a multisensor switching scheme with plant P , sensors S 1 , . . . , S N , estimators F 1 , . . . , F N and feedback gain K (see figure 1) . We assume that a possibly different combination of states C i x ∈ R p is measured by each of the N sensors. The sensors are assumed to be static (i.e., with very fast dynamics) and to satisfy, under healthy behavior:
with the output y i ∈ R pi and η i ∈ N i ⊂ R pi a bounded measurement noise. The information provided independently by each sensor, together with the system known input, are used to construct N state estimators:
The matrices L i are chosen such that A − L i C i have their eigenvalues strictly inside the unit circle excluding the origin (this condition is required by our analysis, see
6 v * Fig. 1 . Multisensor control scheme footnote 3) and M i are the update matrices constructed as
The estimation errors are defined as
and using (1), (3), (4) and (6) we can writẽ
The control action takes into account the plant tracking error for feedback:
This is not directly measurable and thus one has to define the estimated tracking errors and their updateŝ
Using (3), (6) and (11) we have for healthy sensors
The switching controller proposed in selects a sensor-estimator pair at each sampling time and computes the corresponding feedback control action by minimizing the cost function:
whereẑ
and P > 0 is the solution of the algebraic Riccati equation: (14) and (15) 
Then the control action is computed as
Assume that at a given time the switching strategy selects a healthy sensor (that is, a sensor whose output satisfies equation (3)) whose update estimated tracking error iŝ z * =ẑ U P l , for some l ∈ {1, . . . , N }. Then, using (5), (10) and (12), we havê (18) and, the control action (17) can be expressed as
Invariant sets
Invariant sets will be used to obtain a set characterization of the sensor-estimation dynamics. We recall here a general invariance result and point to for the proof and to , Rakovic et al. (2005) and Olaru et al. (2008) for extensions. Theorem 1. Consider the system
. . , N }, and A has eigenvalues strictly inside the unit circle. Let V ΛV −1 be the Jordan matrix decomposition of A. Assume
(1) For any ǫ ≥ 0, the set
Estimation errors Theorem 1 can be applied for the construction of an invariant set for each estimation error. For the dynamics (7) one can obtain, for i = 1, . . . , N ,
i , andw andη i bounds for the sets of uncertainties, respectively, W and N i .
Tracking error Using (1), (2), (6), (8) and (19) we have:
with
Note that A K is stable, since K is computed from the solution of the Riccati equation (14)- (15). Applying Theorem 1 to (21) and using explicit bounds for the bounded signals w ∈ W ,x l ∈S l (computed in (20)) and η l ∈ N l , we can obtain an invariant set, S z , for the tracking error z.
Estimated tracking errors
The tracking error and the estimation errors introduced above offer important information about the global system behavior but they are not directly measurable since x is not measurable. For this reason we will use a set description for the estimated tracking errorsẑ i . Under healthy operation, using (2), (3), (4), (6), (8), (9), (19), and the notation
the tracking estimation errorsẑ i follow the dynamics: z
We can use the sets S z ,S l , N l , N i to obtain explicit bounds of the form |v li | ≤v li and, using Theorem 1, construct an invariant set for (22):
Finally, using (10) and (12) we can compute the set
where ⊕ denotes the Minkowski sum of sets. This construction assuresẑ
DYNAMICS IN THE PRESENCE OF FAULTS

Fault description
In the case of a sensor fault, we consider that the sensor ceases to carry information about the state and its output equation becomes:
We are interested in the set description of the one step forward evolution of the variableẑ
at the time of the appearance of a fault:
the set corresponding to (24) in the presence of a fault, denotedŜ U P,j H→F is defined as:
Healthy, faulty and under recovery sensors
In previous work by the authors , Olaru et al. (2008) ), conditions for fault tolerant functioning were presented based on relationships between invariant sets. Basically, when a sensor's failure was detected, all its future outputs were discarded, since there was no mechanism for guaranteeing the recovery of sensors. This paper completes the aforementioned work by developing a strategy for testing sensor recovery. Before entering into the details of the fault tolerant design, a classification of the sensors is introduced by the following definition (the operations ∨ and ∧ denote, respectively, the or and and logical operators). Definition 2. Given a family of N sensors, characterised by the index set I = {1, . . . , N }, we partition I according to the following subsets:
where the disjoint sets I H , I F and I R contain, respectively, the subindices of healthy, faulty and under recovery sensors.
• During system functioning, an individual sensor can move from one subset to another (see Figure 2 ) according to the transitions described in table 1. We note from Definition 2 that the subsets I R and I H are discriminated by the inclusion conditionx i ∈S i . If at the initialization, the assumption of non emptiness for I H is fulfilled, then (see Table 1 ) the only evaluation of this inclusion appears during the transition I R → I H , which will be called, in the following, recovery. However, being a relationship that involves the nonmeasurable quantityx i (nonmeasurable sincex i = x−x i and x is nonmeasurable), it is not possible to evaluate this inclusion in exact form. Therefore, we start from the hypothesis that the initial partition I = I H (0) ∪ I F (0) ∪ I R (0) is in accordance with Definition 2 and focus in the rest of the paper on stating necessary/sufficient conditions for the acknowledgment of x i ∈S i during sensor recovery.
FAULT TOLERANT CONTROL
The plant tracking error can be decomposed as a combination of measured variables from healthy sensors, l ∈ I H , and uncertain but bounded variables, as follows. From (6), (8) and (18), we obtain:
Using the information on the bounds of the uncertain terms, each healthy sensor offers a set description for the tracking error:
and the true value of z lies therefore in the intersection of the sets given by all the healthy sensors:
We will exploit this property to obtain necessary and sufficient conditions for the certification of sensor recovery.
In order to facilitate the understanding of the following subsections, we recall two basic facts. Let A and B be two sets, then i) If α ∈ A, a necessary condition for α ∈ B is A ∩ B = ∅ ii) If α ∈ A, a sufficient condition for α ∈ B is A ⊆ B
Necessary condition for recovery
For the subset of healthy sensors I H and a given sensor under recovery, j ∈ I R , at a given time, we denote 3 :
Theorem 3. Let a sensor j ∈ I R at a given time be such
. The sensor is recovered only ifS
Proof: The sensor j in the recovery phase proposes a value z, of the form (29) with l = j, that has to be confirmed by the set description (31) provided by the healthy sensors; that is, the following condition must be necessarily satisfied for the j sensor to have truly recovered:
We recall from the transitions defined in table 1 that recovery is acknowledged (
and its estimation error is inside the corresponding invariant setx j ∈S j . The first two conditions are assumptions of the Theorem. Thus, it remains to check the third condition. We can further localisex j from (33):
3 By construction, the update matrix is
Invertibility of (I − M j C j ) is now reduced to the invertibility of (A − L j C j ) and, as long as the pair (A, C j ) is observable, the poles can be arbitrarily placed inside the unit disc avoiding the singularity.
and considering the corresponding bounding set for the disturbance η j ∈ N j and the invertibility of (I − M j C j ) we conclude that if sensor j has recovered, then:
Finally, from (34) and the basic fact (i) above, we conclude that (32) is a necessary condition forx j ∈S j .
Sufficient conditions for recovery
With the same notation as above, we have the following stronger condition for recovery. Theorem 4. Let a sensor j ∈ I R at a given time be such
. The sensor is recovered if
Proof: The proof follows the same lines as the proof of Theorem 3, using the basic fact (ii) above.
There is a gap between the necessary and sufficient conditions, which means that an accurate description of the maximal set I H cannot be guaranteed. That is, it is possible for a subset of the healthy sensors to be placed in quarantine in the under recovery set I R . This raises some design tradeoffs. We note also that the necessary and sufficient conditions are influenced by the topology of the setsS j and the placement of the observer poles.
Stability
According to the time dependencies of the transitions in table 1, a cautious evaluation of the inclusionx ∈S may prevent some sensors to pass from I R to I H but do not affect the qualitative description of the sets I H (k) and I F (k); that is, all the sensors i ∈ I H (k) are guaranteed to be healthy and j ∈ I F (k) to be faulty. Theorem 5. Let an initial partition of the set of sensors (respecting definition 2)
Suppose the partition of sensors is updated at each sampling time according to the transitions I H → I F , I F → I R , I R → I F in table 1 and the transition I R → I H upon the conditions in theorem 4. If for all time instants the subset I H is nonempty then the closed-loop dynamics of the multisensor switching scheme with
is stable in the event of multiple abrupt sensor failures modeled by (25).
Sketch of proof:
The separation betweenŜ i H andŜ U P,i H→F allows to identify the moment when a sensor changes its behavior from healthy to faulty using the one step forward set dynamics, assuming that the sensor was already inside its healthy invariant set. The transitions of sensors to the healthy set upon sufficient conditions for recovery guarantees that at any future time instant k > 0 and Fig. 3 . Estimations based on sensor information with a fault for the 3 rd sensor at time r 1 and recovery at r 3 . The estimation reverts to the healthy dynamics at time r 2 . The necessary condition for recovery are verified at time t 1 and the sufficient condition at time t 4 .
. These facts avoid the use of corrupted information in the control action. With the hypothesis that at least one sensor is operational (I H is nonempty), the closed-loop dynamics of the multisensor switching scheme is stable in the event of multiple abrupt sensor failures modeled by (25) following the same lines as the proof of Theorem 4.3 in with the remark that the selection is done here explicitly, by restricting the sensor switching selection to take place among the healthy sensors in I H .
EXAMPLE
For the numerical example treated here, the system dynamics are represented by the discrete time model:
We use 5 static sensors described by ( IH at times t 2 , t 3 and t 4 is plotted in green and the setS 3 in blue.
The estimators are constructed as in (4)- (5) We first consider a simple fault scenario where Sensor 3 fails at time r 1 = 6s and reverts to healthy dynamics at time r 2 = 9s. Figure 3 shows the first component of the state estimation vector proposed by all sensor-estimator pairs. Note that the estimates corresponding to sensorestimator 3 fall outside the plot's vertical axis for some time after the fault whereas all other (healthy) estimates "track" the true state-not plotted in the figure-and practically coincide. The actual recovery (that is, when the "unverifiable" conditionx 3 ∈S 3 starts to hold) takes place at time r 3 = 20s. In order to depict the information available for the recovery verification we pick several points along the simulation timeline. The first point, t 1 = 13.2s, is the time instant when the conditionsẑ 3 ∈Ŝ 3 H and z U P 3 ∈Ŝ U P,3 H on the estimated tracking error is satisfied and the sensor enters the recovery set I R (see Definition 2); the second time, t 2 = 16s, is an intermediate step; the third time, t 3 = 18.9s, is the time when the necessary conditionS 3 ∩ Z 3 IH = is validated and finally t 4 = 22, 9s is the time when the sensor is acknowledged as recovered by the satisfaction of the sufficient conditionS 3 ⊃ Z 3 IH . Figure 4 illustrates the process of recovery with the relative position of the fixed setS 3 and the set Z 3 IH at the time instants t 2 , t 3 and t 4 . Figure 5 shows a tube representation of the recovery process where, in the third dimension, it can be appreciated the instant of time at which the set was captured. As demonstrated by this example, the actual recovery is faster than the acknowledged one. This illustrates the fact that, in practice, I H can only approximate the set of all healthy sensors which are available for the computation of a stabilising closed-loop control action.
In figure 6 a more complex fault scenario is illustrated. The same sensor fails at time r 1 = 6s and reverts to its healthy dynamics at time r 2 = 9s; then the sensor has a new faulty episode between r 3 = 14s and r 4 = 16s. The sensor is recovered at r 5 = 26.5s, which happens after the second entrance in the set I R at t 2 = 20s. } is verified at t 1 = 13.2s but the sensor fails again before the recovery acknowledgment. At t 2 = 20s the condition {ẑ 3 ∈Ŝ 3 H } ∧ {ẑ U P 3 ∈Ŝ U P,3 H } is satisfied again, at t 3 = 25.5s the necessary condition (32) is validated, while at t 4 = 30.9s the sensor is finally acknowledged as recovered using (35) . A diagram of the transitions of sensor 3 subject to the considered fault scenario is given in Figure 7 . The importance of a correct recovery algorithm is stressed in Figure 8 , where a scenario with premature recovery acknowledgment (after satisfaction of the recovery necessary condition) is depicted. The acknowledgement of recovery based upon the activation of the necessary condition can destroy the invariance of the reference tracking error if the sensor under recovery is selected for feedback and introduces an important state estimation error in the computation of the control action. The temporary degradation of performance (as shown Figure 8 ) eventually recedes by the fact that the estimations ultimately converge to their associated invariant sets, which are also attractors. The temporary increase in error can have as side effect the activation of fault signals for healthy sensors with unpredictable consequences on the system reliability. Thus necessary conditions are only to be privileged whenever the application allows it.
CONCLUSIONS
This paper has considered a fault tolerant control problem for multisensor control schemes. Specific conditions for the stability of the closed-loop system were stated upon a partition of the sensors in healthy, faulty and under-recovery sets. The construction is based on set theoretic arguments and uses invariant set descriptions for the estimations and the estimated tracking errors. Necessary and sufficient conditions for the recovery of sensors after faults were presented based on the available measurements. Several practical implications of the results were discussed and illustrated.
