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Abstract
This paper proposes an analysis of asymptotically mean stationary (AMS)
communication channels. A hierarchy based on stability properties (station-
arity, quasi-stationarity, recurrence and asymptotically mean stationarity) of
channels is identified. Stationary channels are a subclass of quasi-stationary
channels which are a subclass of recurrent AMS channels which are a sub-
class of AMS channels. These classes are proved to be stable under Markovian
composition of channels (e.g., the cascade of AMS channels is an AMS chan-
nel). Characterizations of channels of each class are given. Some properties
of the quasi-stationary mean of a channel are established. Finally, ergodicity
conditions of AMS channels are gathered.
Keywords:
Communication channels, one-sided channels, asymptotic mean stationary
channels, ergodic AMS channels, quasi-stationary mean of a channel.
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1. Introduction
Information theory considers information sources which are random pro-
cesses and noisy communication channels which are probability kernels. The
communication of a source X with distribution PX through a noisy channel
ν is described by a joint random process (X,Y) whose distribution PXY is the
”hookup” PXν of the source and of the channel. The channel output process
has for distribution the marginal PY .
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Channel coding theorems of Information Theory establish conditions to
reliably communicate information through noisy channels, i.e., to reliably es-
timate X from Y . These theorems rely on the Shannon-McMillan-Breiman
theorem which holds when the random processes under consideration are
asymptotically mean stationary (AMS) and ergodic (see [1]). Thus the char-
acterization of classes of AMS and ergodic sources and channels has been one
of the central questions in the field of information theory.
Analyses of information sources and communication channels often con-
sider two-sided random processes, i.e. random processes are supposed to be
associated to invertible shifts. The present paper is devoted to an analysis
of one-sided AMS communication channels, i.e., the weaker assumption of
non-invertible shifts is made.
On the base of channel stability properties which are stationarity, quasi-
stationarity, recurrence and asymptotically mean stationarity, a hierarchical
classification of AMS channels is proposed: stationary channels are a subclass
of quasi-stationary channels, quasi-stationary channels form a subclass of
recurrent AMS channels and recurrent AMS channels are a subclass of AMS
channels. Each class is proven to be stable under cascading (or Markovian
composition).
Characterizations of each channel class are given under the form of nec-
essary and sufficient conditions. It is also proved that if a channel is a family
of recurrent AMS (resp. AMS) conditional probabilities then the channel is
recurrent AMS (resp. AMS).
The quasi-stationary mean of AMS channels is defined and it is shown
that a recurrent AMS (resp. AMS) channel is dominated (resp. asymptoti-
cally dominated ) by its quasi-stationary mean (w.r.t a source). The special
cases of the quasi-stationary mean of a recurrent AMS channel w.r.t. a sta-
tionary source and of the quasi-stationary mean of an ergodic recurrent and
AMS channel w.r.t. an ergodic and stationary source are studied.
After a brief survey of related works in Section 2, Section 3 reviews the
classical formal models of sources and channels. Section 4 shows that re-
strictions to tail σ-fields of sources and channels can be consistently defined.
Definitions of stability properties of sources are reviewed in Section 5.
Section 6 reminds definitions and characterizations of stationarity, quasi-
stationarity and asymptotically mean stationarity of channels. A definition
of channel recurrence is proposed. A necessary and sufficient condition for a
channel to be recurrent w.r.t. a source is proved.
In Section 7, it is proved that the set of AMS channels includes the set of
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recurrent AMS channels which includes the set of quasi-stationary channels
which includes the set of stationary channels.
Sections 8 and 9 give necessary and sufficient conditions for a channel
to be respectively recurrent AMS and AMS. These sections establish that a
channel made of a family of recurrent AMS, respectively AMS, conditional
probabilities is recurrent AMS, respectively AMS.
Cascades of channels are studied in Section 10. The quasi-stationary
mean of an recurrent AMS channel with respect to a stationary source is
characterized in Section 11. Section 13 briefly analyses ergodicity of recurrent
AMS and AMS channels. Properties of the quasi-stationary mean of an
ergodic recurrent AMS channel with respect to an ergodic recurrent AMS
source are given in Section 13.
2. Related works
The analyses of information sources and of communication channels of-
ten consider two-sided random processes, i.e., random processes are built
with invertible shifts. Numerous results have been established under this
assumption.
[2] presents in depth analysis of two-sided AMS channels. Key results are
given in that paper: the fact that it is enough to check the AMS property
on stationary sources, some characterizations of two sided AMS channels
and the justified definition of the stationary mean of an AMS channel. It is
proved that a two-sided AMS channel is ergodic if and only if its stationary
mean is ergodic.The cascade of two-sided AMS channels is proved to be AMS.
The key results are not proved for one-sided channels. Most of those results
are based on the fact that, for two-sided processes, the stationary mean of
a probability dominates and not only asymptotically dominates the AMS
probability.
An important special case of AMS channels has been identified and an-
alyzed in [3]: Markov Channels. Two-sided and one-sided Markov channels
are proved to be AMS. [3] proves that indecomposable Markov channels are
ergodic. Ergodicity of Markov channels is analyzed in [4], the obtained re-
sults cover one-sided and two-sided channels. [5] investigates the properties
of the information quantile capacity, of the Shannon capacity and of the op-
erational capacity of two-sided AMS channels. [6], [7] and [8] give results on
ergodicity of AMS channels assuming an invertible shift, thus targeting two-
sided channel, see also [9]. Coding theorems and lemmas given in [10] cover
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one-sided channels. A sufficient condition of ergodicity for an AMS channel
is given by Lemma 2.3 of [10]: if, for any AMS source, the input/output
process is ”weakly mixing” on products of rectangles, the channel is ergodic.
3. Sources and Channels
This section reviews the definitions of information sources and of noisy
communication channels. Information sources can be described following two
equivalent models: random processes and dynamical systems (see [10]). Both
models will be used below. Notations follow partly [10] and partly [9].
Definition 1. Let I be a countable index set. Let (A,BA) be a measurable
space, called the alphabet. Let (AI ,BAI) be the measurable sequence space
where BAI is the σ-field generated by the sets of rectangles {x = (xi)i∈I ∈
AI/xi ∈ Bi, Bi ∈ BA for any i ∈ J }, J finite subsets of I. A source [A,X ]
is a random process X = {Xi; i ∈ I} with values in (A
I ,BAI). The distribu-
tion of the source [A,X ] is denoted by PX .
If the index set I is N then the process X is said to be one-sided. If the
index set I is Z then the process X is said to be two-sided. Let TA : A
I → AI
be the shift transform on AI . For a one-sided process:
TA(x0x1 . . . xi . . .) = x1x2 . . . xi+1 . . .
For a two-sided process:
TA(. . . x−j . . . x0x1 . . . xi . . .) = . . . x−j+1 . . . x1x2 . . . xi+1 . . .
In the latter case, the shift TA is invertible.
TA is assumed to be (BAI ,BAI )-measurable. If µ is a probability on
(AI ,BAI ) then (A
I ,BAI , TA, µ) is a dynamical system.
Definition 2. A source on the alphabet (A,BA) is a dynamical system
(AI ,BAI , TA, µ).
Let Π0 denote the “zero-time sampling function”: Π0(x) = x0 for any x =
x0x1 . . . xi . . . (or x = . . . x−j . . . x0x1 . . . xi . . . in the two-sided case). The two
definitions of a source are equivalent. A dynamical system (AI ,BAI , TA, µ)
determines a random process X = {Xi; i ∈ I} where Xi(ω) = Π0(T
i
A(x)) =
xi and the distribution of X is µ: PX = µ.
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In the sequel, each model will be used when the most relevant. More-
over, the word source will be used to name either the random process, the
dynamical system, the distribution PX or the probability µ.
Let (A,BA) and (B,BB) be alphabets, (A
I ,BAI ) and (B
I ,BBI ) be the
two corresponding sequence spaces. The shifts (assumed non-invertible) on
(AI ,BAI ) and (B
I ,BBI ) are respectively denoted TA and TB.
Let BAI×BI be the σ-field generated by the rectangles {F × G/F ∈
AI , G ∈ BI}. TA and TB define a measurable shift TAB on the space
(AI ×BI ,BAI×BI ) where TAB(x, y) = (TAx, TBy).
Definition 3. A noisy communication channel [A, ν, B] is a function ν :
AI × BBI → [0, 1] such that:
• for any x ∈ AI, the set function G 7→ ν(x,G) is a probability on the
space (BI ,BBI )
• for any G ∈ BBI , the function x 7→ ν(x,G) is measurable.
If the noisy channel [A, ν, B] takes a source [A,X ] as input, it produces as
an output an information source [B, Y ]. Let PXY be the distribution of the
joint process (X, Y ) induced by the source X fed into the noisy channel. PXY
is defined on rectangles by:
∀F ∈ BAI , ∀G ∈ BBI , PXY (F ×G) =
∫
F
ν(x,G)dPX
PXY will also be denoted by µν (the hookup of µ and ν where µ = PX).
In fact a noisy communication channel is a probability kernel. In the se-
quel, the alphabets (A,BA) and (B,BB) will be assumed standard. Then the
sequence spaces (AI ,BAI ) and (B
I ,BBI ) are also standard.This assumption
is made to ensure that conditional probabilities defined are regular (see [11]
or [12]). Thus, on such spaces, given a joint random process (X, Y ), it will
always be possible to define a channel ν, unique PX-a.s., taking X as an
input and inducing the joint process (X, Y ) ([10]).
4. Restrictions of Sources and Channels
Below, some results on channels will be established thanks to properties
holding for process distributions on their tail σ-fields. The following straight-
forward lemmas show that it is possible to consistently define the restriction
of a source and the restriction of a channel to the corresponding tail σ-fields.
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Lemma 1. Let (Ω,F , T, η) be a dynamical system. Let F∞ denote the tail
σ-field ∩n≥0T
−nF and η∞ the restriction of η to F∞. Then (Ω,F∞, T, η∞)
is a dynamical system.
Proof. Since T−1F∞ ⊂ F∞, T is (F∞,F∞)-measurable.
Definition 4. The restriction of a source [A,X ] to its tail σ-field is the
dynamical system (AI , (BAI )∞, TA, (PX)∞)
Lemma 2. Let [A,X ] be a source with distribution µ and [A, ν, B] a channel.
There exists a probability kernel ν ′ : ((AI ,BAI)× (BBI )∞)→ [0, 1] such that:
ν ′(x, .) = ν∞(x, .) µ∞-a.e.
where ν∞(x, .) is the restriction of the probability ν(x, .) to the tail σ-field
(BBI )∞. ν
′ is the restriction of the channel [A, ν, B] and is denoted by
[A, ν∞, B].
Proof. Given a source with distribution µ and a channel ν, one can define
a probability kernel ν ′ such that µ∞ν
′ = (µν)∞ since µ∞ is the ”input”
marginal of (µν)∞:
∀F ∈ (BAI )∞, ∀G ∈ (BBI )∞, µ∞ν
′(F ×G) = (µν)∞(F ×G) = µν(F ×G)
Then∫
F
ν ′(x,G)dµ∞ =
∫
F
ν(x,G)dµ =
∫
F
ν∞(x,G)dµ =
∫
F
ν∞(x,G)dµ∞
Then ∀G ∈ (BBI )∞, ν
′(x,G) = ν∞(x,G) µ∞-a.e.
5. Stability Properties of Sources
Some well known properties of sources or dynamical systems are reminded
(cf [11]). Technical lemmas are given for later use.
Definition 5. A dynamical system (Ω,F , T, η) is stationary if
∀F ∈ F , η(T−1F ) = η(F )
Definition 6. A dynamical system (Ω,F , T, η) is recurrent if
∀F ∈ F , η(F \ ∪k≥1T
−kF ) = 0
i.e. any event F is recurrent.
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Definition 7. A dynamical system (Ω,F , T, η) is incompressible if
∀F ∈ F such that T−1F ⊂ F, η(F \ T−1F ) = 0
A dynamical system is recurrent if and only if it is incompressible ([11]).
A stationary dynamical system is recurrent ([11]).
Definition 8. A dynamical system (Ω,F , T, η) is asymptotically mean sta-
tionary (AMS) if
∀F ∈ F , lim
n→∞
1
n
n−1∑
k=0
η(T−kF ) exists
If η(F ) is this limit, then η is a stationary probability on (Ω,F), called the
stationary mean of η.
η asymptotically dominates η (η ≪a η):
η(F ) = 0⇒ lim
n→∞
η(T−nF ) = 0
A source with distribution µ is AMS if and only if there exists a stationary
source with distribution η such that µ≪a η. See [11].
The following lemma is Theorem 7.4 of [11].
Lemma 3. Let (Ω,F , T, η) be an AMS dynamical system. Then η is domi-
nated by its stationary mean η (η ≪ η) if and only if (Ω,F , T, η) is recurrent.
For example, if the shift T is invertible, then (Ω,F , T, η) is AMS if and
only if η ≪ η ([11]). Then an AMS two-sided dynamical system (Ω,F , T, η)
is also recurrent.
Definition 9. A dynamical system (Ω,F , T, η) is ergodic if, for any invariant
event F (i.e., T−1F = F ), either η(F ) = 0 or η(F ) = 1.
Lemma 4. Let (Ω,F , T, η) be an AMS dynamical system. (Ω,F∞, T, η∞) is
an AMS dynamical system and its asymptotic stationary mean is the restric-
tion of the asymptotic stationary mean of η to the tail σ-field:
(η∞) = (η)∞
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Proof. Let F ∈ F∞.
lim
n→∞
1
n
n−1∑
i=0
η∞(T
−iF ) = lim
n→∞
1
n
n−1∑
i=0
η(T−iF )
= η(F )
= (η)∞(F )
The limit (η∞)(F ) = limn→∞
1
n
∑n−1
i=0 η∞(T
−iF ) exists, then η∞ is AMS and
(η∞) = (η)∞
Lemma 5 is an extension of some statements of Theorem 3 of [13] without
the assumption of stationarity of the dominating probability.
Lemma 5. Let [A,X ] be a source with distribution µ, let [A, Y ] be a source
with distribution η. Let (BAI )∞ denote the tail σ-field ∩n≥0T
−n
A BAI , µ∞ and
η∞ denote the restrictions of µ and η to (BAI )∞. Then η asymptotically
dominates µ if and only if η∞ dominates µ∞:
µ≪a η ⇔ µ∞ ≪ η∞
Proof. In the proof of Theorem 3 of [13], the stationarity of η is used only
to prove that µ≪a η ⇒ µ∞ ≪ η∞ (Corollary 1 in [13]). Follows a modified
proof of this statement without assuming stationarity of η.
From the Lebesgue decomposition theorem, for any n = 0, 1, 2, · · · , there
exist Bn ∈ BAI such that for any F ∈ BAI :
µT−nA (F ) = µT
−n
A (F ∩ Bn) +
∫
F
fndηT
−n
A (1)
where fn =
(
dµT−nA
dηT−nA
)
a
and ηT−nA (Bn) = 0. Since µ≪
a η, for any n, µT−nA ≪
a
ηT−nA . Hence:
lim
n→∞
µ(T−nA Bn) = 0
From (1), for any F ∈ BAI and any n:
0 ≤ µT−nA (F )−
∫
F
fndηT
−n
A = µT
−n
A (F ∩ Bn) ≤ µ(T
−n
A Bn)→ 0
Thus:
lim
n→∞
sup
F∈B
AI
|µT−nA (F )−
∫
F
fndηT
−n
A | = 0 (2)
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Let F ∈ (BAI )∞ such that η(F ) = 0. For any n, there exists Fn ∈ BAI
such that F = T−nA Fn. By (2):
lim
n→∞
|µ(F )−
∫
Fn
fndηT
−n
A | = limn→∞
|µT−nA (Fn)−
∫
Fn
fndηT
−n
A | = 0
But η(F ) = ηT−nA (Fn) = 0, then
∫
Fn
fndηT
−n
A = 0. Hence:
µ(F ) = 0
Lemma 6. A dynamical system (Ω,F , T, η) is AMS if and only if the dy-
namical system (Ω,F∞, T, η∞) is recurrent and AMS.
Proof. η is AMS if and only if η ≪a η if and only if (from Lemma 5) η∞ ≪ η∞
if and only if η∞ is recurrent and AMS (from Lemma 3).
6. Stability Properties of Channels
Definitions of stability properties (stationarity, quasi-stationarity and a-
symptotically mean stationarity) of channels are reminded. A definition of
recurrence for channels is proposed. Dealing with one-sided channels, a clear
distinction is made between stationary channels and quasi-stationary chan-
nels. The terminology chosen here is different from the one used in [8] which
names strictly stationary channels for which ν(x, T−1B G) = ν(TAx,G) µ.a.e.
and stationary those named quasi-stationary here. The choice is made for
the sake of consistency with [10]. The quasi-stationary mean of a channel is
defined.
6.1. Stationarity and Quasi-stationarity
Definition 10. A channel [A, ν, B] is stationary with respect to a stationary
source [A,X ] with distribution µ if
∀G ∈ BBI , ν(x, T
−1
B G) = ν(TAx,G) µ-a.e.
A channel [A, ν, B] is stationary if it is stationary with respect to any sta-
tionary source.
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This implies that if µ is stationary and ν is stationary, µν is stationary:
∀F ∈ BAI and ∀G ∈ BBI
µν(T−1A F × T
−1
B G) =
∫
T−1
A
F
ν(x, T−1B G)dµ
=
∫
T−1A F
ν(TAx,G)dµ
=
∫
F
ν(x,G)dµ
= µν(F ×G)
Since a joint process is stationary if and only if it is stationary on rectangles,
µν is a stationary probability.
Definition 11. A channel [A, ν, B] is quasi-stationary with respect to a sta-
tionary source [A,X ] with distribution µ if the hookup µν is stationary. A
channel [A, ν, B] is quasi-stationary if it is quasi-stationary with respect to
any stationary source.
Obviously a stationary channel is quasi-stationary.
Proposition 1. Let [A,X ] be a source with distribution µ and [A, ν, B] a
channel. Then the hookup µν is stationary if and only if
• µ is stationary
• and ∀F ∈ BAI , ∀G ∈ BBI ,∫
1F (TAx)ν(x, T
−1
B G)dµ =
∫
1F (TAx)ν(TAx,G)dµ
As a consequence
∀G ∈ BBI , ν(x, T
−1
B G) = ν(TAx,G) µT−1A BAI
-a.e.
where µT−1A BAI
is the restriction of µ to the σ-field T−1A BAI .
Proof. Assume that µν is stationary. µ is the (input) marginal of the sta-
tionary probability µν thus µ is stationary.
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∀F ∈ BA and ∀G ∈ BB, since µν is stationary:
µν(T−1ABF ×G)) = µν(F ×G)∫
1F (TAx)ν(x, T
−1
B G)dµ =
∫
1F (x)ν(x,G)dµ
Thanks to the stationarity of µ and to the transfer theorem (or change of
variable):
∫
1F (x)ν(x,G)dµ =
∫
1F (x)ν(x,G)dµT
−1
A =
∫
1F (TAx)ν(TAx,G)dµ
Thus ∫
1F (TAx)ν(x, T
−1
B G)dµ =
∫
1F (TAx)ν(TAx,G)dµ
This proves the necessary condition. Sufficiency comes from the same calcu-
lations and from the fact that a joint process is stationary if and only if it is
stationary on the set of rectangles ([11]).
If the shift TA is invertible, then T
−1
A BAI = BAI . Then quasi-stationarity
and stationarity are equivalent for two-sided channels, and this implies the
stronger form of Proposition 1 established in [2] (Lemma 1): for invertible
shifts, µν is stationary if and only if both µ and ν are stationary.
6.2. Recurrence
Definition 12. A channel [A, ν, B] is recurrent with respect to a recurrent
source [A,X ] with distribution µ if the hookup µν is recurrent. A channel is
recurrent if it is recurrent w.r.t. any recurrent source.
Definition 13. A channel [A, ν, B] is incompressible with respect to a in-
compressible source µ if the hookup µν is incompressible. A channel is in-
compressible if it is incompressible w.r.t. any incompressible source.
Recurrence and incompressibility are equivalent properties for sources,
the same obviously holds for channels.
Proposition 2. A channel [A, ν, B] is recurrent with respect to a source
[A,X ] with distribution µ if and only if µ is recurrent and ν(x, .) is recurrent
µ-a.e.
The proof relies on the following lemmas.
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Lemma 7. Let Ox = {y ∈ B
I/(x, y) ∈ O} be the section of O at x. A
channel [A, ν, B] is recurrent with respect to µ if and only if
∀O ∈ BAI×BI , ν(x,Ox \
∞⋃
i=1
(T−iABO)x) = 0 µ-a.e.
Proof of Lemma 7. Since the section of an union is the union of sections and
since the section of a set-difference is the set-difference of the sections:
µν(O \
∞⋃
i=1
(T−iABO)) = 0
⇔
∫
ν(x, (O \
∞⋃
i=1
(T−iABO))x)dµ = 0
⇔ ν(x, (O \
∞⋃
i=1
(T−iABO))x)dµ = 0 µ.-a.e.
⇔ ν(x,Ox \
∞⋃
i=1
(T−iABO)x)dµ = 0 µ-a.e.
Lemma 8. Let G be the set of rectangles F × G of AI × BI , F the field
generated by G. Let η be a probability on (AI × BI ,BAI×BI ). Then the
following statements are equivalent:
1. for any F ×G ∈ G, η(F ×G \ ∪k≥1T
−k
ABF ×G) = 0.
2. For any countable family (Ri)i≥0 of elements of the field F , η((∪i≥0Ri)\
∪k≥1T
−k
AB(∪i≥0Ri)) = 0.
3. The dynamical system (AI × BI ,BAI×BI , TAB, η) is recurrent.
4. For any F×G ∈ G such that T−1ABF×G ⊂ F×G, η(F×G\T
−1
ABF×G) =
0.
5. Let (Ri)i≥0 a countable family of elements of the field F such that ∀i
T−1ABRi ⊂ Ri, then η((∪i≥0Ri) \ T
−1
AB(∪i≥0Ri)) = 0
6. The dynamical system (AI × BI ,BAI×BI , TAB, η) is incompressible.
Proof of Lemma 8. See Appendix A.
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Proof of Proposition 2. Assume that µν is recurrent. Let F ∈ BAI such that
T−1A F ⊂ F . Then T
−1
A F × T
−1
B B
I ⊂ F × BI . µν is recurrent, equivalently
incompressible. Then:
µ(T−1A F ) = µν(T
−1
A F × T
−1
B B
I) = µν(F ×BI) = µ(F )
Thus µ is incompressible, equivalently recurrent.
By Lemma 7 applied to sets O = AI ×G , ν(x, .) is recurrent µ-a.e.
Assume now that µ is recurrent and ν(x, .) is recurrent µ-a.e. From
Lemma 8, it is enough to prove recurrence or incompressibility for rectangles.
For a rectangle F ×G ∈ BAI × BBI such that T
−1
A F ⊂ F and T
−1
B G ⊂ G:
µν(T−1A F × T
−1
B G) =
∫
T−1
A
F
ν(x, T−1B G)dµ
ν(x, .) is recurrent thus incompressible µ-a.e. then:
µν(T−1A F × T
−1
B G) =
∫
T−1
A
F
ν(x,G)dµ
T−1A F ⊂ F and, since µ is recurrent, µ(T
−1
A F ) = µ(F ) then:
µν(T−1A F × T
−1
B G) =
∫
F
ν(x,G)dµ = µν(F ×G)
6.3. Asymptotically Mean Stationarity
Definition 14. A channel [A, ν, B] is AMS with respect to an AMS source
[A,X ] with distribution µ if the hookup µν is AMS. A channel is AMS if it
is AMS with respect to any AMS source.
A detailed analysis of AMS channels is proposed in section 9. This anal-
ysis relies on properties of channels which are both recurrent and AMS,
studied in section 8. Such channels will be called R-AMS. Recurrent and
AMS sources will also be called R-AMS.
Definition 15. A channel [A, ν, B] is recurrent and AMS (R-AMS) with
respect to a recurrent and AMS (R-AMS) source [A,X ] with distribution µ
if the hookup µν is recurrent and AMS (R-AMS). A channel is R-AMS if it
is R-AMS with respect to any R-AMS source.
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Let µ be the distribution of an AMS source with stationary mean µ:
µ ≪a µ. Let ν be an AMS channel. Then µν is AMS: µν ≪a µν. The
”input marginal” of µν is µ, hence there exists a (unique modulo µ) channel
νµ quasi-stationary w.r.t µ such that µν = µ νµ.
Definition 16. Let [A, ν, B] be an AMS channel and [A,X ] an AMS source
with distribution µ. The channel [A, νµ, B] such that µν = µ νµ is the quasi-
stationary mean of the AMS channel ν with respect to the AMS source dis-
tribution µ.
Remark:
• Let µ be the distribution of an R-AMS source with stationary mean µ
and ν an R-AMS channel. By Lemma 3, µ≪ µ and µν ≪ µν. In this
case, the quasi-stationary mean νµ of ν with respect to µ is such that
µν ≪ µ νµ.
• given an R-AMS source distribution µ and an R-AMS channel ν, from
Lemma 9 given below, µ ≪ µ ⇒ µν ≪ µν and since ν is R-AMS
µν ≪ µν ≪ µν = µ νµ. According to [2], in general νµ 6= νµ. It will
be shown in section 13 that νµ = νµ when considering ergodic R-AMS
sources and ergodic R-AMS channels.
7. Classification of channels
It is possible to hierarchically classify channels according to stability prop-
erties. It has been mentioned above that stationary channels are quasi-
stationary. It is proved below that quasi-stationary channels are R-AMS and
R-AMS channels are AMS.
Proposition 3. Let [A, ν, B] be a channel and [A,X ] a source with distribu-
tion µ.
1. if ν is quasi-stationary and µ is R-AMS then µν is R-AMS.
2. if ν is R-AMS and µ is AMS then µν is AMS.
3. The set of stationary channels is a subset of quasi-stationary channels
which is a subset of R-AMS channels which is a subset of AMS chan-
nels.
The proof of Proposition 3 relies on the following lemma which is Lemma
2 of [2].
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Lemma 9. Let µ and η be the distributions of two sources on the same
alphabet A. Then, for any channel [A, ν, B]
µ≪ η ⇒ µν ≪ ην
Proof of Proposition 3.
1) Let ν be a quasi-stationary channel and µ the distribution of an R-AMS
source. Then µ ≪ µ. By Lemma 9, this implies that µν ≪ µν. µν is
dominated by the stationary probability µν then, by Lemma 3, µν is
R-AMS.
2) Let ν be an R-AMS channel and µ the distribution of an AMS source.
Then µ≪a µ. By Lemma 6, µ∞ ≪ µ∞. By Lemma 9, this implies that
µ∞ν∞ ≪ µ∞ν∞. µ∞ν∞ ≪ µ∞ νµ∞ since ν is R-AMS and µ stationary.
Then µν ≪a µ νµ, then µν is AMS.
3) This is a direct consequence of (1), (2) and the fact that a stationary
channel is quasi-stationary.
8. R-AMS channels
In this section, necessary and sufficient conditions for a channel to be R-
AMS are given: the R-AMS property of a channel needs to be checked only
on stationary sources and a channel is R-AMS if and only if it is dominated
by a quasi-stationary channel. A sufficient condition is also proved: if a
channel is made of a collection of probabilities ν(x, .), each R-AMS µ-a.s. for
a stationary µ, then the channel is R-AMS w.r.t. µ
Proposition 4. The following statements are equivalent:
1. the channel [A, ν, B] is R-AMS
2. the channel [A, ν, B] is R-AMS with respect to any stationary source
3. for any stationary source [A,X ] with distribution µ there exists a quasi-
stationary channel νµ such that ν(x, .)≪ νµ(x, .) µ-a.e.
4. for any R-AMS source [A,X ] with distribution µ there exists a quasi-
stationary channel νµ such that ν(x, .)≪ νµ(x, .) µ-a.e. and µ-a.e
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The proof of Proposition 4 uses the following lemma which gathers Lemma
3 and Lemma 4 of [2]. It states that ”hookup dominance” is equivalent to
”channel dominance”.
Lemma 10. Let [A,X ] be a source with distribution µ. Let [A, ν, B] and
[A, ν ′, B] be two arbitrary channels. Then
ν(x, .)≪ ν ′(x, .) µ-a.e. ⇔ µν ≪ µν ′
Proof of Proposition 4.
(2)⇔(1) Assume that a channel [A, ν, B] is such that ην is R-AMS for any
distribution η of a stationary source.
Let [A,X ] be an R-AMS source with distribution µ. Then the station-
ary mean µ exists and dominates µ: µ≪ µ. By Lemma 9, µν ≪ µν.
µ is stationary, then, by assumption, µν is R-AMS. Then µν ≪ µν
where µν is stationary. Since ≪ is transitive, µν ≪ µν, thus µν is
R-AMS.
Obviously if ν is R-AMS w.r.t. any R-AMS source, it is R-AMS w.r.t.
any stationary source (a stationary source is R-AMS).
(3)⇔(2) From Lemma 10, (3)⇔ µν ≪ µνµ where µνµ is stationary, for any
stationary µ.
(4)⇔(3) It is obvious that 4)⇒(3). Assume (3). Let [A,X ] be an R-AMS
source with distribution µ. Since µ is stationary, by (3), there exists
a quasi-stationary channel νµ such that that ν(x, .) ≪ νµ(x, .) µ-a.e.
and thus µ.a.e.
Proposition 5. Let [A,X ] be a stationary source with distribution µ and let
[A, ν, B] be a channel such that (BI ,BBI , ν(x, .), TB) is an R-AMS dynamical
system µ-a.e. Then the channel ν is R-AMS w.r.t. µ.
Proof. Let µ be the distribution of a stationary source. Let Ω1 be the set of
x’s such that (BI ,BBI , ν(x, .), TB) is a recurrent and AMS dynamical system.
µ(Ω1) = 1.
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For any x ∈ Ω1 and any G, since ν(x, .) is R-AMS, the limit
ν(x,G) = lim
n→∞
1
n
n−1∑
i=0
ν(x, T−iB G)
exists, ν(x, .) is a stationary probability and ν(x, .)≪ ν(x, .).
Let φ : AI × BBI → [0, 1] be such that for any G, ∀x ∈ Ω1, φ(x,G) =
ν(x,G) and ∀x ∈ AI\Ω1, φ(x,G) = ν(x,G). For any x, the set function G 7→
φ(x,G) is a probability on (BI ,BBI ). Moreover the function x 7→ φ(x,G) is
measurable for any G. In other words φ is a channel (probability kernel).
The function x 7→ φ(x,G) is µ-integrable for any G, then, thanks to the
pointwise ergodic theorem (see e.g. [9]), there exits a µ-integrable function
ψG, for any G, such that:
1. ψG(TAx) = ψG(x) µ-a.e.
2. ψG(x) = limn→∞
1
n
∑n−1
i=0 φ((T
i
Ax,G) µ-a.e. Since µ(Ω1) = 1, ψG(x) =
limn→∞
1
n
∑n−1
i=0 ν(T
i
Ax,G) µ-a.e.
3. for any invariant F ,
∫
F
ψG(x)dµ =
∫
F
φ(x,G)dµ and, since µ(Ω1) = 1,∫
F
ψG(x)dµ =
∫
F
ν(x,G)dµ
From the Vitali-Hahn-Saks theorem, the set function Ψ(x, .) : G 7→ ψG(x) is a
probability µ-a.e. Moreover the function x 7→ ψG(x) = Ψ(x,G) is measurable
for any G. This means that Ψ = {Ψ(x, .), x ∈ AI} is a channel.
µΨ(T−1A F × T
−1
B G) =
∫
T−1A F
ψT−1B G
(x)dµ
By (1)
µΨ(T−1A F × T
−1
B G) =
∫
T−1A F
ψT−1B G
(TAx)dµ
µ is stationary then
µΨ(T−1A F × T
−1
B G) =
∫
F
ψT−1B G
(x)dµ
ν(x, .) is stationary then
µΨ(T−1A F × T
−1
B G) =
∫
F
ψG(x)dµ
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µΨ(T−1A F × T
−1
B G) = µΨ(F ×G)
Thus µΨ is stationary.
Let O such that µΨ(O) =
∫
AI
ψOx(x)dµ = 0. Then, by 3), A
I being an
invariant set: ∫
AI
ν(x,Ox)dµ =
∫
AI
ψOx(x)dµ = 0
Then ν(x,Ox) = 0 µ-a.e. Since ν(x, .)≪ ν(x, .) (ν(x, .) is R-AMS)
µν(O) =
∫
ν(x,Ox)dµ = 0
Then µν ≪ µΨ which is stationary. This implies that µν is R-AMS.
9. One-sided AMS channels
In this section, necessary and sufficient conditions for a channel to be
AMS are given: the AMS property of a channel needs to be checked only
on stationary sources and a channel is AMS if and only if it is asymptoti-
cally dominated by a quasi-stationary channel. A sufficient condition is also
proved: if a channel is made of a collection of probabilities ν(x, .), each AMS
µ-a.s. for a stationary µ, then the channel is AMS w.r.t. µ.
Proposition 6. The following statements are equivalent:
1. the channel [A, ν, B] is AMS
2. the channel restriction [A, ν∞, B] is R-AMS
3. the channel [A, ν, B] is AMS with respect to any stationary source
4. for any stationary source [A,X ] with distribution µ there exists a quasi-
stationary channel νµ such that ν(x, .)≪
a νµ(x, .) µ∞-a.e.
5. for any AMS source [A,X ] with distribution µ there exists a quasi-
stationary channel νµ such that ν(x, .)≪
a νµ(x, .) µ∞-a.e.
Proof.
(2)⇔(1) Assume that ν∞ is R-AMS and let [A,X ] be an AMS source with
distribution µ. By Lemma 6, µ∞ is R-AMS and thus µ∞ν∞ is R-AMS.
By Lemma 6, µν is AMS.
Assume now that ν is AMS and let µ be the distribution of a source
such that µ∞ is an R-AMS probability on (A
I , (BAI )∞).
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µ∞ is R-AMS then by Lemma 6 µ is AMS. µ and ν are AMS then µν
is AMS and, by Lemma 6, (µν)∞ = µ∞ν∞ is R-AMS.
(3)⇔(1) It is obvious that 1)⇒(3).
Assume (3). Let [A,X ] be an AMS source with distribution µ. Since
µ is stationary, µν is AMS. Thus, by Lemma 9 µ∞ν∞ ≪ µ∞ν∞ and by
Lemma 6 µ∞ν∞ is R-AMS then
µ∞ν∞ ≪ µ∞ν∞ ≪ µ∞ ν∞
Then, since (ν)∞ = ν∞, by Lemma 6 µν ≪
a µ ν.
(4)⇔(3) Let ν be such that (4) holds and let [A,X ] be a stationary source
with distribution µ:
ν(x, .)≪a νµ(x, .) µ∞-a.e.
Then, by Lemma 5,
ν∞(x, .)≪ (νµ)∞(x, .) µ∞-a.e.
Thanks to Lemma 10, this implies that (µν)∞ ≪ (µνµ)∞. Then, by
Lemma 6, µν ≪a µνµ. Hence ν is AMS w.r.t. µ.
Let ν such that (3) holds and let [A,X ] be a stationary source with
distribution µ. µν is AMS then
µ∞ν∞ ≪ µ∞νµ
Thanks to Lemma 10, it holds that
ν∞(x, .)≪ (νµ(x, .))∞ µ∞-a.e.
By Lemma 5, ν(x, .)≪ νµ(x, .) µ∞-a.e.
(5)⇔(4) It is obvious that (5) implies (4).
Assume (4) and let [A,X ] be an AMS source with distribution µ. µ
exists and is stationary then there exists a quasi-stationary channel νµ
such that ν(x, .)≪a νµ(x, .) µ∞-a.e.
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Proposition 7. Let [A,X ] be a stationary source with distribution µ and let
[A, ν, B] be a channel such that (BI ,BBI , ν(x, .), TB) is an AMS dynamical
system µ-a.e. Then the channel ν is AMS w.r.t. µ.
Proof. Let µ be the distribution of a stationary source and let [A, ν, B] be a
channel such that (BI ,BBI , ν(x, .), TB) is an AMS dynamical system µ-a.e.
By Lemma 6, (BI , (BBI )∞, (ν(x, .))∞, TB) is an R-AMS dynamical system
µ-a.e. By Proposition 5, the channel restriction ν∞ is R-AMS w.r.t µ∞.
Thanks to Proposition 6, ν is AMS w.r.t. µ.
Markov channels have been shown to be AMS in [3] following a quite in-
volved proof. A Markov channel [A, ν, B] is a family of finite non-homogene-
ous Markov processes with distributions ν(x, .), x ∈ AI . From [14], a fi-
nite non-homogeneous Markov process is AMS. Thus, by Proposition 7 and
Proposition 6, a Markov channel is AMS.
10. Cascades of Channels
Cascades of channels arise, for example, when considering a communica-
tion system which is a sequence or cascade made of a coder (deterministic
channel), of a noisy communication channel and of a decoder (deterministic
channel). Another example is that of multi-hop communications through a
sequence of noisy channels.
For ease of reading, channels will be denoted by conditional probabilities:
ν(x, .) = PY |X(.|x)
Two channels [A, PY |X , B] and [B,PZ|Y , C] form a cascade if, given a source
[A,X ], X → Y → Z is a Markov chain, where Y and Z are respectively the
processes corresponding to the output marginals of PXY and PY Z :
∀H ∈ BCI , PZ|XY (H|xy) = PZ|Y (H|y) PXY -a.e.
In this case (cf [10]):
∀H ∈ BCI , PZ|X(H|x) =
∫
BI
PZ|Y (H|y)dPY |X
The cascading operation on channels is in fact a Markovian composition.
The propositions given below show that the classes of stationary channels,
of quasi-stationary channels, of R-AMS channels and of AMS channels are
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stable for cascading or Markovian composition. It is shown that if a cascade
ends with a recurrent channel then the cascade is recurrent.
The following proposition is proved in [10].
Proposition 8. The cascade of two stationary channels [A, PY |X , B] and
[B,PZ|Y , C] is a stationary channel [A, PZ|X, C].
The same holds for quasi-stationary channels.
Proposition 9. The cascade of two quasi-stationary channels [A, PY |X , B]
and [B,PZ|Y , C] is a quasi-stationary channel [A, PZ|X, C].
Proof. Let PX be the distribution of a stationary source on the alphabet
A. PXY and PY respectively denote the distribution of the hookup of the
source [A,X ] and of the channel [A, PY |X , B] and the output marginal. The
channels are quasi-stationary then PXY , PY , PY Z and PZ are stationary.
For any F ∈ BAI , any G ∈ BBI and any H ∈ BCI :
PY (T
−1
B G).PXY Z(T
−1
A F × T
−1
B G× T
−1
C H) =∫
T−1
B
G
PXY Z(T
−1
A F × T
−1
B G× T
−1
C H)dPY =
∫
T−1B G
∫
T−1A F×T
−1
B G
PZ|XY (T
−1
C H|xy)dPXY dPY =
∫
T−1B G
∫
T−1A F×T
−1
B G
PZ|Y (T
−1
C H|y)dPXY dPY
The last step is due to the fact that X → Y → Z is a Markov chain
(PZ|XY (T
−1
C H|xy) = PZ|Y (T
−1
C H|y)). Thanks to Fubini’s theorem:
PY (T
−1
B G).PXY Z(T
−1
A F × T
−1
B G× T
−1
C H) =∫
T−1A F×T
−1
B G
∫
T−1B G
PZ|Y (T
−1
C H|y)dPY dPXY
The channel [B,PZ|Y , C] is quasi-stationary then, from Proposition 1:
∫
T−1B G
PZ|Y (T
−1
C H|y)dPY =
∫
T−1B G
PZ|Y (H|TBy)dPY
21
Then
PY (T
−1
B G).PXY Z(T
−1
A F × T
−1
B G× T
−1
C H) =∫
T−1A F×T
−1
B G
∫
T−1B G
PZ|Y (H|TBy)dPY dPXY =
∫
T−1B G
∫
T−1A F×T
−1
B G
PZ|Y (H|TBy)dPXY dPY
The last step holds thanks to Fubini’s theorem. X → Y → Z is a Markov
chain and PXY is stationary, hence:
PY (T
−1
B G).PXY Z(T
−1
A F × T
−1
B G× T
−1
C H) =∫
T−1B G
∫
T−1A F×T
−1
B G
PZ|XY (H|TAxTBy)dPXY dPY =
∫
T−1B G
∫
F×G
PZ|XY (H|xy)dPXY dPY =
PY (T
−1
B G).PXY Z(F ×G×H)
Then, if PY (T
−1
B G) 6= 0, PXY Z(T
−1
A F ×T
−1
B G×T
−1
C H) = PXY Z(F ×G×H).
If PY (T
−1
B G) = 0, since PY is stationary, PY (G) = 0. Then PXY Z(T
−1
A F×
T−1B G× T
−1
C H) = PXY Z(F ×G×H) = 0.
Then PXY Z is stationary on rectangles thus stationary on the σ-field
generated by the rectangles. This implies that PXZ is stationary. The channel
[A, PZ|X, C] is then quasi-stationary.
Proposition 10. Let ν = [A, PY |X , B] and ν
′ = [B,PZ|Y , C] two channels
in cascade. If [B,PZ|Y , C] is a recurrent (or equivalently incompressible)
channel then the cascade νν ′ = [A, PZ|X, C] is a recurrent channel.
Proof. Let PX be the distribution of a recurrent source.
∀H ∈ BCI , such that T
−1
C H ⊂ H , assume that
PZ|Y (T
−1
C H|y) = PZ|Y (H|y) PY -a.e.
Then PZ|Y (T
−1
C H|y) = PZ|Y (H|y) PXY -a.e.
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This implies that, for any F ∈ BAI :
∫
F
PZ|X(H|x)dPX =
∫
F
∫
PZ|Y (H|y)dPY |XdPX
=
∫
F×BI
PZ|Y (H|y)dPXY
=
∫
F×BI
PZ|Y (T
−1
C H|y)dPXY
=
∫
F
PZ|X(T
−1
C H|x)dPX
Then
PZ|X(H|x) = PZ|X(T
−1
C H|x) PX -a.e.
By Proposition 2, the channel [A, PZ|X, C] is recurrent w.r.t. PX .
Proposition 11. Let ν = [A, PY |X , B] and ν
′ = [B,PZ|Y , C] two R-AMS
channels in cascade. Then
1. the cascade νν ′ = [A, PZ|X, C] is an R-AMS channel
2. for any stationary source [A,X ] with distribution µ,
µνν ′ ≪ µνµν ′η
where η is the stationary output of the hookup µνµ
3. for any R-AMS source [A,X ] with distribution µ,
µνν ′ ≪ µνν ′ ≪ µ νµ ν ′η
where η is the stationary output of the hookup µνµ
Proof. Let µ be the distribution of a stationary source on alphabet A. ν is
R-AMS, thus, by Proposition 4, there exists a quasi-stationary channel νµ
such that
ν(x, .)≪ νµ(x, .) µ.a.e.
and the hookup µνµ is stationary which implies that its output marginal η
is stationary.
η is stationary and ν ′ is R-AMS. By Proposition 4, there exists a quasi-
stationary channel ν ′η such that
ν ′(y, .)≪ ν ′η(y, .) η.a.e.
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and, by Proposition 9, the cascade νµν ′η is quasi-stationary. Thus µνµν ′η is
stationary.
Let O ∈ BAI×BI×CI such that
µνµν ′η(O) = 0
Then
∫
ν ′η(y, Oxy)dµν(x, y) = 0
⇒ ν ′η(y, Oxy) = 0 µν.a.e.
⇒ ν ′(y, Oxy) = 0 µν.a.e.
ν(x, .)≪ ν(x, .) µ.a.e. implies µν ≪ µν. Then
ν ′(y, Oxy) = 0 µν.a.e.
In other words µνν ′ ≪ µνν ′η. Then νν
′ is R-AMS w.r.t. µ.
This closes the proof of the two first statements.
Let µ be an R-AMS source. µ is AMS and recurrent then µ ≪ µ. By
Lemma 9, this implies that µα ≪ µα for any channel [A, α, C]. If α = νν ′,
from the two first statements of the proposition, it follows that
µνν ′ ≪ µνν ′ ≪ µ νµ ν ′η
Proposition 12. Let ν = [A, PY |X , B] and ν
′ = [B,PZ|Y , C] two AMS chan-
nels in cascade.
1. the cascade νν ′ = [A, PZ|X, C] is an AMS channel
2. for any stationary source [A,X ] with distribution µ, µνν ′ ≪a µνµν ′η
where η is the stationary output of the hookup νµ
3. for any AMS source [A,X ] with distribution µ, µνν ′ ≪a µνν ′ ≪a
µ νµ ν ′η where η is the stationary output of the hookup µνµ.
Proof. The cascade ν∞ν
′
∞ is the restriction of the cascade νν
′: ν∞ν
′
∞ =
(νν ′)∞. From Proposition 11, (νν
′)∞ is R-AMS thus νν
′ is AMS. The other
two statements derive from Lemma 5 and Proposition 11.
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11. Quasi-stationary mean of an R-AMS channel with respect to
a stationary source
In this section, the quasi-stationary mean of an R-AMS channel w.r.t a
stationary source is expressed as the limit of the Cesaro mean of a family
of channels induced by the source, the channel and the shifts. First, it is
proved that if, for a (non-recurrent) channel, this expression holds then the
channel is AMS w.r.t the stationary source. Secondly, it is proved that this
expression holds for any channel R-AMS w.r.t. a stationary source. These
results and their proofs generalize (and are adaptation of) those given by [2].
Let [A,X ] be a stationary source with distribution µ and [A, ν, B] a chan-
nel. For any integer i, since µ is stationary, µ is the input marginal of µνT−iAB.
Then there exists a channel [A, νi, B] such that
µνT−iAB = µνi
Proposition 13. Let [A, ν, B] be a channel and [A,X ] be a stationary source
with distribution µ. If, for any G ∈ BBI , the limit
νµ(x,G) = lim
n→∞
1
n
n−1∑
i=0
νi(x,G)
exists µ-a.e. then
• the channel [A, ν, B] is AMS
• the channel [A, νµ, B] is the quasi-stationary mean of [A, ν, B] with re-
spect to the stationary probability µ.
Proof. Let µ be the distribution of a stationary source.
Assume that, for any G ∈ BBI , the following limit exists µ-a.e.
νµ(x,G) = lim
n→∞
1
n
n−1∑
i=0
νi(x,G)
By the Vitali-Hahn-Saks theorem, νµ(x, .) is a probability on the measurable
space (BI ,BBI ). Moreover, for any G ∈ B
I , the function x 7→ νµ(x,G) is
measurable. Then [A, νµ, B] is a channel.
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∀F ∈ BAI , ∀G ∈ BBI ,
∫
F
νµ(x,G)dµ =
∫
F
lim
n→∞
1
n
n−1∑
i=0
νi(x,G)
For any G, (x 7→ 1
n
∑n−1
i=0 νi(x,G))n is a sequence of bounded measurable
functions of x which converges, then:
∫
F
νµ(x,G)dµ = lim
n→∞
1
n
n−1∑
i=0
∫
F
νi(x,G)
= lim
n→∞
1
n
n−1∑
i=0
µνi(F ×G) = lim
n→∞
1
n
n−1∑
i=0
µνT−iAB(F ×G)
Then for any element R of the field generated by rectangles F ×G, the limit
µν(R) = limn→∞
1
n
∑n−1
i=0 µνT
−i
AB(R) exists. From Caratheodory theorem, µν
uniquely extends to a probability µν on the σ-field BAI×AI . Hence µν is
AMS. Moreover µν is stationary and, since µ is stationary, µν = µνµ. This
implies that νµ is quasi-stationary w.r.t µ.
Proposition 14. Let [A, ν, B] be a channel R-AMS w.r.t a stationary source
µ. Then the quasi-stationary mean [A, νµ, B] (w.r.t µ) is such that
∀G ∈ BBI , νµ(x,G) = lim
n→∞
1
n
n−1∑
i=0
νi(x,G) µ-a.e.
Proof. Let [A, ν, B] be an R-AMS channel and µ be the distribution of a
stationary source. ν is AMS, then, ∀F ∈ BAI and ∀G ∈ BBI
µνµ(F ×G) = µν(F ×G) = lim
n→∞
1
n
n−1∑
i=0
µνT−iAB(F ×G)
Since [A, νi, B] is the channel such that µνi = µνT
−i
AB, this implies:
∀F ∈ BAI , ∀G ∈ BBI ,
∫
F
νµ(x,G)dµ = lim
n→∞
1
n
n−1∑
i=0
∫
F
νi(x,G)dµ
µ is stationary and ν R-AMS then µν ≪ µνµ and ∀i ≥ 0, µνT
−i
AB ≪
µνµT
−i
AB = µνµ. Then, ∀i, the Radon-Nikodym derivative fi =
dµνi
dµνµ
exists.
∀F ∈ BAI , ∀G ∈ BBI ,
∫
F
νi(x,G)dµ =
∫
F
∫
G
fi(x, y)dνµdµ
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Thus
νi(x,G) =
∫
G
fi(x, y)dνµ µ-a.e. (3)
Since ∀i, fi =
dµνi
dµνµ
, from Theorem 7 of [13]
lim
n→∞
1
n
n−1∑
i=0
fi(x, y) = 1
Then
lim
n→∞
1G(y).
1
n
n−1∑
i=0
fi(x, y) = 1G(y)
This implies (thanks to Fatou’s lemma):
νµ(x,G) =
∫
1G(y)dνµ ≤ lim inf
n→∞
∫
1G(y).
1
n
n−1∑
i=0
fi(x, y)dνµ
≤ lim inf
n→∞
1
n
n−1∑
i=0
∫
G
fi(x, y)dνµ
By (3)
lim inf
n→∞
1
n
n−1∑
i=0
∫
G
fi(x, y)dνµ = lim inf
n→∞
1
n
n−1∑
i=0
νi(x,G)
Then
νµ(x,G) ≤ lim inf
n→∞
1
n
n−1∑
i=0
νi(x,G)
It also hold that:
νµ(x,G
c) = 1− νµ(x,G) =
∫
1Gc(y)dνµ
≤ lim inf
n→∞
∫
1Gc(y).
1
n
n−1∑
i=0
fi(x, y)dνµ ≤ lim inf
n→∞
1
n
n−1∑
i=0
(1− νi(x,G))
≤ 1 + lim inf
n→∞
1
n
n−1∑
i=0
(−νi(x,G)) ≤ 1− lim sup
n→∞
1
n
n−1∑
i=0
νi(x,G)
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which implies
νµ(x,G) ≥ lim sup
n→∞
1
n
n−1∑
i=0
νi(x,G)
Since
νµ(x,G) ≤ lim inf
n→∞
1
n
n−1∑
i=0
νi(x,G)
then limn→∞
1
n
∑n−1
i=0 νi(x,G) exists and is equal to νµ(x,G).
Lemma 11. ∀G ∈ BBI and ∀i, νi(T
i
Ax,G) = ν(x, T
−i
B G) µT−iA BAI
-a.e.
Proof. For any i, the channel νi is such that , ∀F ∈ BAI and ∀G ∈ BBI :
µνi(F ×G) = µνT
−i
AB(F ×G)
⇒
∫
F
νi(x,G)dµ =
∫
T−i
A
F
ν(x, T−iB G)dµ
µ is stationary then∫
T−iA F
νi(T
i
Ax,G)dµ =
∫
T−iA F
ν(x, T−iB G)dµ
Thus, if µT−i
A
B
AI
is the restriction of µ to the σ-field T−iA BAI , then:
νi(T
i
Ax,G) = ν(x, T
−i
B G) µT−i
A
B
AI
a.e.
In the context of two-sided channels (i.e., considering invertible shifts),
[2] proved that the stationary mean ν of a two-sided AMS channel ν is given
by:
ν(x,G) = lim
n→∞
1
n
n−1∑
i=0
ν(T−iA x, T
−i
B G)
If the shift TA is invertible then T
−i
A BAI = BAI . Then, by Lemma 11:
∀i, νi(T
i
Ax,G) = ν(x, T
−i
B G) µ-a.e.
TA being invertible, substituting T
−i
A x to x, it holds:
νi(x,G) = ν(T
−i
A x, T
−i
B G) µ-a.e.
which, by Proposition 14, gives the result of [2].
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12. Ergodicity of one-sided AMS channels
This section is devoted to a proposition and its corollary which adapt to
one-sided AMS channels some known ergodicity results on two-sided AMS
channels: Theorem 6 of [2], Theorem 3.7 of [6] and Theorem 4.4 of [7] (see also
[9]). For the sake of completeness, it is worth citing Lemma 2.3 (page 28) of
[10] (which gives a sufficient condition for an AMS channel to be ergodic) and
statement (6) of Theorem 4.4 of [7] which both hold for one-sided channels.
Definition 17. A quasi-stationary (resp. AMS) channel [A, ν, B] is ergodic
with respect to a stationary (resp. AMS) ergodic source [A,X ] with distri-
bution µ if the hookup µν is stationary (resp. AMS) and ergodic. A quasi-
stationary (resp. AMS) channel [A, ν, B] is ergodic if it is ergodic with respect
to any stationary (resp. AMS) ergodic source.
Proposition 15. Let [A, ν, B] be an R-AMS channel. The following state-
ments are equivalent:
1. ν is ergodic with respect to ergodic R-AMS sources
2. for any ergodic stationary source [A,X ] with distribution µ, the quasi-
stationary mean νµ is ergodic w.r.t µ
3. for any ergodic stationary source [A,X ] with distribution µ, there is an
ergodic quasi-stationary channel [A, νµ, B] such that
ν(x, .)≪ νµ(x, .) µ-a.e.
4. for any ergodic stationary source [A,X ] with distribution µ, there is an
ergodic R-AMS channel [A, νµ, B] such that
ν(x, .)≪ νµ(x, .) µ-a.e.
Proof.
1 ⇒ 2 Let µ be the distribution of an ergodic stationary source. Then µν is
ergodic recurrent and AMS. µν and µν = µνµ coincide on invariant
events thus µνµ is ergodic. Hence νµ is ergodic w.r.t µ.
2 ⇒ 1 Let µ be the distribution of an ergodic recurrent AMS source. Then
µν ≪ µ νµ. By assumption µ νµ is ergodic, thus so is µν.
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3 ⇒ 2 ν(x, .) ≪ νµ(x, .) µ-a.e. ⇒ µν ≪ µνµ and µνµ is ergodic for any µ
ergodic thus µν is ergodic then µνµ is ergodic.
2 ⇒ 3 choose νµ = νµ
4 ⇒ 3 obvious because a quasi-stationary channel is R-AMS.
3 ⇒ 4 νµ is R-AMS then νµ(x, .) ≪ νµ(x, .) µ.a.e. ; by transitivity of domi-
nance, ν(x, .)≪ νµ(x, .) µ.a.e.
Since the invariant events belong to the tail σ-field, a probability µ is
ergodic if and only if µ∞ is ergodic. Thus µ is AMS and ergodic if and only
if µ∞ is R-AMS and ergodic. The following corollary follows immediately.
Corollary 1. Let [A, ν, B] be an AMS channel. The following statements
are equivalent:
1. ν is ergodic with respect to ergodic AMS sources
2. for any ergodic stationary source [A,X ] with distribution µ, the quasi-
stationary mean νµ is ergodic w.r.t µ
3. for any ergodic stationary source [A,X ] with distribution µ, there is an
ergodic quasi-stationary channel [A, νµ, B] such that
ν(x, .)≪a νµ(x, .) µ∞-a.e.
4. for any ergodic stationary source [A,X ] with distribution µ, there is an
ergodic AMS channel [A, νµ, B] such that
ν(x, .)≪a νµ(x, .) µ∞-a.e.
13. Quasi-stationary mean of an ergodic R-AMS channel with re-
spect to an ergodic R-AMS source
In this section, it is proved that, considering an ergodic R-AMS chan-
nel [A, ν, B], its quasi-stationary mean w.r.t an ergodic R-AMS source with
distribution µ is equal to its quasi-stationary mean w.r.t µ: νµ = νµ. A
consequence is that Proposition 14 gives an expression of νµ. Moreover, if
µ1 and µ2 are two ergodic R-AMS source distributions, then νµ1 and νµ2 are
either identical or mutually singular.
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Proposition 16. Let [A, ν, B] be an ergodic R-AMS channel. Then, the
quasi-stationary mean of ν with respect to an ergodic and R-AMS source
[A,X ] with distribution µ equals µ-a.e. the quasi-stationary mean of ν with
respect to the stationary mean µ of µ:
νµ = νµ µ-a.e. and µ-a.e.
Proof. Let µ be the distribution of an ergodic R-AMS source and [A, ν, B]
an ergodic R-AMS channel. µ is dominated by its stationary mean: µ≪ µ.
Then, by Lemma 9, µν ≪ µν. ν being R-AMS and µ being stationary,
µν ≪ µν = µ νµ. Thus µν ≪ µ νµ
Moreover ν being R-AMS and µ being R-AMS, µν ≪ µν = µ νµ.
Then µν is dominated by µ νµ and µ νµ which are ergodic and stationary
probabilities on the space (AI×BI ,BAI×BI ). By [9], Lemma 1, page 75, two
ergodic and stationary probabilities on the same space are either identical or
mutually singular. The two probabilities µ νµ and µ νµ dominate the same
probability so they cannot be mutually singular. They are thus identical:
µ νµ = µ νµ. This implies:
νµ = νµ µ-a.e. and µ-a.e.
Proposition 17. Let [A, ν, B] be an ergodic R-AMS channel. Let [A,X1]
and [A,X2] be two ergodic R-AMS sources with respective distributions µ1
and µ2. Then
• either the quasi-stationary means of ν with respect to µ1 and µ2 are
equal and this holds if and only if the stationary means of µ1 and µ2
are equal
µ1 = µ2 ⇔ νµ1 = νµ2
• or the quasi-stationary means of ν w.r.t µ1 and µ2 are mutually singular
µ1-a.e and µ2-a.e and this holds if and only if the stationary means of
µ1 and µ2 are mutually singular
µ1 ⊥ µ2 ⇔ νµ1(x, .) ⊥ νµ2(x, .) µ1-a.e. and µ2-a.e.
Proof. Let µ1 and µ2 be the distributions of two ergodic R-AMS sources.
Their ergodic stationary means µ1 and µ2 are either identical or mutually
singular.
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If µ1 = µ2, thanks to Proposition 16, νµ1 = νµ1 = νµ2 = νµ2 . Moreover,
being ergodic and stationary probabilities on the same space, µ1 νµ1 and
µ2 νµ2 are either identical or mutually singular.
It should be noticed that µ1 = µ2 if and only if µ1 νµ1 = µ2 νµ2 and thus
µ1 ⊥ µ2 if and only if µ1 νµ1 ⊥ µ2 νµ2
Assume that µ1 ⊥ µ2. Then µ1 νµ1 ⊥ µ2 νµ2 . There exists a set Ω ∈
BAI×BI such that µ1 νµ1(Ω) = 1 and µ2 νµ2(Ω) = 0. Thus
νµ1(x,Ωx) = 1 µ1-a.e.
and∫ ∫
νµ2(x,Ωx)dµ1dµ2 =
∫ ∫
νµ2(x,Ωx)dµ2dµ1 =
∫
µ2 νµ2(Ω)dµ1 = 0
This implies that ∫
νµ2(x,Ωx)dµ1 = 0
and then
νµ2(x,Ωx) = 0 µ1-a.e.
Symmetrically,
νµ1(x,Ω
c
x) = 0 µ2-a.e.
and
νµ2(x,Ω
c
x) = 1 µ2-a.e.
which gives νµ1(x,Ωx) = 1 and νµ2(x,Ωx) = 0 µ1-a.e. and µ2-a.e. or equiva-
lently νµ1(x, .) ⊥ νµ2(x, .) µ1 and µ2-a.e.
A remark is that, in case of non-singular shift, the quasi-stationary mean
of a non-ergodic R-AMS channel ν w.r.t an R-AMS probability µ is equivalent
to the quasi-stationary mean of ν w.r.t to the stationary mean µ of µ: µν ≡
µ νµ and (since µ ≡ µ) µν ≡ µν and µν ≡ µ νµ, then µ νµ ≡ µ νµ which
implies νµx ≡ νµx µ.a.e. and µ.a.e.
Appendix A. Proof of Lemma 8
Proof of Lemma 8 relies on the following two lemmas.
Lemma 12. Let B′ be the set {O ∈ B/µ(O \ ∪k≥1T
−kO) = 0} where B is a
σ-field of a sequence space. Then B′ is stable by countable union.
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Proof. Let (Oi)i be a countable family of elements of B
′. Then
µ((∪i≥0Oi) \ (∪k≥1T
−k(∪i≥0Oi)) = µ((∪i≥0Oi) \ (∪i≥0 ∪k≥1 T
−kOi))
(A ∪ B) \ (C ∪D) ⊂ (A \ C) ∪ (B \D), then:
µ((∪i≥0Oi) \ (∪k≥1T
−k(∪i≥0Oi)) ≤ µ(∪i≥0(Oi \ ∪k≥1T
−kOi))
µ((∪i≥0Oi) \ (∪k≥1T
−k(∪i≥0Oi)) ≤
∑
i≥0
µ(Oi \ ∪k≥1T
−kOi) = 0
Thus ∪i≥0Oi ∈ B
′.
Lemma 13. Let (Ω,B, T, η) a dynamical system. Let B′ be the set {E ∈
B/T−1E ⊂ E and η(T−1E) = η(E)}. Then B′ is stable by countable union.
Proof. Let (Ei)i be a countable family of elements of B
′. Then
T−1(∪iEi) = ∪iT
−1(Ei) ⊂ ∪iEi
and
η((∪iEi) \ ∪iT
−1(Ei)) ≤ η(∪i(Ei \ T
−1(Ei)) ≤
∑
i
η(Ei \ T
−1(Ei)) = 0
Then ∪iEi ∈ B
′
Proof of Lemma 8.
(1) ⇒ (2) Any element of the field F is a finite union of rectangles. Then
any countable union of field elements is a countable union of rectangles.
By (1) and Lemma 12, (2) holds.
(2) ⇒ (3) Let O ∈ BAI×BI . The probability η on (A
I ×BI ,BAI×BI ) is the
extension of the set function η on the field generated by the rectangles
and verifies:
η(O) = inf
(Ri)i≥0/O⊂∪i≥0Ri
η(∪i≥0Ri)
where the families (Ri)i≥0 are countable covers of O made of elements
of the field generated by the rectangles (see [11]). Let ǫ > 0, then there
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exist countable families of field elements (Ri)i≥0 and (R
′
i)i≥0 respec-
tively covering O and Oc such that:
η(∪i≥0Ri)−
ǫ
2
< η(O) ≤ η(∪i≥0Ri)
η(∪i≥0R
′
i)−
ǫ
2
< η(Oc) ≤ η(∪i≥0R
′
i)
Let α = ∪i≥0Ri and β = ∪i≥0R
′
i. Obviously T
−k
ABβ
c ⊂ T−kABO ⊂ T
−k
ABα
for any k. Then:
O \ ∪k≥1T
−k
ABO ⊂ α \ ∪k≥1T
−k
ABβ
c ⊂ (βc \ ∪k≥1T
−k
ABβ
c) ∪ (α \ βc)
βc is a countable union of elements of the field generated by rectangles
then, by (2), βc is a recurrent event. Moreover, η(α \ βc) < ǫ. Then
η(O \ ∪k≥1T
−k
ABO) < ǫ. This holds for any ǫ > 0, then
η(O \ ∪k≥1T
−k
ABO) = 0
The event O is recurrent.
(3) ⇔ (6) This is Theorem 7.3 of [11] (page 218).
(6) ⇒ (4) This is obvious.
(4) ⇒ (5) Any element of the field F is a finite union of rectangles. Then
any countable union of field elements is a countable union of rectangles.
By (4) and Lemma 13, (5) holds.
(5) ⇒ (2) Let B′′ be the set of countable unions of elements of the field
F . Let E ∈ B′′. Let E∗ = ∪i≥1T
−1
ABE. For any rectangle F × G,
T−1ABF×G = T
−1
A F×T
−1
B G is also a rectangle. Then E
∗ ∈ B′′. Moreover,
T−1AB(E
∗) ⊂ E∗. Let E ′ = E ∪ E∗. E ′ ∈ B′′ and T−1AB(E
′) ⊂ E ′. Then,
by (5):
η(E ′ \ T−1AB(E
′)) = 0
Then
η(E ∪ E∗ \ E∗) = η(E \ E∗) = 0
Then (2) holds.
(2) ⇒ (1) This is obvious.
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Corrections to One-sided asymptotically mean
stationary channels
Franc¸ois Simon1
Telecom SudParis, 9 rue Charles Fourier, 91011 Evry, FRANCE
As it is stated and proved, Lemma 5 in [2] is not correct. It is wrongly
claimed that, in the proof of Theorem 3 of [1], the stationarity of η is used
only in proving µ≪a η ⇒ µ∞ ≪ η∞.
Lemma 6, Proposition 6 and Proposition 12 of [2] rely on Lemma 5.
Lemma 6 and Proposition 12 can be left unchanged since the reference to
Lemma 5 in their proofs can be changed to a reference to Theorem 3 of [1].
Lemma 5 is invoked in the proof of Proposition 6 to prove that statements
(3), (4) and (5) are equivalent. Follows a corrected form of Proposition 6.
Statements (1), (2) and (3) are left unchanged. Statements (4) and (5) are
modified as well as the proof of equivalence of statements (3), (4) and (5).
Proposition 6. The following statements are equivalent:
1. the channel [A, ν, B] is AMS
2. the channel restriction [A, ν∞, B] is R-AMS
3. the channel [A, ν, B] is AMS with respect to any stationary source
4. for any stationary source [A,X ] with distribution µ there exists a quasi-
stationary channel νµ such that ν(x, .) ≪
a Sνµ(x, .) µ-a.e. where
Sνµ(x, .) is the stationary mean of νµ(x, .)
5. for any AMS source [A,X ] with distribution µ there exists a quasi-
stationary channel νµ such that ν(x, .) ≪
a Sνµ(x, .) µ-a.e. where
Sνµ(x, .) is the stationary mean of νµ(x, .)
Proof. (2)⇔(1) and (3)⇔(1) c.f. [2]
Email address: Francois.Simon@telecom-sudparis.eu (Franc¸ois Simon )
1Institut Mines-Telecom ; Telecom SudParis ; CITI
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(4)⇔(3) It should be first noticed that if a channel [A, α,B] is quasi-stationary
w.r.t to the distribution µ of a stationary source [A,X ] then α(x, .) is
AMS µ-a.e. Indeed:
∀n ∈ N,
1
n
n−1∑
i=0
α(x, T−iB G) =
1
n
n−1∑
i=0
α(T iAx,G) µ-a.e.
µ is stationary thus, thanks to the pointwise ergodic theorem, α(x,G) =
limn→∞
1
n
∑n−1
i=0 α(T
i
Ax,G) exists and α(x,G) = α(TAx,G) µ-a.e.
Then α(x,G) = limn→∞
1
n
∑n−1
i=0 α(x, T
−i
B G) exists and, by the Vitali-
Hahn-Saks theorem, is a stationary probability. Moreover the channel
Sα = {α(x, .), x ∈ AI} is quasi-stationary w.r.t µ (i.e., µSα is station-
ary):
Sα(TAx,G) = α(TAx,G) = α(x,G) = α(x, T
−1
B G) = Sα(x, T
−1
B G) µ-a.e.
Another remark is that, for a stationary probability µ, if a property is
true µ-a.e. then it is true µ∞-a.e.: µ(Ω) = 1⇒ µ(lim supn→∞(T
−n
A Ω)) =
1 and lim supn→∞(T
−n
A Ω) belongs to the tail σ-field.
Let ν be such that (4) holds and let [A,X ] be a stationary source with
distribution µ: ν(x, .) ≪a Sνµ(x, .) µ-a.e. By Theorem 3 of [1], this
implies that ν∞(x, .)≪ (Sνµ(x, .))∞ µ-a.e. since Sνµ(x, .) is stationary.
Then, thanks to Lemma 10, this implies that (µν)∞ ≪ (µSνµ)∞. Then,
by Lemma 6, µν ≪a µSνµ. Hence ν is AMS w.r.t. µ.
Let ν such that (3) holds and let [A,X ] be a stationary source with
distribution µ. µν is AMS then µν ≪a µνµ. Thanks to Theorem 3
of [1], since µνµ is stationary, (µν)∞ ≪ (µνµ)∞. But, by Lemma 10,
(µνµ)∞ ≪ (µSνµ)∞, thus µ∞ν∞ ≪ µ∞(Sνµ)∞. Thanks to Lemma
10, it holds that ν∞(x, .) ≪ (Sνµ(x, .))∞ µ-a.e.. Then, by Lemma 6,
ν(x, .)≪a Sνµ(x, .) µ-a.e.
(5)⇔(4) It is obvious that (5) implies (4).
Assume (4) and let [A,X ] be an AMS source with distribution µ. µ
exists and is stationary then, by (4), there exists a quasi-stationary
channel νµ such that ν(x, .)≪
a Sνµ(x, .) µ-a.e.
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