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Although a wealth of data have elucidated the structure and physiology of neuronal circuits, we still only have
a very limited understanding of how behavioral learning is implemented at the network level. An emerging
crucial player in this implementation is disinhibition—a transient break in the balance of excitation and inhi-
bition. In contrast to thewidely held view that the excitation/inhibition balance is highly stereotyped in cortical
circuits, recent findings from behaving animals demonstrate that salient events often elicit disinhibition of
projection neurons that favors excitation and thereby enhances their activity. Behavioral functions ranging
from auditory fear learning, for which most data are available to date, to spatial navigation are causally linked
to disinhibition in different compartments of projection neurons, in diverse cortical areas and at timescales
ranging from milliseconds to days, suggesting that disinhibition is a conserved circuit mechanism contrib-
uting to learning and memory expression.Introduction
The neuronal mechanisms of associative learning have been un-
der intense investigation for many decades. At the macroscopic
level, this work has been very successful in identifying the brain
areas involved in the acquisition, consolidation, and expression
of different learning tasks (Fanselow and Poulos, 2005; Frank-
land and Bontempi, 2005; LeDoux, 2000). A parallel line of
research has provided an in-depth understanding of the cellular
and molecular mechanisms of plasticity at excitatory synapses
as a necessary component of memory formation (Bliss and Col-
lingridge, 1993;Malenka and Bear, 2004;Martin andClark, 2007;
Martin et al., 2000; Nabavi et al., 2014; Neves et al., 2008; Nicoll
and Malenka, 1995; Sah et al., 2008; Sjo¨stro¨m et al., 2008; Whit-
lock et al., 2006). In contrast to these well-understood levels of
organization, the most important unresolved issues today relate
to the events in local neuronal microcircuits during learning and
memory (Neves et al., 2008). At this mesoscopic level, associa-
tive learning manifests as a change in information processing by
neuronal circuits. But due to the great complexity of these net-
works and their emergent properties, several fundamental ques-
tions have remained open: how is plasticity induced during
learning (i.e., which afferent pathways put the circuit into a plas-
tic state) and which local circuit elements are affected by these
signals? And how does learning-related plasticity in turn alter
the function of the local circuit (i.e., which aspects of stimulus en-
coding are changed to mediate memory expression), and how
does previous experience affect the circuit’s plasticity state?
While these topics will keep the community busy for years to
come, a strong body of recent data indicates that disinhibi-
tion—transient and selective breaks in the excitation/inhibition
balance—is causally involved in all these functions.
One of the most robust and ubiquitous findings in neurosci-
ence is that projection neurons process information at a tightly264 Neuron 88, October 21, 2015 ª2015 Elsevier Inc.controlled balance of excitation and inhibition. For instance, dur-
ing sensory processing in neocortex, presentation of a sensory
stimulus invariably recruits inhibition in addition to excitation,
leaving the excitation/inhibition balance approximately unper-
turbed (Gabernet et al., 2005; Isaacson and Scanziani, 2011;
Wehr and Zador, 2003; Xue et al., 2014). This is at first glance
a paradoxical situation that also claims amajor part of the brain’s
energy consumption (Buzsa´ki et al., 2007) but has important
functions. First, it ensures temporally precise firing of projection
neurons: afferent excitation to cortical structures is transmitted
to both projection cells and interneurons, whichmediate feedfor-
ward inhibition of projection neurons after a delay of a few milli-
seconds, thus creating a very brief window of opportunity for
firing (Gabernet et al., 2005; Pouille and Scanziani, 2001; Wehr
and Zador, 2003; Wilent and Contreras, 2005). Second, different
inhibitory interneuron types selectively connect to different sub-
cellular compartments of projection neurons such as the axon
initial segment, the perisomatic, and different dendritic regions
(Fishell and Rudy, 2011; Klausberger and Somogyi, 2008), and
inhibition thus has the power to dynamically regulate the pro-
cessing of specific inputs, their interactions, and plasticity (Gi-
don and Segev, 2012; Miles et al., 1996; Pouille et al., 2013).
Third, appropriately timed inhibition is crucially involved in the
generation andmaintenance of network oscillations, which serve
to organize information processing temporally and to coordinate
communication between different brain areas (Buzsa´ki and
Wang, 2012; Fries, 2009). A fourth important functional conse-
quence of synaptic inhibition is response selectivity: projection
neurons in sensory neocortex for instance are often highly selec-
tive for certain features of external stimuli, and stimulus discrim-
ination is also a crucial factor during learning and memory
expression. GABAergic inhibition in general (Chen and Jen,
2000; Katzner et al., 2011; Kyriazi et al., 1996; Wang et al.,
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Lee et al., 2012;Wilson et al., 2012) are crucial for this tuning, sug-
gesting that inhibition is a dominant factor mediating the selec-
tivity of projection neuron responses. Finally, inhibition is crucially
involved in adjusting the input-output relationship or gain of the
projection neuron network. Gain control is a general attribute of
neuronal circuits (Salinas and Thier, 2000) and in its simplest
form can normalize the average activity of neurons across a
wide range of input strengths, with little or no effect on stimulus
selectivity. In cortex, one mechanism producing this form of
gain control is that stronger stimuli recruit more feedforward inhi-
bition,making it harder for excitation to fireprojectioncells (Isaac-
sonandScanziani, 2011; Pouille et al., 2009). Recent studies sug-
gest that parvalbumin-positive (PV) interneurons targeting the
perisomatic domain of projection neurons can fulfill this function
in visual cortex (Atallah et al., 2012; Wilson et al., 2012).
It is important to note that the concept of tightly regulated exci-
tation/inhibition balance in cortical networks has largely been
derived from experiments on sensory physiology, where inhibi-
tion and excitation are recruited by the same sensory stimulus
while the behavioral state of the animal is kept constant. In
contrast, gating by disinhibition has long been recognized as a
central processing motif in the basal ganglia, which perform ac-
tion selection by relieving defined target neurons from ongoing
inhibition (Chevalier and Deniau, 1990; Goldberg et al., 2013).
While simulations suggest that regulation of inhibition indepen-
dent of and by other factors than excitation can selectively
gate the processing of specific signals also in cortical circuits
(Kremkow et al., 2010; Vogels and Abbott, 2009), only recent ev-
idence accumulated using cell-type-specific recordings (Kerr
and Denk, 2008; Lima et al., 2009; Royer et al., 2010) and activity
perturbations (Sternson and Roth, 2014; Zhang et al., 2007)
under behaviorally relevant conditions has demonstrated that
cortical inhibition can indeed bemodulated independent of exci-
tation. A fundamental discovery in circuit neuroscience is thus
that inhibition dynamically orchestrates circuit activity according
to the current processing requirements of the animal (Kepecs
and Fishell, 2014; Poorthuis et al., 2014; Roux and Buzsaki,
2014), and this capacity may be another important reason for
the ubiquity of inhibition. Consistent with the fact that inhibition
is strong during baseline circuit function, a recurring observation
in these recent studies has been that salient stimuli, experience,
and the animal’s internal state can cause disinhibition in cortex, a
selective and transient reduction of synaptic inhibition received
by projection neurons that significantly changes their computa-
tions. Reductions in inhibition can be mediated by a variety
of subcellular, cellular, and network mechanisms (Froemke,
2015). Here, we focus mainly on forms of disinhibition caused
by reduced firing of different interneuron types, since this mech-
anism has been most extensively studied in relation to the
animals’ behavior. Cortical disinhibition has now been linked to
brain functions ranging from sensorimotor integration (Lee
et al., 2013; Xu et al., 2012) to social behavior (Cohen and Miz-
rahi, 2015; Marlin et al., 2015; Owen et al., 2013; Yizhar et al.,
2011) and attention (Sridharan and Knudsen, 2014; Vogels and
Abbott, 2009; Zhang et al., 2014b). However, the strongest and
most comprehensive evidence to date has been obtained in ex-
periments addressing learning and memory, in particular audi-tory fear conditioning. The emerging picture from this work is
that disinhibition occurs in diverse cortical areas at timescales
ranging from milliseconds to days and that different disinhibitory
circuits targeting distinct sub-cellular domains of projection neu-
rons are causally related to learning, memory expression, and
regulation of the circuit’s plasticity state. While disinhibition
has thus been firmly established as an essential processing
motif, a full understanding of its mechanisms, consequences,
and behavioral relevance requires much further investigation,
and some of these open questions will be discussed in the
concluding section of the review.
Initial Evidence for Disinhibition in Learning
In 1964, Young proposed a model of learning where ‘‘in the un-
trained condition.pathways are held inhibited.by the action
of small cells.[with] inhibitory collaterals.Learning would
then consist in removal of inhibition from one path’’ (Young,
1964). It had thus been proposed for a long time that inhibition
and disinhibition play key roles in learning and memory forma-
tion. While strong and unspecific disinhibition is deleterious to
any brain function and causes epilepsy, a number of early exper-
imental studies using mild pharmacological and genetic manip-
ulations of inhibition provided evidence consistent with the
notion that inhibition restrains learning. Systemic or local inter-
ventions that increase GABAergic function during learning can
interfere with the acquisition of aversive (Brioni et al., 1989; Da-
vis, 1979; Harris and Westbrook, 1995; Sanger and Joly, 1985)
and spatial memory (Arolfo and Brioni, 1991; McNaughton and
Morris, 1987). Conversely, manipulations thatmildly decrease in-
hibition often lead to better learning (Brioni et al., 1989; Izquierdo
et al., 1993). While phasic GABAergic transmission likely plays a
major role in these effects, there is also good evidence for a
similar constraining effect on memory by extrasynaptic, tonic in-
hibition, which is regulated at a much slower timescale and likely
much more global in its action (Farrant and Nusser, 2005;
Semyanov et al., 2004). In the hippocampus, tonic inhibition is
mediated by GABAA receptors containing the alpha-5 subunit
(Caraiscos et al., 2004; Fritschy and Mohler, 1995), and genetic
and pharmacological manipulations decreasing this current
lead tomarked enhancement of hippocampus-dependent mem-
ory such as spatial learning (Chambers et al., 2003; Collinson
et al., 2006; Collinson et al., 2002) and trace fear conditioning
(Martin et al., 2010), likely due to enhanced memory acquisition
and expression but not consolidation (Collinson et al., 2006).
In addition to these experimental manipulations of GABAergic
function, there is also evidence suggesting that memory acquisi-
tion and/or consolidation can be associated with physiologically
reduced inhibition. Fear conditioning for instance causes down-
regulation of several genes associated with inhibition, such as
glutamic acid decarboxylase (the GABA synthesizing enzyme;
Bergado-Acosta et al., 2008; Heldt and Ressler, 2007) several
types of GABAA-receptors, and the GABAA-receptor scaffolding
protein gephyrin (Chhatwal et al., 2005; Heldt and Ressler, 2007).
Consistently, the amplitude and frequency of spontaneous inhib-
itory currents in lateral amygdala projection neurons are reduced
after fear conditioning and retrieval (Lin et al., 2009).
Together, these data are consistent with disinhibition as an
important mechanism enabling acquisition and expression ofNeuron 88, October 21, 2015 ª2015 Elsevier Inc. 265
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address several crucial questions: is physiological disinhibition
indeed involved in learning and memory? In which tasks does
disinhibition occur, and when is it required for learning? What
is the time course of disinhibition during acquisition and expres-
sion of memory? Which afferent pathways produce disinhibi-
tion? Which local interneuron types mediate disinhibition, and
which subcellular domain of local projection neurons do they
contact? How do potentially different forms of disinhibition affect
computations in projection neurons? Does disinhibition affect
all local projection neurons equally, or is it specific for certain
groups or even for specific inputs to certain groups?
Disinhibition in Fear Learning
Auditory fear conditioning performed by pairing an initially
neutral tone (conditioned stimulus [CS]) with a mildly aversive,
inescapable stimulus (unconditioned stimulus [US]) is a powerful
model system for investigating the plasticity of neuronal circuits
and the mechanisms of associative learning and memory
expression (Duvarci and Pare, 2014; LeDoux, 2000; Maren and
Quirk, 2004; Pape and Pare, 2010). One key advantage of this
paradigm is that the timing of the CS and the US can be precisely
controlled, enabling dissection of the underlying neuronal mech-
anisms at high temporal resolution. In addition, the neuronal
circuitry underlying this form of learning has been thoroughly
investigated. This work identified the basolateral amygdala as
a key brain areawhere associative synaptic plasticity at glutama-
tergic sensory afferents is induced by convergence of CS- and
US-related input (LeDoux, 2000; Maren and Quirk, 2004; Pape
and Pare, 2010). More recent work suggests that the amygdala
functions as a vital hub integrating information from several
different brain areas (Herry and Johansen, 2014). For instance,
auditory cortex (areas A1 and AuV) contributes to acquisition
of fear conditioning (Herry and Johansen, 2014; LeDoux, 2000;
Romanski and LeDoux, 1992), and recent evidence suggests
that this pathway is essential for fear learning to complex tones
(Letzkus et al., 2011; Peter et al., 2012). In addition, emerging
evidence suggests that the dorso-medial prefrontal cortex is crit-
ically involved in the flexible control of fear expression (Herry and
Johansen, 2014; Sotres-Bayon and Quirk, 2010).
Disinhibition Recruited by Unconditioned Stimuli
Auditory fear conditioning as well as several other forms of asso-
ciative learning causes prominent long-lasting plastic changes of
CS responses in auditory cortex (Quirk et al., 1997; Schreiner
and Polley, 2014; Suga and Ma, 2003; Weinberger, 2007). This
form of plasticity depends on neocortical acetylcholine release
from basal forebrain afferents (Ji et al., 2005; Schreiner and Pol-
ley, 2014; Suga and Ma, 2003; Weinberger, 2007), and pairing of
tones with basal forebrain stimulation elicits changes in auditory
cortex that are similar to those observed with fear learning (Kil-
gard and Merzenich, 1998; Suga and Ma, 2003; Weinberger,
2007). Froemke and colleagues (2007) used whole-cell record-
ings in anesthetized rats to investigate how pairing of auditory
stimuli with stimulation of the basal forebrain affects tone-
evoked synaptic input. Acetylcholine release caused a reduction
of tone-evoked inhibition, which was already apparent after a
few seconds. This was followed by an enhancement of excit-
atory transmission, which took much longer to develop and266 Neuron 88, October 21, 2015 ª2015 Elsevier Inc.was specific for the paired tone. Thus, the primary effect of pair-
ing is a break in the excitation/inhibition balance, which leads to
greater action potential firing and higher incidence of burst firing
in the recorded neurons. Given that effective voltage-clamp is
limited to proximal sites in large neurons (Williams and Mitchell,
2008), it appears likely that the observed effects are of periso-
matic origin. In contrast to the rapid onset, re-balancing of
excitation and inhibition at the paired tone frequency takes
approximately 2 hr to complete. These data suggest that disinhi-
bition induced by acetylcholine release gates the induction of
LTP at excitatory synapses activated by the paired tone
(Froemke et al., 2007).
How is disinhibition implemented in the local circuit, and how
does it contribute to learning at the behavioral level? Letzkus and
colleagues (2011) investigated the circuit mechanisms of audi-
tory cortex plasticity during acquisition of auditory fear condi-
tioning. They observed that foot-shocks, which drive learning
in this paradigm, elicit strong, time-locked firing in the majority
of layer 1 interneurons of auditory cortex. This response is medi-
ated by acetylcholine release from basal forebrain afferents acti-
vating nicotinic receptors on these interneurons (Figure 1B).
Layer 1 interneurons are recruited 50–60 ms after foot-shock
onset, approaching the speed of conventional synaptic trans-
mission and consistent with recent in vitro measurements em-
ploying optogenetic stimulation of cholinergic axons (Bennett
et al., 2012; Poorthuis et al., 2014). In line with the diffuse nature
of basal forebrain projections, similar foot-shock responses are
present in visual cortex, suggesting that this signal is widespread
throughout cortex.
Layer 1 contains two main types of interneurons, which are
both depolarized from rest by acetylcholine acting on nicotinic
receptors: interneurons with a simple axonal arbor (sometimes
referred to as single bouquet cells) that preferentially contact
deeper layer interneurons and neurogliaform cells displaying a
dense axonal plexus that supply inhibition to both projection
cells and interneurons (Christophe et al., 2002; Chu et al.,
2003; Jiang et al., 2013; Lee et al., 2014; Letzkus et al., 2011;
Wozny and Williams, 2011). Consistent with inhibition from layer
1 simple axon cells, foot-shocks cause inhibition of fast-spiking
PV interneurons in layer 2/3, which supply strong inhibition to the
perisomatic domain of projection neurons (Hu et al., 2014; Mark-
ram et al., 2004). In turn, this leads to a reduction of spontaneous
and feedforward inhibition in projection cells. Notably, a minority
of layer 1 interneurons is inhibited by foot-shocks (Letzkus et al.,
2011), and recent experiments suggest that these may corre-
spond to neurogliaform cells that are inhibited by acetylcholine
during ongoing firing (Brombas et al., 2014). Since neurogliaform
cells directly target deeper layer projection neurons (Jiang et al.,
2013), this mechanism constitutes a potential second source of
disinhibition.
Rapid recruitment by aversive foot-shocks and air-puffs has
also been observed for interneurons expressing vasoactive in-
testinal peptide (VIP) in auditory cortex (Pi et al., 2013). Since
VIP interneurons can be activated by acetylcholine (Alitto and
Dan, 2012; Fu et al., 2014; Lee et al., 2010; Porter et al., 1999),
it appears likely that their recruitment during aversive stimulation
wasmediated by acetylcholine, although this was not addressed
directly. VIP interneurons in turn mainly target other interneurons
Figure 1. Disinhibition Recruited by Unconditioned Stimuli
(A) Unconditioned Stimuli driving acquisition of fear conditioning (A) cause disinhibition of projection neurons, increase stimulus-induced activity, and enhance
associative learning in both auditory cortex and the amygdala.
(B) The US activates cholinergic neurons in the basal forebrain, triggering release of acetylcholine (ACh). In auditory cortex ACh rapidly activates inhibitory in-
terneurons in layer 1 (L1) and likely also VIP-expressing interneurons in deeper cortical layers. Layer 1 and VIP interneurons in turn provide phasic inhibition to their
main targets, PV- and SOM-expressing interneurons, causing disinhibition of the entire somatodendritic domain of projection neurons. Activation of this
microcircuit by the US increases projection neuron responses to concomitantly presented auditory stimuli, and enhances associative learning. Adapted from
Froemke et al. (2007), Letzkus et al. (2011), and Pi et al. (2013).
(C) A similar mechanism mediates fear learning in the basolateral amygdala. Both PV- and SOM-expressing interneurons are strongly inhibited during the US.
As in auditory cortex, this leads to phasic disinhibition of the entire somatodendritic domain of projection cells in the amygdala, causes an increase of their
US-induced activity, and enhances associative learning. The source of disinhibition in the amygdala has not been identified, but in analogy to auditory cortex
VIP-expressing interneurons are a likely candidate. Adapted from Wolff et al. (2014).
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tially target the distal dendrites of projection neurons and PV
interneurons (Da´vid et al., 2007; Pfeffer et al., 2013). VIP inter-
neuron activation can thereby effectively disinhibit projection
neurons (Pi et al., 2013). In summary, acetylcholine release dur-
ing an aversive stimulus can potentially recruit three independent
pathways leading to disinhibition of projection cells.
Projection neuron disinhibition by foot-shocks strongly in-
creases their suprathreshold responses to concomitantly pre-
sented tones (Letzkus et al., 2011), likely due to an increase in
response gain (Atallah et al., 2012; Wilson et al., 2012). Disinhibi-
tion may thus gate the induction of plasticity at the synapses
activated by the tone, which could in turn contribute to the mem-
ory trace. To test whether disinhibition during the foot-shock is
required for learning, they performed fear conditioning and opto-
genetically activated PV interneurons selectively during and
briefly after the foot-shock, counteracting the observed reduc-
tion in firing of these cells. This manipulation during learning to
complex tones causes a strong deficit in fear memory on the
next day, indicating that disinhibition is required for memory for-
mation (Letzkus et al., 2011).
Disinhibition is emerging as a general mechanism of aversive
learning that is not limited to neocortex (Figure 1C). During fear
learning, PV interneurons in the basolateral amygdala are also
strongly inhibited by foot-shocks (Wolff et al., 2014). Further-
more, optogenetic manipulations of PV interneuron activity dur-
ing the foot-shock strongly affect the strength of the acquired
fear memories. Similar to auditory cortex optogenetic activation
of PV cells, counteracting their physiological inhibition impairs
fear learning, whereas optogenetic inhibition during the foot-
shock enhances memory acquisition (Wolff et al., 2014). These
results directly demonstrate that the strength of aversive mem-
ories is under bi-directional control of amygdala PV interneuron
activity.Importantly, recordings from identified SOM interneurons
show an inhibition during the foot-shock very similar to the inhi-
bition of PV cells (Wolff et al., 2014). The origin of the inhibition of
amygdala PV and SOM interneurons remains to be investigated.
Based on results from other cortical regions (Pfeffer et al., 2013;
Pi et al., 2013), VIP interneurons are a likely candidate. Together,
the inhibition of both PV cells, targeting the perisomatic region
of projection neurons, and SOM cells, targeting the distal den-
drites, are expected to lead to disinhibition of projection neurons
along their entire somatodendritic tree, in turn boosting the foot-
shock-induced activation of projection neurons.
Together, these studies firmly establish disinhibition as an
important mechanism by which salient events like foot-shocks
rapidly modulate processing of simultaneously presented stim-
uli in cortical projection neurons (Figure 1). A parallel, indepen-
dent line of investigation has provided compelling evidence
indicating that the level of activity of projection neurons during
learning is a key factor that determines which cells are re-
cruited to the memory trace. For instance, overexpression
of the transcription factor CREB in the amygdala increases
both neuronal excitability and the probability of projection neu-
rons to enter a fear memory trace (Han et al., 2007; Kim et al.,
2014; Zhou et al., 2009), and similar effects can be observed
upon pharmacogenetic and optogenetic activity manipulation
(Yiu et al., 2014). Together with the data reviewed here, the
most parsimonious interpretation of these results is that disin-
hibition mediates behavioral learning by increasing projec-
tion neuron excitability, thereby boosting their responses to
concomitantly presented CS. Stronger firing in response to
CS in turn is likely to gate induction of synaptic plasticity (Bliss
and Collingridge, 1993; Malenka and Bear, 2004; Martin et al.,
2000; Nicoll and Malenka, 1995; Sjo¨stro¨m et al., 2008), which
is required for memory formation. Indeed, a recent study pro-
vided direct evidence that disinhibition can facilitate inductionNeuron 88, October 21, 2015 ª2015 Elsevier Inc. 267
Figure 2. Disinhibition Recruited by Conditioned Stimuli
(A1 and B1) Disinhibition evoked by auditory conditioned stimuli enhances
neuronal and behavioral responses during memory acquisition (A1) and
expression (B1).
(A2) During auditory fear learning, the CS causes a phasic shift in the excitation/
inhibition balance along the somatodendritic axis of projection neurons in the
basolateral amygdala. PV-expressing interneurons are activated by the CS.
While this leads to an increase in perisomatic inhibition onto projection neu-
rons, PV cells also inhibit dendrite-targeting SOM-expressing interneurons,
recruiting simultaneous disinhibition of projection neuron dendrites. The
dendrites of projection neurons also receive the majority of excitatory auditory
inputs, and the CS-induced disinhibition of the same compartment serves to
enhance CS responses. This boosting of auditory responses results in
enhanced associative learning. The function of the simultaneously increased
perisomatic inhibition remains to be determined. Adapted from Wolff et al.
(2014).
(B2) Disinhibition is also crucially involved in memory expression. Presentation
of a previously fear-conditioned auditory stimulus (CS) causes phasic inhibi-
tion of PV interneurons in the dorso-medial prefrontal cortex. The resulting
disinhibition enhances the CS responses of projection cells. In parallel, phasic
disinhibition causes a phase reset of ongoing theta oscillations, leading to a
subsequent increase in synchronous firing of projection neurons. Together,
these effects result in a boosting of memory expression and in increased fear
responses. The source of inhibition of PV interneurons by the CS remains to be
identified. Adapted from Courtin et al. (2014).
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Holtmaat, 2012).
Interestingly, a functionally opposite mechanism has been
observed in hippocampus during contextual fear conditioning.
In contrast to the disinhibition in auditory cortex and the amyg-
dala, foot-shocks activate SOM interneurons targeting the distal
dendrites of CA1 projection neurons (Lovett-Barron et al., 2014).
This activation of SOM interneurons is mediated by recruitment268 Neuron 88, October 21, 2015 ª2015 Elsevier Inc.of cholinergic afferents from the medial septum and in turn
causes an increase in dendritic inhibition onto projection neu-
rons in CA1 that curtails activation of these cells by foot-shock
evoked excitation. Contrary to the effects of PV interneuron ac-
tivity manipulations in auditory cortex and the amygdala (see
above), inactivation of hippocampal SOM interneurons during
the US impairs the formation of contextual fear memory, while
inactivation of PV interneurons has no effect. It was suggested
that increased dendritic inhibition is required to exclude the
foot-shock from the contextual fear memory, ensuring that the
context alone can lead to recall of the fear memory (Lovett-Bar-
ron et al., 2014). Why amygdala and auditory cortex have circuit
mechanismsmediating convergence of CS and US, whereas the
hippocampus seems to actively separate these representations,
is presently unknown.
Disinhibition Recruited by Conditioned Stimuli
Pavlovian learning depends on convergence of activity evoked
by both the US and theCS.While foot-shocks cause an inhibition
of both PV- and SOM-expressing interneurons in the amygdala,
leading to a disinhibition of projection neurons across their entire
somatodendritic axis, a different disinhibitory mechanism con-
trols activation of projection neurons by the CS during fear
learning (Figure 2A) (Wolff et al., 2014). Conditioned auditory
stimuli robustly activate PV-expressing interneurons in the
amygdala, most likely in a form of feedforward inhibition through
direct sensory input from auditory thalamus and auditory cortex
(Sah et al., 2003; Woodson et al., 2000). The resulting increase in
perisomatic inhibition in projection neurons would in turn be ex-
pected to reduce their recruitment by the CS. Surprisingly, addi-
tional optogenetic activation of PV cells increases projection
neuron responses to the CS. In addition, optogenetic activation
of PV interneurons during the CS enhances fear learning,
whereas PV cell inhibition impairs learning (Wolff et al., 2014).
These counterintuitive results can be explained by the connec-
tivity pattern of PV-expressing interneurons (Figure 2A). As
shown previously in the hippocampus (Lovett-Barron et al.,
2012), PV-expressing interneurons in the amygdala target not
only projection neurons but also SOM-expressing interneurons
that connect to projection neuron dendrites (Wolff et al., 2014).
Thus, activation of PV interneurons by the tone can lead to inhi-
bition of SOM interneurons and disinhibition of projection cell
dendritic trees—the site where auditory inputs arrive (McDonald,
1998). In line with a dominant role of dendritic inhibition in pro-
cessing of the CS, optogenetic activation of SOM interneurons
virtually abolishes tone responses in projection neurons and
reduces fear learning, whereas optogenetic inhibition has the
opposite effect (Wolff et al., 2014). The emerging picture is
thus that activation of amygdala projection neurons by the CS
is governed by interactions between PV and SOM interneurons,
leading to subcellular reallocation of inhibition (Figure 2A).
Increases in perisomatic inhibition are overcome by dendritic
disinhibition during the CS, which is the crucial factor enhancing
projection cell tone responses and fear learning.
Perisomatic inhibition is strategically localized to control the
gain of projection neuron responses in a global fashion affecting
the entire set of synaptic inputs (Atallah et al., 2012; Wilson et al.,
2012). In contrast, dendritic trees compartmentalize and actively
shape synaptic integration in a computationally much richer
Neuron
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dritic inhibition. Regenerative depolarizations termed dendritic
spikes are a dominant mechanism by which distal excitatory
input causes action potential firing (Larkum et al., 2009). These
events can be exquisitely sensitive to dendritic inhibition (Larkum
et al., 1999), and relief of SOM interneuron-mediated inhibition
strongly enhances dendritic spikes (Gentet et al., 2012; Lovett-
Barron et al., 2012). Dendritic spikes are an important factor
for induction of activity-dependent synaptic plasticity, particu-
larly in distal dendrites (Golding et al., 2002; Humeau and Lu¨thi,
2007; Kampa et al., 2007), providing amechanism by which den-
dritic disinhibition gates plasticity induction during learning. In
addition, dendritic spikes bias the output of projection neurons
toward firing of high-frequency action potential bursts (Gentet
et al., 2012; Larkum et al., 1999; Lovett-Barron et al., 2012; Wolff
et al., 2014), which can transmit information much more reliably
to downstream targets than single action potentials (Lisman,
1997). A second important consequence of dendritic inhibition
is that it can dynamically control the compartmentalization of
dendritic function, at levels ranging from single spines and den-
dritic branches to entire dendritic domains (Higley, 2014). Single
SOM-expressing Martinotti cells in neocortex, for instance,
establish on average 12 synaptic contacts with layer 5 pyramidal
neuron dendrites (Silberberg and Markram, 2007), suggesting
that a given Martinotti cell selectively inhibits just a small fraction
of the dendritic tree (Cichon andGan, 2015). Compartmentalized
dendritic disinhibition during learning could thus select specific
excitatory inputs or dendritic branches for plasticity induction,
adding a level of specificity that goes beyond a simple gating
function.
Disinhibition during Memory Expression
In addition to its role in memory acquisition, disinhibition is also a
key factor governing expression of auditory fear memories. Pre-
sentation of the CS causes strong, phasic inhibition of a subset
of PV-positive interneurons in dorso-medial prefrontal cortex
selectively when mice display a fear reaction (Courtin et al.,
2014). This disinhibition is required for memory expression,
and—in contrast to the amygdala (Wolff et al., 2014)—optoge-
netic inhibition of PV cells proved sufficient to induce freezing
in naive mice, indicating that this form of disinhibition is both
necessary and sufficient for memory expression. Disinhibition
in turn contributes to stronger responses of projection neurons
to tones that likely drive fear expression in downstream areas
such as the amygdala (Courtin et al., 2014). Intriguingly, brief in-
hibition of PV interneurons also causes a phase reset of ongoing
theta oscillations in dorso-medial prefrontal cortex, thereby syn-
chronizing the subsequent firing of projection cells for a few theta
cycles (Figure 2B). Although not directly addressed in the other
studies discussed here, phase resetting of oscillations may
prove to be an important consequence of disinhibition in general.
For instance, an attractive hypothesis is that the US, which is
likely conveyed by the cholinergic system to large parts of
neocortex, the hippocampus, and the amygdala, may serve to
reset and synchronize ongoing oscillations in these brain areas,
thereby facilitating subsequent information exchange between
them (Buzsa´ki and Wang, 2012; Fries, 2009). This study thus
demonstrates that disinhibition is an important mechanism
enhancing responses to sensory stimuli, which in addition togating synaptic plasticity and inducing memory formation, can
also allow for the expression of previously acquired memories.
Long-Term Disinhibition Controlling the Circuit
Plasticity State
Beyond its acute role in learning and memory expression, long-
term disinhibition is also emerging as a crucial regulator of the
plasticity state of cortical circuits. Critical period plasticity in vi-
sual cortex is one well-understood paradigm used to investigate
how plasticity induction changes during development. Closing
one eye during the critical period leads to permanent loss
of cortical responsivity, termed ocular dominance plasticity
(Hensch, 2005; Levelt and Hu¨bener, 2012). While it has been
well established that maturation of the inhibitory system, in
particular of PV interneurons, is crucial for critical period onset
(Hensch, 2005; Hensch et al., 1998; Levelt and Hu¨bener,
2012), the physiological mechanisms underlying enhanced plas-
ticity during the critical period as well as the factors leading to
critical period closure are still not fully understood. Kuhlman
and colleagues (2013) investigated the early circuit effects of
monocular deprivation and observed a strong reduction in PV
interneuron responses to visual stimulation of both eyes after
1 day of deprivation (Figure 3A). This form of disinhibition ismedi-
ated by a reduction of excitatory transmission to PV interneurons
and in turn strongly increases visual responses of projection
neurons elicited by stimulation of the open eye. Boosting inhibi-
tion during deprivation prevents ocular dominance plasticity,
whereas pharmacogenetic inhibition of PV interneurons in adult
mice enables this form of plasticity, consistent with the effects
of a general reduction of inhibition (Harauzov et al., 2010). These
results suggest that a transient reduction of PV interneuron-
mediated inhibition is sufficient to enable ocular dominance
plasticity (Kuhlman et al., 2013), and similar observations from
barrel cortex suggest that this may be a general mechanism of
critical period plasticity (Gambino and Holtmaat, 2012; Shao
et al., 2013).
A central role of PV interneurons in ocular dominance plasticity
is further underpinned by the fact that removal of perineuronal
nets surrounding these cells leads to reopening of the critical
period in adult animals (Pizzorusso et al., 2002), possibly by
reducing PV interneuron-mediated inhibition (Saghatelyan
et al., 2001). Interestingly, a similar critical period governs the
mechanisms of fear memory extinction, and formation of peri-
neuronal nets in the amygdala causes the switch from juvenile
to adult forms of extinction (Gogolla et al., 2009a). Visual cortex
critical period plasticity has also been demonstrated to depend
on nicotinic acetylcholine receptor function, providing a potential
link to the mechanisms of adult learning-related plasticity dis-
cussed above. Lynx1 is an endogenous inhibitor of nicotinic
acetylcholine receptor signaling whose upregulation is required
for critical period closure (Morishita et al., 2010). Interestingly,
while Lynx1 knockout animals display robust ocular dominance
plasticity also as adults, this effect is abolished by pharmacolog-
ically enhancing GABAergic inhibition. Together, this suggests
that the cholinergic system may participate in causing disinhibi-
tion during critical period plasticity, potentially through recruit-
ment of layer 1 and/or VIP interneurons (see above, Fu et al.,
2014, 2015; Letzkus et al., 2011; Pi et al., 2013).Neuron 88, October 21, 2015 ª2015 Elsevier Inc. 269
Figure 3. Long-Term Disinhibition
Controlling the Circuit Plasticity State
Disinhibition acting on prolonged timescales of up
to several days controls the potential for plasticity
induction in neuronal circuits of developing and
adult animals.
(A) The enhanced potential for plasticity induction
in visual cortex during the critical period is medi-
ated by disinhibition. One day of visual deprivation
during the critical period reduces the strength of
excitatory inputs to PV-expressing interneurons in
visual cortex. This reduced excitatory drive leads
to lowered visual responses of PV interneurons
and a release of projection neurons from peri-
somatic inhibition. The resulting disinhibition of
projection neurons strongly increases visual re-
sponses and mediates ocular dominance plas-
ticity in visual cortex. Adapted from Kuhlman et al.
(2013).
(B) Adult hippocampal plasticity can be regulated
by learning-induced, long-term disinhibition. The
start of spatial learning in the Morris water maze
causes an increase in activity of VIP-expressing
interneurons, which in turn inhibit PV interneurons.
The resulting disinhibition of projection neu-
rons allows for increased structural plasticity
during spatial learning. In addition, this state of
reduced inhibition and enhanced plasticity is
associated with improved performance in other
hippocampus-dependent tasks like novel object recognition. The disinhibited circuit state persists for several days, until task acquisition is completed. Sub-
sequently, PV interneuron-mediated inhibition is enhanced, and the network reverts to a less plastic state in which the acquired memories are less susceptible to
modifications. Adapted from Donato et al. (2013).
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neuron-mediated inhibition is also affected by previous learning
experiences in adult animals, in turn influencing how readily
further information is stored in the circuit (Donato et al., 2013). Do-
nato and colleagues provide converging evidence from hippo-
campus and motor cortex suggesting that the acquisition phase
of incremental learning tasks (Morris water maze and rotarod
learning, respectively) is associated with prolonged reduction of
inhibition by PV interneurons (Figure 3B), manifesting as reduced
expression of PV in those cells. In the hippocampus, this low-PV
network state is associated with amplified inhibitory drive from
VIP interneurons toPV cells and in turn causes increased turnover
of excitatory synapses and better performance in a novel object
recognition task. Interestingly, PV cell-mediated inhibition re-
mains low as long as the animals are learning (i.e., as long as a
mismatch between predicted and actual outcome occurs in the
task). Conversely, learning completion is associated with oppo-
site changes: it increases the number of excitatory inputs toPV in-
terneurons, leading to stronger PV cell-mediated inhibition in the
circuit. In addition, both structural plasticity at excitatory synap-
ses and novel object recognition are reduced. These data reveal
a formof adult circuitmetaplasticity, inwhichpreviousexperience
affects subsequent plasticity induction by bi-directional modula-
tionofPV interneuronactivity levels. Thecircuit statewith reduced
PV interneuron-mediated inhibition is likely to facilitate further
learning, memory consolidation, and/or retrieval, whereas the
high-PV state might promote the establishment of strong mem-
ories that are relatively resistant to modification.
Conclusions and Outlook
The findings reviewed here indicate that disinhibition is a key
mechanism for circuit plasticity, learning, and memory retrieval.270 Neuron 88, October 21, 2015 ª2015 Elsevier Inc.Disinhibition on timescales ranging from milliseconds to days, in
diverse brain areas, and different cellular compartments of pro-
jection neurons, has now been causally linked to learning and
memory expression. This suggests that one reason for the ubiq-
uity of inhibition in neuronal networks during baseline conditions
may be the potential to disinhibit them according to the current
behavioral requirements of the animal. Although disinhibition is
thus clearly a fundamental processing motif in the brain, its
precise mechanisms and consequences are only starting to
emerge. These issues are not only relevant for research on
memory but also for numerous other brain functions in which
disinhibition is proving to be involved. In the concluding section
of this review, we discuss important open questions for this
future research.
Disinhibitory Circuits
The afferent systems that can recruit disinhibition are crucial de-
terminants of its time course, specificity, and information con-
tent, but they are little characterized so far. These pathways
fall into three broad categories: neuromodulators, long-range
inhibitory projections, and glutamatergic input to (dis)inhibitory
interneurons. For neuromodulation, the lion’s share of available
data implicates the cholinergic system, which can elicit neocor-
tical disinhibition at timescales ranging from tens of milliseconds
(Bennett et al., 2012; Letzkus et al., 2011; Poorthuis et al., 2014)
to many seconds (Froemke et al., 2007; Fu et al., 2014), and it re-
mains to be determined whether amygdala disinhibition during
US is also mediated by acetylcholine. Importantly, in addition
to cholinergic receptors, both neocortical layer 1 and VIP inter-
neurons also express ionotropic serotonin receptors (Foehring
et al., 2002; Lee et al., 2010), suggesting that the raphe nucleus
may be able to elicit similar disinhibition in cortex. Moreover,
Neuron
Reviewrecent results indicate that oxytocin, a neuromodulator involved
in parental and social behavior, can also cause a reduction of PV
interneuron-mediated inhibition in hippocampus (Owen et al.,
2013) and auditory cortex (Marlin et al., 2015). How the effects
of these different modulators interact during behavior is impor-
tant to address, especially since neuromodulatory systems are
strongly interconnected and therefore likely to often be co-
active. In parallel to the cholinergic fibers, both the basal fore-
brain and the medial septum also send strong GABAergic
long-range projections to neocortex, amygdala, and hippocam-
pus. These afferents primarily target local interneurons (Freund
and Antal, 1988; Freund and Meskenaite, 1992; McDonald
et al., 2011) and can thereby elicit disinhibition in their target
structures (To´th et al., 1997). GABAergic neurons in both the
medial septum and the basal forebrain are multimodal and can
be strongly activated by aversive stimuli (Kaifosh et al., 2013;
Lin and Nicolelis, 2008), suggesting that they may play an impor-
tant role in aversive learning and other brain functions.
A common feature of all the aforementioned systems is their
diffuse projection pattern, which is thought to lead to wide-
spread action with relatively low content of specific information.
This suggests that the disinhibition recruited by these afferents
likely conveys a single signal or state that is broadly broad-
casted, such as salience for acetylcholine or social context for
oxytocin. Consistent with this notion, imaging of synaptic bou-
tons of subcortical GABAergic and cholinergic afferents in cortex
indicates a high degree of correlated activity with little informa-
tion about the specific stimulus or state that recruited their acti-
vation (Eggermann et al., 2014; Kaifosh et al., 2013). In contrast,
glutamatergic feedback projections from higher areas of
neocortex can recruit disinhibition in a potentially much more
specific manner (Lee et al., 2013; Zhang et al., 2014b). For
instance, afferents from frontal cortex can evoke localized disin-
hibition of small parts of primary visual cortex (Zhang et al.,
2014b), providing much more information than the simple gating
mechanism described above. It will be important to determine
whether these systems can also selectively disinhibit certain
types of projection neuronswhile leaving others in the vicinity un-
affected, or certain subcellular domains of projection neurons,
thereby specifically boosting the processing of defined signals.
At the level of local circuits, a better understanding of the inter-
neuron types mediating disinhibition is required, especially since
recordings almost invariably show response heterogeneity in cell
types defined by expression of a single marker (Alitto and Dan,
2012; Courtin et al., 2014; Fu et al., 2014; Letzkus et al., 2011;
Wolff et al., 2014), and since to date most of the recordings of
these interneurons have been performed from the supragranular
layers of neocortex. For instance, while VIP interneurons as a
population can clearly mediate projection neuron disinhibition
(Da´vid et al., 2007; Fu et al., 2014; Pfeffer et al., 2013; Pi et al.,
2013), upon closer inspection they fall apart into several morpho-
logically and physiologically distinct types of interneurons (Fish-
ell and Rudy, 2011) about whose role in circuit function we know
very little. A major objective for the future will thus be to use
emerging approaches employing marker intersection to deter-
mine the roles of more defined interneuron types in the intact cir-
cuit (Fenno et al., 2014; Taniguchi et al., 2011; Xue et al., 2014). A
second critical area is identification of new markers, especiallyfor populations such as layer 1 interneurons for which no specific
markers are described so far.
This review focuses primarily on forms of disinhibition that are
mediated by reduced action potential firing in interneurons, since
this mechanism has been most extensively investigated in rela-
tionship to the animals’ behavior. However, in vitro experiments
have demonstrated that presynaptically localized neuromodula-
tor receptors can also directly affect the release probability of
inhibitory synapses. For instance, neocortical PV interneurons
express muscarinic acetylcholine receptors and serotonin re-
ceptors on their axon terminals whose activation causes disinhi-
bition of projection neurons by direct reduction of GABA release
(Kruglikov and Rudy, 2008). This form of modulation can occur
without changes in interneuron excitability and thus cannot be
detected by somatic recording approaches. Instead, simulta-
neous measurement of somatic activity and synaptic release
probability of interneurons are required to determine under
which behavioral conditions inhibitory transmission is directly
modulated. An indirect form of release probability modulation
is recruited by the neuromodulator oxytocin, which increases
the firing rate of fast-spiking interneurons in hippocampal CA1
(Owen et al., 2013). This in turn reduces spontaneous firing of
projection neurons but, counterintuitively, also leads to more
faithful transmission of evoked signals by projection neurons.
This is due to strongly reduced feedforward inhibition, caused
by use-dependent depression of the inhibitory synapses.
Notably, other manipulations that increase the activity of fast-
spiking interneurons have similar disinhibitory effects. In addi-
tion, several othermechanisms canmodulate synaptic inhibition,
such as retrograde endocannabinoid signaling (Castillo et al.,
2012), changes in the reversal potential of GABAergic currents,
and changes in GABA receptor composition (Kullmann et al.,
2012; Woodin et al., 2003). Together, these findings underscore
that neuronal circuits are complex systems whose activity is
difficult to predict, especially since different disinhibitory mech-
anisms can interact in the intact circuit, highlighting the impor-
tance of constraining circuit function analyses by performing
them under defined behavioral conditions.
Effects on Projection Neuron Computations
Inhibition controls key aspects of projection neuron computa-
tions (see Introduction), and the data reviewed here suggest
that this control is dynamically regulated by the behavioral de-
mands of the animals. A common observation in these studies
is that disinhibition enhances projection neuron responses to
sensory stimuli. Stronger firing during learning in turn is likely to
bias the disinhibited projection neurons into the memory trace
(Han et al., 2007; Kim et al., 2014; Yiu et al., 2014; Zhou et al.,
2009). In its most basic form, disinhibition alone can leave pro-
jection neuron activity unchanged (Atallah et al., 2012; Fu
et al., 2014; Letzkus et al., 2011; but see Pi et al., 2013; Wolff
et al., 2014), suggesting that it can function purely as a permis-
sive gate that enhances response gain for concomitantly
presented stimuli or other signals. Under these conditions, the
specificity of projection neuron responses will only depend on
the information content of their excitatory input. This simple
mechanism has been suggested to underlie fear learning, where
aversive stimuli likely cause disinhibition of visual as well asNeuron 88, October 21, 2015 ª2015 Elsevier Inc. 271
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Reviewauditory cortex, and the resulting memory trace may be deter-
mined in a bottom-up fashion by whether salient visual or audi-
tory stimuli are presented during learning (Letzkus et al., 2011).
Alternatively or in parallel to this, disinhibition itself could impose
selectivity: specific types of projection neurons may experience
a greater reduction in inhibition than others, as has been sug-
gested for auditory cortex (Pi et al., 2013), and this may in turn
bias those cells to enter the memory trace. A testable hypothesis
is for instance that principal neurons projecting to fear-related
areas receive greater disinhibition during foot-shocks. Since
suprathreshold activity can be due to both reduced inhibition
and increased excitation, this issue will best be addressed
with whole-cell recordings from different identified projection
neurons.
Disinhibition can also affect the selectivity of projection
neuron responses to sensory stimuli: pharmacological disinhibi-
tion by block of GABAA receptors (affecting all local inhibition
unspecifically) deteriorates stimulus tuning in auditory (Wang
et al., 2000), visual (Katzner et al., 2011), and barrel cortex (Kyr-
iazi et al., 1996). In contrast, more subtle optogenetic reduction
of PV interneuron firing to levels observed during foot-shocks
(Letzkus et al., 2011) only slightly affects projection neuron tun-
ing in visual cortex (Atallah et al., 2012). Disinhibition evoked by
optogenetic activation of VIP interneurons preserves orientation
selectivity in visual cortex (Fu et al., 2014) but broadens fre-
quency tuning in auditory cortex (Pi et al., 2013), and it remains
to be determined whether these differences are due to cortical
area or whether they are caused by methodological aspects
such as light intensity during optogenetic stimulation or animal
state. Notwithstanding, fear conditioning and other forms of
learning are invariably associated with stimulus generalization,
which is regulated by inhibition (Bergado-Acosta et al., 2008;
Shaban et al., 2006). A plausible hypothesis that needs to be
tested is therefore that the degree of disinhibition evoked by
the US is a key determinant of behavioral stimulus generaliza-
tion during fear learning.
Generation and maintenance of network oscillations also crit-
ically depends on inhibition, and an interesting effect of disinhi-
bition is that it can cause a phase reset of ongoing oscillations
(Courtin et al., 2014). In turn, this leads to greater synchrony of
subsequent oscillation cycles and increased spike locking of
projection neurons to the oscillation. While this consequence
of disinhibition has not been explored in any detail so far, there
are good reasons to believe that it has important functional impli-
cations (Canavier, 2015): increased synchrony and spike locking
are prerequisites for induction of timing-dependent forms of syn-
aptic plasticity (Dan and Poo, 2006; Sjo¨stro¨m et al., 2008), and
phase resetting could thus gate plasticity induction. In addition,
coherent spiking will drive downstream structures more effec-
tively and thereby enhance stimulus encoding. Since several of
the afferent systems that recruit disinhibition project widely to
many brain areas, their activation could provide a simultaneous
reset signal for ongoing oscillations in different areas, which
in turn would lead to more coherence and more efficient inter-
area communication (Buzsa´ki and Wang, 2012; Fries, 2009).
Testing whether and how this mechanism contributes to learning
and memory expression will require the capacity to selectively
induce phase shifts of oscillations without strongly perturbing272 Neuron 88, October 21, 2015 ª2015 Elsevier Inc.other aspects of circuit function, which can be achieved for
instance by closed-loop optogenetic manipulations (Grosenick
et al., 2015).
Disinhibition in Other Brain Functions
Disinhibition has emerged as a fundamental processing motif in
behaving animals over the last few years. In the context of
learning and memory expression, this research has so far
strongly been focused on fear conditioning and long-term
changes in circuit state, and it will be important to determine
whether disinhibition plays a similarly central role in other forms
of learning. A promising and well-controlled starting point for this
investigation would be appetitive Pavlovian conditioning, since
both the cholinergic basal forebrain (Richardson and DeLong,
1991) and neocortical VIP interneurons (Pi et al., 2013) can be
activated by reward. Beyond memory, disinhibition has been
observed under several behavioral conditions including social
behavior (Marlin et al., 2015; Owen et al., 2013), whisking (Gentet
et al., 2012; Lee et al., 2013), locomotion (Fu et al., 2014), and
attention (Zhang et al., 2014b), and it will be important to deter-
mine in which other brain functions disinhibition is causally
involved. Investigation of disinhibition has started to reveal
important principles of how neuronal computations are adjusted
to the behavioral requirements of the animal in an adaptive way.
This also suggests that maladaptive disinhibition and perturba-
tions of the E/I balance may be causally related to cognitive
impairments observed in several neurological disorders such
as schizophrenia (Lisman et al., 2008), intellectual disability
(Zhang et al., 2014a), and autism (Gogolla et al., 2009b; Nelson
and Valakh, 2015). Research on disinhibition may therefore
also foster a mechanistic understanding of the underlying
causes of these disorders and help in the targeted development
of better therapeutic approaches.
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