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Abstract: There is increasing interest in the problem of nonparametric re-
gression with high-dimensional predictors. When the number of predictors
D is large, one encounters a daunting problem in attempting to estimate a
D-dimensional surface based on limited data. Fortunately, in many applica-
tions, the support of the data is concentrated on a d-dimensional subspace
with d≪ D. Manifold learning attempts to estimate this subspace. Our fo-
cus is on developing computationally tractable and theoretically supported
Bayesian nonparametric regression methods in this context. When the sub-
space corresponds to a locally-Euclidean compact Riemannian manifold,
we show that a Gaussian process regression approach can be applied that
leads to the minimax optimal adaptive rate in estimating the regression
function under some conditions. The proposed model bypasses the need to
estimate the manifold, and can be implemented using standard algorithms
for posterior computation in Gaussian processes. Finite sample performance
is illustrated in an example data analysis.
AMS 2000 subject classifications: Primary 62H30, 62-07; secondary
65U05, 68T05.
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1. Introduction
Dimensionality reduction in nonparametric regression is of increasing interest
given the routine collection of high-dimensional predictors. Our focus is on the
regression model
Yi = f(Xi) + ǫi, ǫi ∼ N(0, σ2), i = 1, . . . , n, (1.1)
where Yi ∈ R, Xi ∈ RD, f is an unknown regression function, and ǫi is a residual
having variance σ2. We face problems in estimating f accurately due to the
moderate to large number of predictors D. Fortunately, in many applications,
the predictors have support that is concentrated near a d-dimensional subspace
M. If one can learn the mapping from the ambient space to this subspace, the
∗Supported by grant ES017436 from the National Institute of Environmental Health Sci-
ences (NIEHS) of the National Institutes of Health (NIH).
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dimensionality of the regression function can be reduced massively from D to
d, so that f can be much more accurately estimated.
There is an increasingly vast literature on subspace learning, but there re-
mains a lack of approaches that allow flexible non-linear dimensionality reduc-
tion, are scalable computationally to moderate to largeD, have theoretical guar-
antees and provide a characterization of uncertainty. [9] directly constructed a
non-stationary Gaussian process prior on a known manifold though rescaling
the solutions of the heat equation. However, in many cases, the manifold is not
known in advance.
With this motivation, we focus on Bayesian nonparametric regression meth-
ods that allowM to be an unknown Riemannian manifold. One natural direction
is to choose a prior to allow uncertainty in M, while also placing priors on the
mapping from xi to M, the regression function relating the lower-dimensional
features to the response, and the residual variance. Some related attempts have
been made in the literature. [35] propose a logistic Gaussian process model,
which allows the conditional response density f(y|x) to be unknown and chang-
ing flexibly with x, while reducing dimension through projection to a linear
subspace. Their approach is elegant and theoretically grounded, but does not
scale efficiently as D increases and is limited by the linear subspace assump-
tion. Also making the linear subspace assumption, [29] proposed a Bayesian
finite mixture model for sufficient dimension reduction. [28] instead propose a
method for Bayesian nonparametric learning of an affine subspace motivated by
classification problems.
There is also a limited literature on Bayesian nonlinear dimensionality reduc-
tion. Gaussian process latent variable models (GP-LVMs) [21] were introduced
as a nonlinear alternative to PCA for visualization of high-dimensional data.
[20] proposed a related approach that defines separate Gaussian process regres-
sion models for the response and each predictor, with these models incorporating
shared latent variables to induce dependence. The latent variables can be viewed
as coordinates on a lower dimensional manifold, but daunting problems arise in
attempting to learn the number of latent variables, the distribution of the latent
variables, and the individual mapping functions while maintaining identifiability
restrictions. [10] instead approximate the manifold through patching together
hyperplanes. Such mixtures of linear subspace-based methods may require a
large number of subspaces to obtain an accurate approximation even when d is
small.
It is clear that probabilistic models for learning the manifold face daunting
statistical and computational hurdles. In this article, we take a very different
approach in attempting to define a simple and computationally tractable model,
which bypasses the need to estimate M but can exploit the lower-dimensional
manifold structure when it exists. In particular, our goal is to define an approach
that obtains a minimax-optimal adaptive rate in estimating f , with the rate
adaptive to the manifold and smoothness of the regression function. Surprisingly,
we show that this can be achieved with a simple Gaussian process prior.
Section 2 provides background and our main results. Section 3 discusses two
approaches to construct intrinsic dimension adaptive estimators. Section 4 con-
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tains a toy example and a simulation study of finite sample performance relative
to competitors. Section 5 provides auxiliary results that are crucial for proving
the main results. Technical proofs are deferred to Section 6. A review of neces-
sary geometric properties and selected proofs are included in Section 7 and 8 in
the appendix.
2. Gaussian Processes on Manifolds
2.1. Background
Gaussian processes (GP) are widely used as prior distributions for unknown
functions. For example, in the nonparametric regression (1.1), a GP can be
specified as a prior for the unknown function f . In classification, the conditional
distribution of the binary response Yi is related to the predictor Xi through a
known link function h and a regression function f as Yi|Xi ∼ Ber
[
h{f(Xi)}
]
,
where f is again given a GP prior. The following developments will mainly focus
on the regression case. The GP with squared exponential covariance is a com-
monly used prior in the literature. The law of the centered squared exponential
GP {Wx : x ∈ X} is entirely determined by its covariance function,
Ka(x, y) = EWxWy = exp(−a2||x− y||2), (2.1)
where the predictor domain X is a subset of RD, ||·|| is the usual Euclidean norm
and a is a length scale parameter. Although we focus on the squared exponential
case, our results can be extended to a broader class of covariance functions
with exponentially decaying spectral density, including standard choices such as
Mate´rn, with some elaboration. We use GP (m,K) to denote a GP with mean
m : X → R and covariance K : X × X → R.
Given n independent observations, the minimax rate of estimating a D-
variate function that is only known to be Ho¨lder s-smooth is n−s/(2s+D) [32].
[38] proved that, for Ho¨lder s-smooth functions, a prior specified as
WA|A ∼ GP (0,KA), AD ∼ Ga(a0, b0), (2.2)
for Ga(a0, b0) the Gamma distribution with pdf p(t) ∝ ta0−1e−b0t leads to the
minimax rate n−s/(2s+D) up to a logarithmic factor (log n)β with β ∼ D adap-
tively over all s > 0 without knowing s in advance. The superscript in WA
indicates the dependence on A, which can be viewed as a scaling or inverse
bandwidth parameter.
In many real problems, the predictor X can be represented as a vector in high
dimensional Euclidean space RD, where D is called the ambient dimensionality.
When D is large, assumptions are required to conquer the notorious curse of di-
mensionality. One common assumption requires that f only depends on a small
number d≪ n of components of the vector X that are identified as important.
In the GP prior framework, [31] proposed to use “spike and slab” type point
mass mixture priors for different scaling parameters for each component of X to
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Fig 1. In this data, 72 size 128 × 128 images were taken for a “lucky cat” from different
angles: one at every 5 degrees of rotation. 36 images are displayed in this figure.
do Bayesian variable selection. Assuming the function is flat in all but d direc-
tions, [3] showed that a dimension-specific scaling prior for inverse bandwidth
parameters can lead to a near minimax rate for anisotropic smooth functions.
We instead assume that the predictor lies on a manifold M of intrinsic dimen-
sion d with d ≪ D. An example is shown in Fig.1. These data ([27]) consist of
72 images of a “lucky cat” taken from different angles 5◦, 10◦, . . .. The predictor
X ∈ R1282 is obtained by vectorizing the 128× 128 image. The response Y is a
continuous function f of the rotation angle θ ∈ [0, 2π] satisfying f(0) = f(2π),
such as sin or cos functions. Intuitively, the predictor X concentrates on a circle
in D = 1282-dim ambient space and thus the intrinsic dimension d of X is equal
to one, the dimension of the rotation angle θ.
2.2. Bayesian regression on manifold
WhenX ∈M with the manifoldM d-dimensional, a natural question is whether
we can achieve the intrinsic rate n−s/(2s+d) for f Ho¨lder s-smooth without
estimating M.
[17] and [18] used random projection trees to partition the ambient space
and constructed a piecewise constant estimator based on the partition. The
authors showed that their estimator has a convergence rate at least n−1/(2+k)
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for Lipschitz continuous functions that is adaptive to the intrinsic dimension
d, where k is guaranteed to be of order O(d log d). A more general framework
is considered in [6] and [5], which covers the case where covariates lie on a
low dimensional manifold in RD. They studied partition-based estimators and
proved an n−r/(2r+1) rate, where r depends on how well the truth f can be
approximated by their class. However, it is not clear whether their class of
piecewise polynomial functions in RD can adapt to the manifold structure.
[40] showed that a least squares regularized algorithm with an appropriate
d dependent regularization parameter can ensure a convergence rate at least
n−s/(8s+4d)(logn)2s/(8s+4d) for functions with Ho¨lder smoothness s ≤ 1. [4]
proved that local polynomial regression with bandwidth dependent on d can
attain the minimax rate n−s/(2s+d) for functions with Ho¨lder smoothness s ≤ 2.
However, similar adaptive properties have not been established for a Bayesian
procedure. In this paper, we will prove that a GP prior on the regression func-
tion with a proper prior for the scaling parameter can lead to the minimax rate
for functions with Ho¨lder smoothness s ≤ {2, γ − 1}, where γ is the smooth-
ness of the manifold M. Moreover, we describe two approaches to construct an
intrinsic dimension adaptive estimator based on this GP prior in Section 3. In
the remainder of this section, we first propose the model, and then provide a
heuristic argument explaining the possibility of manifold adaptivity.
Analogous to (2.2), we propose the prior for the regression function f as
WA|A ∼ GP (0,KA), Ad ∼ Ga(a0, b0), (2.3)
where d is the intrinsic dimension of the manifold M and Ka is defined as in
(2.1) with || · || the Euclidean norm of the ambient space RD. Adaptation to
unknown intrinsic dimensionality is considered in Section 3. Although the GP
in (2.3) is specified through embedding in the RD ambient space, we essentially
obtain a GP onM if we view the covariance function Ka as a bivariate function
defined on M×M. Moreover, this prior has two major differences with usual
GPs or GP with Bayesian variable selection:
1. Unlike GP with Bayesian variable selection, all predictors are used in the
calculation of the covariance function Ka;
2. The dimension D in the prior for inverse bandwidth A is replaced with
the intrinsic dimension d.
Intuitively, one would expect that geodesic distance should be used in the
squared exponential covariance function (2.1). However, there are two main ad-
vantages of using Euclidean distance instead of geodesic distance. First, when
geodesic distance is used, the covariance function may fail to be positive defi-
nite. In contrast, with Euclidean distance in (2.1), Ka is ensured to be positive
definite. Second, for a given manifoldM, the geodesic distance can be specified
in many ways through different Riemannian metrics on M. However different
geodesic distances are equivalent to each other and to the Euclidean distance on
R
D. Therefore, by using the Euclidean distance, we bypass the need to estimate
geodesic distance, but still reflect the geometric structure of the observed predic-
tors in terms of pairwise distances. In addition, although we use the full data in
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the calculation of the covariance function, computation is still fast for moderate
sample sizes n regardless of the size of D since only pairwise Euclidean distances
among D-dimensional predictors are involved whose computational complexity
scales linearly in D.
In this work, we primarily focus on compact manifolds without boundary.
The study of manifolds with boundaries is beyond the scope of our current
work. A difference occurs because any boundary of a manifold has a smaller
dimensionality than the intrinsic dimension of the manifold. As a consequence,
in order to achieve optimal rate on boundaries, we may need to consider non-
stationary Gaussian process priors, where the length scale parameter A varies
on the manifold. However, if we stick to the prior (2.3), then we conjecture that
the rate is still optimal in the interior, but suboptimal on the boundaries of the
manifold.
We provide some heuristic explanations on why the rate can adapt to the
predictor manifold. Although the ambient space is RD, the support M of the
predictor X is a d dimension submanifold of RD. As a result, the GP prior
specified in section 2.1 has all probability mass on the functions supported on
this support, leading the posterior contraction rate to entirely depend on the
evaluations of f on M. More specifically, the posterior contraction rate is at
least ǫn if
Π
(‖f − f0‖n > ǫn|Sn)→ 0, in probability as n→∞,
where Sn = {(X1, Y1), . . . , (Xn, Yn)} denotes the dataset, Π(A|Sn) is the pos-
terior of A and ‖f − f0‖n is the empirical norm defined through ‖f − f0‖2n =
(1/n)
∑n
i=1
(
f(xi) − f0(xi)
)2
. Hence, ‖f − f0‖n measures the discrepancy be-
tween f and the truth f0, and only depends on the evaluation of f on M.
Therefore, in a prediction perspective, we only need to fit and infer f on M.
Intuitively, we can consider a special case when the points on manifoldM have
a global smooth representation x = φ(t), where t ∈ Rd is the global latent
coordinate of x. Then the regression function
f(x) = f
[
φ(t)
]
, h(t), t ∈ Rd, (2.4)
is essentially a d-variate s-smooth function if φ is sufficiently smooth. Then
estimation of f on RD boils down to estimation of h on Rd and the intrinsic
rate would be attainable.
2.3. Convergence rate under fixed design
The following theorem is our main result which provides posterior convergence
rate under fixed design.
Theorem 2.1. Assume that M is a d-dimensional compact Cγ submanifold of
RD. For any f0 ∈ Cs(M) with s ≤ min{2, γ − 1}, if we specify the prior as
(2.2), then (5.1) below will be satisfied for ǫn a multiple of n
−s/(2s+d)(logn)κ1
and ǫ¯n a multiple of ǫn(log n)
κ2 with κ1 = (1+ d)/(2+ d/s) and κ2 = (1+ d)/2.
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This implies that the posterior contraction rate with respect to ‖ · ‖n will be at
least a multiple of n−s/(2s+d)(logn)d+1.
The ambient space dimension D implicitly influences the rate via a multi-
plicative constant. This theorem suggests that the Bayesian model (2.3) can
adapt to both the low dimensional manifold structure of X and the smoothness
s ≤ 2 of the regression function. The reason the near optimal rate can only be al-
lowed for functions with smoothness s ≤ 2 is the order of error in approximating
the intrinsic distance dM by the Euclidean distance d (Proposition 7.5).
Generally, the intrinsic dimension d is unknown and needs to be estimated. In
the case when the intrinsic dimensionality d is misspecified as d′, the following
corollary still ensures the rate to be much better than n−O(1/D) when d′ is not
too small, although the rate becomes suboptimal.
Corollary 2.2. Assume the same conditions as in Theorem 2.1, but with the
prior specified as (2.2) with d′ 6= d and d′ > d2/(2s+ d).
1. If d′ > d, then the posterior contraction rate with respect to ‖ · ‖n will be
at least a multiple of n−s/(2s+d
′)(log n)κ, where κ = (1 + d)/(2 + d′/s);
2. If d
2
2s+d < d
′ < d, then the posterior contraction rate with respect to ‖ · ‖n
will be at least a multiple of n
− (2s+d)d′−d2
2(2s+d)d′ (log n)κ, where κ = (d+d2)/(2d′+
dd′/s) + (1 + d)/2.
2.4. Convergence rate under random design
Theorem 2.1 obtains the posterior contraction rate for fixed design. In general,
convergence rate in a random designed case is more challenging. [39] obtains
posterior convergence rates for regression on Euclidean space Rd using GP pri-
ors. However, they require s ≥ d/2 for estimating an s-smooth function. This
assumption restricts the applicability of Theorem 2.1 as it assumes s ≤ 2. [39]
also makes a crucial assumption that the prior puts all its mass over s-smooth
function spaces, leading to suboptimal rates of estimating non-analytic functions
with the squared exponential covariance kernel.
Instead of directly proving that Theorem 2.1 works for the random design
case, we take a different approach by post-processing the posterior. We show that
the resulting posterior can achieve the same rate ǫ¯n with respect to ‖·‖2, and the
corresponding Bayes estimator fˆ satisfies ‖fˆ − f0‖2 . ǫ¯n with high probability.
Here ‖f‖2 ,
∫
M f
2(x)G(dx), with G the marginal distribution for predictor X .
Usual empirical process theory (Lemma 6.2, or [36]) requires the function space
to be uniformly bounded in order for the empirical norm ‖ ·‖n to be comparable
to the L2 norm ‖·‖2 uniformly over the space. This motivates us to truncate the
functions sampled from the posterior distribution. The idea of post-processing
a posterior has also been considered in [23] for Bayesian monotone regression,
which projects posterior samples to the monotone function space.
Let A be any upper bound for ‖f0‖∞. For any function f , denote its trun-
cation by A as fA = (f ∨ (−A)) ∧ A. Then our post-processed posterior is
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the posterior of fA and the corresponding estimator fˆ is given by fˆ(x) =∫
fA(x)dΠ(f |Sn), which is the posterior expectation of fA. In practice, fˆ can
be easily obtained by taking average of {f (j)A : j = 1, . . . , N} where {f (j) :
j = 1, . . . , N} are sampled from the posterior distribution of f . The reason for
truncating f in the posterior is two-fold. For practical purposes, truncation will
never deteriorate an estimator, i.e. |fA(x)− f0(x)| ≤ |f(x)− f0(x)| for all x as
long as A ≥ ‖f0‖∞. For theoretical purposes, we require the estimator to be
bounded in order to compare ‖ · ‖n and ‖ · ‖2 by applying results in empirical
process theory.
The following theorem shows that the truncated GP posterior contracts to f0
at a near minimax-optimal rate with respect to both ‖ · ‖n and ‖ · ‖2. Moreover,
the corresponding estiamtor fˆ is near minimax-optimal under both fixed design
and random design. A proof is provided in Section 6.
Theorem 2.3. Assume the same conditions as in Theorem (2.1), then
Π
(
max{‖fA − f0‖n, ‖fA − f0‖2 > ǫn
∣∣Sn)→ 0, in probability as n→∞.
Moreover with probability tending to one, the following holds:
max
{‖fˆ − f0‖n, ‖fˆ − f0‖2} ≤ Cǫ¯n ≤ n−s/(2s+d)(logn)d+1,
with ǫ¯n given in Theorem (2.1) and C a positive constant.
2.5. Dimensionality Reduction
[33] and [30] initiated the area of manifold learning, which aims to design non-
linear dimensionality reduction algorithms to map high dimensional data into
a low dimensional feature space under the assumption that data fall on an
embedded non-linear manifold within the high dimensional ambient space. A
combination of manifold learning and usual nonparametric regression leads to a
two-stage approach, in which a dimensionality reduction map from the original
ambient space RD to a feature space Rd˜ is estimated in the first stage and a
nonparametric regression analysis with low dimensional features as predictors
is conducted in the second stage. As a byproduct of Theorem 2.1, we provide a
theoretical justification for this two stage approach under some mild conditions.
Let Ψ : RD → Rd˜ be a dimensionality reduction map. For identifiability, we
require the restriction ΨM of Ψ on the manifold M to be a diffeomorphism,
i.e. ΨM is injective and both ΨM and its inverse are smooth, which requires
d˜ ≥ d. Diffeomorphism is the least and only requirement such that both the
intrinsic dimension d of predictor X and smoothness s of regression function
f are invariant. If we view Ψ(RD) as the new ambient space, then the new
regression function f˜ is induced by f via
f˜(x˜) = f
[
Ψ−1M (x˜)
]
, for all x˜ ∈ ΨM(M).
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Accordingly, the empirical norm of f˜ under fixed design becomes ‖f˜‖2n =
∑n
i=1 |f˜(Ψ(Xi))|2.
By the identifiability condition of Ψ, f˜ is a well defined function on the man-
ifold M represented in ambient space Rd˜ and has the same smoothness as f .
Therefore, by specifying a GP prior (2.2) directly on Rd˜, we would be able to
achieve a posterior contraction rate at least n−s/(2s+d)(log n)d+1, as indicated
by the following corollary.
Corollary 2.4. Assume that M is a d-dimensional compact Cγ submanifold
of RD. Suppose that Ψ : RD → Rd˜ is an ambient space mapping (dimension
reduction) such that Ψ restricted on M is a Cγ′-diffeomorphism. Then by spec-
ifying the prior (2.2) with {Ψ(Xi)}ni=1 as observed predictors and Euclidean
norm of Rd˜ as || · || in (2.1), for any f0 ∈ Cs(M) with s ≤ min{2, γ− 1, γ′− 1},
(5.1) will be satisfied for ǫn = n
−s/(2s+d)(log n)κ1 and ǫ¯n = ǫn(logn)κ2 with
κ1 = (1 + d)/(2 + d/s) and κ2 = (1 + d)/2. This implies that the posterior
contraction rate with respect to ‖ · ‖n will be at least ǫn = n−s/(2s+d)(log n)d+1.
3. Adaptation to intrinsic dimension
To make our approach adaptive to the intrinsic dimension, we can follow an
empirical Bayes approach and plug in an estimator of the dimension. Such an
estimator can be chosen focusing either on inference on d or on prediction. In the
latter approach, the estimator for d may not be consistent but one can achieve a
near minimax-optimal rate. Focusing on our truncated estimator in the random
design case, we describe two approaches in the next subsections.
3.1. Intrinsic dimension estimation
Since d serves as a hyper-parameter in prior (2.3), in principle one can specify a
prior for d over a finite grid d1 ≤ . . . ≤ dp and conditioning on d = dj , use (2.3)
as a prior for f . Since WA is conditionally independent of d given A, one can
marginalize out d and obtain an equivalent prior for A as a mixture distribution.
In the proof of Theorem (2.1), the only property of the prior of A that is used
is its tail behavior as P (A > a) ∼ exp(−Cad). However, with an extra level
of prior for d, the tail marginal prior probability P (A > a) is dominated by
exp(−Cad1), which has similar decay rate as the prior Ad1 ∼ Ga(a0, b0). As a
consequence, specifying a prior for d leads to sub-optimal rate as indicated by
Corollary 2.2.
Intuitively, information on the intrinsic dimension d is contained in the marginal
distribution of X , which cannot be fully revealed by estimating the conditional
distribution P (Y |X). This motivates our first approach of estimating d directly
based on the covariates {Xi}.
Many estimation methods have been proposed for determining the intrinsic
dimension of a dataset lying on a manifold [8, 12, 7, 22, 24]. For example, [22]
considers a likelihood based approach and [24] relies on singular value decom-
position of the local sample covariance matrix. [12] proposes a nearest-neighbor
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method and analyzes its finite-sample properties. Their estimator dˆ takes the
form as
dˆ =
log 2
log rˆ(k)(X1)− log rˆ(⌈k/2⌉)(X1)
,
where rˆ(k)(X1) is the kth nearest neighbor of X1 in {Xi}. They proved that
under some mild conditions on the distribution of X , if n ≥ k2d, then with
probability at least 1− δ,
|dˆ− d| ≤ C
{(
k
n
) 1
d
+
√
log(4/δ)
k
}
,
where C is some constant independent of k and n. As a consequence, if we
choose k = n−1/2 and let dˆR be the closest integer to dˆ, then P0(dˆR 6= d) → 0
as n→∞.
We will use [12] to obtain an estimator of d as dˆR and then plug in dˆR into
our prior (2.3) to obtain an empirical Bayes estimator fˆEB as in Section 2.4.
The following corollary summarizes its asymptotic performance.
Corollary 3.1. Assume Assumption 1 in [12] and the same conditions as in
Theorem (2.1), then with probability tending to one,
max
{‖fˆEB − f0‖n, ‖fˆEB − f0‖2} . n−s/(2s+d)(log n)d+1.
3.2. Cross validation
In this subsection, we select a best dimension and its associated estimator as
constructed in Section 2.4 based on prediction accuracy on a testing set. This
selection rule cannot consistently estimate d but still yields an optimal conver-
gence rate (Theorem 3.2). In principle, the selection procedure described in this
subsection can be applied to any hyperparameter selection problem.
We focus on the random design case. Let dmax be a pre-specified upper bound
for d. For example, we can choose dmax = 20. Let Πk be the prior (2.3) with
d = k for k = 1, . . . , dmax. The selection procedure proceeds as follows:
1. Randomly split the data set with sample size n + m into a training set
Sn = {(Xi, Yi) : i = 1, . . . , n} and a testing set S˜m = {(X˜i, Y˜i) : i =
1, . . . ,m}.
2. For k = 1, . . . , dmax, obtain a truncated Bayes estimator fˆ
(k) under Πk
defined as
∫
fA(x)dΠk(f |Sn) for all x ∈M as in Section 2.4. Compute its
mean squared prediction error (MSPE) E
(k)
m = m−1
∑m
i=1
(
fˆ (k)(X˜i)− Y˜i
)2
on the testing set.
3. Let dˆCV = argmink E
(k)
m . The final estimator is defined by fˆCV = fˆ
(dˆCV ).
The intuition is simple: an estimator with minimal MSPE, which approxi-
mately minimizes ‖fˆ (k) − f0‖22 over k, should be at least better than fˆ (d), the
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estimator under the true dimensionality d. In practice, one can repeat step 1 and
2 for a number of times and use an averaged MSPE instead of E
(k)
m to improve
stability. However, the following theorem suggests that one splitting suffices for
the adaptivity on the dimensionality.
Theorem 3.2. Suppose d ≤ dmax and A ≥ ‖f0‖∞ in the cross validation
procedure. If mmink ‖fˆ (k) − f0‖22 → ∞, then under the conditions in Theorem
2.1,
‖fˆCV − f0‖2 . n−s/(2s+d)(logn)d+1.
The only condition on m is mmink ‖fˆ (k) − f0‖22 → ∞, which guarantees
‖fˆ (k) − f0‖2 and ‖fˆ (k) − f0‖m to be close for all k, where ‖ · ‖m denotes the
empirical L2 norm on the testing set. As a consequence, this condition allows us
to use E
(k)
m = ‖fˆ (k)−f0‖2m+R(k)m to approximate ‖fˆ (k)−f0‖22, where the variation
of the remainder term R
(k)
m across k is asymptotically negligible. Since we expect
mink ‖fˆ (k)−f0‖22 ≈ ‖fˆ (d)−f0‖22 ≈ ‖fˆ (d)−f0‖2n ≍ n−2s/(2s+d)(logn)d+1,mmight
be chosen as O(nγ) for any γ > 2s/(2s+ d). In practice, one can simply choose
m = O(n).
4. Numerical Examples
4.1. Regression on the Swiss Roll
We start with a toy example where X lies on a two-dimensional Swiss roll in the
100-dimensional Euclidean space (Fig. 2 plots a typical Swiss roll in the three-
dimensional Euclidean space). X is generated as follows. We first sample T =
(T1, T2, T3)
T from a two-dimensional Swiss roll in three-dimensional ambient
space as
T1 = U cos(U), T2 = V, T3 = U sin(U),
with U ∼ Unif(3π2 , 9π2 ) and V ∼ Unif(0, 20). Then we transform T into a
100-dimensional vector via X = ΩT , where Ω is a randomly generated 100-by-3
matrix whose components follow iid N(0, 1). Ω will be fixed in each synthetic
dataset. The response Y depends on X through
Y = 4
(
1
3π
U − 1 + 3π
2
)2
+
π
20
V +N(0, 0.12).
To assess the fitting performance, we use the empirical error ‖fˆ − f0‖n of our
estimator fˆ defined in Section 2.4 on the design points as a criterion. Here
f0(x) = 4(u − 0.5)2 + πv. In the GP approach, we apply the empirical Bayes
approach described in Section 3.1 and run 10, 000 iterations with the first 5, 000
as burn-in in each replicate. We report an average empirical error (AEE) over
100 replicates in Table 1. In this example, the GP estimator has a relatively fast
convergence rate even though the dimensionality of the ambient space is large,
which justifies our theory.
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Fig 2. A typical Swiss roll in three-dimensional Euclidean space.
Table 1
Simulation results for the Swiss roll example over 100 replicates. The numbers in the
parentheses indicate standard deviations.
n = 50 n = 100 n = 200 n = 400 n = 800
AEE .164(.090) .143(.026) .121(.012) .106(.005) .095(.003)
4.2. Application to the lucky cat data
The lucky cat data (Fig. 1) has intrinsic dimensionality one, which is the di-
mension of the rotation angle θ. Since we know the true value of θ, we create
the truth f0(θ) = cos θ as a continuous function on the unit circle. The re-
sponses are simulated from Yi = f0(θi) + ǫi by adding independent Gaussian
noises ǫi ∼ N(0, 0.12) to the true values. In this model, the total sample size
N = 72 and the predictors Xi ∈ Rp with D = 16, 384. To assess the impact of
the sample size n on the fitting performance, we randomly divide n = 18, 36
and 64 samples into training set and treat the rest as testing set. Training set
is used to fit a model and testing set to quantify the estimation accuracy. For
each training size n, we repeat this procedure for m = 100 times and calculate
the square root of mean squared prediction error (MSPE) on the testing set,
m∑
l=1
1
N − n
∑
i∈Tl
||Yˆi − f0(θi)||2,
where Tl is the lth testing set and Yˆi is an estimation of E[Y |Xi] = f0(θi). We
apply two GP based algorithms on this data set: 1. vanilla GP specified by (2.3);
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Table 2
Square root of MSPE for the lucky cat data by using two different approaches over 100
random splitting are displayed. The numbers in the parentheses indicate standard deviations.
n = 18 n = 36 n = 54
EN .416(.152) .198(.042) .149(.031)
LASSO .431(.128) .232(.061) .163(.038)
GP .332(.068) .128(.036) .077(.014)
2GP .181(.051) .124(.038) .092(.021)
2. Two stage GP (2GP) where the D-dimensional predictors were projected
into R2 by using Laplacian eigenmap [2] in the first stage and then a GP with
projected features as predictors was fitted in the second stage. To assess the
prediction performance, we also compare our GP prior based models (2.3) with
lasso [34] and elastic net (EN) [41] under the same settings. We choose these
two competing models because they are among the most widely used methods
in high dimensional regression settings and perform especially good when the
true model is sparse. In the GP models, we set d = 1 since the sample size for
this dataset is too small for most dimension estimation algorithms to reliably
estimate d. In addition, for each simulation, we run 10, 000 iterations with the
first 5, 000 as burn-in.
The results are shown in Table. 2. As we can see, under each training size
n, GP performs the best. Moreover, as n increases, the prediction error of GP
decays much faster than EN and Lasso: when n = 18, the square root of MSPEs
by using EN and lasso are about 125% of that by using GP; however as n in-
creases to 54, this ratio becomes about 200%. Moreover, the standard deviation
of square root of MSPEs by using GP are also significantly lower than those by
using lasso and EN. It is not surprising that 2GP has better performance than
GP when n is small since the dimensionality reduction map Ψ is constructed
using the whole dataset (the Laplacian eigenmap code we use cannot do inter-
polations). Therefore when the training size n become closer to the total data
size 72, GP becomes better. In addition, GP is computationally faster than 2GP
due to the manifold learning algorithm in the first stage of 2GP.
5. Auxiliary results
In the GP prior (2.3), the covariance function Ka : M ×M → R is essen-
tially defined on the submanifold M. Therefore, (2.3) actually defines a GP
on M and we can study its posterior contraction rate as a prior for functions
on the manifold. In this section, we combine geometry properties and Bayesian
nonparametric asymptotic theory to prove the theorems in section 2.
5.1. Reproducing Kernel Hilbert Space on the Manifold
Being viewed as a covariance function defined on [0, 1]D × [0, 1]D, Ka(·, ·) cor-
responds to a reproducing kernel Hilbert space (RKHS) Ha, which is defined
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as the completion of H, the linear space of all functions on [0, 1]D with the
following form
x 7→
m∑
i=1
aiK
a(xi, x), x ∈ [0, 1]D,
indexed by a1, . . . , am ∈ R and x1, . . . , xm ∈ [0, 1]D, m ∈ N, relative to the norm
induced by the inner product defined through 〈Ka(x, ·),Ka(y, ·)〉Ha = Ka(x, y).
Similarly,Ka(·, ·) can also be viewed as a covariance function defined onM×M,
with the associated RKHS denoted by H˜a. Here H˜a is the completion of H˜, which
is the linear space of all functions on M with the following form
x 7→
m∑
i=1
aiK
a(xi, x), x ∈ M,
indexed by a1, . . . , am ∈ R and x1, . . . , xm ∈M, m ∈ N.
Many probabilistic properties of GPs are closely related to the RKHS asso-
ciated with its covariance function. Readers can refer to [1] and [37] for intro-
ductions on RKHS theory for GPs on Euclidean spaces. In order to generalize
RKHS properties in Euclidean spaces to submanifolds, we need a link to trans-
fer the theory. The next lemma achieves this by characterizing the relationship
between Ha and H˜a.
Lemma 5.1. For any f ∈ H˜a, there exists g ∈ Ha such that g|M = f
and ||g||Ha = ||f ||H˜a , where g|M is the restriction of g on M. Moreover, for
any other g′ ∈ Ha with g′|M = f , we have ||g′||Ha ≥ ||f ||H˜a , which implies
||f ||=
H˜a
infg∈Ha,g|M=f ||g||Ha .
This lemma implies that any element f in the RKHS H˜a could be considered
as the restriction of some element g in the RKHS Ha. Particularly, there exists a
unique such element g inHa such that the norm is preserved, i.e. ||g||Ha = ||f ||H˜a .
5.2. Background on Posterior Convergence Rate for GP
As shown in [13], in order to characterize the posterior contraction rate in
a Bayesian nonparametric problem, such as density estimation, fixed/random
design regression or classification, we need to verify some conditions on the
prior measure Π. Specifically, we describe the sufficient conditions for randomly
rescaled GP prior as (2.2) given in [38]. Let X be the predictor space and f0
be the true function f0 : X → R, which is the log density log p(x) in density
estimation, regression function E[Y |X ] in regression and logistic transformed
conditional probability logitP (Y = 1|X) in classification. We will not consider
density estimation since to specify the density by log density f0, we need to
know the support M so that ef0 can be normalized to produce a valid density.
Let ǫn and ǫ¯n be two sequences. If there exist Borel measurable subsets Bn of
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C(X ) and constant K > 0 such that for n sufficiently large,
P (||WA − f0||∞ ≤ ǫn) ≥ e−nǫ
2
n ,
P (WA /∈ Bn) ≤ e−4nǫ
2
n ,
logN(ǫ¯n, Bn, || · ||∞) ≤ nǫ¯2n,
(5.1)
where WA ∼ Π and || · ||∞ is the sup-norm on C(X ), then the posterior con-
traction rate would be at least ǫn ∨ ǫ¯n under ‖ · ‖n. In our case, X is the
d-dimensional submanifold M in the ambient space RD. We require M to be
compact because the space of continuous functions on a compact metric space
is a separable Banach space, which is fundamental to apply the theory from
[38]. To verify the first concentration condition, we need to give upper bounds
to the so-called concentration function [38] φaf0 (ǫ) of the GP W
a around truth
f0 for given a and ǫ. φ
a
f0
(ǫ) is composed of two terms. Both terms depend on
the RKHS H˜a associated with the covariance function of the GP W a. The first
term is the decentering function inf{||h||2
H˜a
: ||h−f0||∞ < ǫ}, where || · ||H˜a is the
RKHS norm. This quantity measures how well the truth f0 could be approxi-
mated by the elements in the RKHS. The second term is the negative log small
ball probability − logP (||W a||∞ < ǫ), which depends on the covering entropy
logN(ǫn, H˜
a
1, || · ||∞) of the unit ball in the RKHS H˜a. As a result of this de-
pendence, by applying Borell’s inequality [37], the second and third conditions
can often be proved as byproducts by using the conclusion on the small ball
probability.
As pointed out by [38], the key to ensure the adaptability of the GP prior
on Euclidean spaces is a sub-exponential type tail of its stationary covariance
function’s spectral density, which is true for squared exponential and Mate´rn
class covariance functions. More specifically, a squared exponential covariance
function K1(x, y) = exp
{−||x− y||2/2} on RD has a spectral representation as
K1(x, y) =
∫
RD
e−i(λ,x−y)µ(dλ),
where µ is its spectral measure with a sub-Gaussian tail, which is lighter than
sub-exponential tail in the sense that: for any δ > 0,
∫
eδ||λ||µ(dλ) <∞. (5.2)
For convenience, we will focus on squared exponential covariance function,
since generalizations to other covariance functions with sub-exponential decay-
ing spectral densities are possible with more elaboration.
5.3. Decentering Function
To estimate the decentering function, the key step is to construct a function
Ia(f) on the manifold M to approximate a differentiable function f , so that
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the RKHS norm ||Ia(f)||H˜a can be tightly upper bounded. Unlike in Euclidean
spaces where functions in the RKHS Ha can be represented via Fourier trans-
formations [38], there is no general way to represent and calculate RKHS norms
of functions in the RKHS H˜a on a manifold. Therefore in the next lemma we
provide a direct way to construct the approximation function Ia(f) for any truth
f via convolving f with Ka on manifold M:
Ia(f)(x) =
(
a√
2π
)d ∫
M
Ka(x, y)f(y)dV (y)
=
(
a√
2π
)d ∫
M
exp
{
− a
2||x− y||2
2
}
f(y)dV (y), x ∈M, (5.3)
where V is the Riemannian volume form of M. Heuristically, for large a, the
above integrand only has non-negligible value in a small neighborhood around
x. Therefore we can conduct a change of variable in the above integral with
transformation φx : Bδ → W defined by (7.2) in the appendix in a small neigh-
borhood W of x:
Ia(f)(x) =
(
a√
2π
)d ∫
Rd
exp
{
− a
2||φx(u)− φx(0)||2
2
}
f
(
φx(u)
)√
det(gφij(u))du,
≈
(
a√
2π
)d ∫
Rd
exp
{
− a
2||u||2
2
}
f
(
φx(u)
)
du,
≈ f(φx(0)) = f(x), x ∈M,
where the above approximation holds since: 1. φx(0) = x; 2. φx preserve local
distances (Appendix, Proposition 7.5 (3)); 3. the Jacobian
√
det(gφij(u)) is close
to one (Appendix, Proposition 7.5 (2)). From this heuristic argument, we can
see that the approximation error ||Ia(w) − f0||∞ is determined by two factors:
the convolution error
∣∣( a√
2π
)d ∫
Rd
exp
{ − a2||u||22 }f(φx(u))du − f(x)∣∣ and the
non-flat error caused by the nonzero curvature ofM. Moreover, we can expand
each of these errors as a polynomial of 1/a and call the expansion term related
to 1/ak as kth order error.
When M is Euclidean space Rd, the non-flat error is zero, and by Taylor
expansion the convolution error has order s if f0 ∈ Cs(Rd) and s ≤ 2, where
Cs(Rd) is the Holder class of s-smooth functions on Rd. This is because the
Gaussian kernel exp{−||(x− y)||2/2} has a vanishing moment up to first order:∫
x exp(−||(x − y)||2/2)dx = 0. Generally, the convolution error could have
order up to s + 1 if the convolution kernel K has vanishing moments up to
order s, i.e.
∫
xtK(x)dx = 0, t = 1, . . . , s. However, for general manifold M
with non-vanishing curvature tensor, the non-flat error always has order two
(see the proof of Lemma 5.2). This implies that even though carefully chosen
kernels for the covariance function can improve the convolution error to have
order higher than two, the overall approximation still tends to have second order
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error due to the deterioration caused by the nonzero curvature of the manifold.
The following lemma formalizes the above heuristic argument on the order of
the approximation error by (5.3) and further provides an upper bound on the
decentering function.
Lemma 5.2. Assume that M is a d-dimensional compact Cγ submanifold of
RD. Let Cs(M) be the set of all functions on M with ho¨lder smoothness s.
Then for any f ∈ Cs(M) with s ≤ min{2, γ}, there exist constants a0 ≥ 1,
C > 0 and B > 0 depending only on µ, M and f such that for all a ≥ a0,
inf{||h||2
H˜a
: sup
x∈M
|h(x)− f(x)| ≤ Ca−s} ≤ Bad.
5.4. Centered Small Ball Probability
As indicated by the proof of Lemma 4.6 in [38], to obtain an upper bound
on − logP (||W a||∞ < ǫ), we need to provide an upper bound for the covering
entropy logN(ǫ, H˜a1, || · ||∞) of the unit ball in the RKHS H˜a on the submanifold
M. Following the discussion in section 4.1, we want to link H˜a to Ha, the
associated RKHS defined on the ambient space RD. Therefore, we need a lemma
to characterize the space Ha [38, Lemma 4.1].
Lemma 5.3. Ha is the set of real parts of the functions
x 7→
∫
ei(λ,x)ψ(λ)µa(dλ),
when ψ runs through the complex Hilbert space L2(µa). Moreover, the RKHS
norm of the above function is ||ψ||L2(µa), where µa is the spectral measure of the
covariance function Ka.
Based on this representation of Ha on RD, [38] proved an upper bound
KaD
(
log 1ǫ
)D+1
for logN(ǫ, H˜a1 , || · ||∞) through constructing an ǫ-covering set
composed of piecewise polynomials. However, there is no straightforward gen-
eralization of their scheme from Euclidean spaces to manifolds. The following
lemma provides an upper bound for the covering entropy of H˜a1 , where the D in
the upper bounds for Ha1 is reduced to d. The main novelty in our proof is the
construction of an ǫ-covering set composed of piecewise transformed polynomi-
als (6.9) via analytically extending the truncated Taylor polynomial approxima-
tions (6.6) of the elements in H˜a1 . As the proof indicates, the d in a
d relates to
the covering dimension d of M, i.e. the ǫ-covering number N(ǫ,M, ǫ) of M is
proportional to 1/ǫd. The d in (log 1ǫ
)d+1
relates to the order of the number kd
of coefficients in piecewise transformed polynomials of degree k in d variables.
Lemma 5.4. Assume that M is a d-dimensional Cγ compact submanifold of
RD with γ ≥ 2. Then for squared exponential covariance function Ka, there
exists a constant K depending only on d, D and M, such that for ǫ < 1/2 and
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a > max{a0, ǫ−1/(γ−1)}, where δ0 is defined in Lemma 7.7 in the appendix and
a0 is a universal constant,
logN(ǫ, H˜a1, || · ||∞) ≤ Kad
(
log
1
ǫ
)d+1
.
Similar to Lemma 4.6 in [38], Lemma 5.4 implies an upper bound on− logP (||W a||∞ <
ǫ).
Lemma 5.5. Assume that M is a d-dimensional compact Cγ submanifold of
R
D with γ ≥ 2. If Ka is the squared exponential covariance function with inverse
bandwidth a, then for some a0 > 0, there exist constants C and ǫ0 that only
depend on a0, µ, d, D and M, such that, for a ≥ max{a0, ǫ−1/(γ−1)} and
ǫ < ǫ0,
− logP ( sup
x∈M
|W ax | ≤ ǫ
) ≤ Cad
(
log
a
ǫ
)d+1
.
Before proving Theorem 2.1, we need another two technical lemmas for prepa-
rations, which are the analogues of Lemma 4.7 and 4.8 in [38] for RKHS on
Euclidean spaces.
Lemma 5.6. For squared exponential covariance function, if a ≤ b, then √aH˜a1 ⊂√
bH˜b1.
Lemma 5.7. Any h ∈ H˜a1 satisfies |h(x)| ≤ 1 and |h(x) − h(x′)| ≤ a||x− x′||τ
for any x, x′ ∈M, where τ2 = ∫ ||λ||2dµ(λ).
5.5. Posterior Contraction Rate of GP on Manifold
By using the manifold adapted lemmas in section 3.3 to 3.4, the proofs of The-
orem 2.1 and Corollary 2.2 follow similar ideas as the proof of Theorem 3.1 in
[38] and are provided in the appendix.
6. Proofs
In this section, we provide technical proofs for the results in the paper.
6.1. Proof of lemma 5.1
Consider the map Φ : H˜ → H that maps the function
m∑
i=1
aiK
a(xi, ·) ∈ H˜, a1, . . . , am ∈ R, x1, . . . , xm ∈M,m ∈ N
on M to the function of the same form
m∑
i=1
aiK
a(xi, ·) ∈ H,
Y. Yang et al./Bayesian Manifold Regression 19
but viewed as a function on [0, 1]D. By definitions of RKHS norms, Φ is an
isometry between H˜ and a linear subspace of H. As a result, Φ can be extended
to an isometry between H˜a and a complete subspace of Ha. To prove the first
part of this lemma, it suffices to justify that for any f ∈ H˜a, g = Φ(f)|M = f .
Assume that the sequence {fn} ∈ H˜ satisfies
||fn − f ||H˜a → 0, as n→∞,
then by the definition of Φ on H˜, Φ(fn)|M = fn. For any x ∈ [0, 1]D, by the
reproducing property and Cauchy-Schwarz inequality,
|Φ(fn)(x)− g(x)| = |〈Ka(x, ·),Φ(fn)− g〉Ha |
≤
√
Ka(x, x) ||Φ(fn)− Φ(f)||Ha
= ||fn − f ||H˜a → 0, as n→∞,
where the last step is by isometry. This indicates that g can be obtained as a
point limit of Φ(fn) on [0, 1]
D and in the special case when x ∈ M,
g(x) = lim
n→∞
Φ(fn)(x) = lim
n→∞
fn(x) = f(x).
Denote the orthogonal complement of Φ(H˜a) in Ha as Φ(H˜a)⊥. Since (g′ −
g)|M = 0, which means 〈Ka(x, ·), g − g′〉Ha = 0 for all x ∈ M. Therefore by
the previous construction, g − g′ ⊥ Φ(H˜a), i.e. g′ − g ∈ Φ(H˜a)⊥ and using
Pythagorean theorem, we have
||g′||2
Ha
= ||g||2
Ha
+ ||g − g′||2
Ha
≥ ||g||2
Ha
.
6.2. Proof of Lemma 5.2
The proof consists of two parts. In the first part, we prove that the approxima-
tion error of Ia(f) can be decomposed into four terms. The first term T1 is the
convolution error defined in our previous heuristic argument. The second term
T2 is caused by localization of the integration, which is negligible due to the
exponential decaying of the squared exponential covariance function. The third
and fourth terms T3, T4 correspond to the non-flat error, with T3 caused by ap-
proximating the geodesic distance with Euclidean distance
∣∣||φq(u)−q||2−||u||2∣∣,
and T4 by approximating the Jacobian
∣∣√det(gφij(u))−1∣∣. Therefore the overall
approximation error |Ia(f)(x) − f(x)| has order s in the sense that for some
constant C > 0 dependent on M and f :
sup
x∈M
|Ia(f)(x)− f(x)| ≤ Ca−s, s ≤ min{2, γ}. (6.1)
In the second part, we prove that Ia(f) belongs to H˜
a and has a squared RKHS
norm:
||Ia(f)||2
H˜a
≤ Bad,
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where B is a positive constant not dependent on a.
Step 1 (Estimation of the approximation error): This part follows similar
ideas as in the proof of Theorem 1 in [40], where they have shown that (6.1)
holds for s ≤ 1. Our proof generalizes their results to s ≤ 2 and therefore needs
more careful estimations.
By Proposition 7.5 in the appendix, for each p ∈ M, there exists a neigh-
borhood Wp and an associated δp satisfying the two conditions in Proposition
7.4 and equations (7.4)-7(.6) in the appendix. By compactness, M can be cov-
ered by ∪p∈PWp for a finite subset P of M. Then supx∈M |Ia(f)(x) − f(x)| =
supp∈P{supx∈Wp |Ia(f)(x) − f(x)|}. Let δ∗ = minp∈P{min{δp, 1/
√
2Cp}} > 0,
where Cp is defined as in equation (7.6) in the appendix. Choose a0 ≥ 1 suf-
ficiently large such that C0
√
(2d+ 8) log a0/a0 < δ
∗, where C0 is the C2 in
Lemma 7.6 in the appendix.
Let q ∈Wp and a > a0. Define Bqa =
{
x ∈ M : dM(q, x) < C0
√
(2d+ 8) log a/a
}
.
Combining equation (7.3) in the appendix and the fact that Eq is a diffeomor-
phism on Bδ∗(0),
Bqa =
{Eq(
d∑
i=1
uie
q
i ) : u ∈ B˜a
} ⊂ Eq(Bδ∗(0)),
where B˜a =
{
u : ||u|| < C0
√
(2d+ 8) log a/a
} ⊂ Bδ∗(0).
Denote φq(u) = Eq(
∑d
i=1 uie
q
i ). Then B
q
a = φ
q(B˜a). By definition (7.1) in the
appendix,
(
a√
2π
)d ∫
Bqa
Ka(q, y)f(y)dV (y)
=
(
a√
2π
)d ∫
B˜a
exp
{
− a
2||q − φq(u)||2
2
}
f(φq(u))
√
det(gqij)(u)du.
Therefore, by (5.3) we have the following decomposition:
Ia(f)(q) − f(q) = T1 + T2 + T3 + T4,
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where
T1 =
(
a√
2π
)d ∫
B˜a
exp
{
− a
2||u||2
2
}[
f
(
φq(u)
)− f(φq(0))]du
T2 =
(
a√
2π
)d ∫
M\Bqa
Ka(q, y)f(y)dV (y)
−
(
a√
2π
)d ∫
Rd\B˜a
exp
{
− a
2||u||2
2
}
f(q)du,
T3 =
(
a√
2π
)d ∫
B˜a
{
exp
{
− a
2||q − φq(u)||2
2
}
− exp
{
− a
2||u||2
2
}}
f(φq(u))du,
T4 =
(
a√
2π
)d ∫
B˜a
exp
{
− a
2||q − φq(u)||2
2
}
f(φq(u))(
√
det(gqij)(u)− 1)du.
Step 1.1 (Estimation of T1): Let g = f◦φq. Since f ∈ Cs(M) and (φq , Bδ∗(0))
is a Cγ coordinate chart, we have g ∈ Cs(Rd) and therefore
g(u)− g(0) =
{
R(u, s), if 0 < s ≤ min{1, γ},∑d
i=1
∂g
∂ui
(0)ui +R(u, s), if 1 < s ≤ min{2, γ},
where the remainder term |R(u, s)| ≤ C1||u||s for all 0 < s ≤ min{2, γ}. Since
B˜a is symmetric,
∫
B˜a
exp
{
− a
2||u||2
2
}
uidu = 0, i = 1, . . . , d,
and therefore
|T1| ≤ C1
(
a√
2π
)d ∫
B˜a
exp
{
− a
2||u||2
2
}
||u||sdu = C2a−s.
Step 1.2 (Estimation of T2): Denote T2 = S1 + S2 where S1 and S2 are the
first term and second term of T2, respectively. By Lemma 7.6 in the appendix,
for y ∈M\Bqa, ||q − y|| ≥ dM(q, y)/C0 ≥
√
(2d+ 8) log a/a. Therefore,
|S1| =
∣∣∣∣
(
a√
2π
)d ∫
M\Bqa
exp
{
− a
2||q − y||2
2
}
f(y)dV (y)
∣∣∣∣
≤ ||f ||∞Vol(M)
(
a√
2π
)d
exp
{
− (2d+ 8) log a
2
}
= C3a
−4 ≤ C3a−s.
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As for S2, we have
|S2| ≤ ||f ||∞
(
a√
2π
)d ∫
||u||≥C0
√
(2d+8) log a/a
exp
{
− a
2||u||2
2
}
du
≤ ||f ||∞
(
a√
2π
)d ∫
Rd
exp
{
− C
2
0 (2d+ 8) log a
4
}
exp
{
− a
2||u||2
4
}
du
= C4a
−C20(d/2+2) ≤ C4a−s,
since d ≥ 1, C0 ≥ 1 and a ≥ a0 ≥ 1.
Combining the above inequalities for S1 and S2, we obtain
|T2| ≤ (C3 + C4)a−s = C5a−s.
Step 1.3 (Estimation of T3): By equation (7.6) in Proposition 7.5 and equa-
tion (7.3) in the appendix, we have
∣∣||u||2 − ||q − φq(u)||2∣∣ = ∣∣d2M(q, φq(u))− ||q − φq(u)||2∣∣
≤ Cpd4M(q, φq(u)) = Cp||u||4.
(6.2)
Therefore by using the inequality |e−a−e−b| ≤ |a−b|max{e−a, e−b} for a, b > 0,
we have
|T3| ≤ ||f ||∞
(
a√
2π
)d ∫
B˜a
max
{
exp
{
− a
2||q − φq(u)||2
2
}
,
exp
{
− a
2||u||2
2
}}
a2||u||4
2
du.
By equation (6.2) and the fact that u ∈ B˜a, ||u||2 ≤ (δ∗)2 ≤ 1/(2Cp) and hence
∣∣||u||2 − ||q − φq(u)||2∣∣ ≤ 1
2
||u||2, ||q − φq(u)||2 ≥ 1
2
||u||2. (6.3)
Therefore
|T3| ≤ ||f ||∞
(
a√
2π
)d ∫
B˜a
exp
{
− a
2||u||2
4
}
a2||u||4
2
du = C6a
−2 ≤ C6a−s,
since a ≥ a0 ≥ 1.
Step 1.4 (Estimation of T4): By equation (7.5) in Proposition 7.5 in the ap-
pendix, there exists a constant C7 depending on the Ricci tensor of the manifold
M, such that ∣∣√det(gqij)(u)− 1∣∣ ≤ C7||u||2.
Therefore, by applying equation (6.3) again, we obtain
|T4| ≤ C4||f ||∞
(
a√
2π
)d ∫
B˜a
exp
{
− a
2||u||2
4
}
||u||2du = C8a−2 ≤ C8a−s.
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Combining the above estimates for T1, T2, T3 and T4, we have
sup
x∈M
|Ia(f)(q)(x) − f(q)(x)| ≤ (C2 + C3 + C6 + C8)a−s = Ca−s.
Step 2 (Estimation of the RKHS norm): Since 〈Ka(x, ·),Ka(y, ·)〉
H˜a
= Ka(x, y),
we have
||Ia(f)||H˜a =
(
a√
2π
)2d ∫
M
∫
M
Ka(x, y)f(x)f(y)dV (x)dV (y)
≤ ||f ||2∞
(
a√
2π
)d ∫
M
dV (x)
(
a√
2π
)d ∫
M
Ka(x, y)dV (y).
Applying the results of the first part to function f ≡ 1, we have
∣∣∣∣
(
a√
2π
)d ∫
M
Ka(x, y)dV (y)− 1
∣∣∣∣ ≤ Ca−2 ≤ C,
since a ≥ a0 ≥ 1. Therefore,
||Ia(f)||H˜a ≤ (1 + C)||f ||2∞
(
a√
2π
)d
Vol(M) = Bad.
6.3. Proof of Lemma 5.4
By Lemma 5.1 and Lemma 5.3, a typical element of H˜a can be written as the
real part of the function
hψ(x) =
∫
ei(λ,x)ψ(λ)µa(dλ), for x ∈ M
for ψ : RD → C a function with ∫ |ψ|2µa(dλ) ≤ 1. This function can be extended
to RD by allowing x ∈ RD. For any given point p ∈M, by (7.2) in the appendix,
we have a local coordinate φp : Bδ0(0) ⊂ Rd → RD induced by the exponential
map Ep. Therefore, for x ∈ φp(Bδ0(0)), hψ(x) can be written in local q-normal
coordinates as
hψ,p(u) = hψ
(
φp(u)
)
=
∫
ei(λ,φ
p(u))ψ(λ)µa(dλ), u ∈ Bδ0(0). (6.4)
Similar to the idea in the proof of Lemma 4.5 in [38], we want to extend the
function hψ,p to an analytical function z 7→
∫
ei(λ,φ
p(z))ψ(λ)µa(dλ) on the set
Ω = {z ∈ Cd : ||Rez|| < δ0, ||Imz|| < ρ/a} for some ρ > 0. Then we can obtain
upper bounds on the mixed partial derivatives of the analytic extension hψ,p
via Cauchy formula, and finally construct an ǫ-covering set of H˜a1 by piecewise
polynomials defined onM. Unfortunately, this analytical extension is impossible
unless φp(u) is a polynomial. This motivates us to approximate φp(u) by its
γth order Taylor polynomial Pp,γ(u). More specifically, by Lemma 5.7 and the
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discussion after Lemma 7.7 in the appendix, the error caused by approximating
φp(u) by Pp,γ(u) is∣∣hψ(φp(u))− hψ(Pp,γ(u))∣∣ ≤ a||φp(u)− Pp,γ(u)|| ≤ Ca||u||γ . (6.5)
For notation simplicity, fix p as a center and denote the function hψ
(
Pp,γ(u)
)
by r(u) for u ∈ Bδ0 . Since Pp,γ(u) is a polynomial of degree γ, view the function
r as a function of argument u ranging over the product of the imaginary axes
in Cd, we can extend
r(u) =
∫
ei(λ,Pp,γ (u))ψ(λ)µa(dλ), u ∈ Bδ0(0) (6.6)
to an analytical function z 7→ ∫ ei(λ,Pp,γ (z))ψ(λ)µa(dλ) on the set Ω = {z ∈ Cd :
||Rez|| < δ0, ||Imz|| < ρ/a} for some ρ > 0 sufficiently small determined by the
δ < 1/2 in (5.2). Moreover, by Cauchy-Schwarz inequality, |r(z)| ≤ C for z ∈ Ω
and C2 =
∫
eδ||λ||µ(dλ). Therefore, by Cauchy formula, with Dn denoting the
partial derivative of orders n = (n1, . . . , nd) and n! = n1! · · ·nd!, we have the
following bound for partial derivatives of r at any u ∈ Bδ0(0),∣∣∣∣D
nr(u)
n!
∣∣∣∣ ≤ CRn , (6.7)
where R = ρ/(a
√
d). Based on the inequalities (6.5) and (6.7), we can construct
an ǫ-covering set of H˜a1 as follows.
Set a0 = ρ/(2δ0
√
d), then R < 2δ0. Since M ⊂ [0, 1]D, with C2 defined in
Lemma 7.6 in the appendix, let {p1, . . . , pm} be an R/(2C2)-net in M for the
Euclidean distance, and let M = ⋃iBi be a partition of M in sets B1, . . . , Bm
obtaining by assigning every x ∈ M to the closest pi ∈ {p1, . . . , pm}. By (6.3)
and Lemma 7.6 in the appendix
|(φpi )−1(x)| < C2 R
2C2
=
R
2
< δ0, (6.8)
where φpi is the local normal coordinate chart at pi. Therefore, we can consider
the piecewise transformed polynomials P =
∑m
i=1 Pi,ai1Bi , with
Pi,ai(x) =
∑
n.≤k
ai,n[(φ
pi )−1(x)]n, x ∈ φpi(Bδ0(0)). (6.9)
Here the sum ranges over all multi-index vectors n = (n1, . . . , nd) ∈ (N ∪ {0})d
with n. = n1 + · · ·+ nd ≤ k. Moreover, for y = (y1, . . . , yd) ∈ Rd, the notation
yn used above is short for yn11 y
n2
2 · · · yndd . We obtain a finite set of functions
by discretizing the coefficients ai,n for each i and n over a grid of meshwidth
ǫ/Rn-net in the interval [−C/Rn, C/Rn] (by (6.7)). The log cardinality of this
set is bounded by
log
(∏
i
∏
n:n.≤k
#ai,n
)
≤ m log
( ∏
n:n.≤k
2C/Rn
ǫ/Rn
)
≤ mkd log
(
2C
ǫ
)
.
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Since R = ρ/(a
√
d), we can choose m = N
(M, || · ||, ρ/(2C0ad1/2)) ≃ ad. To
complete the proof, it suffices to show that for k of order log(1/ǫ), the resulting
set of functions is a Kǫ-net for constant K depending only on µ.
For any function f ∈ H˜a1 , by Lemma 5.1, we can find a g ∈ H˜a1 such that
g|M = f . Assume that rg (the subcript g indicates the dependence on g) is the
local polynomial approximation for g defined as (6.6). Then we have a partial
derivative bound on rg as: ∣∣∣∣D
nrg(pi)
n!
∣∣∣∣ ≤ CRn .
Therefore there exists a universal constant K and appropriately chosen ai in
(6.9), such that for any z ∈ Bi ⊂M,∣∣∣∣
∑
n.>k
Dnrg(pi)
n!
(z − pi)n
∣∣∣∣ ≤
∑
n.>k
C
Rn
(R/2)n ≤ C
∞∑
l=k+1
ld−1
2l
≤ KC
(
2
3
)k
,
∣∣∣∣
∑
n.≤k
Dnrg(pi)
n!
(z − pi)n − Pi,ni(z)
∣∣∣∣ ≤
∑
n.≤k
ǫ
Rn
(R/2)n ≤
k∑
l=1
ld−1
2l
ǫ ≤ Kǫ.
Moreover, by (6.5) and (6.8),
|g(z)− rg(z)| ≤ Ca||(φpi )−1(z)||γ ≤ aRγ ≤ Ka−(γ−1) < Kǫ,
where the last step follows by the condition on a.
Consequently, we obtain
|f(z)− Pi,ni(z)| =|g(z)− Pi,ni(z)| ≤ |g(z)− rg(z)|+ |rg(z)− Pi,ni(z)|
≤KC
(
2
3
)k
+ 2Kǫ.
This suggests that the piecewise polynomials form a 3Kǫ-net for k sufficiently
large so that (2/3)k is smaller than Kǫ.
6.4. Proof of Lemma 5.6
For any f ∈ √aH˜a1 , by Lemma 5.1, there exists g ∈
√
aHa1 such that g|M = f .
By Lemma 4.7 in [38],
√
aHa1 ⊂
√
bHb1, so g ∈
√
bHb1. Again by Lemma 5.1, since
g|M = f , ||f ||H˜b ≤ ||g||Hb ≤
√
b, implying that f ∈
√
bH˜b1.
6.5. Proof of Lemma 5.7
By the reproducing property and Cauchy-Schwarz inequality
|h(x)| = |〈h,Ka(x, ·)〉
H˜a
| ≤ ||Ka(x, ·)||
H˜a
= 1
|h(x)− h(x′)| = |〈h,Ka(x, ·)−Ka(x′, ·)〉
H˜a
|
≤ ||Ka(x, ·)−Ka(x′, ·)||
H˜a
=
√
2(1−Ka(x, x′)).
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By the spectral representation K(x, x′) =
∫
ei(λ,t)µa(dλ) and the fact that µa
is symmetric,
2(1−Ka(x, x′)) = 2
∫
(1 + i(λ, x− x′)− ei(λ,x−x′))µa(dλ)
≤ ||x− x′||2
∫
||λ||2µa(dλ)
= a2||x− x′||2
∫
||λ||2µ(dλ).
6.6. Proof of Theorem 2.3
First, we consider a fixed-designed case. According to the proof of Theorem
(2.1), for any t ≥ 1, there exists a sequence of sieves {Bt,n : n ≥ 1} such that
P (WA /∈ Bt,n) ≤ e−4nǫ
2
nt
2
and logN(tǫ¯n, Bt,n, ‖ · ‖∞) ≤ nǫ¯2nt2.
As a consequence, by borrowing some results in the proof of Theorem 2.1 in
[13], it can be shown that there exists a sequence of measurable sets An with
P0(A
c
n)→ 0, such that for some positive constant c and any t ≥ 1,
E0 I(An) Π(‖f − f0‖n ≥ tǫ¯n|Sn) ≤ e−cnǫ
2
nt
2
.
By plugging in t = 1, 2, . . . into the above display, dividing both sides by
exp{−cnǫ2nt2/2} and taking a summation, we can obtain
E0 I(An)
∞∑
k=1
Π(‖f − f0‖n ≥ kǫ¯n|Sn) ecnǫ
2
nk
2/2 ≤
∞∑
k=1
e−cnǫ
2
nk
2/2 → 0,
as n→∞. As a consequence, there exists a sequence of sets {Sn} with P0(Sn)→
1 as n→∞, such that for any Sn ∈ Sn the following inequality holds uniformly
for all t ≥ 1 for some constant c0 > 0:
Π(‖f − f0‖n ≥ tǫ¯n|Sn) ≤ e−c0nǫ
2
nt
2
. (6.10)
Then for any Sn ∈ Sn, by Fubini’s theorem we have∫
‖f − f0‖2ndΠ(f |Sn) =
∫ ∞
0
Π(‖f − f0‖2n ≥ s|Sn)ds
≤ ǫ¯2n +
∫ ∞
ǫ¯2n
Π(‖f − f0‖2n ≥ s|Sn)ds
≤ ǫ¯2n +
∫ ∞
ǫ2n
e−c0nsds . ǫ¯2n.
Since fˆ =
∫
fAdΠ(f |Sn), we have decomposition
∫ ‖fA − f0‖2ndΠ(f |Sn) =∫ ‖fA− fˆ‖2ndΠ(f |Sn) + ‖fˆ − f0‖2n. Combining this decomposition with the fact
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that |fA(x) − f0(x)| ≤ |f(x)− f0(x)| for any x, we have
‖fˆ − f0‖2n ≤
∫
‖f − f0‖2ndΠ(f |Sn).
By the preceding displays, we can conclude that for all Sn ∈ Sn, ‖fˆ−f0‖2n . ǫ¯2n,
which completes the proof for the fixed designed case.
The proof for a random-designed case is more involved. We will utilize the
following result for comparing ‖ · ‖n and ‖ · ‖2 based on empirical process theory
[36, Lemma 5.16]. LetHB(ǫ,F , ‖·‖) denote the ǫ-bracketing entropy of a function
space F with respect to a norm ‖ · ‖.
Lemma 6.1. Suppose supf∈F ‖f‖∞ ≤ A. For any δ satisfying nδ2 ≥ HB(δ,F , ‖·
‖2) and η ∈ (0, 1), we have
P0
(
sup
f∈F , ‖f‖2≥25δ/η
∣∣∣∣‖f‖n‖f‖2 − 1
∣∣∣∣ ≥ η
)
≤ 8 exp(−Cnδ2η2),
where the constant C > 0 only depends on A.
According to Lemma 1 of [14] and the proof of Theorem (2.1), for all Sn ∈ Sn,
Π(f /∈ Bn|Sn) ≤ e−cnǫ
2
n and logN(3ǫ¯n, Bn, ‖ · ‖∞) ≤ nǫ¯2n.
where Bn is defined at the end of its proof. Let Bn,A = {fA : f ∈ Bn}. If
{f (j)} forms an ǫ-net of Bn, then {f (j)A } forms an ǫ-net of Bn,A. As a result, the
covering entropy of Bn,A is bounded by that of Bn. Combining this, (6.10) and
the fact that an ǫ-bracket entropy is always bounded by an ǫ-covering entropy
with respect to ‖ · ‖∞, we have for all Sn ∈ Sn,
Π(‖fA−f0‖n ≤ ǫ¯n, fA ∈ Bn,A|Sn) ≥ 1− 2e−cnǫ
2
n ,
HB(3ǫ¯n, Bn,A, ‖ · ‖2) ≤ nǫ¯2n.
Applying Lemma 6.1 for F = Bn,A − f0, δ = ǫ¯n and η = 1/2, we have a set En
with P0(En)→ 1 as n→∞ such that for all Sn ∈ En,
1
2
≤ sup
fA∈Bn,A, ‖fA−f0‖2≥64ǫ¯n
‖fA − f0‖n
‖fA − f0‖2 ≤
3
2
.
As a consequence, for all Sn ∈ Cn ∩ Sn, we have Π(‖fA − f0‖2 ≤ 64ǫ¯n|Sn) ≥
1− 2e−cnǫ2n and∫
‖fA − f0‖22dΠ(f |Sn) ≤ 642ǫ¯2n + 4A2Π(‖fA − f0‖2 ≥ 64ǫ¯n|Sn) . ǫ¯2n.
Therefore, we have ‖fˆ − f0‖22 ≤
∫ ‖fA − f0‖22dΠ(f |Sn) . ǫ¯2n.
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6.6.1. Proof of Theorem 3.2
The proof consists of two parts. In the first part, we show that for any k =
1, . . . , dmax, the associated MSPE E
(k)
m = m−1
∑m
i=1
(
fˆ (k)(X˜i)− Y˜i
)2
on S˜m is
a good estimator of ‖fˆk − f0‖22 up to some fixed additive constant. The proof
is an application of Bernstein’s inequality. In the second part, we show that the
estimator fˆCV selected by cross validation can achieve an optimal convergence
rate that is adaptive to the unknown dimensionality d. The proof borrows some
results in the proof of Theorem (2.1).
Step one: Let ‖ · ‖m denote the empirical L2-norm on the testing set. Since
Y˜i = f0(X˜i) + ǫ˜i, we can expand E
(k)
m as
E(k)m = ‖fˆ (k) − f0‖2m −
2
m
m∑
i=1
ǫ˜i
(
fˆ (k)(X˜i)− f0(X˜i)
)
+
1
m
m∑
i=1
ǫ˜2i . (6.11)
Since ǫ˜i
iid∼ N(0, σ2) are independent of fˆ (k) and X˜i, the second term has a
conditional distribution as normal with mean zero and variance 4‖fˆ (k)−f0‖2m/m
conditioning on fˆ (k) and {X˜i}. Therefore, we have for any t > 0,
P0
(∣∣∣∣ 2m
m∑
i=1
ǫ˜i
(
fˆ (k)(X˜i)− f0(X˜i)
)∣∣∣∣ ≥ ‖fˆ (k) − f0‖m t√m
)
≤ 2e− 18 t2 . (6.12)
Since fˆ (k) is independent of {X˜i} and ‖fˆ (k) − f0‖∞ ≤ 2A, an application of
Bernstein’s inequality yields
P0
(∣∣‖fˆ (k) − f0‖2m − ‖fˆ (k) − f0‖22∣∣ ≥ t) ≤ 2 exp
{
− mt
2
8(Kt+ ‖fˆ (k) − f0‖22)
}
,
for all t > 0, where K > 0 is a constant that only depends on A. By choosing
t = 12‖fˆ (k) − f0‖22, we have for some constant C > 0,
P0
(
1
2
≤ ‖fˆ
(k) − f0‖2m
‖fˆ (k) − f0‖22
≤ 3
2
)
≥ 1− 2 exp(−Cm‖fˆ (k) − f0‖22). (6.13)
By (6.11), (6.12) and (6.13), we have
P0
(
1
2
‖fˆ (k) − f0‖22+
1
m
m∑
i=1
ǫ˜2i ≤ E(k)m + ‖fˆ (k) − f0‖m
t√
m
)
≥ 1− 2 exp
{
− t
2
8
}
− 2 exp(−Cm‖fˆ (k) − f0‖22),
P0
(
3
2
‖fˆ (k) − f0‖22+
1
m
m∑
i=1
ǫ˜2i ≥ E(k)m − ‖fˆ (k) − f0‖m
t√
m
)
≥ 1− 2 exp
{
− t
2
8
}
− 2 exp(−Cm‖fˆ (k) − f0‖22).
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By choosing t = 14
√
m‖fˆ (k)−f0‖2 in the first inequality and t = 12
√
m‖fˆ (k)−f0‖2
in the second, we obtain the following key inequality
P0
(
1
4
‖fˆ (k) − f0‖22 +
1
m
m∑
i=1
ǫ˜2i ≤ E(k)m ≤ 2‖fˆ (k) − f0‖22 +
1
m
m∑
i=1
ǫ˜2i
)
≥ 1− 8 exp(−Cm‖fˆ (k) − f0‖22)→ 1 as n→∞.
(6.14)
Step two: By the selection rule for fˆCV = fˆ
(dˆCV ) and the assumption on m,
we have that with probability tending to one,
1
4
‖fˆCV − f0‖22 +
1
m
m∑
i=1
ǫ˜2i ≤ E(dˆCV )m ≤ E(d)m ≤ 2‖fˆ (d) − f0‖22 +
1
m
m∑
i=1
ǫ˜2i .
By the preceding display and Theorem 2.3 with the true dimension d, we can
conclude that with probability tending to one,
‖fˆCV − f0‖2 ≤ 2
√
2‖fˆ (d) − f0‖2 . ǫ¯n . n−s/(2s+d)(logn)d+1.
Appendix
7. Geometric Properties
We introduce some concepts and results in differential and Riemannian geome-
try, which play an important role in the convergence rate. For detailed definitions
and notations, the reader is referred to [11].
7.1. Riemannian Manifold
A manifold is a topological space that locally resembles Euclidean space. A
d-dimensional topological manifold M can be described using an atlas, where
an atlas is defined as a collection {(Us, φs)} such that M =
⋃
s Us = and each
chart φs : V → Us is a homeomorphism from an open subset V of d-dimensional
Euclidean space to an open subset Us of M. By constructing an atlas whose
transition functions {τs,β = φ−1β ◦ φs} are Cγ differentiable, we can further
introduce a differentiable structure on M. With this differentiable structure,
we are able to define differentiable functions and their smoothness level s ≤ γ.
Moreover, this additional structure allows us to extend Euclidean differential
calculus to the manifold. To measure distances and angles on a manifold, the
notion of Riemannian manifold is introduced. A Riemannian manifold (M, g)
is a differentiable manifold M in which each tangent space TpM is equipped
with an inner product 〈·, ·〉p = gp(·, ·) that varies smoothly in p. The family gp
of inner products is called a Riemannian metric and is denoted by g. With this
Riemannian metric g, a distance dM(p, q) between any two points p, q ∈M can
be defined as the length of the shortest path onM connecting them. For a given
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manifold M, such as the set P (n) of all n× n positive symmetric matrices [25,
16], a Riemannian metric g is not uniquely determined and can be constructed
in various manners so that certain desirable properties, such as transformation
or group action invariability, are valid. Although g is not uniquely determined,
the smoothness of a given function f on M only depends on M’s differential
structure instead of its Riemannian metric. Therefore, to study functions on the
manifold M, we could endow it with any valid Riemannian metric. Since a low
dimensional manifold structure on the RD-valued predictorX is assumed in this
paper, we will focus on the case in which M is a submanifold of a Euclidean
space.
Definition 7.1. M is called a Cγ submanifold of RD if there exists an inclusion
map Φ : M 7→ RD, called embedding, such that Φ is a diffeomorphism between
M and Φ(M) ⊂ RD, which means:
(1) Φ is injective and γ-differentiable;
(2) The inverse Φ−1 : Φ(M)→M is also γ-differentiable.
A natural choice of the Riemannian metric g ofM is the one induced by the
Euclidean metric e of RD through
gp(u, v) = eΦ(p)(dΦp(u), dΦp(v)) = 〈dΦp(u), dΦp(v)〉RD , ∀u, v ∈ TpM,
for any p ∈ M. Under this Riemannian metric g, dΦp : TpM 7→ dΦp(TpM) ⊂
TΦ(p)R
D is an isometric embedding. Nash Embedding Theorem [26] implies that
any valid Riemannian metric on M could be considered as being induced from
a Euclidean metric of Rm with a sufficiently large m. Therefore, we would use
this naturally induced g as the Riemannian metric of predictor manifold M
when studying the posterior contraction rate of our proposed GP prior defined
on this manifold. Under such choice of g, M is isometrically embedded in the
ambient space RD. In addition, in the rest of this paper, we will occasionally
identify M with Φ(M) when no confusion arises.
Tangent spaces and Riemannian metric can be represented in terms of local
parameterizations. Let φ : U 7→ M be a chart that maps a neighborhood U of
the origin in Rd to a neighborhood φ(U) of p ∈ M. In the case that M is a Cγ
submanifold of RD, φ itself is γ-differentiable as a function from U ∈ Rd to RD.
Given i ∈ {1, . . . , d} and q = φ(u), where u = (u1, . . . , ud) ∈ U , define ∂∂ui (q) to
be the linear functional on Cγ(M) such that
∂
∂ui
(q)(f) =
d(f ◦ φ(u + tei))
dt
∣∣∣∣
t=0
, ∀f ∈ Cγ(M),
where the d-dimensional vector ei has 1 in the i-th component and 0’s in others.
Then ∂∂ui (q) can be viewed as a tangent vector in the tangent space TqM.
Moreover, { ∂∂ui (q) : 1 ≤ i ≤ d} forms a basis of TqM so that each tangent
vector v ∈ TqM can written as
v =
d∑
i=1
vi
∂
∂ui
(q).
Y. Yang et al./Bayesian Manifold Regression 31
Under this basis, the tangent space ofM can be identified as Rd and the matrix
representation of differential dΦq at q has a (j, i)th element given by
{
dΦq
(
∂
∂ui
)}
j
=
d(Φj ◦ φ(u + tei))
dt
∣∣∣∣
t=0
, i = 1, . . . , d, j = 1, . . . , D,
where we use the notation Fj to denote the jth component of a vector-valued
function F . In addition, under the same basis, the Riemannian metric gq at q
can be expressed as
gq(v, w) =
d∑
i,j=1
viwjg
φ
ij(u1, . . . , ud),
where (v1, . . . , vd) and (w1, . . . , wd) are the local coordinates for v, w ∈ TqM.
By the isometry assumption,
gφij(u1, . . . , ud) = 〈dΦq(
∂
∂ui
), dΦq(
∂
∂uj
)〉RD .
Riemannian volume measure (form) of a region R contained in a coordinate
neighborhood φ(U) is defined as
Vol(R) =
∫
R
dV (q) ,
∫
φ−1(R)
√
det(gφij(u))du1 . . . dud.
The volume of a general compact region R, which is not contained in a coor-
dinate neighborhood, can be defined through partition of unity [11]. Vol gener-
alizes the Lebesque measure of Euclidean spaces and can be used to define the
integral of a function f ∈ C(M) as ∫M f(q)dV (q). In the special case that f is
supported on a coordinate neighborhood φ(U),
∫
M
f(q)dV (q) =
∫
U
f(φ(u))
√
det(gφij(u))du1 . . . dud. (7.1)
7.2. Exponential Map
Geodesic curves, generalizations of straight lines from Euclidean spaces to curved
spaces, are defined as those curves whose tangent vectors remain parallel if they
are transported and are locally the shortest path between points on the mani-
fold. Formally, for p ∈ M and v ∈ TpM, the geodesic γ(t, p, v), t > 0, starting
at p with velocity v, i.e. γ(0, p, v) = p and γ′(t, p, v) = v, can be found as
the unique solution of an ordinary differential equation. The exponential map
Ep : TpM 7→ M is defined by Ep(v) = γ(1, p, v) for any v ∈ TpM and p ∈ M.
Under this special local parameterization, calculations can be considerably sim-
plified since quantities such as Ep’s differential and Riemannian metric would
have simple forms.
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Although Hopf-Rinow theorem ensures that for compact manifolds the expo-
nential map Ep at any point p can be defined on the entire tangent space TpM,
generally this map is no longer a global diffeomorphism. Therefore to ensure
good properties of this exponential map, the notion of a normal neighborhood
is introduced as follows.
Definition 7.2. A neighborhood V of p ∈ M is called normal if:
(1) Every point q ∈ V can be joined to p by a unique geodesic γ(t, p, v), 0 ≤
t ≤ 1, with γ(0, p, v) = p and γ(1, p, v) = q;
(2) Ep is a diffeomorphism between V and a neighborhood of the origin in
TpM.
Proposition 2.7 and 3.6 in [11] ensure that every point in M has a normal
neighborhood. However, if we want to study some properties that hold uniformly
for all exponential maps Eq with q in a small neighborhood of p, we need a notion
stronger than normal neighborhood, whose existence has been established in
Theorem 3.7 in [11].
Definition 7.3. A neighborhood W of p ∈ M is called uniformly normal if
there exists some δ > 0 such that:
(1) For every q ∈ W , Ep is defined on the δ-ball Bδ(0) ⊂ TqM around the
origin of TqM. Moreover, Ep(Bδ(0)) is a normal neighborhood of q;
(2) W ⊂ Ep(Bδ(0)), which implies that W is a normal neighborhood of all its
points.
Moreover, as pointed out by [15] and [40], by shrinking W and reducing δ at
the same time, a special uniformly normal neighborhood can be chosen.
Proposition 7.4. For every p ∈ M there exists a neighborhood W such that:
(1) W is a uniformly normal neighborhood of p with some δ > 0;
(2) The closure of W is contained in a strongly convex neighborhood U of p;
(3) The function F (q, v) = (q, Eq(v)) is a diffeomorphism from Wδ = W ×
Bδ(0) onto its image in M×M. Moreover, |dF | is bounded away from
zero on Wδ.
Here U is strongly convex if for every two points in U , the minimizing geodesic
joining them also lies in U .
Throughout the rest of the paper, we will assume that the uniformly nor-
mal neighborhoods also possess the properties in the above proposition. Given
a point p ∈ M, we choose a uniformly normal neighborhood W of p. Let
{e1, . . . , ed} be an orthonormal basis of TpM. For each q ∈ W , we can de-
fine a set of tangent vectors {eq1, . . . , eqd} ⊂ TqM by parallel transport [11]:
ei ∈ TpM 7→ eγ(t)i ∈ Tγ(t)M from p to q along the unique minimizing geodesic
γ(t) (0 ≤ t ≤ 1) with γ(0) = p, γ(1) = q. Since parallel transport preserves
the inner product in the sense that gγ(t)(v
γ(t), wγ(t)) = gp(v, w), ∀v, w ∈ TpM,
{eq1, . . . , eqd} forms an orthonormal basis of TqM. In addition, the orthonormal
frame defined in this way is unique and depends smoothly on q. Therefore, we
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obtain onW a system of normal coordinates at each q ∈ W , which parameterizes
x ∈ Eq(Bδ(0)) by
x = Eq
( d∑
i=1
uie
q
i
)
= φq(u1, . . . , ud), u = (u1, . . . , ud) ∈ Bδ(0). (7.2)
Such coordinates are called q-normal coordinates. The basis of TqM associated
with this coordinate chart (Bδ(0), φ
q) is given by
∂
∂ui
(q)(f) =
d(f ◦ Eq(teqi ))
dt
∣∣∣∣
t=0
=
d(f ◦ γ(t, q, eqi ))
dt
∣∣∣∣
t=0
= eqi (f), i = 1, . . . , d.
Therefore { ∂∂ui (q) = e
q
i : 1 ≤ i ≤ d} forms an orthonormal basis on TqM.
By Proposition 7.4, for each x ∈ Eq(Bδ(0)), there exists a minimizing geodesic
γ(t, q, v), 0 ≤ t ≤ 1, such that γ(0, q, v) = q, γ′(0, q, v) = v and γ(1, q, v) = x,
where v = E−1q (x) =
∑d
i=1 uie
q
i ∈ TqM. Hence dM(q, x) =
∫ 1
0 |γ′(t, q, v)|dt =|v| = ||u||, i.e.
dM
(
q, Eq
( d∑
i=1
uie
q
i
))
= ||u||, ∀u ∈ Bδp(0), (7.3)
where || · || is the Euclidean norm on Rd. The components gqij(u) of the Rieman-
nian metric in q-normal coordinates satisfy gqij(0) = gq(e
q
i , e
q
j) = δij . The fol-
lowing results [15, Proposition 2.2] provide local expansions for the Riemannian
metric gqij(u), the Jacobian
√
det(gφij(u)) and the distance dM(q,
∑d
i=1 uie
q
i ) in
a neighborhood of p.
Proposition 7.5. Let M be a submanifold of RD which is isometrically em-
bedded. Given a point p ∈ M, let W and δ be as in Proposition 7.4, and con-
sider for each q ∈ W the q-normal coordinates defined above. Suppose that
x =
∑d
i=1 uie
q
i ∈ Eq(Bδ(0)). Then:
(1) The components gqij(u) of the metric tensor in q-normal coordinates admit
the following expansion, uniformly in q ∈W and x ∈ Eq(Bδ(0)):
gqij(u1, . . . , ud) = δij −
1
3
d∑
r,s=1
Rqirsj(0)urus +O(d
3
M(q, x)), (7.4)
where Rqirsj(0) are the components of the curvature tensor at q in q-normal
coordinates.
(2) The Jacobian
√
det(gqij)(u) in q-normal coordinates has the following ex-
pansion, uniformly in q ∈W and x ∈ Eq(Bδ(0)):
√
det(gqij)(u1, . . . , ud) = 1−
1
6
d∑
r,s=1
Ricqrs(0)urus +O(d
3
M(q, x)), (7.5)
where Ricqrs(0) are the components of the Ricci tensor at q in q-normal
coordinates.
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(3) There exists Cp <∞ such that
0 ≤ d2M(q, x)− ||q − x||2 ≤ Cpd4M(q, x) (7.6)
holds uniformly in q ∈ W and x ∈ Eq(Bδ(0)).
Note that in Proposition 7.5, (3) only provides a comparison of geodesic
distance and Euclidean distance in local neighborhoods. Under a stronger com-
pactness assumption on M, the following lemma offers a global comparison of
these two distances.
Lemma 7.6. Let M be a connected compact submanifold of RD with a Rie-
mannian metric g that is not necessarily induced from the Euclidean metric.
Then there exist positive constants C1 and C2 dependent on g, such that
C1||x− y|| ≤ dM(x, y) ≤ C2||x− y||, ∀x, y ∈M, (7.7)
where || · || is the Euclidean distance in RD. Moreover, if M is further assumed
to be isometrically embedded, i.e. g is induced from the Euclidean metric of RD,
then C1 could be chosen to be one and C2 ≥ 1.
Proof. We only prove the first half of the inequality since the second half follows
by a similar argument and is omitted here. Assume in the contrary that for some
sequence {Mk} satisfying Mk → ∞ as k → ∞, there exists (xk, yk) such that
||xk − yk|| ≥ MkdM(xk, yk). Let Φ : M → RD be the embedding. Since M
is compact, {xk} and {yk} have convergent subsequences, whose notations are
abused as {xk} and {yk} for simplicity. Denote the limits of these two sequences
as x0 and y0. By the compactness of M and continuity of Φ, we know that
Φ(M) is also compact and therefore dM(xk, yk) → 0, as k → ∞. This implies
that x0 = y0 = p.
For each j ∈ {1, . . . , p}, the jth component Φj :M→ R of Φ is differentiable.
Let δp and Wp be the δ and W specified in Proposition 7.4. Define f(q, v) =
Φ
(
π2(F (q, v))
)
= Φ(Ep(v)), where π2 is the projection ofM×M on to its second
component. By Proposition 7.4, f is differentiable on the compact set W¯δp and
therefore for each l ∈ {1, . . . , d}, ∂f∂vl is uniformly bounded on W¯δp . This implies
that for some constant C > 0, ||x − y|| = ||f(y, E−1y (x)) − f(y, E−1y (y))|| ≤
C||E−1y (x) − E−1y (y)|| = CdM(x, y) for all x, y ∈ Wp with dM(x, y) ≤ δp. Since
xk → p and yk → p, there exists an integer k0 such that for all k > k0, xk,
yk ∈ Wp and dM(xk, yk) ≤ δp. Therefore ||xk − yk|| ≤ CdM(xk, yk), which
contradicts our assumption that ||xk − yk|| ≥MkdM(xk, yk) for all k.
Consider the case when Φ is an isometric embedding. For any points x, y ∈
M, we can cover the compact geodesic path lx,y from x to y by {Wpi : i =
1, . . . , n} associated with a finite number of points {p1, . . . , pn} ⊂ M. Therefore
we can divide lx,y into
⋃n
s=1 l(xs−1, xs) such that x0 = x, xn = y, and each
segment l(xs−1, xs) lies in one of the Wpi ’s. By Proposition 7.5 (3), for each
s ∈ {1, . . . , n}, dM(xs−1, xs) ≥ ||xs−1 − xs||. Therefore,
dM(x, y) =
n∑
s=1
dM(xs−1, xs) ≥
n∑
s=1
||xs−1 − xs|| ≥ ||x− y||,
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where the last step follows from the triangle inequality.
The above lemma also implies that geodesic distances induced by different
Riemannian metrics on M are equivalent to each other.
Fix p ∈M and let W and δ > 0 be specified as in Proposition 7.4. Since M
is a submanifold of RD, for any point q ∈M, the exponential map Eq : Bδ(0)→
M ⊂ RD is a differentiable function between two subsets of Euclidean spaces.
Here, we can choose any orthonormal basis of TqM since the representations of
Eq under different orthonormal bases are the same up to d×d rotation matrices.
Under the compactness assumption on M, the following lemma ensures the
existence of a bound on the partial derivatives of Eq’s components {Eq,i : i =
1, . . . , D} uniformly for all q in the δ neighborhood of p:
Lemma 7.7. Let M be a connected Cγ compact submanifold of RD with γ
being ∞ or any integer greater than two. Let k be an integer such that k ≤ γ.
Then:
1. There exists a universal positive number δ0, such that for every p ∈ M,
proposition 7.4 is satisfied with some δ > δ0 and Wp;
2. With this δ0, for any p ∈M, mixed partial derivatives with order less than
or equal to k of each component of Ep are bounded in Bδ0(0) ∈ TpM by a
universal constant C > 0.
Proof. Note that M = ⋃p∈MW (p, δp), where δp and W (p, δp) are the corre-
sponding p dependent δ and open neighborhood W in proposition 7.4. By the
compactness ofM, we can choose a finite covering {W (p1, δp1), . . . ,W (pn, δpn)}.
Let δ0 = min{δp1 , . . . , δpn}. Then the first condition is satisfied with this δ0 since
for any p ∈ M, Wp could be chosen as any W (pj , δpj ) that contains p.
Next we prove the second condition. For each j, we can define q-normal coor-
dinates onW (pj , δpj ) as before such that the exponential map at each point q ∈
W (pj , δpj ) can be parameterized as (7.2). Define Fj :W (pj , δpj )×Bδpj (0)→ RD
by Fj(q, u) = Eq(
∑d
i=1 uie
q
i ) = φ
q(u). Then any order k mixed partial deriva-
tive
∂kφqj
∂ui1···∂uik (u) of Fj(q, u) with respect to u is continuous on the compact set
W (pj , δpj )×Bδpj (0). Therefore these partial derivatives are bounded uniformly
in q ∈ W (pj , δpj ) and u ∈ Bδpj (0). Since M is covered by a finite number of
sets {W (p1, δp1), . . . ,W (pn, δpn)}, the second conclusion is also true.
By lemma 7.7, when a compact submanifoldM has smoothness level greater
than or equal to k, we can approximate the exponential map Ep : Bδ0(0) ⊂
R
d → RD at any point p ∈ M by a local Taylor polynomial of order k with
error bound Cδk0 , where C is a universal constant that only depends on k and
M.
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8. Proofs of the main results
8.1. Proof of Theorem 2.1
Define centered and decentered concentration functions of the process W a =
(Wax : x ∈M) by
φa0(ǫ) = − logP (|W a|∞ ≤ ǫ),
φaf0(ǫ) = inf
h∈H˜a:|h−f0|∞≤ǫ
||h||2
H˜a
− logP (|W a|∞ ≤ ǫ),
where |h|∞ = supx∈M |f(x)| is the sup norm on the manifoldM. Then P (|W a|∞ ≤
ǫ) = exp(−φa0(ǫ)) by definition. Moreover, by the results in [19],
P (||W a − f0||∞ ≤ 2ǫ) ≥ e−φ
a
f0
(ǫ). (8.1)
Suppose that f0 ∈ Cs(M) for some s ≤ min{2, γ − 1}. By Lemma 3.5 and
Lemma 3.2, for a > a0 and ǫ > Cmax{a−(γ−1), a−s} = Ca−s,
φsf0 (ǫ) ≤ Dad + C4ad
(
log
a
ǫ
)1+d
≤ K1ad
(
log
a
ǫ
)1+d
.
SinceAd has a Gamma prior, there exists p, C1, C2 > 0, such that C1a
p exp(−D2ad) ≤
g(a) ≤ C2ap exp(−D2ad). Therefore by equation (8.1),
P (||WA − f0||∞ ≤ 2ǫ) ≥ P (||WA − f0||∞ ≤ 2ǫ, A ∈ [(C/ǫ)1/s, 2(C/ǫ)1/s])
≥
∫ 2(C/ǫ)1/s
(C/ǫ)1/s
e−φ
s
f0
(ǫ)g(a)da
≥ C1e−K2(1/ǫ)
d/s(log(1/ǫ))1+d
(
C
ǫ
)p/s(
C
ǫ
)1/s
.
Therefore,
P (||WA − f0||∞ ≤ ǫn) ≥ exp(−nǫ2n),
for ǫn a large multiple of n
−s/(2s+d)(log n)κ1 with κ1 = (1 + d)/(2 + d/s) and
sufficiently large n.
Similar to the proof of Theorem 3.1 of [38], by Lemma 3.6,
BM,r,δ,ǫ =
(
M
√
r
δ
H˜
r
1 + ǫB1
)
∪
( ⋃
a<δ
(MH˜a1) + ǫB1
)
,
with B1 the unit ball of C(M), contains the set MH˜a1 + ǫB1 for any a ∈ [δ, r].
Furthermore, if
M ≥ 4
√
φr0(ǫ) and e
−φr0(ǫ) < 1/4, (8.2)
then
P (WA /∈ B) ≤ 2C2r
p−d+1e−D2r
d
D2d
+ e−M
2/8. (8.3)
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By Lemma 4.5, equation (8.2) is satisfied if
M2 ≥ 16C4rd(log(r/ǫ))1+d, r > 1, ǫ < ǫ1,
for some fixed ǫ1 > 0. Therefore
P (WA /∈ B) ≤ exp(−C0nǫ2n),
for r and M satisfying
rd =
2C0
D2
nǫ2n, M
2 = max{8C0, 16C4}nǫ2n(log(r/ǫn))1+d. (8.4)
Denote the solution of the above equation as rn and Mn.
By Lemma 3.4, for M
√
r/δ > 2ǫ and r > a0,
logN
(
2ǫ,M
√
r
δ
H˜
r
1 + ǫB˜1, || · ||∞
)
≤ logN
(
ǫ,M
√
r
δ
H˜
r
1, || · ||∞
)
≤ Krd
(
log
(
M
√
r/δ
ǫ
))1+d
.
By Lemma 3.7, every element of MH˜a1 for a < δ is uniformly at most δ
√
DτM
distant from a constant function for a constant in the interval [−M,M ]. There-
fore for ǫ > δ
√
DτM ,
logN
(
3ǫ,
⋃
a<δ
(MH˜a1) + ǫB˜1, || · ||∞
)
≤ N(ǫ, [−M,M ], | · |) ≤ 2M
ǫ
.
With δ = ǫ/(2
√
DτM), combining the above displays, for B = BM,r,δ,ǫ with
M ≥ ǫ, M3/2
√
2τrD1/4 ≥ 2ǫ3/2, r > a0,
which is satisfied when r = rn and M =Mn, we have
logN
(
3ǫ, B, || · ||∞
) ≤ Krd
(
log
(
M3/2
√
2τrD1/4
ǫ3/2
))1+d
+ log
2M
ǫ
. (8.5)
Therefore, for r = rn, M =Mn and Bn = BMn,rn,δn,ǫn ,
logN
(
3ǫ¯n, Bn, || · ||∞
) ≤ nǫ¯2n,
for ǫ¯n a large multiple of ǫn(log n)
κ2 with κ2 = (1 + d)/2.
8.2. Proof of Corollary 2.2
Under d′, the prior concentration inequality becomes:
P (||WA − f0||∞ ≤ 2ǫ) ≥ P (||WA − f0||∞ ≤ 2ǫ, A ∈ [(C/ǫ)1/s, 2(C/ǫ)1/s])
≥
∫ 2(C/ǫ)1/s
(C/ǫ)1/s
e−φ
s
f0
(ǫ)g(a)da
≥ C1e−K2(1/ǫ)
d∨d′/s(log(1/ǫ))1+d
(
C
ǫ
)p/s(
C
ǫ
)1/s
. (8.6)
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The complementary probability becomes:
P (WA /∈ B) ≤ 2C2r
p−d′+1e−D2r
d′
D2
+ e−M
2/8, (8.7)
with M2 ≥ 16C4rd(log(r/ǫ))1+d, r > 1 and ǫ < ǫ1, where ǫ1 > 0 is a fixed
constant.
An upper bound for the covering entropy is given by
logN
(
3ǫ, B, || · ||∞
) ≤ Krd
(
log
(
M3/2
√
2τrD1/4
ǫ3/2
))1+d
+ log
2M
ǫ
. (8.8)
1. d′ > d: With ǫn a multiple of n−s/(2s+d
′)(logn)κ1 with κ1 = (1 + d)/(2 +
d′/s), ǫ¯n < ǫn,
rd
′
=
2C0
D2
nǫ2n, and M
2 = max{8C0, 16C4}nǫ2n(log(r/ǫn))1+d,
inequalities (8.6), (8.7) and (8.8) becomes (5.1). Therefore we arrive at the
conclusion that under d′ > d, the posterior contraction rate will be at least a
multiple of n−s/(2s+d
′)(logn)κ with κ = (1 + d)/(2 + d′/s).
2. d
2
2s+d < d
′ < d: With ǫn a multiple of n−s/(2s+d)(logn)κ1 with κ1 = (1 +
d)/(2+d/s), ǫ¯n a multiple of n
d/(2d′)−1ǫd/d
′
n (logn)(d+1)/2 = n
− (2s+d)d′−d2
2(2s+d)d′ (logn)κ2
with κ2 = (d+ d
2)/(2d′ + dd′/s) + (1 + d)/2,
rd
′
=
2C0
D2
nǫ2n, and M
2 = max{8C0, 16C4}nǫ2n(log(r/ǫn))1+d,
inequalities (8.6), (8.7) and (8.8) becomes (5.1). Therefore we arrive at the
conclusion that under d′ < d, the posterior contraction rate will be at least a
multiple of n
− (2s+d)d′−d2
2(2s+d)d′ (log n)κ with κ = (d+ d2)/(2d′+ dd′/s)+ (1+ d)/2. To
make this rate meaningful, we need (2s+ d)d′ − d2 > 0, i.e. d′ > d2/(2s+ d).
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