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キャッシュ構成のパラメータとして，セット数 s，ブロックサイズ b，連想度 a，容量 tが
あり，t = s b aが成り立つ．本節では，この 4つのパラメータについて説明する．本論







る．セット数 s = t=(b a)となり，各データの配置先セットは一意に決められるが，セット
内のどのブロックに配置するかは任意である．セットアソシアティブ方式において，各セッ
トにいくつのブロックが割り当てられているかを示す値が連想度 aである．また，ダイレク
トマップの場合はセット数 s = t=b，連想度 a = 1，フルアソシアティブ方式の場合はセット
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セット数 s = 8
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図 2.4: メモリアドレス 10bitによるキャッシュ管理の例



























































































































































































キャッシュ構成のパラメータとして，セット数 s，ブロックサイズ b，連想度 a，容量 tが
あり，t = s  b  aが成り立つ．L1キャッシュのセット数，ブロックサイズ，連想度をそ
れぞれ sL1，bL1，aL1，L2キャッシュのセット数，ブロックサイズ，連想度をそれぞれ sL2，
bL2，aL2とするとき，あるキャッシュ構成 cを c = ((sL1; bL1; aL1); (sL2; bL2; aL2))のように表
す．また，セット数の最大値を sm，ブロックサイズの最大値を bm，連想度の最大値を amと












1LRU法は Least Recently Used の略であり，使われてから最も時間のたったデータから置き換えていく手
法である．
2inclusion(包括性)とは，上位レベルのキャッシュのデータは必ず下位レベルのキャッシュに含まれることで








































1. メモリアドレスmiから，index i，tag tを算出する．index iに対応するセットには，a
個のブロックが配置されている．
2. a個のブロックについて，1番目から順に tag tが存在するかどうか調べる．
3. 2において，tag tが j番目に存在すればヒットとし，index iに対応するセットの j番
目のブロックを 1番目のブロックとする．
4. 2において，tag tが存在しなければミスとなり，index iに対応するセットの a番目の









sL1; sL2 = s0; 2s0; 4s0; : : : ; sm
bL1; bL2 = b0; 2b0; 4b0; : : : ; bm





















図 3.4: 2階層キャッシュメモリにおける全キャッシュ構成 (図を直す)
このとき全キャッシュ構成数はO((lg sm)2  (lg bm)2  a2m)となる．全探索の場合，全メ










文献 [17]には，2つのキャッシュ構成 c1，c2について，キャッシュ構成 c1の要素が全てキャッ
シュ構成 c2の要素に含まれていれば c1  c2と書き，キャッシュ構成 c2でキャッシュミスが起
きればキャッシュ構成 c1でもキャッシュミスが起き，キャッシュ構成 c1でキャッシュヒットす
ればキャッシュ構成 c2でもキャッシュヒットすることが示されている (Inclusion Property)．こ












今，構成が ((s; b; a); )となる 1つのキャッシュ構成を考える．このようなキャッシュに対
して，リプレースメント方式を LRU方としたとき，以下の性質がある [14]．
性質C-1． あるメモリアクセスmiについて，キャッシュ構成が ((s; b; a); )となるキャッ
シュでキャッシュミスが起こった場合，構成が ((s; b; a0); )(1  a0  a)となるすべての構成
でキャッシュミスが起こる．同様に，あるメモリアクセスについて，構成が ((s; b; a); )と
なるキャッシュでヒットした場合，構成が ((s; b; a00); )(a  a00  am)となるすべての構成で
ヒットする．
性質C-1の例を図 3.5に示す．図 3.5は，図 2.4のキャッシュ構成を連想度 1～4に変化させ
たときの，index:111に対応するセットの状態を示している．図 3.5のキャッシュ構成の各パラ
メータは，セット数 s = 8，ブロックサイズ b = 8となっている．ここで，10ビットのメモリ
アドレス \1000111001"のヒット/ミス判定をする場合を考える．まず，osetは lg 8 = 3ビッ
ト必要なので，下位 3ビットが osetとなる．このため，キャッシュヒット/ミス判定に必要な



















図 3.5: ブロックサイズ固定 (b = 8)，セット数固定 (s = 8)とし，連想度 aを変化させたと
きの同一セットの状態
このとき必要な indexのビット数は lg 8 = 3ビットとなる．このため，\1000111"の下位3ビッ
トである 111がデータの格納されているセットとなる．連想度 a = 4の 111のセットをヒッ
ト/ミスを判定するとMRUから 3番目のブロックにデータがヒットしていることがわかる．
これは，性質C-1が示すように，各連想度のヒット/ミスと対応している．つまり，最大連想
度 a = 4のMRUから 3番目でヒットしていることから，連想度 a  3でキャッシュヒットと
なり，a < 3でキャッシュミスすることになる (図 3.5)．つまり，最大連想度とするキャッシュ
構成 ((s; b; am); )の 1構成をシミュレーションすることで ((s; b; ai); )(a0  ai  am)の構
成全てにおいてヒット/ミスが判定できる（複数連想度同時探索手法）．このため，全探索シ
ミュレーションでは，全キャッシュ構成のヒットミス判定にO(n (lg sm)2 (lg bm)2a3m)必





今，構成が ((s; b; a); )となる 1つのキャッシュ構成を考える．このとき，セット数に In-
clusion Propertyを適用すれば，次の性質を得ることができる．




















でキャッシュヒットが起こった場合，構成が ((s0; b; a0); )(s  s0  sm; 1  a0  am)となる
すべての構成でキャッシュヒットが起こる．
証明. あるメモリアクセスmiの 32bitのメモリアドレス adの最上位ビットを ad32，最下位
ビットを ad1とする．あるダイレクトマップ方式のキャッシュ構成 c1のブロックサイズを 2i，
セット数 s = 2jとすると，メモリアドレス adの osetは iビット，indexは jビット，tagは
(32  (i+ j))ビットとなる．キャッシュ構成 c1から，セット数を 2倍にしたキャッシュ構成
c2を考える．キャッシュ構成 c2はセット数 s = 2(j +1)となるため，indexは (j +1)ビット，
tagは (32  (i+ j  1)) ビットとなる．ダイレクトマップ方式でキャッシュヒットが発生する
場合，indexに対応するセットに格納されている tagがアクセスしようとしているメモリア
ドレスの tagと等しくなる．つまり，キャッシュ構成 c1でキャッシュヒットした場合，メモ
リアドレス adの tagが indexに対応するセットに格納されている tagと等しくなる．キャッ
シュ容量を 2倍にした場合，indexが 1ビット増えるため，キャッシュ構成 c1の indexに対













Index: 00 01 10 11





















1番目のブロックでキャッシュヒットしたとき，そのデータは，必ず ((8; b; am); )の 1番目
のキャッシュブロックでヒットすることを示している．
性質C-2を用いれば，複数連想度同時探索手法と組み合わせる事で，全キャッシュ構成の
ヒットミス判定にO(n(lg sm)2(lg bm)2a3m)必要としたのに対し，O(n(lg s1lg s01)(lg
bm)
2  am)(s1; s01  sm)に削減される．
図 3.8にCRCB1手法の成立例を示す．太円で示したL1キャッシュ構成 ((32; 32; am); )の






















図 3.9: 性質C-3の例．連続するメモリアクセスの tagと indexが等しいとき，ブロックサイ




性質C-3．今，あるアプリケーションプログラムにおいて，キャッシュ構成 ((s; b; a); )の
連続した 2つのメモリアクセスmi   1とmiの indexおよび tagが等しい場合を考える．こ
のとき，キャッシュ構成 ((s0; b0; a0); )(s  s0  sm; b  b0  bm; 1  a0  am)で，i番目のメ
モリアクセスは必ずキャッシュヒットする．
証明. i  1番目のメモリアクセスmi 1のアドレスを ad(i  1)，i番目のメモリアクセスmi
のアドレスを ad(i)とする．ad(i  1)および ad(i)のあるキャッシュ構成 c1における indexお
よび tagが等しい場合，性質C-2が成立することになる．さらに，キャッシュ構成 c1のブロッ
クサイズを 2倍にしたキャッシュ構成 c2を考える．ブロックサイズを 2倍にすると，indexが
1ビット少なくなり，osetが 1ビット多くなる．つまり，キャッシュ構成 c1において index
および tagが等しい場合，キャッシュ構成 c2においても indexおよび tagが等しくなる（図
3.9）．よって，キャッシュ構成 c2においても性質 C-2が成立する．ブロックサイズを 4倍，
8倍とさらに大きくしていっても，indexは 1ビットずつ少なくなっていくので，indexおよ
び tagが常に等しくなる．このため，性質C-3が成立することになる．





















は，セット数 s = 32; b = 16の構成において，性質C-3の条件が成立した場合に複数連想度
同時探索手法とCRCB1手法，CRCB2手法を使用してヒット/ミス判定を省略できるキャッ
シュ構成を点線で表している．この場合，ブロックサイズ b > 16の全構成と，ブロックサイ
ズ b = 16，セット数 s > 32の全構成のヒット/ミス判定を省略できる．
3.4.4 CRCB-T1手法
L1キャッシュと L2キャッシュの構成に対して以下の性質がある．
性質C-4．L1キャッシュ構成の連想度がa = 1となる2階層キャッシュ構成 ((s; b; 1); (s0; b; a0))(た
だし，s < s0  sm; 1  a0  am)を考える．この構成 ((s; b; 1); (s0; b; a0))のキャッシュミス数
は，1階層キャッシュ構成 ((s0; b; a0); )のキャッシュミス数と等しくなる．
証明. 1階層キャッシュ構成 ((s; b; 1); )と ((2s; b; a); )を考える．この 2つのシミュレー
ションをCRCB1手法を導入して行う場合，キャッシュ構成 ((s; b; 1); )でヒットしたデータ
はキャッシュ構成 ((2s; b; a); )のシミュレーションを実行しない．よって，キャッシュ構成
((s; b; 1); )でミスしたデータのみがキャッシュ構成 ((2s; b; a); )でシミュレーションされる．
2階層キャッシュ構成 ((s; b; 1); (2s; b; a))をシミュレーションする場合，1階層キャッシュ構
成 ((s; b; 1); )でヒットしたデータは 2階層キャッシュ構成 ((s; b; 1); (2s; b; a))のシミュレー
ションを実行しない．この場合も，1階層キャッシュ構成 ((s; b; 1); )でミスしたデータのみ
が 2階層キャッシュ構成 ((s; b; 1); (2s; b; a))でシミュレーションされる．つまり，1階層キャッ
シュ構成 ((2s; b; a); )のシミュレーションを行うメモリアクセスと，2階層キャッシュ構成
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((s; b; 1); (2s; b; a))のシミュレーションを行うメモリアクセスは等しくなる．よって，この 2
つのキャッシュ構成 ((2s; b; a); )と ((s; b; 1); (2s; b; a))のシミュレーションを行うメモリアク
セスが等しくなるため，キャッシュミス数も等しくなる．2階層キャッシュ構成のL2キャッシュ
のセット数を L1キャッシュの 4倍の 4sとした場合，CRCB1手法によって L2キャッシュ構
成 ((s; b; 1); (2s; b; 1))でミスしたメモリアクセスのみがL2キャッシュ構成 ((s; b; 1); (4s; b; a))
でシミュレーションされる．1階層キャッシュシミュレーションでも CRCB1手法によって












証明. ある 1階層キャッシュ構成 ((s; b; a); )で初期参照ミスが発生したとする．ここで，1




ビット数は変化しないため，キャッシュ構成 ((2s; b; a); )においても初期参照ミスとなる．
同様に，キャッシュ構成 ((s; b; 2a); )においても初期参照ミスとなる．次に，2階層キャッ
シュ構成 ((s; b; a); (s0; b0; a0))で初期参照ミスが発生したとする．ここで，2階層キャッシュ構
成 ((s; b; a); (2s0; b0; a0))を考える．L2キャッシュに関しても，L1キャッシュと同様，ブロッ
クサイズを変化させない限り indexおよび tagの合計ビット数は変化しないため，2階層
キャッシュ構成 ((s; b; a); (2s0; b0; a0))においても初期参照ミスとなる．2階層キャッシュ構成


































図 3.11: CRCB-T1 手法適用による探索範囲省略例．L1 キャッシュのみの構成
c1 = ((s; 16; a); )(s  32) のミス数と c1 を L1 キャッシュに持つ 2 階層キャッシュ構
































(O-1) [CRCB-T2] miがブロックサイズ b(b0  b  bm)で初期参照ミスか確認する．
(O-2) キャッシュ構成 ((si; bi; ai); )を si = s0; bi = b0; ai = amと設定する．






(O-5) [複数連想度同時探索] (O-4)において，j番目のブロックで tag tiがヒットした場合，
((si; bi; a
0
i); )(ただし，j  a0i  am)の全キャッシュでヒットしており，((si; bi; a00i ); )(た
だし，1  a00i < j)の全キャッシュでミスすることになる．このヒットしたブロックを
1番目のブロックとする．
(O-6) [複数連想度同時探索] (O-4)において，tag tiがミスした場合，((si; bi; a000i ); )(ただ
し，1  a000i  am) の全キャッシュでミスしていることになる．am番目のブロックと
tag tiを置換し，1番目のブロックとする．
(O-7) [CRCB1] (O-5)において，キャッシュ構成 ((si; bi; am); )の 1番目のブロックで tag
tiがヒットした場合，キャッシュ構成 ((s0i; bi; am); ) (ただし，si  s0i  sm)で必ずヒッ
トするため，キャッシュ構成 ((s0i; bi; am); )のヒット/ミス判定を省略する．
(O-8) [CRCB2] (O-5)において，キャッシュ構成 ((si; bi; am); )のmiとmi 1の osetお
よび tagが等しい場合，miはキャッシュ構成 ((s0i; b0i; ai); ) (ただし，bi  b0i  bm; si 
s0i  sm; 1  ai  am)で必ずヒットするため，キャッシュ構成 ((s0i; b0i; ai); )でのヒッ
ト/ミス判定を省略する．
(O-9) ブロックサイズ biを 2倍にし，bi  bm ならば (O-3)へ．それ以外は (O-10)へ．








(T-1) ある L1キャッシュ構成 ((si; bi; ai); )でキャッシュミスが発生するとする．ここで，
キャッシュ構成 ((si; bi; k); (sL2; bL2; am))を ((si; bi; ai); (2si; bi; am))と設定する．






(T-4) [複数連想度同時探索] (T-3)において，l番目のブロックで tag tL2 がヒットした場
合，((si; bi; k); (sL2; bL2; a0))(ただし，l  a  am)の全キャッシュでヒットしており，
((si; bi; k); (sL2; bL2; a
00))(ただし，1  a00 < l)の全キャッシュでミスすることになる．こ
のヒットしたブロックを 1番目のブロックとする．
(T-5) [複数連想度同時探索] (T-4)において，tag tL2がミスした場合，((si; bi; k); (sL2; bL2; a000))(た
だし，1  a000  am)の全キャッシュ構成でミスしていることになる．am番目のブロッ
クと tag tL2を置換し，1番目のブロックとする．
(T-6) [CRCB1] (T-4)において，1番目のブロックで tag tL2がヒットした場合，L2キャッ
シュ構成 ((si; bi; k); (s0L2; bL2; am))(ただし，sL2  s0L2  sm)で必ずヒットするため，L2
キャッシュ構成 ((si; bi; k); (s0L2; bL2; am))のヒット/ミス判定を省略する．
(T-7) L2キャッシュ構成のブロックサイズ bL2を 2倍にし，bL2  bmならば (T-2)へ．それ
以外は (T-8)へ．
(T-8) L2キャッシュ構成のブロックサイズ bL2を (T-1)で設定した値 biに戻し，セット数 sL2
を 2倍にし，sL2  smならば (T-2)へ．それ以外は (T-9)へ．
(T-9) [CRCB-T1] L2キャッシュ構成のセット数を sL2 = 2si，連想度を k = k   1とする．
k = 1ならば bL2 = 2bi とし，((si; bi; 1); (s0; bi; a0)) (2si  s0i  sm; 1  a0  am) のシ
ミュレーションを省略する．それ以外なら bL2 = biとする．ただし，((si; bi; 1); (s0; bi; a0))
のキャッシュミス数には ((s0; bi; a0); )のキャッシュミス数を利用する．k 6= 0 ならば
(T-2)へ．それ以外ならば，L1キャッシュシミュレーションを再開する．
以上のアルゴリズムにより，2階層キャッシュ構成のヒット/ミス判定を O(n  (lg s1lg






















































手法はLRU法1を用いる．キャッシュ/バス構成Cは，C = ((sL1; bL1; aL1); (sL2; bL2; aL2); (wdL1;
waL1); (wdL2; waL2)) のように与えられる．(sL1; bL1; aL1)はセット数が sL1，ブロックサイズ
bL1，連想度 aL1である L1キャッシュ構成を示す．同様に (sL2; bL2; aL2)は L2キャッシュ構成
を示す．また，(wdL1; waL1)はデータバス幅がwdL1，アドレスバス幅がwaL1であるL1キャッ
シュ{L2キャッシュ間バス構成を示す．同様に (wdL2; waL2)は L2キャッシュ{メインメモリ間
バス構成を示す．キャッシュのみの構成 cは，c = ((sL1; bL1; aL1); (sL2; bL2; aL2))と与えられ
る．バス幅のみの構成wは，w = ((wdL1; waL1); (wdL2; waL2))と与えられる．また，cとwを













データバス幅を wdL1，アドレスバス幅を waL1，平均 L2キャッシュアクセス時間を TL2，メ
モリアドレスを 32ビット，バス周波数を f とすると以下の式で表される．
T12 =
32
waL1  f + TL2 +
bL1
wdL1  f (4.1)
L2キャッシュでミスした際のミスペナルティT2mについても，メインメモリ平均アクセス
時間を Tmとして同様に定義できる．
式 (4.1)より，2階層キャッシュメモリC = ((sL1; bL1; aL1); (sL2; bL2; aL2); (wdL1; waL1); (wdL2; waL2))
における総メモリアクセス時間 T (C)は，平均 L1キャッシュアクセス時間を TL1，L1キャッ














シュミス数を nmissL1，L2キャッシュミス数を nmissL2，総メモリアクセスを nとし，式 (4.2)
で算出する．
T (C) = TL1  n
+ T12  nmissL1




消費エネルギーEL1dbusは，バス 1ビットの消費電力を Pbとし，式 (4.3)で算出する．
EL1dbus =
Pb  bL1















E(C) = EL1  n
+ EL2  nmissL1
+ (EL1dbus + EL1abus) nmissL1
+ (Pm  Tm) nmissL2
+ (EL2dbus + EL2abus) nmissL2
+ (LL1 + LL2 + Lm) T (C) (4.4)
以上の準備のもと，制約付き総消費エネルギー最適化問題とは，総メモリアクセス時間制





















Phase0. メモリアクセスのトレースデータから全てのキャッシュ構成 (8 2 c)におけるヒッ
ト/ミス数を取得．















性質2．2種類のキャッシュメモリC = ((sL1; bL1; aL1); (sL2; bL2; aL2); (wdL1; waL1); (wdL2; waL2))，
と C 0 = ((sL1; bL1; aL1); (sL2; bL2; aL2); (w0dL1; waL1); (wdL2; waL2))を考える．この 2種類のキ
ャッシュメモリにおいて，wdL1 > w0dL1  bL1の場合，T (C) = T (C 0)，E(C) > E(C 0)とな
る．また，wdL2についても同様のことがいえる．





性質 2より，上記のキャッシュ/バス構成最適化アルゴリズムのPhase1では，wdL1 > bL1，
wdL2 > bL2となるバス構成は，制約付き総消費エネルギー最適化問題の最適解を与えないた
め，探索を省略することができる．図4.2に，キャッシュ構成が c = ((sL1; 8; aL1); (sL2; 16; aL2))
の場合の例を示す．sL1; aL1; sL2; aL2は任意の値をとる．灰色の円のバス構成 (wdL1 = wdL1m
，wdL2 = wdL2m)を wdL1m = minfbL1  8; 256g，wdL2m = minfbL2  8; 256gと定義すると，
この灰色の円の外側のバス構成 (破線の円)は最適解にならないため，このキャッシュ構成 c
におけるバス構成の探索から除外することができる．
性質3．2種類のキャッシュメモリC = ((sL1; bL1; aL1); (sL2; bL2; aL2); (wdL1; waL1); (wdL2; waL2))，
C 0 = ((sL1; bL1; aL1); (sL2; bL2; aL2); (w0dL1; waL1); (wdL2; waL2))を考える．この 2種類のキャッ
シュメモリにおいて，bL1  wdL1 > w0dL1の場合，T (C) < T (C 0)となる．また, wdL2; waL1; waL2
についても，それぞれ同様のことがいえる．
証明. L1キャッシュでのミスペナルティは式 (4.1)で表される．したがって，bL1  wdL1 > w0dL1
の場合，bL1=wdL1 < bL1=w0dL1となり，C の方がミスペナルティが小さくなる．バス幅の違
いは，ミスペナルティ以外には影響を与えないため，性質 3が成り立つ．
図 4.3にキャッシュ/バス構成 Cのうち，wdL1のみを変化させたときの性質 3の適用例を
示す．まず，bL1 = 8より性質 2を適用してwdL1 = 128; 256の構成は制約付き総消費エネル
ギー最適化問題の最適解を与えないため，探索を省略する．続いて，wdL1を 64，32と順に
探索する．wdL1 = 8で総メモリアクセス時間 T (C)が総メモリアクセス時間制約 TC を超え
























































証明. 総消費エネルギー E(C)は，キャッシュアクセスエネルギー Ecache，バスによるエネ
ルギーEbus，リーク電流による消費エネルギーEleakに分けられる．ここで，wdL1の影響を
受けるのは，EbusのうちwdL1の消費エネルギーであるEL1dbusと，EleakのうちwdL1の転送












(1) wdL2 = wdL2m，waL1 = wam，waL2 = wamとし，wdL1の最適解wdL1minを求める．
(2) wdL2; waL1; waL2にも Step0-(1)を適用する．






waL2 = wam(灰色の円)，wdL2 = 256固定し，データバスを太線の円から wdL1を 256，128，
64，と変化させて探索する．w = ((16; 32); (256; 32))で時間制約を満たさないと仮定すると
(斜線の円)，性質 3より囲われた破線の円の構成は総消費エネルギー最適化問題の最適解を
与えないため，探索を省略することができる．また，w = ((16; 32); (256; 32))で消費エネル
ギーが増加する場合も，性質 4より囲われた破線の円のバス構成の探索を省略することが可
能である (図 4.5(a))．wdL2の探索についても同様である．続いて，データバスをwdL1 = wdm，
wdL2 = wdmに固定し (灰色の円)，waL1 = wam，waL2 = wam(太線の円)から waL1，waL2に
ついて同様に探索する (図 4.5(b))．Step0-(1)の操作を以下に示す．
Step0-(1) algorithm
wdL1 = wdL1m; wdL2 = wdL2m; /* Property 2 */
Let C 0 be (c; (wdL1; waL1); (wdL2; waL2));
while (wdL1  wd0) {
Let C be (c; (wdL1; waL1); (wdL2; waL2));
calculate T (C); E(C);
if (T (C) > TC or E(C) > E(C
0)) {
break; /* property 3 or 4 */
}









ス探索範囲の左下，アドレスバス探索範囲の左下である w = ((32; 8); (16; 8))から探索を開
始する．まず，waL1を 16，32と変化させていく．w = ((32; 16); (16; 16))で時間制約を満た
すと仮定すると，性質 4よりwaL1  16，waL2  16となる構成の探索を省略することができ
る (図 4.6(a))．waL1，waL2の探索が終了後，wdL1を 64，128と変化させ，同様にwaL1，waL2
の探索を行う．また，図 4.6(b)のように w = ((128; 8 = waL1min); (32; 8 = waL2min))で時間





while (wdL2  wdL2m) {
wdL1 = wdL1min;
waL1m = wam;
while (wdL1  wdL1m) {
waL2 = waL2min;
while (waL2  wam) {
waL1 = waL1min;
while (waL1  waL1m) {
Let C be (c; (wdL1; waL1); (wdL2; waL2));
calculate T (C); E(C);
if ((T (C)  TC) { /* Property 4 */
waL1m = waL1;
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if (waL1 = waL1min) {
break;
}
waL2 = waL2  2;
}




wdL1 = wdL1  2;
}















































L1セット数 sL1，L1キャッシュ容量 tL1，L1ブロックサイズ bL1，L1連想度 aL1，L2セッ




　 tL1; tL2 = 2i : 8  i  22 (5.1)
　 bL1; bL2 = 2i : 3  i  10 (5.2)
　 aL1; aL2 = 2i : 0  i  5 (5.3)
　 wdL1; wdL2 = 2i : 2  i  8 (5.4)
　 waL1; waL2 = 2i : 2  i  5 (5.5)
　 32  sL1 < sL2 (5.6)
　 bL1  bL2 (5.7)
総メモリアクセス時間T (C)は式 (4.2)，総消費エネルギーE(C)は式 (4.4)で算出する．た
だし本システムでは，文献 [14]を参考に，メインメモリ平均アクセス時間 Tmを 19.5ns，バ
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