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A set A is k(n) membership comparable if there is a polynomial-time
computable function that, given k(n) instances of A of length at most n,
excludes one of the 2k(n) possibilities for the memberships of the given strings
in A. We show that if SAT is O(log n) membership comparable, then the
NP-hard promise problem UniqueSAT can be solved in polynomial time.
Our result settles an open question, suggested by Buhrman, Fortnow, and
Torenvliet, and extends the work of Ogihara, Beigel, Kummer, Stephan, and
Agrawal and Arvind. These authors showed that if SAT is c log n mem-
bership comparable for c<1, then NP=P, and that if SAT is O(log n)
membership comparable, then UniqueSAT # DTIME[2log
2n]. Our proof also
shows that if SAT is o(n) membership comparable, then UniqueSAT can be
solved in deterministic time 2o(n). Our main technical tool is an algorithm of
Madhu Sudan (building on the work of Ar, Lipton, Rubinfeld, and Sudan)
to reconstruct polynomials from noisy data through the use of bivariate poly-
nomial factorization. ] 1999 Academic Press
1. INTRODUCTION
In this paper, we study polynomial-time membership comparable sets. A set A is
k(n) membership comparable if there is a polynomial-time computable function
that, given k(n) instances of A of length at most n, excludes one of the 2k(n)
possibilities for the memberships of the given strings in A.
Informally, a set A is membership comparable if there is a polynomial-time algo-
rithm that has a very slight advantage over random guessing in deciding the (joint)
membership in A of a number of strings. Clearly, A is k(n) membership comparable
with k(n)=1 if and only if A # P. Intuitively, it is natural to expect that the larger
k(n) is, the more likely it is for a set to be k(n) membership comparable. It is
therefore natural to ask, for example, if NP-complete sets are k(n) membership
comparable for some function k(n)>1. The study of various hypotheses about
NP-complete sets being ‘‘somewhat easy’’ has led to a better understanding of NP;
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various notions have been studied (e.g., the existence of NP-hard sets that are
sparse, p-selective, polynomial-time enumerable). See [CO97, HT98, CH89] for
details.
The study of membership comparability has two main motivations: (1) mem-
bership comparability generalizes the notion of p-selectivity [Sel79] and is closely
related to truth-table reducibilities to p-selective sets; and (2) membership com-
parability is closely related to various notions in the study of query complexity of
the characteristic function of the k-fold product of a set with itself (see, for example,
[BKS94]).
p-Selective sets. A set A is said to be p-selective [Sel79] if there is a polynomial-
time computable ‘‘selector’’ function f : [0, 1]*_[0, 1]*  [0, 1]* such that for all
x, y, f (x, y) # [x, y] and (x # A 6 y # A) O f (x, y) # A. Informally, the selector
function tells which of its two input strings is ‘‘more likely’’ to be a string in A. The
notion of p-selectivity unifies many central questions in complexity, as we sum-
marize below.
First, we note that p-selectivity is a tool that precisely captures the difficulty of
performing binary search over a finite set. For example, for any n-bit string z,
one can define the (finite) p-selective set Sz.[x | xz], where  is the usual
lexicographic order. The p-selector for this set, on two inputs x, y, merely outputs
the lexicographically smaller string. The p-selective set Sz thus serves as an encod-
ing of the string z, and a polynomial-time algorithm can reconstruct z via a polyno-
mial-time Turing reduction to Sz . This simple observation leads to fascinating com-
plexity-theoretic consequences. By encoding polynomial-size circuits into p-selective
sets in this way, Selman [Sel79, Sel82] noted that if a set A has a family of polyno-
mial size circuits, that is, if A # Ppoly, then A is Turing reducible to a p-selective
set. Ko [Ko83] showed the converse of this statement; thus A # Ppoly if and only
if A is Turing reducible to a p-selective set. However, Ko’s result mentioned above
implies that if NP has a Turing-hard p-selective set, then NPPpoly. Toda
[Tod91], by exhibiting new combinatorialstructural properties of p-selective sets,
complemented this result and showed that if NP has a tt-hard p-selective set, then
NP=RP. This result also follows from the (independent) work of Beigel [Bei88],
who proved a more general theorem in terms of O(1) membership comparable sets.
Ogihara [Ogi94], Beigel, Kummer, and Stephan [BKS94], and Agrawal and
Arvind [AA94] showed that if NP has a bounded truth-table hard p-selective set,
then NP=P (see also [HHO+93, TTW94]). Thus, the reducibility of NP sets to
p-selective sets offers precise characterizations of the questions NP=P? and
NPPpoly?, and a sufficient condition for NP=RP.
Besides these, p-selective sets have found other (surprising) applications in com-
plexity theory. For example, Buhrman and Torenvliet [BT96] have precisely char-
acterized P as the class of Turing self-reducible p-selective sets. E. Hemaspaandra
et al. [HNOS96] have applied p-selectivity in obtaining fine results concerning the
relationship between self-reducibility and the equivalence of search to decision.
p-Selective sets and membership comparability. There are two main connections
between p-selective sets and membership comparable sets. First is the fact that
p-selective sets are special cases of k(n) membership comparable sets, where
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k(n)=2 and where, given instances x, y of A, the comparator always excludes one
of the two possibilities (0, 1) or (1, 0) for the sequence (/A (x), /A ( y)). Second, it
can be shown (see, e.g., [Ogi94, BKS94, AA94]) that if a set A is polynomial-time
truth-table reducible to a p-selective set, then A is O(log n) membership com-
parable. Therefore, it is interesting to investigate to what extent various hypotheses
about NP-complete sets being reducible to p-selective sets or being k(n) mem-
bership comparable are related (for various reducibilities and various choices of the
function k(n)).
Query complexity and membership comparability. Membership comparability is
quite naturally related to query complexity, where one asks questions of the form
‘‘can k queries to the language L be replaced by k&1 queries?’’, or ‘‘given l instan-
ces of a language L, if we are allowed k queries to the language L, how many of
the 2l possibilities for the membership of the given instances can we eliminate?’’
In the context of recursion theory, through the use of elegant combinatorial
arguments, many unconditional results are known that provide definitive answers
to questions of this form for various languages, e.g., the Halting problem (see
[BKS94] for further pointers). The complexity-theoretic versions of many of these
questions have also been studied; see [BKS94] and references therein.
Our result. In this paper, we prove that if the NP complete set SAT is O(log n)
membership comparable, then UniqueSAT can be solved in polynomial time. That
is, if there is a polynomial-time computable function that, given k=O(log n) instan-
ces of SAT of length at most n, excludes one of the 2k possibilities for the mem-
bership in SAT of the given instances, then UniqueSAT # P. Recall that UniqueSAT
is the promise problem [ESY84] of distinguishing between unsatisfiable Boolean
formulas and Boolean formulas with exactly one satisfying assignment. By the semi-
nal result of Valiant and Vazirani [VV86], UniqueSAT is NP-hard under ran-
domized reductions.
Since the hypothesis that NP reduces to a p-selective set by polynomial-time
truth-table reductions implies that SAT is O(log n) membership comparable, we
obtain another proof of the result of [Tod91, Bei88]. We note, however, that our
proof appears much more complicated and relies upon fairly heavy algebraic
machinery unlike that of [Tod91, Bei88]. Thus, it appears that O(log n) mem-
bership comparability is a much weaker condition than polynomial-time truth-table
reducibility to a p-selective set.
Related work. Prior to our work, three sets of authors [Ogi94, BKS94, AA94]
independently showed that if SAT is c log n membership comparable for c<1,
then NP=P. The question of whether their result can be extended to O(log n)
membership comparability remained open. Buhrman, Fortnow, and Torenvliet
[BFT97], in a somewhat uncanny manner, specifically suggested that O(log n)
membership comparability of SAT might imply that UniqueSAT # P. Our main
result affirms their suspicion and extends the work of the three sets of authors
mentioned above. The authors of [BFT97] also suggested the possibility that if a
7 p2 -complete set is O(log n) membership comparable, then NP=P; our result, in
fact, implies the same consequence under the presumably weaker hypothesis that a
2 p2 -hard set is O(log n) membership comparable.
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Recently, Arvind and Tora n [AT99] have used our technique to show that SAT
is O(log n) membership comparable if and only if every function computable in
polynomial time with nonadaptive access to an NP oracle is also computable in
polynomial time by making O(log n) adaptive queries to an NP oracle; that is, SAT
is O(log n) membership comparable if and only if PFNPtt =PF
NP[log]. This settles
another open question of [BFT97], and further illuminates the relationships
between the six hypotheses studied in [BFT97].
Discussion. Before presenting the main theorem and its proof, let us say a few
words about the proof. Given an instance . of UniqueSAT, we view the problem
of deciding the satisfiability of . as the problem of recovering a polynomial whose
coefficients are given by the assignment a that satisfies ., if one such assignment
exists. We use the hypothetical membership comparator to provide us a weak
advantage in guessing the values of this polynomial at various points and appeal to
a powerful algorithm of Madhu Sudan [Sud96] (that builds on an earlier algo-
rithm of Ar et al. [ALRS92]) to recover the polynomial from highly noisy data.
(The reader familiar with the recent breakthroughs on reductions to sparse sets
[Ogi95, CS95, CS97, CNS96, Mel96] will note that the spirit of this idea is the
same as in the sparse set results; our new result appears to require stronger techni-
ques, though.)
The techniques of [Sud96, ALRS92] are quite powerful and have already found
some beautiful applications to decoding ReedSolomon codes [Sud96] and to the
design of certain ‘‘low-degree tests’’ [AS97]. We believe that this technique could
be a powerful tool in addressing other complexity theory questions as well. The
main technical tool in the algorithms of [Sud96, ALRS92] is polynomial factoriza-
tion. It is interesting to note that our result relates seemingly unconnected concepts
such as p-selectivity and bivariate polynomial factoring; in fact, our result crucially
rests on many of the developments on the latter during the 1980s, beginning with,
and building on, the breakthrough work of [LLL82] (see [Kal92] for a survey).
2. MAIN RESULT
Theorem 1. If SAT is O(log n) membership comparable, then UniqueSAT # P.
Proof. By the hypothesis, we may assume that there is a constant c>0 and a
polynomial-time computable membership comparator function f that has the
following property: Given k instances 1 , 2 , ..., k of SAT, f (1 , 2 , ..., k)
is an element of [0, 1]k such that if kc log(max |i | ), then f (1 , 2 , ..., k){
(/SAT (1),/SAT (2), ..., /SAT (k)).
It is known [vL91, Theorem 1.1.28] that the polynomial Xm+Xm2+1 # Z2[X]
is irreducible if m is of the form 2 } 3l for some integer l>0. Therefore,
Z2 [X](X m+X m2+1) is the same as the Galois field with 2m elements, and by
GF(2m) we will always mean a field constructed this way.
We define the language A as the set of all tuples (., 1r, u, j) that satisfy the
conditions:
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(0) . is a Boolean formula in n variables.
(1) r=2 } 3l for some integer l0.
(2) u # GF(2r).
(3) 0 j<r.
(4) (_a=(a0 , a1 , ..., an&1) # [0, 1]n) [.(a) 7 The j th bit of Pa (u)=1]. Here
Pa denotes the degree n&1 univariate polynomial with 01 coefficients over GF(2r),
defined by Pa(x)=n&1i=0 aix
i, treating the bits ai as elements (0 or 1) of GF(2r).
We first argue that A # NP. Conditions (0)(3) are fairly easy to check. For con-
dition (4), nondeterministically guess an assignment a and verify that .(a) holds
and that a satisfies the condition about the jth bit of Pa(u). The only detail to note
is that this condition can be checked in time polynomial in n and r; that is, in the
length of the input.
We are now ready to describe our algorithm for UniqueSAT.
Let . be the instance of UniqueSAT to be decided, and let n denote the length
of the encoding of .. Let d be the smallest real number such that the conditions are
met:
(1) d>32,
(2) (d4)&(c+1) log d(c+1) log(e(c+1)), and
(3) d log n is of the form 2 } 3l for some integer l>0.
We note here that all logarithms in this paper are to the base 2 and that e
denotes the base of the natural logarithm. First, we note that such a d can always
be chosen; the main constraint is condition (2), which is an inequality of the form
‘‘:(d )&;(d )#,’’ where :(d)=0(d ), ;(d )=O(log d ), and #(d )=O(1), and this
can be easily met. Thus, letting m=d log n and q=2m=nd, we have a representa-
tion for GF(q), which we will usually denote by Fq . It is clear that q is polynomial
in n, and the basic operations in Fq (addition, multiplication, finding primitive
elements, etc.) can all be performed in time polynomial in n. Let u1 , u2 , ..., uq denote
the elements of Fq .
For convenience in later use, we note here that our choice of d implies the two
inequalities:
(ed(c+1))c+12d4 (1)
- n=o(q13), and therefore,
q13>- 2n for sufficiently large n. (2)
We give an algorithm to decide .. The idea of the algorithm is roughly as
follows. The assignment a that satisfies . (if one exists) will be viewed as a polyno-
mial Pa (see item (4) in the definition of the language A above). Using the mem-
bership comparator function f as a subroutine, we will attempt to evaluate Pa on
a sufficiently large number of points, and then attempt to recover the coefficients of
Pa (which is the same as the assignment a) from this data. Since the membership
comparator function f provides only very little information, we will not be able to
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compute Pa(u) easily for various points u; rather we will only be able to gain a
small advantage over random guessing in obtaining Pa(u). The technical challenge
then is to turn this small advantage into the ability to reconstruct the polynomial
Pa . We proceed to details.
Given ., our algorithm for UniqueSAT first creates mq=nO(1) instances .ij of A
defined by
.ij=(., 1m, ui , j) for 1iq, 0 j<m.
We note that by using a reasonable pairing function ( } , } , } , } ) , the length of the
encodings of the instances .ij may be assumed to be at most 3n for large enough
n, where n=|.|. Since A # NP, A pm SAT via some polynomial-time computable
function g. Furthermore, since the nondeterministic algorithm for A decides each
instance .ij in O(n log n) time using O(n) nondeterministic moves, we may also
assume that the images of the instances . ij under the mapping g will have length
n logO(1) n (cf. [Coo88]). Specifically, we will assume that these instances have
length at most n logb n for some constant b>0. (The facts that |.ij |=O(n) and
| g(.ij)|=n logO(1) n are not crucial for our proof. For example, it is enough if |.ij |
is only polynomially bounded in n.)
(Interlude. As mentioned before, the algorithm will attempt to construct the
assignment a that satisfies ., if such an a exists. If . is not satisfiable, any candidate
assignment produced by the algorithm will be easily seen not to satisfy ., so the
algorithm will never make a mistake in this case. Thus, for the rest of the proof we
will assume that . is satisfiable and show how we can reconstruct a.)
The next step in our algorithm is to attempt to obtain the value of Pa(u) for
every u # Fq . Let us fix some u i # Fq and describe the attempt to obtain Pa(u i). The
value of Pa(ui) is an element of Fq which has an m-bit representation (just as a
reminder, we note that m=d log n). The idea is to start with a list of all the
2d log n=nd possible settings of the bits of Pa(ui) and rule out as many of these set-
tings as possible by repeatedly appealing to the comparator function f. Specifically,
to obtain the bits of Pa(ui), the algorithm will use the instances .ij for 0 j<m in
the following way: pick k.(c+1) log n of the m instances in all possible ways, and
simulate the membership comparator f on the images g(.ij) of these instances. Since
for sufficiently large n, k=(c+1) log nc log n+cb log log n=c log(n logb n)
c log max | g(.ij)|, for every such invocation, the comparator will output a k bit
sequence that excludes one of the possible answers to the k instances of SAT
presented to it. On the other hand, the answers to these instances of SAT are
precisely the values of the k chosen bit positions of Pa (ui).
For a fixed ui , the number of such applications of the comparator function is
precisely ( d log nk )2
d log n=nO(1). Summing over all the u i ’s, the total running time
of this process is only polynomial in n. What can be said about the efficacy of the
shortlisting process? Before we spell out the numbers, we note that for any ui , the
shortlisting process performs the best possible shortlisting using the comparator,
simply because shortlisting is attempted for all subsets of k bit positions of Pa(ui).
The following lemma gives a precise quantitative bound on the number of elements
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of Fq that will not be excluded by this process. This lemma is a restatement of a
lemma first proved by Sauer [Sau72] and independently by Perles and Shelah
[She72, AS92].
(Aside. This lemma has been rediscovered several times with different proofs
(e.g., [COS75, Bei87a, Bei87b]; see [BKS] for history and further pointers). It is
easy to see that this bound is also tight (e.g., for an appropriate Hamming ball of
radius k&1).)
Lemma 2. If n is large enough, then for any ui # Fq the process described above
produces a list of at most
S(m, k)= :
k&1
l=0
\ml +
elements in Fq that contains Pa (ui).
Corollary 3. If n is large enough, then for any ui # Fq the process described
above produces a list of at most |Fq | 13 elements in Fq that contains Pa(ui).
Proof.
S(m, k)= :
k&1
l=0
\ml+
k \mk +
k \emk +
k
(c+1) log n \ edc+1+
(c+1) log n
(c+1) log n } (2(d4) log n) by Eq. (1)
2(d3) log n
=|Fq |
13. K
We note that the 13 in the exponent in the statement of the corollary is not cru-
cial; anything bounded away from 1 would suffice for what follows, and anything
bounded away from 0 is achievable by suitably choosing d with respect to c.
Thus at the end of the shortlisting process, we have, for every u # Fq , a list Su of
at most q13 elements that is guaranteed to contain the value of Pa(u). In other
words, we have a list of at most q43 pairs of the form (u, v) # F_F such that
Pa(u)=v for exactly q pairs. The remaining task is to reconstruct the coefficients of
Pa , given this information. For this, we will appeal to an algorithm of Madhu
Sudan [Sud96], building on an earlier algorithm of Ar et al. [ALRS92], whose
properties are summarized in the following lemma.
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Lemma 4 [Sud96]. Let F be a finite field. Given L distinct pairs (ui , vi) # F_F,
for i=1, ..., L, in deterministic time polynomial in D, L, and |F|, one can produce a
list of at most - LD polynomials over F that contains every polynomial p of degree
at most D that satisfies |[i | vi= p(ui)]|>- 2LD.
Remarks. The theorem only requires the pairs (ui , vi) to be distinct; the ui ’s do
not have to be distinct. Also, this is the finite field version of the result of [Sud96];
we do not need the more general version.
In our setting, Lq } q13=q43 and D=n&1, and the polynomial Pa is guaran-
teed to pass through at least q of the q43 pairs produced. By Eq. (2), we have
q13>- 2n, and, therefore, q>- 2q43n- 2LD, so the algorithm of [Sud96] will
produce a list of at most - LDq23- n polynomials that is guaranteed to con-
tain Pa . By checking if (the coefficients of) one of these polynomials, when inter-
preted as a 01 assignment, satisfies the input instance . of UniqueSAT, we can
discover a satisfying assignment of . if one exists. K
By applying the randomized reduction of Valiant and Vazirani [VV86], we
obtain
Corollary 5. If SAT is O(log n) membership comparable, then NP=RP.
If SAT is polynomial-time truth-table reducible to a p-selective set, then SAT is
O(log n) membership comparable [Ogi94, BKS94, AA94]. Therefore, we obtain
Corollary 6 [Tod91, Bei88]. If SAT is reducible to a p-selective set by polyno-
mial-time truth-table reductions, then UniqueSAT # P and, hence, NP=RP.
By scaling the parameters in our proof appropriately, we obtain the following
result. (More precisely, if SAT is ck(n) membership comparable, we choose d with
respect to c exactly as before, and work in the field GF(2dk(n).) Note that the conse-
quence of this result may be considered unlikely for k(n) up to n(log n)3(1).
Theorem 7. If SAT is k(n) membership comparable, then UniqueSAT can be
solved in DTIME[2k(n)(log n)O(1)].
Noting that the complexity of finding the lexicographically largest satisfying
assignment to a Boolean formula is precisely captured by the complexity class
2 p2 =P
NP, we have
Theorem 8. If a 2 p2 -complete set (under polynomial-time manyone reductions)
is O(log n) membership comparable, then NP=P.
Proof (Sketch). The proof is essentially the same as the proof of the main
theorem. The only difference is in condition (4) of the definition of the language A.
Now we rephrase it as:
(4$) The jth bit of Pa (u)=1, where a is the lexicographically largest satisfying
assignment of . (if . is satisfiable; otherwise a is taken to be 0n), and where Pa
denotes the degree n&1 univariate polynomial with 01 coefficients over GF(2r),
defined by Pa (x)=n&1i=0 aix
i, treating the bits a i as elements (0 or 1) of GF(2r).
It is clear that with this modification, the language A is in PNP=2 p2 and is
manyone reducible to any 2 p2 -complete set. The rest is exactly as before. K
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It is also not hard to see that the idea of the proof of the main theorem can be
modified to show FewP=P under the same hypothesis. Namely, instead of using
just one assignment to specify a polynomial, we will use all the bits of the (polyno-
mially many) assignments to specify a polynomial. More precisely, if p is a polyno-
mial that bounds the number of solutions to a FewP decision problem, then in the
definition of the language A, we will include tuples (., l, 1r, u, j) , where
lp( |.| ), and the rest are as before. In condition (4) of the definition, we will write
(4") There exist l distinct n-bit assignments a(s)=(as, 0 , as, 1 , ..., as, n&1), 1sl,
such that each one of them is a satisfying assignment of ., and moreover, the jth
bit of Pa (u)=1, where Pa denotes the degree ln&1 univariate polynomial with 01
coefficients over GF(2r), defined by Pa (x)=ls=1 
n&1
i=0 as, i x
(s&1) n+i, treating the
bits as, i as elements (0 or 1) of GF(2r).
In the algorithm to decide ., we will try each value of l from 1 to p( |.| ) and
repeat the process described in the proof of Theorem 1 and use the largest value of
l for which we are able to find l distinct satisfying assignments.
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