Current theories of language comprehension posit that readers and listeners routinely try to predict the meaning but also the visual or sound form of upcoming words. Whereas most neuroimaging studies on word prediction focus on the N400 ERP or its magnetic equivalent, various studies claim that word form prediction manifests itself in 'early', pre-N400 brain responses (e.g., ELAN, M100, P130, N1, P2, N200/PMN, N250). Modulations of these components are often taken as evidence that word form prediction impacts early sensory processes (the sensory hypothesis) or, alternatively, the initial stages of word recognition before word meaning is integrated with sentence context (the recognition hypothesis). Here, I comprehensively review studies on sentence-or discourse-level language comprehension that report such effects of prediction on early brain responses. I conclude that the reported evidence for the sensory hypothesis or word recognition hypothesis is weak and inconsistent, and highlight the urgent need for replication of previous findings. I discuss the implications and challenges to current theories of linguistic prediction and suggest avenues for future research.
Introduction
It is well-established that people sometimes implicitly predict upcoming information during language comprehension, and maybe even specific words. Such predictions can involve the activation of the semantic, grammatical and/or form features of a word before it appears, and are thought to facilitate processing once the word is encountered (e.g., Garrod, 2007, 2013) . Prediction is sometimes viewed as an integral mechanism of language comprehension that allows it to operate efficiently and incrementally (e.g., Altmann and Mirkovic, 2009 ), although there is ongoing debate about the details of this mechanism. For example, it is unclear whether prediction involves actual active hypothesis generation about the upcoming occurrence of specific input words, a more passive pre-activation of semantic content that naturally emerges from a representation of the context, or both (for discussion, see Baggio, 2018; Van Berkum, 2009; Van Petten and Luka, 2012) . Demonstrations of linguistic prediction are rapidly accumulating in the scientific literature, often involving scalp-recordings of the brain's electric or magnetic activity (electro-or magneto-encephalography, EEG/MEG). Many of those demonstrations involve the N400 Hillyard, 1980, 1984) , the event-related potential (ERP) component commonly associated with semantic processing (for reviews, see Kutas and Federmeier, 2011; Lau et al., 2009; Van Berkum, 2009) , and, more recently, the frontal post-N400 positivity or PNP (Van Petten and Luka, 2012) . However, a growing number of studies report effects of prediction that occur 'early', which usually means that the effect occurs before the peak of the N400 component at approximately 400 ms after word onset. These early effects often feature in passing in prominent reviews as clear-cut evidence for prediction of a specific word form (e.g., Hagoort, 2017; Kuperberg and Jaeger, 2016; Pickering and Garrod, 2013; Pickering and Gambi, 2018) , but, to the best of my knowledge, have not yet been subjected to a dedicated and in-depth review.
To fill this gap, this review provides a comprehensive overview, approximate classification and in-depth discussion of early prediction effects reported in the psycholinguistic literature 1 Table 1 Overview of the EEG/MEG components/effects reviewed in this article. The table lists the effect name, main citation for the effect, sample size, what type of prediction was studies ('sensory' or 'recognition' refers whether the effect is relevant for the sensory or recognition hypothesis), description of the observed effects, information about their approximate timing (or the window of statistical testing), the modality (with word presentation rate in ms for written studies) and language for which they have been observed, the used EEG-reference and filtering procedure, the employed secondary task, and known close or direct replication attempts.
Effect Name dedicate discussion to the replicability of the reported effects, which is currently an important issue not only in psychology (e.g., Chambers, 2017; Open Science Collaboration, 2015; Zwaan et al., 2018) , but is also receiving increased attention in language neuroscience (e.g., Nieuwland et al., 2018a; Siegelman et al., 2017) . The current review does not challenge the generally accepted view that prediction contributes to language comprehension in some form or another. Linguistic and non-linguistic context can activate semantic and possibly form features of a word before it appears. This can happen due to spreading activation between individual words because they share semantic features (e.g., understanding the word 'chocolate' activates semantic information that facilitates understanding the word 'candy', a phenomenon called semantic priming; Neely, 1977) , or due to the unfolding interpretation of the message conveyed by the context. These instantiations of semantic prediction are well-documented and extensively reviewed elsewhere (e.g., Van Berkum, 2009; Van Petten and Luka, 2012) , although there is still discussion about to extent to which these prediction are actively generated (as an explicit and specific hypothesis about what comes next) or just reflect a passive pre-activation that results from processing of the context (Baggio, 2018; Kuperberg and Jaeger, 2016) . The current review also does not negate that people sometimes expect a specific word to appear (lexical prediction). During conversational interactions, for example, people are likely to expect a specific word that refers to whatever or whomever the conversation is about (e.g., Altmann and Kamide, 1999; Kehler and Rohde, 2013) or that refers to a highly salient person or object in the non-linguistic, perceptual environment. This review also does not negate that it is possible, in principle, to strategically predict the specific perceptual features of a word, for example, if one is instructed to do so or if it benefits performance on a specific task, but these predictions may not be representative of routine predictive processing in natural language use.
The current review does, however, scrutinize the reported evidence from early brain responses for the prediction of a specific word form, and considers this evidence in light of architectural claims about the language system. Prediction-related effects on early brain responses are sometimes taken as evidence that prediction directly facilitates the nonlinguistic, perceptual analysis of linguistic input (e.g., Dikker et al., 2009) or that prediction facilitates word recognition from linguistic, form-based representations (e.g., Lee et al., 2012) . In both these views, prediction facilitates the processes that are initiated upon encountering a word and that precede the contextual integration of word meaning. For that reason, prediction effects observed on early brain responses are often contrasted with effects observed on 'late' components like the N400 and the PNP, which are sometimes thought to reflect the contextual integration of semantic information. Many studies have used the N400 to demonstrate the pre-activation of meaning and even the grammatical gender of expected words (e.g., Federmeier and Kutas, 1999; Freunberger and Roehm, 2016; Ito et al., 2016; Maess et al., 2016; Wlotko and Federmeier, 2015; Nieuwland et al., 2018a; Ito et al., 2016 Ito et al., , 2017 Otten and Van Berkum, 2008) . However, a reduced N400 component to a predictable word, compared to an unpredictable word, itself may not be clear-cut evidence that people activate the actual form of a word before it appears (e.g., Federmeier and Kutas, 1999, for discussion) . N400 activity may reflect merely the extent to which an incoming word matches the prediction of a word's meaning (i.e. semantic features) rather than its actual word form. The current literature does not appear to raise such caveats against activity of earlier ERP components because they are not associated with processing word meaning.
This review covers as many as 8 different early EEG or MEG effects observed in an even larger number of studies. The scope of this review is limited to studies from the EEG/MEG literature on the role of prediction in sentence-or discourse-level language comprehension. Not covered in this review are behavioral effects of predictability (e.g., Luke and Christianson, 2016; Staub and Clifton, 2006 ; for a review, see Staub, 2015) , early EEG/MEG predictability effects in studies that use This name is given for ease of exposition; it was not used by the authors reporting this effect.
d.
This refers to the sample size upon which the statistical results are based, it does not always correspond to the number of tested participants. In some of the reported studies 1/3 of all tested participants were excluded from the analysis.
c.
These follow-up studies with the same manipulation generated other, later ERP effects ( (Otten and Van Berkum, 2008; Otten et al., 2007) , and are not included in this review.
Replication is loosely defined as whether another study found a similar and statistically significant effect involving the same manipulation. The known replication attempts are usually not fully direct (identical) to the original in terms of design, and none report quantitative comparisons of reported effect size. e · Replication attempts by the same authors, with the same stimuli but slower presentation procedures and different analyses (Dambacher et al., 2012) .
f.
single-word or word-pair stimuli 2 (Sohoglu et al., 2012; Ettinger et al., 2014; Fruchter et al., 2015; Gagnepain et al., 2012) , or EEG/MEG effects that occur before a predicted word is presented but that are considered 'late' like the N400 and P600 (e.g., Otten et al., 2007; Otten and Van Berkum, 2008 ; for a review, see Van Berkum et al., 2008) . The studies covered in this review all minimally required participants to recruit syntactic and semantic combinatorial processes typically involved in comprehension of sentences or stories. The participants in these studies read or listened to sentences or stories in their native language that were complete (i.e., no missing or degraded stimuli), although many of these studies presented participants with semantically, syntactically or orthographically anomalous phrases. The reviewed studies used rather different task instructions and different manipulations, but all manipulated word (category) predictability with a cloze probability norming test 3 , under the assumption that high cloze words are likely to be predicted during online comprehension. I will first discuss the general theoretical background for these studies, and then discuss each study in the order in which they appear in Table 1 .
The sensory hypothesis and the word recognition hypothesis
The studies and associated early EEG/MEG effects included in this review broadly fall into two groups that are associated with different questions and theoretical implications. The first group asks whether prediction of a specific word form is implemented at the level of early perceptual processes in primary sensory cortices (the sensory hypothesis 4 ), and includes some of the earliest effects (Early Cloze Positivity, M100, P130). The second group asks whether prediction or predictability facilitates the recognition of a word (the word recognition hypothesis), and assumes this process to be separate from the semantic integration of word meaning with sentence context. The effects in this group are the N1, P2, N200/PMN and N250, which are associated with visual/orthographic or auditory/phonological word form prediction, but not explicitly considered to be perceptual in nature (i.e., reflecting processes in primary sensory cortices).
The difference between the sensory hypothesis and the word recognition hypothesis traces back to the traditional distinction between pre-lexical, lexical and post-lexical stages of processing in theories of word recognition (e.g., Marslen-Wilson, 1987; Morton, 1979 ; for a review, see Balota et al., 2006; Rastle, 2007; Dahan and Magnuson, 2006) . Pre-lexical processes operate on acoustic or visual features of the input and result in the activation of a lexical representation (i.e., the orthographic, phonological, syntactic and semantic information associated with a specific word form). Once activated, lexical information is integrated into the sentence-or discourse-context in a post-lexical stage of processing. Theories of visual word recognition additionally distinguish between pre-lexical processes operating on basic (non-linguistic) visual features or on letters (e.g., Grainger and Jacobs, 1996) . Theories of spoken word recognition sometimes distinguish between pre-lexical processes operating on acoustic features or on phonemic representations (for a review, see Dahan and Magnuson, 2006; Kazanina et al., 2018; Monahan, 2018) . The sensory hypothesis holds that linguistic predictions impact the lowest, pre-lexical level of processing that takes basic perceptual features as its input, whereas the word recognition hypothesis holds that predictions impact the lexical stage of processing, where information associated with a specific word form is accessed (lexical access).
The sensory hypothesis (e.g., Dambacher et al., 2009; Dikker et al., 2009 Dikker et al., , 2010 is derived from the predictive coding framework. The predictive coding framework originated in perception sciences but pervades many domains of cognitive psychology (Bubic et al., 2010; Clark, 2013; Friston, 2005 Friston, , 2008 Friston and Kiebel, 2009; Hickok, 2012; Kok et al., 2012) . This framework delineates the transfer of predictions generated by higher-order cortical areas to lower-order cortical areas through feedback connections (e.g., Friston, 2005 Friston, , 2010 Rao and Ballard, 1999; Summerfield et al., 2006) . Lower-order areas match these predictions (also called perceptual templates) against incoming sensory input, and transfer the difference between the predicted and received input (i.e., 'prediction error') back to higher-order cortical areas through feedforward connections. Effects of prediction error can be observed on neural responses associated with perceptual and attention within the first 200 ms after stimulus onset (e.g., Den Ouden et al., 2012; Friston, 2005 Friston, , 2010 Rauss et al., 2011) . This dynamic interplay between higher-and lower-order cortical areas may underlie efficient hierarchical perceptual processing, because while perceptual expectations reduce overall response amplitude in primary cortex, they can facilitate perception by sharpening the sensitivity to differences between expected and unexpected input (e.g., Kok et al., 2012 Kok et al., , 2014 Summerfield and De Lange, 2014) . The sensory hypothesis applies this framework to language comprehension: higher-order language areas generate predictions and implement them as perceptual templates in primary auditory or visual cortex, namely as a representation of the sound of an upcoming spoken word or the visual appearance of an upcoming written word.
According to the word recognition hypothesis (e.g., Connolly and Phillips, 1994; Lee et al., 2012; Van den Brink et al., 2001,) , effects of prediction manifest themselves not during pre-lexical perceptual processing but during the recognition of a specific word form, also called lexical access or lexical processing (e.g., Marslen-Wilson, 1987; Norris et al., 2000) . Lexical processing makes available semantic and grammatical information associated with a word in long-term memory. Postlexical processes then integrate the associated information with the sentence context to generate a sentence-level interpretation. ERP studies typically define pre-lexical, lexical and post-lexical processes in terms of sensitivity to a certain level of manipulation (e.g., Penolazzi et al., 2007; Molinaro et al., 2010) . For example, an ERP component is thought to index pre-lexical processes if it shows sensitivity to physical differences (e.g., number of characters) but not to lexical factors (e.g., lexical frequency), to index lexical processes if it shows sensitivity to lexical factors but not to sentence-level manipulations (e.g., semantic incongruity), and to index post-lexical, semantic integration processes if it shows sensitivity to sentence congruity. According to the word recognition hypothesis, word form prediction causes people to recognize a word faster ('facilitated lexical access'), and this prediction effect manifests itself on early, pre-N400 ERP components that are associated with lexical processing and that are not sensitive to sentence congruity. Importantly, this hypothesis assumes that the N400 reflects a postlexical, integration process that combines word meanings into a sentence-level representation (the "integration view"; Brown and Hagoort, 1993) . However, an influential alternative view is that the N400 reflects a process of lexical-semantic access (e.g., Kutas and Federmeier, 2011; Kutas and Hillyard, 1984) . The latter, alternative view has important implications for the interpretation of early, pre-N400 effects, and I will return to this issue in the Discussion section.
The distinction between the sensory hypothesis and the word recognition hypothesis is useful for the purpose of this review, because it allows for a basic categorization based on the locus of the purported 2 One exception is a study by Dikker and Pylkkänen (2011) , which investigated effects of picture context on comprehension of subsequent phrases, and was included because it followed-up on previous work by Dikker and colleagues. 3 In a cloze probability test, participants complete sentences truncated before the target word with the first plausible completion that comes to mind. The cloze probability, or predictability of a word is the percentage of responses with that word. Some studies in this review compute word category cloze probability, the percentage of responses using a particular word category. The participants in the cloze test do not partake in the main EEG/MEG study. 4 The term 'sensory hypothesis' is used because it was coined by Dikker et al. (2009) . N.B., this hypothesis is about the effect of prediction on perceptual processes, not on actual sensory processes that detect initial physical stimulation.
predictability effect (i.e., an effect on non-linguistic/perceptual processing or on linguistic processing). Some of the reviewed effects are not associated with one or either of these hypotheses (the Early Inflection Positivity and ELAN), but they are included regardless just because they report early ERP effects of prediction. After reviewing the studies on prediction-related early brain responses listed in Table 1, I discuss some commonalities and discrepancies between these studies. I will then summarize the evidence from these studies for the sensory hypothesis and the word recognition hypothesis, and for the general hypothesis that people routinely predict word form. Finally, I discuss a number of open methodological and theoretical questions and suggest avenues for further research.
The early inflection positivity
In a benchmark ERP study on prediction during spoken story comprehension, Van Berkum et al. (2005) reported a very early ERP effect of prediction. This study derived support for noun-prediction from an observed ERP effect elicited by the noun-preceding adjectives, not from the early onset of this effect. However, the unusually early effect-onset has been interpreted by other researchers as supporting the sensory hypothesis (e.g. Dambacher et al., 2009) , based on the assumption that effects observed within the first 100-150 ms after a stimulus must reflect early perceptual processing. Participants in Van Berkum et al. listened to Dutch mini-stories of two sentences that led to an expectation for a particular noun like 'painting' (1), with an average cloze probability of 86%. The stories either contained the expected noun or a semantically coherent alternative like 'bookcase'. Van Berkum et al. capitalized on the Dutch grammatical rule whereby the grammatical gender of indefinite nouns determines the presence of an inflectional suffix on pre-nominal adjectives. In the Dutch equivalent of 'big bookcase', the adjective 'grote' (big com ) has the e-suffix in agreement with the common-gender noun 'boekenkast' (bookcase), whereas in 'big painting' the adjective 'groot' (big neu ) has no suffix before the neutergender noun 'schilderij' (painting). The inflection on 'grote' (big com ) therefore signals that the predicted word 'painting' is not going to follow. Van Berkum et al. examined ERPs that were time-locked to the onset of the adjective, to the onset of the inflection, and onset of the noun (Fig. 1) .
(1) Example materials from Van Berkum et al. (2005) , translated from Dutch.
Context Sentence: The burglar had no trouble locating the secret family safe.
Prediction-Consistent: Of course, it was situated behind a big neu but unobtrusive painting neu .
Prediction-Inconsistent: Of course, it was situated behind a big com but unobtrusive bookcase com .
When the ERPs were time-locked to word onset, prediction-inconsistent adjectives elicited a positive deflection in roughly the 500-800 ms time window (as can be seen in Fig. 1a , this window overlaps with noun onset in some of the items), and a positivity in the 300-400 ms range. However, neither effect was statistically significant in any of the reported analyses. Van Berkum et al noted that this lack of a significant effect could have been caused by variability in inflectiononset between items, which would smear out an effect that is presumably associated with inflection onset. In an analysis of ERPs timelocked to inflection-onset (Fig. 1b) , prediction-consistency elicited a very early positive deflection, visible already at inflection-onset. Based on visual inspection, this effect was tested in the 50-250 ms time window, revealing significant effects in midline electrodes and in 3 electrode quadrants (all p-values in the 0.01-0.05 range). The ERPs elicited by the nouns showed a standard N400 effect of consistency (Fig. 1c) . They also report an early negative peak in the 100-200 ms time window following the nouns. They briefly discuss this effect and argue that, based on its N400-like spatial distribution, the effect could have been the first part of the ascending flank of an early N400 effect (e.g., Van Petten et al., 1999) , separated by the rest of the flank by a dip at approximately 200 ms presumably caused by residual alpha 'noise' (i.e., activity in the 8-12 Hz frequency band that is unrelated to the manipulation; alpha-band activity is indeed clearly visible in the ERP waveforms).
Van Berkum et al. also performed a control experiment wherein participants listened to the target sentences without the context sentences, so that no particular noun would be expected during comprehension. Consistent with the Van Berkum et al. conclusions, no reliable effect at the inflections or the nouns was observed.
Discussion
Van Berkum et al. (2005) is one of the first and best-cited ERP studies on linguistic prediction. It also stands out by using fluent and naturally-spoken stories that did not contain syntactically or semantically anomalous or implausible sentences. Its main claim about preactivation of upcoming nouns was supported by the differential effect of prediction-consistency at the prenominal adjective. The specific latency and even the specific morphology of this effect is, in principle, of little consequence to that claim. But for this review the latency of the effect is of interest, and the question can be raised why this effect is indeed so early and whether its early latency constitutes evidence for the sensory hypothesis (e.g., Dambacher et al., 2009) .
Why is this effect so early?
Van Berkum et al. already gave a comprehensive answer to this question, which is worth repeating here (see also Otten and Van Berkum, 2008) . The onset of the inflection had been defined, by a trained native speaker of Dutch, as the point where the acoustic signal of the phoneme marking the inflection or no-inflection started to differ. But as Van Berkum et al. note, there might be earlier acoustical differences that Dutch speakers can pick up on, such as the co-articulatory and durational changes in the word stem, and syllable boundary cues (Zwitserlood, 2004) . They estimated that critical inflectional information could have been available about 100-150 ms before the phoneme-based estimation. Because they used a 150 ms pre-inflection time window for baseline correction (subtracting average activity from a pre-target time window from the data), an earlier effect would not have been visible in the analysis. It could explain why the effect appeared as early as 0-50 ms after inflection onset. The true, underlying effect could have started at about 200-300 ms after the moment at which the acoustic signal started to differ between consistent and inconsistent conditions.
Van Berkum et al. note that a 200-300 ms effect onset latency is not unlike that of P600 effects, including those reported for prenominal gendermanipulations (e.g. Wicha et al., 2004) . In spoken language studies, ERPs are typically time-locked to word onset (e.g., Hagoort and Brown, 2000) rather than to the time point where the acoustical information starts to differ between two conditions. Spoken language P600-effects may thus have a much earlier latency than is typically reported. Van Berkum et al. did not rule out that the observed early positivity was in fact similar to a 'regular' P600 effect, and noted that the results were inconclusive in this respect.
Follow-up studies by Van Berkum and colleagues with the same adjective-inflection manipulation do not corroborate the observed effect latency, and found a different effect of prediction-consistency appearing before the noun. In a written comprehension study, Otten and Van Berkum (2008) observed a late negativity in the 900-1200 ms time window. In a spoken comprehension study, Otten et al. (2007) observed a right-anterior negativity in the 300-600 ms time window. However, this effect was time-locked to adjective-onset, not to inflection-onset.
Conclusion
Van Berkum et al. (2005) is a benchmark ERP study that is widely cited among major theoretical review papers on linguistic prediction Garrod, 2007, 2013) . It stands out as one of the more elegant demonstrations of prediction, wherein people listened to coherent and naturally-spoken stories (see also Otten and Van Berkum, 2009 ), devoid of the implausible or anomalous sentences often used in psycholinguistic experiments. The authors found a very early positive ERP effect (Early Inflection Positivity) elicited by prediction-inconsistent inflections on a prenominal adjective. They concluded that the participants had activated the nouns before they appear such that the nouns could impact the ongoing parsing operations.
As discussed by Van Berkum et al., the latency of the Early Inflection Positivity comes with an important caveat about the time-locking procedure. The effects were time-locked to the onset of the inflection but this may not be the earliest time point where prediction-consistent and -inconsistent conditions started to differ in their acoustical information. Van Berkum et al. suggested that their early effect may in fact not have been unusually early, but similar to P600 effects reported in the literature for grammatical gender manipulations (e.g., Hagoort and Brown, 2000) . In other words, the Early Inflection Positivity supports the hypothesis that people can predict upcoming words but does not support the hypothesis that such predictions are instantiated at the earliest perceptual level, as has been argued (Dambacher et al., 2009) , and has yet to be replicated.
The early cloze positivity
The earliest ERP effect observed on predictable words was reported by Dambacher et al. (2009) . Their participants read German sentence-pairs with high-or low-frequency critical words in each second sentence (2). Based on the context sentence, the high-frequent ('ship') and low-frequent ('scepter') words were either high predictable (minimum cloze value of 50%, average cloze value 84%) or low predictable (maximum cloze value 10%, average cloze value 1%). The context sentence was presented as a whole, and each target sentence was presented one word at a time at a relatively fast pace of one word every 280 ms (the 'standard' word presentation rate in written experiments is 500 ms per word).
(2) Example item from Dambacher et al. (2009) The authors reported that the ERP waveforms for low and high predictability started to diverge at about 50 ms after word onset (see Fig. 2 ). Compared to high predictable words, low predictable words elicited enhanced positivity at left-occipital channels and enhanced negativity at rightfrontal channels, irrespective of word frequency. Because of this early time course, and the occipital scalp distribution of part of the positive effect, the authors concluded that these effects demonstrate rapid matching of formspecific, perceptual predictions with incoming visual input.
Discussion
The Dambacher et al. findings are intriguing because they suggest an unusually rapid impact of predictability on word processing. The authors stated that the observed effect latency was "considerably faster than most previous reports of interactions between top-down and bottom-up information in visual perception". Together with the occipital distribution of the effect, the early latency led the authors to claim evidence for the rapid verification of predicted visual input in the visual domain, in line with the sensory hypothesis.
The approach taken by Dambacher and colleagues has several noteworthy features. They used a counterbalanced design that compared the same word in different conditions, thus minimizing the impact of lexical variables. All materials were semantically and grammatically correct and their participants 'read for comprehension', that is, they read without performing a judgment task related to the manipulation but answering occasional comprehension questions. Dambacher et al. presented words at a fast rate in an attempt to 'mimic' a natural reading rate Range and mean of the inflection onset and noun onset is marked with (i) or (n). 5 In natural reading, people read faster than the typical 500 ms per word in serial visual presentation procedures (e.g., Rayner, 1998) . However, natural reading allows for parafoveal preview and for backtracking or slowing down when comprehension difficulty occurs. This is not possible in serial visual presentation. In some studies, participants reported that a pace of 300 ms per word was too fast to keep up with the unfolding sentence meaning (e.g., Camblin et al., 2007) .
What does the early cloze positivity look like?
Unlike most ERP studies on language comprehension, Dambacher et al. used a global average reference procedure, which subtracts the average activity across all channels from each individual channel for each time point. This method causes amplitudes to be smaller for centrally located electrodes than for peripheral electrodes (e.g., Curran et al., 1993) , and can lead to effects of reversed polarity at opposite sides of the scalp (the polar average reference effect; Junghofer et al., 1999) , as demonstrated for a P600 effect in Fig. 3 .
The results of Dambacher et al also show a polar average reference effect ( Fig. 2A) . How problematic is this? At the least, it means that the scalp distribution, waveform morphology and effect-size of the Early Cloze Positivity cannot be directly and meaningfully compared to the results of studies that use a common mastoid-reference (i.e., the more typical procedure in psycholinguistics). While the global average reference is uncommon in psycholinguistic studies, it is common in studies on early perceptual ERP effects. In such studies, a mastoid reference is not optimal because it leads to dampened amplitudes at temporal and occipital electrodes of interest, because these electrodes are close to the mastoids (and are therefore more likely to have activity in common with the mastoids). In light of the polar average reference effect, however, more caution is needed in concluding that the effects are generated by sensory brain regions, since the effect could be an artefact of the reference procedure, and it would be wise to present results from different procedures. In addition, some authors warn that the common average reference procedure can yield unstable and distorted results when recordings are done with low-density (< 128) electrode arrays (e.g., Dien, 1998; Junghofer et al., 1999) , and with unevenly distributed electrodes.
How reliable and replicable is the early cloze predictability?
The pursued analysis focused primarily on estimating the first timepoint at which predictability generated an effect. In a mass univariate analysis, they tested the effect of predictability at every time-point and at every channel, which amounted to as many as roughly 9000 datapoints (50 channels, 700 ms time window with 256 Hz sampling rate). Such an analysis calls for an appropriate correction for multiple comparisons. Dambacher et al. used an ad-hoc approach to multiple comparison correction in which they labeled an effect at a given time point as statistically significant if 3 consecutive time-points (> 10 ms) each showed a significant effect. However, this approach can be anti-conservative and give poor control of false positive errors (see Rousselet and Pernet, 2011; Groppe et al., 2011) .
The Early Cloze Positivity has yet to be replicated. Two subsequent experiments with the same materials did not replicate this early effect (Dambacher et al., 2012 , briefly discussed in the next section), although the analysis differed from the one used in Dambacher et al. (2009) .
What does the early cloze positivity reflect?
Dambacher et al. tested for potential interaction effects of frequency and predictability. They averaged activity in the 50-90 ms post-noun time window based on the mass univariate test results 6 and reported a lack of a significant interaction in that time window. However, they did not test for the interaction pattern in later time windows. As is visible in Fig. 2 , the effect of predictability appears larger for low-frequent words in that later window, and a later re-analysis of the same data set (Dambacher et al., 2012) reports an early interaction effect between frequency and predictability. This raises the possibility that the effects are not, or not only due to predictability. One question is whether the Early Cloze Positivity was elicited by the critical words or whether it started earlier and continued into the time windows of interest. The pre-target words were identical for low-and highpredictable contexts, therefore it is unclear why such a pre-target effect would appear, but the ERPs for the two conditions did visually diverge in the pre-target window just before target onset (Fig. 2B in Dambacher et al.) , possibly reflecting N400 differences. Effects tested in the pre-target window did not reach statistical significance (although p-values of .15 were reported), but this analysis used 40 ms bins instead of the by time-point analysis with liberal statistical threshold used for the target words.
The fact that the Early Cloze Positivity does not seem to be the modulation of one specific ERP component but rather presents a slowly developing divergence is compatible with an effect arising from pretarget N400 activity. If this alternative account is correct, then the Early Cloze Positivity may not occur at a slower presentation rate like 500 ms per word, even though such a slower rate can boost predictive processing (Ito et al., 2016 (Ito et al., , 2017 Tanner et al., 2017; Wlotko and Federmeier, 2015) . At such a rate, differential activity elicited by pretarget words could be over by the start of the target word, or a baseline correction procedure would effectively minimize differences due to pretarget word N400 activity 7 . Consistent with this alternative account, Dambacher et al. (2009) reported the earliest effect to date of predictability on ERPs elicited by predictable words. They found an effect of word predictability as early as 50 ms after word onset (the Early Cloze Positivity). Based on this early latency, and the occipital distribution of the effect, they concluded that prediction impacts the early perceptual processes initiated by a word, in accordance with the sensory hypothesis.
Summary
Their findings suggest a remarkably early impact of predictability on processing, as no other written language study has reported prediction effects as early as 50 ms after word onset. The interpretation of their results is aided by several strong features of the experimental approach. They used a counterbalanced design to minimize the impact of lexical variables, and their participants read semantically and grammatically correct two-sentence stories, and a fast pace to mimic a natural reading rate. But some key aspects of the Early Cloze Positivity remain unclear and need to be addressed in dedicated follow-up.
It is unclear whether this effect reflects modulation of a specific ERP component or a slowly developing effect spanning multiple components. It is unclear whether this effect occurs only at rapid presentation procedures. No other studies have reported such early cloze effects, and two follow-up studies by the same authors (Dambacher et al., 2012) , with the same materials but a slower presentation procedure, failed to find such early effects. Dambacher et al. (2009) explained the early onset of their effect in terms of their high-demanding, fast reading procedure, arguing that this procedure enhanced participants' use of perceptual information. However, this account is tentative and inconsistent with a larger body of ERP studies which suggests that faster presentation rates hamper predictive processing compared to slower rates (Camblin et al., 2007; Dambacher et al., 2012; Ito et al., 2016 Ito et al., , 2017 Tanner et al., 2017; Wlotko and Federmeier, 2015) . It remains unclear to what extent the Early Cloze Positivity results from condition differences in neural activity in the pre-target window.
In sum, the Early Cloze Positivity reported by Dambacher et al. (2009) seems to be an isolated finding that is at odds with the results of various other studies, and does not seem to offer straightforward support for the sensory hypothesis.
The early left-anterior negativity (ELAN)
The ELAN is a well-known early ERP effect often associated with the detection of phrase structure/word category violations (e.g., "The scientist criticized Max's of"; Friederici et al., 1993; Hahne and Friederici, 1999; Neville et al., 1991) . The ELAN appears around 100-200 ms after word onset at left-anterior channels (but see Osterhout et al., 2004; Steinhauer and Drury, 2012; , for a critical discussion of the nature and interpretation of ELAN effects). The ELAN's early onset has been taken as evidence that the language system very rapidly detects word category violations, and that structure building operations take place even before people access the meaning or morphological features of a word (e.g., Friederici, 2002) . Lau et al. (2006) proposed an explanation for the ELAN phenomenon wherein people generate online predictions about word category. If sentence context allows people to predict word category, then a diagnosis of grammaticality only requires a quick check whether the incoming word matches the predicted category. Such a quick check could happen before the meaning of a word is retrieved and before agreement-relationships with context words are computed, allowing for very rapid violation detection. To test their hypothesis, Lau et al. used an elegant design that manipulated word category predictions via the use of ellipsis (3), crossing the contextual availability of ellipsis with grammaticality of the target word ('of' in the example). All ungrammatical sentences had the possessor + function word manipulation (Max's of) originally used by the classic study by Neville et al. (1991) . The experimental logic was as follows: When there is a possessor in the first phrase (ellipsis conditions), the possessor in the second phrase allows for an elliptical reading that would be a grammatical end-of-phrase ('Dana's' means 'Dana's mother'). Because the word after the possessor therefore is not required to be a noun, the possessor is unlikely to trigger a word category prediction. Without possessor in the first phrase (no-ellipsis conditions), a possessor in the second phrase requires an overt noun to continue the sentence in a grammatical way, which could trigger the prediction of an overt noun. Lau et al. reasoned In the ERP experiment, participants read 128 such sentences along with a large number of filler sentences so that only 25% of all sentences were ungrammatical. Participants judged the grammaticality of each sentence after it finished. The ERPs elicited by the target words were tested statistically in 4 time windows (0-200 ms, 200-400 ms for the ELAN, 300-500 ms for the N400, and 600-1000 ms for the P600). In the Fig. 3 . Graphical demonstration of the polar average reference effect, applied to a hypothetical P600 effect. The mastoid reference procedure subtracts the average activity of left and right mastoid channels from all channels. With this common procedure, the widely distributed P600 effect is positive at all electrodes ('positive mean') but more positive at posterior channels than at anterior channels. The global average reference procedure subtracts the mean of all channels from each channel ('zero mean'). As a result, posterior channels show a smaller positive effect than before, whereas anterior channels now show a negative effect. This example focuses on the posterior to anterior dimension, but the principle holds for any dimension along the scalp (e.g., left to right hemisphere).
Lau et al. (2006)
first-reported analysis, the ERP data were re-referenced to the global average of all electrodes, but results from a mastoid reference procedure were reported as an additional analysis. Unlike previous ELAN studies that tested for an effect of grammaticality (e.g., Neville et al., 1991; Hahne and Friederici, 1999) , Lau et al. only tested for the effect of ellipsis in either the grammatical or the ungrammatical sentences, because they observed effects of grammaticality already at the precritical word ('Dana's' or 'daughter' in the example), which they argued came from the comparison of ERPs elicited by different lexical items.
The critical words ('of') elicited a left anterior negativity in the 200-400 ms time window (ELAN) in no ellipsis-ungrammatical sentences compared to ellipsis-ungrammatical sentences (see Fig. 4 ). The ELAN finding supported their hypothesis that availability of ellipsis reduces word category-prediction and therefore weakens the ELAN. For the grammatical sentences, the authors reported a 'scarcity of reliable contrasts' (they observed some statistical significant effects but no clear pattern emerged), and they concluded that ellipsis did not meaningfully affect online processing in grammatical sentences.
Discussion
Lau et al. were the first to investigate effects of syntactic context on the ELAN, a well-known syntactic ERP effect associated with rapid and automatic detection of word category violations. They used an ingenious design based on the canonical study by Neville et al. (1991) , manipulating the word category expectations through availability of an elliptical interpretation. A major strength of this study lies in its controlled design which compared two conditions with the exact same words in the subordinate clause. As discussed by Lau and colleagues, a weakness of their study (or of their data) was that they could not meaningfully compare grammatical and ungrammatical sentences. This lack of standard grammaticality comparison, along with other aspects of the study, complicate a direct comparison with previous research and therefore an identification of an ELAN effect.
Is this really an ELAN effect?
Like the Dambacher et al. (2009) study, Lau et al. relied on the global average reference procedure. This procedure can create a polar average reference effect ( Fig. 3 ; Junghofer et al., 1999) , which is also visible for the Lau et al. result (Fig. 4) . The global average reference procedure could have transformed a more widely distributed effect with a posterior focus into an ELAN effect plus a positive ERP effect limited to peripheral posterior electrodes. Lau et al. also report ERPs from mastoid reference data (Appendix, Fig. 4 in Lau et al.) , which showed no effect at left-anterior sites, ELAN or otherwise, but showed that the two ungrammatical conditions start to diverge from as early as 0 ms, particularly at posterior channels. Lau et al. dismissed the results from the mastoid reference procedure by arguing that it would not be sensitive to pick up condition effects if the mastoid electrodes themselves showed such effects. This may be true, but this would be true for earlier ELAN studies as well, and left-anterior channels are generally not strongly affected because they are far away from the mastoid. Furthermore, the global average reference procedure is not recommended for low-density montages (Dien, 1998) , especially in a research field where a mastoid reference procedure is common, such as in previous ELAN studies (Friederici et al., 1993; Hahne and Friederici, 1999; Neville et al., 1991) . Also of importance, the global average reference procedure in Lau et al. masks P600 effects of grammaticality, whereas such effects are consistently observed in other studies (e.g., Neville et al., 1991) . Lau et al. did not test for effects of grammaticality, but visual inspection of their ERP plots with global average reference suggests that ungrammatical sentences barely elicited P600 effects compared to grammatical sentences ( Fig. 5A versus 5B). Although the mastoid-referenced ERPs for the grammatical conditions were not shown, an enhanced P600 for the ungrammatical conditions is clearly visible with the mastoid reference (Fig. 5C ).
In sum, the ELAN-like effect is only visible with the global average reference procedure, and there is no sign of a 'standard' P600 effect of grammaticality. Both these aspects of the results do not correspond to previous results and suggest alternative interpretations.
What is the role of the pre-critical words and the task?
Irrespective of reference procedure, Lau et al. also found effects of ellipsis in the 0-200 ms time window. ERPs for the no-ellipsis-ungrammatical sentences were immediately more positive than those for ellipsis-ungrammatical sentences. Effects starting at the onset of the target word are implausible and suggest that the conditions differed before the onset of the target word.
Lau et al. also analyzed effects elicited by the pre-critical words. These results are also consistent with a polar average reference effect: in the 300-500 ms time window, ungrammatical sentences elicited a negativity at anterior channels and a positivity at posterior channels. Lau et al. argued that these effects reflected the different ERPs associated with different lexical items (e.g., 'Dana's/daughter'). But they also found a small but significant main effect of ellipsis, even though that comparison involves identical lexical items. There was no significant interaction between ellipsis and grammaticality, but the ellipsis effect was very small and only visible for grammatical sentences, not for ungrammatical sentences (the ones they were most interested in). However, one should keep in mind that the global average reference procedure could have masked more widespread differences between conditions in this time window. (2006), the ELAN effect observed at left-anterior channel F7 for ungrammatical sentences without ellipsis compared to ungrammatical sentences with ellipsis, accompanied with a positive effect at right-posterior channels (consistent with a polar average reference effect).
Effects at the pre-critical words matter because these words were relevant for the grammaticality judgment task. The participants could have strategically paid attention to the possessor words in the second phrase (Dana's) because they cued impending sentence ungrammaticality, and this attention-strategy could have played out differently depending on whether the first phrase also contained a possessor word. This is important because task-relevant words can elicit ERP effects that one would not observe without task (e.g., Baggio, 2012; Roehm et al., 2007; Vega-Mendoza et al., 2017) , effects that could reflect evaluation of the materials, decision-making, and possibly response planning (Polich and Kok, 1995) . Moreover, task-associated ERPs can be of fairly long duration and spill-over into the time window of the critical word, causing differences to appear early as 0 ms after word onset.
Summary
The study by Lau et al. is a well-known ERP demonstration of wordcategory prediction, and it features in prominent reviews on linguistic prediction (e.g., Hagoort, 2017; Pickering and Garrod, 2013) . It followed up on the seminal ELAN paper by Neville et al. (1991) with a clever ellipsis-based manipulation. A possessor-noun combination (e.g., Mary's mother) in the first phrase of a sentence presumably led to weaker expectations that a new possessor (Dana's) was also followed by a noun. Lau et al. reported that such weakening of word category expectations also reduced the ELAN. They concluded that word category predictions allow people to reduce a word's grammaticality diagnosis to a mere check of its category, which could explain why ELAN effects occur so early, and why violations of word categories are detected so rapidly. As I discussed in this review, however, the support for this conclusion is equivocal and several questions remain to be addressed.
While other ELAN studies (e.g., Neville et al., 1991) found ELAN effects and clear P600 effects of grammaticality with a mastoid-reference procedure, Lau et al. did not, which complicates the comparison with previous literature. The conclusion about the ELAN rests entirely on which reference procedure one thinks should be used, and -in this case -the arguments for using a mastoid-reference are stronger than the argument against.
With mastoid-reference, Lau et al. found an early-onset positivegoing ERP waveform for ungrammatical sentences that started to differ as a function of ellipsis immediately at word onset (0 ms). This effect is too early to be a plausible reflection of violation detection, and could be a spill-over effect of ERP activity elicited by the pre-critical possessor words. In this particular design, exacerbated by the demands of the grammaticality judgment task, the possessor words may have generated condition-related effects of their own. This raises the question whether similar results would be obtained in a design where the possessor words would not be task-relevant.
Notably, a recent study by Kaan et al. (2016) failed to replicate the Lau et al. ELAN effects in a similar paradigm, regardless of reference procedure. Therefore, the Lau et al. have yet to be replicated and the support from this paradigm for word category prediction remains to be established.
The visual M100
The visual M100 is an early magnetic brain response that originates from primary visual cortex (V1) and is associated with processing of basic visual features like luminance and stimulus size, regardless of stimulus category (Tarkiainen et al., , 2002 . The M100 is distinct from the M170, the earliest brain response that shows sensitivity to words and is thought to originate from the visual word form area (e.g., Carreiras et al., 2014; Dehaene et al., 2005; Solomyak and Marantz, 2009) . In a series of MEG studies, Dikker and colleagues (Dikker et al., 2009 (Dikker et al., , 2010 Dikker and Pylkkanen, 2011) investigated the effects of linguistic prediction on early perceptual processes as indexed by the M100 response originating from primary visual cortex. The first two studies tested for early effects of word category prediction and the third study tested for early effects of lexical prediction. I will describe each study separately and then discuss them together.
Dikker et al. (2009)
Like Lau et al. (2006) , Dikker et al. (2009) asked whether ELAN effects appear early because people predict word category. Dikker et al. posited the sensory hypothesis: brain activity in the first 100-150 ms after visual stimulus onset is known to be dominated by perceptual processing, and because the early-appearing ELAN 8 reflects word category predictions (Lau et al., 2006) , these predictions must play out at the level of primary perceptual processes, such that ELAN-like effects in written language studies are generated in the occipital lobes. To test this hypothesis, their first experiment contrasted different types of word category violations (4). In their design, the critical word was from the expected category (grammatical) or from an unexpected category (ungrammatical). They predicted enhanced visual M1/M170 responses to these violations only if word category membership could be quickly established by detection of a high-frequent, closed-class morpheme. Specifically, they predicted these responses to prepositions ('about', 'of') or verbs with regular verb-inflection ('ed' in 'reported'), but not to nouns without overt category marking ('report'). Of note, the participle and bare stem target words were always sentence-final, prepositions were never sentence-final.
Fig. 5.
Effect of reference procedure on P600 activity at electrode Pz in Lau et al. (2006) . For each ERP graph, the x-axis spans from -3 to 3 μV, and the y-axis spans from -100 to 1000 ms relative to critical word onset.
8 The ELAN effect reported by Lau et al. (2006) The participants each read a total of 540 sentences (300 target sentences and 240 filler sentences), and judged the grammaticality of each sentence. It is important to note a few aspects of the design: the sentence context before the critical word always differed between expected and unexpected words (for relevant discussion, see Lau et al., 2006; Osterhout et al., 2004; Steinhauer and Drury, 2012) , the design was fully within-subject so that each participant saw each item in both the expected and the incorrect condition, and the preposition sentences had only two possible target words ('about' or 'of'). In a separate cloze completion task, Dikker et al. established the expectedness of each word category. An independent group of participants completed versions of the sentences that were truncated before the target word. The results confirmed that the first word of the completion was almost never from the same word category as the unexpected target word, whereas 44% of the preposition sentence completions started with a preposition, 29% of the participle sentence completions started with a participle, and 91% of the bare-stem sentence completions started with a noun.
Dikker et al. measured early visual activity using a neural source reconstruction procedure called dipole modelling. This involved an estimation of the sources underlying sensor-level activity in the 200 ms after target word onset, and subsequently reconstructing the activity associated with these sources (M100 or M170) and testing for activity differences between conditions. They tested the effects of the conditions on M100 amplitude in a 15 ms time window around the M100 peak. M170 responses from a separate source reconstruction were also tested but did not generate a clear pattern. Unexpected prepositions and participles elicited larger M100 s than expected ones, whereas no such effect was found for bare stems (Fig. 6 , left graphs). For participles, an effect on the post-M100 deflection, perhaps related to the M170 response, was visible but not analyzed. In addition to dipole-modelling, Dikker et al. performed analysis at sensor-level data, using the most posterior channels close to primary visual cortex. This analysis did not reveal a significant interaction between word type and expectedness. Based on the bilateral distribution of the M100 response, they tested left and right sections separately. However, they did not report an interaction effect involving hemisphere, and in the source analysis they had modeled the M100 with a single dipole for activity from both hemispheres. In the left hemisphere, they found an expectedness effect that did not differ significantly between word types, but when they tested the effect of expectedness for each word type separately, the effect was significant for prepositions and participles but not for bare stems.
The authors took these results as "a rather strong confirmation of the sensory hypothesis" (p. 360), but they also discussed two potential confounds that led them to perform a second experiment. The bare stems in Experiment 1 possibly failed to generate an expectedness effect because their word category was ambiguous between nouns and verbs (e.g., 'report'), and/or because unexpected base stems did not mismatch a very strong category prediction (only 29% of completions of these context sentences like 'The discovery was', used participles).
To address these confounds, Experiment 2 again included the bare stem sentences and participle sentences (but not the preposition sentences), and also included sentences with category-unambiguous nouns (e.g., 'tree'), as in the example in (5). In addition, for each type of sentence a manipulation of prediction strength was included by the presence or absence of an adverb or adjective before the critical word. Cloze completions confirmed the increase in participle-expectancy associated with the adverbs (with adverbs 79% of the completions were participles, without adverbs only 29%). The participants each read 720 sentences in total: 60 per cell in the design that crossed word type with expectedness and prediction strength. No filler sentences were included. Of note, in this design the presence of "in the" and an adverb was enough to know the upcoming category violation.
( The analysis for Experiment 2 was similar to that of Experiment 1, with dipole-model reconstruction of M100 source activity, and amplitude around the M100 peak as the dependent measure in an ANOVA test. As in Experiment 1, they found a statistically significant interaction between expectedness and word type (Fig. 6, right graphs) . Although no statistically significant 3-way interaction was reported, the authors proceeded by testing for the 2-way interaction between prediction strength and expectedness in each word type. Unexpected participles elicited slightly enhanced M100 s compared to expected participles, but prediction strength did not modulate this effect. Overall, critical words in the strong prediction sentences elicited enhanced M100 s compared to those in weak prediction sentences, but this prediction strength effect did not interact with word type or correctness.
In the two experiments, Dikker et al. found that word category violations only elicited an M100 effect if the target word category is marked by a closed-class morpheme like '-ed' in participles. They concluded that people predict the basic visual features of the category that words belongs to ('form-based estimates'). Using these form-based estimates, primary visual cortex can rapidly detect the presence of overt function morphemes. Through this prediction-based detection, morphemes rapidly disconfirm the predicted word category. Violation detection therefore does not require any deep semantic analysis, but operates rapidly through analysis of basic visual features.
Dikker et al. (2010)
In a follow-up study, Dikker et al. (2010) examined whether closedclass morphemes are indeed critical in generating early M100 effects of word category violations, or whether the M100 response in visual cortex is more generally sensitive to any form-features that cue a particular word category. They addressed this issue by testing for effects of phonological typicality, the phenomenon that some nouns and verbs contain phonological form features that are typical of their respective category, while other, neutral nouns and verbs have features that are equally common in each category (see Farmer et al., 2006) . Phonological typicality may influence written language comprehension (but see Staub et al., 2009 Staub et al., , 2011 , presumably because it is correlated with orthographical typicality. Their design included expected/unexpected target sentences (6), which contained bimorphemic nouns with closedclass category-marking morphemes (e.g., 'princess'), monomorphemic nouns that were phonologically typical (e.g., 'soda'), or neutral nouns (e.g., 'infant'). No cloze-test was reported to establish category expectancy of the materials. Participants read 480 sentences, 240 target sentences (40 items in each of these 6 conditions) and 240 filler sentences that contained an expected or unexpected participle verb (like in Dikker et al., 2009 ) to counterbalance expectancy of nouns and participles. Participants evaluated the grammaticality of each sentence in a judgment task.
(6) Example materials from Dikker et al. (2010) Bimorphemic Nouns, Expected/Unexpected: The beautiful/beautifully princess was painted.
Typical Nouns, Expected/Unexpected: The tasteless/tastelessly soda was marketed.
Neutral Nouns, Expected/Unexpected: The cute/cutely infant was dressed.
No sensor-level analysis was reported. Dipole modelling followed the procedure of Dikker et al. (2009) . A categorical ANOVA showed that the effect of expectedness on M100 amplitude depended on word type: bimorphemic and typical nouns elicited a statistically significant effect of expectedness but neutral nouns did not (see Fig. 7 ). Effects of expectedness on the participle filler-sentences were not analyzed or reported. In a single-trial, mixed-effects model analysis 9 , the authors showed that M100 amplitude gradually increased with decreasing form typicality (the numerical distance between noun form typicality and the average form typicality of all nouns from a corpus count). The results suggested that there was no additional effect of a closed-class morpheme, and that the M100 effects were primarily a function of the mismatch of the item with the phonological typicality of the expected word category. Dikker et al. (2010) concluded that readers predict word category at the level of very basic (non-lexical) visual form features that are probabilistically associated with that category. Another interpretation, wherein M100 responses in visual cortex directly reflect word category detection, was deemed unlikely based on established insensitivity of the M100 to lexical variables (Salmelin, 2007; . These results thus extend the Dikker et al. (2009) results by showing that while presence of a closed-class morpheme seems sufficient to elicit the M100 violation effect, it is not a necessary condition. Whether Dikker et al. (2010) replicated the M100 expectedness effect that they previously found for participles is unknown because those results were not reported.
Dikker and pylkkänen (2011)
Dikker and Pylkkänen (2011) investigated whether people predict visual form features of specific lexical items. In a picture-word matching task, the participants first saw a picture and then read a noun phrase referring to an object that was or was not in the picture. In the strong prediction condition, the picture was of a single, clearly identifiable object. In the weak prediction condition, the picture was either of a grocery bag with groceries or an ark with animals to represent the semantic category 'food' or 'animals', respectively, to which each target word could belong. The first half of the experiment only contained strong prediction trials, but the second half mixed weak and strong prediction trials.
Their analysis did not involve source-reconstructed M100 activity, but only sensor-level activity. Sensors were selected based on their overall M100 responsiveness, which were 3 right-hemisphere and 12 left-hemisphere sensors. A weighted averaged was then computed between hemispheres after resigning sensors from one hemisphere so that left and right hemisphere M100 responses were of the same sign. Analysis was based on a 10 ms window around the peak at 97 ms.
An analysis of the strong prediction items revealed that lexical mismatch elicited stronger M100 responses than match (Fig. 8) , regardless of experiment-half. An analysis of the weak prediction items revealed no effect of mismatch. In a later time-window after word onset (250-400 ms), a statistically significant, N400-like effect of lexical match was found for strong prediction items but not for weak prediction items (but no interaction analysis was reported). The N400-like activity for the matching or mismatching weak prediction items was similar to that of the mismatching strong prediction items. Based on their results, Dikker and Pylkkänen (2011) extended the sensory hypothesis and argued that people predict the visual form features of specific lexical items when possible (although they did not specify the conditions that must be met for such predictions). Dikker et al. (2009) . Left graphs, from top to bottom: M100 effects of word category expectedness for prepositions, participles and bare stems. Right graphs, from top to bottom: M100 effects of word category expectedness in weak and strong predictive sentences, for participles, bare stems and unambiguous nouns.
Fig. 6. M100 results from Experiment 1 (left graphs) and Experiment 2 (right graphs) of

Discussion
Dikker and colleagues conducted an impressive series of cleverly designed experiments to test the sensory hypothesis, the strongest hypothesis to date regarding the level of representational detail at which linguistic predictions play out. According to the sensory hypothesis, predictions involve top-down pre-activation of basic visual features as represented in primary visual cortex. Word category predictions preactivate visual features associated with that category, and, likewise, lexical predictions pre-activate the basic visual features of a specific word. Dikker et al. reported M100 evidence that is consistent with the sensory hypothesis. Because previous research has shown that M100 activity does not distinguish between words and non-words (e.g., Salmelin, 2007) , Dikker et al. argued that the visual form features that are pre-activated must be of a sub-lexical, perceptual nature. These results are often cited as strong evidence that predictions propagate all the way down to the lower-level of the processing hierarchy (Clark, 2013; Lupyan, 2015; Pickering and Garrod, 2013) .
The M100 studies by Dikker and colleagues are highly innovative and have delivered captivating results. Hopefully, these results will spark further research to elucidate the perceptual correlates of linguistic prediction. Here, I discuss a few relevant questions that remain to be addressed.
What is the role of prediction strength?
Dikker and colleagues conclude that their M100 results reflect the top-down effects of prediction on visual feature process, not the process of anomaly detection itself. Following this argumentation, stronger predictions should generate stronger effects. However, results from the three studies do not directly support this.
In Dikker et al. (2009) , stronger word category predictions did not elicit greater M100 expectedness effects, thus failing to support the sensory prediction hypothesis. In fact, strong category predictions led to reliably higher amplitude M100 responses overall. This seems inconsistent with the predictive coding framework, which holds that predictions should reduce neural response amplitudes (e.g., Kok et al., 2012) .
In Dikker et al. (2010) , there is no measure or manipulation of prediction strength. No cloze values were reported, so it is unclear whether the sentences with adverbs led to strong expectations for participles, and whether the different adverbs in the three noun type conditions led to equally strong expectations. This is relevant because some adverbs might lead people to expect adjectives instead of participles (e.g., 'fashionably late/dressed', 'finally ready/ended'). The expectedness of the nouns in the three conditions is also unknown. Category cloze values are also relevant for the single-trial analysis. There, the relevant measure of phonological typicality is the distance between the target word's typicality and the mean typicality score of the expected word category. However, this assumes a word category expectedness of 100%. An alternative, and perhaps more appropriate measure would scale the mean category typicality score to the strength of expectation for that category. Dikker & Pylkkänen (2011) argued that a mismatch M100 effect was observed only when a single word could be predicted (strong prediction conditions). However, they did not report an analysis that tested the impact of prediction strength on the mismatch M100 effect. They reported a significant mismatch effect (on selected electrodes) in strong prediction conditions and no significant effect in weak prediction conditions, but no interaction test was performed, and the difference between significant and non-significant itself may not be significant (see Nieuwenhuis et al., 2011; Gelman and Stern, 2006) . Furthermore, the M100 responses to matching words did not visibly differ between strong and weak prediction conditions (although there was no statistical test reported), failing to generate support for their conclusion.
In sum, while the Dikker et al. studies reported effects of the match between an incoming word and the sentence or picture context, the role of prediction strength in these experiments remains elusive.
What does it mean to predict visual features?
The conclusion that readers predict basic visual features was based on the established sensitivity of the M100 to low-level visual features, such as the noise-level and size of letter-strings, and insensitivity to stimulus content or lexical features Salmelin, 2007) . But Dikker and colleagues themselves do not test or demonstrate sensitivity to low-level features like word length. In Dikker et al. (2009 Dikker et al. ( , 2010 there were large differences between word types in average word length, but in neither of the experiments did the M100 increase overall with word length. In Dikker et al. (2010) , the single-trial analysis did not yield a reliable effect of word length on the M100 10 , even though the critical words varied considerably in length. Fig. 7 . M100 results from Dikker et al. (2010) . From top to bottom: M100 effects of word category expectedness for bimorphemic nouns, typical nouns and neutral nouns.
10 Several variables were included that may correlate with word length (morpheme presence, orthographic length, number of syllables, phonological length).
This leads to a somewhat strained conclusion that M100 is more sensitive to presumably very fine-grained visual differences between predicted category features and the visual input, than to rather coarsegrained, string-size differences between actual inputs. Maybe this requires a revised theory of what the M100 reflects, or perhaps the design was simply not able to detect string-size effects. But the argument that prediction impacts basic perceptual processes because the observed effects occur on a component that is only sensitive to perceptual features, would be stronger with accompanying evidence for this sensitivity in the specific experiment. At the same time, potentially confounding effects of eye-movements must be ruled out, given the relationship between M1 activity and saccadic eye-movements (McDowell et al., 2008) , as well the relationship between saccadic activity and orthographic regularity (e.g., Radach et al., 2004) .
Lack of sensitivity to visual features in these experiments, and lack of downstream consequences on linguistically-relevant visual processing (e.g., on the M170 component, which is sensitive to lexical features; Solomyak and Marantz, 2009 ), raises the question of which visual features were predicted. Which basic visual features of phonologically typical nouns -as a category -differ from those of atypical nouns? And is the most relevant measure not perhaps orthographical typicality (bigram frequency; e.g., Hauk et al. (2006) ) rather than phonological typicality? The sensory hypothesis remains rather underspecified on these issues.
What happens after the M100?
Theories of prediction assume that prediction facilitates comprehension when the prediction is correct (Altmann and Mirkovic, 2009; Pickering and Garrod, 2013 Dikker et al. (2009) argue that visual form prediction could impact the M100 and the subsequent M170 component, with the latter component more likely to show any effect given its established role in lexical processing (Carreiras et al., 2014; Dehaene et al., 2005; Solomyak and Marantz, 2009 ). In Experiment 1, they find effects on the M100 but not the M170. The authors state that the null-effect on the M170 component is hard to interpret given that modelling the bilateral M170 sources is a noise-prone procedure. As visible in their Fig. 6 , unexpected participles elicit at clear effect at 170 ms on the peak that follows the M100, while unexpected prepositions do not, but this activity was not analyzed. In Experiment 2, however, no analysis of M170 activity was reported, and the M170 was not discussed any further. In Dikker et al. (2010) , a post-M100 effect was visible on the M170 component for typical nouns but not for the other nouns. It is not clear whether this is a reliable or meaningful effect, and post-M100 activity was not analyzed or reported.
It is unclear whether a word category violation mismatch does anything beyond the M100 response. In both studies, the statistical analysis focuses on M100 activity, but the preprocessing involved data segments from 300 ms before to 900 ms after target word onset (would allowed for an analysis of P600 activity associated with syntactic violations). If visual form predictions facilitate and expedite language processing, as Dikker and colleagues claim, does this yield an equivalent pattern downstream from the M100?
Interestingly, the N400-like responses in Dikker and Pylkkänen (2011) were smaller for matching words than for mismatching words, only in the strong prediction condition. These results thus suggested facilitation of predicted words. However, there was no match-effect in weak prediction items at all, which is surprising because the pictures were intended to prime the semantic category, and N400 activity is typically highly sensitive to semantic category priming (e.g., Federmeier, 2000, 2011) .
What is the impact of the 1 Hz high-pass filter?
In all three studies, Dikker and colleagues use a 1-40 Hz bandpass filter, which removes low and high frequency activity. Such filters are typically used to increase the signal to noise ratio, which facilitates source localization. While high-pass filter settings like 1 Hz are common in some MEG laboratories, many researchers warn for potentially strong distortions of the signal (e.g., Acunzo et al., 2012; Rousselet, 2012; . This is particularly important for early effects (e.g., Acunzo et al., 2012) , because a 1 Hz high-pass filter can distort the signal backwards in time 11 , causing later effects to appear as earlier components (Fig. 9 ). In the Dikker et al. studies, M100 activity is arguably followed by other effects of anomaly detection, but how much . Sensor-level M100 activity for picture-matching and -mismatching words, for predictive and non-predictive contexts.
the filter settings matter for prediction-related visual M100 effects remains to be seen.
How strong is the evidence for the sensory hypothesis?
Dikker and colleagues took their results as strong evidence that the brain predictions visual features of an upcoming word or visual features associated with a word category. But the obtained evidence may not be particularly strong. In Dikker et al. (2009) , the crucial findings in both experiments in support of the sensory hypothesis are associated with pvalues in the 0.01-0.05 range. In comparison, the effect of prediction strength in Experiment 2, which was inconsistent with the sensory hypothesis, was associated with p = 0.003. In Dikker et al. (2010) , the crucial effects are also associated with p-values in the 0.01-0.05 range. In Dikker and Pylkkänen (2011) , there was relatively strong evidence for a mismatch effect in the strong predictive condition (p = 0.004), but, as mentioned earlier, no results reported for the interaction between prediction strength and mismatch. Perhaps these patterns signal that the observed effects are relatively small M100 fluctuations, which are hard to detect in MEG data especially with small sample sizes (N < 15). Dedicated and pre-registered replication attempts are needed to gather stronger support for the sensory hypothesis.
Pre-registration is particularly important, but also daunting, because of the complexity of the analyses by Dikker and colleagues and the many steps during analysis that were taken to ensure data quality control. In each study, participants were removed from the analysis if they did not show clear visual M100 responses based on a visual inspection. In the dipole modelling procedure, models were constructed for each condition of each participants, and then selected based on their visual fit to the sensor-level data and minimum norm estimates of M100 activity. There are differences in how the data entering the statistical results were obtained. In the studies with dipole modelling (Dikker et al., 2009 (Dikker et al., , 2010 , for the categorical analysis a 15 ms time window of analysis was selected around the M100 peak detected in the individual conditions, but while Dikker et al. (2009) performed this peak-detection on the grand-average per condition across subjects, Dikker et al. (2010) used the average per condition per subject. In Dikker and Pylkkänen (2011) , no dipole modeling was performed, the sensor-level analysis was now performed on a smaller window around the peak (10 ms) than before, based on a selection of sensors. It is unclear whether these differences in procedure were decided on after visual inspection of the data.
The question thus arises whether or not the results from the Dikker et al. studies hinge on the specific choices that were made during the analysis, and whether the results will generalize to novel observations.
Summary
Dikker and colleagues posited the sensory hypothesis of linguistic prediction, in which syntactic and semantic predictions during reading have basic (non-linguistic) visual correlates, and the brain generates estimates of the likely physical appearance of an upcoming word. The MEG results from their three pioneering studies were taken to support the sensory hypothesis.
I have highlighted some aspects of their results that warrant further investigation, in particular the role of prediction strength, the sensitivity of the M100 to basic visual features (string size), repetition of words and word stems, the downstream consequences of visual prediction mismatch, and the strength and replicability of the obtained evidence. It is also important to establish that early occipital effects in these paradigms are not 'merely' driven by saccadic activity or by visual attention (e.g., Leopold and Logothetis, 1998; Coffman et al., 2013; McDowell et al., 2008) .
Along with these specific issues, the Dikker et al. studies also raise general questions. For example, it may seem relatively clear that one could generate a visual prediction for one highly expected word, but how is the prediction of an entire word category translated into a perceptual template? And how does this rhyme with the M100 sensitivity to rather crude visual features such as luminance and string size? Dikker et al. (2010) argue that M100 modulation by phonological typicality demonstrates that people generated a visual feature prediction associated with word category. This implicitly assumes that phonological typicality of a word category was correlated with a visually-relevant variable that was not measured, namely orthographic typicality. The patterns observed by Dikker et al. may thus be stronger in language with a regular correspondence between sound and spelling (e.g., Italian) than in languages where this correspondence is irregular, suggesting a potential avenue for follow-up research. However, while orthographic typicality has been associated with early occipital activity around 100 ms (Hauk et al., 2006) , it is unclear whether adverbs and nouns differ in their orthographical typicality, and whether they do so in a sufficiently consistent manner to be translated into a basic visual prediction.
Another general question is whether the observed effects generalize to other, more naturalistic experimental circumstances (see also Willems, 2015) . The results of Dikker and Pylkkänen (2011) suggest prediction of a specific word form when participants see a picture of the object, but participants may have visually imagined the word they thought would appear next. This does not necessarily mean people predict the specific visual form of words during regular reading. The results of Dikker et al. (2009 Dikker et al. ( , 2010 suggest that visual prediction is more common, as it would happen as soon as a reasonably strong prediction can be formed about the upcoming word category. Therefore, replicating these results in different experimental circumstances (less repetition, more varied sentences, different task demands) would be an important step towards an understanding of the predictive nature of the language system.
The P130
The P130 ERP, or occipital P1, is an early positive ERP component that can observed at occipital electrodes as a response to visual stimuli (e.g., Johannes et al., 1995) . Of note, this component is often described as the ERP equivalent of the magnetic M100 (e.g., Mangun et al., 1998; Pitcher et al., 2011) . The P130 is sensitive to exogenous and endogenous factors such as luminance and spatial attention (e.g., Awh and Jonides, 2001 ). I will first discuss a study by Kim and Lai (2012) , who reported P130 evidence for word form prediction using a pseudoword/ nonword design, and then a study by Kim and Gilley (2013) , who reported P130 evidence for the prediction of syntactically anomalous word forms.
Kim and lai (2012)
Kim and Lai (2012) tested a hypothesis based on the interactive activation view of visual word recognition (McClelland and Rumelhart, 1981) , which assumes a dynamic interaction between feedforward and feedback processes. They hypothesized that prediction pre-activates lexical and word form features, and those features are further activated by a pseudoword that is visually similar to the predicted word, e.g., 'cake' by 'ceke' (7). This activation boost rapidly sensitizes the word recognition system to detect lower-level visual discrepancy between predicted word form input and actual input, possibly resulting in early effects in visual cortex (Occipital P1 or N170) . This feedforward-feedback dynamic does not take place for pseudowords that are not similar to the anticipated word (e.g., 'tont') or for nonwords (e.g., 'srdt'). In their experiment, predictable control words had a high average cloze probability of 90%, similar pseudowords were created by replacing a single non-initial letter of each control word, nonsimilar pseudowords were created by swapping the similar pseudowords between two items, and the nonwords were consonant strings.
(7). Example materials from Kim and Lai (2012) Control: She measured flour so she could bake a cake… Similar pseudoword: She measured flour so she could bake a ceke… Nonsimilar pseudoword: She measured flour so she could bake a tont… Nonword: She measured flour so she could bake a srdt… Participants read 45 sentences per condition and answered occasional yes/no comprehension questions. No filler sentences were included, therefore 75% of all sentences contained a pseudoword or nonword. Analysis focused on the P130 and the N170, with time windows chosen through visual inspection of the component peaks (125-145 and 170-205 ms respectively), and on the N400 the P600, using typical time windows based on previous literature (300-500 and 500-700 ms respectively). Selection of data channels for analysis was based on visual inspection of the scalp distributions of the effects and previous literature.
They found that P130 activity reliably differed between the conditions (Fig. 10) : consistent with their hypothesis, similar pseudowords elicited enhanced P130 ERPs compared to all other conditions (all pvalues in the 0.01-0.05 range), whereas the other conditions did not differ from each other. The occipital-temporal N170 also differed between conditions: nonsimilar pseudowords and nonwords elicited enhanced N170 compared to control words, whereas similar pseudowords did not. Kim and Lai interpreted the N170 effects as visual form processing difficulty due to a lack of activated lexical representations.
Discussion
Kim and Lai (2012) took an innovative approach by combining a traditional sentence reading paradigm with a typical visual word recognition paradigm using pseudowords and nonwords. Their P130 results were consistent with the rapid detection of a similarity-based conflict between predicted and actual visual input. These effects are not easily explained by physical differences, because the similar and nonsimilar pseudowords were counterbalanced between conditions. A very interesting implication of their findings is that early visual processing costs are greater for words that are similar to the predicted word than for dissimilar words, i.e. costs do not increase but decrease with prediction error. This pattern seems incompatible with the conclusion reached by Dikker and colleagues based on their M100 findings, and raises a challenge for future research because the M100 and P130 are thought to arise from the same neural generator (e.g., Mangun et al., Fig. 9 . Demonstration of signal distortions by high-pass filtering, adapted from . The top graphs show P600 effects of syntactic anomaly and N400 effects of semantic anomaly when there is no filter (DC) and increasing high-pass filter settings up to 1 Hz (bidirectional Butterworth filter). At higher filter settings, a reduced P600 effect of syntactic anomaly is accompanied by an artefactual N400-like effect, and a reduced N400 effect of semantic anomaly is accompanied by an artefactual P2-like effect. 1998). As already discussed by Kim and Lai, however, previous ERP studies with related designs did not generate such early effects, and this raises an important question.
Do these results generalize to real words?
A high percentage (75%) of the sentences that each participant read contained a nonword or pseudoword. Because all sentences also led to very strong expectations for a specific word (i.e. cloze probability in the 85-100 range), it could be the case that participant learned to predict the occurrence of a nonword, or paid more attention to orthography than they would during regular reading. The P130 component may be boosted by attention to orthography like in a letter detection task (e.g., Proverbio and Adorni, 2009) , and by increases in visual selective attention (e.g., Hillyard and Anllo-Vento, 1998; Johannes et al., 1995) . This could mean that the P1 pattern may be harder to find with sentences that contain only real words, if participants are more likely to process for word meaning than for visual form. If the Kim and Lai results are limited to nonword paradigms with very high-constraint sentences, this raises the question whether results reflect regular reading processes, or whether they, alternatively, reflect task-based visual attention effects or perhaps increased intraword-saccadic activity for similar pseudowords (e.g., Meyberg et al., 2015) .
Are the P130 results replicable?
The results of Kim and Lai (2012) have not been observed in similar experiments with pseudowords (e.g., Bulkes et al., 2018; Laszlo and Federmeier, 2009; Vissers et al., 2006) , and have not been observed elsewhere. Thus far unpublished studies have not supported the P130-based conclusions of Kim and Lai. A direct replication from the Kim laboratory (Wittenberg, 2012) failed to yield the same pattern of effects. Two recent close-replication studies with the same supportedpseudoword condition did not find any P130 effects (Bulkes et al., 2018) . Further direct replication is needed to establish whether the Kim and Lai (2012) P130 effect is an isolated finding or a generalizable phenomenon. Kim and Lai (2012) reported that pseudowords elicited a P130 (occipital P1) effect only when they were visually similar to words that were highly expected given the sentence context. They hypothesized that lexical and word form features of expected control words are preactivated during reading, and that their activation is further boosted by similar pseudowords, which in turn sensitizes the visual feature processing system to detect small discrepancies between predicted and actual input. This is a very interesting hypothesis, and raises an important challenge to prediction-based theories of language comprehension (Dell and Chang, 2014; Pickering and Clark, 2014) . Such theories assume that processing costs increase with prediction error (the difference between current input and predicted input), whereas the Kim and Lai results suggest the opposite. However, the pseudoword P130 results have yet to be replicated and future research should test their implications for regular reading.
Summary
Kim and Gilley (2013)
Kim and Gilley (2013) followed-up on the word category violation studies by Lau et al. (2006) and Dikker et al. (2009 Dikker et al. ( , 2010 . Like those previous studies, they argued that such early effects could signal the involvement of predictive processing and that word category violations can have an effect on early perceptual processing. They used an experimental design that manipulated the variability of the word category violation condition (8). One group of participants read sentences in a correct control condition where the critical word was always 'the', and in a low-variability anomalous condition with a word category violation that was always the word 'for'. Another group of participants read the same control sentences and sentences in a high-variability anomalous condition with a word category violation that could be one of 7 different function words. Kim and Gilley hypothesized that participants in the low-variability group would engage more in predictive processing than participants in the high-variability group because of the distributional regularities in the experiment. Word form prediction could therefore speed up word recognition and lead to an earlier sensitivity to the anomaly.
(8). Example materials from Kim and Gilley (2013) Correct control: The thief was caught by the police … Low-variability anomaly: The thief was caught by for police … High-variability anomaly: The thief was caught by at/for/of/on/ from/over/with police … Participants read 35 target sentences per condition and answered occasional yes/no comprehension questions. The sentences were mixed with 105 filler sentences that could be correct or containing agreement violations (40% of all sentences in the experiment were anomalous). EEG recording was performed with the same system as in Kim and Lai (2012) , but the analysis procedure for P130 and N170 activity differed from Kim and Lai (2012) in a few ways. A global average reference was used instead of the mastoid average. P1 activity was quantified as the peak activity in a 125-145 ms time window, rather than average activity, and the selection of occipital channels differed from that of Kim and Lai (2012) . The time windows of analysis for the N170, N400 and P600 differed from Kim & Lai (here, , and 500-800, respectively). Supporting their hypothesis, Kim and Gilley reported a left-lateralized, occipital P130 effect for word category violations in the low-variability condition but not in the high-variability condition (Fig. 11) . Subsequent N170 and P600 effects did not differ between these conditions. Source-localization of the P130 and N170 effects revealed occipital sources but are not discussed in detail here as these findings are not pertinent to the conclusions.
Discussion
Kim and Gilly (2013) used an innovative paradigm that manipulated the variability of a syntactic anomaly. They observed earlier anomaly effects (P130) for highly predictable anomalies than for less predictable ones. They concluded that early sensitivity to word category anomalies results from prediction, and that long-term syntactic knowledge can be rapidly adapted to recent linguistic experience, through the learning of distributional patterns specific to the experiment. The former conclusion is consistent with Lau et al. (2006) and Dikker et al. (2009) . The latter conclusion seems consistent with recent demonstrations of adaptation to the within-experiment probability of a certain linguistic phenomenon (e.g., Fine et al., 2013 ; but see Stack et al., 2018) . The Kim and Gilley results raise several important questions.
Is this purely a P130 effect?
Kim and Gilley tested prediction effects on the same components as Kim and Lai (2012) , but with potentially relevant differences in data processing and analysis. Using the global average reference procedure instead of the mastoid reference procedure in Kim and Lai (2012) could be relevant, as I discussed earlier in this review. Is the observed P130 effect qualitatively similar to that observed by Kim and Lai? Do the Kim and Gilley results contain a polar average reference effect (for discussion, see the section on the Early Cloze Positivity and Fig. 3 ). More generally, if the changes in pre-processing and the analysis procedure (e.g., channel selection, peak measurement) were based on visual inspection of the data, the newly observed effects are likely inflated and less likely to replicate (Luck and Gaspelin, 2017) .
Another potential issue with the P130 interpretation is the existence of a differential effect of anomaly in the low-variability condition starting as early as word onset (Fig. 10) . Such an effect seems implausible early and could reflect residual noise (random activity fluctuations that are associated with a low sample dataset). Although the differential effect seems to disappear before the P130 component, it is still unclear whether the P130 effect is purely a modulation of the P130 component or due to more positive amplitudes overall in the first few hundreds of milliseconds. Kim and Gilley reported lack of a statistically significant effect of anomaly in the 60-80 ms time window, although it is unclear why this specific window was chosen, as it did not capture the early nature of the effect and does not capture a potential influence of the early difference on effects in the P130 window. Another approach would subtract activity in the early post-onset window from the data segment ('post-onset baseline correction', e.g., Hagoort and Brown, 2000; Ito et al., 2017; Kaan, 2002; Osterhout et al., 1994; Tanner et al., 2013) 
Do repeated anomalies boost prediction?
Kim and Gilley claim that participants in the low-variability condition were more likely to predict the control word 'the' than participants in the high-variability condition, even though control words were equally likely in the two conditions. If low-variability boosted prediction of control words, one would expect a reduced P130 component. One would also expect variability to modulate downstream anomaly effects on the N400 or P600, in particular P600 effects are sensitive to probability and saliency manipulation (e.g., Coulson et al., 1998) . However, variability did not impact the P130 component elicited by control words, only that elicited by anomalies, and variability did not have any impact on N400 or P600 anomaly effects. These patterns therefore do not support the conclusion that repeating anomalies boosts prediction of correct words. An alternative interpretation is that lowvariability did not cause more prediction overall but increased participants' visual selective attention to the anomalous word form 'for' (e.g., Hillyard and Anllo-Vento, 1998; Proverbio and Adorni, 2009 ).
Summary
Kim and Gilley (2013) reported an enhanced P130 effect of syntactic anomaly when that anomaly occurred on the same lexical item throughout the experiment, compared to anomalies on different lexical items. They concluded that low-variability of anomalies boosted prediction of the correct control word (which was always 'the' regardless of the anomaly-variability), by creating higher 'affordances' for prediction when fewer words could appear in the target position. In addition, they presented their results as further evidence that word form predictions play out at a low-level, sensory level of representation.
The Kim and Gilley study took a refreshing, innovative approach and their P130 effects may indeed be the earliest ERP response to syntactic anomaly in the literature. However, as I discussed in this review, some aspects of the data and analysis complicate the identification and interpretation of the P130 effects and their comparison to the P130 effects reported by Kim and Lai (2012) . In addition, the Kim and Gilley results do not yield clear evidence that low-variability of anomalies indeed boosted prediction of correct control words, as variability seemed to modulate the P130 to anomalies, but not to control words. The variability manipulation in Kim and Gilley is certainly interesting and novel, but their interpretation in terms of 'predictive affordances' raises further questions. Why is it assumed that repeated anomalies boost prediction of correct words but not of anomalous word forms? Would any regularity in the experiment, linguistic or non-linguistic, boost prediction? More generally, it remains to be seen whether Kim and Gilley demonstrates the effect of task-demands imposed by a rather artificial and repetitive anomaly design, or of a more general phenomenon of language comprehension.
The N1/P2
The N1 and P2 components together form the N1/P2 complex, a biphasic ERP response to visual stimuli such as written words (e.g., . The N1 is primarily associated with the correct allocation of attention, and the selection of perceptual features (e.g., color) for further processing (e.g., . The P2 is sensitive to visual stimulus repetition and therefore often thought to index the matching of immediately-available visual information to perceptual representations stored in memory ('perceptual matching'; Luck and Hillyard, 1994) .
Penolazzi et al. (2007)
A study by Penolazzi et al. (2007) investigated early ERP effects of predictability (semantic context) during sentence reading. They did not explicitly test whether prediction impacts early ERP components, but they used a low/high cloze probability manipulation that is typical of studies on prediction. They reasoned that previous studies missed early effects of predictability by not taking into account pre-lexical and lexical variables (word length and frequency), and predicted that early ERP effects of predictability would interact with such variables. Their participants read sentences with target words that could vary in three dimensions (9): short/long (on average, 4 or 6.2 letter respectively), low/high frequency, low/high cloze probability (0 or higher than 50). Probability was manipulated via changing one word in a context. The target words were always nouns in the same, non-final sentence-position.
(9). Example materials from Penolazzi et al. (2007) . Context words (underlined) for high/low cloze targets words (bold) are separated by a forward slash.
Long, high-frequent: The extremists planned a terrorist/peaceful attack on the government.
Short, high-frequent: He drinks cocktails/tea in the bar down the road. Long, low-frequent: The boiler/contraption was a water heater used in houses.
Short, low-frequent: Children listened to the fairy/angry tale in the classroom.
Participants read a total of 280 sentences (35 from each of the 8 conditions) along with 70 filler sentences. The analysis was different from what is usually done in ERP studies: the authors computed root mean square (RMS) values from the grand-average ERPs across participants and conditions and electrodes, from which they selected peaks in the ERP waveform for subsequent analysis (110-130, 170-190 and 280-320) , which roughly correspond to N1, P2 12 and early N4. Analysis of variance were performed with the three factors in the design and another two distributional factors associated with the EEG channels (left/right, anterior/posterior). For each peak, the authors found that cloze probability interacted with one or more of the other factors (Fig. 12) . Main effects of probability were observed only in later N400 windows.
Discussion
The study by Penolazzi et al. is a well-cited report of early interaction between lexical processes and semantic integration processes. The authors argued against a temporal division between the impact of lexical factors and contextual integration as assumed in some theories of language comprehension (e.g., Friederici, 2002) , and emphasized the importance to investigate semantic processes taking place before the N400. The results also demonstrate the importance of taking into account word length and frequency when testing early semantic effects. Although Penolazzi and colleagues did not interpret their results in terms of prediction, the early latency of the effects could be indicative of predictive processing, and therefore raise some new questions.
What do these effects mean for prediction?
The primary focus of Penolazzi et al. was to find out whether cloze probability interacted with lower-level factors. This is indeed what their results suggested but the specific pattern that they observed remains unclear, and the authors did not offer a hypothesis or conclusion about whether, for example, cloze probability has an earlier effect for longer words than shorter ones. The results suggest that when testing for early ERP effects of prediction, variance in word length in the stimulus materials should be minimized.
What is the role of pre-target words?
One potential limitation to the conclusions of Penolazzi et al. is the influence of the pre-target words. They carefully controlled length, frequency and cloze probability of the target words, but the cloze probability manipulation was created by changing words in the context. Fig. 11 . Early ERP effects of syntactic anomaly in low-variability and high-variability conditions at channels PO7 (Kim and Gilley, 2013) . 12 Penolazzi et al. referred to the second peak as P1 as it was the first positive peak, but the time course of that peak is consistent with what could be an early P2, which follows the N1.
These changes sometimes or often involved the words before the critical word, dependent on condition 13 . This is relevant because the high-and low-cloze incurring words differed strongly in meaning and their relation to the sentence context. For example, in the example in (9) 'peacef..' might be harder to integrate than 'terrori..' into a sentence context about extremists. Moreover, even if the context manipulation was not on the pre-target word, the pre-target word might be easier or harder to integrate depending on the cloze manipulation, e.g. in the example in (9) 'wat..' might be easier to integrate with 'The boiler was a..' than with 'The contraption was a..'. Differential effects of the pretarget words may have spilled-over into the beginning of the targetword window, given that N400 effects of semantic integration can last until 1000 ms after word onset (e.g., Van Berkum et al., 1999) . Whether and to what extent pre-target differences influenced the Penolazzi et al. findings is unknown, but some caution is warranted in interpreting their results. The Penolazzi et al. results have yet to be replicated, a dedicated follow-up is needed that overcomes potential issues with pretarget activity.
Summary
Penolazzi et al. reported an ERP study that carefully controlled sentence position, cloze probability, word length and frequency of the critical nouns. They found very early ERP effects of cloze probability, roughly corresponding to the N1 and P2 component of the word-elicited ERP waveform. These effects depended on lexical/pre-lexical variables, however, which led to the conclusion that early contextual integration processes are "modulated by physical, phonological or orthographic processes triggered by a target word". Although the authors did not present their study as being about prediction, their cloze manipulation was similar to that used in prediction studies and could be construed as a test of the word recognition hypothesis. The results of this study have not been replicated, to the best of my knowledge. A follow-up study would need to tease apart effects of pre-target and target words and offer more specific insights into the early interaction between lexical and contextual processes. Lee et al. (2012) also tested for interactions between cloze probability and frequency on early ERP components, and framed their study explicitly in terms of prediction. They argued that context information can be used in a predictive manner, so that perceptual features of an upcoming word are pre-activated and facilitate visual word recognition during the stage of processing where lexical variables also matter. Their study involved the Mandarin Chinese writing system, in which 76% of the words consist of 2 or 3 characters, so there is little variation in word length. In a 2 by 2 design, they tested for effects of cloze probability (high/low) and frequency (high/low) of two-character words embedded in a sentence context, with average cloze values of 75-80% for high predictable sentences and of 0-5% for low predictable sentences. Participants saw each word in a high and low cloze context in two separate experimental sessions 2 weeks apart. ERP analysis was performed after visual inspection of relevant peaks in the data (N1: 120-150, P2: 200-250, N4: 300-500), see Fig. 13 .
Lee et al. (2012)
The authors report a significant interaction, with low predictable, high frequent words eliciting a larger N1 than high predictable, high frequent words, but no such difference for low frequent words. There was no main effect of predictability on the N1. For the P2 peak, they found an interaction between predictability, frequency and repetition (referring to the two sessions each participant did), and therefore only analyzed the first session for each participant. They reported enhanced central-posterior P2 peaks for high predictable sentence, but not consistently across electrodes.
Discussion
Lee et al. reported an interaction between Chinese word frequency and predictability on an anterior N1 component, and a subsequent effect of predictability on the P2 component. They concluded from these results that contextual information facilitates visual-feature and orthographic processing in the early stage of word recognition, and semantic integration in the later N400 stage. This conclusion is similar to that of Penolazzi et al. (2009) , although the specific conclusions differed, as Penolazzi et al. did not observe an early interaction between cloze probability and frequency but between cloze probability and word length. Here, too, it is not entirely clear what the results mean beyond demonstrating an early interaction between lower-and higherlevel factors. Lee et al. suggest that the N1 effects could reflect a topdown prediction effect on early visual feature processing (e.g., Dambacher et al., 2009; Dikker et al., 2009; Kim and Lai, 2012) , but the effect had a frontal distribution, not an occipital one. Lee et al. also suggested an alternative interpretation in terms of directed attention towards visual features to enhance perception of the expected stimuli. More generally, both these explanations are tentatively based on previous interpretations of N1 activity, but do not specifically address why the effects occur only for high-frequent words, and why low predictable words elicit a larger N1 than high predictable words.
What is the role of pre-target words?
Lee et al. carefully controlled the pre-targets for frequency and word class across high and low cloze probability. But high and low cloze sentences did differ up to the target word, and therefore it is possible that pre-target word integration effects spill-over into the target word time window like in Penolazzi et al.
Is the P2 effect an early N400 effect?
As visible in Fig. 13 (right graphs), the relevant P2 effect is directly followed by a clear N400 effect. In such a case, it is hard to distinguish the two effects, especially because the P2 effect had a scalp distribution very similar to that of the N400 effect. What is labelled as a P2 effect may in fact well be the early onset of an N400 effect, which can occur at 200 ms after word onset (e.g., Molinaro et al., 2010; Nieuwland et al., 2018a) . This would also offer a more straightforward interpretation to the direction of the effects (low predictable words elicit a larger N400, therefore a smaller P2). If the effect is purely a P2 modulation, the question arises why low predictable words elicit a smaller P2 than high predictable words, while the effect on the N1 went in the opposite direction.
Summary
Lee et al. reported an interesting ERP study that examined early ERP effects of cloze probability and word frequency, while carefully controlling for word length. They found that low cloze words elicited an enhanced anterior N1 effect compared to high cloze words, but only when the words were high-frequent. They also found an enhanced P2 component to high cloze words compared to low cloze words. These results raise interesting questions about the potential interaction between predictive processing and lexical variables. The results of this study have not been replicated, to the best of my knowledge, and the impact of pre-target words on the observed early effects remains unclear. A follow-up study would need to offer further insights why early prediction effects may differ for high and low frequent words. 13 For the long and high-frequent, short and high-frequent, long and lowfrequent, and short and low-frequent conditions, this was the case in 30, 12, 19, and 21 out of 70 items, respectively.
The N200 or phonological mismatch negativity (PMN)
In the prediction literature reviewed here, the N200 and PMN refer to a related ERP phenomenon, a frontocentral, negative wave peaking between 200 and 350 ms after stimulus onset that is associated with phonological or 'sound form' prediction. Studies that report this peak in both expected and unexpected conditions refer to a modulation of the N200 component (i.e. an N200 effect; e.g., Hagoort and Brown, 2000) , whereas studies that report this peak in unexpected conditions only refer to a PMN elicited by sounds that disconfirm a prediction. The N200 and PMN labels both originate from a rich literature on the detection of novelty or mismatch in 'oddball' designs (for reviews, see Folstein and Van Petten, 2008; Naatanen et al., 2007) . For simplicity, I will refer to N200 in teh general sections of this review when discussing effects labelled in specific studies as either PMN (Connolly and Phillips, 1994) , N250 (Hagoort and Brown, 2000) or N200 (all other studies).
Several ERP studies have tested the word recognition hypothesis in the auditory modality via the N200. Listeners may be able to use the initial phoneme of an encountered word to rapidly detect a mismatch with an expected word (Connolly and Phillips, 1994) or to select a word from several lexical candidates (van den Brink et al., 2001 (van den Brink et al., , 2004 . The reviewed studies argue that this early process is initialized before the meaning of the word is integrated with the sentence context, which they assumed is reflected in N400 activity. Here, I review the studies reported support from the N200 for this hypothesis, and then discuss the implications of these studies for the N200 together, along with studies that have failed to find N200 effects.
Connolly and Phillips (1994)
Connolly and Phillips (1994) investigated whether the N200/PMN reflects an early phonological processing function that is sensitive to context-based predictions. The N200 had been observed in previous experiments (e.g., Connolly et al., 1992) , but it was unclear whether this effect reflected a purely phonological process or a semantic process. Connolly and Phillips argued that if people use sentence context to predict both the phonological form and the meaning of a word, then the N200 and N400 are differentially sensitive to whether the presented word matches the expected word in terms of its initial phoneme and/or its meaning. Their experiment thus aimed to differentiate N200 and N400 activity using sentence-final words in high constraint sentences (10) that matched or mismatched the initial phoneme of an expected word, or that matched or mismatched its meaning. Words with a mismatching phoneme but matching meaning always had a lower cloze probability than the expected word.
(10) Example materials from Connolly and Phillips (1994 Fig. 12 . Grand-average ERP waveforms for long/short words with high/low cloze probability, adapted from Penolazzi et al. (2009) . The black arrow indicate the first peak (P2) where the first word length by cloze interaction was observed. The white arrow indicates the first peak (early N4) where the first main effects of length or cloze were observed. Fig. 13 . Effect of predictability on high and low frequent words on the anterior N1 peak (left graphs), effect of predictability on the P2 peak (right graphs), figure adapted from Lee et al.
Participants listened to 160 sentences (40 per condition), each consisting of 6-8 words. N200/PMN amplitude and latency per participant was scored by taking the most negative point between 150 and 350 ms after word onset, and the N400 was scored in the 350-600 ms time window. As shown in Fig. 14 , the phoneme mismatch conditions showed enhanced negativity in the N200 window, and the semantic mismatch conditions showed enhanced negativity in the N400 time window. The N200 and N400 effects were evenly distributed and did not differ as a function of scalp location (5 different electrodes were analyzed).
In other words, an N200 peak was only detectable when the initial phoneme mismatched the predicted phoneme, and an N400 peak was only detectable when the word mismatched the meaning of the predicted word. Connolly and Phillips took this functional differentiation between the N200 and the N400 to support the hypothesis that word form predictions have an impact on the initial phonological analysis by which a word is recognized. They did not explain why the double mismatch condition elicited a larger amplitude N200 than the phoneme mismatch only condition.
Hagoort and Brown (2000)
Hagoort and Brown (2000) performed two spoken language experiments where they compared ERPs elicited by sentence-final or sentence-medial words that were either highly expected or semantically anomalous, which did not share initial sounds. They found enhanced negativity for anomalous words (Fig. 15) , with a small peak around 250 ms after word onset and a larger subsequent N400 peak. They labelled the first peak as an N250 effect, and although the N250 and N400 effects did not differ in scalp distributions, they tentatively concluded these effects were functionally separate, and related to the N200/PMN effect reported by Connolly and Phillips (1994) . However, whereas Connolly and Phillips argued that their N200/PMN effect reflected the phonological mismatch between encountered input with expected input, Hagoort and Brown interpreted their N250 effect within the Cohort model. A word-initial phoneme generates several lexical candidates through a strictly bottom-up, form-driven process, after which context has a top-down effect on selecting the candidate that is optimally compatible with both form and content constraints. This lexical selection process takes place for all words but it is more difficult if context does not support the lexical candidates that are available through form-based activation, leading to N250 effects. Once a word is recognized, the language system integrates its meaning with the sentence context, generating an N400 component.
Van den Brink et al. (2001)
Van den Brink et al. (2001) conducted an ERP study on spoken Dutch sentence comprehension, using a design that was similar to that of Conolly and Phillips (1994) . High-constraint sentences ended with the expected word (Fully Congruent Condition), an anomalous word that started with the same phoneme as the expected word (Initially Congruent Condition), or an anomalous word that did not start with that phoneme (Fully Incongruent Condition). Analysis was performed in the 150-250 ms (N200) and the 300-500 ms (N400) time windows, which were based on visual inspection of the grand average ERPs (Fig. 16) .
In the N200 window, they found a main effect of condition: Fully Incongruent words elicited enhanced negativity compared to the Fully Congruent words, and no such difference was observed between Initially Congruent and Fully Congruent words. The pairwise comparison between the Fully Incongruent condition and the Initially Congruent condition was missing. Only at fronto-central channels was a separate peak discernible for the three condition in the N200 time window, but analysis of the scalp distributions revealed that the N200 effect was widespread. The N400 effect showed a typical central-posterior distribution.
Like Connolly and Phillips (1994) and Hagoort and Brown (2000) , van den Brink et al. thus conclude that the N200/N250 and N400 peaks reflect functionally distinct processes. But following Hagoort and Brown (2000) , they concluded that the N200 reflected a lexical selection process taking place in all conditions, rather than the detection of a phonological mismatch (cf. Connolly and Phillips, 1994) .
Van den brink and Hagoort (2004)
Van den Brink and Hagoort (2004) performed a follow-up ERP study that was very similar to van den Brink et al. (2001) , with the same three conditions. However, the semantically incongruent words were also syntactically anomalous. For this purpose of this review, this difference between the experiments is not crucial, because the syntactic anomaly only became apparent at the end of the words (through an inflectional suffix that renders the word a verb instead of the expected noun). Analysis was performed in the same N200/N400 time windows as in van den Brink et al. (2001) .
All three conditions again elicited a negative peak at frontal channels in the N200 time window (see Fig. 17 ). They observed a significant main effect of condition in this window: the Fully Incongruent condition elicited more negative ERPs than both the Initially Congruent and the Fully Congruent condition, which did not differ from each other. A Connolly and Phillips (1994) . N200 and N400 peaks of phoneme mismatch and semantic mismatch are indicated by open and closed triangles, respectively. distributional analysis revealed that the enhanced negativity for the Fully Incongruent condition was larger over posterior channels, as is also visible in Fig. 16 . No follow-up analysis was reported on whether there was a statistically significant difference at frontal channels. Van den Brink and colleagues concluded that their results demonstrated a similar lexical selection process as they had argued before (Hagoort and Brown, 2000; Van den Brink et al., 2001 ).
Boudewyn et al. (2015)
Boudewyn et al. (2015) investigated lexical form prediction in an experiment where participants listened to mini-stories (11) that contained a critical word that was either predictable or unpredictable and either locally consistent or inconsistent (i.e., semantically compatible/ incompatible with preceding feature words, like 'cake' with 'sweet and tasty' or 'healthy and tasty'). A cloze test confirmed the high or low predictability of the target words after the context sentence (i.e., the feature words 'sweet/healthy and tasty' were not included in the cloze test, which means that the cloze values do not fully correspond to the sentences used in the experiment).
(11) Example materials from Boudewyn et al. (2015) . Context: Frank was throwing a birthday party, and he had made the dessert from scratch. After everyone sang, he sliced up some Globally Predictable, Locally Consistent: sweet and tasty cake that looked delicious.
Globally Predictable, Locally Inconsistent: healthy and tasty cake that looked delicious.
Globally Unpredictable, Locally Consistent: healthy and tasty veggies that looked delicious.
Globally Unpredictable, Locally Inconsistent: sweet and tasty veggies that looked delicious.
Grand-average ERP waveforms for each condition are shown in Fig. 18 . Of note, there was no negative peak visible in the selected N200 time window at any of the channels and in any of the conditions, and the N400 effect onset for the globally unpredictable conditions was visible around 200 ms. The authors defined N200 activity as activity taking place in the 200-300 ms time window, and N400 activity as activity in the 300-600 ms time window. In the N200 time window, there was a significant interaction between global predictability and local consistency: there was no significant effect of consistency for globally predictable words, whereas for globally unpredictable words, local consistency was associated with less negative ERPs than local inconsistency, but only at right-anterior channels. A scalp distribution comparison of the N200 activity and N400 activity was performed on the difference between the globally unpredictable and locally inconsistent condition and the average of the other three conditions, which showed a less posterior distribution for the N200 than for the N400.
Based on the observed differences in the 200-300 ms time window, and the different distribution of activity in this window compared to the N400 window, Boudewyn et al. concluded that they had observed an N200 effect that reflected the mismatch between the expected and received word form.
Discussion
The N200 studies reviewed here involved comprehension of naturally spoken sentences or mini-stories. The major strength of the auditory modality is that it allows researchers to test the neural effects of the smallest meaningful unit of spoken language, the phoneme, well before the word in which that phoneme appears is complete or uniquely identifiable. This allows for a much more fine-grained hypothesis test than written comprehension studies, where effects of whole words are tested in an unnatural reading procedure. The N200 studies reviewed here compared ERP activity time-locked to word-initial phonemes that mismatched or matched an expected word. Mismatch was associated with an enhanced negativity in the 100-300 ms time window after word onset (N200) compared to match, and also enhanced negativity in the later, N400 time window. The two main interpretations for these effects relate to the lexical selection stage in the Cohort model of word recognition (e.g., Marslen-Wilson and Tyler, 1980) . Connolly and Phillips (1994) and Boudewyn et al. (2015) argued that listeners predict the phonological form of the critical word, and that a PMN is elicited if phonological analysis of the first phoneme yields a mismatch with the expected phoneme and the predicted candidate cannot be selected. Hagoort and Brown (2000) and van den Brink et al. (2001 van den Brink et al. ( , 2004 did not take their results to demonstrate lexical form prediction, but concluded that the observed N200 effects are the same as the PMN and instead reflect lexical selection processes. They argued that N200 modulations reflect the relative difficulty in lexical selection from the combination of bottom-up, phonological information and top-down contextual information. Both interpretations thus assume a functional distinction between the N200 component and the N400 component. However, these components can only be considered functionally distinct if they clearly and reliably dissociable across studies. There are reasons to doubt that they are.
Is the N200 truly different from the N400?
From the reviewed studies, it remains unclear whether the N200 Fig. 15 . Grand-average ERPs at electrode Fz elicited by semantically anomalous and correct words in sentence-final (left graphs) and sentence-medial (right graphs) position, adapted from Hagoort and Brown (2000) . Arrows point to the negative deflection interpreted as N250 effect preceding the N400 peak.
effect truly reflects the modulation of a dissociable N200 component or a divergence in the upward flank of two N400 components. Many other spoken language studies have reported N400 effects that start as early as 150-200 ms after word onset (Van Petten et al., 1999; van Berkum et al., 2003 van Berkum et al., , 2005 van Berkum et al., , 2008 without observing (or reporting) any N200 activity, so it seems safe to assume N400 activity can take place in the time window in which some studies report an N200 effect. The clearest evidence for a dissociable N200 effect would be if one observed a modulation of a clearly distinct negative peak with a consistent timing across conditions and experiments that dissipated before the onset of the N400 component. However, that is not what the studies thus far show, and perhaps it is unlikely to begin with due to component overlap when modulations of both the N200 and N400 both occur. Moreover, the criteria to establish N200 activity differ between studies, which makes it very difficult to tell if reports of N200 effects are indeed showing the same pattern in the available studies. Some studies rely on detection of separate N2 and N4 peaks regardless of scalp distribution (e.g., Connolly and Phillips, 1994; Hagoort and Brown, 2000) , whereas other rely on solely on scalp distribution (e.g., Boudewyn et al., 2015) . Connolly and Phillips (1994) measured the N200 as the most negative point between 150-350 ms after word onset. This definition assumed that any peak before 350-400 ms after word onset must be an N200 because N400 effects do not peak that early. However, N400 s sometimes peak between 350-400 ms (e.g., Van Berkum et al., 2005) , and the N200-definition by Connolly and Phillips makes any most negative point in that window into the 'peak' of a component, even if that negativity was just a random fluctuation (noise) in the ERP signal and no clear N200 component is discernible from the grand-average ERP (let alone subject-average ERPs or single trial ERPs). This definition also forces a functional distinction between two small peaks that appear in close succession during a larger ERP modulation (e.g., N2/N4 peaks in the double mismatch condition), and may just result from random fluctuations (noise) in the ERP signal. Also, no scalp distribution differences were found for the N2 and N4. An alternative account, wherein all anomalous conditions elicit only an N400 component, is plausible: the largest N400 for the double mismatch condition, a smaller N400 for the phonemic mismatch and semantic match condition, and a delayedonset N400 for the phonetic match and semantic mismatch condition. Hagoort and Brown (2000) defined N200 activity through visual inspection of peak activity. They observed peaks in the 200-300 ms time window in correct and anomalous conditions, and interpreted them as N200 activity. However, the grand-average ERP waveforms clearly show more fluctuations throughout the whole ERP waveform between 0 and 1500 ms after word onset, not just in the N200 and N400 window. These fluctuations were around the 10 Hz range, which suggests the presence of residual alpha activity, that is, alpha activity that is not related to the experimental manipulation. Alpha activity can be of very high amplitude, and excessive alpha is often taken as a reason to exclude a subject from further analysis (e.g., van Berkum et al., 2003; van den Brink et al., 2001 van den Brink et al., , 2004 . Even if some subjects with excessive alpha activity are excluded from the analysis, remaining alpha activity in other subjects can still show up in the morphology of the ERP waveform, especially in experiments with low trial numbers (with infinite trial numbers, averaging will cancel out alpha activity that is not functionally related to the manipulation). If the waveform contains residual alpha activity, at least one peak is to be expected every 100 ms because of its approximately 10 Hz frequency. The combination of an upward N400 flank with alpha-related peak activity can thus appear like an N200 peak in the 200-300 ms window (see also Brunelliere and Soto-Faraco, 2013; Groppe et al., 2010 ; for related discussion). Perhaps that this problem with overlapping alpha activity can be addressed by including a measure of individual alpha into the analysis as a covariate.
An account in terms of residual alpha may also explain an apparent paradox in the results of van den Brink et al. (2001 Brink et al. ( , 2004 . In both studies, the peak that was labelled as an N200 component was frontal, but the difference between anomaly and correct words in this early window was visibly larger at posterior channels where no N200-like peak was discernible and where the upward N400 flank to the Fully Incongruent conditions started well before 200 ms after word onset ( Fig. 16 and 17) . In Van den Brink et al. (2001) , the distinction between N200 and N400 was supported by a scalp distribution analysis that revealed a more evenly distributed N200 effect compared to the posterior N400 effect. However, van den Brink et al. (2004) found that the N200 effect was as posterior as the N400 and acknowledged that the N200 effect may well be an N400 effect. The apparent paradox that the differential effect is not where the N200 component is visible disappears if the N200 component is identified as frontal alpha activity whereas the effect in this time window is driven by the early onset of an N400 effect with a more posterior distribution.
In the study by Boudewyn et al. (2015) , the grand-average ERPs did not reveal any discernible peak in the N200 time window. They tested for N200 activity in the 200-300 ms time window, and supported the distinction between N200 and N400 activity with a scalp distribution analysis, which revealed more evenly distributed effects in the N200 time window and more posterior effects in the N400 time window (see also van den Brink et al., 2001 , although this involved a different time window). This scalp distributional analysis compared one condition (globally unpredictable and locally inconsistent, 'sweet and tasty veggies') to the average of the three other conditions. However, this analysis does not allow a clear view on the comparison that is strongest and most relevant (globally predictable and locally consistent versus globally unpredictable and locally inconsistent, 'sweet and tasty cake/veggies', which showed the biggest N400 difference), and cleanest in the sense that the normed cloze values presumably best correspond to the sentences in the experiment. The single-condition ERPs (Fig. 2 in Boudewyn et al.) suggest that the topographical differences in the N200 and N400 window are in part caused by the globally predictable and locally inconsistent condition and the globally unpredictable and locally consistent condition (red and green lines, respectively), but the sentence constraints of these conditions are unclear and one of those conditions also contained unpredictable words ('veggies').
In sum, a closer look at the N200 studies suggests that each of these studies defines the N200 in a different way and observes an N200 effect in very differently appearing effects. In all the reported studies, N400 activity is visibly taking off in what is defined as the N200 window, as early as 150-200 ms after word onset. In some studies, the ERP waveforms clearly show 10 Hz alpha activity that could easily be mistaken as N200 peaks. Sometimes a peak in the early time window suffices to label the effect as an N200 effect (regardless of scalp distribution), sometimes a different scalp distribution in the early time window compared to the N400 window suffices to label the effect as an N200 effect (regardless of any observable peak). In light of these concerns, a more parsimonious account of the results is that there is no separate N200 modulation, but that all these studies demonstrate the rapid onset of the N400 component during spoken language comprehension (e.g., Van Petten et al., 1999) . I return to this issue and its implications in the general discussion.
Have other spoken language studies also found N200 effects?
If N200 effects are 'real', then one would expect to observe such effects in any spoken language study with a strong cloze manipulation and expected and unexpected critical words that differ in their first phoneme. However, there are various such studies that do not find/ report an N200 effect. For example, a canonical study by Van Petten et al. (1999) found no N200 effect but reported that N400 activity started to diverge for contextually expected and unexpected words as early as 150-200 ms after word onset and well before the words could be uniquely identified. Diaz and Swaab (2007) performed a study specifically to test the N200 hypothesis but failed to find N200 activity during sentence comprehension. Like Van Petten et al. (1999) and Diaz and Swaab (2007) , spoken language studies often find early N400 effects of expectancy but no discernible N200 effects (e.g., Corley et al., 2007; Federmeier et al., 2002; MacGregor et al., 2009; Van Petten and Luka, 2012; Van Berkum et al., 2005 cf. MacGregor et al., 2010) . Moreover, if the N200 effect is indeed an index of phonological prediction, the N200 effect (either as a peak or as a scalp distribution that differs from an N400 effect) would occur only in high constraint sentences (high cloze sentences ending with a predictable/unpredictable word), not in low constraint sentences (e.g., low cloze sentences ending with a congruent or anomalous word). Previous studies have not yet made such direct comparisons.
Of course, it is possible that some spoken language studies have overlooked potential N200 effects or did not consider such effects important enough to pursue in their analysis and discussion. Several studies allude to negative peaks in the 100-300 ms time window as potential N200 effects but did not analyze or report these effects in full (e.g., Van Berkum et al., 2005; van den Brink et al., 2006; Rommers et al., 2013) . However, the concerns with N200 effects described in this review (i.e., with definition and identification of N200 results, possible influences of residual noise/alpha activity) also apply to those results. Without a full analysis and report, it is unclear whether such hints of N200 activity strengthen or weaken the case for a N200 form-prediction effect that is consistent in time and scalp distribution. For example, van den Brink et al. (2006) performed a very similar study as van den Brink et al. (2001 Brink et al. ( , 2004 ) and, while they described an N200 component to be visible in their ERP waveforms, they did not analyze that time window. Like in van den Brink et al. (2004) , the N200 resembled alpha activity at frontal channels, while the difference between expected and unexpected words was largest at posterior channels, suggesting that, here too, the authors would not be able to meaningfully separate N200 from N400 activity.
Summary
Several spoken language comprehension studies tested the hypothesis that people can predict the phonological form of upcoming words, by investigating whether people detect a deviation from an expected word upon hearing a single phoneme, the smallest meaningful unit of spoken language. More specifically, these studies tested whether wordinitial phonemes that deviate from expected words elicit a N200 effect, an effect that is originally associated with auditory 'oddballs' (e.g., Patel and Azzam, 2005 , for a review) and therefore considered distinct from the N400 effect associated with semantic processing (Connolly and Phillips, 1994) . The current review has highlighted the difficulty in disentangling the N200 effect from the N400 effect, echoing some of the concerns that have been raised previously (e.g., Diaz and Swaab, 2007; Groppe et al., 2010; Van Petten et al., 1999) . A major issue is that some claims of N200 effects depend on identifying an N200 peak (regardless of scalp distribution), whereas other claims are based on topographical differences between the early time window and the N400 time window (regardless of detectable peak). Detection of a clear and meaningful N200 peak may not be necessary to infer N200 activity (e.g., Luck, 2014) . However, claims solely based on topographical differences are not straightforward either. For example, such topographical differences would need to appear consistently across studies, which they do not. In addition, they would lend evidential support for prediction if they do not occur in manipulations without prediction mismatch, for example in low-constraint sentences. As far as I know, no such comparison has been made in the available literature.
Therefore, a more parsimonious account can be considered, namely that phonological deviations from expected words elicit rapid-onset N400 effects but no distinct N200 effect (e.g., Van Petten et al., 1999) . This raises the question how N400 activity unfolds over time and corresponds to the amount of word information available at a given time.
The N250
The N250 ERP component is a negative deflection that peaks at about 250 ms after visual word onset and that is often observed in masked priming studies on visual word recognition (e.g., Chauncey et al., 2008; Holcomb and Grainger, 2006; Grainger et al., 2006; Kiyonaga et al., 2007 ; for a review, see Grainger and Holcomb, 2009 ). N250 amplitude is larger for target words that differ from preceding stimuli by a single letter compared to targets that completely overlap with their primes (e.g., teble -TABLE compared to table-TABLE) . The N250 component is thought to reflect word form processing, and may therefore be sensitive to deviations from an expected word form.
9.1. Brothers et al. (2015) An ERP study by Brothers et al. (2015) reported an N250 effect of sentence-level prediction. Brothers et al. used a novel paradigm to overcome a methodological limitation of previous N400 studies on prediction. They argued that previous studies had not resolved the issue of whether unexpected words elicit enhanced N400 s because they mismatch the predicted word or because they are less contextually supported (e.g., less plausible or less strongly related to words on the sentence context). In Brothers et al., participants read medium-constraint sentences (cloze range 40-60%) that ended with either low cloze or medium cloze words (1 or 50% cloze probability, respectively), and were asked to predict the last word of the sentence, and to indicate after each sentence whether their prediction had been correct. Based on the participants' responses, medium-cloze words were categorized as predicted or unpredicted despite having a similarly good contextual fit, whereas low-cloze words were unpredicted and had a poor contextual fit. They hypothesized that if lexical pre-activation facilitates early stages of orthographic processing, lexical prediction would modulate the N250 since this component reflects processing of word form (Grainger and Holcomb, 2009) .
As shown in Fig. 19 , predicted words elicited a widespread, steep positivity in the 200-600 ms time window, unpredicted medium cloze words elicited a much less steep positivity and a clear N400 peak at frontal channels, and unpredicted low cloze words elicited clear N400 component at all channels. Analysis was performed in the 200-300 ms (N250) and 300-500 ms (N400) time windows. The main finding was that in the N250 window, predicted words elicited significantly more positive ERPs than the other two conditions, which did not differ from each other. In the N400 window, predicted words elicited more positive ERPs than the two other conditions, and unpredicted medium cloze words elicited more positive ERPs (i.e., smaller N400 s) than unpredicted low cloze words.
Based on these results, Brothers et al. concluded that the early negativity effect of correct prediction precedes the N400 effect of contextual support by about 100 ms. They interpreted the early negativity as an N250 effect, that is, a reduction of the N250 for correctly predicted words, and took this as evidence for the effect of lexical preactivation on early orthographical processes.
Discussion
Brothers et al. used an innovative paradigm to address an old research question. Ever since the landmark study by Kutas and Hillyard (1984) that showed the effect of cloze probability on the N400, researchers have asked whether and to what extent N400 modulations are driven by prediction or by non-predictive processes such as contextual integration (e.g., Lau et al., 2009 Lau et al., , 2016 Ito et al., 2016; Nieuwland et al., 2018a ; for a review, see Federmeier, 2000, 2011; Lau et al., 2008; Van Berkum et al., 2008; Van Petten and Luka, 2012) . But Brothers et al. concluded that lexical prediction effects are reflected in an effect that is distinct from the N400, although the N250 and N400 have some spatial and temporal overlap. While the paradigm of Brothers et al. is certainly innovative and their results seem to be replicable, the morphology of the ERP waveforms shed some doubt on whether the effect of prediction should be considered an N250 effect, especially in light of the prediction-task.
Does the N250 effect reflect a modulation of the N250 component?
Brothers et al. interpret their prediction-related negativity as an N250 effect based on the effect onset around 250 ms (as visible in the difference waveform in Fig. 19) , which was earlier than the onset of the context-related N400 effect. However, an effect onset at 250 ms and a maximum difference just before 400 ms is not unusual for an N400 effect even in written language studies (e.g., Van Berkum et al., 1999) . In that sense, the early effect they report is compatible with an N400 effect (see also Nieuwland et al., 2018b) . The scalp distribution of the N250 effect was found to be more even than the posterior N400 effect (but see Dave et al., 2018 , who did not find such a difference). In Brothers et al., no discernible negative peak was visible in the waveforms between 200-300 ms. In fact, in that time window, the ERPs are positive-going. In other words, there is an amplitude difference in the time period where the N250 component can be observed, but there are no clear N250 components. One can argue that a clear N250 component in the single-condition ERPs is not absolutely required to conclude that there is a specific effect that differs from a modulation of the N400. However, evidence for an N250 effect (and therefore for the facilitation of orthographic processing by prediction) would be stronger if there are two N250 peaks that differ in amplitude. Brothers et al. based their conclusions on the orthographic priming literature, but such priming studies typically compare the amplitude of two clear N250 components elicited by identical stimuli as a function of the prime (e.g., Grainger and Holcomb, 2009 ).
This issue can be further demonstrated with a hypothetical example using the well-known P300 and N400 components, which have a similar scalp distribution and also overlap in time. If condition A elicits a P300 component that is more positive than the P300 component for condition B and the difference between A and B peaks around 400 ms, then we would conclude that A elicits a P300 effect compared to B, not that B elicited a negative (N400) effect compared to A. Similarly, the ERP patterns in Brothers et al. do not lend strong evidence for a prediction-based modulation of the N250 component because there appears to be no N250 component (or it would have to be one that is not visible from the grand-average ERPs), and the effect is driven by a strong positive ERP deflection to predicted words. The question then becomes why the predicted words in Brothers et al. elicited a distinct positive component, which is visible in the ERPs. Relevant to this question may be the role of the prediction-task.
What is the influence of the prediction task?
Participants were instructed to try to predict sentence-final words and indicate by button-press whether they had predicted correctly. This procedure was necessary to separate predicted and unpredicted trials. However, this prediction task is completely explicit and caution is warranted in trying to generalize from such a task to predictive processing during natural language comprehension. Moreover, the prediction task may have elicited ERP activity effect that one would not observe without the task, in particular modulations of the P300 or P300b, the ERP component commonly associated with task-related decision processes (Polich, 2007) . The P300 is enhanced for stimuli that stand out in terms of their relevance for the task (targets), and its latency is dependent on the time it takes participant to evaluate and categorize stimuli (Kutas et al., 1977; McCarthy and Donchin, 1981) . A re-interpretation of the Brothers et al. results is that the early difference in the N250 window is in fact, at least in part, a P300 effect. Due to their task-relevance, predicted words elicited a rapid and strong P300 response (Fig. 17) . The two unpredicted conditions may also elicit taskrelated P300 responses, but those may have a less rapid downward flank and peak later, and are counteracted by the N400 peak (for medium cloze word, the N400 peak was only visible at frontal channels). While the effect of prediction involves a comparison between one condition that elicits a rapid P300 peak and one condition that elicits an N400 (and a later P300), yielding an early effect, the effect of context involves a comparison between two conditions that both show a clear N400 flank, yielding a later effect.
The suggested P300 interpretation is further illustrated with a visual comparison to the results of Roehm et al. (2007) . Roehm et al. investigated the effect of different task demands on processing of semantic relations between word pairs (antonymy, semantically related or unrelated). In Experiment 1 (Fig. 20, top graphs) , where participants performed a sensicality judgment after reading high-constraint sentences ("The opposite of black is.."), antonyms ('white') elicited a rapid and strong P300 peak and no N400 peak, whereas related words ('yellow') and unrelated words ('nice') showed later P300 peaks and clear N400 peaks. The Brothers et al. results look very similar to these results in the 200-500 ms window. In Experiment 2 (Fig. 20 , lower graphs), participants performed a lexical decision task on word pairs presented out of sentence context, and all three conditions elicited an N400 peak but no clear P300 peak (a P300 peak was observed for pseudowords). Of note, Roehm et al. did not argue that the P300 is a component that is associated with linguistic prediction during regular language comprehension 14 , and suggested that ERP studies on language processing require a much more detailed screening for possible task-or Fig. 19 . ERP results of Brothers et al. (2015) . Left graphs: Grand-average ERPs elicited by predicted words and by unpredicted words of low or medium cloze. Right graphs: Difference waveform of the prediction effect (unpredicted medium cloze-predicted medium cloze) and the context effect (unpredicted low cloze -unpredicted medium cloze).
14 Some authors associate the P300 with prediction in highly idiomatic expressions (Vespignani et al., 2010) . Such studies warrant replication and further investigation, but do not indicate a default involvement of P300 activity in language comprehension. strategy-related positivity effects than previously assumed. I concur with that conclusion, and the Brothers et al. study may be one such study where the potential impact of P300 activity was not considered in the conclusions.
This illustrates a more general problem with experimental designs that elicit both P300 and N400 activity (or other components with spatiotemporal overlap), namely that it becomes very hard to dissociate the two components meaningfully. The components overlap substantially in time and scalp distribution, and their negative and positive voltage cancel each other out at the scalp surface, which can lead to unpredictable patterns since the timing of the P300 peak depends on the timing of decision processes (Kutas et al., 1977) .
Summary
The Brothers et al. study used a novel approach to tackle an old question about when the effects of prediction and contextual becomes visible during semantic processing. Participants were instructed to predict sentence-final words and indicate whether they had done so correctly after each sentence had ended. By splitting trials on prediction accuracy, Brothers et al. were able to separate the ERP effect of correct prediction (predicted versus unpredicted words of similar cloze probability) and that of contextual support (unpredicted words of low versus medium cloze probability). They reported an N250 prediction effect and an N400 contextual support effect. They took the N250 prediction effect as a modulation of the N250 ERP component that is associated with orthographic processing (Grainger and Holcomb, 2009) , thus concluding that prediction impacts the early stages of visual word recognition, preceding the integration of a word's meaning with the sentence context. This is an interesting hypothesis, but their conclusion is limited by the fact that they did not observe a clear N250 component, which hampers their conclusion about an N250 effect. In two follow-up studies with the same prediction instruction (Brothers et al., 2017; Dave et al., 2018) , a similar patterns of results was observed but labelled as an early N400 effect instead of an N250 effect, perhaps because no support from scalp topography was obtained for a functional distinction between activity in the N250 and N400 time windows. This could suggest that Brothers and colleagues have revised their interpretation of what their observed pattern reflects. In all these studies, therefore, the effects of prediction (as defined in this task) appear earlier than those of context support. However, ultimately it isn't clear from these studies whether prediction indeed impacts orthographical processing because this conclusion was premised on the observation of an N250 effect.
I have described a plausible alternative interpretation of their results, namely that the early prediction effect arose partly due to a strong P300 response to predicted words, which were by definition most relevant to the prediction task. This P300 response started at about 200-250 ms after word onset, at about the same time as the standard P2 component associated with onset of visual stimuli, and this P300 response may have not occurred, or not as early, for unpredicted words. Low and medium cloze unpredicted words elicited an N400 component that initially shared an upwards flank, therefore leading to a later difference. More cautiously, the ERPs in their experiment are an unknown mix of P300 activity elicited by the task and N400 activity elicited by the words (and possibly modulated by the task). The observed P300 activity seems to reflect the response to a recognized word, and as such can be said to show the early effect of prediction on recognition (participants recognize a word as being the one they predicted). However, it is unclear whether the observed P300 activity reflects a recognition process or word-form analysis itself or only a decision-related process after recognition has occurred. In addition, because the observed results can only be obtained with a prediction task, the conclusions do not readily generalize to comprehension processes in absence of a prediction task.
General discussion
This literature review covers a range of early brain responses that are associated with linguistic prediction, with 'early' loosely defined as occurring before N400 peak amplitude. The motivation for writing this review was to offer an in-depth discussion of these effects to fill a gap in knowledge left by previous literature reviews on linguistic prediction, which have focused primarily on 'late' effects such as the N400 and late positive component Van Berkum, 2009; Van Petten and Luka, 2012) . Early prediction effects stand out because they are sometimes obtained on well-known brain responses associated with non-linguistic (i.e. perceptual or attentional) processing. For that reason, these effects are sometimes taken as evidence that linguistic predictions are implemented in terms of perceptual processes (the sensory hypothesis) or that linguistic predictions impact the recognition of a specific word form before its meaning can be integrated with sentence context (the recognition hypothesis). I reviewed 8 different components/effects, and this variety reflects the many differences between the reviewed studies in the used stimuli, modality and experimental approach. I have discussed the details of the design of each of these studies, summarized their results and conclusions, and discussed their strengths and potential limitations.
In the title of this review, I posed a question: Do 'early' brain responses reveal word form prediction during language comprehension? One possible, optimistic answer is "yes, because we can take the reported results at face value, which gives us a large body of published studies that report statistically significant effects on early brain responses, and those collectively support the conclusion that people can predict the form of upcoming words (or word categories)". An alternative, more cautious answer is "no or too early to say, because many of these effects do not stand up to close scrutiny and they have either failed to replicate or have yet to be replicated, and we cannot take these isolated findings as clear-cut, convergent support for the same conclusion." As is probably clear by now, I am inclined towards the more cautious answer, because evidence for word form prediction from early brain responses is not nearly as strong or straightforward as it is sometimes portrayed (Hagoort, 2017; Kuperberg and Jaeger, 2016; Pickering and Gambi, 2018) . This body of literature often features in short summary form in theoretical reviews that argue for the importance of prediction (Christiansen and Chater, 2016; Kuperberg and Jaeger, 2016; Pickering and Garrod, 2013) . However, such summaries might suffer from confirmation bias and there has been hardly any postpublication, critical review of methods, data and conclusions, or attempts at replication.
Each of the reviewed studies has taken a different and often very creative approach to investigate a similar issue, namely the issue of whether the effects of context-based predictability can be observed on early components that are thought to reflect either non-linguistic processing or 'pre-semantic' linguistic processing of word form. But the reviewed studies also suffer from similar obstacles to interpretation. Some of these obstacles are fairly specific to EEG/MEG research, such as the lack of a clear or consistent definition and functional interpretation of an EEG/MEG component/effect, potential data distortions resulting from pre-processing procedures, difficulty in meaningfully teasing apart different EEG/MEG components/effects that overlap in time or space, and potential distortions by EEG/MEG effects of a judgment task. Other obstacles are much more general because they apply to other domains of research, but they are possibly even more important. These include the lack or failure of replication (Zwaan et al., 2018) , small sample sizes (Button et al., 2013) , statistical analysis techniques with non-maximal generalization performance (Barr et al., 2013) , multiple comparison problems (e.g., Luck and Gaspelin, 2017) , and large numbers of researcher degrees of freedom combined with analysis strategies that are often contingent on the data (Gelman and Loken, 2013; Luck and Gaspelin, 2017) . When considering all these potential issues in conjunction with known publication bias (see also Forstmeier et al., 2017) , one could doubt whether there is convincing evidence for word form prediction from the reviewed studies. While the studies have yielded statistically significant effects in support of their hypothesis, statistical significance conveys little information when measurements are noisy, such as in low-sample neuroimaging experiments where there are many possible ways to analyze the data. Using data-contingent analyses, such studies yield exaggerate estimates of effect size that are unlikely to replicate (Gelman and Loken, 2014; Loken and Gelman, 2017; Vasishth et al., 2018) . This will lead a field astray, in particular when direct replication research is rather rare in that field.
I wish to emphasize that I am not arguing that the reviewed studies involve questionable research practices, nor do I think that the approaches in the reviewed studies are unusual for the field of cognitive neuroscience of language. In fact, some of the reported approaches are quite common (for discussion, see Luck and Gaspelin, 2017) , and several of the criticisms in this review can be raised against some of my own work. As Gelman and Loken (2014) note, "whereas research is hard, criticism is easy and flaws can be found in any research design if you look hard enough." I am also not arguing against a role for prediction in regular language comprehension. My main point is that the results of isolated studies should be treated with more caution when making major theoretical claims about prediction. Several highly influential studies garner a steady stream of citations as 'strong evidence' for form prediction despite not having been replicated or having failed to replicate (for discussion, see also Nieuwland et al., 2018a) . This bring me to the question of where to go from here, and I would like to make a few methodological recommendations.
Where do we go from here?
Fortunately, solutions to address the general criticisms are wellknown and relatively straightforward: trying to establish the (direct/ indirect) replicability of the reviewed effects (Zwaan et al., 2018) , standard pre-registration of analysis procedures to reduce data-contingent analyses and collecting larger numbers of observations to obtain more realistic effect sizes (Button et al., 2013; Munafo et al., 2017) , applying current statistical procedures across the board to better account for known sources of variance (Barr et al., 2013) , include more distributional information and measures of uncertainty/confidence in the visualization of the results (Allen et al., 2012; Rousselet et al., 2016) , make data and analysis scripts readily and publicly available such that alternative explanations for a given finding can be explored and further tested (Wicherts et al., 2011) , and reduce the distorting influence of the arbitrary cut-off of 'statistical significance' (e.g., Bakker et al., 2012; Gelman and Stern, 2006; Loken and Gelman, 2017; Vasishth et al., 2018) . In addition, mainstream science journals should do more to facilitate and embrace replication of research they publish.
These 'open-science' practices are slowly becoming more common in other domains of psychological research (Asendorpf et al., 2013; Forstmeier et al., 2017) , and I cannot think of a good reason why they cannot be adapted to improve the neurobiological study of language (e.g., see Nieuwland et al., 2018) .
Solutions to the EEG/MEG-specific criticisms are perhaps not always straightforward, but some of my suggestions have already featured in the effect-specific sections, and I am not certainly the first to Roehm et al. (2007) . Top graphs: Experiment 1, the words appeared in a constraining sentence context. Lower graphs: Experiment 2, the words appeared as word pairs in a lexical decision task. make them. Some suggestions involve improvements of experimental design. For example, minimize or better account for effects arising from stimuli occurring before the critical words (i.e., 'baseline problems'). Minimizing differences in stimulus materials right before the critical words is important because such differences may generate effects that spill-over into the earliest time windows of the critical word. The controversy around the well-known ELAN effect demonstrates this point (see Steinhauer and Drury, 2012; Osterhout et al., 2004; . Taking steps to avoid baseline problems is important, but unfortunately not a guarantee for success. Baseline problems can arise from structural differences between conditions in terms of pre-target content, but they can also arise from noise (random data fluctuations) and are more likely to occur in data with relatively few observations. Another suggestion is to minimize the impact of a secondary task, by avoiding use of a task altogether or avoiding use of a task that focuses attention on the manipulation of interest. EEG/MEG bypasses the need for an explicit behavioral task and can detect rapid and/or brief quantitative and qualitative changes in neural activity related to a stimulus. This allow for experiments wherein language comprehension is itself is the primary, implicit task. A secondary, explicit task (e.g., acceptability judgments) is sometimes very useful and informative (e.g., to determine whether two groups of participants evaluate sentences equally accurately), and sometimes boosts some of the processes involved in comprehension. However, such a task itself can generate brain responses that distort the effects of interest and induce strategic behaviors that are not representative of the processes that one is trying to explain (Roehm et al., 2007; Vega-Mendoza et al., 2017) . Demonstrations of the broader relevance of prediction are most convincing when participants are simply reading or listening to naturalistic materials under the instruction to comprehend the materials to their best ability, or perhaps when they are instructed to answer questions about the content of the stimulus materials that have nothing to do with the manipulation of interest (for further reading, see Willems, 2015) .
Other methodological suggestions involve how data are processed, presented and interpreted. For example, EEG studies should use a reference and filter procedure that is suitable for studying the component of interest and matches the ones used in relevant previous studies, or present data from different procedures to show that the claim is supported irrespective of the reference and filter. This is crucial for a quantitative and qualitative comparison of effects across studies. A suggestion for presentation is to re-popularize the graphical presentation of difference waveforms. Many studies do not depict difference waveforms (including some of my own, I should add), possibly because the difference waveform sometimes seem redundant. However, people may have difficulty in mentally subtracting two time courses, especially on strongly sloped lines (e.g., Rousselet, 2016) . Plotting difference waveforms is then a straightforward way to inspect whether a difference between conditions is indeed visible on multiple, separable components or whether the difference is extended and slowly developing across multiple components but not actually a clear separate modulation of two components. A related suggestion is to be careful with inferring the modulation of a specific component from an observed difference between conditions (see Luck, 2014) . On one hand, a difference in a specific time window is not itself evidence for an effect on a component, which means that the interpretation should be guided by inspection of the waveform morphology and/or scalp distributions. On the other hand, sometimes even an ostensibly clear definition such as "the most negative peak in this time window" can be problematic, and sometimes there are no discernible peaks in the ERP waveform (in which case analysis of scalp topography can help to distinguish two ERP effects). I have noted this problem in particular for the distinction between the N200 and N400, and the potential issue with overlay of alpha activity and N400 activity. Novel avenues of exploring and defining brain responses are needed to advance this line of research, for example by better taking into account spatial characteristics of components via source modelling, or by basing definitions on output from dimensionality reduction techniques such as principal/independent component analysis (PCA/ICA).
Do people routinely predict word form during language comprehension?
Current theories of language comprehension assume that people constantly try to generate predictions about upcoming words, even about the details of their physical form, in order to keep up with rapidly unfolding linguistic input. For the sake of the argument, I will play devil's advocate and posit that while the reviewed effects are suggestive, it is too early to conclude that they are 'true' effects or truly the effects claimed to be, either because the effect has not been replicated, or because there are plausible, alternative interpretations that cannot (yet) be excluded. Let us consider the implications.
First, the reviewed studies may offer little or no clear evidence for the sensory hypothesis, which states that people generate predictions about the perceptual attributes of words (or word categories) and these predictions are implemented as low-level perceptual representations in primary visual/auditory cortex. These studies mostly concern the Early Cloze Positivity, ELAN, M100, N1 and the P130 effects. The sensory hypothesis follows from the predictive coding framework, which already pervades many domains of cognitive psychology (Bubic et al., 2010; Clark, 2013; Hickok, 2012; Kilner et al., 2007) , and may seem like a promising extension of prediction-based theories of language comprehension (Pickering and Garrod, 2013) . However, lack of clear evidence from the reviewed studies means that support for the sensory hypothesis must be sought elsewhere. Some studies, for example, show the visual presentation of a word impacts early perceptual processing of a spoken version of that word (e.g., Sohoglu et al., 2012) . But such evidence, alike current evidence for predictive coding in perception sciences, comes from repetitive task designs wherein participants make explicit judgments about a very large number of highly similar, sometimes perceptually-ambiguous stimuli. Such designs, which focus on speech perception rather than speech comprehension, might encourage participants to generate sensory predictions as they are relevant to the task. But does it make sense for the language comprehension system to continuously try predicting upcoming information all the way down at the primary perceptual level? Whereas pre-activation of aspects of word meaning can emerge naturally from a representation of the context itself (see Baggio, 2018; Kutas et al., 2011, for discussion) , an active prediction of lexical detail would make sense if the prediction of one unique word is sufficiently strong that it can materialize into a specific visual or auditory form representation. This might be the case in some experiments, for example, if participants see a written word before it is spoken (or a picture before a written word, as in Dikker and Pylkkanen, 2011) . In everyday language situations, some words might be highly predictable because they occur repeatedly throughout a conversation, but the highly variable context of language use may not generally permit very strong lexical predictions often enough to make sensory prediction worthwhile. It is not clear that sensory word prediction is an integral or even important mechanism of the language system, whose task is primarily to transfer and infer meaning (see also Baggio, 2018; Martin, 2016) . Sensory prediction, if reliably demonstrated, may merely be an epiphenomenon of accessing word meaning in a highly perception-oriented and repetitive task-based environment.
It remains unclear what the reviewed results say about regular language comprehension. Demonstrations that perceptual prediction can happen in an experiment do not mean it will happen outside of the experiment, and the ecological validity of many (if not all of) the reviewed studies can be questioned, in particular the studies where participants have the explicit instruction of predicting words or of detecting anomalies in highly repetitive sentence constructions and even repetition of the same sentence contexts. Such factors may have caused participants to engage in strategic prediction. How these factors influence reading strategies, saccadic behavior and perhaps early neural activity is unclear, and whether the observed effects can be replicated in circumstances more similar to natural reading and listening and conversation remains to be seen (e.g., Willems, 2015) .
A second implication is that there may be little or no clear evidence for the recognition hypothesis, which holds that effects of prediction on lexical access precede and are distinct from N400 activity. These studies concern the P2, N200/PMN and N250. But the recognition hypothesis, at least how it is formulated in some of the reviewed studies, may be problematic to begin with. It is entirely predicated on an older view of N400 activity as reflecting purely postlexical processing (Brown and Hagoort, 1993) , taking place after the word has been recognized and its meaning has been accessed. However, this post-lexical view has fallen out of fashion because a large body of literature suggests that N400 activity reflects semantic access processes (e.g., Barber and Kutas, 2007; Kutas and Federmeier, 2011; Lau et al., 2009 Lau et al., , 2009 ) and those processes may be decoupled from word recognition. For example, semantic access processes, as reflected in N400 activity, can be initiated before a word is recognized (e.g., Van Petten et al., 1999) , and N400 activity is also generated by non-words (which cannot be recognized as words; see Kutas and Federmeier, 2011 , for discussion). Moreover, the reviewed studies seem to have great difficulty in reliably differentiating between activity of the N400 and of other, 'earlier' components. This difficulty stems from the timing of N400 activity, which can start in the same time frame as reported for the 'early' components, namely as early as 200 ms after onset of a written word (e.g., Kutas and Federmeier, 2011; Nieuwland et al., 2018a) or 150-200 ms after spoken word onset (i.e. well before a spoken word is uniquely identifiable; Van Petten et al., 1999) .
Thus, the available results perhaps demonstrate that prediction facilitates the lexico-semantic access processes associated with early N400 activity rather than recognition processes associated with a unique pre-N400 component (see also Van Petten et al., 1999 , for discussion). Early N400 effects are not indisputable evidence for actual prediction of word form. Maybe people predict an entire word meaning without its specific form (i.e., prediction of a lemma but not a lexeme, to borrow terms from the language production literature; Roelofs et al., 1998) , and then use the first part of a spoken word to establish whether or not a different meaning needs to be retrieved. However, early N400 effects of prediction are also not incompatible with word form prediction, and solving this issue would require a better understanding of the processes occurring within the first 100-300 ms after onset of a spoken word in a sentence context. Major advances in mapping the spatiotemporal dynamics of early lexical processing have thus far not involved sentence-level comprehension (e.g., MacGregor et al., 2012; Shtyrov and Pulvermüller, 2007) . In addition to trying to disentangle early N400 activity from other components, further research could thus zoom in on the comparison between earlier and later aspects of prediction-related N400 activity, their underlying neural generators, and their sensitivity to different information carried by the input (for discussion, see also Baggio and Hagoort, 2011; Nieuwland et al., 2018a; Pylkkanen and Marantz, 2003) .
Conclusions
This review covers studies on sentence-or discourse-level language comprehension which claim that prediction of word form can be demonstrated on 'early' (pre-N400) brain responses. Some of these studies claim support for the sensory hypothesis, which holds that word form prediction are represented as activity in primary sensory cortices. Some of the studies have claimed support for the word recognition hypothesis, wholds holds that form predictions facilitate the processes by which words are recognized, a process that takes place before its meaning is related to the context. In my in-depth review of these studies, I conclude that the evidence for the sensory hypothesis and word recognition hypothesis from these studies is weak and inconsistent, and I caution against a strong reliance on well-cited, but not-replicated or not-yet-replicated findings in theories of predictive processing. There is a desperate need for replication of previous findings, both direct and indirect, before the theoretical importance of word form prediction during sentence or discourse comprehension can be meaningfully evaluated.
