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Introduzione
2008. La Lehman Brothers Holdings Inc., banca americana fondata nel
1850, fallisce a causa di debiti superiori ai 600 miliardi di dollari rappresen-
tando uno dei più grandi fallimenti nella storia americana. Questo ha dato il
via alla più grande crisi economica da quella del 1929 che si protrae ancora
oggi. In questo contesto di crisi acquisisce sempre maggiore interesse per le
aziende la gestione dei processi produttivi al fine di ottimizzarli sia dal punto
di vista dei costi sia da quello del tempo investito. In base al concetto di
economie di scala1, un risparmio anche minimo in un processo può portare ad
un grande vantaggio per l’azienda. La gestione dei processi ricade nell’am-
bito del Business Process Management, una disciplina che si occupa di tutte
le attività utili a modellare, automatizzare, eseguire, controllare, misurare e
ottimizzare i processi di business. Un processo di business è un insieme di
compiti svolti in coordinazione tra i vari elementi intra-aziendali e, in certi
casi, persino inter-aziendali. Anche esternamente al contesto aziendale si può
fare ampio uso della modellazione dei processi: dai casi più banali come la
preparazione di una pizza fino alla scelta del vincitore del premio Nobel per
la medicina.
I processi vengono rappresentati attraverso convenzioni grafiche (in par-
ticolare grafi) che spiegano quali sono tutte le attività che vanno svolte per
giungere all’obiettivo prefissato, quali sono i soggetti chiamati in causa e in
quale modo essi devono interagire. I grafi così ottenuti possono essere analiz-
zati per riscontrare eventuali ritardi dovuti agli scambi di messaggi o risorse
1La locuzione economie di scala (economies of scale) è usata in economia per indicare
la relazione esistente tra aumento della scala di produzione (correlata alla dimensione di
un impianto) e diminuzione del costo medio unitario di produzione.
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che vengono poco o male sfruttate. Possono inoltre essere realizzati modelli
ottimali in modo da poterli confrontare con la situazione in atto per eviden-
ziarne le differenze e capire dove intervenire. Tuttavia la notazione grafica
può dare adito ad ambiguità nell’esecuzione e per questo è utile ricorrere alla
traduzione della stessa in modelli matematici rigorosi quali le reti di Petri,
definite in [4] e illustrate nella sezione 1.2.
L’esempio in fig. 1 mostra il diagramma di un processo che per giungere
a conclusione ha bisogno della collaborazione tra due attori.
Figura 1: Esempio Diagramma BPMN
Data la complessità che i grafi possono raggiungere, risulta molto difficile
dedurre i problemi attraverso l’analisi manuale. Sfruttando la trasformazione
standardizzata di tali grafi in reti di Petri è possibile analizzarle in maniera
automatica per poter scoprire i principali problemi del grafo originale. In par-
ticolare è importante capire se la rete (e conseguentemente il grafo originale)
è sound (definita nella sezione 1.3). Per sommi capi, la proprietà soundness
permette di capire se tutte le transition della rete (rappresentati le attività
da svolgere) possono essere eseguite (quindi se hanno a disposizione tutte le
risorse umane, materiali e temporali necessarie) e se tutte le risorse inizia-
li vengono trasformate nel prodotto finito senza avere uno spreco di risorse
durante il processo (per una definizione formale si rimanda alla sezione 1.3).
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Attualmente i principali strumenti disponibili per l’analisi della sound-
ness sono WoPeD e ProM (vedi Cap.1). Il primo lavora direttamente sui
modelli di rete di Petri ed è in grado di analizzare reti che rappresentino
processi con un unico partecipante. Nel caso di più partecipanti infatti la
complessità aumenta considerevolmente a causa delle interfacce che devono
essere inserite per gestire lo scambio di messaggi tra i vari attori chiamati in
causa e lo strumento ha una scarsa scalabilità rispetto a questa dimensione di
complessità. ProM, attraverso i suoi plugin, è in grado di trasformare il grafo
del processo in una particolare rete di Petri detta workflow, ma solo nel caso
di un unico attore. Daniele Cicciarella, in un precedente lavoro di tesi [3], ha
esteso il plugin "Convert BPMN diagram to Petri net", utilizzato da ProM,
in modo da gestire le comunicazioni tra diversi attori. Una volta generata la
rete di Petri, questa viene analizzata con il plugin Woflan. Tuttavia l’ana-
lisi di reti derivanti da processi di collaborazione è in generale un problema
PSPACE-completo perché la rete creata è quasi sempre non-free-choice (vedi
Sezione (1.2)) a causa delle interfacce per i messaggi presenti; questo fa sì
che la complessità del grafo di raggiungibilità da costruire, necessario per
l’analisi della soundness, esploda rendendo impossibile per Woflan portare a
termine l’analisi.
Per questo Cicciarella ha modificato la tecnica dell’unfolding troncato
proposta in passato da McMillan sviluppando il BCS unfolding (dalle ini-
ziali degli ideatori Bruni Cicciarella Spagnolo). In questo modo è stato
possibile studiare la soundness anche nei casi di reti unbounded, analisi non
possibile con McMillan, e la weak soundness (vedi Sezione (1.11)), proprietà
più debole ma adatta al caso di diagrammi di collaborazione. Tale tecnica
è stata implementata nel plugin BCS Unfolding il quale, pur accettando
in input un diagramma BPMN, riporta le informazioni ottenute dall’analisi
sulla sola rete di Petri.
Pur offrendo uno strumento di analisi superiore a livello di prestazioni a
WoPeD e Woflan, è scarsamente fruibile a livello di progettazione del BPMN
perché richiede familiarità con il formalismo delle reti di Petri.
Su queste basi si sviluppa la presente tesi che si propone di estendere le
informazioni ottenute dallo strumento di Cicciarella riportandole sul modello
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BPMN per permettere una più semplice ed efficace lettura dei risultati, in
particolare quando si presentano casi di deadlock (sez.(1.2)) che contrasta
con la proprietà soundness.
Lo strumento riesce a riportare sul diagramma BPMN i punti di deadlock
e cutoff, a mostrare qual è il percorso da seguire per arrivare a tali nodi e se
il diagramma è sound.
Struttura della tesi
Nel capitolo 1 vengono presentati il modello BPMN, le reti di Petri e il
metodo di conversione da uno all’altro sui cui si basa l’intera tesi. Nel capitolo
2 viene presentato lo stato dell’arte dei programmi per la gestione delle reti
di Petri e dei modelli BPMN, ponendo particolare attenzione a ProM e il
plugin "BCS BPMN to Unfolding net" sviluppato da Daniele Cicciarella. Il
capitolo 3 presenterà il lavoro originale fatto per migliorare il plugin sopra
citato dal punto di vista grafico e informativo. Il capitolo 4 presenterà alcuni
esempi applicativi del lavoro proposto. Infine, nel capitolo 5 saranno esposte
le conclusioni e gli sviluppi futuri del plugin realizzato.
Capitolo 1
Modelli
1.1 BPMN
1.1.1 Introduzione generale di BPMN
Un Business Process Model è una rappresentazione grafica dei processi
aziendali finalizzata al miglioramento dell’efficacia e dell’efficienza del pro-
cesso attraverso una mappatura delle attività reali con un simbolismo che ne
permetta una migliore comprensione e gestione a livello generale.
Per permettere tale conversione tra realtà e grafica ci sono vari linguaggi
tra i quali ad esempio Business Process Modeling Notation (BPMN), Busi-
ness Process for Execution Language (BPEL) e Unified Modeling Language
(UML).
In particolare in questa tesi si è scelto il Business Process Modeling No-
tation (BPMN) sviluppato dalla Business Process Management Initiative,
un’organizzazione indipendente orientata allo sviluppo di uno standard de-
stinato in particolare all’ e-Business e che ha portato alla stesura nel 2006
della versione 1.0 dello standard. Nel 2011 si è arrivati al rilascio finale della
versione 2.0 attualmente in uso. Allo stato attuale, la notazione BPMN è
quella più diffusa per la modellazione dei processi.
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1.1.2 Elementi dello Standard
BPMN definisce lo standard per la realizzazione di Business Process Dia-
grams (BPD) basati su tecniche di diagrammi di flusso e ha portato alla
standardizzazione di 4 categorie base di elementi:
1. Swimlanes
2. Flow objects
3. Connecting objects
4. Artefacts
Swimlanes
Le swimlanes permettono di organizzare le attività in base ai partecipanti
e costruire una gerarchia rappresentativa delle diverse responsabilità. Gli
oggetti disponibili sono 2:
1. Pool: rappresenta il partecipante di un processo;
2. Lane: è una sottopartizione gerarchica di un pool adita ad organizzare
e categorizzare le attività. Secondo l’ambito di utilizzo: i task nella
stessa lane ricadono sotto le competenze delle risorse in quella classe.
Figura 1.1: Swimlane
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Flow objects
Questa categoria riunisce un piccolo numero di simboli rappresentanti il
core dello standard ai quali possono essere aggiunte varie decorazioni per
rappresentare un variegato numero di situazioni. Le categorie base sono 3:
1. Event: rappresenta qualcosa che succede durante un processo. Si
distingue in iniziale, intermedio e finale;
2. Activity: è l’unità base che rappresenta il lavoro da svolgere all’in-
terno del processo. Può essere atomica o contenere un sotto-processo;
3. Gateway: è usato per gestire lo split e il join del path ed è rappre-
sentato da un rombo contente un simbolo per distinguerne i vari tipi
(exclusive, event based, parallel).
Artefacts
Gli artefacts aumentano la flessibilità permettendo di contestualizzare
meglio il processo modellato attraverso l’utilizzo di 3 tipi specifici:
1. Data object: specifica i dati necessari all’esecuzione di un’attività o
quelli prodotti dall’attività stessa;
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2. Group: un set di oggetti può essere riunito in un gruppo per eviden-
ziare il collegamento logico tra i vari elementi;
3. Text annotation: possono essere associate a un qualsiasi elemento
per fornire ulteriori informazioni.
(a) Data (b) Group (c) Text Annotation
Figura 1.2: Artefacts
Connecting objects
I vari oggetti di flusso sono collegati tra di loro utilizzando tre diversi tipi
di archi:
1. Sequence flow: mostra l’ordine in cui le attività vengono eseguite.
Collega elementi all’interno dello stesso pool (anche tra lane diverse);
2. Message flow: mostra il flusso di messaggi tra i processi di due diversi
pool;
3. Association: collega i vari artifacts agli object.
(a) Sequence Flow (b) Message Flow (c) Association
Figura 1.3: Connecting objects
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Per una più esaustiva descrizione di tutti gli elementi che compongono
lo standard si rimanda al manifesto completo consultabile sul sito web del-
l’Object Management Group [8]. In fig. 1.4 mostriamo un esempio di una
collaborazione tra due attori e la presenza dei vari tipi di gateway.
Figura 1.4: Esempio di un processo collaborativo
1.1.3 Motivi della scelta di BPMN
É stato scelto di utilizzare questo standard per una serie di motivi:
• è attualmente il più utilizzato a livello mondiale;
• la semplicità: il core dello standard presenta pochi e semplici elementi
grafici con cui è già possibile modellare molti processi;
• l’estensibilità: sono disponibili molti simboli e decorazioni che rendono
possibile la modellazione anche dei processi più complessi;
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• può rappresentare sia la l’orchestrazione 1 che la coreografia 2;
• facilità di conversione da BPMN a reti di Petri.
E’ importante sottolineare i punti deboli, dati da una descrizione dello
standard troppo lunga e l’esistenza di implementazioni discordanti da parte
dei vari vendor, non ne hanno limitato la diffusione.
1.2 Petri Net
Nel 1962 il matematico e informatico tedesco Carl Adam Petri nella sua
tesi di dottorato formulò il linguaggio di modellazione che da lui prende il
nome. Attraverso un grafo bidirezionale composto dall’alternanza di nodi
detti place e nodi detti transition viene rappresentato un sistema distribuito
discreto.
Definizione formale: Una rete di Petri è una tupla (P, T, F,M0) dove
• P è un insieme finito di place;
• T è un insieme finito di transition;
• F ⊆ (P ×T )[(T ×P ) è un insieme di flussi relazionali chiamati “archi”.
Tali archi collegano un place ad una transition(o viceversa) ma mai un
place ad un place o una transition ad una transition. Se (x, y) ∈ F
diciamo che x è un origine di y e che y è una destinazione di x;
• M0 : P → N è il marking iniziale che assegna ad ogni place il numero
di token inizialmente presenti.
Introduciamo la terminologia principale e le principali proprietà struttu-
rali e comportamentali di una rete di Petri data una tupla (P, T, F,M0):
1In generale l’orchestrazione è la descrizione ed esecuzione di un modello con un singolo
punto di vista. L’analogia è con il direttore d’orchestra che controlla da un unico punto
i componenti. Nei processi aziendali, l’esecuzione delle attività viene controllato da un
unico business process management system.
2La coreografia descrive un modello globale avente più punti di vista. L’analogia è con
un corpo di ballo in cui ogni ballerino si muove autonomamente ma seguendo una propria
parte all’interno della coreografia. L’iterazione tra i diversi processi è specificata in una
process choreography.
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• Preset: ·p indica l’insieme di transition che hanno in comune come
destinazione il place p;
• Postset: p· indica l’insieme di transition che hanno in comune come
origine il place p;
• Enabled: Una transition t è enable al marking M se e solo se ·t ⊆M .
Si può scrivere come M [t〉M ;
• Firing: Una transition t che è enabled può essere eseguita. Il firing di
t in M cambia lo stato in M ′ =M + ·t− t·, scritto M [t〉M ′ ;
• Reachable markings: scriviamo M ∗→M ′ se M σ→ M ′ 3 per un
qualche σ ∈ T ∗. Un marking M ′ è raggiungibile da M se M ∗→M ′ ;
• Occurrence graph: ha come nodi i marking raggiungibili da N e
come archi i firing che trasformano un marking in un altro. Formal-
mente definiamo: OG(N) = [M0〉, A) dove A ⊆ [M0〉 × T × [M0〉 t.c.
(M, t,M
′
) ∈ A se e solo se M t→M ′ .
• Proprietà comportamentali:
– Liveness: una transition t è live se per ogni M raggiungibile, un
altro M ′ può essere raggiunto dove t è enabled. Una reti di Petri
è live se tutte le sue transition sono live. Formalmente,
Definizione 1.1. La reteN = (P, T, F,M0), è live se ∀t ∈ T,∀M ∈
[M
′〉,∃M ′ ∈ [M〉,M ′ t→.
– Deadlock-freedom : una reti di Petri è deadlock-free se ogni
stato raggiungibile ha una o più transition enabled. Sostanzial-
mente, si garantisce che in qualunque momento, ci sia almeno una
transition che può essere eseguita. Formalmente,
Definizione 1.2. la rete N = (P, T, F,M0), è deadlock-free se
∀M ∈ [M ′〉,∃t ∈ T,M t→.
3Si può andare dallo stato M allo stato M
′
eseguendo una serie σ di transition
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– Boundedness: Un place p è k-bounded se in ogni marking il place
p contiene al più k token. Un place è bounded se è k-bounded per
qualche numero naturale k. Una rete è bounded se tutti i suoi
place sono bounded. Se k = 1, la rete si dice safe. Formalmente,
Definizione 1.3. La rete N = (P, T, F,M0) è bounded se ∃k ∈
N,∀M ∈ [M0〉, ∀p ∈ P,M(p) ≤ k.
Sfruttiamo la semplice rete in fig. 1.5 per mostrare le proprietà soprae-
sposte:
– Liveness: la rete è live in quanto il token può passare attraverso t3
e tornare a p1 usando t6. Quindi, ogni t è live in quanto partendo
da ogni M raggiungibile c’è un altro M ′ che può essere raggiunto
dove t è enabled;
– Deadlock-freedom: ogni stato ha una transition enabled quindi
non ci sono deadlock;
– Boundedness: poiché ogni transition ha |t · | = | · t| = 1 il numero
di token presenti nella rete non aumenterà né diminuirà mai. In
questo caso quindi la rete è k − bounded con k = 1.
Figura 1.5: Rete di Petri
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• Proprietà strutturali:
– Path: Un path di una rete (P, T, F ) è una sequenza non vuota
x1, x2...xn t.c. (xi, xi+1) ∈ F ∀1 ≤ i < k. Un path da x a y è
chiamato circuito se nessun elemento è presente più di una volta
e (y, x) ∈ F ;
– Connectedness:Una rete (P, T, F ) è debolmente connessa se e
solo se non si divide in due o più sottoreti. Una rete debolmente
connessa è fortemente connessa se e solo se per ogni arco (x, y)
c’è un path da y a x. Formalmente,
Definizione 1.4. Una rete (P, T, F ) è debolmente connessa se
ogni coppia di nodi x, y soddisfa (x, y) ∈ (F ⋃F−1)
– S-System: Una reti di Petri è chiamata S-System se ogni transi-
zione ha esattamente un place di origine e un place di destinazione;
– T-System: Una reti di Petri è chiamata T-System se ogni pla-
ce ha esattamente una transition di origine e una transition di
destinazione;
– Free-choice : Una reti di Petri è free-choice se ogni volta che
c’è un arco (p, t), c’è un arco da ogni place del pre-set di t a ogni
transition del post-set di p.
Nel caso di reti free-choice, il rank theorem4 permette di decidere se una
rete ha le proprietà di liveness e di boundedness in tempo polinomiale.
4Rank Theorem: Un sistema free-choice (P, t, f,M0) è live e bounded se e solo se:
1. ha almeno un place e una transition;
2. è connesso;
3. M0 marca ogni proper siphon;
4. ha una S-Invariant positiva;
5. ha una T-Invariant positiva;
6. rank(N) = |CN | − 1.
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1.3 Workflow
Definizione 1.5. Una reti di Petri (P, T, F) è chiamata rete di workflow se
1. c’è un solo place iniziale i ∈ P con ·i = ∅;
2. c’è un solo place finale o ∈ P con o· = ∅;
3. tutte gli altri place e le transition appartengono al path da i a o.
Implicitamente si assume che il marking iniziale di una rete di workflow
contenga un solo token nel place i, cioè M0 = i.
Figura 1.6: Esempio di un workflow
Una rete di workflow è chiamata sound se soddisfa i tre requisiti seguenti:
1. no dead task: per ogni transition t, c’è un markingM ∈ [i〉 che abilita
t. Formalmente,
Definizione 1.6. ∀t ∈ T.∃M ∈ [i〉.M t→;
2. option to complete: per ogni markingM ∈ [i〉 raggiungibile partendo
con un token nel place i è sempre possibile spostarsi in un marking
M
′ ∈ [M〉 che contiene un token nel place o (M ′(o) ≥ 1). Formalmente:
Definizione 1.7. ∀M ∈ [i〉.∃M ′ ∈ [M〉.M ′(o) ≥ 1;
3. proper completion: quando un token è nel place o tutte gli altri place
sono vuoti e o contiene un solo token. Formalmente:
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Definizione 1.8. ∀M ∈ [i〉.M(o) ≥ 1⇒M = o;
Intuitivamente possiamo così spiegare i tre punti della soundness:
1. ogni attività deve poter essere eseguita. Se siamo certi che non di-
sporremo mai delle risorse necessarie ad essere eseguita o se il suo pro-
dotto non serve a nessun’altra attività, è inutile che venga inserita nel
processo: sarebbe solo uno spreco di risorse umane e materiali;
2. in ogni momento vogliamo avere la possibilità di portare il processo a
compimento;
3. una volta completato il prodotto (o il servizio), non devono essere state
lasciate inutilizzate delle risorse o attività precedenti.
Le proprietà della soundness sono analizzabili costruendo il grafo di rag-
giungibilità, ma con un elevato costo computazionale. Per permettere un’a-
nalisi più efficiente, quando possibile, possiamo riformulare la soundness in
termini di proprietà ben studiate come la liveness e la boundedness. Per fare
ciò si aggiunge un arco, detto di reset, che collega il nodo o al nodo i del
workflow. Questo dà origine alla cosiddetta rete N∗ che, per costruzione, è
fortemente connessa.
La conseguenza più importante della modifica della rete in N∗ è l’appli-
cazione del seguente teorema:
Teorema 1.3.1 (Main Theorem[1]). N è sound se e solo se N∗ è live e
bounded.
La dimostrazione del teorema 1.3.1 sfrutta il seguente lemma:
Lemma 1.3.2. Se N è sound, M è raggiungibile in N se e solo se M è
raggiungibile in N*.
Non tutti i task di un workflow sono automatici: alcuni possono iniziare
solo quando ricevono un determinato messaggio che potrebbe giungere da un
altro processo. Per gestire l’arrivo e l’invio di messaggi devono essere costruite
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Figura 1.7: Esempio di interfacce in input e output
tra due workflow le interfacce per i messaggi in input e per i messaggi in
output.
Nella fig. 1.7 i place in blu rappresentano l’interfaccia in input mentre
quelli in rosso rappresentano l’interfaccia in output. Tuttavia con queste
aggiunte il workflow non è più tale in quanto ci sono più punti di input e di
output, non uno solo come previsto dalla definizione: è diventato un workflow
module.
Definizione 1.9 (Workflow module). Un workflow module è una rete di
workflow (P, T, F ) con in più
• un set P I di place d’ingresso;
• un set di archi in entrata F I ⊆ (P I × T );
• un set PO di place d’uscita;
• un set di archi in uscita FO ⊆ (T × PO).
Si richiede inoltre che nessuna transition sia connessa sia ad un place d’in-
gresso che ad un place d’uscita.
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I workflow module vengono uniti fondendo le interfacce di uscita di un
modulo con quelle in entrata di un altro modulo per formare un workflow
system. Affinché il sistema così creato sia anch’esso una rete di workflow,
vengono aggiunti un nuovo place iniziale e uno finale che vengono collegati
ai place iniziale e finale di ogni modulo workflow attraverso due opportune
transition.
Definizione 1.10 (Workflow System). Un workflow system consiste di un set
di n workflow module strutturalmente compatibili 5 (place iniziali i1, ..., in,
place finali o1, ..., on) più:
• un place iniziale i ed una transition ti da i a i1, ..., in;
• un place finale o ed una transition to da o1, ..., on a o.
Figura 1.8: Place e transition aggiunti in output e input[7]
5Un insieme di workflow module è definito fortemente strutturalmente compatibile se
per ogni messaggio che può essere spedito c’è un modulo che può riceverlo e per ogni
messaggio che può essere ricevuto c’è un modulo che può spedirlo. Un insieme di workflow
module è definito debolmente strutturalmente compatibile se tutti i messaggi spediti dai
moduli possono essere ricevuti dagli altri moduli.
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Sul workflow system si può valutare un versione meno restrittiva della
soundness, ovvero la weak soundness :
Definizione 1.11 (WeakSoundness). Un workflow è weak sound se soddi-
sfa "option to complete" e "proper completition".
In altri termini, sono ammessi i task dead ma tutti i moduli devono
terminare correttamente e garantire la deadlock freedom. Questo è ragione-
vole perché ogni modulo è progettato in maniera indipendente dagli altri, e
a seconda del sistema che formano è possibile che certe alternative venga-
no escluse a priori senza che questo impedisca ai moduli di portare a buon
compimento l’iterazione.
1.4 Conversione da BPMN a reti di Petri
Per poter essere analizzato in modo automatico, il modello BPMN deve
essere prima convertito in reti di Petri. Di seguito elenchiamo le principali
trasformazioni che si possono eseguire:
• Start Event: il nodo viene trasformato in una transition al cui preset
viene aggiunto un place;
• End Event: il nodo viene trasformato in una transition al cui postset
viene aggiunto un place;
• Task: rappresenta l’attività e viene trasformato in una transition;
• Parallel Gateway: rappresenta la parallelizzazione del flusso. Le
attività dopo il parallel gateway, come si evince dal nome, verranno
eseguite in maniera parallela. Il gateway è composto da un nodo detto
di split, avente due (o più) archi in uscita, e da un nodo di join (o
merge). Il primo viene trasformato in una transition t avente | · t| = 1
e |t · | = 2 o più a seconda del numero di archi uscenti dal gateway. Il
secondo viene trasformato in una transition t avente |t · | = 1 e | · t| = 2
o più a seconda del numero di archi entranti nel gateway join;
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• Exclusive Gateway: rappresenta una scelta concorrenziale all’inter-
no del flusso. Solo una delle attività dopo l’exclusive gateway verrà
eseguita mentre le altre risulteranno escluse dal flusso. Quale attività
verrà eseguita dipende dalla scelta rappresentata dal gateway. Il ga-
teway è composto da un nodo detto di split, avente due (o più) archi
in uscita, e da un nodo di join (o merge) avente due o più archi in
ingresso. Il primo viene trasformato in una transition to per ogni arco
uscente avente | · to| = |to · | = 1. Il secondo viene trasformato in una
transition ti per ogni arco entrante avente |ti · | = | · ti| = 1 ;
• Gateway Event-based: è assimilabile ad uno XOR-split in cui la scelta
del ramo in uscita da seguire deriva dall’evento verificato. Si utilizzano
due transition che diventano enabled in maniera esclusiva solo nel caso
in cui l’evento viene ricevuto.
• Archi: poiché i flow object vengono trasformati in transition e non si
possono collegare direttamente tra loro due transition, gli archi che le
collegano diventano dei place con l’arco d’ingresso collegato alla prima
transition e l’ arco in uscita alla seconda.
Figura 1.9: Conversione da BPMN a reti di Petri
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Figura 1.10: Diagramma BPMN
In fig. 1.10 e fig. 1.11 viene mostrato un esempio di conversione da un
modello BPMN alla rete di Petri.
Ogni oggetto BPMN viene trasformato in una transition. Poiché in una
rete di Petri non si possono collegare direttamente due transition, bisogna
inserire dei place che corrispondono esattamente agli archi del diagramma
BPMN. Questo fatto verrà usato in maniera decisiva per trasferire i risultati
dell’analisi al BPMN.
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Capitolo 2
Stato dell’arte
Molti sono i programmi in grado di gestire una rete di Petri quali, ad
esempio, il multipiattaforma WoPeD [12] per la creazione ed analisi delle reti
di workflow o Woflan [11], disponibile stand-alone o come plugin di ProM, per
la sola verifica. Tuttavia i programmi esistenti presentano problemi presta-
zionali all’aumentare della complessità delle reti fino al punto di non riuscire
a trattarle; in particolare essi spesso non riescono a gestire i workflow system
che modellano processi con anche solo pochi attori.
Per la creazione di modelli BPMN le soluzioni a disposizione sono va-
riegate: ad esempio Bizagi Modeler [2] o Yaoqiang BPMN Editor [13] che
è stato scelto per creare o modificare i modelli BPMN usati in questi tesi.
Sono entrambi molti diffusi. Il primo è disponibile solo per Windows mentre
il secondo è multipiattaforma, sviluppato in java e freeware.
2.1 ProM
La piattaforma più completa per l’analisi di processi aziendali è ProM [9]:
un Process Mining Framework estensibile che supporta un’ampia varietà di
tecniche di Process Mining attraverso l’utilizzo di plugin sviluppati in Java.
É multi-piattaforma e distribuito sotto la licenza GNU Public License (GPL)
1.
1GPL è una licenza fortemente copyleft per software libero, originariamente stesa nel
1989 da Richard Stallman per patrocinare i programmi creati per il sistema operativo
29
30 CAPITOLO 2. STATO DELL’ARTE
Figura 2.1: Schermata di WoPeD
Viene distribuito in due versioni:
• ProM Lite è la release destinata all’utente finale. Contiene solo i prin-
cipali packages, mostra solo i principali plugin e permette all’utente di
installare o aggiornare i pacchetti. L’ultima versione rilasciata è la 1.1;
• ProM Full è la release destinata ai ricercatori. L’ultima versione rila-
sciata è la 6.6.
Tra i vari plugin disponibili il più utile ai nostri scopi è "Convert BPMN
diagram to Petri net" che permette di convertire un diagramma BPMN in
un workflow. Tuttavia non è in grado di gestire i casi di modelli con più pool
(attori). Per questo il collega Cicciarella nel suo lavoro di tesi ha esteso il
plugin in modo che venissero tradotti anche i processi di collaborazione.
Per lo sviluppo del plugin che verrà descritto in questa tesi si è scelto di
usare l’ambiente di sviluppo Eclipse IDE for Java Developers versione Mars2,
uno degli ambienti più usati e che permette un’ottima integrazione con ProM.
GNU. Infatti, a differenza di altre licenze libere non-copyleft, un’opera protetta da GNU
GPL deve rimanere libera.
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Figura 2.2: Schermata di Woflan
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Figura 2.3: Schermata di Bizagi Modeler
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Figura 2.4: Yaoqiang BPMN Editor 5.0
Figura 2.5: ProM
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Il codice è stato poi caricato su GitHub [5], un sito che fornisce un processo
di sviluppo del codice veloce, flessibile e di tipo collaborativo.
2.2 BCS Unfolding
2.2.1 Unfolding Troncati
La tecnica degli unfolding troncati sviluppata da McMillan permette di
analizzare una parte del grafo di raggiungibilità. È fondamentale non essere
costretti a costruire l’intero grafo perché all’aumentare del numero di nodi
che compongono il modello BPMN e/o della sua complessità, la quantità di
path che lo vanno a comporre rende complesso ed estremamente costoso da
un punto di vista computazionale la costruzione dello stesso.
La tecnica si basa sul concetto di Configurazione locale:
Definizione 2.1 (Configurazione locale). Sia N una rete di occorrenze 2
etichettata, e sia t ∈ T . La configurazione locale di t, denotata da dte, è la
più piccola chiusura all’indietro di T , rispetto a F , contenente t.
La configurazione locale racchiude tutti gli eventi che devono verificarsi
affinché t sia eseguita e determina un particolare stato finale. Un even-
to è chiamato punto di cutoff (in seguito cutoff) se esiste un altro evento
avente uno stato finale uguale ma una configurazione locale più piccola. La
definizione formale che ne deriva è la seguente:
Definizione 2.2 (Cutoff). Sia N l’unfolding 3 di una rete di Petri N. Una
transition t ∈ T è un cutoff di N esattamente quando esiste t0 ∈ T tale che
1. F dte = F dt′e4;
2. |dt′e| < |dte|
2É un grafo che rappresenta tutte le possibili sequenze di occorrenza di una rete
3Sia N l’unfolding di N. M è una marcatura raggiungibile di N se e solo se M è lo stato
finale di alcune configurazioni finite di N.
4Una funzione F che associa a ogni transizione t delle rete di unfolding il suo rispettivo
marking F
2.2. BCS UNFOLDING 35
dove con |dt′e| e |dte| si intende la cardinalità delle configurazioni locali di t
e t0.
Di conseguenza la definizione formale di unfolding troncato è:
Definizione 2.3 (Unfolding troncato). Il troncamento di N è la più grande
sottorete chiusa all’indietro di N che non contiene cutoff.
L’unfolding troncato proposto da McMillan si applica solo al caso di rete
bounded.
Teorema 2.2.1 ([6]). Una rete N è bounded se e solo se il suo unfolding
troncato è finito.
2.2.2 Deadlock
La costruzione dell’unfolding è necessario per individuare i deadlock. Un
percorso ha un deadlock se e solo se nella rete ci sono elementi bloccati, ad
esempio tasks o eventi in attesa di un messaggio o un gateway parallelo in
attesa di un flusso in ingresso che non arriverà mai. La rete può essere in
deadlock se e solo se c’è una configurazione che è in conflitto con ogni punto di
cutoff. Per individuare una tale configurazione, introduciamo la definizione
di spoiler:
Definizione 2.4 (Spoiler). Se una configurazione C è in conflitto con un
punto di cutoff t, deve esserci una transition t′ ∈ C ′ che è in conflitto con t.
Questa transition t′ sarà chiamata spoiler di t.
Attraverso l’algoritmo proposto da McMillan si possono individuare i
punti di Deadlock basandosi sul seguente teorema:
Teorema 2.2.2. Data una rete bounded, è possibile trovare una configura-
zione Ts che sia in conflitto con tutti i punti di cutoff dell’unfolding troncato
se e solo se la rete non è deadlock-free.
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2.3 BCS Plugin
2.3.1 BCS Unfolding
Per migliorare lo studio della soundness, Daniele Cicciarella ha proposto
delle modifiche alla tecnica di troncamento proposta da McMillan. Un punto
di cutoff viene modificato come segue:
Definizione 2.5 (BCS cutoff). Sia N un unfolding di una reti di Petri N.
Una transition t ∈ T è un BCS cutoff di N esattamente quando esiste t′ ∈ T
tale che
1. F dte ⊆ F dt′e;
2. dt′e ⊂ dte.
La definizione di unfolding viene conseguentemente così modificata:
Definizione 2.6 (BCS unfolding). Il BCS unfolding di N è la più grande
rete di occorrenze chiusa all’indietro di N che non contiene BCS cutoff.
I seguenti teoremi derivano dalle nuove definizioni sopracitate [3]:
Teorema 2.3.1. Il BCS unfolding di una rete è sempre finito.
Teorema 2.3.2. Sia N una rete bounded e N il BCS unfolding di N. M è
un marking raggiungibile di N se e solo se M è lo stato finale di alcune
configurazioni finite di N.
Teorema 2.3.3. Se la rete è bounded, t è una transition dead se e solo se t
non compare nel BCS unfolding e t non è un BCS cutoff.
Teorema 2.3.4. La rete può essere deadlock se e solo se c’è una configura-
zione locale in conflitto con ogni BCS cutoff.
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2.3.2 Algoritmo BCS
Basandosi sui teoremi sopra descritti Cicciarella ha sviluppato un algo-
ritmo per la costruzione del BCS unfolding partendo dal workflow derivante
dalla rete di Petri.
Per maggiori informazioni sull’algoritmo e sulla sua implementazione e
integrazione nel framework ProM si rimanda a [3].
2.3.3 Soundness
Lo studio della soundness viene modificato nel seguente modo: presa una
rete di workflow costruiamo il suo BCS unfolding. I possibili casi per lo
studio della soundness della rete sono i seguenti:
1. se viene individuato un BCS cutoff unbounded allora la rete non è
sound (e non è weak sound);
2. se non ci sono BCS cutoff unbounded allora la rete è bounded e quindi
tutti i marking raggiungibili sono rappresentati nell’unfolding:
• se c’è una transition t che non compare nel BCS unfolding e non
è un BCS cutoff allora t è dead e quindi la rete non è sound;
• se troviamo un insieme di spoiler in conflitto con tutti i BCS cutoff
significa che la rete può raggiungere un deadlock e quindi non è
sound;
• In tutti gli altri casi è sound.
Infine, per quanto riguarda l’analisi della weak soundness basta control-
lare che la rete sia bounded e che non contenga spoiler in conflitto con tutti
i BCS cutoff.
In fig. 2.6 è mostrato un esempio di analisi BCS Unfolding. Sono visua-
lizzate la rete di Petri derivante dalla conversione dal modello BPMN e la
sua rete di Unfolding in cui si può notare la presenza di cutoff e delle stati-
stiche relative esclusivamente sulla rete di unfolding. Il modello BPMN non
è mostrato rendendo complesso capire quali siano i nodi BPMN interessanti.
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Capitolo 3
Contributo originale
L’utente che costruisce il modello BPMN non è tenuto a conoscere le reti
di Petri né il concetto di unfolding. Per questo è importante riportare le
informazioni ottenute dall’analisi delle reti di Petri
• Cambiamento colorazione dell’unfolding (3.1)
• Inserimento informazioni sul BPMN (3.2)
– Aggiunta statistiche del BPMN (vedi Sez.(3.2.2))
– Creazione di un Widget denominato Inspector (vedi Sez.(3.2.3))
– Colorazione del path (vedi Sez.(3.2.3))
– Esportazione del modello BPMN (vedi Sez.(3.2.3))
• BugFix 3.2.4
Nella fig. 3.1 si può vedere un esempio della visualizzazione:
A Inspector
B Modello BPMN
C Rete unfolding
D Legenda dei colori del modello BPMN
E Statistiche BPMN
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Figura 3.1: Visualizzazione
3.1 Colorazione Unfolding
Per migliorare la lettura dei nomi delle transizioni della rete unfolding si
è deciso di colorare di ciano i cutoff e di rosso i deadlock . Si è adeguato
conseguentemente il pannello della legenda.
3.2 Informazioni sul modello BPMN
La parte principale della tesi si è concentrata sul riportare le informazioni
ottenute dal BCS Unfolding sul modello BPMN, caratteristica non presente
al momento in nessun prodotto disponibile sul mercato.
Per fare questo si è deciso di preservare il modello originale lavorando su
un clone. Questa scelta ha facilitato la visualizzazione di path diversi e un
più efficiente ritorno alla versione originale nel momento in cui si sceglie di
resettare la visualizzazione.
Per permettere il passaggio delle informazioni tra la rete unfolding e il
modello BPMN sono state create le seguenti strutture:
• reverseMap: permette di mappare le transition dell’unfolding con le
attività del BPMN. Viene costruita durante il processo di costruzione
dell’unfolding;
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Listing 3.1: Gestione dell’attributo Original id
1 public PetrinetNodeMod(PetrinetNode pn,String g){
super(pn.getGraph(), pn.getParent(), pn.getLabel());
3 if(pn != null){
if(pn.getAttributeMap().get("Original id")!=null){
5 original_id = g;
this.getAttributeMap().put("original_id",original_id);
7 }
}
9 }
• flowMapPNtoBP: permette di risalire all’arco BPMN partendo dai
place dell’unfolding. Anch’essa viene preparata durante la realizzazione
dell’unfolding.
Utilizzando queste due strutture ci si è accorti che, poiché spesso in un
modello BPMN ci sono attività con lo stesso nome, il passaggio tra unfol-
ding e BPMN risultava errato. Per ovviare a questo problema si è sfruttato
un attributo univoco di ciascuna attività e arco che viene creato automa-
ticamente al momento della costruzione del BPMN: l’original ID. Questo
attributo veniva però perso già durante l’unfolding in quanto veniva fatta la
clonazione della rete di Petri, procedimento che non manteneva l’attributo.
Lo stesso problema di preservazione delle informazioni si è presentato nella
clonazione del modello BPMN. Per questo i processi di clonazione sono stati
adeguatamente modificati e si è proceduto alla creazione di un Petrinet Node
modificato che contenesse l’original ID.
3.2.1 Visualizzazione informazioni sul BPMN
Una volta preparate le strutture per mantenere il collegamento tra l’un-
folding e il modello BPMN è stato possibile colorare in maniera consona le
varie attività e/o gateway BPMN. Per coerenza con le scelte sopra presentate
(vedi (3.1)), sono stati scelti i seguenti colori:
• cutoff : Ciano;
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• deadlock : Rosso chiaro1;
• cutoff + deadlock : Viola2;
• dead: Arancione.
Nello standard BPMN non sono previsti colori, quindi tali scelte sono
state frutto di decisioni personali atte ad agevolare la lettura come il rosso
chiaro al posto del rosso o il ciano al posto del blu scuro precedentemente
usato. Il viola deriva dall’unione del ciano dei cutoff con il rosso chiaro del
deadlock e rappresenta il caso in cui un nodo sia contemporaneamente un
cutoff e un deadlock (per un esempio vedere la Sez. 4.2).
Legenda
Nella area D è stato aggiunto un pannello a scomparsa simile a quello
nell’area Unfolding con la spiegazione dei vari colori. In particolare è stato
aggiunto anche un "1" in rosso, il cui significato verrà spiegato più avanti
(vedi Sez. (3.2.3)).
Figura 3.2: Legenda BPMN
1Schema RGB:255,77,77
2Schema RGB:138,43,226
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3.2.2 Statistiche del BPMN
Analogamente al pannello Legenda, anche il pannello Statistiche presente
nell’area Unfolding è stato aggiunto all’area BPMN e sono state inserite le
seguenti statistiche:
• Tempo di esecuzione del plugin;
• Numero di deadlock contenuti e conseguente elenco dei nodi;
• Numero di attività dead3 contenuti e conseguente elenco dei nodi;
• Numero di cutoff;
• Numero di cutoff unbounded;
• Altre Statistiche:
– Numero di archi;
– Numero di gateway;
– Numero di attività;
– Numero di eventi;
– Numero di messaggi;
– Numero di Pool;
– Soundnes;
– Weak Soundness.
L’arco "reset" nell’unfolding è un punto di cutoff ma non viene riportato
su BPMN in quanto viene aggiunto durante l’unfolding e non è presente nel
modello BPMN.
3Una transition t è dead al marking M se t non sarà mai enabled nel futuro; un place
p è dead al marking M se p non sarà mai enable in qualsiasi marking raggiungibile da M
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Figura 3.3: Statistiche del BPMN
3.2.3 Inspector
Per poter mostrare all’utente i nodi principali e permettergli di selezionare
il path derivante da ognuno di essi si è deciso di sviluppare un widget contente
quattro tab, descritti di seguito:
• Info;
• Reset;
• Export;
• Export Statistics.
Figura 3.4: Widget Inspector
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Info
Il tab "Info" contiene l’elenco dei punti di cutoff e deadlock colorati in
modo coerente alle scelte effettuate precedentemente in modo da rendere
subito riconoscibile il tipo di evento riscontrato. Ogni riga contiene un stringa
del tipo "Nome attività -> percorso per arrivare a tale attività".
Se il percorso è troppo lungo la stringa visualizzata viene troncata; per
questo è stato implementato un tooltip che si attiva posizionando il cursore
del mouse sopra la riga di interesse e che visualizza l’intero elenco dei nodi
(fig. 3.5).
Figura 3.5: Esempio del tooltip
Può essere utile all’utente finale poter salvare tale elenco in modo da po-
terlo analizzare esternamente al plugin. Per questo è stato implementato il
salvataggio del percorso negli appunti del sistema operativo. Verranno co-
piati l’elenco del path del modello BPMN e la configurazione locale del nodo.
E’ sufficiente fare doppio click sulla riga prescelta. L’utente poi può incolla-
re tali appunti su un software esterno quale, ad esempio, Notepad. L’elenco
salvato sarà del tipoBPMNlist: Start, Enter, Enter, A1, Exit, Exit, A2, En-
ter; Local Configuration: [A2_merge_Enter, t_act_A2, A2_split_Exit,
A1_merge_Exit, t_start_Start, ti].
La funzionalità principale del widget è permettere la colorazione del path.
Cliccando su una riga, questa viene riportata sul modello BPMN colorando
il cammino che dall’evento di start porta fino al nodo preso in considerazione
(fig. 3.6). Il path è composto da nodi, che sono colorati di verde, e da archi, i
quali sono colorati di verde e numerati in maniera incrementale con il numero
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Listing 3.2: Colorazione di un nodo e di un arco
1
//Colorazione di un nodo
3 clonato.getAttributeMap().put(AttributeMap.FILLCOLOR,
pal.getLocalConfigurationColor());
5 //Colorazione di un arco
to.getAttributeMap().put(AttributeMap.EDGECOLOR,
pal.getLocalConfigurationColor());
7 to.getAttributeMap().put(AttributeMap.LINEWIDTH, 3.0f);
to.getAttributeMap().put(AttributeMap.LABELCOLOR,
pal.getArcLabelColor());
9 num.value++;
to.getAttributeMap().put(AttributeMap.LABEL, num.value.toString());
in rosso. Per la colorazione si è andati ad agire sulla mappa di attributi di
ogni nodo e arco. Il codice 3.2 mostra come colorare i nodi e gli archi mentre
il codice 3.3 mostra come sono scelti i nodi da colorale.
Figura 3.6: Esempio di Path
Inizialmente la colorazione del path veniva eseguita scorrendo la confi-
gurazione locale del nodo cutoff o deadlock. Questa però è composta solo
da transition dell’unfolding che, come già spiegato, corrispondono alle atti-
vità (o gateway) del modello BPMN. Non erano quindi disponibili gli archi.
Valutare quali fossero gli archi da colorare e come numerarli durante la colo-
razione del modello BPMN è risultato essere molto inefficiente. Per questo si
è deciso di affrontare il problema in maniera ricorsiva costruendo prima una
lista di PetrinetNode composti da transition e place dell’unfolding (che cor-
rispondono agli archi del BPMN) e poi colorandoli, interrompendosi quando
si incontra un nodo già colorato.
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Listing 3.3: Colorazione path
2 private void colorPath(LocalConfiguration localConfiguration, BPMNDiagram
diagram) {
Petrinet unfolding =
visualizeUnfoldingStatistics_Plugin.getUnfolding();
4 ArrayList<Place> listplace =
Utility.getHistoryPlace(unfolding,
6 localConfiguration.get().get(0));
8 Place start = Utility.getStartNode(unfolding);
ArrayList<Transition> listt = localConfiguration.get();
10 Transition last = listt.get(0);
List<PetrinetNode> ll = new ArrayList<PetrinetNode>();
12
ll.addAll(listplace);
14 ll.addAll(listt);
16 WrapInt i = new WrapInt();
18 List<BPMNEdge<BPMNNode, BPMNNode>> nodesVisitati
= new ArrayList<BPMNEdge<BPMNNode,
BPMNNode>>();
List<PetrinetNode> nodidiSincronizazione = new
ArrayList<PetrinetNode>();
20
path(ll,start,i,diagram,nodesVisitati,nodidiSincronizazione);
22 for (int j = 0; j < nodidiSincronizazione.size(); j++) {
path(ll,nodidiSincronizazione.get(j),i,diagram,
24 nodesVisitati,nodidiSincronizazione);
}
26
Color colorlocal = mapLocalColor.get(localConfiguration);
28 if(colorlocal.equals(pal.getDeadColor())){
colorDeadArc(last,i,diagram);
30 }
32 }
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Nel caso di un deadlock l’arco che dovrebbe essere percorso, ma la cui
esecuzione è impedita dal deadlock viene colorato di rosso mentre il numero
rimane nero.
Figura 3.7: Esempio di arco dead
Reset
Il tab "Reset" contiene il pulsante "Reset" che permette di riportare il
modello BPMN allo stato iniziale cancellando l’eventuale colorazione dovuta
al path.
Export
Il tab "Export" permette di esportare il modello BPMN in formato BPMN
2.0 scegliendo dove salvare il file e con quale nome. Questo pulsante ha ef-
fetto solo se prima si è colorato un path. Tale path sarà visibile nel file
esportato unicamente attraverso i numeri associati agli archi che lo compon-
gono in quanto i colori (sia degli archi che delle attività) non sono previsti
dallo standard.
Per poter proceder all’export, bisogna pubblicare come risorsa nel con-
text la variabile contente il modello BPMN, in questo caso nominata pc. La
pubblicazione viene eseguita con la chiamata al metodo ProvidedObjectHel-
per.publish(context, name, pc, BPMNDiagram.class, false). Fatto ciò si deve
recuperare l’istanza della risorsa interessata e infine si può sfruttare il metodo
exportResource fornito da ProM.
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Listing 3.4: Esportazione modello BPMN
private void export() {
2
String name = pc.getLabel();
4 ProvidedObjectHelper.publish(context, name, pc,
BPMNDiagram.class, false);
final GlobalContext gconetxt = context.getGlobalContext();
6 if(gconetxt instanceof UIContext){
UITopiaController controller
=((UIContext)gconetxt).getController() ;
8 UIContext uicontext = ((UIContext)gconetxt);
final ProMResource<?> res = uicontext.getResourceManager().
getResourceForInstance(pc);
10 if(!controller.getFrameworkHub().getResourceManager()
.getExportFilters(res).isEmpty()){
12 try {
controller.getFrameworkHub().getResourceManager()
14 .exportResource(res);
} catch (IOException e) {
16 e.printStackTrace();
}
18 }
}
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Export Statistic
Il tab "Export Statistic" permette di esportare le statistiche del modello
BPMN come file html; il file viene salvato nella home directory dell’utente
che poi potrà aprirlo con un browser.
3.2.4 BugFix
Durante la realizzazione delle features sopra descritte, è emerso un bug
nel plugin "Convert BPMN diagram to Petri net": nel caso di eventi i tipo
Message Start Event l’unfolding veniva costruito in maniera errata.
Prendiamo a riferimento il caso del Nobel Prize Process mostrato in fig.
3.8.
Come si può vedere il task "Send nomination form" invia un messaggio
al Message Start Event del pool Nominator. Questo si attiva e invia a sua
volta un messaggio di risposta attraverso il task "Send Nominee Completed
Form(s).
Nella conversione in reti di workflow, il Message Start viene convertito in
un place e una transition come da standard. Viene quindi collegato all’in-
terfaccia in ingresso per ricevere il messaggio dal pool "Nobel committee for
Medicine" e alla transition iniziale del workflow in cui viene posto il primo
token. In questo modo la prima volta il token è mandato a entrambi i rami
(che rapprensentano i due pool) e la transition del Message Start Event (che
richiede 2 token per sparare) si attiva alla ricezione del token dall’interfaccia.
Il problema si pone al secondo giro: il pool Nominator invierà il messaggio di
risposta (sotto forma di token) mentre, a causa del loop, il pool "Nobel com-
mittee for Medicine" invierà un nuovo messaggio (token) alla sua interfaccia
di output. Tuttavia, come spiegato precedentemente, la transition Message
Start Event non può sparare perché manca il token in arrivo dalla transition
iniziale bloccando così l’interno processo.
La traduzione in workflow è stata quindi modificata in modo tale che
un Message Start Event venga ancora tradotto nella coppia place-transition
come da standard ma che venga collegato solo all’interfaccia da cui deve rice-
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Figura 3.8: Nobel Prize Process
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Listing 3.5: Eliminazione dell’arco
1 if(e.getGraph().getInEdges(e).isEmpty()){
startEventMap.get(e.getParentPool().getId()).add(p);
3 }else{
startEventMap.remove(e.getParentPool().getId());
5 net.removeArc(p, t);
net.removePlace(p);
7 }
Figura 3.9: Workflow del Nobel Process
vere il messaggio. In questo modo la transition potrà sparare ogni qualvolta
riceve il messaggio (token) dall’altro pool.
Nel listato 3.5 viene mostrato il codice attraverso il quale viene gestito il
problema. In particolare il ramo else viene eseguito se il nodo e ha due archi
in ingresso (dallo start del workflow e dall’interfaccia d’ingresso). In questo
caso viene rimosso l’arco e il place che rappresentano l’arco che collega lo
start workflow con il Message Start Event.
3.3 Diagramma delle classi
Nella fig. 3.10 viene mostrato il diagramma delle classi aggiunte al plugin
BCS Unfolding del collega Cicciarella. Avremo quindi:
• MyBCSUnfoldingVisualizePlugin: permette di costruire l’interfaccia
che mostra il diagramma BPMN e l’unfolding e le relative statistiche;
• TabTraceUnfoldingPanel: Contiene i metodi necessari per la costru-
zione e per la gestione di tutte le funzionalità del Widget;
• StatisticMap: É stata estesa la classe presente nel plugin per poter
gestire la reverseMap;
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• PetrinetNodeMod:estende il PetrinetNode per gestire l’original ID;
• PetriNetClone: permette di clonare la rete di Petri senza perdere
l’original ID.
Capitolo 4
Casi pratici
In questa sezione verranno mostrati dei grafi BPMN esplicativi delle varie
funzionalità. Ovviamente le funzionalità offerte dal tool sono utili solo nel
caso che i diagrammi BPMN presentino dei problemi; se invece le corrispon-
denti reti sono sound allora non ci sono cammini significativi da mostrare
sul diagramma BPMN. Lo strumento è stato testato su modelli tratti da
progetti, da siti web o creati ad hoc che presentassero deadlock e/o cutoff.
4.1 Elements
Presentiamo ora un esempio denominato Elements con doppio pool e un
significativo numero di nodi.
Pur con una quantità limitata di elementi, l’occurrence graph mostrato
in fig. 4.2 diventa molto intricato e praticamente inservibile.
In casi come questo, diventa evidente l’utilità dell’unfolding e del plugin
BCS in generale. Come si vede in fig. 4.3, l’unfolding è molto più breve e
comprensibile rispetto all’occurrence graph. Essendo presenti solo cutoff non
unbonded il modello BPMN risulta essere sound. Di seguito mostriamo le
schermata finale del plugin (fig. 4.3) e le statistiche del BPMN (fig. 4.1):
55
56 CAPITOLO 4. CASI PRATICI
Figura 4.1: Elements
Figura 4.2: Occurence graph di Elements
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Listing 4.1: Statistiche di elements
Diagnosis on BPMN graph
Runtime of the plugin: 546.0
The graph does not contain the deadlock points
The graph does not contain dead nodes
The graph does not contain the cutoff points that make the unbounded graph
The graph contains 1 cutoff point:
Exclusive Gateway3
Other statistics:
Number of arcs: 24
Number of gateway: 8
Number of activity: 7
Number of events: 4
Number of message flow: 3
Number of pool: 2
Soundness: true
Weak soundness: true
4.2 Cutoff e Deadlock in un unico nodo
Passiamo ora ad un modello semplice ma che, come vedremo, presenta
un caso particolare. Il Process A, attraverso un exclusive gateway, decide
se concludere subito il processo o inviare un messaggio al task B1 del pool
Process B, il quale giungerà a conclusione.
Come si vede in fig. 4.5, anche un modello semplice può produrre un
Occurrance Graph di una certa grandezza.
L’analisi derivante dal plugin BCS unfolding conferma la presenza di un
punto particolare: l’exclusive gateway, che è sia un cutoff sia un punto di
deadlock.
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Figura 4.4: Caso2
In fig. 4.7 e in fig. 4.8 sono mostrati i due path che producono rispettiva-
mente il cutoff e il deadlock. Il primo mostra la chiusura del ciclo passante dai
task A1, A2 e rientrante sull’exclusive gateway. Il secondo invece evidenzia
che se si sceglie di concludere il process A, il process B non può iniziare.
4.3 Nodi dead
Uno degli errori che possano presentarsi in un modello BPMN è la presen-
za di nodi dead i quali non possono essere mai eseguiti. Per mostrare come
viene trattato questo caso è stato preparato un modello ad hoc con un errore
evidente: il flusso viene diviso in due rami usando un Exclusive Gateway per
poi essere riunito con un Parallel Gateway.
È lampante che il primo Gateway permette il passaggio del token lungo
un unico ramo. Tuttavia il secondo Gateway ha bisogno di due token per
essere attivato, caso che non si può verificare mai. Di conseguenza questo
processo non potrà mai essere portato a termine.
Il modello è facilmente riparabile a seconda di cosa si voglia rappresentare:
se i due rami devono essere svolti in parallelo, si deve sostituire l’Exclusive
Gateway con un Parallel Gateway. Invece, se si vuole che solo uno dei due
rami venga percorso, bisogna sostituire il Parallel Gateway con un Exclusive
Gateway.
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Figura 4.5: Occurrance Graph di Caso2
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Figura 4.6: Caso2
Figura 4.7: Cutoff path
Figura 4.8: Deadlock path
Figura 4.9: Nodi dead
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Figura 4.10: Visualizzazione plugin BCS
4.4 Casi di studio
Il primo diagramma in fig. 4.11 descrive il processo che porta uno stu-
dente dall’iscrizione ad un esame universitario fino al suo termine, sia esso
positivo o meno, attraverso lo svolgimento della prova scritta seguita, in caso
di passaggio dello stessa, dalla prova orale.
L’unfolding in fig. 4.12 mostra la presenza di un nodo di dealock con
conseguente presenza nel modello BPMN di elementi dead.
Il secondo diagramma in fig. 4.13 mostra un paziente che prenota un
esame medico attraverso un sistema automatico. Il sistema gli assegna un
dottore il quale svolgerà la visita alla fine della quale il paziente effettuerà il
pagamento.
Il terzo diagramma in fig. 4.15 presenta tre attori: un capo e due membri.
Il caso propone una modifica ad un articolo dello statuto che invia ai due
membri i quali possono presentare emendamenti o dare il via libera.
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Capitolo 5
Conclusioni
Poiché l’utente non è tenuto a conoscere le reti di Petri si è reso necessario
trovare un modo di riportare le informazioni diagnostiche sul diagramma
BPMN, funzionalità non presente al momento sul mercato.
Per poter raggiungere questo obiettivo si è partiti dal plugin sviluppato
dal collega Cicciarella che permette di analizzare la soundness di diagrammi
con più attori sfruttando l’algoritmo BCS Unfolding e riporta le informa-
zione sulla rete di Petri di Unfolding. Si è proceduto quindi a riportare le
informazioni così ottenute sul modello BPMN mettendo a disposizione un
widget attraverso il quale è possibile selezionare i nodi di cutoff o di deadlock
e vedere quali sono i path che, portendo dal nodo di origine, portano a tali
nodi. É possibile inoltre esportare tali path e le statistiche del modello in
modo da poterli vagliare esternamente a ProM.
Il tool è stato testato su modelli presenti sul web, presi da progetti svilup-
pati per il corso di Modellazione dei processi aziendali tenuto dal Prof.Bruni
oppure creati ad hoc per evidenziare particolari problemi quali i nodi dead. Il
risultato è stato confrontato con quello del plugin di Cicciarella per verificare
di non aver inserito errori durante il passaggio delle informazioni.
Lo sviluppo della tesi ha richiesto l’utilizzo delle conoscenze delle reti di
Petri e dei diagrammi BPMN acquisite durante il corso di Modellazione dei
processi aziendali tenuto dal Prof.Bruni e dello sviluppo con il linguaggio
Java acquisito durante il corso di studi.
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Lo svolgimento della tesi ha permesso di affinare le conoscenze sopra-
citate e di apprendere l’utilizzo di GitHub per la gestione del codice e la
realizzazione di plugin per il framework ProM.
5.1 Futuri miglioramenti
Allo stato attuale il plugin lavora in maniera sequenziale non sfruttando
quindi le possibilità offerte dalle moderne CPU multicore in termini di pre-
stazioni. Di conseguenza il prossimo passo dello sviluppo del plugin sarà la
parallelizzazione attraverso l’uso di thread pool.
Si potrà inoltre nascondere unfolding in quanto non necessario all’uti-
lizzatore finale poichè ha già le informazioni che gli servono mostrate nel
diagramma BPMN.
L’obiettivo ultimo è il rilascio del plugin sulla piattaforma ProM.
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