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Manifold Learning Approaches to
Compressing Latent Spaces of
Unsupervised Feature Hierarchies
Field robots encounter dynamic unstructured environments containing a vast array of unique ob-
jects. In order to make sense of the world in which they are placed, they collect large quantities
of unlabelled data with a variety of sensors. Producing robust and reliable applications depends
entirely on the ability of the robot to understand the unlabelled data it obtains.
Deep Learning techniques have had a high level of success in learning powerful unsupervised
representations for a variety of discriminative and generative models. Applying these techniques
to problems encountered in eld robotics remains a challenging endeavour. Modern Deep Learning
methods are typically trained with a substantial labelled dataset, while datasets produced in a eld
robotics context contain limited labelled training data. The primary motivation for this thesis
stems from the problem of applying large scale Deep Learning models to eld robotics datasets
that are label poor. While the lack of labelled ground truth data drives the desire for unsupervised
methods, the need for improving the model scaling is driven by two factors, performance and
computational requirements. When utilising unsupervised layer outputs as representations for
classication, the classication performance increases with layer size. Scaling up models with
multiple large layers of features is problematic, as the sizes of subsequent hidden layers scales with
the size of the previous layer. This quadratic scaling, and the associated time required to train such
networks has prevented adoption of large Deep Learning models beyond cluster computing.
The contributions in this thesis are developed from the observation that parameters or lter el-
ements learnt in Deep Learning systems are typically highly structured, and contain related ele-
ments. Firstly, the structure of unsupervised lters is utilised to construct a mapping from the high
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dimensional lter space to a low dimensional manifold. This creates a signicantly smaller repre-
sentation for subsequent feature learning. This mapping, and its eect on the resulting encodings,
highlights the need for the ability to learn highly overcomplete sets of convolutional features.
Driven by this need, the unsupervised pretraining of Deep Convolutional Networks is developed
to include a number of modern training and regularisation methods. These pretrained models are
then used to provide initialisations for supervised convolutional models trained on low quantities
of labelled data. By utilising pretraining, a signicant increase in classication performance on a
number of publicly available datasets is achieved. In order to apply these techniques to outdoor
3D Laser Illuminated Detection And Ranging data, we develop a set of resampling techniques to
provide uniform input to Deep Learning models. The features learnt in these systems outperform
the high eort hand engineered features developed specically for 3D data.
The representation of a given signal is then reinterpreted as a combination of modes that exist
on the learnt low dimensional lter manifold. From this, we develop an encoding technique that
allows the high dimensional layer output to be represented as a combination of low dimensional
components. This allows the growth of subsequent layers to only be dependent on the intrinsic
dimensionality of the lter manifold and not the number of elements contained in the previous
layer.
Finally, the resulting unsupervised convolutional model, the encoding frameworks and the em-
bedding methodology are used to produce a new unsupervised learning stratergy that is able to
encode images in terms of overcomplete lter spaces, without producing an explosion in the size
of the intermediate parameter spaces. This model produces classication results on par with state
of the art models, yet requires signicantly less computational resources and is suitable for use in
the constrained computation environment of a eld robot.
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Chapter 1
Introduction
1.1 Background and Motivation
We are facing an ever increasing torrent of uncategorised data including video, image and text.
Internet services including photo and video sharing sites such as Imgur, Flicker, Vine, Vimeo and
YouTube, social media such as Facebook, Twitter and Google are all able to access large amounts
of unlabelled data. A similar phenomenon is occurring in a more physical domain, with increasing
coverage of surveillance and security cameras, smart phones and the burgeoning mobile robotics
industry. In order to make sense of this data, we nd ourselves with a pressing need for automatic
image and video annotation, classication and summarisation. Mobile robots have additional con-
straints on the computational resources available to them due to size and power constraints. This
drives a particular need for fast1 scalable vision classication algorithms. In order to categorise
and classify data, we utilise machine learning techniques to engineer algorithms that are able to
learn patterns from data and then perform inference on unseen data to make accurate predictions.
This process of learning to predict the correct output from unseen inputs is performed by learning
a function that maps the input x ∈ Rm to a desired output y.
Generally, a classier performs supervised learning on inputs xi, i = 1, ..., n and the correspond-
ing output or label yi. In order to learn to predict correct labels for unseen inputs, a function of the
form y = f(x; θ) is optimized to obtain the best performance. One of the simplest forms of classi-
er is a linear model y = Θ>x. We can simply optimize the values for the vectors θ to maximise
1sub millisecond
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the number of correct predictions. However such a model performs very poorly on raw image,
video or text data. This poor performance is due to the high levels of complexity present in real
world image, video and text data. For example, image and video data are high dimensional signals
with many factors of variation including: viewpoint changes, shape variations due to perspective
shifts and object deformation and photometric changes e.g. illumination changes and shadowing.
The complexity of the input signal requires that we obtain very large numbers of labelled input
and output pairs in order to obtain even mediocre performance. This process of obtaining a large
quantity of labelled data is arduous, if not impossible. For example 100 hours of new video is
uploaded to YouTube every minute[1].
While it is well known that capturing larger and larger sets of input-output data aids classication
and regression performance, an alternative is to transform the data into a new, more appropri-
ate representation. Non-linear feature transforms are an important component of Support Vector
Machines[23] (SVMs), which transform the input x ∈ Rm to a new representation φ ∈ RK im-
plicitly through the use of a kernel. Knowing the appropriate kernel is a dicult problem and
one possible approach is to collect a very large amount of labelled data and use a large number of
possible feature transforms. However, this approach risks losing the desired signal in noise, while
still requiring large amounts of human labelling eort and computation time.
By engineering new feature representations that capture some prior knowledge of the signal, we
can avoid arbitrarily increasing the dimensionality of the signal with irrelevant features. The need
for succinct features within the computer vision and machine learning communities has caused
an explosion of dierent feature representation techniques for vision, audio and text classication.
A few notable examples from these communities include SIFT[72], SURF[8], LBP[86], HOG[27],
Textons[71], Spin images[54] and GLOH[78].
While these features do perform well in practice, this approach is far from ideal. This is because the
development of these features requires a high level of expert domain knowledge, coupled with time
consuming ne tuning in order to engineer features that exploit prior knowledge. As a result, the
features developed for one signal type do not transfer well to new signal domains. Instead of ex-
pending eort creating new feature representations for every signal type we encounter, we would
like to encode what it is that makes a good representation. By developing such an understanding
we are able to develop algorithms that nd these representations automatically.
In order to develop approaches to feature learning, we must make assumptions regarding what
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type of structure provides for good features. This assumption has often been expressed as assum-
ing the input signal can be decomposed as some form of sparse code. The input signal x is then
decomposed as a set of a few basis vectors from a dictionary D. This set of sparse coecients is
known as a sparse code c. This decomposition of a signal over a dictionary enables us to learn a
transformation φ(x; θ) ∈ RK so that the new representation is better at capturing the information
in the signal.
A powerful transformation method known as Deep Learning, nests multiple feature transforms to
create a new output. This feature representation is of the form:
y = φL( φL−1( . . . φ1(x; θ1) )) (1.1)
Where each φi( · ; θi ) is a layer of feature transforms that takes as input the previous feature
transform. These Deep Networks can take a variety of parametric forms such as Deep Belief
Networks (DBN) and Deep Boltzmann Machines (DBMs), which share the common characteristic
of using the output (or latent variables) of a lower layer as input to a subsequent layer. By nesting
these transformations, Deep Networks have achieved state of the art performances in a variety of
machine learning and computer vision tasks.
Extending these powerful unsupervised Deep Learning techniques to real time robotics applica-
tions is the primary goal of this thesis. Robotics in particular, is an area where the use of un-
supervised learning techniques can potentially provide signicant increases in the reliability and
robustness of the given application.
1.2 Problem Statement
Deep Learning has seen a rapid increase in its use, ranging from applications in text and natural
language processing, to object recognition and classication, to audio and machine dictation and
translation. As mentioned earlier, these systems are composed of learnable layers that perform
non-linear transformations of data into a new feature space. Increasing the number of available
feature transforms, and hence increasing the capacity of the model, is generally accompanied by
increasing performance, provided the utilised regularisation scheme can prevent over-tting due
to the additional model capacity.
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Hence, the output from a layer of a feature learning algorithm such as an AutoEncoder, Restricted
Boltzmann Machine (RBM) or Sparse Code is most often of a signicantly higher dimensionality
than that of the input itself. Where some applications can have increases in the order of 30 to 6000
times the input size. This increase in the size of the representation means the subsequent layer
must then accept a high dimensional signal, drastically increasing the size of the layers parameter
space. However, learning in high dimensional spaces is dicult due to the high degree of possible
variability of the signal along with the additional computational2 and memory required. While
one may be tempted to approach this problem by utilising more CPU resources in some form of
clustered environment, the overall scaling is extremely poor and hence not a viable3 solution.4
A number of existing techniques deal with this increase in dimensionality by performing what
is known as receptive eld pooling5 (grouping the output of some features) or by spatial pooling6
(spatially grouping features of the same type). Systems implementing this receptive eld pooling
are then restricted to learn only specic groupings, while spatial pooling systems introduce cor-
relations among its learnt features and must attempt to pool in such a way that the information
lost is minimized.
The principle aim of this work is to explore techniques for reducing the size of the layer output,
while maintaining the performance of the system and hence enabling faster computational perfor-
mance on deeper networks. The primary motivation is to work towards developing unsupervised
Deep Learning systems that are more amenable to applications that are restricted in terms of their
available computational power, such as mobile robotics, smart phone and consumer-grade com-
puter hardware.
2Flops
3Viability of a solution can be rather uid depending on the desired application.
4This is in addition to the fact that a high dimensional problem may still result in a non-viable solution, either due
to over-tting or extremely slow convergence.
5This is explained further in Section 2.2.4.2.
6This is explained further in Section 2.2.4.1.
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1.3 Contributions
This thesis is primarily concerned with the creation of large scale unsupervised deep generative
models to produce state of the art performance within constrained computing environments. As
part of this, the contributions in this thesis have been developed while addressing the problems
of how to increase the representational capacity of latent spaces belonging to the layers of deep
learning systems, while simultaneously improving the scaling performance of such systems.
The principle contributions of this thesis are:
• The introduction of the explicit assumption that the learnt parameter/lter spaces of Deep
Networks are sampled from, or close to, a low dimensional manifold embedded in the high
dimensional input space. From this assumption, we empirically study the behaviour of vari-
ous encoding schemes from the perspective of manifold learning. With this perspective, we
produce a new coding method that allows hierarchical feature learning to scale according to
the latent dimensionality of the system, rather than the granularity of the parameter/lter
system. This is proposed as a method to increase the scale of latent spaces without requir-
ing receptive eld pooling. This analysis highlights that performing learning and coding on
independent patches creates undesirable redundancy by representing translation in both.
• Developing a Robust Convolutional Restricted Boltzmann Machine (rcRBM), equipped with
ReLU non-linearities, which extends the capacity of a binary convolutional Restricted Boltz-
mann Machine to a continuous state vector. Additionally a Convolutional Denoising Au-
toencoder (cdAE) model is developed which incorporates convolutional encoding with ReLU
non-linearities within an AutoEncoder model. Both the rcRBM and cdAE are assessed as
pretraining methods for Deep Convolutional Neural Networks and found to produce classi-
cation models with superior performance in both the low labelled and fully labelled cases.
Both the rcRBM and cdAE are shown to be capable of training large numbers of non redun-
dant convolutional lters in an unsupervised manner.
• Testing the previously developed unsupervised pretraining approaches against other fea-
ture learning techniques with real data from an outdoor mobile robotic platform. This in-
cludes developing a resampling method for converting presegmented non-uniform Velodyne
LIDAR data into a form suitable for use in feature learning models. Using this resampled
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data we compare the performance of pretrained convolutional networks to patch based fea-
ture learning techniques and existing hand engineered Velodyne features. In both cases the
learnt features improve performance in classication tasks, with the convolutional pretrain-
ing methods providing the largest improvement in classication performance.
• The development of a Stochastic Convolutional Matching Pursuit (SCMP) algorithm for
performing sparse coding within over-complete convolutional networks. The SCMP algo-
rithms ecacy is assessed using the Robust Convolutional Restricted Boltzmann Machine
(rcRBM) and Convolutional Denoising Autoencoder (cdAE). The algorithm is shown to pro-
duce highly sparse encodings from these convolutional models thereby facilitating embed-
ded models.
• An embedded convolutional model known as the Embedded Convolutional Network (ECN).
This model is developed by combining overcomplete convolutional models and SCMP ap-
proaches with the previously introduced embedding concept. These ECN layers are then
used to build a Deep Embedded Convolutional Network (DECN), and its properties are com-
pared with those of a Deep Belief network constructed from rcRBM layers. The structure
captured by the DECN closely matches that of the standard non embedded deep network,
but with a signicantly faster run time and memory footprint.
1.4 Outline
Chapter 2: Background
Chapter 2 covers background material related to feature learning, neural networks, deep
learning and dimensionality reduction, covering the key concepts addressed in this thesis
and their related mathematical machinery. The techniques reviewed within are especially
important for understanding the hybrid approach utilised in Chapter 3.
Chapter 3: Embedding Latent Spaces
Chapter 3 explores the ramications of the explicit assumption that the learnt parameter or
lter spaces of these networks are sampled from, or close to, a low dimensional manifold
embedded in the ambient space. From this assumption, we develop a method of embedding
the learnt lter space into lower dimensional spaces. We analyse the eect of the metric
used in determining the intra lter distances and the eect of increasing the level of over-
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completeness of the learnt lter space. We nd that increasing the density of the lter space
provides higher quality embeddings, but introduces many redundant copies of lters when
a patch based learning process is used. The analysis provided here demonstrates a serious
conict between the embedding process and pooling codes that contain translational redun-
dancies. We then examine the consequences of embedding redundant codes and how this
eects spatial pooling. We use this analysis to motivate a generative convolutional learning
model.
Chapter 4: Overcomplete Generative Convolutional Networks
Chapter 4 is primarily concerned with addressing the limitations discovered with the embed-
ding methodology introduced in Chapter 3. A new variant of the convolutional Restricted
Boltzmann Machine with Rectied Linear units, which we refer to as the Robust Convolu-
tional Restricted Boltzmann Machine (rcRBM) and a Convolutional Denoising Autoencoder
(cdAE), are then developed to overcome the limitations of pooling with a patch based learn-
ing approach. Modern stochastic gradient training methods are incorporated in order to
overcome potential gradient explosions associated with overcomplete recurrent type mod-
els. Both the rcRBM and cdAE are then shown to eectively learn large sets of overcomplete
lter sets, while avoiding translational copies or redundancies being present in the learnt
lters. These unsupervised convolutional models are then utilised as pretraining methods
to ensure good initialisation of Convolutional Neural Network (CNN) models. We show that
initialisation of this type produces favourable results, and in obtains gains in classication
accuracy on the order of 8% in the low labelled regime on the CIFAR10 dataset.
Chapter 5: Learning from 3D LIDAR
Chapter 5 applies a number of unsupervised feature learning techiques, including those
developed in Chapter 4, to 3D LIDAR data sampled with a Velodyne sensor. In order to utilise
these feature learning techniques, a preprocessing and resampling pipeline is developed to
transform sparse non uniform data into a suitable regularly sampled form. In both cases
feature learning techniques are found to outperform hand engineered features and benet
strongly from unsupervised pretraining, with the convolutional pretraining obtaining an
increase in performance of 5% on average.
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Chapter 6: Stochastic Convolutional Matching Pursuit
Chapter 6 revisits the encoding problems discovered in the analysis of Chapter 3. Here
a matching pursuit type algorithm is developed that operates on overlapping regions of
input. By developing an algorithm that is convolutionally aware of the local input space
interactions, it is possible to eciently encode the output maps of a convolutional model as
sparse code vectors. We examine two methods of producing these codes: in the visible space
of the model and the hidden space. The hidden space encoding method is found to produce
superior sparse codes with respect to input reconstruction and Kullback-Leibler divergence,
and is then used within the subsequent embedding framework discussed in Chapter 7.
Chapter 7: Embedded Convolutional Networks
Chapter 7 Develops the Embedded Convolutional Network (ECN). This is an extension of
the work presented in Chapter 3 and combines the earlier embedding process with the l-
ter spaces learnt with an overcomplete convolutional model and encoded with Stochastic
Convolutional Matching Pursuit in hidden space. We nd that the embedding process pre-
serves the structure of the underlying inputs (images) and allows ecient learning of the
subsequent lter spaces. These ECN layers are then stacked into a deep model to form the
Deep Embedded Convolutional Network (DECN). A comparison of the structure of the l-
ters learnt from the embedded space and lters learnt on a standard lter space reveals that
the embedded lter spaces are able to learn a similar structure to that learnt in a Deep Belief
Network.
Chapter 8: Conclusion
Chapter 8 is a complete summary of Chapters 3-5 and provides an exposition of potential
future work and contributions following this work.
Chapter 2
Background
This chapter presents an overview of the modelling techniques related to those utilised throughout
this thesis. A brief motivation for learning unsupervised representations suitable for classication
tasks is given, along with a review of models belonging to the eld of Deep Learning. We then
review the preprocessing, encoding and feed forward systems that have proven successful in multi-
layered classication systems. Finally, we broadly review dimensionality reduction and manifold
learning techniques that are an essential component of the techniques developed within this the-
sis. Each section presented here is largely independent allowing them to be read separately if so
desired.
2.1 Supervised and Unsupervised Learning
In supervised learning we desire a model p(y|x) that can predict a required output y from our
given input x. To learn this model we typically t some function f(x; θ) that maps our input to
our desired output y. In order to do so, we optimise a loss function L to minimise the expected
loss on our training data. Of course we require training data consisting of input and output pairs
(xi,yi), i = 1, ...m to train the function, which are typically expensive to obtain.
Unsupervised feature learning aims to discover a transformation of the input space that facilitates
the requirements of the user without the presence of labelled input-output pairs. Feature learning
has been applied to many tasks such as data synthesis, denoising and classication. In the case
of classication, we desire a feature mapping φ(x) that makes the data more amenable to existing
supervised classication techniques such as a Support Vector Machines [23] (SVMs).
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The question regarding the form of the mapping φ is an area of ongoing research. Here we will
review hierarchical modelling techniques known as Deep Learning and a number of single layer
feature learning techniques that are related to, or are used to initialise Deep Learning models. In
particular we shall review how they relate to image data, along with the assumptions made when
performing this modelling.
2.1.1 Deep Learning
Deep Learning refers to the process of learning the parameters of a family of models composed
of sequences of non-linear transformations. These Deep Models are attractive as they have been
shown to be capable of learning ecient representations of any function [10, 11] by building new
representations from existing intermediate representations. Prior to work of Hinton et.al [43, 44]
Deep Networks were somewhat restricted to a fully supervised network known as Convolutional
Neural Networks [67] that utilise a highly constrained weight sharing architecture. The work of
Hinton et al. [44] provided a more general architecture for training Deep Networks with signi-
cantly smaller sets of labelled data. This training scheme pretrained each layer in the hierarchy to
model the distribution of its input.1 Once a layer had been greedily pretrained, its output was used
as the input to the next layer. Once each layer of the network had been pretrained the network
was ne tuned to the required classication task by the backpropagation of classication error.
A number of building blocks have been utilised when constructing Deep Networks, some of the
more successful approaches have been Deep Belief Networks (DBNs) initialised with Restricted
Boltzmann Machines (RBMs) [66, 110], Spike and Slab Neural Networks [38] using layers of neural
networks trained with a spike and slab sparsity prior, as well as Hierarchical Matching Pursuit [17]
which stacks layers of Matching Pursuit encoders coupled with a Spatial Pyramid. Other hierar-
chical models include Maxout Networks [39] and Stacked Denoising Autoencoders [112] which
both create networks composed of layers of their namesake.
While this is not an exhaustive list of the techniques used in the literature to pre-train Deep Models,
it does encompass a majority of the techniques used when creating such models.
1Typically by a reconstruction based loss function.
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2.1.2 Sparse Representations
Sparse representations assume that a given signal2 x will admit a sparse representation c ∈ RK
over some dictionary B ∈ RD×K with K ≥ D. When K  D we say that the dictionary
is overcomplete. The vector c is referred to as sparse when most of the coecients are equal or
close to zero. Then if the vector admits a sparse representation over a given dictionary B it can
be represented with a linear combination of only a small number of elements of B. We can then
write,
x = Bc (2.1)
When it is known or assumed that a given signal is amenable to a sparse decomposition, the
coecients c are calculated by solving a problem of the form,
c∗ = arg min
c∈RK
g(c) (2.2)
subject to ‖x− Bc‖22 ≤ η
The function g : RK → R is a function that measures the level of sparsity in the coecient vector
c. A popular choice of g is the lp-norm,
‖c‖p :=
(∑
i
|ci|p
) 1
p
0 < p ≤ 1 (2.3)
The sparse coding problem outlined above assumes that the dictionary B is given. Various dic-
tionary types have been proposed based on dierent assumptions regarding the signal at hand,
including Discrete Cosine Transform (DCT) [5], Bandlets [65], Curvlets [104] and random dictio-
naries [32] to name a few. However, dictionaries that have been learnt from the underlying signal
have proven to perform better in denoising, image reconstruction [32] and classication [74] with
the same or fewer coecients.
Dictionary learning aims to discover an appropriate dictionary for the specic class of signals
under consideration. Such dictionaries are learnt from a representative training set. When the
problem in Equation (2.2) is modied to also include minimisation over a dictionary it becomes
non-convex. Typical approaches to solving this problem involve separating the phases of sparse
2In the case of this thesis the focus is on natural images
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coding given a dictionary and dictionary discovery given a set of sparse codes. This process is
known as block coordinate relaxation [2, 32, 74, 87]. Dierent forms of this basic relaxation tech-
nique appear in probabilistic dictionary learning schemes [122] and clustering type schemes such
as k-means and K-SVD [4].
2.1.3 k-means
The k-means clustering algorithm performs a similar task to the sparse coding algorithm in Sec-
tion 2.1.2. However the code vector is typically constrained to have only one active element per
data point. The objective of the k-means algorithm is to discover a set of K cluster centres that
best minimizes the following square loss,
min
M,Z
N∑
n=1
K∑
k=1
1 [zn = k] ‖xn − µk‖22 (2.4)
The clusters are characterised by their means, M = {µk}Kk=1 where µk ∈ RD . Each observation
from the dataset X = {xn}Nn=1, x ∈ RD is assigned to a cluster centre via a set of indicator
variables Z = {zn}Nn=1, the term 1 [·] is an indicator term that evaluates to 1 when the interior
expression is true and to 0 when false. This can be written in a form more in line with the sparse
coding representation,
min
B,C
N∑
n=1
K∑
k=1
‖xn − Bck‖22 (2.5)
Where the dictionary B is the set of cluster centres and the indicator vectors (cluster assignments)
are stored in the one hot3 codes c. The loss function in Equation (2.4) is updated in two stages, the
rst being the cluster assignment step assigning observations to their closest cluster centre,
zn = arg min
k
‖xn − µk‖22 (2.6)
Once the cluster assignment variables have been updated, the cluster centres are updated by taking
the arithmetic mean of the observations assigned to that cluster as follows,
µk =
∑
m 1 [zn = k] xn∑
m 1 [zm = k]
(2.7)
3A one hot code refers to a binary vector that has a single active state corresponding to a single class
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These two steps are iterated until Equation (2.4) has converged. An extension to the hard cluster
assignment of the k-means algorithm is the soft or probabilistic cluster assignment p(zn = k|xn).
These probabilistic cluster assignments also allow the clustering algorithm to assign dierent
weightings to dierent directions in the observation space, essentially leading to the Gaussian
Mixture Model.
2.1.4 Gaussian Mixture Model
A Gaussian Mixture Model (GMM) models a dataset X as a mixture of parametric (in this case the
Gaussian) distributions [14].
xn ∼
K∑
i=1
piiN (xn|µk,Σk) (2.8)
Where the parameters pik ∈ [0, 1] and sum to one. In order to explicitly assign the observation to
a cluster an additional latent variable zn is introduced. This produces a conditional relationship,
p(xn|zn) =
K∏
i=1
N (xn|µk,Σk)1[zn=k] (2.9)
This latent variable is modelled as a categorical distribution, hence the joint data likelihood be-
comes,
p(X|Z) =
N∏
n=1
Cat(zn|pi)
K∏
i=1
N (xn|µk,Σk)1[zn=k] (2.10)
This joint likelihood can then be optimised using Expectation Maximization algorithm. For more
details please see Bishop [14]. The optimisation of the GMM tends to converge to local maxima of
the likelihood function and this, coupled with the additional parameter updates required to model
the full covariance of each Gaussian has meant that the GMM is not favoured for feature learning
in high dimensional spaces (such as image data). An alternative approach to the GMM for learn-
ing a density model of the data is the family of energy based models. These models do not require
maintaining a high dimensional covariance matrix and are simple to optimise. Of these, one of the
most successful models has been the Autoencoder.
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2.1.5 Autoencoders
The Autoencoder has been one of the most successful building blocks for unsupervised layer wise
pretraining of Deep Networks. An Autoencoder learns a composition of an encoding function
f(·; θf ) and decoding function g(·; θg) that recovers the input. The encoder transforms the input
vector x ∈ RD into a hidden representation h ∈ RK . A typical implementation of the encoder
function is the sigmoid function,
h = f(x; θf ) =
1
1 + exp (−Wfx + bf ) (2.11)
Where θf = [Wf ; bf ]. In the undercomplete variant of the Autoencoder, the hidden representation
is constrained to be smaller than the input, that isK < D, constraining the size of the hidden layer
prevents the encoder from learning the identity function.
The decoder operates in a similar manner and operates on the hidden representation h,
x˜ = g(h; θg) =
1
1 + exp (−Wgh + bg) (2.12)
Where θg = [Wg; bg]. The overall cost for the Autoencoder is the squared reconstruction cost with
an additional weight penalty,
LAUTO(W, b) = 1
n
n∑
i=1
(
1
2
‖x˜i − xi‖2
)
+ λ
∑
ij
‖Wij‖2 (2.13)
=
1
n
n∑
i=1
(
1
2
‖g(f(xi; θf ); θg)− xi‖2
)
+ λ
∑
ij
‖Wij‖2 (2.14)
The Autoencoder is then typically trained by Stochastic Gradient Descent on minibatches4 of input
data. The required gradients are simple to derive and are not included here.
Sparse Autoencoder
An alternative to the undercomplete representation learnt by the Autoencoder is to learn an over-
complete sparse representation. The Sparse Autoencoder [49, 69, 70] minimises the same cost as
in Equation (2.13) with an additional sparsity cost, shown in Equation (2.15). This sparsity cost
4Small groups of data from the input distribution
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causes the network to constrain the number of active hidden units so that the average activation
approaches the desired activation level ρ.
LSparse(W ; b) = LAuto(W, b) + β
K∑
j=1
KL(ρ‖ρ˜j) (2.15)
The value for ρ˜j is calculated from the average activation over a batch of m training examples,
ρ˜j =
1
m
m∑
i=1
hj(xi) (2.16)
The KL divergence between the desired sparsity ρ and the current estimated sparsities ρ˜j is treated
as the KL divergence between two Bernoulli random variables as in Equation (2.17).
KL(ρ‖ρ˜j) = ρ log ρ
ρ˜j
+ (1− ρ) log 1− ρ
1− ρ˜j (2.17)
Again the Sparse Autoencoder is trained by Stochastic Gradient Descent, the required gradients
are simple to calculate and are not included here.
Denoising Autoencoder
Another notable variant of the Autoencoder is the Denoising AutoEncoder (dAE). The reconstruc-
tion criteria of the Autoencoder remains the same, however the input to the encoding function is a
noisy version of the input data. That is x ∼ C(X˜|X) where C is a corruption function. The dAE
then learns to reconstruct the clean input from the noisy input data. The log loss can be written
as Equation (2.18),
L(θ) = −E
[
logPθ(X|X˜)
]
(2.18)
A related Autoencoder Model known as the Contractive AutoEncoder (CAE)[95, 96] applies a reg-
ularisation penalty that encourages the hidden representation (features) to be invariant to small
changes in the input. When this factor is coupled with the reconstruction objective, it causes the
representation to remain sensitive to only a few directions along the data manifold and remain
largely insensitive to directions orthogonal to the manifold. This invariance is exploited in [94]
to create an unsupervised version of the Tangent Prop classier [101]. The authors show that en-
couraging Autoencoders to learn representations that are robust to variations orthogonal to the
data manifold, causes it to learn codes that are necessarily local (and hence sparse).
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In order to provide a probabilistic interpretation of what the regularized reconstruction error of the
DAE is actually learning, a number of authors have analysed the DAE under various assumptions.
By examining the DAE criterion from a score matching perspective, Vincent [111] were able to
show that a DAE estimates a form of a regularized score matching (derivative of the log density
of underlying data distribution). The CAE is Generalized in [6] and [13] to show that DAEs
implicitly recover the data generating density when a contractive penalty is utilised. We shall
exploit this implicit data manifold construction further in Chapter 3. For a more complete review
of Denoising Autoencoders and additional sampling properties please see [12] and [6].
2.1.6 Restricted Boltzmann Machines
A Restricted Boltzmann Machine (RBM) is a binary stochastic neural network, that models the
joint probability distribution between a binary input v and the hidden (or latent) code h with an
exponentiated energy function of the following form,
p(v, h) =
exp (−E(v, h))
Z
(2.19)
Where E(v, h) is an energy function of the form,
E(v, h) = −
∑
ij
Wijvihj −
∑
i
aivi −
∑
j
bjhj (2.20)
And Z is the normalization constant or partition function. This partition function is in general
intractable due to the summation over an exponential number of possible joint congurations, see
Equation (2.21), and approximations must be used when training.
Z =
∑
v′,h′
E(v′, h′) (2.21)
As with the fully connected Boltzmann machine, the model can be trained by Maximum likelihood
learning. The likelihood function is written as Equation (2.22).
log p(v|θ) = log
[
1
Z
∑
h
exp(−E(v, h))
]
= log
∑
h
exp(−E(v, h))− log
∑
v′,h′
exp(−E(v′, h′))
(2.22)
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Performing dierentiation reveals that the gradient of the log likelihood is proportional to the
dierence of the expectation with respect to the data distribution and the expectation with respect
to the models equilibrium distribution.
∂p(v|θ)
∂θ
= −
∑
h
p(h|v)∂E(v, h)
∂θ
+
∑
v,h
p(v, h)
∂E(v, h)
∂θ
(2.23)
For example, Equation (2.24) is the gradient of the weight matrixW . However, sampling from the
model equilibrium distribution is very dicult, a popular approximation to the full gradient is to
draw only a few samples from the model via contrastive divergence [43],
∆Wij = 〈vihj〉data − 〈vihj〉model (2.24)
As with the Autoencoder models in Section 2.1.5, there exist dierent variants of the training
objective of the RBM. A popular method is to form a sparse RBM by appending a sparsity cost
as in Equation (2.15). The additional sparsity penalty results in more spatially localised features,
rather than larger lters attempting to model a more global structure. For example, sparse lters
learnt from images of hand written digits correspond to stroke like pattern of digits rather than full
digit like templates in conventional RBMs. This specialisation of lters to smaller spatial regions
increases their generalisability as part-like lters are less sensitive to unrelated changes in the
input.
2.1.7 Coding Methods
In this section we review a number of popular methods utilised in the literature that are can be
used with the representations learnt in the above models. In the following we consider encodings
of an input vector x. Let X = [x1,x2, ...,xn] ∈ Rn×D be a set of n, D-dimensional vectors
of features extracted from an image. And B = [b1,b2, ...,bK ] ∈ RD×K be a dictionary of K ,
D-dimensional basis vectors (or codebook elements or atoms). Let C = [c1, c2, ..., cn] be the
corresponding encoded representation of X after application of the coding schema with B.
The coding procedures presented here have been utilised in the literature as either approximations
to the desired training scheme or have been found to yield encoded representations that produce
good classication results.
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Matching Pursuit and Orthogonal Matching Pursuit
Matching Pursuit (MP) and its orthogonal variant, Orthogonal Matching Pursuit (OMP) are both
common sparse signal approximation techniques. These techniques are a greedy solution to the
sparse signal reconstruction problem. Given a dictionary B, Matching Pursuit iteratively projects
the current residual (initially the original signal) onto the dictionary and removes the most re-
sponsive element at its response level from the signal. This is repeated until the energy or norm of
the residual is below a threshold or k components are selected. The Matching Pursuit algorithm is
shown in Algorithm 1. The Orthogonal Matching pursuit algorithm follows a very similar princi-
Algorithm 1 Matching Pursuit Algorithm
1: procedureMatchingPursuit( X,B, k )
2: R1 ← X
3: while ‖Rn‖ < threshold or n < k do
4: gn ← arg max
g
|〈Rn, Bg〉|
5: I ← ( I, gn )
6: an ← 〈Rn, gn〉
7: Rn+1 ← Rn − anBgn
8: end while
9: return {an}, I
10: end procedure
ple, however the coecients of the residuals are orthogonalised after the introduction of each new
residual. This re computation of the residual on the orthogonal projection of the current signal
support prevents the algorithm from adding many small coecients essentially "in the noise" of
the signal. The general Orthogonal Matching Pursuit algorithm is outlined in Algorithm 2.
Algorithm 2 Orthogonal Matching Pursuit Algorithm
1: procedure OrthogonalMatchingPursuit( X,B, k )
2: R1 ← X
3: while ‖Rn‖ < threshold or n < k do
4: gn ← arg max
g
|〈Rn, Bg〉|
5: I ← ( I, gn )
6: aI ←
(
B>I BI
)−1
BIx
7: Rn+1 ← X −BIaI
8: end while
9: return aI , I
10: end procedure
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Soft Threshold Coding
Soft thresholding produces a response vector that only includes elements above the given threshold
as follows,
φi = max
[
0, Bi>x− α
]
(2.25)
The thresholding parameter α must be set manually, this is typically set by cross validation [22].
An alternative to setting the threshold value manually is to either set a desired sparsity so that
only a smaller number of code elements remain active, or set the value so that only coecients
greater than the mean activation remain active.
Triangle Coding
Triangle coding is a form of soft thresholding that inhibits the activation of code elements that are
further than the mean distance of each cluster to the input.
φi = max [0, µ (v)− vi] (2.26)
Where vi = ‖x − Bi‖ Rather than produce an activation based on the inner product of the dic-
tionary elements and the input, the Euclidean distance is utilised. Triangle coding may also use a
manually set threshold as in the Soft Threshold coding.
2.2 Applications to vision
While the models and approaches described above are all powerful methods for learning unsu-
pervised representations of images, they are typically accompanied by various image processing
methods to ensure rapid convergence or tractability. A popular method of learning these mod-
els involves independently learning successive layers of hierarchical feature representations in a
greedy manner. A sketch of this general pipeline is shown in Figure 2.1. Additionally, rather than
ImageLinear ClassiﬁerImage Layer 1 Layer n Class LabelI
Figure 2.1 – General Layer wise processing.
attempt to model the entire image space all at once, a common paradigm is to replicate the model
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in question over the image and feed the outputs of each position as a feature vector into the lin-
ear classier. This convolutional approach is discussed further in Section 2.2.2. Before a feature
hierarchy can be utilised to process images, the feature representations within each layer must
be learnt from the data. Unsupervised layer wise approaches may be performed in two stages:
Learning and Processing.
Learning
The steps taken when performing unsupervised learning of model parameters from image data
can be broadly categorised into the following steps:
• Extract patches from random locations, or convolutionally process an unlabelled image
• Apply preprocessing to the extracted data.
• Learn a feature representation from this data.
Processing
Once a layer has learnt the model parameters θ, the layer is then required to perform processing
of its input. This processing can be categorised into the following steps:
• Apply an encoding φ to locations in an image
• Pool the output encoding to reduce the spatial size and/or length of the feature vector
These layers contain sub components that each process the input image incrementally. A break-
down of a typical layer is shown in Figure 2.2. The pooling process may be interpreted as an
independent layer or included as a subcomponent of a conceptual layer. The output of each layer
is then used as input to the subsequent layer where the feature learning stage is then repeated.
While not strictly necessary, it is often computationally benecial to process and store the dataset
being used after each layer of feature learning. This saves computing the previous layer feature
representations during the learning of each additional layer. Each of these layer sub stages are
described in more detail below.
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Preprocess
Extract Patches
Encode
Pool
Figure 2.2 – Sub components of a Layer.
2.2.1 Patch Extraction
The initial component of learning in a feature hierarchy requires an underlying dataset from which
to learn. In some instances it is desirable to perform learning on independent data patches ex-
tracted from images. In constructing this patch dataset, we typically extract n patches from a set
of unlabelled images at random. A patch is dened as a w1 ×w2 sub region within an image with
c channels (matching the number of channels of the input image). Each of these n patches are
attened to create a vector xi ∈ RD where D = w1×w2× c. Stacking each of these patch vector
produces a dataset X ∈ Rn×D .
2.2.2 Convolution and Parameter Sharing
A popular approach to processing images in computer vision involves convolving an image with a
model or set of lters. The image space is eectively tiled with this model, dramatically reducing
the size of the model parameter space. This parameter sharing is also referred to as weight tying.
In order to convolutionally apply a model that learns local statistics of a given patch (w1 × w2)
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the image patch is sampled at uniform strides (s1 × s2) from the underlying image.5 The model
is evaluated on the eective patch6 at this location and produces an output code. The relationship
between patch size w and the stride s is shown in Figure 2.3.
Figure 2.3 – Denition of width and stride in images
This process describes the convolutional application of a model, not the strict denition of convo-
lution. An example of a digit and an animal that have been broken into overlapping patches with
a uniform stride is shown in Figure 2.4.
Figure 2.4 – Example of images sampled as patches of size (6, 6) with a stride of one. The original
image is inset in the top left
2.2.3 Preprocessing
Before performing learning on visual data it is common to perform a number of preprocessing
stages either at the image level (on raw pixel values) or at intermediate stages of a feature learn-
5Typically s1 = s2 and w1 = w2
6An eective patch refers to the (w1 × w2) patch that the model is currently evaluating.
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ing hierarchy [50, 55]. These preprocessing stages correspond to applying prior knowledge to the
signal in question. In the case of the learning algorithms applied to visual data, the preprocess-
ing stages assist in increasing the rate of convergence of the algorithms by enforcing a prior on
the data. For certain algorithms this preprocessing stage will not be essential in learning a useful
feature set (as is the case for Sparse Autoencoders discussed in Section 2.1.5), but for others pre-
processing is essential to learning a useful set of features (such as the kmeans, see Figure 2.6 for
a feature comparison).
2.2.3.1 Contrast Normalisation
Contrast normalisation rst removes any DC oset present in the signal (by removal of the mean
µ of the image patch). Followed by a patch-wise normalisation by the variance σ of the patch.
This corresponds to,
fˆ (i) ← f
(i) − µ (f (i))
max
{
µ (σ) , σ(i)
} (2.27)
Local contrast normalisation is a standard procedure in feature learning hierarchies and its appli-
cation has found to increase performance in certain models [38, 50, 55].
2.2.3.2 Whitening
The process of whitening a signal removes the linear correlations between dimensions of the set
of signals. It has been noted that pre-whitening a signal before attempting any feature learning
increases both the convergence rate and the variety of features learnt [22]. By applying whitening
to the signal, the axes of variation within the data are all normalised to have a standard deviation
of one.
In the case of using k-means feature learning, the application of whitening has perhaps a more
obvious eect in both a geometric and spectral sense7. Geometrically, by causing the data to
have a spherical distribution, the k-means algorithm can evenly pack the data space with the
spherical centres. Once the unwhitening is performed, these centres are reshaped according to this
transform. This eectively allows the k-means algorithm an additional degree of freedom in the
shape of the centres. While simultaneously assigning equal importance between each dimension
7Distribution of frequencies within the image
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of the signal. The geometric eect of whitening a signal on k-means is most easily visualised in
the following Figure 2.5a.
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(a) k-means centres learnt on non whitened
gaussian data.
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(b) k-means centres learnt on whitened gaussian
data and reprojected to the unwhitened
space.
Figure 2.5 – The eect of the whitening transform on k-means centres. The red ellipse represents
the standard deviation of the data. The radius of the centres is half the distance to the nearest
neighbour.
The eect of whitening is also evident in the spectrum of the signal due to the whitening trans-
form causing the auto-correlation of the signal to have a uniform energy spectral density. This
corresponds to each component of the Fourier spectrum having equal power. For visual patches
this means that the high frequency components have equal contribution to the reconstruction
as the low frequency or DC components. The dierence in the features learnt with and without
the whitening transform can be seen in Figure 2.6. The whitening transform has clearly caused
the clustering algorithm to learn a wider variety of components, rather than a majority of low
frequency edges.
2.2.4 Pooling
Pooling aims to reduce the size or dimension of an output code through the application of an
operator. A pooling operation acts on a collection of codes C = {c1, · · · , cn} and can be written
as,
cˆ = P(C) (2.28)
Generally there are three main types of pooling operation used in the computer vision commu-
nities, Spatial Pooling, Receptive Field Pooling and a hybrid between the two which may also be
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(a) k-means features from natural image patches (b) k-means features from whitened natural im-
age patches
Figure 2.6 – The eect of the whitening transform on k-means features learnt from natural image
patches, best viewed in colour.
referred to as Receptive Field Pooling, however we will use the term Hybrid Pooling to ensure an
easy distinction between the three types.
As the technique of pooling outputs spans various elds, there is a variety of dierent nomencla-
ture utilised in computer vision and machine learning. When referring to the use of pooling in
Restricted Boltzmann Machines (RBMs) the input at the visible layer is often given the designation
v and the output encoding of the hidden layer is given the designation h. These two variables
are conceptually equivalent to x and c from the sparse coding literature. Here we shall prefer the
sparse coding notation.
Within these types of pooling, there are three main operator types in use, including Max Pooling,
Mean Pooling and Probabilistic Pooling. These operator types are examined in more detail.
2.2.4.1 Spatial Pooling
Spatial Pooling reduces the size of an output from a specic spatial region within an image or
video sequence. This operation treats each code position (element) within a region independently,
as illustrated in Figure 2.7.
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Figure 2.7 – Left: A spatial pooling operation over a 3 × 3 neighbourhood with two overlapping
regions at a stride of 2. Right: The pooled output codes.
The elements Cij refer to features at position i, j. In each diagram the top most layer (in blue)
corresponds to the rst element of each vector.
The selected operation is then performed over the code elements ck of each pixel coordinate (i, j).
Max Pooling
Max pooling takes the element wise max of the individual code elements. The max pooling op-
erator is the most commonly utilised pooling operator and generally produces higher performing
classication results when the dictionary used is over-complete. This operation can be written as
acting on the code vectors within a region R, indexed by i,
cˆR =
[
max
i∈R
|c1,i|, · · · ,max
i∈R
|cK,i|
]
(2.29)
The max pooling of sparse codes in a region can provide invariances to small ane transformations
of the input [19, 50] which may assist in learning subsequent feature representation. Boureau et al.
[19] have also shown that if the code vector elements are distributed as a Laplace distribution, then
the max pooling operation maximally preserves the class conditional probabilities. This ensures
that the separation of the class specic features remains in tact after pooling.
Mean pooling
Mean pooling takes the mean activation of the individual code elements to produce the output.
This operation is generally more successful when the dictionary used is small and can be written
2.2 Applications to vision 27
as,
cˆR =
[
mean
i∈R
|c1,i| · · · ,mean
i∈R
|cK,i|
]
(2.30)
Probabilistic Max Pooling
The primary method of performing probabilistic max pooling is to model the activation of a pooling
unit as a conditional probability. These probabilities are typically modelled in pairs, the probability
of the code activation and the probability of the pooling units activation [70]. In Equation (2.31),
the term I(hk(i,j)) = bk + (Wk ∗ v)ij refers to the encoding of an input v. As the code contains K
latent variables they are indexed by k. The pkα refers to the pooled output of the block α the size
of which is predetermined.
P (hki,j |v) =
exp(I(hkij))
1 +
∑
(ia,ja)∈Bα exp(I(h
k
ia,ja))
(2.31)
P (pkα = 0|v) =
1
1 +
∑
(ia,ja)∈Bα exp(I(h
k
ia,ja))
These softmax style weightings are used as the probability of activations in a binomial distribution.
2.2.4.2 Receptive Field Pooling
Receptive eld pooling combines elements within a code vector to produce codes of typically
shorter length. In contrast with Spatial Pooling in Section 2.2.4.1 the pooling operation does not
reduce the spatial coverage of the coded area. This is illustrated in Figure 2.8.
C P
Figure 2.8 – A pooling operation over code elements only. Each pooling unit is connected to dif-
ferent select code units which may be selected randomly or according to some criteria such as
co-activation.
The receptive eld pooling operations are typically the same as discussed in Section 2.2.4.1. The
formation of overcomplete sets of receptive eld poolings results in an increase in the size of the
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output code vector.
Learning Spatial and Receptive Fields
Rather than enforce square spatial pooling regions, Jia et al. [51] learnt an overcomplete set of
rectangular pooling regions. By learning the class specic parameterisation of the spatial pool-
ing region they were able to learn class specic discriminative pooling operations that slightly
improved their performance on tested datasets.
Similarly, Coates and Ng [21] select receptive eld pooling regions by grouping together lters
that have a correlation in their squared output. Rather than attempt to nd the optimal set of
features, they greedily select a subset and group the activations of the closest set of features. Both
of these methods rely on reducing the dimensionality of the output coded image by using either a
similarity measure as in [21] or a discriminative signal as in [51].
2.2.4.3 Hybrid Pooling
The pooling of both spatial codes and across receptive elds is sometimes referred to as receptive
eld pooling. To ensure a distinction is made, we refer to the combined spatial-receptive pooling as
hybrid pooling. The hybrid pooling operates over contiguous spatial regions and selected receptive
elds. This is illustrated in Figure 2.9.
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Figure 2.9 – A pooling operation over both a spatial region and multiple code elements. This combines
principles from both spatial and receptive eld pooling. Only the connections between the pooler
P11 are shown for clarity.
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These pooling methods have exploited either the similarity of the learnt lters 8 appearance and co-
activation or their within image locality in developing receptive and spatial pooling algorithms.
Another set of related techniques for relating the lters have been developed which explicitly
dene the receptive eld structure of the lters before learning commences. These Topological
approaches are reviewed in Section 2.3.
2.2.5 Convolutional Restricted Boltzmann Machines
The convolutional RBM extends the binary RBM presented in Section 2.1.6, to allow weights to
be shared amongst all locations in an image. This weight sharing and convolutional structure
signicantly reduces the number of model parameters required, by removing the redundancies
that exist when attempting to learn features across all spatial locations of an image. However, this
reduction in model parameters comes at the cost of introducing additional coding parameters in
the form of additional latent variables, or hidden units.
For clarity, we make use of the same notation as in [70] along with the same simplifying as-
sumptions.9 To improve readability, we assume that the input images are NV × NV arrays of
binary units. Similarly, we assume that each of the K lters in W being learnt is an equally sized
NW ×NW array that is shared across each of the hidden units in a group. Throughout this thesis
we shall use ∗ to denote convolution and • to denote the vector dot product. Spatially arranged
sets of hidden units are written as capital H and when a spatial arranged set of weights is to be
reversed in both spatial directions it is written with a tilde, such as W˜ or H˜ .
As with the convolutional structure utilised in Section 2.2.2, the size of the hidden layer is a func-
tion of the input sizes, lter sizes and stride. As each hidden unit corresponds to a stepping over
the visible units, this results in a hidden output of V1−W1+1s1 × V2−W2+1s2 , where V corresponds to
the input dimension, W the lter dimension and s the stride. As we are utilising a stride of 1 the
resulting output NH = NV − NW + 1 per spatial dimension. As there are K lters, our hidden
layer is a NH ×NH array of K binary groups resulting in a total of N2HK hidden units. Each of
the K groups has a hidden bias bK and all visible units share a bias c.
8Also often referred to as a basis
9We assume simple binary units here. It is trivial to exchange this for Gaussian units.
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The energy function of a convolutional RBM is dened as follows,
P (v, h) =
1
Z
exp (−E(v, h)) (2.32)
E(v, h) = −
K∑
k=1
NH∑
i,j=1
NW∑
r,s=1
hkijW
k
rsvi+r−1
j+s−1
−
K∑
k=1
bk
NH∑
i,j=1
hkij − c
NV∑
i,j=1
vij (2.33)
The key dierence introduced in this model, when compared to the standard RBM introduced
in Section 2.1.6 is the signicantly smaller receptive eld W krs. In addition to this, each of these
shared locations corresponds to a hidden unit hkij . When using the notation introduced earlier, the
energy function can be written as,
E(v, h) = −
K∑
k=1
hk • (W˜ ∗ v)−
K∑
k=1
bk
NH∑
i,j=1
hkij − c
NV∑
i,j=1
vij (2.34)
This spatial structure can be seen in Figure 2.10 where an example RGB image appears at the
visible layer. Each hij unit in the hidden layer corresponds to one receptive area of the visible
eld. The additional pooling structure is discussed in Section 2.2.6. In the models current state,
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hijk
pα1
hij1
p1
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NV
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NW
Figure 2.10 – Graphical representation of a single layer of a cRBM. The visible input is a RGB image,
each detection map Hk is shown in yellow, the corresponding pooling groups are shown in blue.
we can determine the gradients for the model log likelihood as outlined in Section 2.1.6, using the
form,
∂ log p(v|Θ)
∂Θ
= −
∑
h
p(h|v)∂E(v,h)
∂Θ
+
∑
v,h
p(v,h)
∂E(v,h)
∂Θ
(2.35)
where Θ corresponds to any of the model parameters in question. The corresponding contrastive
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divergence approximation with k (CDk) is then,
CDk(Θ, v
(0)) = −
∑
h
p(h|v(0))∂E(v
(0),h)
∂Θ
+
∑
h
p(h|v(k))∂E(v
(k),h)
∂Θ
(2.36)
The superscript (n) term refers to the value of that parameter at the nth iteration of CDk. Taking
the gradient of this model then results in the following updates for the model parameters,
∆W k =
1
N2H
(
H˜(0),k ∗ V (0) − H˜(n),k ∗ V (n)
)
(2.37)
∆bk =
1
N2H
(
H˜(0),k − H˜(n),k
)
(2.38)
∆c =
1
N2V
∑
ij
(
V
(0)
ij − V (n)ij
)
(2.39)
This gradient calculation, along with any forward or reverse propagation in the model, requires
calculation of the conditional probabilities. The derivation of these equations are included in Ap-
pendix A and results in the following conditional probabilities,
P (hkij = 1|v) = σ((W˜ k ∗ v)ij + bk) (2.40)
P (vij = 1|h) = σ((
∑
k
W k ∗ hk)ij + c) (2.41)
Where σ is the logistic sigmoid function. When calculating the gradients in this model, we make
use of mean eld approximations10, rather than performing block gibbs sampling. As the model
currently stands, it is highly over-complete in the spatial representation of the image as each pixel
is now over-complete by a factor of ≈ KN2w. To constrain this spatial over-complete represen-
tation Lee et al. [70] introduce spatial constraints in the form of probabilistic pooling (see Sec-
tion 2.2.6) and additional lter constraints in the form of a sparsity penalty. The sparsity penalty
penalises the mean conditional expectation of the hidden units from a given value ρ. This regu-
lariser is applied to the biases of the hidden units only and is of the form,
Rb = λ
2
∑
minibatch
‖ρ− 1
N2H
∑
ij
P (hkij |v)‖2 (2.42)
10Use the expected value from p(h|v)
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and results in an additional adjustment to the hidden biases,
∆bk = λ
∑
minibatch
ρ− 1
N2H
∑
ij
P (hkij |v)
 (2.43)
The λ term corresponds to the weight of the sparsity regulariser, and the minibatch refers to the
set of training examples used in the stochastic update.
2.2.6 Probabilistic Max Pooling
A key aspect of the Convolutional Restricted Boltzmann Machine (cRBM) architecture introduced
in [70] is a probabilistic method of performing max pooling. The purpose of the pooling layer is
to reduce the spatial size of the representation contained in the detection layers Hk. To reduce
the spatial size of each detection layer, a corresponding pooling layer is added to the cRBM. Each
binary pooling unit pkα is connected to a group of neighbouring units in the hidden layer. In this
work and that of [70], the blocks of units are non overlapping, so that hidden units from a detection
layer belong to a single block.
More formally, for each detection layer in the cRBM, a pooling layer is added that connects each
pooling unit pkα to a block of hidden units within the corresponding map. If the pooling layer P
containsNP×NP binary units, each pooling layer reduces the representation of the corresponding
hidden layer Hk by a factor of C along each dimension. The factor C is usually a small integer
value such as 2 or 3.
The pooling units enforces the constraint that only a single detection unit within a block may be
active, and if a detection unit is active, then the associated pooling unit is also active. This involves
adding an additional state (representing the pooling unit as o), to a region in the hidden output
map. This group of units may then be sampled as a multinomial if the pooling o unit is sampled.
This then allows the entire block of units to be o. Hence the group activation is sampled as a
multinomial with C2 + 1 states, one for each of the detection units being on, and the additional
state representing all units as o.
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The energy function is then,
E(v, h) = −
∑
k
∑
i,j
(
hki,j(W˜
k ∗ v)i,j + bkhki,j
)
− c
∑
i,j
vi,j (2.44)
s.t.
∑
i,j∈Bα
hki,j ≤ 1, ∀ k, α (2.45)
This constraint within the blocks reintroduces dependency structure between the units contained
within that block. This causes the calculation of the probability of activation to couple, causing
the conditional probability of a hidden unit to depend on those within its block. This calculation
is present in Appendix A.0.1 and can be contrast with Appendix A.0.2, the standard calculation of
the non coupled conditionals, both the multinomial or ReLU sampling methods are eective when
learning the cRBM.
If we abbreviate the bottom up signal to a given hidden unit hkij as
I(hkij) = bk + (W˜
k ∗ v)ij (2.46)
Where hkij is a hidden unit in block α (i, j ∈ Bα). Then the conditional probabilities are,
P (hkij = 1|v) =
exp
(
I(hkij)
)
1 +
∑
i′j′∈Bα exp
(
I(hi′j′)
) (2.47)
(2.48)
P (pkα = 0|v) =
1
1 +
∑
i′j′∈Bα exp
(
I(hi′j′)
) (2.49)
2.2.7 Deep Belief Networks and Inference
A convolutional deep belief network can be constructed by stacking the cRBM layers on top of each
other. The total network energy function is simply the sum of the individual energy functions. The
multilayer representation can be learnt in a greedy layer-wise manner with the subsequent layers
accepting the activations of the previous layer as input (not the probabilities).
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To perform multilayer inference with a representation learnt by a network of cRBMs, the joint
distribution over the hidden layers is sampled conditioned on the input image. An example energy
function of a two layer system with,
• a rst layer visible V
• a detection layer H with K sets of lters W
• a pooling layer P
• an additional hidden layer H ′ with L groups of lters Γ
is written as,
E(v,h,p,h′) =−
K∑
k=1
hk • (W˜ ∗ v)−
K∑
k=1
bk
NH∑
i,j=1
hkij − c
NV∑
i,j=1
vij (2.50)
−
K,L∑
k=1,l=1
h′l • (Γ˜ ∗ p′l)−
L∑
l=1
bl
∑
i,j=1
h′lij − c′
K∑
k
∑
i,j=1
hkij
In Equation (2.50) we write the convolution in terms of the visible layer, as opposed to the form
in [70] which has the convolution in terms of the hidden layer.11 As in the single layer case, the
layer’s conditional distributions can be determined12. The resulting conditionals for a two layer
system are,
P (hkij = 1|v,h′) =
exp
(
I(hkij)
)
+ I(pkα)
1 +
∑
i′j′∈Bα exp
(
I(hi′j′)
)
+ I(pkα)
(2.51)
P (pkα = 0|v,h′) =
1
1 +
∑
i′j′∈Bα exp
(
I(hi′j′)
)
+ I(pkα)
(2.52)
While it is possible to sample the network state using Gibbs sampling, the original publication
utilises mean eld approximations to setting the higher layer values and report using 5 iterations.
11These two forms are equivalent but for consistency with earlier single layer systems we retain the convolution in
terms of the visible layers
12By following a similar method to Appendix A
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2.3 Topological Parameter Spaces
There are two independent meanings of topology when referring to hierarchical networks. In
order to make the distinction clear, here we shall use Topological Parameter Spaces to refer to
the prior placed on the parameters of a network or encoder/decoder during learning, typically in
the form of a regulariser. When we refer to the topology of a network it will typically refer to
the size of codes/latent spaces, along with the connection structure between layers. When further
clarication is required it will be made explicit.
We will review briey two forms of topographic model, the Topographic ICA (TICA) and the
Local Impact Restricted Boltzmann Machine (LI-RBM) as these models apply the two main forms
of topographic regularization present in the literature.
2.3.1 Topographic ICA
Independent Component Analysis models a signal as being made up of a set of independent com-
ponents. However it has been shown that the resulting components are not entirely independent
but do contain some residual correlations. Topographic ICA attempts to account for this residual
correlation by directly modelling the relationship between components. In order to do so, a joint
density between the latent variables is dened that models the correlation between the variances
of each component within pre-specied neighbourhood [48].
The neighbourhood relationship between components is described with a neighbourhood function
h(i, j), an example of a one dimensional neighbourhood function is in Equation (2.53).
h(i, j) =
 1 if |i− j| < m0 otherwise (2.53)
The neighbourhood relationship causes the model to produce lters that are arranged topograph-
ically (in the example function, a 1D topology). A common layout is a 2D lattice topology to
facilitate visualisation of the lter topography 13. An underlying potential problem with these
methods is the predened topology used when learning the lters associated with the model. By
applying an arbitrary topological prior to the lter space, we may bias the learning of these l-
13See [48] for examples of such a topography
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ters in an undesired way. There is currently no indication as to how suitable each topographic
arrangement is or whether it interferes the learning of the lters.
2.3.2 Local Impact Restricted Boltzmann Machine
In method similar to the TICA model, Local Impact Restricted Boltzmann Machines [80] apply
a topographic prior to the spatial arrangement of the hidden variables of a Restricted Boltzmann
Machine. This creates a standard RBM but the hidden layers are organised into independent feature
maps containing spatially related lters. These maps have a xed spatial topology that matches
the arrangement of the input image. This modication eects the positive phase of the RBM
sampling Equation (2.54) and enforces that each spatially close latent variable will have a similar
conditional distribution.
p(hi|v) =
∑
j∈M(i)
1√
2pis
exp−
(
d(i, j)2
2s2
)
σ
∑
k
Wkjvk (2.54)
The parameter s determines the width or degree of locality of the topological map and d(i, j) =
‖pos(hi)− pos(hj)‖ is the euclidean distance between the latent variables in the map. The term
M(i) refers to the set of hidden units in a map and each map is independent.
The format of this model is a relaxation of the general convolutional network structure com-
monly used. To return to a convolutional structure, the lter or weight vector is shared (or tied)
in each feature map. However the smoothing prior is typically not used in conjunction with the
convolutional structure as the overlapping responses naturally enforce this. An application of a
convolutional RBM is presented in [85].
Many of the models currently considered increase the dimensionality of the input by encoding
against an overcomplete dictionary. Dimensionality reduction techniques aim to project the input
to a lower dimensional space while preserving the important information in the data. An overview
of these techniques is now presented.
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2.4 Dimensionality Reduction and Manifold Learning
Dimensionality reduction techniques assume that the input data clusters around or is drawn from
a probability distribution that is close to a manifold embedded in a high dimensional ambient14
Euclidean space. A manifold itself is a generalization of curves and surfaces to high dimensional
spaces. For our purposes we shall adopt the denition of a manifold from [42],
Denition 2.4.1. Let M be a subset of RD such that for every point x ∈ M there exists a
neighborhood Ux of x in RD and d continuously dierentiable functions ρk : U 7→ R where the
dierentials of ρk are linearly independent, such that
M∩ U = {x ∈ U | ρk(x) = 0, 1 ≤ k ≤ d}
ThenM is called a submanifold of RD of dimension d
Geometrically, we can consider the data as being distributed along or close to a lower dimensional
manifold in a higher dimensional space. The distribution is said to be close to the manifold due to
the addition of noise perturbing values away from the idea manifold. We will always assume that
this manifold is smooth and slowly varying, without this assumption (whether made explicitly or
otherwise) discovery of low dimensional structure in a high dimensional ambient space is dicult.
Typically the goal of manifold learning is to identify the degrees of freedom within the data that
are of interest to the practitioner. A number of methods exist for identifying what constitutes a
manifold and how to project it from its high dimensional space to a lower one. As dened earlier,
we let X = {xn} be the n data points sampled from this underlying manifoldM. The primary
goal is to then identify a latent sub space and perhaps an associated non linear function that can
project points to this lower dimensional space.
We shall review here two popular manifold embedding techniques, Local Linear Embedding (LLE) [97]
and ISOMAP [107]. Other related techniques are reviewed in later chapters as needed.
14Ambient space refers to the total high dimensional space that the data current resides in. A simple example would
be to draw a set of data points from a two dimensional Gaussian distribution, and to it append an additional 5 dimensions
drawn from random noise. The ambient space is 7 dimensions, while the intrinsic manifold dimension is 2.
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2.4.1 Local Linear Embedding
Local Linear Embedding uses the local smoothness property of the manifold assumption to moti-
vate the preservation of distances within local linear neighborhoods. The goal of LLE is then to
preserve the high dimensional local geometric properties of the data in the low dimensional space.
LLE rst constructs a local reconstruction matrix M that species how each local neighbourhood
of k points should be weighted to reconstruct each point. This is expressed as follows,
φ(M) =
n∑
i=1
‖xi −
n∑
j=1
Mijxj‖2, s.t.
n∑
j=1
Mij = 1 (2.55)
To preserve these relationships in a low dimensional space we have a set of corresponding points
Y = {yn}. As the low dimensional points must maintain the geometric relationship of the high
dimensional points, LLE utilises the following loss function,
φ(Y ) =
n∑
i=1
yi − n∑
j=1
Mijyj
2 (2.56)
The optimal embedding Y then corresponds to the eigenvector of the minimum eigenvalue of the
following eigen-problem,
(I −M)>(I −M)y = λy (2.57)
Where I is the n × n identity matrix. This problem is typically recast in the more convenient
maximum eigenvalue eigen-problem by dening, WLLE = M + M> − M>M and rewriting
Equation (2.57) as,
(I −WLLE)y = λy
WLLEy = (1− λ)y (2.58)
Where the optimal points Y now correspond to the eigenvector of the maximum eigenvalue [97]
of,
WLLEy = λy (2.59)
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2.4.2 ISOMAP Embedding
Rather than preserve the local geometry of neighbourhoods of points, ISOMAP aims to preserve
the geodesic distances between points on the manifold. The embedding then aims to approximate
these geodesic distances with the euclidean distances in the embedded space.
arg min
f
∑
i,j
(dM(xi, xj)− d(f(xi), f(xj)))2 (2.60)
The local geodesic distance between points are rst estimated by15constructing a local distance
matrix between the k neighbours of each point resulting in a nearest neighbour graph G.
An approximation to the geodesic distances dM is constructed by building a shortest path dis-
tances on the nearest neighbour graph G. Dening the distance matrix containing the manifold
geodesics asDM and the matrix containing the Euclidean distances between each point in the low
dimensional space as DY . The ISOMAP cost function then reduces to,∥∥∥∥−HD2MH2 − −HD2YH2
∥∥∥∥
L2
(2.61)
Where H is the centering matrix I − 1nee>. By writing LISO =
−HD2MH
2 , this optimisation
problem can be solved by the eigen decomposition as before [107],
WISOy = λy (2.62)
The optimal embedding is thenY =
√
λmVm wherem signies the largestmEigenvalue-Eigenvector
pairings.
15also utilising the smoothness property of manifolds
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Chapter 3
Embedding Latent Spaces
The learning of overcomplete dictionaries in sparse coding problems, including denoising autoen-
coders [22], factored restricted boltzmann machines [57] and spike and slab neural networks [38],
have produced many state of the art results in object classication, clustering and image segmen-
tation. An alternative approach to large overcomplete sparse coding systems has been to increase
the depth of models by stacking layers of feature learners. Increasing the depth has proven eec-
tive in increasing classication performance in both percentage accuracy and F1 score [10, 55, 63].
The layer by layer unsupervised training of these systems is typically used as an initialisation to
neural network architectures, followed by a supervised ne tuning stage, or passed to a classier
as the feature vector for supervised training.
While greater depth and higher levels of lter overcompleteness have been shown to increase both
the generative and discriminative ability of models, the increasing of depth and overcompleteness
do not scale concurrently. This scaling diculty is due to the signicant increase in the dimen-
sionality of the input (and hence parameter spaces) of subsequent layers. For example, a network
containing K1 lters each of size w × w, will produce an output code1 of dimension in the order
O(K1) while maintaining a parameter space of O(cw2K1) where c is the number of channels
in the input image. Any subsequent layers of feature learners must then maintain a parameter
space of order O(P2K1K2), where K2 the number of feature maps or dictionary elements in the
next layer and P2 = (w × w) the spatial size of the lter in Layer 2. Confounding the prob-
lem further is the fact that the output values from the previous layer are typically highly sparse,
causing extremely slow updating of the weights and hence feature extraction in subsequent lay-
1or feature maps
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ers [10, 28, 33]. While methods have been proposed to take advantage of the sparsity structure in
the input [28, 75], the representation remains sub-optimal due to the diluted gradient information
and the quadratic growth of the parameter space of subsequent layers.
Sparse coding and Deep Learning methods construct an encoding of an input x against a dictionary
B. This dictionary or lter set is typically highly structured and overcomplete representations
contain many correlated and perceptually related elements.
The primary contribution of this thesis is the introduction of the explicit assumption that the learnt
dictionaries or lters in these networks are sampled from, or exist close to, a low dimensional
manifoldMd embedded in the ambient space RD , where typically d  D. In this chapter, we
begin by exploring how to exploit the manifold structure of the underlying dictionary to address
the previously discussed scaling problem. In light of this assumption, this chapter explores the
following:
• We examine methods of embedding the dictionary used in sparse coding problems in order
to reduce the encoding size to (k × d), where k is the number of coecients in the sparse
code and d the intrinsic dimensionality of the dictionary/lter manifold. As (k × d) K1
the size of the parameter space of the subsequent layer is signicantly reduced.
• We highlight the implicit manifold assumption made in regards to the dictionary in Con-
tractive Autoencoders, Denoising Autoencoders and Laplacian Gaussian Mixture models
and how these methods relate to the form taken here.
• We examine the consequences of this embedding approach on the spatial pooling of input
patches and highlight the required modications to the pooling stage.
Our experiments highlight that the approach we introduce in Section 3.2 can reduce the dimen-
sionality of the feature vectors from overcomplete systems by two orders of magnitude and facil-
itate feature learning in fully connected systems. We examine the dramatically reduced memory
requirements aorded by this approach and show that it is now feasible to construct deep convo-
lutional networks containing sets of lters two orders of magnitude larger than existing methods.
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3.1 Approaches to Reducing Encoding Size
A number of approaches have been proposed for reducing the dimensionality of an encoding.
These approaches have either been necessitated by the high level of overcompleteness of the fea-
tures, forcing the need to reduce the size of the parameter space due to the high computational
burden [21], or have been based on empirical observation that the learnt features appear to have
some form of topological arrangement that may be more amenable to pooling [47, 48, 80, 88].
Indeed, this perceptual structure appears in sparse systems that do not possess a topological induc-
ing regularizer. An example of lters learnt from a natural scene and grouped with their nearest
neighbours (using a Euclidean distance between lters) is shown in Figure 3.1 The lters exhibit
translation, rotation and slight changes in their form across the neighbourhood indicating that the
lter space contains a strong structure even without a forced topology.
Regardless of the motivation of reducing the dimensionality of the encoding, the methods used to
achieve this reduction make some form of assumption regarding the distribution of the dictionary
elements. In general, hierarchical feature learning makes some form of structural assumption re-
garding the distribution of the input or the relationship between hidden units or latent factors.
This structural assumption can appear in the form of the connectivity of units in deep networks
or the factorization utilised in graphical models to increase the tractability of the model. The
topographic assumptions used in [47, 48, 80, 88] cause the latent variables within a predened
neighbourhood to have a xed relationship, set prior to training the network. A typical topo-
graphic arrangement is to encourage the latent variables to develop a two dimensional structure
by dening neighbourhoods on a two dimensional lattice. Methods of reducing dimensionality
based on a projections will implicitly assume some form of low dimensional structure exists in the
data. We will refer to this structural assumption as the manifold assumption. One of the simplest
methods of applying a manifold assumption (whether intentionally or not) is in the spatial and
receptive eld pooling methods typically employed in hierarchical networks. We will now review
these general assumption areas and how they relate to our dictionary manifold assumption.
3.1.1 Pooling Methods
The primary approaches to reducing the dimensionality of an encoding are through local receptive
elds or by discovering a projection of the high dimensional code space to a low dimensional
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Figure 3.1 – An example of the perceptual relationship between independent lters learnt in a sparse
overcomplete system. The lter centred in the blocks are grouped with their nearest neighbours
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space, typically through PCA. Both of these approaches rely on some assumption of an underlying
structure in the feature space, or codes themselves.
Recent work in receptive eld pooling [63] has combined both the deep and overcomplete aspect
by connecting higher layers in the network with selective or local receptive elds. The local re-
ceptive eld approach in [63] makes learning a deep network on images of size 200× 200 with an
overcomplete feature set practical in a large datacenter utilising 16, 000 cpu cores. This is due to
local receptive elds eliminating the need to maintain a fully dense set of connections. Not having
to maintain fully connected features is a desirable property as it prevents the size of the parameter
space from increasing rapidly and can facilitate parallelization [63]. However this technique only
allows learning relationships between elements in these receptive elds. Any additional relation-
ships will be ignored. In [21] it is also acknowledged that manually selecting which features to
connect in a receptive eld is potentially a highly restrictive assumption, the authors then group
features into receptive elds based on a pairwise similarity measure based on the co-activation
of lters, and attain near state of the art classication performance. Local receptive elds have
also been used as spatial feature pooling strategies [51], however this approach focuses on spa-
tial pooling by learning overcomplete sets of spatial receptive elds. While learning the spatial
structure of receptive elds does facilitate some degree of adaptation to the underlying input, it
drastically increases the length of the spatial pooling output, further reducing the scalability of
overcomplete methods.
Our approach and that of [21] focuses on reducing the dimensionality of the output code rather
than reducing the dimension spatially2, however we retain a fully connected receptive eld in
subsequent layers.
3.1.2 Projections
Other approaches have used PCA to reduce the dimensionality of encodings (codes). For exam-
ple [64] construct a deep network by stacking Independent Subspace Analyzers, an intermediate
stage of dimensionality reduction by PCA is required between layers to make the deep ISA net-
work tractable [64]. The projection provided by PCA is based on a linear manifold assumption
and creates a linear projection that preserves all inter-point distances when projecting to a lower
dimensional space [116] (or equivalently, maximizes the variance of the data in the low dimen-
sional space). However under our manifold hypothesis, learned features are not linearly related,
2That is, we do not consider spatial pooling initially in our problem
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but concentrate at unique locations on a non-linear manifold. This hypothesis leads directly to
our desire to preserve local distances and geodesic distances between dictionary elements. Our
algorithm constructs a projection from the local encoding of an input vector with the learnt lter/-
dictionary set, which translate to positions in the low dimensional lter space. We desire that the
neighbouring lter elements in high dimensional space remain neighbours in the low dimensional
representation. This results in the low dimensional representation being a smooth mapping.
In [84] the authors jointly learn a dictionary3 and a projection of the input space that facilitates
the sparse coding problem. This does not directly reduce the size of the output sparse code, but
attempts to nd a shared transformation of all the dictionary elements. Another method related
to this work is the work of [36]. There the authors dene an objective function that maintains
a set of all pairwise similarity measures between the high dimensional code and a projected low
dimensional code. Their formulation in both the linear and non-linear kernel case results in a
PCA projection of the dictionary. Common to our work and [36], we both construct a dictionary
kernel matrix, this work uses a non linear projection of the dictionary elements, rather thanKij =
〈di, dj〉, between dictionary elements di. Note that we can simply increase the neighbourhood
connectivity k (the number of neighbours) toK (the cardinality of the lter set) when performing
ISOMAP embedding in order to perform the same embedding as [36]. The case of k = K is
equivalent to performing PCA on the dictionary, a method which is only helpful in unwrapping our
manifold into a lower dimension space when that manifold has a linear projection. Provided the
kernel selected in [36] is perfectly matched to the non-linearity present in the dictionary manifold
the KPCA process will embed the manifold into its intrinsic dimension. However selecting this
kernel requires detailed knowledge of the underlying problem space and presents its own unique
optimisation and hyperparameter tuning problems.
3.1.3 Topological Networks
While the projection approaches in Section 3.1.1 and Section 3.1.2 have attempted to nd some
projection of the output codes/features, or have attempted to project the dictionary linearly, an
alternative approach is to x the topological structure of the dictionary before learning begins.
This xing of the neighbourhood structure through the topology is utilised either as part of a local
3Or set of lters
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inhibition of the outputs of units or in contrast normalising the outputs of units as in Equation (3.1).
bix,y =
aix,yk + αmin(N−1,i+n2 )∑
j=max(0,i−n
2
)
(ajx,y)
2
β
(3.1)
This topological structure has typically been enforced in a 2D graph, where each element is con-
nected to a xed number of neighbours, often in xed spatial windows of size (3 × 3), (4 × 4),
and (5× 5). This topology and window structure are then used as a method for selecting the sizes
and extents of the subsequent pooling regions. While this receptive eld pooling does reduce the
size of the output code, and in some cases provide an invariance to translation 4 it also has the
undesirable side eect of reducing the resolving power of the dictionary. Fixing the topology (and
hence manifold structure) of the dictionary before learning acts as a prior on the unknown under-
lying dictionary manifold. This prior topology may prove to be too restrictive of an assumption.
As such we do not restrict the dictionary during learning, but learn the underlying structure once
learning of the dictionary is complete.
3.1.4 Regularizing
Additional manifold assumptions exist in certain regularization methods employed in deep learn-
ing techniques. The CAE [95] encourages the hidden representation (features) to be invariant to
small changes in the input. This is done by regularizing the cost function of Autoencoder networks
with the Frobenius norm of the Jacobian evaluated at the data.
Regularizer =
∑
‖J|x‖2F (3.2)
When this factor is coupled with the reconstruction objective, it causes the representation to re-
main sensitive to only a few directions along the data generating manifold and remain largely
insensitive to directions orthogonal to the manifold. This invariance is exploited in [94] to create
an unsupervised version of the Tangent Prop classier [101]. The authors show that by encour-
aging Autoencoders to learn representations that are robust to variations orthogonal to the data
manifold causes it to learn codes that are local and hence sparse. Both of these schemes have
locality as the primary requirement, which results in a sparse solution. This is in contrast with
4Other pooling structures can provide invariances to rotation or other variances in the data
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sparse codes where sparsity is encouraged through regularization and locality is not guaranteed.
This assumption made by the CAE is complementary to our manifold assumption but operates
at a dierent level. Since the CAE models data as a mixture of components and regularizes the
representation’s Jacobian, the joint representation on the underlying dictionary is regularized to
change slowly with small gradient when the input has a small perturbation. As forcing the rep-
resentation to have small gradients around a data point x may be rather restrictive5, an extension
to the CAE that regularizes an approximation to the Hessian at x has been proposed in [95]. This
approach, named Higher Order Contractive AutoEncoder (HCAE), allows the representation to
have approximately constant gradients at input points, rather than encouraging small magnitude
gradients. The HCAE typically outperforms the CAE method, however it requires additional com-
putation. Again, this representation does not reduce the size of the encoding.
3.1.5 Laplacian Gaussian Mixture Model
The manifold assumption has been applied to the Gaussian Mixture Model in [42], in the form
of a graph Laplacian regularizer applied to the log-likelihood term. The principle idea being to
penalise parameterisations that give rise to large dierences in assignment probability to distant
Gaussians when the input is nearby. The Laplacian Gaussian Mixture Model (LapGMM) denes a
regularization term R as follows:
Rz =
1
2
m∑
i,j=1
(p(z|xi)− p(z|xj))2 Sij (3.3)
Where p(z|xi) are conditional probabilities and Sij refer to the neighbour relationship between
input variables xi and xj . The term Sij can be selected to correspond to any one of the following
similarity metrics commonly used in the manifold learning and dimensionality reduction commu-
nities:
• Zero-One loss
• Radial Basis or Heat Kernel
• Dot product / Cosine Similarity
5The regularisation objective is to bound the gradient around data points not force the regions around data points
to have zero slope
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• Euclidean distance
The GMM loss then becomes:
L(Θ) = logP (X|Θ)− λ
K∑
z=1
Rk (3.4)
The λ term weights the strength of the distribution smoothing regularization term over the K
mixtures. Further details of calculation of the Expectation and Maximization terms can be found
in [42].
An extension to this model is proposed in [100] which incorporates a regulariser based on the
Kullback-Leibler divergence (KLD) of two distributions as the regularization term. This form con-
tains a linear mixing of two terms: a term similar to the previous neighbour penalty and a term to
encourage unrelated points to have a large KLD. However in both of these methods a similarity
between mixture models is required. In general the KLD between two GMMs is intractable and
approximation methods must be used. Both of these methods have made use of the assumption
that the Gaussian Mixture components are related by some non-linear function. By smoothing
the likelihood with the similarity metric the encodings produced are more stable, but remain high
dimensional.
All of the methods outlined here have either made restrictive assumptions regarding the form of
the manifold that makes up the dictionary, or have utilised a manifold assumption to produce a
smoother transition between related input vectors. Here we consider methods of embedding the
dictionary utilising manifold embedding techniques.
3.2 Dictionary Embedding Formulation
The general sparse coding problem is to factorize a set ofN input sample vectorsX ∈ RD×N into
the following form:
X = Bc+ η B ∈ RD×K c ∈ RK×N (3.5)
Where B is a matrix of dictionary elements or lters, and c is a highly sparse matrix of mixture
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coecients, η refers to a noise component, typically assumed to be N (0;µ). The value D refers
to the dimensionality of the input and K the level of overcompleteness of the dictionary.
The sparse coding problem is then solving an approximation to:
min
c,B
‖X − Bc‖22 s.t.‖c‖0 ≤ k (3.6)
A variety of relaxations and algorithms are available for eciently solving this approximation to
the sparse coding problem [2, 3, 98].
3.2.1 Latent Manifold
The method presented here is based on the assumption that the lters/dictionary learnt as part
of an encoding of the nth layer are drawn from a manifold. This also involves interpreting the
lters that form the manifold of the subsequent n + 1 layer as representing the combination of
points from the manifold of the nth layer. This assumption motivates us to then learn a projection
that maps each dictionary element in the high dimensional space into a corresponding low di-
mensional point. A number of non-linear dimensionality reduction techniques exist, all of which
seek to preserve some form of similarity between input points when projecting to a lower dimen-
sion. A general framework for this embedding [116] allows construction of an anity graph or
matrix that contains relationships that should be preserved, and incorporates a constraint graph
or matrix that reects the constraints on the relationship between the embedded points. We draw
a sample of points from the underlying dictionary manifold by learning a sparse code dictionary
of features, and perform encoding on the high dimensional dictionary with Orthogonal Matching
Pursuit (OMP). By then treating the coecients of the OMP encoding as independent modes on
the underlying manifold, we project these modes into the low dimensional space with our mani-
fold embedding procedure. From there we are able to learn additional fully connected features in
subsequent layers.
While this formulation utilises a sparse coding of the form in Equation (3.6), an alternative way of
forming a sparse coding model is to keep a number of exemplar points from the input space and
utilise them to reconstruct any given input and provide a sparse code. Again, considering the case
with a small amount of additive noise:
3.2 Dictionary Embedding Formulation 51
min
c
‖X −Xc‖2F + λ1‖c‖1 (3.7)
However constructing an embedding of the input space requires a very large set of exemplars (of
the input). As the input space is the dictionary, and hence there is no factorization, we need to
cover all forms of the variation in the high dimensional space. In visual data, variations caused by
illumination change, position, rotation and other ane transformations means that a very large
number of input exemplars are required to suciently cover the degrees of variation. By factor-
ing the problem as in a k-sparse code we are able to create subspaces that have a far smaller set
of variations which then require a far smaller set of exemplars (in this case dictionary elements).
Consider for example the set of code elements that are learnt from human faces. These dictionaries
can be learnt so that the components of the dictionaries correspond to face components such as
eyes, necks, noses etc. These elements can then be blended together to produce a face. This fac-
torisation into parts is more ecient than attempting to reconstruct faces from nearest neighbour
components directly from the input space.
3.2.2 General Algorithm
In the previous section we provided our rationale for the procedure we develop here. In particular
we have stressed our manifold assumption and the fact that our feature set charts the underlying
dictionary manifold. Here we introduce the general algorithm and nomenclature used throughout
this thesis.
3.2.2.1 Preliminaries
Given a set of images of size n-by-n, our goal is to extract a set of features from each image for
classication. Each image X is indexed spatially as x(ij) with i and j the row and column indexes
respectively. Each raww-by-w pixel patch (or output from a lower layer in a deep network) centred
at (i, j) is indicated as x(ij)m , m ∈ {1...M},M = w2. In the following we will drop the spatial
indices unless explicitly required, any general patch is then x = {x1, ..., xM}.
Our feature projection method accepts as input any w-by-w image patch and performs the corre-
sponding high dimensional mapping f : RM → RK . We then project the components of the high
dimensional code c ∈ RK , the output of the encoding process, to y ∈ Rd where d K . We dene
52 Embedding Latent Spaces
a single layer representation by applying our coding and projection pair to patches centered on
pixels in the image. This process is performed on every pixel in the input image and produces an
(n − w + 1)-by-(n − w + 1) representation with d × k channels. The computed feature value,
y(ij), becomes the new value in the output image at (i, j).
A high level overview of our algorithm is as follows:
Algorithm 3 Feature Embedding Algorithm
1: procedure FeatureEmbedding( X,w,K, d,Nk )
Unsupervised Learning
2: B ← LearnUnsupervisedFeatures(X , w, K)
3: W ← GraphEmbedding(B, Nk)
Image Embedding
4: for X ∈ Dataset do
5: for xijm ∈ X do
6: cijK ← PerformPatchEncode(xijm, B, k)
7: yijd ← EmbedCode(cijK ,W ,d)
8: end for
9: end for
10: return B,W, y
11: end procedure
We will now describe the components of our learning architecture in detail.
3.2.2.2 Feature Learning: Algorithm Line 2
In order to perform unsupervised feature learning on a given image dataset, we extract random
patches from images in the training dataset and preprocess them with contrast normalization and
PCA whitening [49]. These patches are then used as the input vectors to our feature learner. The
rationale presented earlier hinges on using a feature set that is amenable to a sparse coding ap-
proach. The authors in [115] have noted that the use of a set of lters trained by Kmeans and
Sparse Coding (with OMP), produces classication results very similar to their RBM and Autoen-
coder feature learning schemes. In addition, [20, 22] have used Kmeans with soft coding to produce
state of the art classication results. We note that the soft encoding function behaves as a locality
adapter as the feature response is only active if the data point is within a predened threshold,
or less than the mean distance from the feature. We utilize a feature set trained by sparse coding
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in the remainder of this section. The encoding procedures using Orthogonal Matching Pursuit
(OMP) is described next.
3.2.2.3 Encoding: Algorithm Line 6
The encoding-embedding pair we utilise here is Orthogonal Matching Pursuit (OMP) and ISOMAP
embedding, which we refer to as OMP-ISO.
OMP encoding
The OMP encoding produces a sparse factorization of the input vector that contains a predened
number of active dictionary elements. The basic procedure of OMP is to nd the closest dictionary
element to the current residual of X , deate X by the inner product of the element and X , and
orthogonalize the existing coecient set until k coecients have been found, see Algorithm 2 for
more details. The corresponding projection procedure for OMP sparse codes is described in Sec-
tion 3.2.2.4
3.2.2.4 Graph Embedding: Algorithm line 3
As discussed in Section 3.2.1, our method seeks a projection of each component of a k-sparse code
into a low dimensional space Rd. The embedding methods require some measure of the proximity
of the features. For our purposes, we explore both the Euclidean distance and the angle between
lters/dictionary elements, Equation (3.8) and Equation (3.9) respectively.
Kij =
∥∥∥bli − blj∥∥∥2
2
, bi ∈ B (3.8)
Kij = arccos
b>i bj
‖bi‖‖bj‖ , bi ∈ B (3.9)
The Euclidean distance is an appropriate measure of the inter-feature distances (or geodesics) pro-
vided the features being compared are close. This is due to the geodesic distance between two
points approaching the Euclidean distance as the points on the manifold become close. Provided
we utilize a dense enough feature space the Euclidean distance between nearest neighbours is
a good approximation. The relationship between encoding quality and feature space density (or
density of the manifold cover) is given in [118]. As a proxy for measuring the feature space density,
we perform a series of tests that monitor the convergence of the eigen spectra of the Euclidean
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distance and the angular distances. This is discussed further in Section 3.3.2. As such we wish to
project our given (and xed) graph structure into its intrinsic dimension, simultaneously unwrap-
ping this manifold so that our data is more amenable to classication by a linear classier.
Let G = {V,W} be an unweighted graph with connected vertex set V and associated similarity
matrix W , constructed with the distance function between connected vertex elements. Dene the
diagonal matrix D as Dij =
∑
Wij , ∀i, the graph Laplacian L = D −W and the normalised
graph Laplacian as L = D− 12LD− 12 . Many manifold embedding techniques solve some form of
the graph preservation criterion:
y∗ = arg min
y>Ay=I
N∑
i=1
‖yi − yj‖2Wij = arg min
y>Ay=I
y>Ly (3.10)
A is dened as a constraint matrix, coded in the same form as W , y is an embedded point.
As our sparse code coecients belong to local components of the dictionary, we seek to embed our
vertices (dictionary elements) directly. The locality6 of our coding method ensures that a local code
with a locality preserving embedding will remain approximately local in the embedded space. The
solution to (3.10) can be solved by generalized eigen decomposition. For a more detailed discussion
of how LLE, LPP, ISOMAP, KDA, Laplacian Eigenmaps, PCA, KPCA, MDS t into this framework
see [116].
3.2.2.5 Embedding dictionary with ISOMAP: Algorithm Line 7
The ISOMAP embedding builds a graph Laplacian in two stages. The rst stage constructs a dis-
tance matrix Dk containing the distance between each point to its k-nearest neighbours. This
matrix is then used to construct a matrix containing the shortest path between each point DM,
restricted to the graph in Dk.
The solution to a generalised graph embedding problem is the eigen-pair of
Ly = λy (3.11)
Our optimal projection is dened as P =
√
λmVm, where Vm are the m eigenvectors of the
general Eigen-problem in Equation (3.11) sorted in descending order. See Section 2.4.2 for more
6Encoding a patch with the lter neighbours will result in a similar high quality encoding
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details regarding the ISOMAP algorithm.
3.3 Experiments
This section is concerned with determining the eects the dictionary embedding and coding com-
pression stage have on the reconstruction performance of dierent encoders. In particular we
attempt to establish both the optimal dimensionality of the embedded dictionary and the optimal
number for k in the sparse code.
The approach followed here is the same as outlined in Algorithm 3. Once an overcomplete feature
set has been learnt from the dataset, the anity graph of the corresponding dictionary is created
(as outlined in Algorithm 3). The encoding of each image in the dataset is calculated by extracting
a patch centered at (i, j), denoted x(ij). The mapping of this patch is then calculated by evaluating
the code of the patch, and projecting it with the appropriate projection matrix (encoding depen-
dent) learnt in the embedding stage. The vector at y(ij) in the output image takes on the projected
value.
3.3.1 Datasets
As a large body of feature learning and classication literature exists for both the MNIST [67]
and CIFAR10 [56] datasets. We shall use these datasets as the basis of our feature learning and
embedding process and examine the structure of the learnt higher order features.
MNIST
When evaluating our feature learning procedure, we use the MNIST benchmark dataset of hand-
written digits[67]. This consists of a set of 60, 000 training images and 10, 000 testing images of
size 28×28. Within this set there are 10 digit classes presented centrally in the image, an example
of this data is shown in Figure 3.2b. In order to perform our separate dictionary learning, sets of
patches of appropriate size are extracted from images at random. We use 500k randomly sampled,
entropy rejected patches (patches of very low entropy are rejected from the training set)7. The
feature learning method used for this set of experiments is the Sparse Coding algorithm with an
7This rejection ensures that the dataset is not dominated by patches containing very little structure
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OMP encoder. We test the eect of the size of the feature set by evaluating sets containing 2000
and 3000 features.
CIFAR10
Our second set of experiments are performed on the CIFAR-10 [56] dataset which consists of
50, 000 training and 10, 000 testing images of size 32× 32. The dataset contains 10 classes: aero-
plane, automobile, bird, cat, deer, dog, frog, horse, ship, and truck with the subject centered in the
image frame. An example of this data is shown in Figure 3.2a. The experimental procedure is the
same as that on the MNIST dataset.
(a) (b)
Figure 3.2 – a) A random sampling from the CIFAR10 dataset. b) A random sampling from the MNIST
dataset.
3.3.2 Dictionary Embedding
We have modelled the local patches of the image as corresponding to a mixture of manifold coor-
dinates drawn fromM. Our current goal is to examine dierent assumptions and heuristics that
are utilised when attempting to embed manifolds into a lower dimensional space. In this section
we test a number of parameters that aect the dimensionality reduction performance.
These are:
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• The metric used to construct the distance matrix.
• The neighbourhood connectivity knn utilised when constructing the ISOMAP graph lapla-
cian.
• The projected dimensionality d.
• The number (density) of points used in building the graph structure.
A commonly used method of determining the underlying dimensionality of a mapping is to project
to the dimensionality that preserves a desired percentage of the energy in the eigen-spectra. In
Principle Component Analysis (PCA) a common metric is the preservation of a certain percentage
of the signal variance. An additional heuristic is to estimate a noise bed in the spectra and cut o
the Eigenvalues after this value and is the method we utilise here.
In addition to this energy preservation, we also ensure that we have a stable neighbourhood by
testing the dierent values for the number of nearest neighbours when forming the connectivity
graph. This ensures that that embedding performance will be repeatable. Further to this, here
we test the number of learnt lters by comparing ten dierent sets of embeddings with a nal
cumulative embedding that draws lters from the combined set of learnt lters.
Initial Neighbour Graph
Construction of the graph Laplacian requires the setting of a parameter knn that determines the
number of nearest neighbours each point should connect to. A commonly utilised distance is the
Euclidean distance, however in the case of the system of lters, a number of components appear
to be related by a translation. In this case we would prefer for these components to be close in
the latent space, so we require our distance metric to capture this property. We can encode this
translation invariant property by translating each lter against each other lter and taking the
Euclidean distance between the lters8. From this collection of distances per oset, we output the
minimum value. As the region being translated against is too small to contain the translated ver-
sion of the lter, we extend the boundary of the target by reecting the lter about the boundary.
This is illustrated in Figure 3.3 We will then test the embedding behaviour with a two distance
metrics: Euclidean distance and Cosine distance, both with and without the conv-min function.
8Note: This is not strictly a convolution as we still calculate the distance between the lters in using dierent distance
functions.
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Figure 3.3 – The boundary extension of a lter, extended symmetrically in all directions. The original
lter and extended lter are show as pairs, with the smaller unit being the original lter.
Eect of knn on Graph Laplacian
This initial neighbour structure is then used to build the shortest path matrix for ISOMAP. In order
to determine the number of lters and the neighbourhood connectivity parameter k, we examine
the behaviour of the Eigenvalues under dierent values of k. In addition to this we construct a
larger lter set from twenty independently trained sets of lters that has a density9 that is twice
that of the original.
The Figure 3.4a and Figure 3.4b are plots of the Eigenspectra of the ISOMAP gram matrix for
sets of 1000 and 3000 6 × 6 lters learnt on the MNIST and CIFAR datasets respectively. This
Eigenspectra utilises the Euclidean distance. As the lter density is sucient, the Eigenspectra
between the Euclidean and Cosine distances measures (applied both convolutionally and normally)
is negligible, as a result only the Euclidean and Euclidean-Conv-Min are shown. This convergence
of Eigenspecta is partially due to each lter being restricted to the unit hypersphere. Hence, as the
sampling density increases, the arc distance between nearest neighbours approaches the Euclidean
distance. Additionally, as the convolutional distances also exhibit a near identical spectra we can
conclude that the sampling density10 (of translated versions of the lters) is also sucient to cause
the shortest paths to eectively link up, ensuring that these distances are almost identical. Both
9Number of lters
10Not shown
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(b) CIFAR
Figure 3.4 – Eect of the neighbour connectivity k on the eigen spectra of the ISOMAP gram matrix
with a Euclidean metric. In both cases as the connectivity increases to 8 the spectra converge.
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(b) CIFAR
Figure 3.5 – Eect of lter density on the resulting Eigenspectra. There is negligible dierence be-
tween the higher density set and the smaller sets.
sets of metric converge to a stable Eigenspectra as the neighbour connectivity of the ISOMAP gram
matrix approaches k → 8. We then select this value as the neighbourhood connectivity parameter.
In both cases the density of the points being embedded can have signicant eect on the quality
of the embedding obtained. In order to test that the density of the learnt lter set is sucient for a
stable embedding, we construct a lter super-set from a set of twenty independent sets of features.
We then plot the resulting Eigenspectra from this super-set against the value for k selected above.
The resulting spectra is shown in Figure 3.5a and Figure 3.5b.
There was no signicant change in the prole of the Eigenspectra of the superset of lters com-
pared to the original learnt sets. This coupled with the previous convergence of spectra for the
dierent distance metrics allows us to conclude that the neighbourhood connectivity and sampling
density of the lter selections are sucient for capturing the structure of the dictionary manifold.
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Projected Dimensionality
When estimating the dimensionality of a manifold, a popular choice in linear methods such as
PCA is to select Eigenvalues such that a certain percentage of variance in the signal is retained.
This measure is less sensible when considering a non linear manifold, as the overall variance of
the non-linearly projected signal does not have a direct analogue in the high dimensional space.
As a heuristic the number of retained Eigenvalues in these experiments correspond to 80% of the
cumulative of the Eigenvalues. For both datasets in question this corresponds to retaining approx-
imately the top 10 Eigenvalues from the ISOMAP spectrum. When calculating this cumulative
value we remove the noise bed from the Eigenspectrum before calculating the cumulative total.
There was no signicant change in the reconstructions when the number of retained eigenvectors
was increased beyond this value.
3.3.3 Embedding Performance
In this section we analyse the ability of subsequent layers of feature learning to learn perceptually
relevant features from the latent code space in an unsupervised manner. In order to do this we rst
establish the eects of pooling and patch stride size on the recoverability of images in standard
feature hierarchies and determine a range of optimal parameters for pooling stride and pooling
windows before performing any projection.
Then using these optimal parameters we will examine the recoverability of a code from its projec-
tion to latent space and the eect of noise in the latent space on the quality of the recovered image.
We then show that structure is learnt in an unsupervised manner from these projected encodings
with a signicantly reduced memory and computational load.
3.3.3.1 Recovery and Pooling
In order to establish that the process of embedding a dictionary to a low dimensional latent space is
eective, we rst need to establish the behaviour of the original high dimensional code. The quality
of an image reconstruction is typically used in unsupervised learning algorithms as a measure of
the quality of the encoding learnt and is the metric we apply here.
The steps taken when performing an encoding of a patch of an image are typically : encoding,
pooling and normalization, as shown in Figure 2.1. In order to examine the ability of this output
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Patch Shape Stride Window Size (1,2,3,4,5)
(6, 6)
1
2
3
4
5
(7, 7)
1
2
3
4
5
(8, 8)
1
2
3
4
5
(9, 9)
1
2
3
4
5
Table 3.1 – The eect of stride and pooling window sizes on example digits from the MNIST dataset.
See text for details.
code to recover the image in question (or at least the factors of variation in the data that are
relevant to the task at hand), we recover a reconstruction of the original image by projecting
the code back into the original image space. This process simply involves restoring (unpooling)
an approximation to the original dense code by lling in the code coecients under the pooled
region11. The image is then recovered by multiplying the lter by the coecient in question and
summing out.
The eects of both pooling stride and pooling window size on the recovered images (taken from
both the MNIST and CIFAR10 datasets with sets of 1000 and 3000 lters respectively) are displayed
in Table 3.1 and Table 3.2. There is a clear deterioration in the quality of the reconstruction across
all patch sizes as both the stride and window sizes are increased. As the pooling window becomes
larger the features with smaller spatial structure are blurred out by the larger features. Increas-
ing the stride beyond the window size introduces non-smooth boundaries between unpooled and
hence recovered sections of the images. These step gradients are a function of the size of the
11Averaging collisions in code space
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Patch Shape Stride Window Size (1,2,3,4,5)
(6, 6)
1
2
3
4
5
(7, 7)
1
2
3
4
5
(8, 8)
1
2
3
4
5
(9, 9)
1
2
3
4
5
Table 3.2 – The eect of stride and pooling window sizes on example images from the CIFAR dataset.
See text for details.
patches used to encode the image. Larger patches are more robust to larger step sizes before sig-
nicant degradation occurs, see the patch sizes (6, 6) and (9, 9) at stride size 5 in Table 3.1 and
Table 3.2.
Across both of these datasets, a pooling structure of 3 × 3 when coupled with strides of 2 × 212
produce a smooth reconstruction, while simultaneously reducing the size of the spatial signal (the
primary goal of pooling). These results agree with the pooling and stride architecture that has
been found by cross validation in [55]. Having established what a typical recovery performance
is, we are now able to examine the recovery from the latent code space.
3.3.3.2 Single Layer Latent Recovery
After projecting the encoding of a patch to the latent space, we need to perform the equivalent
of max pooling in this latent space. However there is no direct analogue of max pooling of code
122 pixels in image rows and 2 pixels in the image columns
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vectors in the projected latent space. Before discussing how to perform a pooling operation in the
latent space, it is benecial to understand briey the eect of max pooling in standard histogram
type codes. Two spatially adjacent patches, when encoded by OMP, are composed of dictionary el-
ements that are similar but typically related by translations. Thus, when max pooling is performed
over a Sparse encoding it has the eect of spatially blurring the underlying image. A similar result
occurs when max pooling is performed over Threshold or Triangle coding. This eect is par-
ticularly pronounced when the underlying dictionary contains translation-redundancies as these
elements are non overlapping allowing both to be propagated through the max pool operation.
The unpooled version then has both elements in the image space, centered on the same point,
producing this blurring. While this operation does have the desired eect of reducing the overall
spatial size of the code in question, the operation loses the positional information in the code and
requires additional post processing such as Local Contrast Normalisation (LCN) [50] to remove
irrelevant responses.
As each encoding is composed of a set of modes on the underlying manifold, we perform pooling
across these modes only. This allows us to perform a hard max pooling of the projected latent code
by comparing the magnitude of each mode. By then pooling down the coecients, we retain the
modes of the data. In our recovery we found that either performing max pooling in this manner
or by performing a winner takes all pooling over the rst coecient and retaining the remainder
of the code to have similar recoveries and features in the subsequent layer.
The recovery of a code is then rather trivial, as each code position has a corresponding coordinate
in the latent space, we can reverse this mapping trivially and recover the exact code. However the
purpose of examining the reverse mapping is to ensure that the code projected from latent space
is sensible and retains the high dimensional manifold structure.
Instead of performing an exact recovery, we perturb the low dimensional encoding in two ways.
In the rst, we move away from the latent position and replace the latent code coordinate with the
nth nearest neighbour in latent space.13 The perturbation of these codes for both the MNIST and
CIFAR10 datasets and projected spaces are shown in Table 3.3 and Table 3.4. In Table 3.3 the code
must translate beyond the 50th nearest neighbour before signicant degradation of the underlying
image occurs. In the case of the addition of random Gaussian noise we obtain similar results when
the standard deviation of the noise approaches the 30th neighbour distance. The degradation of
the images in Table 3.4 occurs signicantly beyond the 10th nearest neighbour for objects with
13This is post projection and the neighbour is from latent space, not from the high dimensional graph structure
64 Embedding Latent Spaces
K neighbor Stride Window Size (1,2,3,4,5)
1
1
2
3
4
5
5
1
2
3
4
5
10
1
2
3
4
5
20
1
2
3
4
5
50
1
2
3
4
5
80
1
2
3
4
5
100
1
2
3
4
5
Table 3.3 – Degradation of the underlying MNIST image as the latent code position moves away from
the original position through the nearest neighbours in latent space. No neighbours from the
original graph structure are used. Original images are inset in the top left of each frame. Original
digits are "5", "0", "4", "1" and "9".
smaller structure, while those with a much larger structure such as trucks remain recognisable up
to the 20th neighbour. It should be noted that each code component in the underlying image is
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K neighbor Stride Window Size (1,2,3,4,5)
1
1
2
3
4
5
5
1
2
3
4
5
10
1
2
3
4
5
20
1
2
3
4
5
50
1
2
3
4
5
80
1
2
3
4
5
100
1
2
3
4
5
Table 3.4 – Degradation of the underlying CIFAR image as the latent code position moves away from
the original position through the nearest neighbours in latent space. No neighbours from the
original graph structure are used. Original images are inset in the top left of each frame. Original
images are "Truck", "Bird", "Horse", "Boat" and "Horse".
moving independent of each neighbour code component. Hence the degradation of the underlying
images is expected to occur rapidly.
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3.3.3.3 Learning Features in Latent Space
The encodings in the previous section have been shown to smoothly vary in the latent space. Since
showing that the latent space contains this structure, it is now possible to learn new features in
this latent space.
The features we learn here are able to retain a fully connected structure without having to enforce
some prior structure on the receptive elds. Once an image has been projected into the rst layer
latent space the learning process continues as outlined in Section 3.2.2. We rst extract patches
from these encoded images and whiten the centered distribution of patches. Once learning on these
patches is complete, the learnt features can be visualised by projecting the learnt lters from latent
space back to the image space. To convert latent coordinates to their corresponding lter code,
the latent code is matched to its nearest known neighbour in latent space and the corresponding
lters are activated in the high dimensional code with the corresponding coecient.
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(a) Second Layer fully connected MNIST lters (b) Second Layer fully connected CIFAR lters
Figure 3.6 – The learnt back projected lters
The appearances of these second layer lters correspond to larger components of the dataset in
question. The more obvious structure is present in Figure 3.6a, due to the far more homogenous
state of the dataset in question.
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3.3.3.4 Memory and Computation Scaling
Of particular importance (and the primary motivation for this method), is enabling the learning of
subsequent layers of densely connected, overcomplete layers in Deep Networks. Table 3.5 contains
an example of the required number of parameters, and hence size of memory, required to maintain
an overcomplete fully connected second layer on simple MNIST data. The case of overcomplete
Table 3.5 – Parameter Space Comparison
Feature Map Size Coded Patch Coded Image Input Patch Parameter (GB)
(6,6) (28,28) (12,12) 3000 Feature Map
Ours 3000 12 5808 1728 0.019
Other 3000 3000 1587000 432000 4.828
feature maps in non-embedded convolutional systems is clearly infeasible in both memory (due
to parameter explosion) and time (due to dilution of gradient information in sparse systems). We
decouple the size of the subsequent parameter space from the level of overcompleteness of the fea-
ture map. Instead the parameter space of additional layers depends on d, the projection dimension,
k the number of retained modes and K2 the overcompleteness of additional layers. The graphs
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Figure 3.7 – The dierences in memory and time requirements for the current method and traditional
fully connected methods. Due to the decoupling of the output from the level of overcompleteness,
the current method scales with the dimensionality and number of retained modes.
in Figure 3.7 highlight the growth rate of the memory requirement of an overcomplete feature map
of dierent patch sizes of our method vs a fully connected non embedded convolutional network.
Due to our decoupling of parameters, the growth of our parameter space depends only on the
embedding dimension, and hence does not grow when increasing the level of overcompleteness,
but only the patch size, number of retained modes and latent dimensionality of the lter manifold.
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3.4 Additional Considerations
While we have shown that the sparse code representation can be eectively embedded into a
highly compressed representation, there are a number of limitations when utilising this technique
for classication tasks. These limitations are related to the ne tuning of generative models and
deep feature learners pre trained in an unsupervised manner. These limitations can be broadly
categorised into the following main units:
• Non dierentiable pooling operators
• Post pooling correlations in dictionary elements
• Non dierentiable manifold representation of ISOMAP
Typically, after the unsupervised pre-training stage, the model is ne tuned for a classication
task by back propagating an error gradient from a classier such as a logistic regression or a
softmax model. While the manifold learning stage can be replaced with a variety of dierentiable
and iterative embedding techniques, the max-pooling operator is a notably less severe limiting
factor due to its non dierentiability. When the non dierentiability is coupled with the collisions
caused in the code space (discussed next), it becomes impossible to exactly propagate gradients
back through this layer.
Coupled tightly to the pooling issues are the redundancies in the learnt dictionary and its asso-
ciated manifold. In particular, the replication of identical dictionary elements in diering trans-
lations is highly wasteful in terms of the representation power of the dictionary. This wasteful
translation redundancy becomes particularly pronounced after the application of the spatial pool-
ing stage. The spatial pooling operator causes dictionary elements that dier by a spatial transla-
tion (typically with low correlation) to become increasingly correlated14. This unwanted additional
correlation is obviously harmful to classication problems and is a problem in both our model and
existing Deep Learning systems. As the translation factors are retained in our embedding step,
the max-pooling operator eectively folds the previously distant points on the manifold together.
This means subsequent feature representations must learn to ignore translation directions in the
underlying manifold representation.
14When we consider the pooling of high dimensional codes
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In both the high dimensional representation and the embedded representation, without explic-
itly accounting for both the location of the underlying encoding and the translation redundancies
present in the dictionary, we cannot perform adequate sub-sampling/pooling of sparse codes with-
out a degradation or blurring of the underlying image. This problem is notably less sever in the
compressed state due to the implicit closeness of translated factors within a pooling window. This
smooth transition in the underlying representation, as discussed in Section 3.3.3.2, allows a simple
winner takes all of sub-sampling to occur while still facilitating feature learning in subsequent
layers.
However we still have the problem of the dictionary layer using a signicant portion of its capacity
in modelling components that will become unnecessary due to either the dictionary embedding
or pooling of the high dimensional encoding. Hence we require a method of factoring out the
undesirable redundancies from the set of learnt dictionary elements and a method of encoding that
preserves the spatial locality of the lter activations in the underlying receptive eld. Coupling
the spatial reduction into the encoding scheme will allow the existing code projection to operate
without wasteful dictionaries, or requiring the currently utilised pooling heuristics.15
These additional problems along with extensions to this embedding approach are considered in Chap-
ter 7.
3.5 Summary
In this Chapter we have examined our proposed Sparse Coding model and its related assumptions
that the associated dictionary or lters learnt in an overcomplete setting belong to a low dimen-
sional manifold. The feasibility of embedding the encoding produced by Orthogonal Matching
Pursuit with an overcomplete dictionary was studied. We found that by retaining a small num-
ber of components we were able to learn subsequent lters in the embedded space that are the
equivalent of sparse fully connected receptive elds.
We examined the eect of the level of over completeness, patch sizes and neighbourhood connec-
tivity on the resulting stability of the projection. We found that simple heuristics can lead to stable
repeatable embeddings.
We also highlight the potential of this technique for scaling up convolutional networks to realis-
tic image sizes with fully connected receptive elds. Additional experiments along this line are
15That is, we require a model that learns a dictionary free of translational redundancies.
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presented in Section 7.3.
Additionally, we nd that the current algorithm is sensitive to the projection produced by the man-
ifold embedding, hence "higher quality" projections that provide better separation while ensuring
no overlap of distant neighbourhoods in the projected space are expected to produce sharper,
more exact features. Further to this, we have motivated the requirement of a dierentiable repre-
sentation of the underlying manifold and pooling method. This dierentiability will allow the ne
tuning of the low dimensional representation to facilitate classication. This requirement directly
motivates our work in the following chapters.
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Chapter 4
Overcomplete Generative
Convolutional Networks
In this chapter we introduce and empirically evaluate two robust variants of unsupervised con-
volutional models. These models extend existing convolutional denoising Autoencoders and con-
volutional Restricted Boltzmann Machines to incorporate a number of modern regularisation and
training methods. We have two primary motivating factors for using and developing these models.
The rst motivating factor is to extend existing unsupervised models with modern regularisation
and training methods, in order to produce models that are suitable for learning large scale unsu-
pervised convolutional networks. This ability to learn over-complete sets of translation invariant
features was an essential requirement of the embedding model developed in Chapter 3.
The second motivating factor is to provide an unsupervised initialisation to what are traditionally1
fully supervised models. We show that these unsupervised initialisation methods provide a supe-
rior initialisation path for supervised Convolutional Neural Network architectures and provide
signicant increases in classication performance. This unsupervised initialisation allows us to
leverage powerful Deep Learning architectures within label poor datasets, a limitation commonly
present in robotics applications.
1Between 2008 and 2015
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The contributions of this chapter include:
• Technical improvements to the Convolutional Restricted Boltzmann Machine (cRBM) [70]
and a convolutional extension to denoising Autoencoders, that makes it possible to robustly
learn large over-complete sets of lters in an unsupervised manner.
• Empirically demonstrating that the unsupervised initialisation of more traditional convolu-
tional architectures provides a strong regularisation eect and produces higher classication
performance in case of smaller numbers of labelled examples, a situation that is common in
robotics applications.
4.1 Introduction
The convolutional RBM developed in Lee et al. [70] presented a convolutional variant of RBM and
with it a convolutional Deep Belief Network. This convolutional property allows the network to
reuse the learnt weights across spatial locations in the image. In each of the experiments presented
in [70], the number of lters utilised in each layer is undercomplete (24,100) in Kyoto and (40,40) in
MNIST. While the total number of parameters in this model does produce a highly over-complete
parameter space, the degree of freedom present in the lter space is relatively small. This size
disparity is immediately obvious when compared against other dictionary based models which
can easily utilise over 3000 lters or dictionary elements.2 If this small size is countered by simply
increasing the number of convolutional lters in the model, three primary problems occur during
training. The rst problem relates to the magnitude of the resulting gradient terms due to a large
number of lter elements contributing across the entire image. The second problem is that the
increase in capacity allows the system to eectively weight a set of random lters into any required
conguration. Coupled with this problem, is the rapid convergence of a small subset of lters and
the zeroing out of the remainder. This zeroing out is equivalent to a model composed of a small
number of lters, as the zeroed out units have no contribution. The nal major problem is the
increased training time caused by the increased computational demand of high numbers of lters.
This increased computational demand becomes increasingly problematic when multiple layers of
high numbers of lters are stacked.
2And in fact nd increaseing performance as the dictionary size grows[22].
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In this section we present a set of technical adaptations from the literature that facilitate the
learning of large lter sets within convolutional models, namely the denoising convolutional Au-
toencder and the convolutional RBM. We also assess the suitability of a family of adaptive SGD
techniques that facilitate the fast training of large unsupervised convolutional models without
resorting to complex parameter estimation schemes. In order to increase the robustness of the
learning in the unsupervised convolutional models, we rst assess the replacement of binary hid-
den units with a unit known as the Rectied Linear Unit or ReLU. In addition to this, we examine
the eect of Dropout[45] on the learnt lters when applied to the elds of hidden units.
We nd that within the cRBM, the use of either of these techniques alone has a minor eect on
the stability and convergence of the systems, however the use of both techniques concurrently re-
sults in the greatest improvements. The Convolutional Denoising Autoencoder (cdAE) is found to
produce highly redundant lter sets when the dropout regularisation is applied concurrently with
the denoising. When these models are trained with adaptive Stochastic Gradient techniques, we
are able to eciently learn large scale sets of convolutional lters, while simultaneously avoiding
gradient explosions. Both of which are an essential requirement to produce the embedded network
representation of Chapter 3.
4.2 Rectied Linear Units
Rectied Linear Units (ReLU) have proven to be powerful non-linearities in both supervised and
unsupervised training of Restricted Boltzmann Machines, Deep Belief Networks and Convolu-
tional Neural Networks. The ReLU non-linearity is dened as,
ReLU(x) = max(0, x) (4.1)
The noisy variant, the nReLU non linearity is dened as,
nReLU(x) = max(0, x+N (0, σ(x))) (4.2)
And the leaky RELU is,
lReLU(x) =
 x× 0.01 x <= 0x x > 0 (4.3)
The behaviour of both the ReLU and nReLUs is shown in Figure 4.1. An obvious advantage to us-
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Figure 4.1 – The Noisy and standard ReL functions, the lled region is the three standard deviations
of the noise.
ing ReL units is the non-saturating behaviour of the gradient terms as activation increases. While
it may be concerning that no gradient can ow through the unit when the activation is below
zero, Maas et al. [73] found that leaky ReL units did not improve the performance of the network
on Audio data. Conversely the performance did not decrease while using the leaky ReLU. Each
individual lter learnt as part of a network containing ReL units, may act as a hyperplane classier
due to their max nonlinearity. This allows input space to be essentially carved into 2K distinct
regions that smoothly vary, allowing smooth density estimates with ReLUs [37]. Hidden layers
that exhibit a higher degree of sparsity are typically more generalizable and produce better dis-
criminative features. Srivastava et al. [103] found that including dropout in an RBM signicantly
increased the sparsity of the resulting features uniformly while simultaneously producing lters
that were more localised.
Pretraining RBMs with noisy ReLUs was shown in [81] to provide better discriminative perfor-
mance3 than a network pretrained with binary units. The generative pretraining was found to
increase the discriminative performance in both sets of units, however the ReLU without pretrain-
ing also had a higher classication performance than pretrained binary units. The generative and
3The standard ReLU is used when performing discriminative tasks
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discriminative performance increases are not limited to single layer systems, similarly [37] found
that the ReLUs performed better than sigmoidal units in DBMs, where they successfully trained up
to 12 layers with the ReLU non-linearity. The use of the ReLU unit is more recently coupled with
a regularisation scheme known as Dropout[45] (discussed in Section 4.3), that assists in increas-
ing the generalisability of the network while simultaneously preventing units from co-adapting,
making units more useful by themselves. Further to this Hinton et al. [45] found that the use of
this unit reduces the need for contrast normalization and similar data preprocessiing schemes as
the units do not saturate. Typically the only preprocessing done is to remove the mean activity
from each pixel.
The use of ReLU+Dropout has also proven powerful in convolutional architectures, including a
popular system known as CUDAconvnet [58]. These supervised deep convolutional neural net-
works and variants hold the highest level of classication performance on the Imagenet dataset4.
The increased success of ReLU over other non-linearities is not limited to vision architectures,
Dahl et al. [26] found that recognition on the LVCSR speech recognition dataset was improved
when using ReLU units in deep neural nets. Similar levels of performance increase are also found
in other neural network acoustic models [73].
4.2.1 Deriving ReLU
While the use of ReLU appears sensible from a performance standpoint, it is useful to understand
its derivation and what it approximates when attempting to apply it correctly to other models. An
early approach to modelling non binary inputs by Teh and Hinton [106], created groups of replica
units - units oset by an integer value with identical weights and biases. The expected value of
this group of replica weights is then Np, with N being the number of binomial replicas, and p the
probability of activation.5 By modifying this approach to provide each unit with an oset we can
model large or innite groups of units as,
N∑
i=1
σ(x− i) ≈
∫ ∞
0
σ(x− i) di (4.4)
=
∫ ∞
0
exp(x− i)
1 + exp (x− i) di (4.5)
4At year of writing 2014
5The probability of n replicas being on of an available N replicas is
(
N
n
)
npi(N − n)(1−pi), the expected value is
used in [106] and rounded to the nearest integer.
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= |− log(1 + exp(x− i))|∞0 (4.6)
= log(1 + exp(x)) (4.7)
The log(1 + exp(x)) term is then itself approximated by max(0, x). When using this function for
training, the discontinuity at 0 is ignored and gradients for x ≤ 0 are set to zero.
4.2.1.1 Output Normalisation
As the ReLU output can continue to scale as the value of the input increases, it is commonly scaled
in some manner to reduce the response of global activations. A common normalisation technique
is to normalise the output response of a unit based on the response of a precongured set of
neighbour units as follows,
aix,y =
aix,y1 + α i+N2∑
j=i−N
2
(aix,y)
2

β
(4.8)
This normalisation of the response has been shown to increase the performance of CNN architec-
tures by a few percent [58]. However little has been done to understand the eect of precongured
neighborhoods on the performance of these networks.
4.3 Dropout
Dropout [45, 103] is a model averaging, regularization and data augmentation technique [113] that
allows the ecient implicit training of an exponentially large number of models with a shared
parameter space. In the idea Bayesian case, we would integrate over the entire model space to
produce our estimate. However, this is generally intractable, yet even a smaller approximation
to this model averaging has been proven to increase test performance in a number of real world
competitions [9].
In all of these cases, model averaging is computationally dicult, however, the model averaging in
dropout occurs with a simple rescaling of the units output, thereby approximating the geometric
mean of exponentially many models. This property makes it an attractive alternative to other
model averaging techniques as it does not require integration over a high dimensional parameter
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space, or the training of a large number of models. The computational expense of even attempting
to train a few dozen of these networks can be prohibitive due to the long training time required.
Dropout operates by probabilistically dropping or zeroing the outputs of units in a network with
a probability p. These zeroed-out units are then unable to participate in any forward or backward
propagation of signal or gradient. This sampling of subnetworks by dropout is performed with
each new example input. An example of two networks sampled with dropout is shown in Fig-
ure 4.2. By randomly removing units from the active set, dropout encourages units to avoid com-
plex co-adaptations with other units, the units are then forced to learn robust features that do not
require the presence of another feature to be useful.
Once training is complete, the output of units are multiplied by p, the dropout probability, or alter-
natively units are divided by p during training. This multiplication is an approximation to taking
the geometric mean of the exponential number of networks. Baldi and Sadowski [7] have shown
that such an approximation of the geometric mean is exact with continuous linear units and close
for smooth continuous non-linear functions (such as ReLU, sigmoid and tanh). A number of similar
hk+2
hk+1
hk
hk+2
hk+1
hk
Figure 4.2 – Two independent networks sampled from the entire set with dropout. The crosses indicate
units no longer participating in propagation
techniques have been produced that drop some additional form of connection. DropConnect [114]
drops both the units and the connections between units (drop components of the weights) and
Stochastic Pooling [120] probabilistically selects the retained activation based on the unit output
probability.
Due to the simplicity of dropping units in output maps, we adopt the dropout technique in a
per mini batch fashion. We perform a slight adaptation to this technique that drops entire maps
from the mini-batch update coupled with a dropping random units from the remaining maps. This
produces a better regularization eect than allowing all units to be potentially dropped, as without
excluding entire maps, the overall sum of the gradient created across all maps averages out the
eect of dropout.
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4.4 Gradient Adjustments
When moving from a generative binary convolutional network to a generative Rectied Linear
Unit (ReLU) convolutional network, care must be taken to understand some potential issues that
can occur during gradient calculations. In a fully supervised convolutional neural network, the
gradients are back propagated from the error present at the top layer of the network down the
layers. This error signal ows in one direction and does not accumulate. However, when training
a cRBM, the gradient signal used in contrastive divergence learning is built up by performing a
number of forward and backward propagations within the current cRBM layer. In the standard
sigmoidal variant [70], the magnitude of the error at a unit is constrained by the sigmoidal unit
clipping and, most often, a weight penalty. However in the cRBM network with ReLU nonlinear-
ities, this gradient is directly proportional to the input signal. Additionally, as there is no bound
on the unit output magnitude, the large summation during reconstruction of the visible input can
create a reconstruction several magnitudes larger than the original input. Hence, an over-complete
system can quickly produce a signal that grows extremely rapidly, and produces a gradient explo-
sion [90]. The cdAE is also susceptible to this issue, however as gradients are not built up (as in
the CDk gradient approximation used in RBMs) it is less likely.
A naïve method of controlling this signal would be to simply initialise the network weights at
small values and use a small learning rate. However very low learning rates will produce training
times that are extremely long. Rather than using these extremely low rates, we evaluate a number
of parameter free and accelerated gradient techniques that are popular in the machine learning
community for training large deep networks. This allows us to develop a system that is almost free
of tedious parameters and can be trained successfully with minimal adjustments. In this section
we evaluate the general behaviour of a family of SGD methods on both the cRBM and cdAE layers.
In particular we will evaluate SGD, SGD + Nesterov Momentum [82], RMSProp[109] + Nesterov
Momentum [82] and ADADELTA[119]. In what follows, Θ will represent the parameters being
optimised, µ the momentum weight, v the momentum value, ∇f the gradient of the function f
and η the learning rate or step size and t indicates the ordering.
4.4.1 Nesterov Momentum
Nesterov Momentum [82] is an extension of the classical momentum adjustment [92] that assists
in preventing overshoot and oscillations induced by using a momentum term. The classical mo-
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mentum term simply keeps a decaying estimate of the gradient during optimisation. The Nesterov
Momentum technique calculates the gradient of the loss function at the parameter setting which
would occur after the application of momentum to the current parameters. This is expressed in
Algorithm 4.
Algorithm 4 Nesterov Momentum Update
Require: µ, ∇f
1: Θt+ 1
2
= Θt + µvt
2: vt+1 = µvt − η∇f(Θt+ 1
2
)
3: Θt+1 = Θt + vt+1
By evaluating the gradient term at the future position indicated by the momentum term, the gra-
dient adjustment actively compensates for any overshoot induced by the momentum.
4.4.2 RMSProp
RMSprop weights the incoming gradient term by an exponentially weighted average of the mag-
nitudes of the gradient at previous time steps. The full algorithm is shown in Algorithm 5.
Algorithm 5 RMSProp
Require: µ,∇f
1: rt+1 = γrt + (1− γ)∇f(Θt)2 . Accumulate gradient
2: vt+1 = 1√rt+1∇f(Θt) . Compute update
3: Θt+1 = Θt + αvt+1
By combining the Nesterov momentum technique with the RMSProp gradient normalisation, both
the gradient magnitude and momentum overshoot can be controlled. This combined algorithm is
as follows:
Algorithm 6 Nesterov + RMSProp
Require: µ, ∇f
1: Θt+ 1
2
= Θt + µvt . Apply Nesterov Momentum
2: rt+1 = γrt + (1− γ)∇f(Θt+ 1
2
)2 . Accumulate gradient
3: vt+1 = 1√rt+1+∇f(Θt+ 12 )
4: Θt+1 = Θt+ 1
2
+ αvt+1
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4.4.3 ADADELTA
ADADELTA[119] extends the normalisation of RMSProp with an exponentially decaying average
of the step size. This variant of Adagrad[31] does not keep gradients from the entire history and
is therefore not bound to continually reduce the algorithm step size and is less susceptible to poor
step size initialisations. The ADADELTA update procedure is as follows,
Algorithm 7 ADADELTA
Require: µ,∇f
1: rt+1 = γrt + (1− γ)∇f(Θt)2 . Accumulate square gradient
2: vt+1 = −
√
st+√
(rt+1+)2
∇f(Θt) . Compute update
3: st+1 = ρst + (1− ρ)v2t+1 . Accumulate updates
4: Θt+1 = Θt + αvt+1
As with RMSProp, we can combine the ADADELTA technique with Nesterov Momentum. The
resulting algorithm is as follows,
Algorithm 8 ADADELTA
Require: µ,∇f
1: Θt+ 1
2
= Θt + µvt . Apply Nesterov Momentum
2: rt+1 = γrt + (1− γ)∇f(Θt+ 1
2
)2 . Accumulate square gradient
3: vt+1 = −
√
st+√
(rt+1+)2
∇f(Θt+ 1
2
) . Compute update
4: st+1 = ρst + (1− ρ)v2t+1 . Accumulate updates
5: Θt+1 = Θt+ 1
2
+ αvt+1
The net result is an adaptive step size algorithm that can also avoid momentum oscillations and
abrupt changes in the optimal step size.
4.5 Experiments
In this section we determine experimentally, some performance and stability characteristics of the
Robust Convolutional Restricted Boltzmann Machine (rcRBM) and cdAE with ReLU non-linearities
and compare this to the binary cRBM. Additionally, we determine the conditions under which
dropout assists training of such models. We then determine the eect of utilising both the rcRBM
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and cdAE as method for initialising the parameters of Convolutional Neural Network (CNN) ar-
chitectures. In particular we examine classication performance in the low label regime.
4.5.1 Gradient Performance
The training of Deep Learning systems is typically performed by SGD methods, as outlined in Sec-
tion 4.4. Here we evaluate the behaviour of these popular more robust methods in order to estab-
lish an eective training scheme for the cdAE and rcRBM. The obvious monitoring component of
a Restricted Boltzmann Machine (RBM) would be the probability that the model assigns to data
points drawn from the distribution (dataset). The higher the probability, the better the system
performance at modelling this dataset. However the general p(x) =
∑
h p(x, h) marginalisation
requires a sum over an exponential number of states and is not tractable. A common tool used in
monitoring a RBM during training is the systems reconstruction performance, or alternatively, the
free energy assigned to held out data. Here we monitor the rcRBM energy function Equation (2.34),
combined with the sparsity cost of Equation (2.42) with the values obtained by the system when
evaluated on held out data. The addition of the sparsity cost as part of the measure is required,
as the over-complete nature of a rcRBM means that it is capable of trivially modelling any input
image exactly. The monitoring cost of the cdAE is the reconstruction error combined with the
sparsity cost Equation (2.42). In both cases we only apply the sparsity gradient to the bias terms
and not the network weights. This causes the bias terms to reactivate dead weights in the network.
We train a system of 256 lters with SGD, SGD + Nesterov, RMSProp + Nesterov, ADADELTA
+ Nesterov, on CIFAR10 data that has been channel centered (the global mean of each channel
is removed from each image). The dataset is then scaled so that the standard deviation of each
data point (an image) is 0.3. The proxy cost and sparsity cost terms for the rcRBM are evaluated
at every 100 training examples and displayed for each gradient technique in Table 4.1. Similarly,
the cdAE combined reconstruction-sparsity cost and independent sparsity costs are shown in Ta-
ble 4.2. Additionally, we sample the current state of the network’s lters at every 20×103 training
examples and display the progress of the rcRBM in Table 4.3 and the cdAE in Table 4.4.
Each technique is simply tested in combination with both Dropout and Leaky Rectied Linear Unit
(lReLU) as these have been found to increase performance in both generative and discriminative
models already present in the literature.
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Table 4.1 – Pseudo Cost and Sparsity Cost graphs during training of a rcRBM for each of the gradient
update methods.
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Table 4.2 – Reconstruction and Sparsity Cost graphs during training of a cdAE for each of the gradient
update methods.
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Examples
Seen
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SGD NSGD RMSProp ADADELTA
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Table 4.3 – The relative changes in lters learnt with rcRBM on CIFAR10 data with dierent methods
of parameter updates. ADADELTA does not converge, the local optima of both SGD and NSGD
can been seen by the large DC type components dominating the lters.
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Table 4.4 – The relative changes in lters learnt with cdAE on CIFAR10 data with dierent methods
of parameter updates.
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rcRBM Behaviour
The learning rates used in each of the training methods is selected as the highest rate that pro-
duces lter convergence without gradient blow up. The values follow the pattern 1, 0.5, 0.1, 0.05
until an acceptable rate is discovered. This corresponds to the following rates in the rcRBM: SGD:
10−5 nSGD: 10−5 RMSProp: 10−4 ADADELTA: 10−4 Here we nd that SGD, nSGD and RMSProp
rapidly improve the cost and begin to develop edge-like features. However when the RMSProp
technique is applied without any learning rate decrease (or annealing), these lters appear to os-
cillate, which interferes with convergence. The more standard SGD based techniques produce
rapid initial progress in both the pseudo cost and sparsity cost measures, but the initial progress of
the lters (see Table 4.3 rst two columns) passes through what appears to be a local minima in the
pseudo objective. This minima appears as large DC type components in the systems lter bank.
As the system climbs out of this minima, the sparsity cost improves steadily until convergence.
We also nd that the sparsity error term used here correlates qualitatively with the system’s lter
appearance. The non convergence of a system is easily detected by observing whether the sys-
tem’s lters are the typical oriented edges prevalent in sparse feature learners trained on natural
images. This presents itself as a higher sparsity cost.
All three techniques: SGD, SGD+Nesterov and RMSProp converge to similar pseudo and sparsity
costs, however the RMSProp is able to avoid the initial local minima present in the SGD based
techniques. In light of this, in the following experiments we utilise RMSProp technique until
convergence of both costs.
The ADADELTA technique fails to converge after an order of magnitude more training epochs
than the other techniques. Additionally, the lter appearance during ADADELTA gradient updates
appears to develop a similar appearance to the early lters of the SGD methods. This raised the
concern that the ADADELTA technique may be stuck in a local minima at an early stage. Similar
behaviour occurs with Adam, the technique rapidly converges to a local minima and is not shown
here. This non convergence also occurs after initialising ADADELTA with RMSProp, ADADELTA
continued to make very slow progress in both cost functions. Similar behaviour was observed for
all combinations of hyper-parameters tested with ADADELTA: the decay term ρ ∈ [0.9, 0.95, 0.99]
and the oset term η ∈ [1e−2, 1e−4, 1e−6, 1e−8]. The ADADELTA technique is developed based
on the key assumption that the Hessian can be approximated with a diagonal Hessian. The step size
is set dynamically but is based on this assumption, this may lead to incorrect step sizes and hence
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slow convergence if this is violated. This non convergence may warrant further investigation in
the future.
cdAE Behaviour
Again, we utilise the highest rate that produces lter convergence without gradient blow up.
For the cdAE, this corresponds to the following rates: SGD: 10−4 nSGD: 10−4 RMSProp: 10−3
ADADELTA: 0.1 Adam: 10−3. As the gradient calculations required for the cdAE do not accumu-
late over multiple recurrent cycles, the learning rate sizes are able to be signicantly higher than
those used in the rcRBM without experiencing blow up.
While much of the overall behaviour is similar, the cdAE does not present with any convergence
issues when used with ADADELTA. As the SGD method is extremely slow in converging, we
replace it with the Adam as an alternative. Both SGD, Adam and nSGD all present a similar be-
haviour when used to train the cdAE. The resulting lter distributions of these methods reveal
that a number of units end up with very small approximately uniform values. In the case of SGD
and nSGD, these methods are unable to pull these units from these ranges due to the very small
gradient. This eect is not present in the adaptive methods RMSProp and ADADELTA as these
techniques automatically scale the respective gradients, preventing units from remaining in this
state. However, Adam is an adaptive method, yet produces units in this state. The reason for this is
currently unclear. As a result, we utilise the RMSProp technique as the favoured training method
for both of the convolutional models used here.
In both the rcRBM and cdAE models, the presence of increasing numbers of low magnitude inactive
units is detectable by monitoring the sparsity cost. In all cases, this sparsity cost begins to increase
as units begin to deactivate.
4.5.2 Eect of Dropout
In overcomplete models, a number of lters may become deactivated during training and remain
permanently o when the number of lters being trained goes beyond a critical point.6 As the
number of lters in a binary RBM are increased, more of the lters enter this state of permanent
6This point appears to be dataset dependent. Datasets such as natural images will develop a larger number of distinct
lters than a dataset consisting of human faces.
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deactivation.7 By utilising Dropout, some of this locked o behaviour may be alleviated, however
we found this to only allow the number of lters to increase by approximately 1p times
8 the original
amount. Increases beyond this number continued to develop into locked o lters.
The system utilised here with lReLU non-linearity does not appear to exhibit this locked o be-
haviour within the ranges tested coupled with a dropout rate of 0.5. It is still possible that this
behaviour may occur beyond these ranges, but this would still be an order of magnitude greater
than the number of lters learnt in a binary unit system. It is likely that this is due to the large
linear region equally propagating gradients9 regardless of their activation, coupled with the reac-
tivation of the lters due to the bias term.
With Dropout Without Dropout
Table 4.5 – Filters learnt in the rcRBM with dropout (left) and without dropout (right).
7This occurs in the original MATLAB implementation of Lee et al. [70] and in our implementation with more ad-
vanced gradient schemes.
8Where p is the dropout rate
9Where as gradients are very close to zero for sigmoidal units at their extremal values
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With Dropout Without Dropout
Table 4.6 – Filters learnt in the cdAE with dropout (left) and without dropout (right).
Without Dropout, the lReLU based models converge to costs slightly higher than the Dropout
based system. The lters learnt, within the rcRBM both with and without Dropout, are shown in
Table 4.5. The lters learnt without Dropout contain many more high frequency type components,
while the Dropout based lters contain the more edge-like lters learnt with sparse feature learn-
ers. This is in agreement with the expected behaviour of a system learnt with Dropout, as the act
of dropping out lters prevents complex co-adaptation of lters. The high frequency components
contained in the non-dropout lters are likely to be due to this co-adaptation of lters. Similarly,
lters learnt within the cdAE model with and without dropout are presented in Table 4.6. The l-
ters learnt without dropout in the cdAE contain a large number of speckled colour gradient lters.
Additionally, these lters contain hints of the more complex structure present in the lters learnt
without dropout in the rcRBM. In both of these systems, as the number of features being learnt is
increased, the non dropout lters begin to learn large numbers of noise like features, lacking the
specialised structure presented here.
We additionally tested the non-dropout model with an annealed learning rate that halves the learn-
ing rate after each epoch. However, the appearance of the learnt lters did not change qualitatively
from that shown in Table 4.5 or Table 4.6. As such, we utilise Dropout with a dropout rate of 0.5
in all layers of the models used here.
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4.5.3 Robust Comparison
Here we compare the multilayer DBN performance of the rcRBM with the originally published
cRBM [70]. In particular, we focus on a class specic generative model with the Labelled Faces in
the Wild (LFW) dataset and a more general model trained on the CIFAR10 dataset. The primary
purpose of this section is to establish baseline behaviour of convolutional RBMs on this data as
this will be critical in allowing us to compare the performance of the later embedded rcRBM archi-
tecture. At this point we are mostly concerned with the convergence properties of the networks
in question. The reason for this concern is due to the ability of over-complete systems to easily
reproduce their input without learning an informative representation. While the convolutional
models used here are regularized to encourage sparsity, it is not enforced with a hard constraint.
Additionally, local minima or model convergence can be dicult to diagnose as the higher layer
lter representations can produce coherent image space projections10 at very early stages of train-
ing. In light of these factors, we will examine both the lter structure in high layer space alongside
the lter image space projection. In all cases the systems are trained with the RMSProp training
method discussed in Section 4.5.1 until convergence of each signal: reconstruction error, sparsity
cost and change in parameter (lter) space.11
Faces
The Labelled Faces in the Wild dataset is used in this section and the original data is shown in Fig-
ure 4.3a. Before learning proceeds with the rcRBM, the data is converted to grey scale and lo-
cal contrast normalised, see Figure 4.3b. The image is then cropped to a 70px × 50px window
around the face using the alignment method from[46] and the result is shown in Figure 4.3c. This
alignment procedure was found to be unnecessary in early tests with smaller numbers of lters,
however the smaller input image allows a faster training time on larger lter sets.
10Projecting lter representations back down the network to the image space.
11We consider the model to have converged when the change in each signal is less than 10−8 for 50 gradient updates.
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(a) (b) (c)
Figure 4.3 – a) The original Labelled Faces in the Wild data, b) The greyscale local contrast normalised
LFW data, c) The processed and cropped LFW data.
The lters learnt by the rcRBM model are shown in Table 4.7. These lters show clear common
face components in the rst layer and additional higher order face parts in subsequent layers.
Layer 1 Filters Layer 2 Filters
Table 4.7 – First and Second Layer lters learnt in a cDBN composed of rcRBM submodules trained
on the LFW dataset. The second layer lters in this model appear as larger face components.
When learning with the standard binary unit cRBM on the same data, the maximum number of
units (before approximately 10% of units begin to exhibit locked o behaviour) was 128 even with
extensive hyper parameter testing, application of lter revival (by renormalisation, boosting the
bias and resetting). As expected, the number of features that can be learnt in the rcRBM is signif-
icantly larger than that of the conventional cRBM with binary units. The qualitative appearance
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of both systems is very similar when small numbers of lters are used.
CIFAR10
We additionally test the multilayer behaviour of the rcRBM on CIFAR10 data. An example of this
data is shown in Figure 3.2a. The rst layer lters exhibit the standard colour edge lters common
to sparse feature learning systems learnt with natural image data. The rst and second layer lters
learnt are shown in Table 4.8.
Layer 1 Filters Layer 2 Filters
Table 4.8 – First and Second Layer lters learnt in a cDBN composed of rcRBM submodules trained
on the CIFAR10 dataset. The second layer lters in this model share a similar structure to the rst
layer lters.
Here, the second layer lters exhibit much of the same edge like patterning present in the rst
layer lters. This is likely due to the signicantly reduced structure present in the second layer
visible space due to pooling. The resulting spatial size of the input images to the second layer are
12× 12 in size and contains signicantly less common structure than the LFW dataset.
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4.5.4 Unsupervised Initialisation
In this section we assess the suitability of cdAE and rcRBM models to be utilised as pretrain-
ing methods for convolutional neural networks, and in particular, their usefulness in the case of
low numbers of labelled data. We test these convolutional models with a variety of model struc-
tures that are present in the literature and highlight that unsupervised pretraining dramatically
improves the classication performance of CNNs in the low label case, and typically produces
slightly superior results even in the fully labelled case.
We test this approach using existing architectures present in the literature. For the CIFAR10
dataset, Masci et al. [77] utilise the current best performing architectures, as such these are utilised
here. The results obtained from unsupervised pretraining of CNN architectures with the rcRBM
and cdAE models is presented in Table 4.9.
Table 4.9 – Quantitative comparison of results obtained on the CIFAR10 dataset with diering numbers
of total training instances. Results presented in bold are obtained from 10fold cross validation.
Model Structure 1k 2k 5k 10k 50k
StackedCAE[77]
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CNN[77]
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P
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C
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P
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C
(3,3)
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S 55.5 - - 35.2 22.5
Kmeans[22]
4096
C
(7,7)
- - - - 20.4
µ-ssRBM[24]
4096
C
(8,8)
(9,9)
P
(9,9)
SVM
L2
- - - - 23.3±0.9
tanh CNN[77]
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C
(5,5)
(2,2)
P
(2,2)
144
C
(5,5)
(2,2)
P
(2,2)
192
C
(3,3)
300
F
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S 55.5 - - 35.2 22.5
tanh CAE[77] 52.3 - - 34.4 21.8
wscAE[75]
512
C
(9,9)
(4,4)
P
(5,5)
10
Lr - - - - 27.3
wscAE[75]
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C
(9,9)
(4,4)
P
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Deep Tiled CNN[83]
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P
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Tiled CNN[83]
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pretrained cdAE
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(2,2)
P
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C
(5,5)
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P
(2,2)
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C
(3,3)
300
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S 44.40±0.7 38.35±0.3 30.33±0.14 25.11±0.12 16.69±0.1
pretrained rcRBM
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C
(5,5)
(2,2)
P
(2,2)
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C
(5,5)
(2,2)
P
(2,2)
192
C
(3,3)
300
F
10
S 47.2±0.9 40.65±0.41 35.37±0.23 30.01±0.17 21.94±0.15
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The pretraining of CNN architectures with either the rcRBM or cdAE variants provides a distinct
advantage in classication results. Particularly, the cdAE produces an 8% absolute reduction in
error rate from the next best performing model with 1000 total training instances. Tests with a
conventional CNN of the same architecture, also utilising dropout and data augmentation produce
results on par with those presented in the table. These larger networks take signicantly longer to
train and produce results that are on the order of 4% lower in classication accuracy in both the
cdAE and rcRBM models. In work done independently and just after to this work, [89] construct a
convolutional Autoencoder equipped with ReLU units. Their method achieves very similar results
to our pretraining. However, the model they present is unable to scale the number of hidden units
we require. Additional networks with much larger convolutional and fully connected layers were
tested in the same manner.
4.6 Summary
Taking advantage of regularisation techniques such as dropout and sparsifying non-linearities
such as ReLU, greatly assists in the ability of unsupervised convolutional architectures to learn
overcomplete representations. By coupling these non-linearities and regularisation techniques
with adaptive stochastic gradient descent methods, it is possible to eciently train large networks
while avoiding the exploding gradient problems faced by networks that utilise some form of re-
current or accumulation phase. Both the rcRBM and cdAE architectures presented here learn
overcomplete generative representations that avoid learning redundant copies of lter units. Both
models achieve similar levels of reconstruction quality while producing sparsely active units.
The assessment of these models was performed by utilising the representations learnt in their
unsupervised training as an initialisation for fully supervised training of CNN architectures. The
cdAE model was found to produce a marginally superior initialisation to the rcRBM for the CI-
FAR10 dataset used in testing. Both of these models were found to produce initialisations that are
superior to those currently present in the literature, with the highest gains obtained in the low
label regime. Due to the simpler and faster training requirements of the cdAE in learning an ini-
tialisation for a CNN, it is currently more preferable for use as a pretraining method. However, as
future work, using these models as pretraining methods should be tested with a variety of other
datasets to establish the generalisability of this statement. As part of this testing process, the sub-
sequent work in Chapter 5 will utilise these models as a pretraining method for CNN models on a
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label poor dataset. Having established that the new technical machinery is sucient to learn large
over-complete non-translation redundant lter sets, we will utilise these methods as part of the
techniques developed in Chapter 7 to extend the contributions of Chapter 3.
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Chapter 5
Learning from 3D LIDAR
In this chapter, we evaluate a number of unsupervised feature learning techniques, including the
Robust Convolutional Restricted Boltzmann Machine (rcRBM) and Convolutional Denoising Au-
toencoder (cdAE) from Chapter 4, as a method to provide unsupervised features for classication
of outdoor 3D Laser Illuminated Detection And Ranging (LIDAR) data. To do so, we develop a
simple method of normalising the noisy incoming LIDAR data to facilitate unsupervised feature
learning, followed by a method of providing regularly sampled object images from segmented 3D
objects. This system of unsupervised feature learning is evaluated on LIDAR depth data sampled
from an urban environment with the Velodyne sensor.
The contributions of this chapter include the development of an ecient processing pipeline to
produce normalised Velodyne data, facilitating the use of unsupervised feature learning algo-
rithms, and an object processing algorithm that allows irregularly sampled LIDAR data to be uni-
formly resampled and evaluated in classication systems. Additionally, we empirically evaluate a
number of unsupervised feature learning techniques on this urban Velodyne data, including the
rcRBM and cdAE as pretraining methods for Convolutional Neural Networks.
5.1 Introduction
Object recognition using outdoor 3D point cloud data has become an important problem in robotic
perception. Dense 3D range sensing of environments is particularly useful as it provides highly
accurate measurements of the surrounding scene and is invariant to illumination changes. Most
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recent approaches to object recognition with depth data have utilised the Kinect RGB-D sensor [16,
60, 102] which provides relatively dense and clean data, but is limited to indoor applications[25, 41].
These approaches typically utilise hand-crafted features such as Spin Images [53], the Fast point
feature histogram (FPFH) feature [99], amongst others. Feature learning techniques have been
applied to dense 3D data, and in particular to 3D Kinect data[40, 61].
This chapter builds on these recent developments and proposes strategies to apply feature learning
methods to noisy, non-uniformly sampled 3D scans. More specically, the approach was developed
for scans produced by outdoor 3D scanners deployed on mobile platforms (e.g. 3D Velodyne LIDAR
on a ground vehicle) which produce a point cloud density typically much lower than other static
scanning systems, such as in the The Stanford 3D Scanning Repository [108] dataset, or scans
produced by the Kinect sensor.
Here we introduce and evaluate a simple preprocessing technique for Velodyne depth data, along
with an approach to formatting patches of 3D range images into regular image grids for feature
learning or classication. We perform single layer feature learning with k-means, Sparse Autoen-
coders and the previously introduced rcRBM and cdAE models. These unsupervised approaches
are selected as they are simple, yet have a similar performance to more complex fully supervised
Deep Learning systems. This set of simple models provides an informative baseline with which to
compare our more complex deep convolutional models. Classication performance is evaluated
on a set of 588 object scans acquired with a Velodyne sensor and labelled into 14 classes. 1 The ap-
proach out-performs classication based on pre-dened features such as the Spin Image [53] and
the recently introduced Line Image [93]. This Velodyne segment preprocessing and single layer
feature learning work rst appears in [29].
5.2 Related Work
Existing approaches to the classication of RGB-D or single channel depth data, exploit a spectrum
of approaches to feature representation, from hand crafted single features to kernel methods to
learnt features and ensembles of each. This section provides a review of the existing approaches
and the critical assumptions utilised for handling this type of data.
1Dataset and instructions are available from http://www.acfr.usyd.edu.au/
papers/SydneyUrbanObjectsDataset.shtml.
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5.2.1 3D Features
3D features seek to provide a consistent local representation by being invariant to: (1) relative
position and orientation (eg. as the sensor or object moves), (2) point density, and (3) occlusion.
We review below a number of features encoding these invariants in order to show that in all cases,
the underlying invariance and representation is pre-dened. This is to be contrasted with models
that encode these invariances as a prior in the model structure and allow the nal representation
to be learnt from data.
Position Invariance
Invariance in position can be achieved by searching all positions or subsets of strategically chosen
positions. The latter case corresponds to computing features at well localised keypoints, which
massively reduces the search associated with feature matching. Several 3D keypoint algorithms
exist[34, 105]. These attempt to identify salient regions in the point cloud which can then be more
easily re-identied. Saliency is often encoded via corner detection on local gradients. 2
Orientation Invariance
Invariance in orientation can be achieved through an alignment process. Features such as spin im-
ages [53], shape contexts [35] and others divide the space radially into bins, which must be aligned
to compensate for changes in orientation. Surface normals are often used, but leave the spin ori-
entation free. The spin image deals with this by collapsing this dimension, binning points radially
about the surface normal. Others [18] [105] align the free spin orientation to the “downwards”
direction, which is in particular relevant in urban environments, given the typical extrusion of
urban objects.
Density Invariance
Invariance in density can to some extent be achieved by spatial histogramming. The point density
in a given region may vary signicantly with viewpoint. Features that spatially bin points assume
an even sampling with resolution greater than the chosen bin size, often requiring points to be
2The extent of this locality must be dened by the user.
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evenly interpolated beforehand [53]. Statistical features such as those in [62] can give invalid
results when computed on neighbourhoods that are not representative of the local geometry, for
instance, at the border of occlusions. In the case of range images, this problem can be mitigated
by exploiting the natural graph topology of a range image [79] to select appropriate samples, as
demonstrated in the Line Image feature [93].
While the above features each create a representation of the data that is invariant to a predened
aspect of the data, a number of approaches combine these measures in order to construct more
powerful representations. An ecient match kernel is used in [15] to combine a set of kernels
that compare size, Spin Images, gradients and Local Binary Patterns calculated on RGB-D images.
Another approach to combining multiple features with ecient match kernels is proposed in [60].
Instance Distance Learning is used to integrate features from multiple views of an object. They
show that by nding the optimal distance function per object, superior classication performance
is achieved.
5.2.2 Existing Depth Based Feature Learning
An approach to learning multiple layers of features on a combination of Depth and RGB data
is introduced in Hierarchical Matching Pursuit (HMP)[16]. Each layer of HMP consists of feature
dictionaries learnt with K-SVD [98] applied to input patches. The rst layer takes as input, patches
containing RGB, depth, grayscale intensity and surface normals. Feature encoding is performed
with Orthogonal Matching Pursuit [91] over image patches sampled from a regular grid. The
feature vectors are pooled with spatial pyramid max pooling [117] to generate patch level features.
The second layer of Matching Pursuit (MP) then takes contrast normalised versions of these patch
features as input. The output of this system is then a spatial max pooling over both the rst
layer output and the second layer HMP output. They nd that the features learnt on Kinect data
outperform the RGB-D kernel descriptors of [15], the Sparse Distance Learning approach of [60]
and the combination of: SIFT, Textons, Color Histograms, Spin Images and 3D bounding boxes [59].
An additional feature learning approach in [102] constructs two convolutional neural networks
to extract low level features from RGB and Depth channels of Kinect data, respectively. After
pooling the convolutionally encoded images, the output feature vector is passed to a hierarchy
of recursive neural networks to learn higher level features. The authors nd their system has a
higher accuracy than the depth kernel descriptors of [15] but slightly worse performance than
HMP[16], which also includes manual features from surface normals. While these recent feature
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learning systems achieve state-of-the-art performance on a number of classication tasks, their
application to outdoor multi-modality data has received little attention. The work performed here
is closest in spirit to that of[102], however, we operate on the single depth modality.
5.3 Depth representation for Classication and Learning
In this section we present the two preprocessing procedures utilised to sanitise raw non uniform
Velodyne point cloud data into a format more suitable for feature learning and subsequent clas-
sication. We will discuss two distinct procedures. The rst relates to a general sanitisation that
removes the majority of artefacts from the data and the second discusses the scale normalisation
and re-sampling of segmented objects from a depth scene. The rst method is applied during
unsupervised training, while the second is used independently on the segmented objects dataset
during classier training and testing.
5.3.1 General Preprocessing
The nature of outdoor LIDAR scans in dynamic environments ensures that not every sampled
region will provide a depth return. Select objects, particularly those in man made environments,
contain highly reective objects or objects with obtuse reectivity (windows and other smooth
objects at an obtuse angle in particular often do not provide returns).
As such, typical Velodyne data is corrupted with a form of salt and pepper noise, producing very
high frequency or depth discontinuities in the depth image. In addition to this problem, the data
is non-uniformly sampled. The physical structure of the sensor itself means that samples taken do
not form a regularly sampled grid as in a typical CMOS camera. An example of the non uniform
aliasing and salt and pepper noise corruptions are shown in Figure 5.1.
These two sensor idiosyncrasies mean that certain artefacts are present in the data when viewed
in the form typically used in a convolutional or patch based feature learning system. These cor-
ruption processes however, are relatively simple to mitigate. A simple temporal median lter with
a temporal size of two and spatial shape of 3 × 3 is used to lter the salt and pepper locations of
the image (non return locations are provided by a mask).
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The edge corruption in the image is then smoothed with a Gaussian lter sized (3× 9× 9), with
standard deviation of (0.5, 1, 1). This provides smoothing both spatially and along adjacent scans.
No tracking is used during this procedure.
(a) Range Image Data. Signicant structural noise exists at both ends of the image due to sensor occlusion.
Additional salt and pepper noise is present due to non returns. Edge artefacts exist due to sensor
structure.
(b) Range Image non-returns. Non returns are indicated as black pixels.
Figure 5.1 – Example Range Image data and associated return mask. The spacing of rows is physically
non-uniform, the spacing of rows in the above image is shown uniformly.
Depth data contains a large variety of ranges, and in particular spreads from (close to) depth zero
at the bottom of the frame, to a possible maximum depth (typically) in the upper frame. The slow
moving gradients present in ground, walls and other large objects occupy a signicant portion
of the City Scenes3 dataset utilised here. As we are interested in learning the structure of object
parts and objects within the scene a normalisation method that removes or suppresses the non
interesting components. Hence, this high depth variability and over representation of gradient
patches, necessitates a form of contrast normalisation in order to even out the distribution of
image components to more closely resemble the interesting components.
Hence we use Local Contrast Normalisation [67] to provide this normalisation. Each location in
the image has the mean pixel value (under a (5×5) patch) removed and is then normalised by the
L2 norm of its neighbouring values so that the regions L2 norm is approximately one. This region
norm value is bounded to be at least the mean norm of the image. This prevents regions with very
small norm from enhancing noise.
The resulting normalised image is shown in Figure 5.2; the slow gradients of walls and roads have
been reduced, while edge features have been enhanced. We explicitly separate this component
from the model in order to highlight our preprocessing procedure. While this process is highly
eective for urban data, it may be less useful for other datasets and is not investigated here.
3Described in section 5.6
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Figure 5.2 – Top: Filtered Range Image, Bottom: Original range image
5.3.2 Segment Normalisation
In this section we introduce a method for formatting segmented regions of Velodyne scans into
regularly sampled depth images. This reformatting allows us to evaluate existing feature learning
techniques on 3D objects segmented from Velodyne data. Architectures for feature learning and
classication typically require regularly sampled images as input. To apply these techniques to
non-uniformly sampled object scans, an adaptive re-sampling process is introduced in Algorithm 9.
An illustration of this process is shown in Figure 5.3 and Table 5.1 provides additional details to
the algorithm and the provided gure.
(a) 3D Gaussians (b) 2D projection plane (c) Line extrusion
(d) Interpolating point
projection
Figure 5.3 – PCA interpolation process
The sampling process described here builds on the mechanism of [93] which represents local re-
gions as Gaussians. These regions are then projected onto an image plane and interpolated to form
a regular grid of depth values. Depth values are normalised to the range [0.5, 1] and free space is
set to 0, (lines 15 and 12 of Algorithm 9, respectively).
More specically, an implicit surface model is rst created from 3D Gaussian functions, thereby
allowing non-planar surfaces such as poles and trees to be modelled. It is built by applying princi-
ple component analysis (PCA) on spherical regions of radius r about each point on the object scan.
This corresponds to line 1-3 in Algorithm 9 and is illustrated as a set of ellipsoids in Figure 5.3a,
each representing a Gaussian function.
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A plane is then positioned at the centroid of the object scan, such that its surface normal is the
ray connecting the centre of the camera to the centre of mass of the object (Algorithm 9 line 5), as
shown in Figure 5.3b. This plane forms the image plane and per-pixel depth values are obtained
by extruding a 3D line from each pixel out into the Gaussian surface model ( Algorithm 9 line 7)
as shown in Figure 5.3c. If the maximum value of a Gaussian function along a line exceeds the
threshold t, surface interpolation is considered successful, and the surface depth is stored. Con-
versely, when the value indicated by the Gaussian function is below t a depth value is set to zero.
The approach is thus able to jointly interpolate a scan surface and detect empty space, occlusions
or regions with insucient samples [93].
Table 5.1 – Variables used in Algorithm 9
P An input point cloud.
t Threshold for depth interpolation.
Ray A ray normal to the Image plane, passing through a
point cloud.
p A point on the line L.
RPCA PCA is computed on a spherical region of points at
this radii.
Algorithm 9 Point Projection
procedure PointProjection(hiddenProbability, pooledProbability,BlockStructure)
1: for P ∈ PointCloud do
2: neighbours = Sphere( P , RPCA )
3: µP ,ΣP ,ΛP = PCA(neighbours)
4: end for
5: ImageP lane = SamplingPlane(PointCloud)
6: for i, j ∈ ImageP lane do
7: Ray = NormVector(i,j)
8: p = arg maxpN (p;µ,Σ,Λ) s.t. p ∈ Ray
9: if N (p;Pµ,Σ,Λ) > t then
10: DepthImage[i, j] = p
11: else
12: DepthImage[i, j] = 0
13: end if
14: end for
15: NormalizedDepthImage = NormalizeImage(DepthImage)
return NormalizedDepthImage
An example of a depth image resulting from the algorithm is shown in Figure 5.3d and Figure 5.4.
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Figure 5.4 – Examples of depth images obtained from the interpolation of object scans (i.e. following the process
described in Algorithm 9)
By applying Algorithm 9 to non-uniformly sampled 3D scans, it becomes possible to leverage
existing feature learning techniques. These feature learning techniques are discussed in the next
section.
5.4 Feature Learning
This section describes the two feature learning architectures utilised here and details aspects spe-
cic to using Velodyne data as input.
In the rst set of architectures, features are learnt on the patches extracted from the preprocessed
Velodyne range images and evaluated on the proposed interpolated depth images. The general
architecture of [22] is followed and a single layer of features is learnt. Depth images are encoded
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convolutionally using various encoding strategies. Max pooling is then performed over quadrants
of the encoded image and its output concatenated into a new feature vector. This pooled feature
vector is nally used as input to a linear SVM.
The second set of architectures utilised here match the model structure used in Chapter 4 and
are trained in the same unsupervised method followed by a period of ne tuning on the training
set. The evaluation of these models uses the same interpolated depth images as the single layer
architectures.
5.4.1 Patch extraction for learning
Unlike the depth data provided by the Kinect, Velodyne range images contain large portions of
non-returns. This raises the issue of how to handle non-returns in patches while learning. Em-
pirically, there are three main sources of non-returns: the rst is from any surface at an obtuse
angle with respect to the incoming LIDAR beam, the second is any glass surface, and the third are
object edges. Edges and contours of objects are expected to contain strong queues for classication
since they contribute to tracing out the silhouette of an object in the depth image. An example
of non-returns are shown as the black regions in Figure 5.1. Thus, rather than excluding all ex-
tracted patches containing non-returns, the portion of non-return is limited to 20% in any given
patch, and patches not complying with this minimum are discarded. This prevents our smoothing
process from having a large eect on the types of learnt features. This issue is resolved in the
convolutional models by similarly rejecting very high levels of non returns in the image.
5.4.2 Learning
We use three approaches to learning feature representations from depth patches. The rst is k-
means on PCA whitened [49] patches. The second uses a Sparse Autoencoder. Details on training
Sparse Autoencoders can be found in [68, 76]. Examples of learnt dictionaries for these patch
based approaches are shown in Figure 5.5. These are further discussed in subsection 5.6.2. The
third learning method utilises the rcRBM and cdAE unsupervised pretraining methods introduced
in Chapter 4 and operates on entire preprocessed Velodyne scans, rather than independently sam-
pled patches.
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5.4.3 Encoding Methods: Single Layer Systems
In this section, the learnt dictionaries are used to encode the responses of input data against three
encoding methods. Each performs a mapping from the input space x ∈ RM to the output space
c ∈ RK where K is the number of dictionary elements and M is the length of an input patch
attened into a vector. Hence the encoding process is performing the mapping f : RM → RK .
For example, encoding an (8× 8) input patch involves attening the patch into a vector of length
64, encoding this with a dictionary of 200 elements produces a code vector of length 200. Patch-
wise encoding is performed using Locality-constrained Linear Coding (LLC) [115], Triangle k-
means [22] and, natural encoding. The Natural Encoding of an algorithm is the encoding typically
used during learning. Each of these methods is now reviewed.
Locality-constrained Linear Coding
Locality-constrained Linear Coding (LLC)[115] seeks to encode inputs using sets of dictionary ele-
ments that are similar, instead of elements that would simply produce the smallest reconstruction
error. The full objective of the LLC encoding is:
min
c
N∑
i=1
‖xi −Dci‖2 + λ‖ai  ci‖2 (5.1)
s.t. 1>c = 1, ∀i
Here ai is a locality adaptor ai = exp
(
dist(xi,D)
σ
)
,D is the feature dictionary (or lter vector) and
 is element wise multiplication. λ is the locality regulariser and ci the encoding of a patch xi.
Wang et al. [115] produce an approximate solution to (Equation 5.1), which is the coding method
used here. It proceeds as follows: given a set of features D computed from our unsupervised
feature learning method, nd the k-nearest neighbours to xi, denote this set as Di, then solve:
min
cˆ
N∑
i=1
‖xi −Dicˆi‖2 (5.2)
s.t. 1>cˆ = 1, ∀i
The LLC code cˆ is then expanded back into c, with the points in the vector corresponding to
unselected dictionary elements set as zero. For more details see [115] and [118].
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(8,8) (12,12)
(16,16) (20,20)
(a) k-means Filters
(8,8) (12,12)
(16,16) (20,20)
(b) Sparse Autoencoder Filters
Figure 5.5 – A sample of the lters learnt from Range Image data. The numbers in the brackets repre-
sent the receptive eld (or patch) size used in training.
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Triangle Encoding
Triangle coding[22], acts in a similar manner to LLC by suppressing code elements that are further
than the average distance from the input. This coding method is extremely simple and hence fast
to compute. The coding procedure is as follows:
si = ‖DT − xi‖22
uk = mean{si}
ci = max{0, uk − si} (5.3)
Here si is a vector containing the distance from each dictionary element to the input vector xi,
uk is the average distance from xi to each dictionary element. The code ci is then the output with
distances above the mean set to zero.
Natural Encoding
The natural encoding of the model is used in the Sparse Autoencoder, rcRBM and cdAE to produce
the output code. The code of the Sparse Autoencoder is simply given by:
ci = (1 + exp(−Dxi + b))−1 (5.4)
5.4.4 Filter Convolution and Classication
We process input depth images convolutionally by sampling (w × w) patches centred at pixels
locations from the image. Each attened input patch is then encoded with one of the encoding
methods discussed in subsection 5.4.3. The size of the encoded patch always matches the size of
the dictionary elements. This convolution process produces output images with K channels. The
output is then pooled by taking the maximum of each code vector in four equal size quadrants of
the image. This produces an output of size 4× 4×K which is attened into a vector before being
passed to a linear SVM. The cdAE and rcRBM operate in the same manner described in Chapter 4
and utilise a fully connected neural network with a nal softmax layer as the output classier.
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5.5 Benchmarks
Feature learning for 3D classication is evaluated against pre-dened 3D features. The comparison
results are detailed in subsection 5.6.2. A number of 3D features for classication were tested
in [93]. The two features used here and described below were chosen since, as shown in [93],
these were shown to be representative in terms of classication performance of a larger pool of
3D features.
5.5.1 The Line Image Feature
The line image feature was introduced in [93]. It is illustrated in Figure 5.6, and consists of a set of
parallel lines ‘probing’ a 3D region of interest, to form a 2.5D local representation of the surface,
with additional occupancy information. For a specic region in space, the line image feature f is
represented by two equally sized vectors d and s:
f = (d, s) (5.5)
d = (d1, d2, . . . , dn), di ∈ R (depth of each line)
s = (s1, s2, . . . , sn), si ∈ {intercept, occlusion, empty}
for a feature containing n lines. Computing the distance between two features f1, f2 results in a
RMSE type metric between d1 and d2, excluding entries corresponding to occlusions (which are
known with the status s vector of each Line Image), while also assigning a stronger weight to
features with less occlusions. The details of the metric are provided in [93].
Line Image features were computed at oriented key-points on each object (key-point extraction is
described in [93]), and classied with k-NN [14]; several values of k were tested by cross validation
and k was set to 3. Since several features are computed per object, each object is classied by
combining the class votes from each descriptor. Note that, while objects are processed as individual
segments removed from the original scene, the surrounding scene is still used to obtain the ray
tracing information encoded in the feature.
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Empty
Unknown
Intercepts
surface
Occluding trunk
CarLine status
Intercept depth
Figure 5.6 – An illustration of the line image feature computed on the corner of a car, which has been partly
occluded by a trunk. The status of each line, and the depth of surface intercept, is shown on the left. The
point cloud is colored by surface normals for visualization.
5.5.2 The Spin Image Feature
The Spin Image feature was introduced in [53]. It captures the local 3D shape at a given point on a
surface by evaluating point counts in toric shaped bins, axis-aligned with the normal at the point;
as illustrated in Figure 5.7. A Spin Image is built by rst creating a 3D surface mesh, in which each
point is a vertex. Matching two objects requires computing descriptors at each vertex of each mesh
and comparing each vertex in one mesh to each vertex in the other. In our implementation, the
surface mesh is obtained by exploiting the natural grid topology of the range image, as in [79]. In
addition, to speed up the process, the description is computed only at the same key-point locations
as used for the Line Image method. Classication is based on k-NN, as in [52]; several values of k
were tested and k was set to 3. Similar to the Line Image method, an object class label is inferred by
combining descriptor class votes. This classication method was found to be the best performing
classier for this feature type and is the one we use here.
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Figure 5.7 – An illustration of the Spin Image feature. For a given point, the spin image, the colored grid in this
gure, is built by rotating the grid around the surface normal at the point; the surface normal is indicated by
a black arrow. As the rotation is performed, points falling into each image pixel are counted. Pixel intensities
are then mapped to point counts; on the gure, pixel intensities are mapped to colour (blue corresponds to
higher point counts). The point cloud shown here is from a 3D model (as opposed to an object scan) for
clarity of the illustration.
The original design of the Spin Image [53] makes the following requirements in terms of point
density (from [53]): “uniform sampling of surfaces is a requirement for the spin images of two
corresponding points on dierent instances [. . . ] of the same object to be similar”. Due to the
polar scanning pattern of the Velodyne, the sampling density of the surface decreases with range.
In our dataset, the sampling density is approximately constant on (the scanned face of) individual
objects, since most of the objects have a depth limited to a few meters. Given these assumptions,
the Spin Image feature is applied to the object dataset described in subsection 5.6.1.
5.6 Experiments
5.6.1 Dataset and Experimental Setup
The dataset used here was generated from several sequences of Velodyne scans by applying the
segmentation techniques developed in [30]. When necessary, the segmentation was manually
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corrected and the resulting segments hand labelled into the 14 following classes (the number of
instances in each class being indicated in parentheses): four wheel drive (21), wall (20), bus (16),
car (88), person (152), pillar (20), pole (21), trac lights (47), trac sign(51), tree (34), truck (12),
trunk (55), ute (16), van (35); total number of labelled objects: 588.
The unsupervised training of k-means and the Sparse Autoencoders is performed on 200,000 range
image patches which are randomly selected from a city scene transect of Velodyne data. Each
patch is ltered to ensure no patch contains more than 40% of ground (ground is identied with
the segmentation method in [30]) or 20% of non-returns. This ltering is necessary since urban
scenes contain large portions of road and non-returns which would otherwise bias the learning.
The rcRBM and cdAE algorithms take as input the preprocessed Velodyne range images. Each
algorithm trains until convergence.
All the object scans were projected into 2D depth images according to the process described in
section 5.3. Example point clouds of the objects in the dataset are shown in Figure 5.8. Sample
images of the depth map interpolation performed on a person and car are shown in Figure 5.4. The
dataset was divided into four subsets and all the results reported in this section were generated
using four-fold cross-validation: training on three sub-sets, testing on the remaining one. This
being repeated four times so that each object scan is tested.
Figure 5.8 – Examples of labelled point clouds. Labels clockwise from the top: car, person, tree, lights, sign,
pole, pillar, wall, truck, bus, 4wd
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5.6.2 Single Layer Results
The results of the various combinations of single layer feature learning and encoding are presented
in Table 5.3c, Table 5.3a Table 5.3b and Table 5.3d. Due to the class imbalance in the dataset, the
classication performance is evaluated using the f1 score. The results in each table are the f1
scores, with best performing combinations highlighted in bold. The column Filter, refers to the
number of dictionary elements used in that set, Image refers to the size of the interpolated depth
image (e.g. 30 × 30), PCA indicates the radius r of the spherical Gaussian use to select points to
perform local PCA on and Patch indicates the size of the dictionary element used.
The feature dictionaries learnt by k-means and Sparse Autoencoders are shown in Figure 5.5a
and Figure 5.5b. There is a denite qualitative dierence in the depth features learnt here and the
depth features learnt on RGB-D data. A high portion of the features learnt here contain sharp
simple discontinuity features. These components are not present when the same learning algo-
rithms are performed on the depth channel of Kinect data [16, 102]. The primary dierence in
depth data between theses sensor modalities is the level of possible discontinuity. As Kinect data
is typically taken indoors, the possible magnitude of depth discontinuity is much smaller than that
of the outdoor Velodyne sensor. Additional dierences include the level of non-returns, along with
pixel-level artefacts introduced into the range image, which occur due to the process of binning
the raw data.
In terms of classication performance, the smaller scale patches perform better for the Locality-
constrained linear codes, while the larger patches perform better for Triangle coding. The Sparse
Autoencoder exhibits signicantly better classication performance also for larger patches, to-
gether with smaller depth image sizes. We present the comparison of the best performing param-
eters for each feature type in Table 5.2. The best recorded f1 scores are generated by k-means
dictionary methods. Triangular coding achieves the best f1 score of 0.671, the best performing
manual feature is the Spin Image at a radius of 4m with an f1 score of 0.654.
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Table 5.2 – Class performance summary for a set of encodings and best performing classiers. The metric used if F1 score, higher is better.
Class Label
Encoding Scale 4wd wall bus car person pillar pole lights sign tree truck trunk ute van Global
Line Image - kNN
1.0 0.00 0.36 0.00 0.74 0.91 0.59 0.51 0.18 0.57 0.70 0.00 0.51 0.00 0.19 0.560
2.0 0.00 0.56 0.40 0.74 0.86 0.68 0.25 0.33 0.55 0.63 0.00 0.44 0.11 0.37 0.572
4.0 0.00 0.67 0.11 0.67 0.83 0.67 0.08 0.30 0.18 0.05 0.24 0.40 0.00 0.39 0.472
Spin Image - kNN
1.0 0.00 0.49 0.29 0.75 0.90 0.32 0.39 0.08 0.77 0.24 0.00 0.58 0.00 0.60 0.571
2.0 0.00 0.66 0.64 0.73 0.91 0.51 0.21 0.44 0.78 0.21 0.20 0.62 0.11 0.64 0.627
4.0 0.00 0.69 0.54 0.75 0.92 0.46 0.21 0.70 0.71 0.37 0.32 0.53 0.22 0.69 0.654
Sparse AE - SVM
0.3 0.14 0.37 0.16 0.70 0.95 0.65 0.28 0.48 0.60 0.69 0.11 0.45 0.11 0.39 0.604
0.4 0.21 0.47 0.09 0.72 0.95 0.69 0.42 0.53 0.58 0.59 0.18 0.48 0.20 0.38 0.621
0.5 0.07 0.29 0.10 0.72 0.95 0.71 0.49 0.51 0.62 0.68 0.09 0.42 0.10 0.39 0.611
Triangle - SVM
0.3 0.23 0.56 0.35 0.75 0.97 0.42 0.58 0.53 0.70 0.74 0.00 0.44 0.41 0.46 0.660
0.4 0.24 0.59 0.37 0.81 0.96 0.57 0.64 0.57 0.62 0.68 0.31 0.40 0.30 0.50 0.671
0.5 0.29 0.61 0.33 0.83 0.96 0.59 0.60 0.62 0.63 0.69 0.18 0.41 0.08 0.39 0.665
LLC - SVM
0.3 0.21 0.56 0.42 0.75 0.96 0.42 0.57 0.58 0.68 0.76 0.00 0.46 0.42 0.48 0.666
0.4 0.31 0.48 0.40 0.72 0.97 0.46 0.60 0.53 0.63 0.75 0.09 0.53 0.20 0.31 0.649
0.5 0.18 0.60 0.31 0.76 0.96 0.68 0.53 0.64 0.62 0.71 0.08 0.50 0.33 0.29 0.661
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(a) k-means - Triangle Coding
Patch Shape
Filter Image PCA (8,8) (12,12) (16,16) (20,20)
200
30
0.3 0.641 0.620 0.642 0.649
0.4 0.596 0.629 0.647 0.644
0.5 0.617 0.610 0.643 0.635
50
0.3 0.660 0.585 0.650 0.639
0.4 0.633 0.629 0.620 0.641
0.5 0.639 0.601 0.629 0.635
800
30
0.3 0.603 0.628 0.644 0.656
0.4 0.607 0.647 0.671 0.660
0.5 0.615 0.640 0.665 0.644
50
0.3 0.605 0.591 0.650 0.623
0.4 0.617 0.621 0.651 0.640
0.5 0.617 0.623 0.631 0.605
(b) Sparse Autoencoder - Natural Coding
Patch Shape
Filter Image PCA (8,8) (12,12) (16,16) (20,20)
200
30
0.3 0.525 0.579 0.602 0.603
0.4 0.516 0.604 0.619 0.621
0.5 0.514 0.588 0.610 0.603
50
0.3 0.438 0.535 0.570 0.601
0.4 0.464 0.553 0.581 0.613
0.5 0.456 0.530 0.591 0.600
800
30
0.3 0.510 0.579 0.597 0.598
0.4 0.512 0.604 0.613 0.615
0.5 0.498 0.591 0.590 0.595
50
0.3 0.426 0.527 0.587 0.604
0.4 0.457 0.541 0.604 0.607
0.5 0.454 0.530 0.593 0.611
(c) k-means - LLC
Patch Shape
Filter Image PCA (8,8) (12,12) (16,16) (20,20)
200
30
0.3 0.634 0.629 0.632 0.624
0.4 0.618 0.633 0.647 0.627
0.5 0.615 0.603 0.630 0.639
50
0.3 0.666 0.633 0.657 0.624
0.4 0.629 0.626 0.646 0.642
0.5 0.637 0.612 0.622 0.620
800
30
0.3 0.661 0.627 0.614 0.621
0.4 0.642 0.633 0.636 0.626
0.5 0.661 0.641 0.643 0.630
50
0.3 0.644 0.642 0.655 0.640
0.4 0.645 0.630 0.649 0.647
0.5 0.655 0.621 0.659 0.624
(d) Convolutional RBM single Layer
Patch Shape
Filter Image PCA (8,8) (12,12) (16,16) (20,20)
200
30
0.3 0.59/0.01 - - -
0.4 0.58/0.01 - - -
0.5 0.59/0.01 - - -
50
0.3 0.61/0.03 - - -
0.4 0.61/0.03 - - -
0.5 0.62/0.03 - - -
800
30
0.3 0.64/0.01 - - -
0.4 0.63/0.01 - - -
0.5 0.64/0.02 - - -
50
0.3 0.65/0.01 - - -
0.4 0.62/0.03 - - -
0.5 0.61/0.03 - - -
Table 5.3 – Classication performance of unsupervised pretaining and coding methods. Metric used
is F1 score, higher is better.
We nd in Table 5.2 that objects with slowly varying large scale structure benet from a larger
PCA radius (the ’wall’ and ’car’ classes in particular). Very at objects are relatively unaected
by the PCA interpolation radius, while objects with sharper features are better represented with
smaller PCA radii. This trend of matching the feature scale with an appropriate PCA radius is also
present in other classes, with the ’4wd’, ’bus’ and ’truck’ classes all having highest performance in
the mid range PCA radius. This suggests an avenue for future work to investigate mixing features
of dierent scales in order to capture these multi-scale properties. The following section examines
the use of unsupervised pretraining in convolutional models on the same dataset.
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5.6.3 Multi Layer Results
In addition to the single layer feature learning utilised in the previous section, we train the same
model used in Chapter 4 in both an unsupervised and fully supervised manner. The unsupervised
initialisation is performed using the cleaned and normalised data from section 5.3.
Learnt Features
An example of the rst layer features learnt with this process using the cdAE and rcRBM is shown
in Table 5.4. In both cases the resulting features strongly resemble those learnt on natural images.
The labelled images are treated with a contrast normalisation procedure before presentation to the
model.
cdAE rcRBM
Table 5.4 – Filters learnt in the cdAE (left) and rcRBM (right) on Velodyne data.
5.6.4 MultiLayer Results
The results obtained with the multilayer model for the fully supervised and unsupervised pre-
training case are presented in Table 5.5. The unsupervised pretraining utilises the cdAE as the
initialisation method, followed by ne tuning. The results are averaged from four fold cross vali-
dation on a xed set of stratied folds.
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Table 5.5 – Quantitative comparison of results obtained on the Velodyne Objects dataset with and
without unsupervised pre-initialisation. Results presented are obtained from 4fold cross valida-
tion. Metric used is F1 score, higher is better.
Model Image PCA radi F1 Score
Unsupervised
30
0.3 0.66/0.03
0.4 0.67/0.05
0.5 0.66/0.05
50
0.3 0.66/0.05
0.4 0.67/0.08
0.5 0.69/0.07
Supervised
30
0.3 0.52/0.08
0.4 0.53/0.07
0.5 0.54/0.08
50
0.3 0.52/0.07
0.4 0.52/0.09
0.5 0.51/0.05
As in Chapter 4, the unsupervised initialisation of the CNN produces a signicant increase in the
classication and F1 scores obtained on this dataset. The CNN trained from random initialisa-
tion has signicantly higher variance and lower performance. The hierarchical model has both a
runtime and storage advantage over the single layer models utilised previously. To achieve com-
parable performance with the single layer models, the model requires on the order of 800 lters.
This single layer convolution requires on the order of 6× the computation of the entire multilayer
model. Additionally, the overall storage requirements of the single large layer is on the order of
4× that of the multilayer model.
5.7 Summary
We have demonstrated that unsupervised feature learning approaches are able to extract equiv-
alently powerful feature representations from raw Velodyne range image data. By introducing
a method of interpolating Velodyne point clouds into regularly sampled depth images, we have
shown that existing feature learning and encoding methodologies are transferable to data sampled
with outdoor 3D range scanning devices. Our experiments show that these learnt patch based fea-
tures outperform specialised 3D point cloud features. Our initial patch based work indicated that
multi scale features are appropriate for discriminating objects in urban environments. Motivated
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by this, we utilised the previously introduced cdAE models to initialise a CNN. This hierarchy
of features produces marginally superior results to the single layer feature learning approaches,
while simultaneously providing signicantly faster runtime and smaller memory footprint. This
analysis has shown that the denition of features for the classication of outdoor 3D scans can be
automated and learnt from data as opposed to requiring a-priori hand-crafting of invariant repre-
sentations. In addition, the results show that this automation leads to improved performance.
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Chapter 6
Stochastic Convolutional Matching
Pursuit
In this chapter we develop a Stochastic Convolutional Matching Pursuit algorithm, a form of sparse
coding that produces overlapping sparse codes from the learnt lter space of an over-complete con-
volutional model. We show that the Stochastic Convolutional Matching Pursuit (SCMP) algorithm
proposed here produces k-sparse codes with reconstructions that are close to their original form
in terms ofL2 and KLD measures respectively. This approach is later utilised in Chapter 7 in order
to extend the contribution of Chapter 3 to allow the embedding and pooling of convolutionally
encoded images, eectively avoiding collisions in code space and removing lter redundancy.
6.1 Introduction
The general embedding algorithm developed in Chapter 3 requires that there exists an overcom-
plete lter space that is able to sparsely represent the underlying image. While the convolutional
learning architectures developed in Chapter 4 removed the translation redundancies present in
the learnt lters, the output produced by the pooling stage of these models is currently not sparse
and hence not amenable to the embedding process. It is possible to continue with the naive ap-
proach of producing entirely independent patch based sparse codes in the pooled space, however
this encoding method does not invert. Without an invertible process it is not possible to train full
hierarchical models due to the inability to backpropagate gradients.
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In order to produce sparse codes from the output of highly overcomplete convolutional models,
we introduce two variants of our Stochastic Convolutional Matching Pursuit (SCMP) algorithm
that constructs k-sparse convolutional codes from the underlying image. This encoding algorithm
takes into account the eect of the overlapping receptive elds and produces invertible sparse
maps.
6.2 Stochastic Convolutional Matching Pursuit
In this section we introduce two variants of the Matching Pursuit algorithm for producing regularly
sampled k-sparse codes within convolutional architectures. We show that both of the Matching
Pursuit algorithms create k-sparse codes and reconstructions that are close to their original form in
terms of L2 and KLD measures respectively. However, we will also show that the rst more direct
modication of the Matching Pursuit algorithm constructs sets of highly dependent coecients
that are eectively oscillating in the visible space. While these coecients do produce accurate
reconstructions, and hence accurate reproductions of the full encoding, they are unlikely to be
useful or informative in subsequent tasks. This motivates the development of the Matching Pursuit
variant that forms the code residual in the hidden space, using an additive only approach which
is eective in removing any oscillation from the encoding. A key component of this encoding
approach is its ability to incorporate the max pooling operator. This allows the developed encoding
method to produce sparse, translation equivariant image representations that allow both bottom
up and top down inference.
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The general Matching Pursuit procedure is to locate the most active basis in the existing signal
or residual and deate the current residual with the currently active basis and coecient. This
basis and coecient are then recorded and the deation process continues. The Matching Pursuit
algorithm can be formally described as follows:
Algorithm 10 Matching Pursuit Algorithm
procedure MatchingPursuit (X,B, k)
1: R1 ← X
2: while ‖Rn‖ < threshold or n < k do
3: gn ← arg max
g
|〈Rn, Bg〉| . Get response to residual
4: I ← ( I, gn ) . Record basis index
5: an ← 〈Rn, gn〉 . Record response coecient
6: Rn+1 ← Rn − anBgn . Update residual
7: end while
return {an}, I
Using a similar methodology of deating the signal by the current most active elements, we can
create a Matching Pursuit type algorithm for convolutional models. Conceptually, the MP algo-
rithm can be divided into three primary steps,
• Basis Selection: Determine and record the appropriate basis, Line 3 and Line 4
• Basis Coecient: Determine the associated coecient for the basis, Line 5
• Update Residual: Remove the eect of this coecient-basis pair from the remaining sig-
nal Line 6
By making this distinction between the stages of the MP algorithm, it is possible to apply the same
principle to the rcRBM or cdAE encodings. The primary assumption we make when applying a
sparse MP algorithm to the input space of the convolutional model is that the input is decompos-
able as,
v =
k∑
i
wk ∗ hkij (6.1)
Here, the k represents the index of the component in the summation and not the index of the
lter within the lter set. We let the lter index exist implicitly for convenience. We will now
introduce the SCMP algorithm that performs its deation (residual updates) in the visible space of
convolutional models.
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6.2.1 SCMP visible space
Here, we perform the residual deation of the MP algorithm in the visible space of the convolu-
tional model and shall refer to this process as Stochastic Convolutional Matching Pursuit in visible
space (SCMPv). The full PCMPv algorithm is as follows,
Algorithm 11 Probabilistic Convolutional Matching Pursuit :: Visible Space
procedure ProbabilisticConvolutionalMP (numComponents, visible)
1: currentV isible← visible
2: for k ∈ range : numComponents do
3: hProb, pProb← cRBMForward(currentV isible)
4: hComponentProb← alphaMax(hProb, pProb)
5: hComponentProb← NormaliseComponentProbability(hComponentProb)
6: hKCode← CombineHiddenComponents(hKCode, hComponentProb)
7: componentReconstruction← cRBMReconstruct(hKCode)
8: currentV isible← visible− componentReconstruction
9: end for
return hiddenKCode
As outlined earlier, SCMPv (Algorithm 11) has three main conceptual components in common with
MP (Algorithm 10) and can be described in terms of the three main stages of MP: Basis Selection,
Basis Coecient and Update Residual. A key component of this approach is the propagation of the
sparse hidden code (equivalent to coecients in the standard MP algorithm) back into the visible
space where deation occurs.
Basis Selection
The basis selection component of SCMPv corresponds to Line 3 and Line 4 of Algorithm 11. The
SCMPv algorithm selects the most active hidden unit that is a member of the sampled pooling
units1. Pooling units that are not sampled are not considered for selection. In this case, the most
active elements are selected from the sampled pooled maps within each block Bα of the rcRBM
and is carried out as follows,
1It is also possible to perform this encoding method directly in the hidden space before any pooling occurs if so
desired
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Algorithm 12 Alpha Max
procedure AlphaMax (hiddenProbability, pooledProbability,BlockStructure)
1: for α ∈ BlockStructure do
2: maxIndex← arg max
index
pooledProbabilityα
3: hiddenComponentProbability ← hiddenProbability[maxIndex]
4: end for
return hiddenComponentProbability
The same procedure is applicable to the cdAE model using the output activations.
Basis Coecient
In order to produce a component to remove from the residual, the appropriate basis coecient
must be determined. In Matching Pursuit, this value is the activation value2. We require a method
for determining the appropriate weight for each basis under the selected pooled units. The raw
weights determined from the unnormalised expectation P (h|v) of the rcRBM or the activation
values from the cdAE, do not consider the interaction of the neighbouring hidden units when
reconstructing a visible input from the hidden belief state. This causes regions of higher activity
to rapidly compound and hence requires a rescaling of the output values.
Here, the hidden values are rescaled according to their average eect on the visible state. Algo-
rithm 13 describes this term and contains a cap on the rescaling value to prevent regions containing
spurious values in the current reconstruction from incorrectly rescaling the eld.
2This is the projection of the basis on the residual as the basis are typically unit norm.
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Algorithm 13 Normalise Component Probability
procedure NormaliseComponentProbability(hiddenComponentProbability,
componentReconstruction,currentV isible )
1: reconRatio← abs
(
currentV isible
componentReconstruction
)
2: reconRatioMean← mean(reconRatio)
3: reconRatioStd← std(reconRatio)
4: reconRatio← min(reconRatio, reconRatio+ 3× reconRatioStd)
5: reconRatio← max(reconRatio, reconRatio− 3× reconRatioStd)
6: avgAct← abs (reconRatio ∗ onesF ilter)
7: avgAct← avgAct∏(onesF ilterSize)
8: rescale←√(avgAct)
9: hiddenComponentProbability ← hiddenComponentProbability × rescale
return hiddenComponentProbability
This component normalisation can be derived simply when we consider the forward-backward
operations occurring within the rcRBM or cdAE. As a simplication, if we ignore both the sampling
and the ReLU operation, the overall reconstruction can be written as:
v˜ ≈ W˜ ∗W ∗ v (6.2)
The overall operation of theNormalise Component Probability function is then to rescale the hidden
component by,
rescale =
√
v
v˜
=
√
v
W˜ ∗W ∗ v (6.3)
This rescale value then eectively undoes the eect of overlapping the regions of the receptive
elds of W during the activation and reconstruction stages. This analysis remains valid in the
presence of the ReLU non-linearity as this simply zeroes out any negative components which no
longer participate in the forward or backward stages. The nal algorithm adds protection from
outlier values that are potentially not well modelled by the convolutional model.
Update Residual
Once this rescaling value has been determined, the new reconstruction can be subtracted from the
current residual, Line 7, Line 8. This deation corresponds to Line 6 in Algorithm 10. Analysis
of the performance of this algorithm is presented in Section 6.3 and the resulting components and
reconstructions are shown in Figure 6.2 and Figure 6.3.
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6.2.2 SCMP hidden space
The visible space variant of the SCMP algorithm performed deation in the visible space of the
given convolutional model. Here, we introduce the Stochastic Convolutional Matching Pursuit in
hidden space (SCMPh) algorithm that performs its residual deation in the hidden space of such
a model. By doing the deation in the hidden space, this variant is automatically constrained to
operate in an additive manner which acts to prevent the small component oscillation common to
MP type algorithms. The SCMPh is as follows,
Algorithm 14 Probabilistic Convolutional Matching Pursuit :: Hidden Space
procedure Probabilistic Convolutional MP (numComponents, visible)
1: hiddenProbOriginal, pooledhiddenOriginal← cRBMForward(visible)
2: hResidual, pResidual← hiddenProbOriginal, pooledhiddenOriginal
3: for k ∈ range : numComponents do
4: hk ← alphaMax(hResidual, pResidual)
5: hKCode← CombineHiddenComponents(hk, hKCode)
6: vk ← cRBMReconstruct(hKCode)
7: h˜, p˜← cRBMForward(vk)
8: hResidual← RELU(hiddenProbOriginal − h˜)
9: pResidual← RELU(pooledhiddenOriginal − p˜)
10: end for
return hiddenKCode
As with the visible space variant, the SCMPh algorithm is divided into three conceptual compo-
nents. However, the residual being approximated is the hidden code itself, and since this will not
be well approximated with a sparse code, we rst propagate the current sparse code into the vis-
ible space, which is then re-projected back to the hidden space. This produces a dense hidden
code which is then taken as the current approximation to the original encoding. The initial step of
Algorithm 14 is to set the residual hidden data to the original projection of the input visible data
to the hidden space.
Basis Selection
The basis selection component of SCMPh corresponds to Line 4 and Line 5 of Algorithm 14. As
in the SCMPv algorithm, the SCMPh algorithm selects the most active hidden unit or activation
that is a member of the sampled pooling units. Again, pooling units that are not sampled are not
considered for selection.
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Basis Coecient
Again, after selecting the basis coecient for each block Bα, the initial activation level will re-
quire scaling. To derive the scaling operation for the SCMPh algorithm, we can simply scale the
hidden coecient by the ratio of the dense hidden space reconstruction with the original. The
normalisation process for the components is then,
Algorithm 15 Normalise Component Probability
procedure NormaliseComponentProbability(hiddenOriginal, hiddenComponent )
1: active← hiddenComponent > 0
2: visComponent← cRBMReconstruct(hiddenComponent)
3: ha ← cRBMForward(visComponent)
4: hiddenRatio← ha[active]hiddenOriginal[active]
5: hiddenComponent← hiddenComponenthiddenRatio
return hiddenComopnent
The coecient is then of the correct magnitude to produce components that are of the same scale
as the original encoding. No additional scaling operations accounting for the overlapping blocks
(as in SCMPv) are required here as the coecients and residuals are in the same space.
Update Residual
In the hidden space variant of SCMP, the residual deation is performed in the hidden space. To
perform this deation, the current set of coecients is projected to the visible space and then for-
ward mapped back to the hidden space, producing the approximation to the hidden code. This
reconstruction of the approximated hidden code corresponds to Line 6 and Line 7 of Algorithm 14.
The residuals can then be determined by subtracting the approximated code h˜ from the original.
This is coupled with an additional use of the ReLU non-linearity that removes any negative com-
ponents and eectively prevents the introduction of small coupled components.3. This residual
update step is performed in Line 8 and Line 9.
We will now show that the PCMP algorithm is eective in producing sparse hidden convolutional
codes that are both close in KL-Divergence and produce a small reconstruction error.
3By coupled components we mean components that are introduced in a subsequent step to correct introduced errors
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In this section we evaluate the performance of the SCMP algorithm in approximating the both the
rcRBM belief state and the cdAE activations with two measures, the reconstruction error of the
underlying image and the Kulback-Liebler Divergence of the two pooled code vectors. These mea-
sures of performance are entirely unsupervised. In a supervised case an additional measure of the
class specic information could also be included. This evaluation process involves constructing
the SCMPv and SCMPh codes with Algorithm 11 and Algorithm 14 respectively, these codes are
then used to produce the visible reconstruction by performing a downward pass through the net-
work. The downward pass P (vˆ|hˆ) is then used to reconstruct a dense code vector for comparison.
We refer to the approximate sparse hidden state as hˆ, the reconstructed visible state from hˆ as v˜
and the hidden state from v˜ as h˜.
All experiments in this section are performed using a rcRBM network trained with 512 lters
trained on the CIFAR10 dataset and 512 lters trained on the Labelled Faces in the Wild dataset.
It should be noted that a similar pattern of performance is observed when using these algorithms
with the cdAE. The reconstruction performance is evaluated rst.
Encoding Performance - Reconstruction
Here we evaluate the reconstruction of the underlying image with the L2 distance metric. As
shown in Figure 6.1 the reconstruction measure rapidly approaches the minimum as more code
elements are added to the sparse convolutional code.
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Figure 6.1 – The means and three standard deviations of the reconstruction error as elements are
added to the codes. The left column correspond to codes produced with SCMPv , the right with
SCMPh. The rst row are the encoding statistics collected over the full CIFAR10 dataset and the
second row over the Labelled Faces in the Wild dataset.
In order to visualise what structure is being captured by the added components and hence what
the remaining residual contains, we project the stored hidden codes of both methods to the visible
space. These mappings for both SCMPv and SCMPh can be seen in Figure 6.2, Figure 6.3 and
Figure 6.4, Figure 6.5 respectively. The columns of Figure 6.2, Figure 6.3, Figure 6.4 and Figure 6.5
are structured as [current reconstruction,4 current residual, current selected component].
4This is the current sparse code vector projected back into the visible space by the model
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(a)
(b)
Figure 6.2 – A sample of CIFAR10 small images encoded with Probabilistic Convolutional Matching
Pursuit in the visible space. Each column represents the current state at each k of the code. The
rst element in the column is the current total reconstruction, the middle element the residual
and the end element is the current component as determined from the residual. Figure 6.2a is the
encoding performed on the unpooled code and Figure 6.2b on the pooled code. The images present
in the electronic version of this document are pixel perfect representations of the underlying
images and have no form of smoothing or interpolation.
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(a)
(b)
Figure 6.3 – A sample of Labelled Faces in the Wild images encoded with Probabilistic Convolutional
Matching Pursuit in the visible space. Each column represents the current state at each k of
the code. The rst element in the column is the current total reconstruction, the middle element
the residual and the end element is the current component as determined from the residual. Fig-
ure 6.3a is the encoding performed on the unpooled code and Figure 6.3b on the pooled code. The
images present in the electronic version of this document are pixel perfect representations of the
underlying images and have no form of smoothing or interpolation.
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(a)
(b)
Figure 6.4 – A sample of CIFAR10 images encoded with Probabilistic Convolutional Matching Pursuit
in the hidden space. Each column represents the current state at each k of the code. The rst
element in the column is the current total reconstruction, the middle element the residual and the
end element is the current component as determined from the residual. Figure 6.4a is the encoding
performed on the unpooled code and Figure 6.4b on the pooled code. The images present in the
electronic version of this document are pixel perfect representations of the underlying images
and have no form of smoothing or interpolation.
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(a)
(b)
Figure 6.5 – A sample of Labelled Faces in the Wild images encoded with Probabilistic Convolutional
Matching Pursuit in the hidden space. Each column represents the current state at each k of
the code. The rst element in the column is the current total reconstruction, the middle element
the residual and the end element is the current component as determined from the residual. Fig-
ure 6.5a is the encoding performed on the unpooled code and Figure 6.5b on the pooled code. The
images present in the electronic version of this document are pixel perfect representations of the
underlying images and have no form of smoothing or interpolation.
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As code elements are added to the stored code, the current reconstruction element approaches the
original image (rst column, second image). Both encoding methods appear to rst remove the
larger, low frequency colour and structure information from the images in the initial pass. The
code elements contain ner levels of structure at each increment until there is very little to no
remaining structure in the residual. The residuals shown in the gures are signicantly amplied
in order to visualise the remaining components. In the CIFAR10 data, there appears to be little
change to the reconstruction after 5 code elements have been selected and little change after 2
components have been selected in the Labelled Faces in the Wild data.
While both methods of encoding create accurate reconstructions, the SCMPv encoding method de-
velops pairs of coecients that operate together across components. This is particularly noticeable
in Figure 6.3b and Figure 6.2a sixth row. In Figure 6.3b, the components extracted from the image
in the visible space produce overshoot in surrounding edge regions. This overshoot must then be
compensated for by subsequent elements, producing coupled components that do not necessarily
reect any informative relationship. Similarly, in Figure 6.2a, the second and third components
exhibit opposite components that eectively cancel out when combined. Of equal concern is the
magnitude of the encoded coecients in these examples, where the encoded coecient set for the
second and third component sets clearly dominates the image. This coupled coecient property is
not present in the SCMPh algorithm encodings and is the primary motivation for its development.
In order to also examine the stability of the reconstruction performance, we followed a similar
methodology to that of Section 3.3. Rather than immediately sample the rst element greedily, we
begin by extracting a neighbour (determined by the same graph structure as in Section 3.3.3.2). We
found that under both metrics there was a slow degradation of the quality due to this corruption.
Encoding Performance - Divergence
Once a viable reconstruction has been produced, we can create the full (non sparse) approxi-
mation to the previous belief state by performing a forward pass of the reconstruction. This
forward-backward step is required in order to evaluate the divergence of the expected states
E[P (h˜|v˜)] and the original E[P (h|v)]. Without this step, the comparison between the two states
is not possible as there is innite divergence between the now zeroed states and the previous non
sparse code. The resulting KLD statistics for both the CIFAR10 and the Labelled Faces in the Wild
datasets with both SCMPv and PCMPh are shown in Figure 6.6.
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(a) (b)
(c) (d)
Figure 6.6 – The means and three standard deviations of the KLD as elements are added to the codes.
The left column correspond to codes produced with SCMPv , the right with SCMPh. The rst row
are the encoding statistics collected over the full CIFAR10 dataset and the second row over the
Labelled Faces in the Wild dataset.
The results of the KLD statistics in Figure 6.6 are dierent to the reconstruction statistics of Fig-
ure 6.1 in two key areas. As expected, the reconstruction measures continue to fall o as more
and more coecients are added to the possible coecient pool. Perhaps more interestingly, the
KLD statistics do not continue to track in line with the reconstruction performance in the SCMPv
case. This is likely to be associated with DC type errors in the reconstruction. These errors act
uniformly across the image and cause large numbers of lters to become active, producing small
activations across the entire lter set. This allows the reconstruction error to approach some DC
oset value, but the resulting forward encoding by the model will contain a uniform oset. This
uniform oset in the code vector aects the KLD measure strongly.
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6.4 Summary
The problem of developing spatially overcomplete sparse codes is considered here. This overcom-
plete aspect diers signicantly from the typical sparse coding approach present in the literature.
Current convolutional sparse coding approaches ll the image space with sparse code component
greedily until a requisite number of sparse code elements has been met. In order to ensure we cap-
ture information from each spatial component of the image in question, we desire a dense coverage
of these sparse codes.
To do so we have developed a sparse coding method that encodes each spatial location in an input
with a sparse vector. This process is made reversible, and hence able to be used in a generative
model, by ensuring that the each sparse code component is scaled appropriately by the active
neighbouring components.
In developing this encoding method, we produced methods of deating the residual of the convolu-
tional signal in both the hidden and visible space of the model. We show that the SCMP algorithm
is able to preserve the reconstruction and KLD measures while maintaining a compact belief state.
Investigations of these methods reveal that the method of deating the signal in the visible space
of the model tends to produce pathological encodings that couple tightly together. The process
of deation in the hidden space does not exhibit the same coupled oscillating behaviour. In the
following chapter we will examine whether this compact belief state still allows for a hierarchical
representation to be learnt.
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Chapter 7
Embedded Convolutional Networks
In this chapter we introduce the Embedded Convolutional Network (ECN), an extension of the em-
bedding model developed in Chapter 3 that incorporates the over-complete convolutional models
of Chapter 4 and the convolutional sparse coding of Chapter 6. The coupling of a convolutional
lter learning scheme with the embedded sparse code approach simultaneously removes both the
previous pooling and embedding issues related to redundant lter spaces. By designing models
that mitigate these problematic areas, we can greatly improve the scalability of embedded networks
while learning a similar overall lter structure to the non embedded model. Finally, stacking these
models results in the Deep Embedded Convolutional Network (DECN), a hierarchical generative
model that scales to full sized images with over-complete feature sets.
7.1 Introduction
The limitations present in the embedding model of Chapter 3 were caused by two closely related
areas: the method of data sampling used in training and encoding the underlying lters, and the
pooling method used to contract the spatial size of encoded areas of the encoded image.
Filter Redundancy
As the data used for training lters is sampled independently from the underlying set of images,
it does not receive information regarding the spatial layout of the image. By treating the data
samples independently, these lters require many redundancies in order to cover translated and
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rotated instances. In order to prevent this additional redundancy from being present in the learnt
lters, the set of spatial transformations must be encoded as a prior in the learning-coding pro-
cess. Here, we shall encode positional information directly within the code space layout. Instead
of independent patches for learning, the encoding-learning process is performed over the entire
image simultaneously in a convolutional manner.1. Currently we do not consider the rotational
redundancy present in the lter space, as this redundancy does not cause code space collisions
under the spatial pooling operation.
Pooling
When the Max Spatial Pooling operator is applied to groups of independent codes that are pro-
duced from a lter set containing translational redundancies, the resulting pooled code will contain
highly correlated redundant elements. This is due to the contraction axis of the pooling operator
(compresses the spatial axis) being the same axis as the redundancy of the lter space. The net
result is to essentially expand the code space with highly correlated elements. Subsequent layers
of learning must then learn to treat disjoint code elements as the same, thereby wasting capacity.
This waste in learning capacity is present in both the lter space of the current layer, and the
capacity required in learning this redundancy in the subsequent layer.
A problem closely related to the pooling-introduced-redundancy, is the consideration of how to
pool the previously developed embedded codes. An optimal approach would require a guarantee
that the pooled code remains sparse after pooling and then embedding this pooled sparse code,
rather than compressing the sparse hidden codes and then performing pooling in the compressed
space. By directly embedding the pooled code, the requirement that the pooling operator respect
the underlying manifold structure of the lter space is relaxed. In addition to this, if we desire a
generative model, the pooled codes must be invertible.
Therefore, to eectively side step these pooling and lter redundancy issues, we can adopt the
sparse coding and pooling framework of Chapter 6 that facilitates the creation of convolutional
sparse pooled codes. This will then allow the direct embedding of pooled codes while simulta-
neously learning lter representations that do not contain translation redundancies. These fac-
tors motivated our development of the overcomplete convolutional models in Chapter 4 and the
Stochastic Convolutional Matching Pursuit in Chapter 6, and are utilised as part of the embedded
convolutional deep networks presented in this chapter.
1Provided the image is & 4× the lter size, we found empirically that the learning works well and avoids edge eects
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7.2 Embedded Convolutional Network (ECN)
Updating the previous embedding model of Chapter 3 with the overcomplete convolutional models
and SCMP encoding, produces our Embedded Convolutional Network (ECN). This layer encodes
inputs using the SCMPh algorithm and embeds the output code using the embedding process
of Algorithm 3. As both the underlying model and encoding system now no longer produce a
patchwise encoding and embedding, the overall algorithm is now,
Algorithm 16 Convolutional Feature Embedding Algorithm
procedure ConvolutionalFeatureEmbedding X,w,K, d,Nk
Unsupervised Learning
1: B ← Train cdAE(X , p, K)
2: W ← GraphEmbedding(B, Nk)
Image Embedding
3: for X ∈ Dataset do
4: c← SCMPh(X , B, k)
5: y ← EmbedCode(c,W ,d)
6: end for
return B,W, y
The output encodings retain the full spatial structure of the input while simultaneously reducing
the output size by many orders of magnitude. The output structure of this process is presented in
section 7.3.
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7.3 Experiments: DeepEmbeddedConvolutionalNetwork (DECN)
In this section, we examine the performance of the Embedded Convolutional Network (ECN) in
learning hierarchical representations of images in an unsupervised manner. Constructing a hier-
archical model from ECN components involves utilising the compact representation at the output
of the nth layer as input to the n+1th layer. In doing so we maintain the spatial arrangement of the
encoded components, while reducing the overall spatial scale. We will utilise the same datasets as
in the previous chapters, the CIFAR10 and Labelled Faces in the Wild datasets. We will contrast the
types of lters learnt in this embedded convolutional representation with those learnt in the non
embedded form presented in Section 4.5.3. We will be primarily concerned with the ability of the
network to learn unsupervised generative models in this embedded format.
In order to assess the embedding component of this system in isolation from the subsequent learn-
ing process, we will examine the embedded images in a similar manner to the presentation in
Section 6.3. Embeddings produced by the ECN for both the CIFAR10 and Labelled Faces in the
Wild dataset are shown in Figure 7.1 and Figure 7.2. For this example, both sets of lters learnt
on the datasets are embedded to their own six dimensional space. The CIFAR10 images are then
encoded with ve components and the Labelled Faces in the Wild images are encoded with four
components. These numbers of components have been selected larger than the values used in the
experiments to illustrate the loss of structure in both the coecient space and projected space.
Proceeding experiments use one value for the Labelled Faces in the Wild and three components for
CIFAR10 datasets.
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Figure 7.1 – Visualisation of the CIFAR10 dataset, embedded with the ECN. The lter space has been embedded to a six dimensional space with ve
components. The columns represent a single component produced by SCMPh. The rst row of each column is the coecients map for that
component. The subrow in each row is the corresponding pooled embedding. Best viewed digitally.
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Figure 7.2 – Visualisation of the Labelled Faces in the Wild dataset, embedded with the ECN. The lter space has been embedded to a ve dimensional
space with four components. The columns represent a single component produced by SCMPh. The subrow in each row is the corresponding
pooled embedding. The rst row of each column is the coecients map for that component. Best viewed digitally.
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In both cases, the group columns of these images represent the components of the sparse code
embedded into the low dimensional space and each row is an independent image from the dataset.
The rst column of each row (within the group column) is the coecient image and the remaining
images are the coordinates of the corresponding code element. The smaller images at the base of
each row are the encoded pooled representations. Within both Figure 7.1 and Figure 7.2, the seven
images per group correspond to one coecient image and six embedded coordinate images.
Once the embedding process has been performed, the subsequent cdAE or rcRBM can be trained
using the embedded images from the previously ECN layer. Before doing so, the output data from
the previous layer is normalised to ensure the initial coecient components do not dominate the
input signal. All input data is globally normalised to place it in the range [−1, 1]. The coecient
channel is normalised by a simple scaling operation, while the coordinate data is normalised so that
the embedded coordinate system has a mean of zero, and is approximately white.2 The coordinate
normalisation can be performed using a standard Zero-phase Component Analysis (ZCA) or PCA
whitening. We then train a rcRBM on the output of the ECN for both datasets. For the CIFAR10
data we train a system with 512 lters of size (5, 5).3 For the Labelled Faces in the Wild data we
train a system with 512 lters of size (11, 11). Once training has converged, it is then possible to
examine the structure of the learnt lters.
7.3.0.1 Embedded Filter Structure
When attempting to visualise the embedded lter space, it is important to consider any normal-
isations along with the method the lter uses for representing regions in the input space. Any
image/map normalisations move the embedded coordinates to a normalised frame. This means
that the learnt lters no longer correspond to exact locations in the embedded space. However,
in our application we ensure that the embedded space itself is approximately white in order to
avoid these eects. Additionally, there are no guarantees that lters correspond to regions in the
embedded space close to embedded points. This lack of exact coordinate response means that pro-
viding visualisations of the learnt embedded lter space is dicult. A similar problem is commonly
encountered in convolutional networks [121] due to the max pooling non-linearity. Alternative
visualisation techniques such as deconvolutional networks[121], attempt to map existing image
input to lters by nding portions of images that produce the largest activation.
2The embedded coordinate system can be normalised before performing any encoding and is the approach taken
here.
3The spatial size of the lters is restricted to be below 6 in this case, due to the output of the ECN being itself (12, 12).
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As the primary objective of the ECN has been to capture the representative modes of the underly-
ing signal, we will compare the learnt lter structure with that of a standard rcRBM. The internal
spatial structure of the high dimensional lters is often highly correlated, indicating a high level
of redundancy in the learnt lter space. Given the nature of the previous layers lters, the high
dimensional lters are capturing a specic set of structure present in the output space. There-
fore we expect that the compressed lters contain structure that is eectively a summary of the
equivalent high dimensional space. To test this, we correlate the lter spaces of the embedded and
standard models. From this correlation, we pick four random lters from the high dimensional
space and show the three closest sets of lters from the compressed space. These pairings are
shown in Figure 7.3.
Figure 7.3 – Visualisation of a subset of the correlated second layer lters from the full high dimen-
sional lter space (left) and the embedded space (right). Both sets are learnt on the CIFAR10
dataset, with the same layer 1 lters. Best viewed digitally.
The primary structures present in both sets of lters exhibit similar spatial arrangements. These
two relationships indicate that the compressed lter space is in fact capturing structure that is
similar to that of the original high dimensional lter space. In the following chapter we will exam-
ine the suitability of these unsupervised embedded networks as feature learners for classication
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systems.
7.4 Summary
By combining the embedding concept of Chapter 3 with the overcomplete convolutional mod-
els from Chapter 4 and encoding scheme of Chapter 6, the Embedded Convolutional Network
(ECN) was created. The combination of the Robust Convolutional Restricted Boltzmann Ma-
chine (rcRBM) and the Stochastic Convolutional Matching Pursuit (SCMP) algorithms provides
the framework required for producing the sparse encodings that are required as part of the ECN.
The net result is to produce embedded output encodings that are signicantly more compact than
that of a standard convolutional model, while removing a large component of redundancy present
in the approach of Chapter 3.
Using the proposed ECN as layers in a hierarchical model, we show that it is then possible to learn
higher order lters in this compressed state. This compressed state was itself shown to retain a
high degree of spatial continuity in both the coecient and coordinate domains of the subsequent
code. We further show that these compressed state lters target similar spatial structure to lters
learnt in the uncompressed state with a rcRBM. We leave to future work, an extension of this
embedded model that utilises this compressed model as an initialisation to a supervised variant.
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Chapter 8
Conclusion
This thesis has been concerned with approaches to scaling up the capacity of unsupervised Deep
Learning systems, while simultaneously reducing both the computational and memory burden.
Compression of the representation between layers of Deep Learning systems is a relatively un-
explored problem in the literature, and especially in the unsupervised case. It is hoped that the
contributions present in this thesis will assist future Deep Learning researchers and practitioners
in developing high performance scalable models.
This chapter provides a complete summary of the contributions and analyses performed in Chap-
ters 3-5. This summary is given in Section 8.1 and possible future work is discussed in Section 8.2.
8.1 Summary of Contributions
This thesis began with the assumption that the parameter spaces of some classes of neural net-
works were in fact sampled from a manifold embedded in a higher dimensional ambient space.
In particular, we investigated the ramications of this hypothesis on unsupervised convolutional
networks trained on visual image data. The contributions developed during this thesis work to-
ward the goal of applying unsupervised Deep Learning to high dimensional sensor data obtained
from eld robots. Each of these contributions complete crucial components towards achieving
that goal. The following is a summary of these.
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8.1.1 Filter Spaces as Manifolds
The requirement that layers in Deep Learning systems are strictly bound to the representational
capacity of the previous layer, severely limits the total capacity of such systems. Chapter 3 inves-
tigated the relationship between the leant lters/parameter-space of unsupervised systems and
proposed that the underlying lter space is in fact sampled from a lower dimensional manifold.
Based on this assumption, we presented an approach to reducing the dimensionality of represen-
tations or encodings obtained from a sparse unsupervised learning of lters from natural images.
We presented empirical evidence that the projected low dimensional representations are stable
to perturbations of the encoding, yet crucially, are still sucient for the learning of subsequent
features. As with most dimensionality reduction algorithms, we found that the quality of the em-
bedding is dependent on the learnt lter space being suciently dense. This density requirement
ensures that the non linear interrelationship between neighbouring points is discoverable with the
utilised nearest neighbour metric. When we consider the lter space as a manifold, the increase
in the lter space density (a larger number of lters) can be thought of as providing a higher
resolution sampling of the underlying manifold. This higher resolution allows for the lters to
be utilised discriminatively, and has been correlated with increasing classication performance
in single layer feature learning systems[22]. While these two points motivate very high capacity
layers in Deep Learning systems, the act of increasing the layer’s capacity does not always re-
sult in more informative features. In the model utilised here, the spatial component of the input
signal is represented (and retained) by the structure of the output code. When the structure of
this code is not considered during the learning/encoding process, the learnt representation (l-
ters) contain overlapping redundancies in the coded space. This presented a challenging problem
of how to scale up the size of the learnt lter spaces. Simply increasing the number of available
lters, or dictionary atoms, is accompanied by an associated growth in the number of translated
copies of lters. More specically, learning lters on independent patches without considering the
convolutional nature of the code, allows the lters to learn multiple translated copies.
8.1.2 Overcomplete Generative Convolutional Models
The initial architecture used in the embedding network presented in Chapter 3 was found to be
insucient for producing embeddings of densely sampled image patches. This was due to the
redundancy between the learnt lter space and the produced encodings, as both were encoding
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for position. To resolve this issue, we extended the existing convolutional Autoencoders to utilise a
denoising objective, and the convolutional RBM model of Lee et al. [70] to utilise a continuous-state
hidden unit, in the form of a ReLU non-linearity. By also incorporating Dropout regularisation
during training, we are able to learn over complete convolutional lters within these models in an
unsupervised manner. These convolutionally learnt lters do not learn translated copies of each
other resolving some of the previously introduced issues.
We then empirically evaluate the training and stability properties of these models with state of the
art stochastic gradient training methods to establish a baseline behaviour when learning in such
systems. The use of these unsupervised convolutional models as an initialisation for CNN models
revealed that signicant gains in classication accuracy can be achieved. In particular, large gains
in accuracy are achievable in the case of low numbers of labelled instances.
8.1.3 Learning With Velodyne Data
Part of the motivation for this work was to produce Deep Learning systems that are suitable for use
in eld robotics. Outdoor LIDAR data contains a number of unique properties that make learning
useful representations dicult, the most signicant of these being the non uniform sampling of
the data in question.
In order to use this data type in convolutional models, we developed a method of normalising noisy
LIDAR data with a spatio temporal Guassian kernel. By smoothing the noisy LIDAR data in this
manner, we have shown that it is possible to learn unsupervised feature representations. A similar
normalisation procedure is applied to objects segmented from 3D LIDAR data. This procedure
ts local Gaussian regions to the segmented point clouds, followed by a resampling process that
produces regularly sampled depth images suitable for use in convolutional architectures. Using
these resampled images of segmented objects, we were able to conrm that the simple feature
learning systems can outperform manually engineered 3D point cloud features.
We then utilised the unsupervised convolutional models developed in Chapter 4 to provide an
initialisation for CNN models trained with a small labelled dataset of segmented outdoor objects.
This initialisation method was shown to produce superior classication results to both the fully
supervised variant of the CNN architecture in question, and also the previously used single layer
features.
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8.1.4 Stochastic Convolutional Matching Pursuit (SCMP)
As an additional extension to the embedding model of Chapter 3, we developed a method of pro-
ducing spatially overcomplete convolutional sparse codes by extending the Matching Pursuit al-
gorithm to convolutional models.
In order to utilise this form of encoding procedure within generative models, we ensure that the
local interaction between code elements is taken into account. The SCMP encodings were shown
to produce high quality encodings in terms of both reconstruction error and KL Divergence, with
a small number of code elements. The codes developed were shown to retain a high level of spatial
continuity in the coecient space.
8.1.5 Deep Embedded Convolutional Network (DECN)
The Embedded Convolutional Network (ECN) model was created by combining the embedding
approach of Chapter 3 with the overcomplete convolutional learning of Chapter 4 and encoding
process of Chapter 6. The embedded codes of a ECN layer was used as the input to subsequent
rcRBM or ECN layers, allowing learning to occur in the embedded space. This system maintains
the reduced computational and memory footprint obtained in the earlier patch based approach.
We then empirically compare the ability of these networks to learn similar spatial structure as
the fully connected non embedded system composed of rcRBM layers. The produced embedded
codes were shown to retain a high degree of spatial continuity in both the coecient space and
the associated embedded coordinates. Importantly, the embedded system is found to learn lters
in the embedded space that have counter parts in the fully connected system.
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8.2 Future Work
This section discusses possible avenues for future work in light of the work performed in this
thesis.
8.2.1 Deep Parameter Spaces
The current work with an embedded network utilised the ISOMAP algorithm for producing the
embedded space. A desirable extension to this work would be to produce an embedder from a
Deep Network. Two immediate techniques present themselves as viable options for this task. If
we wish to assume a xed topology for the latent space of lters/parameters of the network, an
appropriate embedding technique would be an extension of the Generative Topographic Model
(GTM). Immediately xing the structure of the latent space is not necessary, rather, the initial
dimensionality of this space can be estimated from the rank of the Jacobian, or the eigenvectors
of the lter similarity matrix. This initialisation process is similar to that used in our existing
embedding algorithm. Indeed the latent position of GTM points can be initialised with ISOMAP
in order to respect the currently learnt structure.
Similarly, a Deep Network can be used to embed points to a low dimensional space. Typically, this
is performed by back propagating on the similarity matrix of input points. Such a network can
be simply trained in a generative manner by drawing a uniform sampling of points from the low
dimensional latent space and propagating these forward through the Deep Embedding Network to
produce the current parameter space of the network. The gradient with respect to these parameters
is then back propagated through the network to ne tune the embedding parameters.
Embedded parameter spaces such as these may retain some additional advantages over those used
currently in this thesis. For instance, the space is able to accept back propagated gradients, allow-
ing the system to be ne tuned for supervised tasks.
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Appendix A
Convolutional RBM: Calculation of
Conditional Probabilities
A.0.1 Unconstrained Conditionals
The conditional distribution for both hidden and visible units can be calculated as:
P (hkij = 1|v) = σ((W˜ k ∗ v)ij + bk) (A.1)
P (vij = 1|h) = σ((
∑
k
W k ∗ hk)ij + c) (A.2)
This can be shown by separating the energy function into two parts, one containing the visible or
hidden unit in question and the other without.
The original energy function is:
E(v,h) = −
K∑
k=1
NH∑
i,j=1
NW∑
r,s=1
hkijW
k
rsvi+r−1,j+s−1 −
K∑
k=1
bk
NH∑
i,j=1
hkij − c
NV∑
i,j=1
vij (A.3)
To calculate the conditional distribution for a single visible unit, vij we group all terms:
αij(h) = −
K∑
k=1
NH∑
i,j
NW∑
r,s
W kr,sh
k
ijv(i+r−1=aj+r−1=b)
− c (A.4)
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And
β−ij(h) = −
K∑
k=1
NH∑
i,j
NW∑
r,s
W kr,sh
k
ijv(i+r−1 6=aj+r−1 6=b)
−
K∑
k=1
bk
∑
ij
hkij − c
NV∑
(i6=a−r+1j 6=b−r+1)
vij (A.5)
Where our original energy function is E(v,h) = β(v−ij ,h) + αij(h)vij . Then rearranging α to
make i and j the subject in the constraint equation, i = a−r+1 and j = b−s+1 and exchanging
gives:
αij(h) = −(
K∑
k=1
NH∑
ij
NW∑
r,s
W kr,sh
k
i−r+1,j−s+1)ij − c (A.6)
= −(
K∑
k=1
W k ∗ h)ij − c (A.7)
Then the probability P (vi = 1|h) can be written as:
P (vij = 1|h) =P (vij = 1|v−ij,h) = P (vij = 1,h,v−ij)
P (h,v−ij)
(A.8)
=
e−E(vij=1,v−ij ,h)
e−E(vij=1,v−ij ,h) + e−E(vij=0,v−ij ,h)
(A.9)
=
e−β(v−ij ,h)−1α(h)
e−β(v−ij ,h)−1α(h) + e−β(v−ij ,h)−0α(h)
(A.10)
=
e−α(h)
e−α(h) + 1
(A.11)
P (vij = 1|h) =σ((
K∑
k=1
W k ∗ h)ij + c) (A.12)
A.0.2 Multinomial Constrained Conditionals
The calculation of the conditional probability of a unit within a pooling block α can be determined
by forming an initial decomposition between units in a block, and those external to the block.
P (hij = 1|v) =P (hij∈α = 1|h−α,v) = P (hij∈α = 1,h−α,v)
P (h−α,v)
(A.13)
=
e−E(hij=1,h−α,v)∑
hij
e−E(hij ,h−α,v)
(A.14)
=
e−E(hij=1)e−E(h−α,v)
e−E(h−α,v)
∑
hij
e−E(hij)
(A.15)
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=
e−E(hij=1)∑
hij
e−E(hij)
(A.16)
The summation over the states of hij can then be decomposed into the all zero state and the
remainder, giving:
P (hij = 1|v) =
exp I(hkij)
1 +
∑
i′j′∈Bα exp I(h
k
ij)
(A.17)
The formulation for P (vij = 1|h) is formed similarly. Alternatively, the sampling of the ReLU
units can be performed by the noisy unit itself. This sampling is often of the form:
ReLU(x) = max(0, x+N (0, x)) (A.18)
However, this form of sampling provides uniform sampling of the units, and does not prefer more
active units. In this work, we found that in the absence of dropout, an eective sampling method
is the noisy ReLU nonlinearities of the form,
ReLU(x) = max(0, x+N (0, x) ∗ sigmoid(x)) (A.19)
This scaling of the noise reduces the variance on those units that have small levels of activation.
The net eect of this is to prevent high levels of noise entering the gradient calculations. When
using dropout we utilise standard ReLU or the scaled noisy ReLU.
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