Indexing terms: Recursive estimation, dead zone, robust adaptive control An improved recursive estimation algorithm is presented for robust adaptive control. The estimator has the tightest dead zone which ensures \convergence of the estimates whilst maintaining maximum alertness".
Introduction: Much of the research on robust adaptive control has been directed towards modifying identi cation algorithms. Use of relative dead zones is among the important ideas which have emerged, together with regressor normalisation. A properly-chosen relative dead zone, based on a priori information, guarantees that the estimates are bounded and convergent 1, 2, 3, 4] . The key idea is the introduction of a bounding function, which is utilised to determine whether to update the estimates or not. To see this, suppose that the SISO discrete-time process to be identi ed can be written in the regressor form: y(t) = (t ? 1) T + e (t); (1) where y(t) and (t?1) are the output and the regressor vector, consists of the parameters to be estimated, and e (t) represents the unmodelled response. For e (t), a non-negative bounding function e b (t) is assumed to exist, i.e.: je (t)j e b (t): (2) Then it seems sensible not to update the estimates if the prediction error based on the previous estimates is smaller than the function e b , because the error may be due to the unstructured uncertainty and/or disturbances rather than parametric mismatch. Hence, a least-squares estimator with a relative dead zone can be written as: 
with^ and P (t) being the estimate of and the covariance matrix. The function a(t) does not exceed 1, and becomes zero when the prediction error e(t) is in the dead zone, i.e.:
where d(t) is a non-negative function representing the size of the dead zone. It is important suitably to choose d(t); the smallest possible dead zone is desirable as it allows adaptation to be the most`active' whilst retaining convergence properties. Previous discrete-time implementations, however, do not seek to achieve this; in 1, 2, 3, 4], d(t) is given in the form:
and takes a value strictly greater than 1. 
where > 0 and 2 (0; 1). The value of in (6) is greater than 1 and the user has to determine and . Considering the fact that parametric mismatch certainly exists (^ ? 6 = 0) when je(t)j > e b (t), the smallest possible value of d(t) should be e b (t) i.e. = 1 in (5). Using > 1 as in (6) thus seems to be a technicality for proving convergence. This technicality is removed here, thereby achieving the most active yet convergent estimation, i.e. d(t) = e b (t).
Main results: The proposed estimation algorithm is similar to 1, 2], but has a tighter dead zone which can still bring convergence. In addition, it has fewer design parameters, facilitating more convenient design. In this letter, the dead zone function a(t) in (3) Theorem Consider the least-squares estimator with a relative dead zone { (3) and (7), and suppose that the inequality in (2) (10) where is a constant.
Proof: De ne a positive de nite function V (t) as:
with the vector~ (t) representing the parameter error, i.e.:
(t) =^ (t) ? :
Introduce also a function (t):
(t) = (t ? 1) T~ (t ? 1):
We can then rewrite the prediction error in (3) as:
e(t) = ? (t) + e (t):
Since e b (t) je (t)j, there exists anã(t) 2 0; 1] such that:
f e b (t); e(t)] = ?ã(t) (t); as V (t) = a(t) =ã(t) = 0 when je(t)j e b (t) (i.e. f e b (t); e(t)] = 0). The rest of the proof then proceeds as in 5]. rrr The estimator proposed above features an improvement in comparison with the existing dead zone algorithms as in 1, 2, 3, 4]. The tightest dead zone assuring convergence is obtained; this is important as it ensures \convergence of the estimates whilst maintaining maximum alertness.
