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Crouzeix conjectured in [M. Crouzeix, Bounds for analytical func-
tions of matrices, Integr. Equ. Oper. Theory 48 (2004) 461–477] that
for any square matrix A and any polynomial p,
‖p(A)‖  2max{|p(z)| : z ∈ W(A)},
whereW(A) is the field of values of A and ‖ · ‖ denotes the spectral
norm. In this paper, we show that the conjecture holds for matrices
of the form⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
λ 1
. . .
. . .
. . . 1
ν λ
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
,
whereλ and ν are complexnumbers. The technique, for |ν|  1 and
for |ν|  1, is to show that if g is a bijective conformalmapping from
the field of values of such amatrix A to the unit disk, mapping λ to 0,
then g(A) is similar to a contraction via a similarity transformation
with condition number at most 2.
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
In [1,2], Michel Crouzeix made the interesting conjecture that for any square matrix A and any
polynomial p,
‖p(A)‖  2 max{|p(z)| : z ∈ W(A)}, (1)
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whereW(A) is the field of values of A and ‖ · ‖ denotes the spectral norm (‖B‖ ≡ max‖v‖2=1 ‖Bv‖2,
where ‖ · ‖2 denotes the 2-norm for vectors).
Crouzeix’s conjecture would follow if it could be shown that for any matrix A, there is a bijective
conformal mapping g from W(A) to the unit disk1 or to some region containing the unit disk, such
that g(A) is similar to a contraction via a similarity transformation with condition number at most 2;
that is, g(A) = XCX−1, where ‖C‖  1 and κ(X) ≡ ‖X‖ · ‖X−1‖  2. In this case, one could write
‖p(A)‖ = ‖(p ◦ g−1)(g(A))‖ = ‖X (p ◦ g−1)(C) X−1‖  κ(X)‖(p ◦ g−1)(C)‖. (2)
It was shown by von Neumann [8] that the norm of any analytic function of a contraction C is less than
or equal to the maximum absolute value of that function on the unit disk, and the maximum absolute
value of p ◦ g−1 on the unit disk is less than or equal to the maximum absolute value of p onW(A).
It was further shown by Okubo and Ando [7] that if the numerical radius of a matrix B, r(B) ≡
max{|z| : z ∈ W(B)}, is less than or equal to 1, then B is similar to a contraction via a similarity
transformationwith condition number atmost 2. Hence if it could be shown that the numerical radius
of g(A) in (2) were bounded above by 1, then this would establish Crouzeix’s conjecture; inmost cases,
however, r(g(A)) > 1, so this approach cannot be used.
In this paper we consider one class of matrices – n by n perturbed Jordan blocks,
Jν =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎝
λ 1
. . .
. . .
. . . 1
ν λ
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎠
, (3)
whereλandν arecomplexnumbers–andshowthat inequality (1)holds for thesematrices. Throughout
most of the paper we assume that |ν| ∈ (0, 1), and in the last section we deal with the case |ν| > 1.
The result is already known to hold for all 2 by 2 matrices [1], so we assume n  3. We then show
how our approach can be used to give a new proof of the result for 2 by 2 matrices.
The eigenvalues of a matrix of the form (3) are λ plus the nth roots of ν . The special case ν = 0 is
a Jordan block, and the case where |ν| = 1 is a normal matrix. For these cases, inequality (1) holds
because the field of values of a Jordan block is a disk (and hence the Okubo and Ando result [7] implies
(1), as pointed out by Badea in [1]), and for a normal matrix A, ‖p(A)‖ = max{|p(z)| : z ∈ σ(A)},
where σ denotes the spectrum, and this is clearly less than or equal to max{|p(z)| : z ∈ W(A)}.
This class of matrices was previously studied in [4], where it was shown that the norm of any
analytic function of such a matrix (for |ν| ∈ (0, 1)) is equal to the L∞-norm on the disk of radius 1
about λ of the function of minimal L∞-norm that matches the given function at the eigenvalues. The
field of values of such a matrix is a proper subset of this disk, however, so the results in [4] do not
relate the norms of functions of such matrices to the maximum absolute value of the function on this
smaller set.
In this paper, we show that while the field of values of a matrix of the form (3) may satisfy a
complicated equation, and the conformalmapping g fromthefieldof values to theunit disk (mappingλ
to 0,with g′(λ) > 0)may be a complicated function, the action of g on the eigenvalues of Jν is simply to
subtractλand thenmultiply thembyapositive constant. Thusg(Jν) = c·(Jν−λI). Thematrix c(Jν−λI)
is diagonally similar to Jcnν − λI: c(Jν − λI) = D−1(Jcnν − λI)D, where D = diag(1, c, c2, . . . , cn−1).
For |ν|  c−n, Jcnν − λI is a contraction, and for 1  c  21/(n−1), the condition number of this
similarity transformation is less than or equal to 2. Hence for |ν|  2−n/(n−1), we attempt to establish
(1) by bounding the constant c in the conformal mapping. For 1 > |ν| > 2−n/(n−1), the result is easy
because an eigenvector matrix of Jν has condition number less than 2.
1 More precisely, there is a bijective conformal mapping g from the interior of W(A) to the open unit disk, which, by the
Carathéodory–Osgood theorem [5, v. 3, p. 346], can be extended to a topological map of the closure of W(A) to the closed unit
disk.
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Note thatweneedonlyconsider thecasewhereλ = 0, since foranyλandanymatrixA,W(A+λI) =
W(A) + λ. Thus, for any given function p, if we define q(z) ≡ p(z + λ), then q(A) = p(A + λI) and
max{|p(ζ )| : ζ ∈ W(A + λI)} = max{|q(z)| : z ∈ W(A)}. Thus
(∀p) ‖p(A + λI)‖  2max{|p(ζ )| : ζ ∈ W(A + λI)} ⇐⇒
(∀q) ‖q(A)‖  2max{|q(z)| : z ∈ W(A)}.
From here on, then, we will take the matrix Jν to have the form
Jν =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎝
0 1
. . .
. . .
. . . 1
ν 0
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎠
, |ν| ∈ (0, 1). (4)
Note also that we need only consider real positive values of ν since Jeiθ ν is unitarily similar to
a constant of magnitude 1 times Jν . If D = diag(1, eiθ/n, ei2θ/n, . . . , ei(n−1)θ/n), then D−1Jeiθ νD =
eiθ/nJν . Since for any matrix A and any constant c, W(cA) = cW(A), if p is a given function and
q(z) = p(cz), then we will have ‖p(cA)‖  2max{|p(ζ )| : ζ ∈ W(cA)} if and only if ‖q(A)‖ 
2max{|q(z)| : z ∈ W(A)}. From here on, then, we will take ν = |ν| > 0.
2. The easy case: 1 > ν  2−n/(n−1)
The eigenvalues of Jν are λj = ν1/nωj−1, j = 1, . . . , n, where ω = e2π i/n. The corresponding
eigenvectors are
vj =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
1
ν1/nω(j−1)
ν2/nω2(j−1)
...
ν(n−1)/nω(n−1)(j−1)
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
, j = 1, . . . , n.
The matrix V of eigenvectors is the Vandermondematrix for the eigenvalues:
V =
⎛
⎜⎜⎜⎜⎜⎜⎜⎝
1 1 . . . 1
ν1/n ν1/nω . . . ν1/nωn−1
...
...
...
ν(n−1)/n ν(n−1)/nωn−1 . . . ν(n−1)/nω(n−1)2
⎞
⎟⎟⎟⎟⎟⎟⎟⎠
. (5)
Theorem 1. The condition number, κ(V) ≡ ‖V‖ ‖V−1‖, of the matrix V in (5) is ν−(n−1)/n. Hence for
all polynomials p,
‖p(Jν)‖  ν−(n−1)/n max{|p(z)| : z ∈ σ(Jν)}  ν−(n−1)/n max{|p(z)| : z ∈ W(Jν)}, (6)
and if ν  2−n/(n−1) then inequality (1) holds for A = Jν .
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Proof. The matrix in (5) can be written in the form
V =
⎛
⎜⎜⎜⎜⎜⎜⎜⎝
1
ν1/n
. . .
ν(n−1)/n
⎞
⎟⎟⎟⎟⎟⎟⎟⎠
⎛
⎜⎜⎜⎜⎜⎜⎜⎝
1 1 . . . 1
1 ω . . . ωn−1
...
...
...
1 ωn−1 . . . ω(n−1)2
⎞
⎟⎟⎟⎟⎟⎟⎟⎠
. (7)
The second matrix on the right-hand side is a scalar multiple of a unitary matrix, since the columns
are orthogonal and each has norm
√
n. It follows that the condition number of V is equal to that of
the first matrix on the right-hand side, which is ν−(n−1)/n. The remaining statements in the theorem
follow from the fact that for any polynomial p, p(Jν) = Vp(
)V−1, where 
 is the diagonal matrix of
eigenvalues and hence ‖p(Jν)‖  κ(V)max{|p(z)| : z ∈ σ(Jν)}. 
From here on, we will always assume ν < 2−n/(n−1).
3. Estimates using a disk inside the field of values
We do not know of a simple, exact formula for the field of values of a matrix of the form (4). One
can, however, make use of the fact that the field of values of Jν contains that of its upper left n − 1 by
n − 1 submatrix, which is just an n − 1 by n − 1 Jordan block. Its field of values is a disk about the
origin of radius cos(π/n) [6, pp. 25 and 45].
Theorem 2. Let Jν be an n by n matrix of the form (4), and assume that ν  cos(π/n)n. Then for any
polynomial p,
‖p(Jν)‖ cos(π/n)−(n−1) max{|p(z)| : z ∈ D¯(cos(π/n), 0)}
 cos(π/n)−(n−1) max{|p(z)| : z ∈ W(Jν)}, (8)
where D¯(cos(π/n), 0) is the closed disk about the origin of radius cos(π/n).
Proof. Let c = cos(π/n)−1 and D = diag(1, c, . . . , cn−1). Then cJν = D−1(Jcnν)D, so that for any
polynomial q, ‖q(cJν)‖  κ(D)‖q(Jcnν)‖. Since cnν  1, the matrix Jcnν is a contraction, since its
columns are orthogonal and each has norm less than or equal to 1. It therefore follows from von
Neumann’s inequality [8] that
‖q(cJν)‖  κ(D)max{|q(z)| : z ∈ D¯(1, 0)}.
Letting p(z) = q(cz), this inequality becomes
‖p(Jν)‖  κ(D)max{|p(ζ )| : ζ ∈ D¯(c−1, 0)},
where D¯(c−1, 0), the disk of radius c−1 = cos(π/n) about the origin, is a subset of W(Jν). Since
κ(D) = cn−1, the desired result (8) follows. 
Corollary 3. If n > 6, then inequality (1) holds for A = Jν , ν ∈ (0, 1). For n = 3, 4, 5, and 6, we have,
for all polynomials p,
‖p(Jν)‖  Cn max{|p(z)| : z ∈ W(Jν)}, (9)
where Cn = 4, 2.83, 2.34, and 2.06, respectively.
Proof. The function cos(π/n)−(n−1) is a decreasing function of n, approaching 1 as n → ∞. It is
greater than 2 for n  6 but less than 2 for n > 6. Hence Theorem 2 implies that inequality (1) holds
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whenn > 6providedν  cos(π/n)n, while Theorem1 implies that (1) holds providedν  2−n/(n−1).
It is easy to check that for n > 6, cos(π/n)n > 2−n/(n−1), and hence inequality (1) holds for all
ν ∈ (0, 1).
For n = 3, 4, 5, and 6, the value of cos(π/n)−(n−1) is equal to or slightly less than 4, 2.83,
2.34, and 2.06, respectively. Hence Theorem 2 implies that for ν  cos(π/n)n, inequality (9) holds,
while expression (6) in Theorem 1 implies that for ν  cos(π/n)n inequality (9) holds. 
The field of values of Jν contains a somewhat larger disk than the one used in Theorem 2. Let
q ≡ (q1, . . . , qn)T be a unit vector with qj = √2/(n + 1) sin(jπ/(n + 1)) ei(j−1)ϕ , j = 1, . . . , n, for
some ϕ ∈ [0, 2π). Then
q∗Jνq = q∗Jq + ν 2
n + 1 e
−i(n−1)ϕ sin2
(
π
n + 1
)
,
where J ≡ J0 is the unperturbed Jordan block with eigenvalue 0. Note that q is an eigenvector corre-
sponding to the largest eigenvalue
√
2/2 of the Hermitian matrix (eiϕ J + e−iϕ J∗)/2, and so q∗Jq is
a boundary point of the field of values of J, namely, eiϕ cos(π/(n + 1)). Substituting this expression
into the above equation, we find
q∗Jνq = eiϕ cos
(
π
n + 1
)
+ ν 2
n + 1 e
−i(n−1)ϕ sin2
(
π
n + 1
)
. (10)
Expression (10) takes on its smallest absolute value when the arguments of the two terms differ by
an odd multiple of π ; i.e., when ϕ = −(n − 1)ϕ + (2k − 1)π , k = 1, . . . , n, or, ϕ = (2k − 1)π/n.
In this case,
|q∗Jνq| =
∣∣∣∣cos π
n + 1 − ν
2
n + 1 sin
2
(
π
n + 1
)∣∣∣∣ . (11)
Since varying ϕ in (10) between 0 and 2π produces values q∗Jνq with arguments throughout this
range, the field of values of Jν contains the disk about the origin of radius given by the right-hand side
of (11).
An argument analogous to that of Theorem 2 therefore tells us that if ν  rn, where r is the
right-hand side of (11) (which is a function of ν), then for any polynomial p,
‖p(Jν)‖  r−(n−1) max{|p(z)| : z ∈ D¯(r, 0)}  r−(n−1) max{|p(z)| : z ∈ W(Jν)}. (12)
The factor r−(n−1) in this inequalitywill be the sameas the factorν−(n−1)/n in inequality (6) of Theorem
1, and hence we will get a bound that holds for all values of ν , if ν1/n = r. This nonlinear equation
can be solved numerically to find that for n = 3, 4, 5, and 6, ν ≈ .263, .337, .400, and .453,
respectively.
Table 1 lists the values of r−(n−1) = ν−(n−1)/n corresponding to the previously listed ν values. It
also lists the values of ν for which r−(n−1)  2 and hence (1) holds, as well as the values 2−n/(n−1),
where the result has already been established. Since the entry 1.94 for n = 6 is less than 2, inequality
(1) holds for A = Jν when n = 6 and ν ∈ (0, 1).
4. Properties of the conformal mapping fromW(Jν) to the unit disk
In the previous section, we dealt with disks inside the field of values of Jν because the conformal
mapping of a given disk about the origin to the unit disk is so simple – just multiply by one over the
radius. We thus obtained results of the form ‖p(Jν)‖  C max{|p(z)| : z ∈ S}, where S ⊂ W(Jν)
was the given disk. One could look for larger regions S inside the field of values of Jν that could be
easily mapped to the unit disk, but numerical experiments indicate that, at least for n = 3, the
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Table 1
Ranges of ν values for which inequality (1) has been established. Inequality (1) holds for ν less
than or equal to the value in the third column and for ν greater than or equal to the value in the
fourth column. For ν between these two values, ‖p(Jν )‖  Cn max{|p(z)| : z ∈ W(Jν )} where
Cn is given in the second column.
n r−(n−1) when Largest ν Smallest ν
r−(n−1) = ν−(n−1)/n for which r−(n−1)  2 for which κ(V)  2
3 2.44 0 .36
4 2.26 .11 .40
5 2.08 .30 .42
6 1.94 .56 .44
−1 −0.5 0 0.5 1
−1
−0.8
−0.6
−0.4
−0.2
0
0.2
0.4
0.6
0.8
1
Mapping Between Unit Disk and Polygonal Approximation of Field of Values
Fig. 1. Conformal mapping between unit disk and 12-sided polygon inscribed in W(Jν ), n = 3, ν = .1. Eigenvalues of Jν (marked
with x’s) map to points in the unit disk (marked with o’s) that are about 1.4384 times further from the origin.
region S will have to be extremely close to the actual field of values in order for it to be true that
‖p(Jν)‖  2max{|p(z)| : z ∈ S} for all polynomials p.
For example, Fig. 1 shows the field of values and a 12-sided inscribed polygon for a problem with
n = 3 and ν = .1. It also shows the eigenvalues of Jν (i.e., the cube roots of .1, marked with x’s)
and the points that they map to (marked with o’s) when the region S inside the 12-sided polygon is
conformally mapped to the unit disk. In this case the conformal mapping g multiplies the eigenvalues
by approximately 1.4384 >
√
2. It follows that ‖g(A)2‖ ≈ 1.43842 ≈ 2.07, while the maximum
absolute value of g(z)2 on S is 1. Thus ‖g(A)2‖ > 2 · max{|g(z)2| : z ∈ S}.
The mapping between the unit disk and the polygonal approximation of the field of values was
carried out using the Schwarz–Christoffel mapping package of Driscoll [3]. While rounding errors
affect the accuracy of the mapping, they do not appear to be sufficient to account for the fact that
eigenvalues were multiplied by 1.4384 instead of by something less than or equal to
√
2 ≈ 1.4142. In
contrast, if one considers the 12-sided polygon S′ circumscribed about the field of values and touching
its boundary at the same points, then the conformal mapping from the region inside S′ to the unit disk
multiplies the eigenvalues of Jν by about 1.3912, which is less than
√
2.
It follows from a symmetry argument that when the field of values of Jν is conformally mapped to
the unit disk, with the originmapping to itself and the derivative at the origin positive, the eigenvalues
of Jν are multiplied by a positive constant. To see this, consider again the expression for q
∗Jνq, where
q is a unit vector:
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−0.5 0 0.5 1
−0.6
−0.4
−0.2
0
0.2
0.4
0.6
n = 3, nu = 0.3
−1 −0.5 0 0.5 1
−0.5
0
0.5
n = 4, nu = 0.3
−1 −0.5 0 0.5 1
−0.5
0
0.5
n = 5, nu = 0.3
Fig. 2. Fields of values of Jν , for n = 3, 4, 5, ν = .3. Lines from the origin through the eigenvalues (markedwith x’s) divide the region
into n identical sectors.
q∗Jνq =
n−1∑
j=1
q¯jqj+1 + νq¯nq1. (13)
Let qˆj = ei(j−1)ϕqj , j = 1, . . . , n, for some ϕ ∈ [0, 2π). Then
qˆ∗Jν qˆ = eiϕ
n−1∑
j=1
q¯jqj+1 + νe−i(n−1)ϕ q¯nq1 = eiϕ
⎛
⎝n−1∑
j=1
.q¯jqj+1 + νe−inϕ q¯nq1
⎞
⎠ .
If ϕ = 2πk/n, k = 1, . . . , n− 1, then this is just eiϕq∗Jνq. Thus, if z ∈ W(Jν) then so are ei2πk/nz, k =
1, . . . , n−1, and so thefield of values of Jν consists ofn identical sectors.Moreover, each sector consists
of two identicalpieces, since if z ∈ W(Jν) then z¯ ∈ W(Jν)because q¯∗Jν q¯ = q∗Jνq. Thus, forexample, the
sector {z ∈ W(Jν) : 0  arg(z)  π/n} is identical to the sector {z ∈ W(Jν) : −π/n  arg(z)  0},
which, by the previous argument, is identical to the sector {z ∈ W(Jν) : π/n  arg(z)  2π/n}.
Thus, the field of values actually consists of 2n identical sectors.
The fields of values of Jν for n = 3, 4, 5 and ν = .3 are pictured in Fig. 2, alongwith the eigenvalues
and dividing lines for n sectors. Each of the 2n sectors can be mapped to a corresponding sector of
the unit disk, and the map is determined by specifying the images of three boundary points. (See, for
example, [5, v. 1, p. 411].) Taking these points to be the origin and the boundary points of the field of
values on either side of the sector, andmapping them to the origin and the corresponding points on the
unit circle, we obtain a conformal mapping. This mapping is reflected 2n times to obtain a conformal
mapping of the entire region onto the entire unit disk. It follows that points of the form rei2πk/n map
to points of the form c(r)ei2πk/n for some positive function c(r) that is independent of k.
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Since the conformal mapping g multiplies each eigenvalue of Jν by the same constant c ≡ c(ν1/n),
it follows that g(Jν) = cJν . From this it follows that for this class of matrices, when ν < 2−n/(n−1), the
condition that inequality (1) hold is equivalent to the condition that c be less than or equal to 21/(n−1).
Theorem 5. Let Jν be an n by n matrix of the form (4), and assume that ν < 2
−n/(n−1). If g is the bijective
conformal mapping from W(Jν) to the unit disk, mapping the origin to itself and satisfying g
′(0) > 0, so
that g(Jν) = cJν , then a necessary and sufficient condition for inequality (1) to hold when A = Jν is that
c  21/(n−1).
Proof. First note that the constant c is greater than or equal to 1, since ‖Jν‖ = 1 and hence the field
of values of Jν is a subset of the unit disk. It follows from Schwarz’s Lemma that all points of W(Jν)
are multiplied by factors with modulus at least 1. If c  21/(n−1), then g(Jν) = D−1JcnνD, where D =
diag(1, c, . . . , cn−1) has condition number less than or equal to 2. Since ‖Jcnν‖ = 1, the result follows.
Conversely, if c > 21/(n−1), then ‖g(Jν)(n−1)‖ = cn−1‖Jn−1ν ‖ = cn−1 > 2 = 2max{|g(z)(n−1)| :
z ∈ W(Jν)}. Since the analytic function g(z)(n−1) canbe arbitrarilywell approximated by apolynomial,
this provides a counterexample to (1). 
5. A mapping fromW(Jν) to a region containing the unit disk
In Section 3, we obtained upper bounds for the constant c such that g(Jν) = cJν by considering
mappings from a disk inside the field of values to the unit disk. Inmost cases, these upper boundswere
already less than or equal to the required value 21/(n−1), but in a few cases they were not. To deal with
these cases, wewill consider amapping from a larger region (larger, even, than the 12-sided polygon of
Fig. 1) inside the field of values to a region that contains the unit disk. Since the conformal mapping g
from the field of values onto the unit disk could be carried out by first mapping to this region that con-
tains the unit disk and then mapping back to the unit disk, it follows from Schwarz’s Lemma that the
constant cwill be less than the constantmultiplying the eigenvalues in themapping to a larger region.
Based on the results of Section 4, one can conclude that the conformal mapping g from W(Jν)
to the unit disk, mapping the origin to itself and satisfying g′(0) > 0, might have the form g(z) =
cz + z(zn − ν)h(z) for some analytic function h, since zn − ν is the minimal polynomial of Jν . An
analytic function of this form will satisfy g(0) = 0 and g(Jν) = cJν . One might approximate this
by a function of the form g˜(z) = c1z + c2z(zn − ν) and look for constants c1 and c2 such that this
function is a 1 − 1 mapping of W(Jν) onto a region containing the unit disk. If such a function can
be found with c1  21/(n−1), then it will follow that c  21/(n−1) and that, for any polynomial p,‖p(Jν)‖  2max{|p(z)| : z ∈ S}, where S is the subset ofW(Jν) that is mapped onto the unit disk.
For n = 3, consider the function
g˜(z) = √2z − √2νz(z3 − ν).
For ν small, this function is 1 − 1 on W(Jν). In particular, for ν < .36, where we have yet to prove
inequality (1), it is easily checked that g˜(z1) = g˜(z2) and z1 = z2 only if z31 + z21z2 + z1z22 + z32 =
(1 + ν2)/ν > 3.137, and this cannot happen for z1, z2 ∈ W(Jν).
The values in expression (10) are not exactly boundary values ofW(Jν) but they are very close to the
boundary when ν is small, so we will consider the action of g˜ on these points. For n = 3, expression
(10) becomes
q∗Jνq = eiϕ
(√
2
2
+ 1
4
νe−3iϕ
)
. (14)
After some algebra, one finds that if z = q∗Jνq, then
g˜(z) = eiϕ
(
1 + 1
2
ν2 −
√
2
2
iν sin(3ϕ)
)
+
√
2
16
ν3e−2iϕ − 1
16
ν4e−5iϕ −
√
2
256
ν5e−8iϕ.
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Taking absolute values on each side, we find that for all ϕ,
|g˜(z)|
∣∣∣∣∣1 + 12ν2 −
√
2
2
iν sin(3ϕ)
∣∣∣∣∣−
∣∣∣∣∣
√
2
16
ν3e−2iϕ − 1
16
ν4e−5iϕ −
√
2
256
ν5e−8iϕ
∣∣∣∣∣
 1 + 1
2
ν2 − ν3
(√
2
16
+ 1
16
ν +
√
2
256
ν2
)
,
which is greater than 1 for all ν ∈ (0, 1). As ϕ varies from 0 to 2π the argument of g˜ does the same,
so g˜ maps the region inside the curve defined by (14) to a region that properly contains the unit disk.
It follows that the constant c in the mapping g from W(Jν) onto the unit disk is less than or equal to√
2, so by the previous arguments, inequality (1) holds for A = Jν when n = 3.
The same approach can be used for the n = 4 and n = 5 cases, aswell, although the algebra quickly
becomes overwhelming. Again we look for a function g˜ of the form
g˜(z) = 21/(n−1)(z − ανz(zn − ν)),
where α can be chosen so that if z is given by (10), then g˜(z) has the form
21/(n−1)eiϕ[c1 − c2 i sin(nϕ)ν + c3ν2] + O(ν3),
for certain positive constants c1, c2, and c3. A symbolic package such as Mathematica [9] can be used
to determine α and the resulting function g˜(z). For n = 4, we found
α = 144
√
5 − 320
5
≈ .3988,
g˜(z) = 21/3eiϕ
[
1 + √5
4
− 5 −
√
5
10
i sin(4ϕ)ν + 210 − 93
√
5
10
ν2
]
+21/3ν3e−3iϕ
[−257 + 115√5
10
+ νe−4iϕ 29 − 13
√
5
10
+ν2e−8iϕ −85 + 38
√
5
50
+ ν3e−12iϕ 199 − 89
√
5
500
]
.
For n = 5, we found
α = 16
81
≈ .1975,
g˜(z) = 21/4eiϕ
[√
3
2
− 1
6
iν sin(5ϕ) + 23
√
3
324
ν2
]
+ 21/4ν3e−4iϕ
×
[
19
3888
− 5
√
3
5832
νe−5iϕ − 5
46656
ν2e−10iϕ −
√
3
419904
ν3e−15iϕ − 1
15116544
ν4e−20iϕ
]
In either case, taking absolute values on each side, it can be seen that for all ϕ and for ν in the ranges
where inequality (1) has yet to be proved, we have |g˜(z)|  1. It also can be seen that g˜ is 1 − 1 on
W(Jν) and so it is a conformal mapping from W(Jν) to a region that contains the unit disk. It follows
that the constant c in the conformal mapping from W(Jν) onto the unit disk is less than or equal to
the constants 21/3 for n = 4 and 21/4 for n = 5. Combining this with the previous results shows that
inequality (1) holds for A = Jν when n = 4 or n = 5 and ν ∈ (0, 1).
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6. Some additional results and open questions
In this paper, we have dealt with matrices of the form (4) with |ν| ∈ (0, 1). It was pointed out
that inequality (1) holds when ν = 0 and when |ν| = 1 as well. It also can be seen to hold for
|ν| > 1. In this case, the matrix V in (7) has condition number less than or equal to 2 if |ν|  2n/(n−1)
and so by the arguments of Theorem 1, ‖p(Jν)‖  2max{|p(z)| : z ∈ σ(Jν)}. For |ν| > 2n/(n−1),
it follows from expression (13) – taking q1 =
√
2/2, qn = eiϕ
√
2/2, 0  ϕ < 2π , and qj = 0,
j = 2, . . . , n− 1, and assuming n  3 – thatW(Jν) contains a disk of radius |ν|/2. Mapping this disk
to the unit disk by multiplying by 2/ν , we find that Jν maps to a matrix with 2/ν on its superdiagonal
and 2 in its lower left corner. If we defineD = diag(1, 21/(n−1), 22/(n−1), . . . , 2), thenD has condition
number 2 and D−1 ((2/ν)Jν)D has 2n/(n−1)/ν on its superdiagonal and 1 in its lower left corner. Since
|ν| > 2n/(n−1), this matrix is a contraction. Therefore, in this case, ‖p(Jν)|  2max{|p(z)| : z ∈
D¯(|ν|/2, 0)}  2max{|p(z)| : z ∈ W(Jν)}.
Although Crouzeix’s conjecture has already been proved for 2 by 2 matrices [1], the techniques
of this paper can provide an alternate proof. Every matrix is unitarily similar to a matrix with equal
diagonal entries [6, pp. 20–21], and if we subtract the trace of the matrix times the identity then we
can take these diagonal entries to be 0. Thus for every 2 by 2 matrix A, A − tr(A)I is unitarily similar
to a matrix of the form⎛
⎝ 0 α
β 0
⎞
⎠ .
If we multiply by 1/max{|α|, |β|}, then this matrix takes the form of the matrices studied in this
paper or the transpose of such a matrix. Hence if we can show that inequality (1) holds for all 2 by 2
matrices of the form⎛
⎝ 0 1
ν 0
⎞
⎠ , |ν| ∈ [0, 1], (15)
then it will follow, using the facts that W(A − tr(A)I) = W(A) − tr(A) and W(cA) = cW(A) and
W(A∗) = W(A), that inequality (1) holds for all 2 by 2matrices. The arguments of Section 2 show that
the matrix in (15) has an eigenvector matrix with condition number less than or equal to 2 if |ν|  1
4
.
For |ν| < 1
4
, arguments of the type used in Section 5 can be applied. In this case, expression (10)
becomes
z = 1
2
eiϕ + 1
2
νe−iϕ.
Taking g˜(z) = 2(z − 4νz(z2 − ν)), one finds after just a moderate amount of algebra that
g˜(z) = eiϕ(1 − 2iν sin(2ϕ) + ν2) + ν3e−iϕ(1 − νe−2iϕ),
and, for all ϕ,
|g˜(z)|  1 + |ν|2 − |ν|3(1 + |ν|).
For |ν| < 1
4
, this is greater than 1, and thus g˜ maps the field of values of the matrix in (15) to a region
that contains the unit disk. It follows that the constant c in the conformal mapping g from the field of
values onto the unit disk is less than or equal to the constant 2 in the mapping g˜. Therefore inequality
(1) holds for matrices of the form (15) and hence for all 2 by 2 matrices.
The reason for studying the particular class ofmatrices considered here is simply to gain insight into
methods thatmight be appropriate for proving (or disproving) inequality (1) in general. An interesting
direction in which to try to generalize is to consider an arbitrary matrix Awith the property that there
is a conformal mapping g from W(A) to the unit disk that multiplies the eigenvalues (and hence the
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matrix, assuming that it is diagonalizable) by a single constant c. Then g(A) = cA will be 2-similar
(similar via a similarity transformationwith condition number atmost 2) to a contraction if and only if
A is 2-similar to a matrix with norm at most 1/|c|. The question of the smallest-normmatrix to which
a given matrix is 2-similar is an interesting one that, to the authors’ knowledge, has not been studied.
For the class ofmatrices studied here, Crouzeix’s conjecture is equivalent to the statement that there
is a conformal mapping g from the field of values of the matrix A to the unit disk such that g(A) is 2-
similar to a contraction. While this latter statement implies Crouzeix’s conjecture, we do not know, in
general, if the two are equivalent. The latter statement seems to be easier to test numerically, however.
One can enter amatrix A, compute its field of values and find a conformal mapping g fromW(A) to the
unit disk. (Probably one should consider a mapping that takes the center of the smallest circle about
W(A) to the origin.) One can then form the matrix g(A) and use an optimization procedure to try and,
say, minimize ‖X−1g(A)X‖ subject to the constraint that ‖X‖ · ‖X−1‖  2. If such a matrix X is found
for which ‖X−1g(A)X‖  1, then the statement holds for this matrix A. In the numerical testing done
so far, we have not found a counterexample to this (possibly) stronger assertion.
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