We examine by singularity analysis an equation derived by reduction using Lie point symmetries from the 
Introduction
The Painlevé-Ince Equation
where the prime denotes differentiation of the dependent variable, y(x), with respect to the independent variable, x, is an equation noted for its interesting properties. Firstly it possesses eight Lie point symmetries [14] with the Lie Algebra sl(2, R) which means that it is linearisable by a point transformation. Secondly it is the second member of the Riccati Hierarchy which is based upon the Riccati Equation with the recursion operator D + y, where D is the operator d dy [8] . Thirdly it possesses the Painlevé Property in a very unique way in that there are two possible Laurent expansions about its simple pole. The coefficient of the leading-order term can be 1 or 2. For the former the resonances are the generic −1 and 1. For the latter the resonances are again −1 and an unexpected −2. This meant that the Laurent expansion must be decreasing in exponent from the simple pole [13] . The existence of a resonance at an exponent lower than the exponent of the leading-order term was not expected and the proposal was derided by some, but the careful analysis of Feix and his team [9, 10, 11] established the sense with the addition of the Left Painlevé Series to the well-established Right Painlevé Series. One notes that Andriopoulos et al [4] discussed the existence of both positive and negative nongeneric resonances for higher-order equations, ie Mixed Painlevé Series and their geometric interpretation.
In an analysis of the Euler-Bernoulli Equation for a beam Halder et al [12] determined the Lie point symmetries 1 and used them initially to reduce the fourth-order partial differential equation to a fourth-order ordinary differential equation. This fourth-order equation had sufficient Lie point symmetries to reduce it to a second-order equation devoid of Lie point symmetries. It was noted that the second-order equation was the Painlevé-Ince Equation with some rather messy additional terms of order lower than the second order in the derivative. It is the purpose of this paper to demonstrate that this equation does in fact satisfy the requirement of the ARS algorithm [1, 2, 3] . The equation is nonautonomous and so we treat it in the spirit of the treatment of nonautonomous equations as found in Andriopoulos et al [5] .
The equation and its singularity analysis
The nonlinear second-order ordinary differential equation of our consideration is
where the symbolic usages are the same as for (1) above. As, mentioned in the introduction, equation (2) caught our attention, as it is obtained from the reduction of the well-known Euler-Bernoulli Beam equation, which is something new according to the author's knowledge and cannot be found in the literature. A first glance at the equation establish the fact that, it is a variant of the Painlevé-Ince equation. It has zero Lie-point symmetries, and we choose to study the singularity analysis to ascertain its integrability. A problem of interests also in the area of physics where the Euler-Bernoulli Beam equation has applications. The similarities and dissimilarities of equation (2) with the Painlevé-Ince equation have been mentioned subsequently.
To determine the leading-order behaviour of equation (2), we substitute
where x 0 is the location of the putative singularity and, being movable, is one of the constants of integration to be determined from the initial conditions, into (2) to obtain 0 = 3x
We consider the dominant terms to compute the value of p, which is,
we equate the exponents of the dominant terms, which are −2 + p, 3p and −1 + 2p, from which it is evident that p = −1, ie, the singularity is a simple pole. We solve the dominant terms
for a and obtain a = 0, 1, 2. So far all is the same as for (1) . To determine the resonances for the leading-order coefficient a = 1 we make the substitution
into (2), take the coefficient of m and require it to vanish for the terms corresponding to the dominant terms from which p was found.
The values of s so found are −1 and 1. The former value of s, which is −1, is generic in nature and is related to the arbitrariness of the location of the movable singularity. The details regarding the various values of the resonances and most importantly the implications of the value −1 is explained in [5] .
When we use the value a = 2, the resonances are −1 and −2. Thus far the results are as for the Painlevé-Ince Equation, (1) .
To determine consistency we need to substitute a (truncated) Laurent expansion into the full equation, which is,
where, a 0 , a 1 , a 2 and a 3 are the coefficients of the series terms. For the coefficient constants a 0 , a 1 , a 2 and a 3 in the Laurent expansion we obtain the following results One could continue further, but the successive coefficients in the Right Painlevé Series are expressible in terms of the two arbitrary constants, x 0 and a 0 , which is as they should be.
We turn now to the second possibility, a = 2, for the value of the coefficient of the leading-order term for which the resonances are −1 and −2. We substitute
in equation (2), to check the consistency by computing the coefficients of the Laurent expansion. An attempt to put various coefficients to zero fails immediately due to the presence of the term, x 4 , in (2) for which there is no compensating term in the posited Left Painlevé Series.
Conclusion
The Painlevé-Ince Equation is the first known instance of an ordinary differential equation possessing both Left and Right Painlevé Series. Equation (2), obtained by reduction using Lie point symmetries from the Euler-Bernoulli Beam equation, is like a Painlevé-Ince Equation with some additional terms. These additional terms do not affect the first two steps of the ARS algorithm as they are not part of the dominant terms in (2) . However, when it comes to the test for consistency, these additional terms must play a role.
The basis of the singularity analysis is the existence of a Laurent expansion about a singularity. There are three possible forms for a convergent Laurent expansion. One is an expansion from singularity in increasing powers of (x − x 0 ), where x 0 is the location of the singularity in the complex plane. This is the well-known rightPainlevé series. Secondly the series can descend in powers from the singularity and one has the left-Painlev'e series. Thirdly there can be an expansion between two singularities which gives rise to the mixed-Painlevé series. All of these are well illustrated in [15] . One should bear in mind that the existence of, say, a left-Painlevé series does suggest that the series, of the nature of an asymptotic series, is convergent over the rest of the complex plane. On the other hand the mixed series gives a starting point for a series which cannot be convergent over the whole complex plane and so it must terminate at the boundary determined by another singularity.
As far as the equation of our problem is concerned, for the Right Painlevé Series there is no serious effect apart from making the coefficients of the terms in the series more complex. Nevertheless those coefficients are expressible in terms of the two constants of integration required for the second-order equation. We note that the location of the movable pole plays an active role in the further coefficients as predicted in [5] .
The collapse of the Left Painlevé Series comes as no surprise in retrospect as the negative powers cannot possibly balance positive powers. Indeed it suggests strongly that an equation with nondominant terms might not be able to possess a Left Painlevé Series.
Conjecture: For a differential equation to possess a Left Painlevé Series all terms must be dominant.
