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Abstract 
In a World Wide Web continuously growing the need for searching information keeps also growing. The search 
functionality can be applied to several domains as long as the amount of data justifies it. In this paper we make an 
evolution of a previous defined algorithm for optimizing documental searches. In this new algorithm we include 
category disambiguation and number of citations to increase the precision of returned results. We use Mendeley 
reference manager system to evaluate our algorithm, making a comparison with the results obtained in both cases. 
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1. Introduction 
In a World Wide Web continuously growing, in number of systems and data each one has, the need of search 
information keeps also growing [8]. Despite the search functionality might not be mandatory in some systems, it is 
in others. And while the simpler browsing activity might be enough in some systems, it is not in others. For instance, 
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if we consider the website of our child´s soccer team, probably the search functionality will not be of great use as the 
amount of data is not considerably big. Browsing through some categories will most likely be enough. On another 
hand, if we consider a library, browsing with the purpose of finding a specific resource can be almost impossible.  
With the increase of available data, largely due to integration systems, the reality is that most systems need 
search functionalities [9]. What would be of millions of people if Google simply disappeared? 
While the need of searching for information can now look obvious, we cannot say the same thing about the 
process that makes it available to users. In the majority of search systems, the results are not the best and plenty of 
times, the user cannot find what he looks for very easily. The search engines, that support a search system, often rely 
on database indexes, search algorithms, user preferences and other techniques to improve the search process [10] 
[11] [12] [13]. But still there are a lot of websites we use in a daily bases that we would like to see with better 
precision when returning what we are looking for.  
As we previously mentioned, the search for information can be applied to several domains as long as the amount 
of data justifies it. There are generic search systems whose data can be of several types (images, videos, documents, 
etc.) – such as Google. There are also specific websites that dedicate to a specific type of data. In this paper, we will 
focus on a specific reference manager system – Mendeley, which allows researchers to find scientific papers 
Searching for documents is not a new subject nor the techniques commonly used [1] [2] [3]. In our previous work 
[4] we addressed this issue and justified an algorithm for searching documents that was based on number of words 
of the search expression that were present in the document title, number of reduced words or number of synonyms. 
Although relevant results were obtained, there are some situations where the results can be improved.  
In this paper we improve the algorithm including category disambiguation and number of citations and present 
the results obtained.  
The rest of this paper is organized as follows. The next section presents, as a contextualization to the reader, the 
previous algorithm developed so far and the variables that were considered. Section 3 presents the new algorithm, 
namely the motivation for the evolution made, the disambiguation and citation mechanisms used, and the final 
algorithm. In section 4 we present the evaluation of the new algorithm, starting with a presentation of the case 
studies and some analysis on Mendeley´s current behavior. We end section 4 presenting the obtained results with the 
new defined algorithm. In section 5 we present conclusions and future work. 
2. The fuzzy algorithm developed so far 
We have been focusing our research on semantic search and semantic search systems and algorithms. With 
PRECISION [5] we presented a guided-based search system with semantic  validation  and  personalized  natural 
language  generation  of  search expressions as the two main characteristics. We then evolved to GSSP [6] – a 
Generic Semantic Search Platform – with the main goal of provide a platform that allows a given search system to 
incorporate semantics in its search process. In this system, we handled also free searches and we defined four 
criteria that include reducing each word of the search expression to its origin and then comparing them to the 
description of existing resources, to the description of related resources and to resources that use synonyms. While 
some degree of fuzziness was missing, we developed a fuzzy algorithm [4] that aimed to address the following 
concrete situation: 
 
 
Bob is a master degree student currently writing his dissertation on Education Sciences. For this task, he 
feels the need to use several scientific papers digital repositories such as Mendeley or IEEExplore. Two 
days ago, during his searches, he found an interesting paper but it was time to go home and he closed the 
Internet browser. Late that night, he made a routine cleanup task on his computer erasing internet 
temporary files. Yesterday, he picked up where he left and remembered that paper he saw and went back 
to Mendeley to search for the paper but was having some troubles finding it. He remembered the paper 
had somewhere the words “students” and “learn” in the title but he didn´t know for sure if those were the 
exact words used, or if synonyms were used instead, other verb conjugation (“learning”), etc. It took him 
several search expressions to finally find the paper, which was ranked too low. 
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With this scenario in mind, and after an analysis on the behavior of searches both in Mendeley and IEEExplore, 
we decided the algorithm should operate on three main levels: plural versus singular words; difference in verb 
conjugation and use of synonyms. The algorithm allows calculating a final weight for each document based on the 
the following formula: 
 
wdoc(t) = (nts(t) * wdir / nwords) + (ntsr(t * wred / nwords) + (nsyn(t) * wsyn / nwords) 
 
We assume the following sets: 
x TS => set of terms of the search expression 
x TSR => set of terms of the search expression, reduced to their origin. 
x DC => set of documents that can be searched  
x DC(t) => document that has the title t 
x S(DC(t)) => set of terms that constitute the title of DC(t) 
x SR(DC(t)) => set of reduced terms that constitute the title of DC(t) 
 
We also assume the following variables: 
x The number of words of the search expression that are part of a given document with title t 
nts(t) = ܿܽݎ݀ሺܶܵ ת ܵ൫݀ܿሺݐሻ൯ሻ 
x The number of reduced words in the search expression that are part of a given document with title t 
ntsr(t) = ܿܽݎ݀ሺܴܶܵ ת ܴܵ൫݀ܿሺݐሻ൯ሻ 
x The number of synonyms in the set of reduced terms, given by nsyn(t) 
x The number of words of the search expression, given by nwords 
 
And finally, we assumed the following weights: 
x The weight wdir of having words of the search expression directly in the document title 
x The weight wred of having reduced words of the search expression in the reduced document title 
x The weight wsyn of having synonyms of words of the search expression in the document title 
 
From the experimental results the main conclusion is that the algorithm seems to perform well when at 
least two keywords are used in the search expression. The experiments with one keyword only did not show any 
improvement on the rank of paper X. However, with two keywords, the results are significantly better. For instance, 
with three search expressions that Mendeley´s rank was above 50, our algorithm ranked positions 2, 3 and 6. 
3. The new proposed algorithm 
In the next sections, we detail the motivation to improve the fuzzy algorithm defined, namely introducing the new 
aspects: 
3.1. Motivation 
As a continuation of the fuzzy algorithm developed so far, we believe it is important to consider new variables in 
order to improve the search results. In concrete, we introduce the following two aspects: 
x Disambiguation – some reference managers systems have a category concept. If we understand the 
domain in which the user is performing the search, we can use that information to match with 
document´s category and determine with a better precision the relevant documents.  
 
This variable will be combined with the previous algorithm to the purpose of finding a specific 
document. 
 
x Citations – the number of citations a paper has is usually related to its importance in the overall papers 
so using this information seems a good way to prioritize results [14]. 
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This new variable will extend the type of search we have done - finding a specific document – to a 
more general search that include several results with the search expressions provided and that can be 
significant to the user. We will use this variable after applying the algorithm and as a way to order all 
results before presenting them to the user. 
 
We detail these two aspects in the next sections, with examples that demonstrate the pertinence of its integration 
in a fuzzy algorithm for searching for documents. 
3.2. Disambiguation mechanism 
Disambiguation is a common issue to address when it comes to performing searches. Words have plenty of 
meanings and understand what the users want is not always easy. As the authors refer in [7], “queries submitted to a 
search engine may have multiple meanings”. When we google for “Indian Wells” we can be looking for a tennis 
tournament or a city on USA. A similar thing happens with documents. When we search for “pupils education” 
when can be searching for documents related with a more psychological approach, a computer science approach or 
even a more educational approach.   
Being aware of the category/context in which the search should be performed is therefore an important aspect so 
results can be more precise [15] [16]. There are several ways the context can be learned: either in an implicit way or 
an explicit one. It is learned explicitly when directly asked to the user. On another hand, it is learned implicitly when 
it is inferred from interests in the user´s profile, in cases where the profile exists [17]. 
In Mendeley’s case, usually a login is used so searches and chosen papers are stored along with its category. So 
each user can have a profile which indicates the number of papers seen in each category. We will use this 
information in the new defined algorithm so that papers that are currently assigned the same weight can be 
prioritized based on its category and on how relevant that category is for the user, based on his profile. 
For each user, we assume a profile made of: 
x List l of categories with the number of papers associated to it 
x Total number of papers (totnum) in user´s profile 
 
The importance of category c for a given user if given by: 
 
wcat(c) = l(c)/numtot*100 
 
Regarding the user profile, we believe it is true and not very questionable to state that a user tends to find papers 
in a specific field and that the importance of each category as described above will represent with a significant level 
of accuracy the areas/papers the user is interested in when performing searches. 
3.3. Citation analysis mechanism 
Every document, in a reference system manager such as Mendeley or IEEE, has references. When we include a 
citation to a given paper we are saying that paper is related to ours and its content is similar somehow. The more 
times a paper is cited in other papers, it´s because it is a reference paper for many authors and so it should be ranked 
in a good position by search engines as the probability to please other authors too is big. 
So besides including also this variable in our algorithm we are also evolving the scenario as now we consider 
general searches the user is doing on a given theme characterized by some keywords. 
In order to use the number of citations in our algorithm we first defined some sets so we could evaluate the 
impact of inserting this variable.  
 
 
 
26   Sara Paiva and Manuel Ramos-Cabrer /  Procedia Technology  16 ( 2014 )  22 – 31 
Table 1. Defined sets for number of citations 
Range of number of citations Weight 
[0,10] 1 
[11,100] 2 
[101,500] 4 
[505,2000] 6 
[2001, …] 7 
 
The weight does not increment linearly as we wanted to clearly separate the relevancy of papers. Let us then 
consider a new variable wcit that has a number according to the sets defined in Table 1. 
3.4. The algorithm 
As we explained in section 2, in order to calculate a weight for each paper, the algorithm so far uses: 
x The number of words of the search expression that are part of a given document with title t 
x The number of reduced words in the search expression that are part of a given document with title t 
x The number of synonyms  
x The number of words of the search expression 
x A weight for each of the first three variables 
 
In the redefined algorithm, when calculating the weight of a given paper t belonging to a given category c, we 
also consider the weight wcat that represents the importance of the category of paper t for the user, based on his 
profile information. The algorithm’s new definition is: 
 
wdoc(tc) = ((nts(t) * wdir / nwords) + (ntsr(t * wred / nwords) + (nsyn(t) * wsyn / nwords)) * wcat(c) 
4. Evaluation 
4.1. Analysis on Mendeley´s current behaviour 
In order to evaluate the new algorithm, we selected the paper “Data warehouse process management” (paper P 
from now on) as the paper we want to find.  
Table 2 shows an analysis on current rankings returned by Mendeley, considering a given search expression. 
Table 2. Analysis on current Mendeley ranking of papers 
Search expression Position Categories of previous papers Position after 
choosing category 
Data management 287 Total: 17 
Medicine (84), Biological Sciences (53), Computer and 
Information Science (52), Social Sciences (42), Psychology 
(20), Earth Sciences (8), Education (7), Environmental 
Sciences (4), Engineering (4), Business Administration (3), 
Economics (2), Management Science / Operations Research 
(2), Humanities (1), Chemistry (1), Linguistics (1), 
Mathematics (1), Sports and Recreation (1) 
53 
Data administration 62 Total: 4 
Computer and Information Science (46), Biological Sciences 
(12); Business Administration (2); Social Sciences (1) 
47 
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On another hand, the user can be interested in “data management” in general and not in a specific document. We 
are broadening the search of the application of our algorithm in this case.  
Currently, if we perform a search in Mendeley for “data administration” (gathering the top 100), filtering by 
“Computer and Information Science” category, and sorting by number of citations we obtain the information in 
Table 3. 
 
Table 3. Citation analysis in current Mendeley´s behaviour 
  Returned position 
Paper title Number of 
citations 
Without 
category 
filtering 
With 
category 
filtering 
Filtering and 
citations 
sorting 
Principles of data mining. 3118 17 7 1 
Beyond Accuracy: What Data Quality Means to Data Consumers 2017 18 8 2 
TCP/IP Network Administration 373 81 17 3 
Role mining - revealing business roles for security administration using data mining 
technology 156 5 
2 4 
The Community of Inquiry: Classical Pragmatism and Public Administration 112 71 14 5 
Towards an enterprise architecture for public administration using a top-down approach 112 94 21 6 
Critical success factors in data management 37 82 18 7 
Beautiful Data: The Stories Behind Elegant Data Solutions 36 75 15 8 
The Last Mile: Liaison Roles in Curating Science and Engineering Research Data 34 90 20 9 
Improving data quality in practice: A case study in the Italian Public Administration 33 6 3 10 
Protection and administration of XML data sources 33 24 9 11 
Building an Enterprise Architecture for Public Administration: A High Level Data Model for 
Strategic Planning 30 8 
4 12 
Trends in Data Administration 29 4 1 13 
Root polar layout of Internet address data for security administration 16 40 10 14 
Policy driven data administration 13 13 5 15 
Evaluating the readiness of government portal websites in China to adopt contemporary 
public administration principles 10 48 
12 16 
The Development of the Local E-Administration: Empirical Evidences from the French Case 9 62 13 17 
Access control systems for spatial data infrastructures and their administration 3 77 16 18 
CITATION - Citizen Information Tool in Smart Administration 3 99 22 19 
Panel data analysis in public administration: Substantive and statistical considerations 2 83 19 20 
Administration of (Geo)XACML policies for spatial data infrastructures 1 15 6 21 
Data-base marketing: a tool for health care administration. 1 45 11 22 
Open Data, Open Society: a research project about openness of public data in EU local 
administration 0 7 
- - 
Using Ellimaps to Visualize Business Data in a Local Administration 0 29 - - 
A Definitive Guide to Data Governance eBook 0 79 - - 
 
When sorting only by number of citations we can lose important information regarding the title of the paper and 
its relevancy to the search expression.  For instance, the first returned paper “Principles of data mining” has by far 
the bigger number of citations but does it suit our search? Has it something to do with management?  
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To achieve a better good precision in the returned results, we will therefore insert the number of citations 
information in our algorithm, so the final ranking of the paper combines all information. 
 
wdoc(tc) = ((nts(t) * wdir / nwords*wcit) + (ntsr(t * wred / nwords*wcit) + (nsyn(t) * wsyn / nwords*wcit)) * 
wcat(c) 
 
We could insert the weigth wcit in the end, as another multiplication factor, as we did with the category, but that 
would give too much importance to the weigth and leave behind information that we have proven valid, such as the 
number of words in the search expression that are present in the document title. 
4.2. Obtained results 
Regarding the incorporation of disambiguation in the algorithm, and with the analysis made and described in the 
previous section, we ran two search expressions with the previous and the new algorithm. The results are presented 
in Table 4. We assumed a profile where the field “Computer and Information Science” has a weight of 0.7 and all 
other categories a weight of 0.1. The results are as follows. 
 
  Table 4. Results of incorporation of disambiguation in the algorithm 
Search expression Mendeley 
position 
Position with the 
previous algorithm 
Position with the new 
algorithm 
Data management 287 76 23 
Data administration 62 Em 1º juntamente com 
os primeiros 61 
28 
 
From the analysis of these results, we conclude the ranking in both situations had a significant improvement. We 
can go a little further and compare them with the position Mendeley currently returns the paper after the explicitly 
administration”. A comparison of Mendeley´s returned rankings, with and without category selection, as well as 
both versions of the algorithm are shown in Fig. 1. 
 
 
Fig. 1. Ranking comparison with Mendeley and both versions of algorithm 
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Regarding citation incorporation in the algorithm and after the first analysis described on Table 3, we applied the 
previous version of the algorithm and the one with disambiguation/citation and the results are as follows. 
 
Table 5. Obtained results with the citation algorithm 
Paper title 
 
 
Number of 
citations 
Position with 
algorithm using 
citations 
Position using 
previous 
algorithm 
Role mining - revealing business roles for security administration using data mining 
technology 156 1 13 
Beyond Accuracy: What Data Quality Means to Data Consumers 2017 3 25 
Principles of data mining. 3118 3 25 
Policy driven data administration 13 12 13 
Root polar layout of Internet address data for security administration 16 12 13 
Trends in Data Administration 29 12 13 
Building an Enterprise Architecture for Public Administration: A High Level Data 
Model for Strategic Planning 30 12 13 
Protection and administration of XML data sources 33 12 13 
Improving data quality in practice: A case study in the Italian Public Administration 33 12 13 
Towards an enterprise architecture for public administration using a top-down 
approach 112 12 25 
The Community of Inquiry: Classical Pragmatism and Public Administration 112 12 25 
TCP/IP Network Administration 373 12 25 
Data-base marketing: a tool for health care administration. 1 21 13 
Administration of (Geo)XACML policies for spatial data infrastructures 1 21 13 
Panel data analysis in public administration: Substantive and statistical 
considerations 2 21 13 
Access control systems for spatial data infrastructures and their administration 3 21 13 
Open Data, Open Society: a research project about openness of public data in EU 
local administration 0 21 13 
Using Ellimaps to Visualize Business Data in a Local Administration 0 21 13 
The Last Mile: Liaison Roles in Curating Science and Engineering Research Data 34 21 25 
Beautiful Data: The Stories Behind Elegant Data Solutions 36 21 25 
Critical success factors in data management 37 21 25 
CITATION - Citizen Information Tool in Smart Administration 3 25 25 
The Development of the Local E-Administration: Empirical Evidences from the French 
Case 9 25 25 
Evaluating the readiness of government portal websites in China to adopt 
contemporary public administration principles 10 25 25 
A Definitive Guide to Data Governance eBook 0 25 25 
 
When using the previous algorithm (using citations) the returned papers are grouped in two sets as the variables 
do not allow distinguishing them further. In the first 13 positions we have papers with 0 citations to 156; and in the 
other 12 positions we have papers from 0 to 3118 citations. Contributing to this aggregation was the number of 
words of the search expression that are part of the document´s title: the first 13 returned papers have both words of 
the search expression while the last 12 returned papers have only one. Basically, the number of citations was 
ignored.  
In the algorithm that also takes number of citations into consideration, we see that the first returned paper has two 
words of the search expression in the document´s title and 156 citations but the second and third papers have only 
one word but a higher number of citations; that being the reason why they were placed in a good ranking.  
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5. Conclusions and future work 
     The search functionality continues to be an important feature in several types of systems, especially the ones 
dealing with a big amount of data. While there are a great variety of types of search systems (general search, media 
search, video search, etc.) we focused our work in document search. In this paper we started by presenting the work 
we have developed so far regarding the development of a fuzzy algorithm for optimizing documental searches, 
having used Mendeley reference manager system for comparison results. The algorithm aims at calculating a weight 
for each paper which is then used for result presentation. 
     The work presented on this paper takes that first algorithm and evolves it in order to include context 
disambiguation and number of citations.  The motivation for inserting disambiguation was that some reference 
managers systems have a category concept. If we understand the domain in which the user is performing the search, 
we can use that information to match with document´s category and determine with a better precision the relevant 
documents. To include disambiguation we assumed a user profile with the information regarding the papers seen by 
the user and its category. Regarding the inclusion of the number of citations, the citations a paper has is usually 
related to its importance in the overall papers so using this information seems a good way to prioritize results for 
presenting the user. To include the number of citations in the algorithm, we defined some sets that define a value 
depending on the number of citations, which is then used in the algorithm. 
     Regarding the inclusion of disambiguation, we evaluated the developed algorithm to search for a specific paper 
entitled “Data warehouse process management”. When searching for “data management” the paper was retuned in 
the following positions: direct search in Mendeley - 287; after explicitly choosing the category in Mendeley - 53; 
with the new algorithm (implicit disambiguation) - 23. When searching for “data administration”: direct search in 
Mendeley - 62; after explicitly choosing the category in Mendeley - 47; with the new algorithm - 28. This results 
allows us to conclude the existence of a user profile and the use of implicit disambiguation when sorting results for 
user presentation can help to increase the precision when finding specific documents. 
     Regarding the inclusion of number of citations, we evaluated the developed algorithm to search for relevant 
papers in “Computer and Information Systems” field, by using the keywords “data administration”. When the 
number of citations is not included in the algorithm we obtained a big number of documents with the same weight, 
therefore all with the same ranking. In Mendeley we can sort by number of citations but we observed papers with a 
big number of citations (and therefore in the first positions) did not include the search keywords. The developed 
algorithm, that among other variables combines search keywords appearance with number of citations, shows more 
balanced results. 
     Regarding future work, the main line we are following is to evolve the algorithm to other types of searches other 
than just documents and other types of systems, more general, instead of only reference manager systems. 
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