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Abstract
Soon after the birth of the flourishing research area of
model checking in the early eighties, researchers started
to apply this technique to finite automata equipped with
probabilities. The initial focus was on qualitative proper-
ties — e.g., does a program terminate with probability one?
— but later efficient algorithms were developed for quan-
titative questions as well. Model checking of probabilistic
models received quite some attention in the late nineties,
and this popularity lasts until today. Application areas are,
among others, security, distributed algorithms, systems bi-
ology, and performance analysis. What is the current state
of this field? Probabilistic verification, quo vadis? This
paper surveys the main achievements during the last two
decades, reports on recent advances, and attempts to point
out some research challenges for the coming years.
1. The jungle of probabilistic models
Traditional model checking aims at checking the validity
of a temporal logic formula Φ (in LTL, CTL, CTL∗, or the
like) on a given Kripke structure M, i.e., it checks whether
M |= Φ? Kripke structures are transition systems, where
states are labeled with propositions, and the transition re-
lation is total. In the probabilistic setting, however, differ-
ent models exist, and their appropriateness is mainly deter-
mined by the application, e.g., is continuous time needed,
is there a need for nondeterminism, and so forth. Sokolova
and de Vink gave an excellent survey on probabilistic mod-
els [47] and studied their relationship based on bisimulation
equivalences.
Discrete time. Randomised distributed algorithms, for in-
stance, are characterised by the fact that random phenom-
ena such as flipping a coin for obtaining an IP address oc-
cur in just a small fragment of the algorithm. Most of
the behaviour is determined by the independent (and de-
terministic) evolvement of the individual processes. Mod-
eling this by interleaving, the typical way in which inde-
pendent concurrent activities are modeled, naturally yields
nondeterminism. For these algorithms, models with dis-
crete probabilities and nondeterminism are thus most ap-
propriate — Markov decision processes (or slight variants
thereof), MDPs, for short. Put in a nutshell, an MDP is a
Kripke structure in which transitions have states as sources
and probability distributions over states as targets.
Definition 1 A (discrete-time) Markov decision process
(MDP) is a tuple (S, Act, P, L) with S, a countable set
of states, Act, a set of actions, P : S × Act × S →
[0, 1] such that for each pair (s, a) ∈ S × Act we have∑
s′∈S
P(s, a, s′) ∈ { 0, 1 }. Finally, L : S → 2AP labels
states with sets of atomic propositions.
A state may have several outgoing transitions; this mod-
els (as usual) nondeterminism. The operational character of
an MDP is that on reaching a state s, say, nondeterministi-
cally one of its outgoing transitions s a−→ is selected. The
next state is selected probabilistically, i.e., with probability
P(s, a, s′), the successor state is s′.
Due to the presence of nondeterminism, it is not possible
to refer to, e.g., the probability to reach a given (set of) goal
state(s) as this likelihood depends on the resolution of the
nondeterminism in all states on all paths to this goal. One
therefore considers lower and upper bounds. Lower bounds
are obtained by resolving the nondeterminism in the worst
possible way. For reachability objectives, one way view this
as attempting to resolve any possible nondeterminism that
avoids the MDP of reaching the goal. Conversely, upper
bounds are obtained by “helping” the system by resolving
the nondeterminism in the best possible way. For reacha-
bility this amounts to selecting the best distribution in any
state that leads to the goal. The way in which the nonde-
terminism is resolved is a policy. For maximal (and min-
imal) reachability properties it turns out that deterministic
memoryless policies, i.e., policies that deterministically se-
lect an outgoing transition solely on the basis of the current
state (and not on the staes visited at an earlier stage) suffice,
cf. Bianco and de Alfaro [12]. These policies are elegant
as their memory consumption is low (only the current state
suffices), and they are easy to compute, e.g., by solving a
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linear program. One of the main aims in model checking
MDPs is to find the simplest possible class of policies for a
given objective.
In case all states in an MDP just have a single outgo-
ing transition, one obtains a discrete-time Markov chain
(DTMC). DTMCs thus form a subclass of MDPs and are
appropriate for synchronous distributed algorithms and syn-
chronous hardware circuits where processes progress in a
lock-step fashion. They are also used in performance analy-
sis of time-slotted systems, and in earlier days for modeling
communication systems based on ATM. In fact, Google’s
original Pagerank algorithm is based on DTMCs. Due to
the absence of nondeterminism, there is no need for poli-
cies, and rather than considering bounds, probabilities can
be determined. The probability to reach a goal state, e.g., is
simply determined by solving a system of linear equations
with a variable for each state, cf. Hansson and Jonsson [29].
Continuous time. The discussed models so far are dis-
crete as the notion of time involved is of a discrete nature:
each transition represents a single time step. This con-
trasts with continuous-time models where state residence
times are determined by some probability distribution like
a normal, uniform, or negative exponential one. Let us
focus on continuous-time Markov decision processes (CT-
MDPs), i.e., MDPs in which rates —parameters of expo-
nential distributions— are associated with actions.
Definition 2 A CTMDP is a tuple (S, Act, P, L, r) with
(S, Act, P, L) an MDP and r : S × Act → R such that
r(s, a) ≥ 0 for any s ∈ S and a ∈ Act.
The operational behaviour of a CTMDP is like that of an
MDP, except that after selecting a transition s a−→ , say, the
system resides in state s for a while. The probability that it
stays in s for at most t time units is given by 1 − e−r(s,a)·t
where r(s, a) is the rate associated with the selected tran-
sition s a−→ . After residing in state s, the next state s′ is
selected with probability P(s, a, s′). There are thus two ran-
dom phenomena: the state residence times are governed by
a continuous random variable, where the successor states
are selected according to a discrete probability distribution
(over the states).
As before, due to the presence of nondetermin-
ism —the selection of a transition in a state is made
nondeterministically— it does not make much sense to refer
to the probability of an event. Instead, worst case and best
case resolutions of nondeterminism are considered. Deter-
ministic memoryless policies which only “know” the cur-
rent state, but not how long the CTMDP resided there, suf-
fice for expected long-run and transient measures. The re-
cent overview Guo, Herna´ndez-Lerma and Prieto-Rumeau
[24] surveys such measures for finite and infinite-state CT-
MDPs. As reachability objectives (what is the maximal
probability to eventually reach a given goal state?) do not
refer to timing aspects they can be treated as for MDPs.
That is, again memoryless policies are optimal. This does
not hold for time-bounded reachability objectives —what
is the maximal probability to reach a goal state within a
deadline?— as the optimal choice in a state may be in-
fuenced by the remaining time to reach the goal. For the
simple class of CTMDPs in which r(s, a) = R for all pairs
(s, a), it can be shown that policies that base their decision
on the number of transitions taken to reach the current state
are optimal (among all policies that are time-abstract). In-
tuitively, this comes from the fact that the expected duration
of any transition is equal, namely 1R time units, and thus
having knowledge about the number of transitions that have
been taken implicitly provides information about the (ex-
pected) remaining time until reaching the target. This infor-
mation may influence the decisions to be taken by a policy.
These results together with a polynomial-time algorithm to
determine an ε-optimal policy originate by Baier et al. [9].
CTMDPs are of importance for controlling queueing
systems, for studying epidemic diseases, and manufactur-
ing control. A well-known application is the scheduling of
tasks with a random (exponential) duration on a set of iden-
tical machines. The selection of tasks takes place nondeter-
ministically whereas the completion of tasks is random. In
the field of computer science, CTMDPs are of importance
as semantical model for high-level modeling formalisms for
randomly timed systems. Prominent examples are stochas-
tic variants of process algebras, statecharts, and Petri nets.
In case all states in a CTMDP just have a single outgo-
ing transition, one obtains a continuous-time Markov chain
(CTMC). CTMCs thus form a subclass of CTMDPs and
are heavily used in performance analysis —typically the
inter-arrival times of jobs and customers is exponentially
distributed— as well as in field such as systems biology.
Due to the absence of nondeterminism, there is no need for
policies, and rather than considering bounds, probabilities
can be determined. The probability to reach a goal state
within a deadline, e.g., is determined by solving a system of
Volterra integral equations with a variable for each state, cf.
Baier, Katoen, and Hermanns [10].
Is the restriction to exponential distributions a severe
limitation? To a certain extent, yes. But, other distribu-
tions can be approximated by series-parallel combinations
(such as Cox distributions) of exponential distributions ar-
bitrary closely. In particular, phase-type distributions —
specified as absorption times in a CTMC with an absorbing,
i.e, deadlock state— are convenient for that purpose. The
size of the CTMC depends on the distribution to be approxi-
mated, e.g., the approximation of deterministic distributions
requires large structures. In addition, exponential distribu-
tions are appropriate to model quite a number of real-life
phenomena, such as inter-arrival times, duration until catas-
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trophic events, and reactions of enzymes and molecules. A
final argument in favour of exponential distributions is that
they are the most neutral choice for randomly describing a
phenomenon for which only the expected value is known. In
terms of information theory, exponential distributions max-
imize the entropy in case just the mean is known. All these
arguments together make that exponential distributions are
not so restrictive as may be thought of at first sight.
Other models. A variety of other probabilistic models ex-
ist for which model-checking algorithms have been devel-
oped. Without being exhaustive, we mention probabilistic
variants of timed automata [39], pushdown automata [37],
and two-player games. In a sense, the former two are sym-
bolic models for infinite-state MDPs, whereas the last one
is a generalization of MDPs in which there are two play-
ers and moves are resolved probabilistically (so-called 2 12
player games). They generalize MDPs that can be viewed
as 1 12 -player games. Variants of the above discussed models
with costs (or: rewards) have also been considered, and re-
cently with various cost variables. Objectives are then typi-
cally to maximize the expected accumulated costs, expected
long-run costs, and variants thereof with discounting.
2. State of the art
Discrete-time setting. A qualitative property is an event
that either holds with probability one or zero. Checking a
qualitative property in finite DTMCs can be done by graph
algorithms. This does not hold for infinite DTMCs. Reach-
ability probabilities can be computed by a graph analy-
sis, basically determining the states from which the goal
is reachable, and solving a linear equation system. Rea-
soning about probabilities in MDPs requires the concept
of policies. Policies resolve the nondeterminism and “re-
duce” the MDP to a (typically infinite) DTMC. Computing
extreme (i.e., minimal or maximal) probabilities for reach-
ability properties relies on graph algorithms and linear pro-
grams. The latter can be solved by means of an iterative
approximation algorithm called value iteration. This obser-
vation is due to Courcoubetis and Yannakakis [16].
Almost surely, the long-run behavior of a finite DTMC
ends in a bottom strongly connected component (BSCC),
an SCC that cannot be left anymore once entered. The intu-
ition behind this is that the probability to cycle ad infinitum
in a finite SCC is zero. Quantitative (and qualitative) prop-
erties about the long-run behavior —such as repeated reach-
ability ( ), persistence ( ), or Boolean combinations
thereof— of a finite DTMC M can be checked by comput-
ing the reachability probabilities of accepting BSCCs inM.
This is similar for MDPs, as shown by de Alfaro.
Logics. One way to specify properties over DTMCs and
MDPs is using LTL, or alternatively ω-regular properties.
The quantitative model-checking problem is then to com-
pute the probability for the set of paths in the model that
satisfy the property. Computing this probability for an LTL
formula ϕ on a finite Markov chain M can be reduced to
computing the acceptance probability in the product of M
and a deterministic Rabin automaton (DRA) for ¬ϕ. By us-
ing DRA, it is guaranteed that the resulting structure is again
a DTMC. Vardi showed that qualitative LTL-model check-
ing —is the probability zero or one?— for finite DTMCs is
PSPACE-complete. Model-checking a finite MDP against
an ω-regular property can be solved in an analogous way.
Courcoubetis and Yannakakis [16] showed that qualitative
LTL-model checking for finite MDPs has a double expo-
nential lower bound.
Probabilistic Computation Tree Logic (PCTL) is a quan-
titative variant of CTL where the path quantifiers ∃ and ∀
are replaced by a probabilistic operator PJ(ϕ) that spec-
ifies lower and/or upper probability bounds (given by J)
for the event ϕ. Hansson an Jonsson showed that PCTL
model checking for finite DTMCs relies on the standard
CTL model-checking procedure in combination with meth-
ods for computing reachability probabilities [29]. When in-
terpreting PCTL on MDPs, the formula PJ(ϕ) ranges over
all policies. The PCTL model-checking problem for MDPs
is reducible to the reachability problem, as shown by Bianco
and de Alfaro [12].
The qualitative fragment of PCTL is obtained by only
allowing bounds > 0 and =1. For finite DTMCs, CTL is at
least as expressive as the qualitative fragment of PCTL. For
infinite Markov chains, the expressivity of the qualitative
fragment of PCTL and CTL is incomparable. As opposed to
CTL, persistence properties can be expressed in PCTL (both
qualitative and quantitative). These results are reported in
detail in the recent monograph by Baier and Katoen [11].
Variants of PCTL such as PCTL∗ (where ϕ can be any LTL-
formula), PCTLω [13] and PCTL with regular expressions
exist but are less common.
Continuous-time setting. Qualitative properties and
quantitative properties that do not refer to timing aspects
can be treated as for discrete-time models. The crucial issue
for CTMDPs and CTMCs is to determine (extreme) time-
bounded reachability probabilities, and long-run measures.
Whereas for CTMCs these issues have been resolved this is
not the case for CTMDPs. Long-run measures can be deter-
mined as for finite DTMCs by considering the reachability
probabilities for BSCCs together with determining the equi-
librium probabilities in such BSCC. Both steps boil down to
solving a system of linear equations. As stated before, time-
bounded reachability probabilities are determined by solv-
ing a Volterra integral equation system. Suppose that we are
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interested in reaching a goal state within t time units starting
from state s. This amounts to determine Pr(s,≤t good),
i.e., the probability of all paths starting in s leading to a
good state within t time units. Baier, Katoen, and Hermanns
[10] showed that this probability is the least solution of
• 1 if good ∈ L(s)
•
∫ t
0
∑
s′∈S
P(s, s′, x)·Pr(s′,≤t−x good) dx otherwise,
where P(s, s′, x) is a shorthand for the probability to move
from s to s′ after x time units residing in s. It turns out
that there is no need to compute the solution of this equa-
tion system by integration methods (such as Runge-Kutta),
but a reduction to a well-studied problem in CTMCs allows
efficient and numerically stable algorithm, see Baier et al.
[8]. Time-bounded reachability probabilities are at the heart
of model checking the logic CSL (Continuous Stochastic
Logic), a logic that has originally proposed by Aziz et al.
[4]. Extensions to CSL have been defined with costs, with
time-bounds that are specified by single-clock determinis-
tic timed automata [23], and regular expressions [5]. The
latter two involve a product construction similar to that for
DTMCs and DRAs described above for LTL verification.
Tools. The development of efficient probabilistic model
checking tools at the beginning of this century has resulted
in a growing interest of the scientific community in proba-
bilistic verification. In particular the model checker PRISM
[42], developed in the group of Kwiatkowska in Oxford,
has been applied by a large number of users from differ-
ent areas. The main success of this tool is a combination
of compact state-space representation techniques using a
mixture of binary decision diagrams and explicit state tech-
niques, a high-level modeling formalism, together with an
easy-to-use and fancy graphical user interface. PRISM sup-
ports model checking of MDPs and CTMCs for the logics
CSL and PCTL and provides means for checking expected
costs. The first model checker for CTMCs [30] has been
succeeded by MRMC (Markov Reward Model Checker)
[34]. In contrast to PRISM, this tool uses a sparse matrix
representation (a slight variant of the compressed rom, com-
pressed column-format), and has a simple input format that
is aimed for the usage as a back-end to existing performance
modeling tools. Tools such as PRISM, GreatSPN, PEPA
Workbench, and Statemate provide means to use MRMC
as a back-end tool. MRMC supports DTMCs and CTMCs,
bisimulation minimization, and means for computing time-
and cost-bounded reachability properties. As indicated by
the following plot, the verification of time-bounded reacha-
bility probabilities in DTMCs and CTMCs is a matter of a
few seconds even for millions of states:
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Other probabilistic model checkers are FHP-Murϕ, a vari-
ant of the model checker Murϕ that is tailored to bounded
liveness properties for DTMCs, ProbVerus, a BDD-based
model checker for DTMCs, LiQuor, APMC, VESTA and
YMER. LiQuor is an LTL model checker for MDPs and
supports partial-order reduction [6]. Its modeling language
is a variant of PROMELA, the input language of the model
checker SPIN, with support for random choices, and lossy
communication channels. The tools APMC, VESTA and
YMER are based on simulation approaches such as Monte
Carlo simulation and statistical hypothesis testing. Zapreev
recently investigated the use of (traditional) discrete-event
simulation techniques to CTMCs model checking and re-
ports promising results [49]. An experimental comparison
of five probabilistic model checkers has been recently pub-
lished [32].
3. Recent Advances and Challenges
Abstraction. Like in the traditional setting, probabilistic
model checking suffers from the state space explosion prob-
lem: the number of states grows exponentially in the num-
ber of system components and cardinality of data domains.
To combat this problem, various abstraction techniques
have been recently investigated. Abstraction amounts to ob-
tain smaller models by collapsing sets of concrete states to
abstract states. The various abstraction techniques basically
differ in the way in which states are grouped into abstract
states (mostly partitions). Abstract interpretation, e.g., al-
lows abstract states to be overlapping, i.e., concrete states
may be mapped onto several abstract states. This princi-
ple has been applied to MDPs by Monniaux. Most abstrac-
tion techniques are based on a partitioning of the concrete
state space. Example techniques in which the partitioning
is done in an automated manner are symmetry reduction
[40], bisimulation minimization [33], and partial-order re-
duction [6]. A probabilistic bisimulation relation only re-
lates states that are equally labeled (with propositions) and
whose cumulative probability to move to any of the equiva-
lence classes coincides. Experimental studies with the for-
mer two techniques show promising results, both in terms
of state space reductions (up to exponential savings), and in
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terms of verification times —minimization+verification of
the abstract model mostly is much faster than verifying the
concrete model. To illustrate this, the state space reductions
for bisimulation minimization for the Crowds protocol are
indicated in:
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where the quotient for N=15 and N=10 coincides. Here,
N indicates the number of crowd members and R (on the
x-axis) the number of rounds in the protocol. The timing
reduction for checking a liveness property is indicated by:
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The appealing feature of symmetry reduction and bisimu-
lation minimization is that the obtained abstract model is
bisimilar to the concrete models, and as bisimulation im-
plies logical equivalence (for DTMCs and CTMCs the con-
verse also holds), any verification result on the abstract
model carries over to the concrete models. As symmetry re-
duction is cheap and can performed by a static analysis, and
bisimulation minimization reduces substantially more but
does not run on-the-fly, a combination seems very fruitful.
There is, however, a need for more aggressive abstraction
techniques. Recent techniques that have been proposed in-
clude abstraction of MDPs by two-player stochastic games
[41], magnifying-lens abstraction [19], and predicate ab-
straction [48]. These approaches are typically conservative
(except for the game setting) in the sense that affirmative
verification results for abstract models carry over to con-
crete models. That is to say, if the abstract model satisfies a
formula, the concrete one does so too. This does not apply
to negative verification results, as false negatives may occur
due to over-approximation.
Fecher, Leucker, and Wolf [22] take a different approach
and consider a three-valued semantics, i.e., an interpreta-
tion in which a formula evaluates to either true, false or
indefinite. In this setting, abstraction is conservative for
both positive and negative verification results. Only if the
verification of the abstract model yields an indefinite an-
swer (dont know), the validity in the concrete model is un-
known. This concept can be lifted to DTMCs in a rather nat-
ural way by replacing transition probabilities by intervals.
Lower and upper bounds of intervals now act as under- and
over-approximation, respectively. In fact, the resulting ab-
stract model is of interest on its own since often only bounds
on probabilities are known rather than precise values. This
framework has been recently extended towards CTMCs by
Katoen et al. [35].
Although there are various abstraction techniques
around, it is unclear which techniques will prevail in prac-
tice. This requires a substantial experimental investigation.
In addition, various essential issues have not been tackled
satisfactorily. First and foremost, obtaining an initial parti-
tioning is an underdeveloped issue. Predicate abstraction
by Wachter, Zhang and Hermanns [48], however, seems
promising. Then there is the issue of refinement, i.e., how
to refine our abstract model is too coarse? For instance,
in the three-valued setting this occurs if the verifying the
abstract model yields don’t know. Maybe counterexam-
ples (see below) can be used to yield a probabilistic variant
of the counterexample-guided abstraction-refinement (CE-
GAR) framework [14]. This requires mechanisms to check
whether a counterexample on an abstract model is spurious,
i.e., a false alarm, or not, and techniques that indicate which
states (and how) need to be refined. We also need better
ways to judge the adequacy of a given abstraction, i.e., how
good is an abstraction. A real-valued interpretation as pro-
posed by de Alfaro et al. [20] is expected to be useful to
that purpose.
Counterexamples. The power of traditional model
checking is not exhaustive verification but rather its capa-
bility to generate useful diagnostic feedback in case a vio-
lation of the property is encountered. Due to this feature,
model checking is seen as an effective and powerful bug-
hunting technique: it does not only indicate that a property
is refuted, but also indicates why. In contrast to traditional
model-checking techniques, the support for diagnostic feed-
back in case a property is violated in probabilistic verifica-
tion is rather limited; e.g., when the probability to reach a
set of goal states (via legal paths) within 1,000 steps, say,
exceeds the required threshold “at most 0.87”, typically the
feedback is just a list of states for which this is true, pos-
sibly accompanied with a curve showing the probability vs
the number of steps.
One of the main reasons of this restricted form of feed-
7
Authorized licensed use limited to: IEEE Xplore. Downloaded on February 3, 2009 at 04:58 from IEEE Xplore.  Restrictions apply.
back has been the absence of a clear notion of a counterex-
ample. Whereas it is clear that in case of a traditional safety
property (e.g., always x > 0 for variable x), a single fi-
nite path that ends in a state where x ≤ 0 suffices, this is
no longer true for reachability probabilities in DTMCs. In
fact, to show that the probability to reach a goal state ex-
ceeds 0.87, a set of paths is needed that all end in a goal
state and whose total probability mass is larger than 0.87.
In line with shortest counterexamples in classical model
checking, preferably this set is as small as possible. Han
and Katoen [25] have shown that the computation of the
smallest set of paths that can act as a counterexample can
be carried out using (small amendments of) k-shortest path
algorithms, i.e., algorithms that compute k paths consist-
ing of the shortest path, the one-but-shortest path, and so
forth. To be more precise, the shortest-path characterization
in [25] yields a minimal counterexample for which there
does not exist another equally-sized counterexample with
higher probability mass. These results have been recently
generalized to CTMC counterexamples [26], and have been
adopted to steer the refinement phase in a CEGAR frame-
work for MDPs [31], as well as for counterexample gen-
eration for cpCTL, a variant of PCTL with means to rea-
son about conditional probabilities [3]. An alternative ap-
proach by Aljazzar and Leue [2] characterizes counterex-
amples by rooted digraphs, basically fragments of Markov
chains where all paths from root to a leaf reach a goal state.
Heuristic search algorithms are employed to generate coun-
terexamples, see [1][2]. Initial experiments fo generating
these so-called smallest counterexamples indicate that the
size of counterexamples may be excessive and succinct rep-
resentations may be obtained by exploiting regular expres-
sions, see for details [27].
It is fair to say that the work on counterexamples is in
a rather initial phase. Experiments need to be conducted to
see what the relevance of counterexamples in practice could
be and whether the current notions are the right ones. Other
open issues are, among others, to investigate whether vari-
ants of tree-like counterexamples for CTL [15] could be ap-
propriate, to develop effective means for checking whether
a counterexample is spurious or not —a key step in the CE-
GAR framework— and notions for other models such as
PTA, (CT)MDPs, and the like.
Towards stochastic hybrid systems. Probabilistic verifi-
cation is currently basically aimed at models in which the
dynamics is assumed to be time-homogeneous. That is to
say, the probabilistic nature of mode (or: state) transitions
as well as the time-driven behavior are independent of the
global time. This is, however, a serious drawback to ad-
equately model random phenomena that occur in practice
such as failure rates of hardware components (that typi-
cally exhibit a bath-tub curve), software reliability (which
reduces due to memory leaks and increases after a restart),
and battery depletion (where the power extraction rate non-
linearly de- pends on the remaining amount of energy), to
mention a few.
To be able to capture the time-driven random behaviour
in such applications, it is natural to consider Markov chains
(or decision processes) that are inhomogeneous. Roughly
speaking, this means that rates and transition probabilities
are functions of time, i.e., r(s, a, t) denotes the rate of tran-
sition s a−→ at time t and the next state s′ is selected with
probability P(s, a, s′)(t). Time-inhomogeneous CTMCs
(ICTMCs, for short) is a very versatile class of models
and is a natural stepping-stone towards more full-fledged
stochastic hybrid system models such as piecewise deter-
ministic Markov processes (PDPs), a more general class of
continuous-time stochastic discrete-event dynamic systems
proposed by Davis [17]. The probabilistic nature of mode
transitions in PDPs is as for ICTMCs; in fact, ICTMCs are
a subclass of PDPs where the global time t has a clock dy-
namics, i.e., t˙ = 1.
As a generalization of results on ordinary lumpability
on Markov chains [3], it has been recently shown by Han,
Katoen, and Mereacre [28] that strong bisimulation pre-
serves transient and long-run state probabilities in ICTMCs.
This allows to minimize symbolically ICTMCs prior to
their analysis. A quotienting algorithm for a rich class of
ICTMDPs —the nondeterministic variant of ICTMCs— is
provided as well. The rate functions in this class are ei-
ther piecewise uniform, i.e., rate Rk(t) on piece k is of
the form fk(t)·R for integrable function R, or polynomial,
or piecewise polynomial (where each polynomial is of de-
gree three). The worst-case time and space complexity in
O(ma logn+M ·mr· logn) andO(ma+mr), respectively,
where M+1 is the number of pieces (or degrees of the poly-
nomial), ma is the number of action-labeled transitions and
m the number of rate-labeled transitions.
Logics and model-checking procedures for this class of
models have received scant attention so far. For piecewise
constant rate functions, Katoen and Mereacre [36] consid-
ered the model-checking problem for a stochastic variant of
Hennessy-Milner logic on ICTMCs. The main ingredient of
this logic is the modal operator 〈Φ〉Ip where Φ is a formula,
I a time interval, p a probability and  a binary compari-
son operator. Intuitively, a state s at time t satisfies 〈Φ〉I>p
if the probability to jump to a Φ-state (in a single step) in
the interval I exceeds p. Model checking this logic is re-
ducible to finding the zeros of an exponential polynomial.
Using Sturm sequences and Newton’s method, an approxi-
mative model-checking algorithm can be obtained which is
linear in the size of the ICTMC, logarithmic in the number
of bits precision, and exponential in the nesting depth of the
formula.
Treatments of logics with modal operators that are char-
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acterized as fixpoints, are however, still out of reach.
ICTMCs are also still a relatively simple class of stochas-
tic hybrid systems and much needs to be done to consider
more realistic models in which the continuous dynamics are
described by differential equations. Aggresive abstraction
techniques, as well as approximate techniques need to be
developed to treat these models. The field of stochastic hy-
brid systems provides an enormous potential for probabilis-
tic verification techniques!
Other topics. In the previous paragraphs three topics
have been described were recently advances have been
made and were further research is needed. There are var-
ious other aspects that need further investigation too. In
the remainder of this note, I’d like to discuss some of them
(without the intention to be complete).
• Mobility. Global computing (or: network-aware) com-
puting are highly dynamic and have to deal with fre-
quent changes of the network environment. Distri-
bution awareness and code mobility play a prominent
role in the global computing paradigm. Due to their
enormous size —networks typically consists of thou-
sands or even millions of nodes— and their strong
reliance on mobility and interaction, performance is-
sues are highly relevant. Spontaneous network node
crashes and spurious hick ups are random phenomena
that occur. Whereas current probabilistic verification
techniques are focused on fixed and static topologies,
global computing urges the investigation of dynamic
topologies. This entails models in which links dy-
namically change, and logics in which the dynamics
can be addressed. Initial attempts have been made to
make such extensions for KLAIM [21] and for the π-
calculus [44].
• Synthesis. Whereas the current focus is on a posteri-
ori verification, there is a clear need to consider the
synthesis problem: given a (CT)MDP and a reachabil-
ity objective, it is possible to effectively synthesize a
controller. This amounts to investigating whether such
problems are decidable and if so, to come up with
algorithms to construct such controllers. For MDPs
and PCTL extended with long-run averages, Kucera
and Strazowsky showed decidability for the synthe-
sis problem and provided an algorithm [38]. Baier et
al. [7] show the NP-hardness for a similar logic for a
model in which some (but not all) nondeterminism is
controllable.
• Robustness. In the current setting, a given probabilis-
tic model is verified. It is assumed that the random in-
formation in these models is exact, which in practice,
however, is rarely the case. In most circumstances, im-
precise indications about random behaviour are avail-
able, and the question arises what happens to the satis-
faction of a given property when the probabilities in the
considered model slightly deviate from their original
values. Does the system then still satisfy the property,
or not? How large can a maximal deviation be, such
that satisfaction is still guaranteed? Initial attenpts to-
wards parametric probabilistic verification of DTMCs
have recently been made by, e.g., Daws [18] and Lan-
otte et al. [43] but suffer from restrictions. It would be
of interest to investigate the influence of robustness in
the probabilistic setting. Work in the area of robustness
of timed automata could be helpful here.
• Infinite-state models. These models occur in e.g., com-
munication networks with infinite-sized buffers, or in
recursive programs where due to the (possibly mutual)
recursive invocations of processes the state space may
grow without bound. Advances in this field have re-
cently been made by investigating CTMCs with a cer-
tain regular structure [45], probabilistic lossy channel
systems [46], pushdown automata [37], and probabilis-
tic timed automata [39]. It would be interesting to
investigate whether the framework of regular model
checking, for instance, can be carried over to the prob-
abilistic setting (if at all).
4. Epilogue
Probabilistic verification is a rapidly evolving research
field, with a potential for applications from a large number
of diverse areas. Various research topics in this field require
further investigation, both on the theoretical side —some
of which have been described in this note— but certainly
also on the practical side. In particular, a lot of effort has
to be made to bridge the gap towards design engineer nota-
tions such as UML (e.g., statecharts and MSCs) and more
recent developments such as AADL. Case studies need to be
carried out to show the benefits of probabilistic verification
over techniques such as simulation that are heavily used in
practice. The usage of probabilistic verification by software
and hardware developers (at some point in the future) is of
utmost importance for the relevance of this challenging and
interesting field!
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