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a b s t r a c t
The derivation of a theoretical model for the decaying convective turbulence in a shear-
buoyancy planetary boundary layer is considered. The model is based on the dynamical
equation for the energy density spectrum in which the buoyancy, mechanical and inertial
transfer terms are retained. The parameterization for the buoyancy and mechanical terms
is provided by the flux Richardson number. Regarding the inertial term an approach
employing Heisenberg’s spectral transfer theory is used to describe the turbulence friction,
caused by small eddies, responsible for the energy dissipation of the large eddies. Therefore,
a novelty in this study is to utilize the Adomian decomposition method to solve directly
without linearization the energy density spectrum equation, with this the nonlinear
nature of the problem is preserved. Therefore, the errors found are only due to the
parameterization used. Comparison of the theoretical model is performed against large-
eddy simulation data for a decaying convective turbulence in a shear-buoyancy planetary
boundary layer. The results show that the existence of a mechanical turbulent driving
mechanism reduces in an accentuated way the energy density spectrum and turbulent
kinetic energy decay generated by the decaying convective production in a shear-buoyancy
planetary boundary layer.
© 2011 Elsevier B.V.
1. Introduction
The turbulent transport in the planetary boundary layer (PBL) is a complex physical phenomenon, which is in a process
of continuous development driven by the effect of distinct forcing mechanisms [1]. A particular situation characterized
by this evolving turbulence is associated with the transition process that happens daily in the layer at sunset. In fact, at
the end of the afternoon, the surface heat flux progressively decreases and, then becomes negative and, consequently, a
stable boundary layer (SBL) develops near the ground [2,29], while the remnant part of the former convective boundary
layer (CBL) starts to decay above this layer. The decay of energy-containing eddies in the CBL is the physical mechanism
that can maintain the dispersion process efficient. Turbulence decay in the CBL has been studied by Nieuwstadt and
Brost [3] and Sorbjan [4] employing LESmodels and by Goulart et al. [2] using the energy density spectrum (EDS) dynamical
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equation. Furthermore, Caughey and Kaimal [5], Grant [6], Acevedo and Fitzjarrald [7], Grimsdell and Angevine [8] and
Anfossi et al. [25] discussed some observational results about this sunset transition time. Therefore, a manner of studying
the turbulence decay phenomenon in the CBL is based on the turbulent kinetic energy (TKE) dynamical equation. In this
method the unknown terms describing the main turbulent processes must be parameterized. At present, no attempt has
been accomplished to include all these terms, namely, the decay of energy-containing eddies in the CBL, the mechanism of
inertial transfer of energy from large to small eddies, the shear-driven turbulence generation, and turbulence destruction or
generation by buoyancy. Goulart et al. [2] developed a theoretical model to study the decaying of non-isotropic turbulence
in a CBL. This model is also based on the EDS dynamical equation in which the buoyancy and energy inertial transfer
terms are retained. In the present study, differently from Goulart’s paper, we consider shear-driven turbulence generation,
buoyancy and energy inertial transfer terms to investigate the convective turbulence decay process of a shear-buoyancy
PBL. Furthermore, the method employs Heisenberg’s spectral transfer theory to parameterize the mechanism of inertial
transfer of energy. This approach allows obtaining an integro-differential equation which is solved using the Adomian
decompositionmethod [9]. This solutionmethodhas been shown to solve effectively and accurately a large class of linear and
nonlinear, ordinary or partial, deterministic or stochastic differential equations [10,27,11]. Such method provides solutions
that converge rapidly to accurate results. The method was good to solve turbulence problems since it does not require
unnecessary linearization, perturbation, and other restrictive methods and assumptions which may change drastically
sometimes the problem being solved.
2. Turbulent kinetic energy equation in the spectral form
It is possible to derive an equation for the energy spectrum function in a turbulent flow from themomentumconservation
law, expressed through the Navier–Stokes equations. In the case of homogeneous turbulent flow, the TKE Fourier transform
of the dynamical equation for EDS reads:
∂Ei,i(k, t)
∂t
= −Mi,i(k, t)dU idxj +
g
θ
Hi,θ (k, t)+Wi,i(k, t)− 2νk2Ei,i(k, t), (1)
where i represents the longitudinal (u), lateral (v) and vertical (w) velocity components, t is the time, k is the wavenumber,
g
θ
is the buoyancy parameter with g representing the local gravity acceleration and θ is the temperature, Ei,i(k, t) is the
three-dimensional (3D) EDS, Mi,i(k, t)
dU i
dxj
is the energy production by mechanical (shear) effect, Wi,i(k, t) is the transport
term that represents the contribution due to the inertial transfer of energy among different wavenumbers, Hi,θ (k, t) is a
term of production or loss due to buoyancy contribution and the last term represents the energy dissipation by molecular
viscosity.
2.1. Parameterization of the mechanical and convective terms
In order to parameterize the mechanical and convective terms in the Eq. (1), an useful approximation can be made
employing the flux Richardson number. It is defined as the ratio between the term of production or loss of energy by thermal
effect and the term of energy production by mechanical effect. The ratio of the source terms of convective and mechanical
turbulence is therefore given by the flux Richardson number
Rf =
g
θ
Hi,θ (k, t)
−Mi,i(k, t) ∂U i∂xj
. (2)
In the convective regime the buoyancy term creates a transfer of energy upwards (positive) and the mechanical production
term generates an energy transfer downwards (negative). Through the expression (2), one can establish a relationship
between the terms of buoyancy and mechanical effect represented in the equation below
g
θ
Hi,θ (k, t)−Mi,i(k, t) ∂U i
∂xj
= −Mi,i(k, t) ∂U i
∂xj
(Rf + 1). (3)
Considering a homogeneous flow invariant against the translation property, it is possible to express the rate of the
characteristic strain ∂U i
∂xj
of each vortex [12] within the wavenumber, from a Fourier transform, as follows
∂U i
∂xj
= [k
3Ei,i(k, 0)] 12
2π
. (4)
The interaction between eddies of different sizes and the rate of deformation of the mean flow provides a flow of energy
that causes the production of mechanical energy. Such process is described by [12]
P(k, t) =

∂U i
∂xj

Ei,i(k, 0) cos(βt), (5)
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where Ei,i(k, 0) is the stationary EDS obtained by Kristensen [20]. The function cos(βt) is calculated in the first
quadrant.
Establishing a relation between the mechanical energy term (Eq. (5)) and the ratio obtained by the flux Richardson
number (Eq. (2)), it is possible to rewrite the source terms of convective and mechanical production (Eq. (3)) in a spectral
form by using the relationship Ei,i(k, t) = E(k,t)2πk2 [13], yielding
−M(k, t) ∂U i
∂xj
(Rf + 1) = (C1)k1/2[E(k, 0)] 32 (Rf + 1) cos(βt), (6)
with C1 a function of the height z, β = π2 1τ and τ = 3000 s being the total time of decay in which the heat flux at the surface
becomes null [4].
In the case of a turbulence field which decays within time, the source term of kinetic energy by buoyancy decreases
approximately as a cosine function and the source term of kinetic energy by mechanical effect remains constant. This result
is in agreement with experimental data [14]. Therefore it is possible to write,
Rif (t) = Rif0 cos(βt). (7)
An expression for the flux Richardson number before the convective decay (Rif0 ) is provided from the numerical experiment
of Moeng and Sullivan [15]. From this LES numerical simulation such expression is used to determine the energy production
by thermal convection being given by
g
θ
(wθ)0 = −0.2w
3
m
zi
, (8)
where wθ is a generalized turbulent heat flux, zi is the CBL depth and w3m = w3∗ + 5u3∗ with u∗ and w∗ being respectively
the friction and convective velocity scale.
The production by mechanical effect is parameterized by [15],
(uiw)
∂U i
∂xj
= u
3∗φm
κz
, (9)
where κ is von Karman constant, φm = (1 − 15 zL )−1/4 is an empirical stability function that simulates a shear-buoyancy
PBL [16] and L is the Monin–Obukhov length. In this study, the shear-buoyancy numerical experiment (SB1) of Moeng and
Sullivan [15] will be considered. Such experiment considers the sources of mechanical and convective turbulence. In this
case u∗ = 0.59 m s−1, w∗ = 0.94 m s−1, zi = 498 m, −ziL = 1.6, wθ = −0.020 m s−1 K e wm = 1.22 m s−1. With these
values the following expression for the flux Richardson number before the decay is obtained,
Rif0 = 0.0103+ 1.0456

z
zi

+ 0.6803

z
zi
2
. (10)
2.2. Parameterization of the energy inertial transfer term
In his classic work, based on intuitive arguments, Heisenberg [17] assumed that the processes of energy inertial transfer
from the small to the large wave numbers in a Kolmogorov turbulent spectrum is similar to the converting of mechanical
energy into thermal energy through the agency of molecular viscosity. Following the Heisenberg’s spectral transfer model,
such energy transfer represents the contribution of the inertial transfer of energy among different wave numbers and can
be parameterized as [13],
Wi,i(k, t) = (12π)
∫ ∞
κ
f [k; Ei,i(k, t)]dk

k4Ei,i(k, t). (11)
The function f [k; Ei,i(k, t)] is obtained from dimensional analysis [17], and is written as
− f [k; E(k, t)] = ∂[ν(k, t)]
∂k
, (12)
where the kinematic viscosity ν is given by,
νT (k, t) = CH
∫ ∞
κ

Ei,i(k, t)
k
1/2
dk, (13)
where CH ≈ 0.47 [28,18] is the Heisenberg constant.
Substituting (13) in (12) and considering the relation Ei,i(k, t) = E(k,t)2πk2 , the inertial transfer term in the spectral form can
be expressed as
W(k, t) = 6CH
∫ ∞
κ

E(k, t)
k3
1/2
dk

k2E(k, t). (14)
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3. Solution of the EDS equation by the Adomian decomposition method
Considering the parameterizations described in Eqs. (6) and (14) and the relation Ei,i(k, t) = E(k,t)2πk2 in Eq. (1), the EDS
equation becomes
∂E(k, t)
∂t
= (C1)(Rf + 1)k1/2[E(k, 0)] 32 cos(βt)− 2νk2E(k, t)− 6CHk2E(k, t)
∫ ∞
κ

E(k, t)
k3
1/2
dk. (15)
Introducing the following dimensionless parameters
t∗ = w∗tzi , Re =
w∗zi
ν
, k′ = kzi, (16)
and defining the constants α = C1(zi)1/2
w∗ (Rf + 1), α′ = 2Re and α′′ = 6CHw∗(zi)1/2 , we rewrite Eq. (15) as,
∂E(k′, t∗)
∂t∗
+ α′(k′)2E(k′, t∗)+ α′′(k′)2E(k′, t∗)
∫ ∞
κ ′

E(k′, t∗)
(k′)3
1/2
dk′ = α(k′)1/2[E(k′, 0)] 32 cos

βzit∗
w∗

, (17)
where Re is the Reynolds number.
To calculate the dimensionless constant C1 Eq. (6) and the expressions suggested by Moeng and Sullivan [15] for the
terms of convective and mechanical production (Eqs. (8) and (9)) are considered. Equating the sum of the Eqs. (8) and (9)
with the value obtained from the Eq. (6) integration over thewhole wavenumbers domain, and considering furthermore the
SB1 numerical experiment of Moeng and Sullivan [15], we obtain the following expression for dimensionless constant C1,
C1 = 0.00893+ 0.12014 exp −z0.01528 + 0.01827 exp
−z
0.01533
. (18)
Therefore, to solve the nonlinear integro-differential (Eq. (17)) the Adomian decomposition method [9] will be employed.
The Adomian decompositionmethod is powerful to solve nonlinear differential equations. Considering an equation of the
form Fu(t) = g(t)where F is a nonlinear differential operator with linear and nonlinear terms and g(t) is the independent
term. The linear term is decomposed in Lu + Ru, where L is easily invertible and R is the remainder of the linear operator.
Thus the equation may be written as
Lu+ Ru+ Nu = g, (19)
where Nu represents the nonlinear term.
Isolating the term Lu in Eq. (19) and if this equation corresponds to an initial value problem, the integral operator L−1
may be regarded as definite integrals from 0 to t . If L is a first order operator, L−1 is an integral operator and Eq. (19) yields,
u = u(0)+ L−1g − L−1Ru− L−1Nu. (20)
Decomposing u in
∑∞
n=0 un and equaling the nonlinear term Nu to
∑∞
n=0 An it is obtained,
∞−
n=0
un = u(0)− L−1g − L−1R
∞−
n=0
un − L−1
∞−
n=0
An (21)
where the An are the Adomian Polynomials given by,
A0 = f (u0)
A1 = u1 ddu0 f (u0)
A2 = u2 ddu0 f (u0)+
u21
2!
d2
du02
f (u0),
...
(22)
where f (u0) is defined as the nonlinear term calculated in u0. Thus from Eq. (21) we have
u0 = u(0)+ L−1g
u1 = −L−1Ru0 − L−1A0
u2 = −L−1Ru1 − L−1A1
...
un+1 = −L−1Run − L−1An.
(23)
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Eqs. (21)–(23) were extracted directly from the Adomian’s solution decomposition method [9]. Namely, the Adomian
polynomials An are obtained for every single nonlinear term. Here A0 is only dependent of u0. The term A1 is dependent
of u0 and u1, being A2 of u0, u1 and u2, and similarly for the next terms. Hence, by calculating all components of un, the
solution can be written as follows:
u =
∞−
n=0
un. (24)
The convergence of this method is proved by Abbaoui and Cherruault [26].
The decomposition method described above is employed to solve the EDS given by the Eq. (17). Comparing Eqs. (17) and
(19) we have the following relations
Lu = ∂E(k
′, t∗)
∂t∗
Ru = α′(k′)2E(k′, t∗)
Nu = α′′(k′)2E(k′, t∗)
∫ ∞
κ ′

E(k′, t∗)
(k′)3
1/2
dk′
g = α(k′)1/2[E(k′, 0)] 32 cos

βzit∗
w∗

.
(25)
Moreover, the term u(0) (Eq. (20)) is identified as the initial condition E(k′, 0) of the Eq. (17). The solution of the EDS equation
(Eq. (17)) is given by the Eq. (20), considering the relations (22), (23), (24), and (25). To write the first three terms in the
series shown in Eq. (24), the relations considered (23) and (25). The first term u0 is given by the sum of E(k′, 0) and by the
integration of the independent term g of 0 to t∗, resulting
u0 = E(k′, 0)+ αw∗ziβ (k
′)1/2[E(k′, 0)] 32 sin

βzit∗
w∗

. (26)
To calculate u1 is considered the first Adomian polynomial A0 (Eq. (22)), where f (u0) = Nu0. From the Eqs. (25) and (26) is
obtained
A0 = α′′(k′)2u0
∫ ∞
κ ′

u0
(k′)3
1/2
dk′

. (27)
Therefore, the term u1 (Eqs. (23), (25), (26), and (27)) is given by
u1 = −
∫ t∗
0
dt∗

α′(k′)2u0 + α′′(k′)2u0
∫ ∞
κ ′

u0
(k′)3
1/2
dk′

. (28)
The second Adomian polynomial A1 (Eqs. (22), (27), and (28)) is provided by
A1 = −
∫ t∗
0
dt∗

α′(k′)2u0 + α′′(k′)2u0
∫ ∞
κ ′

u0
(k′)3
1/2
dk′

d
du0

α′′(k′)2u0
∫ ∞
κ ′

u0
(k′)3
1/2
dk′

, (29)
yielding for u2 (Eqs. (23), (25), (28) and (29)) the following expression
u2 = −
∫ t∗
0
dt∗

α′(k′)2

−
∫ t∗
0
dt∗

α′(k′)2u0 + α′′(k′)2u0
∫ ∞
κ ′

u0
(k′)3
1/2
dk′

−
∫ t∗
0
dt∗

α′(k′)2u0 + α′′(k′)2u0
∫ ∞
κ ′

u0
(k′)3
1/2
dk′

d
du0

α′′(k′)2u0
∫ ∞
κ ′

u0
(k′)3
1/2
dk′

. (30)
The third Adomian polynomial A2 (Eqs. (22), (27), (28), and (30)) is expressed as
A2 = −
∫ t∗
0
dt∗

α′(k′)2

−
∫ t∗
0
dt∗

α′(k′)2u0 + α′′(k′)2u0
∫ ∞
κ ′

u0
(k′)3
1/2
dk′

−
∫ t∗
0
dt∗

α′(k′)2u0 + α′′(k′)2u0
∫ ∞
κ ′

u0
(k′)3
1/2
dk′

d
du0

α′′(k′)2u0
∫ ∞
κ ′

u0
(k′)3
1/2
dk′

× d
du0

α′′(k′)2u0
∫ ∞
κ ′

u0
(k′)3
1/2
dk′

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+ 1
2!

−
∫ t∗
0
dt∗

α′(k′)2u0 + α′′(k′)2u0
∫ ∞
κ ′

u0
(k′)3
1/2
dk′
2
× d
2
du02

α′′(k′)2u0
∫ ∞
κ ′

u0
(k′)3
1/2
dk′

, (31)
giving from the Eqs. (23), (25), (30), and (31)
u3 = −
∫ t∗
0
dt∗

α′(k′)2

−
∫ t∗
0
dt∗

α′(k′)2

−
∫ t∗
0
dt∗

α′(k′)2u0 + α′′(k′)2u0
∫ ∞
κ ′

u0
(k′)3
1/2
dk′

−
∫ t∗
0
dt∗

α′(k′)2u0 + α′′(k′)2u0
∫ ∞
κ ′

u0
(k′)3
1/2
dk′

d
du0

α′′(k′)2u0
∫ ∞
κ ′

u0
(k′)3
1/2
dk′

−
∫ t∗
0
dt∗

α′(k′)2

−
∫ t∗
0
dt∗

α′(k′)2u0 + α′′(k′)2u0
∫ ∞
κ ′

u0
(k′)3
1/2
dk′

−
∫ t∗
0
dt∗

α′(k′)2u0 + α′′(k′)2u0
∫ ∞
κ ′

u0
(k′)3
1/2
dk′

d
du0

α′′(k′)2u0
∫ ∞
κ ′

u0
(k′)3
1/2
dk′

× d
du0

α′′(k′)2u0
∫ ∞
κ ′

u0
(k′)3
1/2
dk′

+ 1
2!

−
∫ t∗
0
dt∗

α′(k′)2u0 + α′′(k′)2u0
∫ ∞
κ ′

u0
(k′)3
1/2
dk′
2
× d
2
du02

α′′(k′)2u0
∫ ∞
κ ′

u0
(k′)3
1/2
dk′

. (32)
It is important to note that Adomian’s solution method provides a satisfactory description for the physical problem
considering the first three terms of the series [19]. Higher order terms are do not present a significant contribution to the
series. Therefore, such terms are quasi-negligible. However, for a more accurate description were considered the first five
terms of the series in the solution.
4. Analysis of numerical results
The solution of the Eq. (17), employing the Adomian decomposition method, will be rewritten by the sum of the Eq. (21),
with the initial condition E(k′, 0) provided by the Kristensen time independent EDS [20]. Therefore, in order to obtain this
initial turbulent EDS, the one-dimensional surface layer spectra was used as presented by Degrazia et al. [21].
Fig. 1 (solid line) shows themechanical and convective turbulence source terms presented in Eq. (6). In order to establish
a comparison, the dashed line in Fig. 1 represents the convective turbulence source term proposed by Goulart et al. [2].
All source terms were calculated at a dimensionless height near the surface ( zzi = 0.05). The results are shown at the
level zzi = 0.05 because in the lower part of decaying convective boundary layer the mechanical term is dominant and its
inclusion in the model is essential in order to reproduce results from LES. For higher levels, in vertical regions of the well-
mixed layer, the decaying convective term is dominant. Therefore, for this particular region the mechanical effect presents
a small contribution to the turbulent kinetic energy. Such evidences has been obtained by Goulart et al. [22]. It is observed
in Fig. 1 that the maximum magnitude of the source terms is larger for the model that takes into account the mechanical
and convective terms. Furthermore, both maxima occur in the range of small wavenumbers. From the physical point of
view, the models describe the fact that the energy associated with the terms of production is transferred directly to the
large eddies. The comparison between the models, presented in Fig. 1, shows that the approach considering the mechanical
and convective turbulence source terms increases the production of TKE by a factor of 40% during the decaying convective
turbulence in shear-buoyancy PBL.
The inertial energy transfer term is plotted in Fig. 2 for a dimensionless height zzi = 0.05 (Eq. (14)). Fig. 2 shows that
the minimum to this inertial transfer term occurs for small wavenumbers. Such wavenumber range is associated with large
eddies. Therefore, theW (k, t) term in Eq. (1) transfers energy from small to large wavenumbers, acting as a TKE dissipation
in the large eddies.
Fig. 4 shows the EDS at two different times for a height of zzi = 0.05. The continuous line represents the solution of the
Eq. (17) employing the Adomian decomposition method, whereas the dotted line is obtained from the theoretical model
developed by Goulart et al. [2] in which the shear-driven turbulence generation was not considered. It can be seen that
3326 C.J. Kipper et al. / Physica A 390 (2011) 3320–3328
0 20 40 60 80 100
0.00
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 Convective source term (Goulart et al., 2003)
 Mechanical and convective source term (eq. 6)
kzi
Fig. 1. Source terms of mechanical and convective turbulence for a dimensionless height zzi = 0.05. The solid line is calculated from Eq. (6), whereas
dotted line is obtained from the Goulart et al. [2] model.
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*
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)
Fig. 2. Inertial energy transfer term calculated from Eq. (14) for a dimensionless height zzi = 0.05.
the spectrum considering the mechanical forcing is larger in magnitude and decreases more slowly than the spectrum
obtained from the TKEbudget equation containing only the buoyancy forcing [2]. This comparison shows that themechanical
turbulence generation in the surface layer sustains the loss of energy caused by the decaying convective turbulence.
4.1. Description of the LES numerical experiment
In order to provide numerical experiments, the Dutch Atmospheric Large-Eddy Simulation (DALES)model was used [23].
A (3, 3, 3) Km box domain with 100 grid points in each direction (x, y, z) has been used. In the simulation the geostrophic
wind was set to Ug = 15 m s−1. The initial values for the CBL height and the surface potential temperature were set
respectively equal to (zi)0 = 465 m and θ = 300 K [22]. Our simulation lasted around 17 × τ , where τ = 540 s is the
large-eddy turnover time, to reach a nearly stationary shear-buoyancy PBL. The simulation corresponds to an intermediate
flow, having strong shear (friction velocity u∗ and Monin–Obukhov length L respectively equal to 0.59 m s−1 and−313 m),
and moderate convection (convective velocity scale equal to 0.92 m s−1). Therefore, the decaying convective turbulence
simulation from such a nearly stationary shear-buoyancy PBL was started. Heat flux was progressively reduced according
to Sorbjan [4],
(wθ)t = (wθ)0 cos

π t
2τf

, (33)
where (wθ)0 = 0.05 K m s−1 is the initial heat flux and τf = 5τ is the time at which heat flux becomes zero.
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Fig. 3. The temporal trend of the kinetic energy decay for a height of zzi = 0.05. The solid line is calculated from Eq. (17) employing the Adomian
decomposition method. Crosses represent LES simulation data. The dotted line is obtained from the Goulart et al. [2] model.
1 10
0.00
0.05
0.10
0.15
0.20
0.25
0.30
0.35
kzi
t
*
=2.0
t
*
=0.1
t
*
=2.0
t
*
=0.1
kE
(kz
i,t
*
)
Fig. 4. Temporal evolution of the 3D EDS calculated at two different times for a dimensionless height zzi = 0.05. The solid lines are calculated from
Eq. (17), whereas dotted lines are obtained from the Goulart et al. [2] model.
4.2. Comparison with LES results
The turbulent kinetic energy per unitmass has special significance in determining the dispersion of scalars (as pollutants)
in a decaying convective turbulence [24]. Therefore, the temporal trend of the decaying kinetic energy is calculated from
the solution of Eq. (17), which can be integrated to get the total energy, that is
1
2
σ 2(t, z) =
∫ ∞
0
E(k, t; z)dk. (34)
This is indicated as the solid line in the Fig. 3, which points out, for a height of zzi = 0.05, the good agreement between our
theoretical model and LES simulation data (crosses). Furthermore, Fig. 3 shows the decaying kinetic energy calculated from
the theoretical model derived by Goulart et al. [2] (dotted line). The comparison of these curves reveals that the absence of
the mechanical forcing in the theoretical model developed by Goulart et al. [2] is responsible for the accentuated decay
of the kinetic energy. Thus, the solution of the Eq. (17), containing the mechanical turbulence term, and solved by the
Adomianmethod demonstrates the important role played by the shear production to maintain the turbulence in a situation
of decaying convective turbulence in the PBL.
5. Conclusion
In this study we have analyzed from a theoretical point of view the case of a decaying convective turbulence in a shear-
buoyancy PBL. The starting point was the budget equation for TKE spectrum. The solution of this equation provides an
evolving time dependent non-isotropic 3D turbulent energy spectrum. Therefore to derive the fundamental model of this
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investigation (Eq. (15)), a parameterization for the shear and convective turbulence forcing mechanisms which is given by
the flux Richardson number is employed.
On the other hand, the inertial energy transfer term among different wavenumbers is described in Eq. (15) by the
Heisenberg’s turbulent spectral transfer theory, which provides a turbulence viscosity in terms of the wavenumbers. From
a physical point of view, this viscosity is assumed to represent the turbulence friction produced by smaller eddies acting on
the larger eddies. The new result of the present development was the solution of the nonlinear integro-differential equation
(Eq. (17)) employing the Adomian decomposition method. This solution method allows solving Eq. (17) less linearization
procedures and with good accuracy. The initial 3D energy spectrum used in the numerical solution was obtained from the
Kristensen et al. [20]model valid for non-isotropic turbulence, andwas expressed in terms of 1D energy spectrum functions,
which were derived by Degrazia et al. [21]. Therefore, to evaluate the decaying energy spectrum in a shear-buoyancy PBL
we accomplished a comparison with the theoretical approach derived by Goulart et al. [2] that considers in the dynamical
equation for EDS (Eq. (1)) only the decaying convective forcing mechanism.
The analysis points out that the presence of a mechanical turbulent forcing sharply inhibits the EDS decay caused by the
decaying convective forcing in a shear-buoyancy PBL. Finally to validate the theoretical model, it is compared the temporal
evolution of the TKEwith LES simulation data. Therefore, the shear production termmust be included in the analyticalmodel
to obtain this more realistic result. The comparison is good for the decaying convective turbulence time associated with the
sunset transition period. Thus, the presence of the mechanical production term in Eq. (15) allow to describe in a correct
manner the decaying of the TKE occurring in a sunset PBL. The results of the theoretical model presented in this study can
be suitable to parameterize in a more realistic way the dispersion of passive scalars in a sunset PBL.
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