ABSTRACT. In this article, we re-examine some of the classical pointwise multiplication theorems in Sobolev-Slobodeckij spaces, and along the way we cite a simple counterexample that illustrates how certain multiplication theorems fail in Sobolev-Slobodeckij spaces when a bounded domain is replaced by R n . We identify the source of the failure, and examine why the same failure is not encountered in Bessel potential spaces. To analyze the situation carefully, we begin with a survey of the classical multiplication results stated and proved in the 1977 article of Zolesio, and we carefully distinguish between the case of spaces defined on the all of R n and spaces defined on a bounded domain (with e.g. a Lipschitz boundary). However, the survey we give has a few new wrinkles; the proofs we include are based almost exclusively on interpolation theory rather than Littlewood-Paley theory and Besov spaces, and some of the results we give and their proofs, including the results for negative exponents, do not appear in the literature in the way presented here. We also include a particularly important variation of one of the multiplication theorems that is relevant to the study of nonlinear PDE systems arising in general relativity and other areas. The conditions for multiplication to be continuous in the case of Sobolev-Slobodeckij spaces are somewhat subtle and intertwined, and as a result, the multiplication theorems of Zolesio in 1977 have been cited (more than once) in the standard literature in slightly more generality than what is actually proved by Zolesio, and in cases that allow for the construction of counter-examples such as the one included here.
s,p does the product f g belong? This is the question that we want to answer. Why do we care about this question? One of the main applications of such results is in the theory of partial differential equations (PDEs) and in particular elliptic PDEs. In the theory of partial differential equations, PDEs are interpreted as equations of the form Au = f where A is an operator between suitable function spaces. In this view, the existence of a unique solution for all right hand sides is equivalent to A being bijective. A main difficulty is in choosing the domain of realization of the operator A, that is, choosing appropriate function spaces X and Y such that (1) A can be considered as an operator from X to Y and f ∈ Y , i.e., we need to ensure that the equation makes sense if we consider X and Y as the domain and codomain of A. (2) A (or a family of approximations of A) has "nice" properties as an operator (or a family of operators) from X to Y . Here "nice properties" may refer to any of the following properties: A is continuous, A is compact, A is Fredholm, A is injective, A is surjective , A satisfies a maximum principle, etc.
As it turns out, for elliptic equations, using Sobolev spaces (or weighted Sobolev spaces) as domain and codomain of A helps us to ensure that A has "nice" properties. But how to determine appropriate Sobolev spaces to make sure that the equation makes sense? This is one of the applications where pointwise multiplication theorems are particularly important. The best way to see this is by looking at a very simple example. Consider the equation −∆u+V u = f in Ω ⊆ R n . Suppose we want to seek the unknown function u in the Sobolev space W s,p . Having this assumption, what restrictions do we need to impose on the data V and f ? The assumption u ∈ W s,p implies that −∆u ∈ W s−2,p . Therefore for the equation to make sense (as an equality in W s−2,p ), f and V u must belong to W s−2,p . So now we need to find those Sobolev spaces W r,q such that if V ∈ W r,q , then V u ∈ W s−2,p . That is we need to find those exponents r and q for which the product of a function in W r,q and a function in W s,p belongs to W s−2,p . If one now considers even the simplest nonlinear generaliztion of this problem, say −∆u + V u p = f in Ω ⊆ R n , then it is immediately clear that the conditions on the spaces become substantially more complicated, and multiplication theorems are a critical tool in the analysis of nonlinear PDE.
There are a number of articles and book chapters that are devoted to the study of pointwise multiplication in function spaces, e.g. [12, 9] . Unfortunately most references study the question in the general setting of Triebel-Lizorkin spaces and use technical tools from Littlewood-Paley theory and theory of Besov spaces to prove the results. A main feature of this article is that the key results are proved without any direct reference to Littlewood-Paley theory and Besov spaces which makes it accessible to a wider range of readers. In particular, we give alternative proofs for a number of results first stated in [12] for Sobolev spaces with nonnegative exponents. Also we extend those results to Sobolev spaces with negative exponents. We clearly distinguish between the case of Sobolev spaces defined on the entire space R n and the case where Sobolev spaces are defined on a bounded domain. Lastly, we remark that one of the main tools we use throughout the paper, namely interpolation theory, is a fascinating topic itself; we only briefly summarize some of the main ideas and results we need in the paper in Section 3. Much more complete expositions can be found in [11] .
Outline of the Paper. An extended outline of the remainder of the paper is as follows. In Section 2 we will review some of the basic well-known definitions and facts about Sobolev spaces. In Section 3 we will go over some of the basic well-known facts about interpolation theory and several important properties of Sobolev spaces. In Section 4 we review a counter-example for generalized Holder-type inequalities in SobolevSlobodeckij spaces. In sections 5, 6, 7, and 8 we state and prove the main theorems.
NOTATION AND DEFINITIONS
In this section we briefly review some basic notation and definitions related to the Sobolev spaces, with emphasis on fractional order spaces. Throughout the manuscript we use the notation A B to mean A ≤ cB, where c is a positive constant that does not depend on the non-fixed parameters appearing in A and B. We use the notation X → Y to mean X ⊆ Y and the inclusion map is continuous.
is defined as follows:
Remark 2.2.
• For real-valued function u(x 1 , . . . , x n ) and multi-index ν = (ν 1 , . . . , ν n ) ∈ N n 0 ,
• The Sobolev norm is defined so that
is the completion of the space of smooth functions with respect to
There are nonequivalent ways to generalize the above definition to allow noninteger exponents. We can define Sobolev spaces with noninteger exponents as (1) Slobodeckij spaces, or, (2) Bessel potential spaces. There are three equivalent methods to define each of the above spaces:
(1) Classical definition (2) Definition based on interpolation theory (3) Definition based on Littlewood-Paley theory 1-Classical Definitions Definition 2.3. Let s ∈ R and p ∈ [1, ∞]. The Sobolev-Slobodeckij space W s,p (R n ) is defined as follows:
Alternatively, for s ∈ R and 1 < p < ∞, one can define Sobolev spaces as Bessel potential spaces H s,p (R n ):
where
Here F denotes the Fourier transform on the space S (R n ) of tempered distributions. It is a well known fact that H s,p (R n ) = (H −s,p (R n )) * and for k ∈ Z the two definitions agree [6, 11, 10] . Also for s ∈ R and p = 2 the two definitions agree [6, 10] .
2-Definitions Based on Interpolation Theory
A short introduction to interpolation theory in Banach spaces is given in Section 3. Suppose s ∈ R \ Z, 1 < p < ∞, and let θ := s − s .
•
3-Definitions Based on Littlewood-Paley Theory
Consider an open cover of R n that consists of the following sets (annuli):
where B r is the open ball of radius r centered at the origin. Consider the following partition of unity subordinate to the above cover of R n :
One can easily check that
• For s ∈ R, 1 ≤ p < ∞, and 1 ≤ q < ∞ (or p = q = ∞) we define the Triebel-Lizorkin space F s p,q (R n ) as follows
We have the following relations [11, 10, 5] • 
Remark 2.6. 
For s < 0 and
(Ω)) * . When there is no danger of ambiguity about the domain we may write
KEY PROPERTIES OF SOBOLEV SPACES
We begin with reviewing the basic definitions of interpolation theory in Banach spaces. A detailed discussion can be found in [11] .
A pair {A 0 , A 1 } of two Banach spaces is said to be an interpolation couple, if both spaces are continuously embedded in a common Hausdorff topological vector space A. We may consider the following two subspaces:
• A 0 ∩ A 1 , and
Equipped with the norms
A 0 ∩ A 1 and A 0 + A 1 become Banach spaces. Real interpolation and complex interpolation are two, generally nonequivalent, methods for constructing intermediate spaces between A 0 and A 1 in the sense that the new space lies between A 0 ∩ A 1 and A 0 + A 1 (with continuous injections).
• Given a pair (θ, p) with 0 < θ < 1 and 1 < p < ∞, the real interpolation functor constructs an intermediate Banach space denoted by
Let Ω be a bounded open set with smooth boundary in R n or Ω = R n . Suppose θ ∈ (0, 1), 0 ≤ s 0 , s 1 < ∞, and 1 < p 0 , p 1 < ∞. Additionally assume one of the following cases holds:
• s 0 , s 1 , s are nonintegers.
• s 0 ∈ R, s 1 ∈ Z, and s ∈ R \ Z. If
(This is a consequence of the fact that for
3. According to [11] , the above interpolation facts remain true even if we only assume the bounded open set Ω is of cone-type. According to [1] if Ω is a bounded open set with Lipschitz continuous boundary, then it is of cone-type.
Theorem 3.4 (Interpolation Properties of Bilinear Forms). [11] Let
and C 0 ⊆ C 1 be couples of Banach spaces. If T 1 : A 1 × B 1 → C 1 is a continuous bilinear map that restricts to a continuous bilinear map T 0 : A 0 × B 0 → C 0 , then T 1 also restricts to a continuous bilinear map
Theorem 3.5 (Extension Property). [4]
Let Ω ⊂ R n be a bounded open set with Lipschitz continuous boundary. Then for all s > 0 and for 1 ≤ p < ∞, there exists a continuous linear extension operator P :
for some constant C that may depend on s, p, and Ω but is independent of u. 
Theorem 3.7 (Embedding Theorem II). [7] Let Ω be a bounded open subset of R n with Lipschitz continuous boundary or Ω = R n .
(Items (ii) and (iii) are direct consequences of Theorem 3.6.) The following result is a generalization of the well-known embedding relationships; the proof does not appear to be in the literature, so we include the short proof.
Theorem 3.8 (Embedding Theorem III).
Let Ω be a bounded open subset of R n with Lipschitz continuous boundary. Suppose 1 ≤ p, q < ∞ (p does NOT need to be less than q) and 0 ≤ t ≤ s satisfy s − n p
Proof. (Theorem 3.8) If p ≤ q, the claim follows from Theorem 3.6. So we may assume p > q. We consider three cases:
which precisely means that
By what was shown in the previous case 
A COUNTER-EXAMPLE FOR GENERALIZED HOLDER-TYPE INEQUALITIES IN W s,p
Before stating the main theorems, we discuss a simple case which demonstrates that multiplication properties of Sobolev-Slobodeckij spaces can be quite counterintuitive.
Notation: Let A i and B i (i = 1, 2) and C be sobolev spaces.
• By writing
Theorem 4.1. Suppose k ∈ N 0 , and
More generally, if s ≥ 0, then If s ∈ N 0 , then let k = s and θ = s − k. We have
the claim follows from complex interpolation.
Now we ask the following question: does the claim of Theorem 4.1 hold true for SobolevSlobodeckij spaces? More specifically, suppose s > 0, s ∈ Z, and
? Surprisingly, the answer is NO ! In what follows we will specialize the argument given in [9] 
p . The construction of g N 's is based on the Littlewood-Paley characterization of TriebelLizorkin spaces and can be found in [9] .
Consider the product of f and g N ; by assumption we must have
where the implicit constant is independent of N . Therefore 
SUFFICIENT CONDITIONS FOR
We start our main theorems by a theorem on multiplication in spaces H s,p (R n ) with s ≥ 0. The reason that we begin with a theorem on Bessel potential spaces is that although for these spaces the situation is considerably simpler (comparing to SobolevSlobodeckij spaces), it showcases the main ideas without encountering technical difficulties. The aforementioned simplicity is due to the fact that we have a uniform formula for the space [H s 0 ,p 0 , H s 1 ,p 1 ] θ regardless of whether each of s 0 , s 1 , or (1 − θ)s 0 + θs 1 is an integer or not. This first result is classical and well-known; however, the following fairly short proof based on complex interpolation and embedding theorems does not appear to be in the literature, so we include it. 
, and moreover, the pointwise multiplication of functions is a continuous bilinear map
Proof. (Theorem 5.1) Our proof consists of two steps. In the first step we consider the special case p 1 = p 2 = p, and then in the second step we prove the general case based on the special case that is proved in Step 1.
Step 1: Here we want to prove the theorem for the special case p = p 1 = p 2 . In this case the assumptions can be rewritten as follows:
In order to proceed, we state and prove a simple lemma.
Lemma 5.2.
Proof of the Lemma Clearly it is enough to prove the first statement. Let > 0 be given. Since
is an algebra and
By complex interpolation between (5.1) and (5.2) we get
which clearly implies the claim of the Lemma. Now using the above lemma, we can prove the theorem for the special case p = p 1 = p 2 . To this end we consider two cases:
is an algebra and we can write
• Case 2 s ≤ n p
That is, s 1 +[(1−θ)( n p + )+θs] = s 1 +s 2 which means that (1−θ)(
So using complex interpolation and (5.3), (5.4) we get
• Step 2: Now we are in the position to prove the general case. Let
We just need to prove the following claim: Claim:
Indeed, if we prove the above claim, then
• Proof of (i): By step 1 we need to check the following items:
The last item is true because
• Proof of (ii): According to the embedding theorem we must check the following items:
• Proof of (iii): Completely analogous to the proof of the previous item! 
SUFFICIENT CONDITIONS FOR
We now consider the case where the product belongs to a Sobolev space with integer smoothness index. The proof of the following theorem is based on the classical definition of Sobolev spaces, Holder's inequality for Lebesgue spaces, and previously stated embedding theorems.
Theorem 6.1. Let s i , s and 1 ≤ p, p i < ∞ (i = 1, 2) be real numbers satisfying
where the strictness of the inequalities in items (iii) and (iv) can be interchanged.
and moreover the pointwise multiplication of functions is a continuous bilinear map
Remark 6.2. Note that p i is not required to be less than or equal to p in the statement of Theorem 6.1. It is the restriction that s be an integer in the theorem that makes it possible to remove the ordering between p i and p. We will see below in Theorem 7.5 that alternatively, one can restrict consideration to a bounded domain Ω in place of R n , allowing s to be non-integer, yet still removing the ordering restriction between p i and p.
Our goal is to prove that uv s,p u s 1 ,p 1 v s 2 ,p 2 . We have
So it is enough to prove that for all |α| ≤ s,
So we are allowed to use the Leibniz formula [1] to write
Thus we just need to show that
Fix α, β ∈ N n 0 such that |α| ≤ s and β ≤ α. In what follows we will prove the following claim:
For the moment, let's assume the above claim is true. Then
and therefore
So it is enough to prove the above claim. We consider two cases separately: Case 1: s i − s > n(
). As a direct consequence of assumptions we have
In what follows we will show that there exist r ∈ [1, ∞) and q ∈ [1, ∞) that satisfy (6.1). According to Theorem 3.6 it is enough to show that there exist r and q that satisfy the following conditions:
In fact if we let R = , then our goal is to show that there exist 0 < R ≤ 1 and 0 < Q ≤ 1 such that
Note that since 
Consequently it is enough to show that the following intersection is nonempty:
Note that by (6.2),
and so the first intersection is nonempty. We may consider four cases:
(i)
Now note that by assumption
and also by (6.3),
and also by assumption s 1 + s 2 − s ≥ n(
) and so
By assumption
and also (exactly the same as the previous item)
) (i = 1, 2) and s 1 + s 2 − s > n( , 2) , then the proof of previous case works. So we just need to consider the following cases: (i) s 1 −s = n(
If |α−β| < s, then the proof of Case 1 works.
In fact note that the proof of Case 1 was based on the inequalities
2) and (6.3)) and both inequalities hold true in this case: the second inequality is true because as in Case 1 s 2 − s > n(
), and the first inequality is true because
So we may assume |α − β| = s. Since |α| ≤ s and β ≤ α, this is possible only if |α| = s and |β| = 0. By assumption s 1 + s 2 − s > n(
. Also s 1 − s ≥ 0 and therefore p 1 ≤ p. Consequently
That is, (6.1) is satisfied with r = p and q = ∞. (Note that |α−β| = s and |β| = 0) (ii) s 2 − s = n( 
If |α − β| < s, |β| < s, then the proof of Case 1 works. If |α − β| = s and |β| < s, then the argument given in item [(i)] works. If |α − β| < s and |β| = s, then the argument given in item [(ii)] works. Also note that since |α| ≤ s and β ≤ α, it is not possible to have |α − β| = |β| = s. So we proved uv s,p
Therefore uv j is a Cauchy sequence in W s,p (R n ) and so uv j converges to an element
Hence there exists a subsequence uṽ j that converges to w almost everywhere. On the other hand,
Consequently uṽ j → uv a.e. and uṽ j → w a.e., and so uv = w a.e. as well. Therefore, uv ∈ W s,p (R n ) and
Corollary 6.3. Using extension operators, one can easily show that the above result holds also for Sobolev spaces on any bounded domain with Lipschitz continuous boundary. Indeed, if
As noted earlier in Remark 6.2 just following Theorem 6.1, on that theorem p i was not required to be less than or equal to p. It is the restriction that s be an integer in Theorem 6.1 that makes it possible to remove the ordering between p i and p. We see in Theorem 7.5 below that alternatively, one can restrict consideration to a bounded domain Ω in place of R n , allowing s to be non-integer, yet still removing the ordering restriction between p i and p. First we consider the case of unbounded domains and real exponents, with the ordering restriction between p i and p. It is worth mentioning that, as opposed to the proofs of the similar results in the literature which are based on Littlewood-Paley theory and Besov spaces, the proofs presented here are based on interpolation theory and embedding theorems without any reference to Littlewood-Paley theory.
Before proceeding any further, first we need to state two lemmas:
Lemma 7.1. Let Ω be a bounded open subset of R n with Lipschitz continuous boundary, or Ω = R n . 
Proof. (Theorem 7.3) First we consider the special case where p 1 = p 2 = p and then we will prove the general case.
• Step 1 p 1 = p 2 = p: In this case the assumptions can be rewritten as follows:
is an algebra and therefore we can write
: By Lemma 7.2 for all > 0
In particular for = s 1 + s 2 − s − n p > 0 we have
We may consider the following cases:
As it was discussed in the proof of Theorem 5.1, for this θ, (1 − θ)(s 1 + s 2 − s) + θs = s 2 . By Theorem 3.4 we have
Consequently, since s 1 ∈ Z and s 2 ∈ Z, So by what was proved in previous cases
−s 1 , s 2 , −s are all nonnegative. So, by Theorem 7.3, in order to ensure that the aboveabove as Theorem 8.3. However, a particularly important case is assumption (ii) in Theorem 8.3 above, which is a case we did not consider in [8] .
