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La p r e s e n t e  m e m o r i a  ofrece el estudio y re s o l u c i ó n 
ex act a de un p r o b l e m a  c o n ocido como el Problema del 
Cartero Rural Dirigido .(DRPP) .
Dado un grafo conexo y dir igido, con costes no n e ­
g a t i v o s  a s o c i a d o s  a sus arcos, el DRPP consi st e en d e t e r ­
m i n a r  un cir cui to que atravi ese, al men os una vez, un 
ci erto conj un to  de arcos, llamados requerido s, con el 
m í n i m o  coste total .
Como en el caso de un grafo no dirigido, objeto 
de la m e m o r i a  p r e s e n t a d a  p or A. C o r b e r á n  con el titulo 
de Circuitos Eulerianos óptimos en Grafos no dirigidos: 
el R P P , el DRPP es un p r o b l e m a  N P - C o m p l e t o  y ta mbi én una 
g e n e r a l i z a c i ó n  del con oc ido Pr o b l e m a  del Agente Viajer o 
a s i m é t r i c o  (TSP-a).
Cier tos  pro b l e m a s  d i r e c t a m e n t e  r e l a c i o n a d o s  con 
el DRPP son, por ejemplo, la recog id a de basura s,  el re ­
p a rt o de c o r r e s p o n d e n c i a  y, en general, p r o b l e m a s  de 
i n s p e c c i ó n  de sistemas de d i s t r i b u c i ó n  (tendidos e l é c ­
tricos, líneas férreas, t elefó ni cas, etc.), en las que 
todas, o algu nas de sus componentes, deben ser inspec- 
c i o n a d a s .
E xis te una r e l ació n m u cho  más íntima entre el TSP
a s i m é t r i c o  y el simétrico, ( los a lg oritmo s que
r e s u e l v e n  el caso as im é t r i c o  p u e d e n  ser a p l icados  al c a ­
so s i m é t r i c o ) ,que entre el DRPP y el R P P , que, aunque 
p e r s i g u i e n d o  o b j e tivo s similares, no p u e d e n  ser t r a n s ­
fo rma do s el uno en el otro, como puede c o m p r o b a r s e  f á ­
cilmente. P r e s e ntam os , por lo tanto, un alg o r i t m o  exacto, 
b a s a d o  en la o b t e n c i ó n  de cotas inf eriores, uti l i z a n d o  
la R e l a j a c i ó n  L ag rangia na , y su i n s e rc ió n en un p r o c e d i ­
m i e n t o  de branch and bound, para r e s olver el DRPP.
La p r e s e n t e  m e m o r i a  está e s t r u c t u r a d a  como sigue: 
En la I n t r o d u c c i ó n  se resumen al gu nos  conceptos 
p r e v i o s  u t i l iz ad os, sobre todo de la Teoría-de_ .Grafos y 
la Relajación Lagrangiana.
En la S e c ción I exp on em os los a n t e c e d e n t e s  h i s ­
tóricos, a p l i c a c i o n e s  y p r o b l e m a s  r e l a c i o n a d o s  con el 
DRPP. Se p r e s e n t a  el DRPP dentro de una i m p o rtan te  c l a ­
se de p r o b l e m a s  de o p t i m i z a c i ó n  c o m b i n a t o r i a l , co nocida  
como problemas de routing por arcos y para la m a y o r í a  
de los cuáles sólo se conocen p r o c e d i m i e n t o s  a p r o x i m a ­
dos de solución.
En la S e c c i ó n  H  p r e s e n t a m o s  nu estra f o r m u l a c i ó n 
del DRPP como un p r o b l e m a  de Programación Lineal Entera. 
Cier tas  t r a n s f o r m a c i o n e s  del grafo ori ginal, n e c e sar ia s 
para simp l i f i c a r  la e s t r u c t u r a  y f o r m u l a c i ó n  del pro-
b lem a, se p r e s e n t a n  en p r i m e r  lugar.
La Se cc ión III ofrece un a l g orit mo  h e u r í s t i c o  
e f i c i e n t e  d e s a r r o l l a d o  par a ob t e n e r  s ol uciones  po si bles 
del DRPP. El a l g o r i t m o  u t i l i z a  una Arborescencia Genera­
dora de Mínimo Peso (SSA) y un fl ujo de coste mínimo co ­
mo s u b p r o b l e m a s . Una so lu c i ó n  p o s ib le  mej or ad a, a p a rt ir  
de la so l u c i ó n  p r o p o r c i o n a d a  por el heur í s t i c o ,  ha sido 
u t i l i z a d a  como cota su pe rior inicial en el p r o c e d i m i e n t o  
de "branch and b o u n d "  d e s c r i t o  en la S e c c i ó n  V.
La S e cción IV estud ia las pos i b l e s  r e l a j a c i o n e s 
del problem a. Una de ellas, ob t e n i d a  u t i l i z a n d o  la 
Relajación Lagrangiana, ha sido u t i l i z a d a  como cota in­
f e r i o r  en el p r o c e d i m i e n t o  de r amifi ca ción. Tratand o de 
c o n j u g a r  la p o t e n c i a  de la cota con la rapi dez de c á l c u ­
lo, el m é t o d o  del s u b g r a d i e n t e  ha sido s ustitui do  por 
p r o c e d i m i e n t o s  h e u r í s t i c o s  p ara la o b t e n c i ó n  de "buenos" 
m u l t i p l i  c a d o r e s .
En la S e c ción V se d e t al la  el p r o c e d i m i e n t o  de 
branch and bound con st ru ido, d e s c r i b i e n d o  la e s t r a t e ­
gia de r a m i f i c a c i ó n  y crite ri os de e l e c c i ó n  adoptados.
La S e c ci ón  con cl uy e d e s c r i b i e n d o  ciertas c a r a c t e r í s t i ­
cas del p r o c e d i m i e n t o  que p e r m i t e n  ev itar  el cálculo 
de cota in fe rior en cada nudo del árbol, a c e l e r a n d o  el
p r o c e s o  de bú squeda.
La S e c ci ón  VI, finalm ente, recoge los resultados 
computacionales obt e n i d o s  sobre 22 p r o b l e m a s  de test, 
cuyas c a r a c t e r í s t i c a s  p r i n c i p a l e s  se e specif ic an. El 
t iem po de c o m p u t a c i ó n  crece e x p o n e n c i a l m e n t e  y el p r o ­
c e d i m i e n t o  ex puesto  p e r m i t e  re s o l v e r  p r o b l e m a s  de 76 
vé r t i c e s  y 166 arcos en poco más de 200 seg un dos de CPU, 
en una m á q u i n a  UN IV AC 1100/60.
I N T  R O  D U C C I O N  
CONCEPTOS PREVIOS
1 ALGUNAS NOTAS SOBRE LA NP-COMPLETITUD
Un p i la r b á s i c o  par a el des a r r o l l o  de la o p t i m i ­
z a c i ó n  c o m b i n a t o r i a l  fue el d e s c u b r i m i e n t o  por Cook 
(1971) y Karp ( 1972 ) de una a m plia clase N PC de p r o b l e ­
mas c o m b i n a t o r i a l e s  tales que:
(i)HPC incluye muchos de los problemas importantes 
y difíciles de la optimización combinatorial, 
problemas para los que se han buscado, en vano, 
buenos algoritmos durante muchos años.
(ii)Muc hos  p r o b l e m a s  enN PC son, al men os s u p e r f i ­
cial men te, simil ares a p r o bl em as para los que se 
co n o c e n  bu enos  algoritmos.
(iii)Si un m i e m b r o  de N P C admite un buen algoritmo, 
t a m b i é n  lo a d m i t e n  todos los demás.
La d e f i n i c i ó n  p r e c i s a  de NPC de pende  de las n o ­
cione s de una M á q u i n a  de Tu ring D e t e r m i n i s t a  (DTM), 
M á q u i n a  de Tu ring No D e t e r m i n i s t a  (NTM) y de otras n o ­
ciones de la te orí a de c o m p u t a c i ó n  que no van a ser e x ­
p u e s t a s  aquí. Pre sent am os, simplem ente, algunas no ci ones 
y d e f i n i c i o n e s ,  no co m p l e t a m e n t e  pre cisas, que p e r m i t a n 
dar una idea de las c o m p l e j i d a d e s  intr ínsecas  de los 
p r o b l e m a s  NPC y de la d i f i c u l t a d  y l i m i t acio ne s de los 
al g o r i t m o s  exactos para resolve rlos, como el p r e s e n t a d o
en esta m e m o r i a  par a el P r o b l e m a  del Ca rtero Rural 
D i r i g i d o .
El texto de Garey and J o h n s o n  (1979) p r e s e n t a  las 
d e f i n i c i o n e s  formales, la más ex te nsa  lista de p r o b l e m a s  
NP — c o m pleto s y una d i s c u s i ó n  de las d i s t i n t a s  e s t r a t e ­
gias para d e m o s t r a r  la N P - c o m p l e t i t u d .
E m p l e a r e m o s  los tér mi nos Problema y Ejemplo en 
el sentido siguiente: Cada ejempl o está as o c i a d o  a unos 
datos nu m é r i c o s  p a r t i c u l a r e s  y un p r o b l e m a  es la clase 
de todos los ej em p l o s  con una d e t e r m i n a d a  forma.
Para P r o b l e m a s  r e l a c i o n a d o s  con un grafo G = (X,A), 
los p a r á m e t r o s  n = |XI y a = |A| p r o v e e n  una m e d i d a  n a ­
tural del tamaño de un Ejemplo. Es de esperar, por su­
puesto, que E j e m p l o s  grandes sean re s u e l t o s  más l e n t a ­
me nt e que E j e m p l o s  peque ños.
Un Algoritmo es un p r o c e d i m i e n t o  m e c á n i c o  que, 
seg uido paso  a paso, p e r mite  re s o l v e r  un Problema, en 
el sent ido de que ap l i c a d o  a c u a l q u i e r  E j e m p l o  concreto 
de dicho Pr obl ema , p r o p o r c i o n a  siempre la solución.
Cuando t es una f u n c i ó n  de los p a r á m e t r o s  n y a 
de un Pro blema, un A l g o r i t m o  se dice que es de comple­
jidad 0(T(n,a)) si existe una constan te c tal que para 
todo E j emplo concret o del Pro blema, el Al g o r i t m o  r e q u i e ­
re, como máxi mo, ct(n,a) pasos c o m p u t a ci on ales.
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U n  Paso puede co ns i d e r a r s e  como una única o p e r a ­
ción a r i t m é t i c a  (adición, m u l t i p l i c a c i ó n ,  c o m p a r a c i ó n , etc.)
Un bue n Algoritmo es uno que está acotado poli-
P cinomialmente , i.e., que es de c o m p lej id ad 0(n a ) para 
algún p y q. Por supuesto, es de de sear  que los e x p o ­
nentes p y q sean tan pe q u e ñ o s  como sea posible. Esta
no ci ó n  fué e s t a b l e c i d a  por Edmonds.
Con estos con ceptos, podem os  dar las siguientes
def ini c ione s :
Clase P : La clase P puede cons i d e r a r s e  como la formada
por todos aqu el los Problem as  que p u e d e n  ser r e ­
sueltos ó p t i m a m e n t e  por  bu eno s algor itm os.
Clase NP: La clase NP puede consi d e r a r s e  como la formada 
por todos aquell os  P r o bl em as p ar a los que una 
s o l ución a un E j e mplo c u a l qu iera pue de o b t e n e r ­
se en un ti emp o (complejidad) ac ota do  p o l i n o -  
m i n a l m e n t e .
Aunque, o b v i a m e n t e  P c N P , la in c l u s i ó n  en s e n t i ­
do co ntrari o no ha podid o ser de mostrad a. Cada día crece 
la c o n v i c c i ó n  de que P ¿ N P .
Un Pr o b l e m a  X se dice que es reducible (polino- 
mialmente) a un P r o b l e m a  Y si cada bu e n  a l g o r i t m o  que re­
suelve Y puede ser u t i l i z a d o  para p r o d u c i r  un bue n  a l g o ­
ritmo que re su elva X.
Un Problema Y es NP-hard si todo Problema en NP 
es reducible a Y; si, además, el Problema Y pertenece a 
NP, diremos que Y es NP-completo. NPC es la clase de to­
dos los Problemas NP -completos.
En esta m e m o r i a  empleam os  el té rmino "algoritmo  
e f i c i e n t e "  o " p o l i n o m i a l "  como si nón imo de "buen a l g o ­
ritmo", en el sentido antes definido.
Conc l u i m o s  este a p a rtad o seña la ndo algunos r e ­
sulta do s ya conocidos:
El Problema del Cartero Chino Dirigido p e r t e n e ­
ce a la Clase P, m i e n t r a s  que el Problema del Agente 
Viajero p e r t e n e c e  a la Clase NP.
Las d e f i n i c i o n e s  p r e c i s a s  de estos P r o blem as  se 
v e r á n  en la S e c ci ón  siguiente, donde se se ña la rá t a m ­
b i é n  que el Problema del Cartero Rural Dirigido es un 
P r o b l e m a  N P - c o m p l e t o ,  por lo que, p r o b a b l e m e n t e ,  no 
exista n i n g ú n  a l g o r i t m o  p o l i n o m i a l  que lo resuelva.
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2 TEORIA DE GRAFOS
En la d e f i n i c i ó n  de los con c e p t o s  b á s i c o s  de la 
T e o r í a  de Grafos, que p r e s e n t a m o s  a c o nt inuació n,  s e g u i ­
mos, f u n d a m e n t a l m e n t e ,  los textos de C h r i s t o f i d e s  (1975) 
y M i n i e k a  (1975). Otros textos de r e f e r e n c i a  ob ligad a 
son los de Ber ge (1962), H a r a r y  (1969) y B o n d y  and 
M u r t y  ( 19 76 ) .
A l g u n a s  d e f i n i c i o n e s  y res u l t a d o s  b á s i c o s
Un grafo G es una c o l e c c i ó n  de pu nt os  o vértices
x ,x , . . .x (que d e n o t a m o s  por el co n j u n t o  X) y una co- 
1 2 n
l e c c i ó n  de líneas a, (que d e n o t a m o s  p or  el con-
1 2  m
j u n t o  A) que u n e n  todos, o algunos, de estos puntos. D e ­
n o t a m o s  el grafo G p or el par (X,A).
Si las lineas de A ti enen un a d i r e cc ión, r e c iben  
el nom b r e  de arcos y el grafo r e s u l tan te , el de grafo
dirigido. Si no est án  o ri entadas, r e c i b e n  el nombre  de
aristas y el gra fo es no dirigido.
Cuando un arco es de n o t a d o  p o r  sus dos vé r t i c e s
terminales, su d i r e c c i ó n  se supone d e sd e el p r i m e r  v é r ­
tice (vértice inicial) al segundo (vértice final).
Una forma a l t e r n a t i v a  de d e s c r i b i r  un grafo d i r i ­
gido G es e s p e c i f i c a r  el con ju nt o de v é r t i c e s  X y una 
correspondencia r que indica cómo se r e l a c i o n a n  los vér -
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tices entre sí. Así, r : X — * X  y si, p or  ejemplo, 
r(x^) = 1X 2 ,X5  ^ * e s ^amos in dicand o que los vér ti ces
y x^ son los v é r ti ces fi nales de arcos cuyo vérti ce 
inicial es x^ . D e n o t a m o s  el grafo por el p ar G = (X,r).
En el caso de un grafo no dirigido, la c o r r e s p o n ­
de nc i a  r se con si dera la c o r r e s p o n d i e n t e  a un grafo d i ­
rigido e q u i v a l e n t e  en el que toda arista ha sido s u s t i ­
tuida por  dos arcos en d i r e c c i o n e s  opuestas.
A n á l o g a m e n t e  se define la correspondencia inversa 
r - 1 (x.). Es obvio que, par a un grafo no dirigido,
r " 1 (x.) = r(x.) Vx.eX. Dos v é r t i c e s  x. y x. se dice que
i i i  i J
son adyacentes si el arco (x.,x.) o el arco (x.,x.), o
i J J i
ambos, ex i s t e n  en el grafo.
El número de arcos que t i enen al vé r t i c e  x^ como 
su v é r ti ce inicial es el grado de salida del vé rt ice x^ 
(que d e n o t a m o s  por d Q (x^))j y el nú me ro de arcos c u ­
yo vé rti ce  final es el x_^  es el grado de entrada del v é r ­
tice x^ (deno tad o por
d t (xi ) } *
En ton ces, d (x.) = |r(x.)| y d (x.) = |r_ 1 (x.)|.
o í  1 i 1 t i 1 i 1
Si un vé rti ce  x. c u m p l e  que d ( x . ) = d , ( x . ) di remos que
1 0  1 t i
es simétrico. n n
Es obvio que d ( x . ) = d . ( x . ) = m ,
. 0 1  . t i
i=l i=l
donde n es el número total de v é r tices y m el número t o ­
tal de arcos de G.
Para un grafo no diri gi do G=(X,r), el grado de 
un vérti ce x. se define, a n ál ogamen te , como d(x.)=|r(x.i i 1 i
Un camino en un grafo dirigido es cualquier suce­
sión de arcos donde el vértice final de uno es el vérti­
ce inicial del siguiente.
Un camino simple es un camino que no usa el mismo 
arco más de una vez. Un camino elemental es un camino 
que no usa el mismo  vé rt ic e más de una vez.
El concepto  equ i v a l e n t e  al de camino, en grafos 
no di ri gid os, es el de cadena, y de forma tota lment e 
a n á l o g a  se d e f i n e n  cadena simple y elemental.
En oc as iones  ex isten pesos o costes c. . a s o cia-
ij
dos a los arcos (x.,x.) de un grafo. Dado un camino y,
i J
r e p r e s e n t a d o  por la sucesi ón  de arcos (a^ , a ^ » • ••a ) , 
la longitud (o coste) del camino l(y) se define como:
1 ( y ) = 2  c . .
( x . ,x . ) ey 
i J
La cardinalidad del camino y se de fin e como el 
n ú m e r o  de arcos que i n t eg ra n el camino.
Para el p r o b l e m a  de d e t e r m i n a r  los caminos más 
c ort os (i.e., de coste mínimo) entre un subconj un to de 
v é r t i c e s  dado de un grafo d i r ig ido G=(X,A) y con pesos, 
e x i s t e n  d i v e r s o s  alg o r i t m o s  eficientes. En esta m e m o r i a 
ha sido u t i l i z a d o  (ver T r a n s f o r m a c i ó n  1 de la Se cc ió n 
II) el co no ci do  a l g o r i t m o  de Dijkst ra, de 0 ( n 3 ); para
una d e s c r i p c i ó n  d e t a l l a d a  del mismo, remitim os  a
C h r i s t o f i d e s  (1975) (pág. 152 y ss).
Un circuito es un camino a ,a , ...a en el que el
1 2 q
vé rt ic e inicial de a coinci de con el vé rti ce final de a
1
Un cic lo es el e q u i v a l e n t e  de un circuito, en 
grafos  no dirigidos.
Un cir cu ito el eme ntal que pas a a través de todos 
los vé r t i c e s  de un grafo G recibe el nombr e de circuito  
Hamiltoniano.
Un circu it o simple que atr a v i e s a  todos los arcos 
de un grafo di r i g i d o  G recibe el nombr e de circuito 
Euleriano.
El te o r e m a  b á sic o de e x i s t e n c i a  de un cir cu ito 
Euleriano en un grafo d i r i g i d o  G es el siguiente:
T e o r e m a  1
Un grafo G d i r i g i d o  y conexo contiene un c i r c u i ­
to E u l e r i a n o  si y so lam ent e si los grados de entr ada
d J ( x . ) y de salida d ( x . ) de los vé rti c e s  s a t i s f a c e n  
t i  0 1
la condición:
d (x . ) = d (x . ) V x .eX 
t i  0 1 i
La d e f i n i c i ó n  de conexo será dada más adelante.
Dado un grafo G = ( X , r ) ,  un s u b grafo G es el
u
gr af o (X ,r ) con X ?= x y, p a r a  cada x . e X  ,
S o o 1 S
T (x.) = r ( x . ) n X . D e n o t a r e m o s  a m e n u d o  el sub- 
S i i s
g r af o G p o r C X  >. T a m b i é n  se dice que G es el subgrafo
D D O
inducido por el conjunto de vértices X .
O
Dado un grafo dir ig i d o  G = (X,A) y A c a , el
P
grafo G cuyo conjunt o de arcos es A y cuyo conjunt o 
P P
de vé r t i c e s  son los t e r m in ales de los arcos de A , re-
P
cibe el nombre  de subgrafo inducido por el conjunto de 
arcos A .
P
Si G = (X,A) es un grafo dirigido, un grafo par­
cial (llamado también, por algu nos  autores, subgrafo
generador) G de G es el grafo (X,A ), con A c a.
P P P
Un grafo se d e n o m i n a  planar si puede ser d i b u j a ­
do en un pla no de forma que no e x i stan dos arcos que 
se intersecten.
Di re mo s que un grafo di ri g i d o  es simétrico si t o ­
dos sus vér ti ces lo son. Un grafo es simple cuando no 
existen dos o más arcos, en la mis ma di re cci ón, entre 
un mismo  par de vértices. Salvo que no se afirme e x p l í ­
citamente  lo contrar io, los grafos cons i d e r a d o s  en esta 
m e m o r i a  son simples. D i r em os que un grafo es completo 
si todo vé rtice es ady acent e con todos los demás v é r t i ­
ces.
Un grafo se dice que es fuertemente conexo o fuer­
te si para c u a l e s q u i e r a  dos v é r ti ces di s t i n t o s  x^ y x
existe al menos un camino de x. a x.. Esta d e f i n i c i ó n
1 J
implica que c u a l e s q u i e r a  dos vér ti ces de un grafo f u e r ­
te son m u t u a m e n t e  alcanzab le s.
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Un grafo se dice que es débilmente conexo o débil 
si existe al men os  una cad ena entre cada par de vértice s 
distintos. Si par a un par de v é r ti ce s tal cadena no e x i s ­
te, se dice que el grafo es disconexo. Usaremo s i n d i s t i n ­
tamente los tér mi no s f u e r t eme nt e conexo y conexo.
Dada cua l q u i e r  p r o p i e d a d  P par a c a r a c t e r i z a r  un 
grafo, un subgrafo maximal < X g) en un grafo G, con r e s p e c ­
to a dicha p r o p i e d a d , e s  un sub gr afo que tiene la p r o p i e d a d
y tal que no existe otro subgra fo < X  con X 3 X  , que tam-
s s s
b i é n  la tenga.
Ar boles y a r b o r e s c e n c i a s  
Def  in ic ión 1 :
Un árbol no di r i g i d o  es un grafo conexo con n 
v é r ti ces y n-1 aristas.
P r o p o s i c i ó n  2 :
Los s i g u ient es  c on dicione s son eq uivalentes:
a) G es un árbol
b) G es un grafo conexo y sin ciclos
c) G es un grafo en el que cada par de vér ti ces está c o ­
n e c ta do por una, y solamente una, cadena elemental.
Un árbol dirigido, llamado t a m bién  arborescencia 
se defin e t a m b i é n  de forma similar.
17
D e f i n i c i ó n  2 :
Una arborescencia es un grafo dirigid o y sin c i r ­
cuitos en el que el grado de e n t rada de todo vértice, 
excepto uno que l l a m aremos raíz, es 1. El grado de e n ­
trada de la raíz es cero.
P r o p o s i c i ó n  5 :
Si G = (X,A) es una ar bo re s c e n c i a ,  entonces:
a) Si |x|=n, el núm ero de arcos en A e s , e x a c t a m e n t e , n-1 .
b) E x is te  un camino  elementa l d i r i g i d o  desde la raíz a 
cada v é r t i c e  de G.
Dado un grafo di r i g i d o  G=(X,A), una Arborescencia 
Generadora de G es un subgrafo  g e n e r a d o r  que forma una 
ar b o r e s c e n c i a .  El P r o b l e m a  de la Arborescencia Generado­
ra de Mínimo Peso (ab re viad am ente, SSA), que es u t i l i z a ­
do en la o b t e n c i ó n  de s oluc io nes p o s i b l e s  y cotas i n f e ­
riore s del DRPP, objeto de esta mem or ia, con siste  en: 
Dado un grafo di r i g i d o  G = (X,A) y f u e r t em ente 
conexo, con costes c. . :>. 0 as o c i a d o s  a los arcos del 
co nj un to A, se trata de e n c o n t r a r  una a r b o r e s c e n c i a  g e ­
ne r a d o r a  de G, que r e p r e s e n t a m o s  por SA, tal que
V/ 1 c. . sea mínimo.
( x . , x .)eSA 
i J
Exis t e  un al g o r i t m o  efi cie nte, debido a Edmonds, 
que p e r m i t e  r e s o l v e r  este problema. Un caso p a r t i c u l a r
u t i l i z a d o  en esta me moria , y re sol uble ta mb ién m e d i a n t e 
dicho alg oritmo, es el p r o b l e m a  de d e t e r m i n a r  una SSA 
con raíz en un v é r tice d e t e r m i n a d o  x a . Los de tall es  de 
este a l g o ritmo p u e d e n  en co n t r a r s e  ta mbién en M i n i e k a  
( 1975 ) .
Te orema  4 :
Dado un grafo d i r i g i d o  y fu er t e m e n t e  conexo
G = (X,A), con costes a s o c ia do s c. . ^ 0 ,  el p r o b l e m a
J
de ob te ner  la SSA con raíz en el vé rt ic e x eX es equiva-
a
lente al p r o b l e m a  de P r o g r a m a c i ó n  Lineal En tera
Min ¿ j  c . . y . .
<x., x. )eA 1J 1J 
i J
Sometid o a las r e s t r i c c i o n e s
) ,  y . . >, 1 vK =1 (x . , x . ) / X . e V , x . e V , x eV,VCíT(X) )
11 t i l  i i a
(x .,x .)eK J J J
i J t
y^.e 10,1 } Vi,j Í5¿j
Donde íT(X) es el conjun to de las pa rte s de X y V
c u a l qu ie r s u b c o n j u n t o  p r o p i o  V = ÍT(X) - V.
Si y.. = 1, el arco (x.,x .)eA está en la SSA con 
ij 1 J
raíz en x .a
El P r o b l e m a  de Flujo de Coste Mí ni m o
Dado un grafo dirig i d o  y conexo G=(X,A), donde ca
da arco (x.,x.) tiene dos nú mero s asociados, una capa ci- 
i J
dad q. . y un coste po r  u n id ad  de flujo que atravi es e 
 ^J
dicho arco, que den o t a m o s  por c. c on si deramos  n vérti-
i J s
ces fuentes y n^ _ v é r ti ce s sumideros. El p r o b l e m a  de e n ­
contrar un flujo total, de v a l o r  v, con el m í n i m o  coste, 
desde todas las fuentes a todos los sumideros, s u p o n i e n ­
do que el flujo puede ser envi ado desde c u a l qu ier fuente 
a cua l q u i e r  sumidero, pue de t r a n s f o r m a r s e  en el p r o b l e m a  
de e n c o n t r a r  el flujo de coste mínimo, y va lor v, desde 
una úni ca  fuente s a un único su mider o t (tal t r a n s f o r ­
m a c i ó n  se d e t all a en I I I . 1.3)
La a p r o x i m a c i ó n  p r i m a l - d u a l  par a d e t e r m i n a r  f l u ­
jos de coste mínimo, con una sola fuente s y un solo 
sumid er o t, con duj o al a l g o r i t m o  genera l de p r o g r a m a c i ó n  
lineal p r i m a l - d u a l  de Dan tzi g, Ford and F u l k e r s o n  (1956) 
Una u n i f i c a c i ó n  s i g n i f i c a t i v a  del p r o b l e m a  de flujo m á ­
ximo, del p r o b l e m a  de flujo de coste m í n i m o  y de otras 
pa rt es  de la teo ría de flujos en redes se consiguió en 
el estu dio de las ci r c u l a c i o n e s  de coste míni m o  y el m é ­
todo, d e n o m i n a d o  de out-of-kilter, para d e t e r m i n a r l a s  
([20] y Ford and F u l k e r s o n  (1962)).
Una d e s c r i p c i ó n  d e t a l l a d a  del a l g o ritmo de out- 
of-kilter para re sol v e r  el p r o b l e m a  de flujo de coste 
mí n i m o  pue de en co n t r a r s e  en Ford and F u l k e r s o n  (1962) y 
M i n i e k a  ( 19 7 5 ) .
Aunque ex i s t e n  otros a l g o r i t m o s  (ver por  ej em plo
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[17 ] y [5], el alg o r i t m o  de Ford and F u l ke rson ofrece el 
m e jo r p r o c e d i m i e n t o  conocido y ac epta costes neg a t i v o s  
par a los arcos del gra fo G.
T e o rema 5 :
El P r o b l e m a  de Flujo de Coste Mínimo, con una so ­
la fuente s y un solo sumidero t, es e q u i va le nte al 
P r o b l e m a  de P r o g r a m a c i ó n  Lineal
Min / ,  c . . f ( x . ,x . )
(x.TÍ.ua 1J 1 J
1 J
Sometid o a las restri c c i o n e s :
y .  [f (S ,X .) - f (X .,S )] = V
¿ J  [f (X . ,X . ) - f ( x . , x . ) ] =  0 Vx.¿ s, x.¿
j¿i 1 J J 1 1 1
Si [f(t,X.) - f(x.,t)] = - V  
1 1
1
Otra f o r m u l a c i ó n  e q u i v a l e n t e  puede e n c o ntra rs e 
en [10, pág. 119].
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3 RELAJACION LAGRANGIANA
La R e l a j a c i ó n  L a g r a n g i a n a  es el nombre, deb i d o  a 
G e o f f r i o n  (1974), que ha recibido una de las ideas com- 
p u t a c i o n a l m e n t e  más útiles de la década  de los '70. A u n ­
que estos m é t o d o s  h a b í a n  sido ap licado s con a n t e r i o r i d a d  
a a l g u n o s  p r o b l e m a s  de o p t i m i z a c i ó n  discreta, el " n a c i ­
m i e n t o "  de la a p r o x i m a c i ó n  Lag rangiana, tal y c o m o'la c o ­
n o c e m o s  hoy, se pr oduce en 1970 cuando Held and Karp 
[ 14, 15] u s a r o n  un p r o b l e m a  Lagr angia no, b a s a d o  en á r b o ­
les g e n e r a d o r e s  de mí ni mo peso, para diseñar, con gran 
éxito, un a l g o r i t m o  para  el Pr o b l e m a  del Agente  V i aj er o 
(TSP ) .
D e s d e  entonces, la lista de ap li c a c i o n e s  de la 
R e l a j a c i ó n  L a g r a n g i a n a  ha crecido mucho, incl uyend o a 
m u c h o s  de los más famosos p r o blema s de o p t i m i z a c i ó n  com- 
b i n a t o r i a l .  Para muchos de estos pro blema s,  la R e l a j a ­
c ió n  L a g r a n g i a n a  p r o p o r c i o n a  el m e jo r al go ritmo e x i s t e n ­
te y ha p e r m i t i d o  s o l u ci on ar p r o b lemas de tamaño "real".
Lo que sigue es un re sumen de los p r i n c i p a l e s  
a s p e c t o s  t e ó r i c o s  y c o m p u t a c i o n a l e s , conside rando, f u n ­
d a m e n t a l m e n t e ,  el trabajo de G e o f f r i o n  [12 ] . Otros re­
sú menes  de la teoría  y a p l i c ac iones de la R e l a j a c i ó n  
L a g r a n g i a n a  se p u e d e n  enco nt rar en [11] y [25].
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Algunos resultado s bá si cos
El Pr oblema  General de P r o g r a m a c i ó n  Lineal En tera 
puede e scribi rs e como:
Min ex j
x>.0 I
sometid o a: \.(P)
Ax 'z, b Bx ^ d I
x . e n t e r o , j eI J
J
donde b, c y d son vec to re s y A y B m a t r i c e s  de d i m e n ­
siones adecuadas; el conjunto de índices I de nota las
v a r i a b l e s  que deb en ser enteras.
D e f i n i m o s  la Relajación Lagrangiana de (P) con 
re sp ec to a las r e s t r i c c i o n e s  Ax ^ b y a un v e c t o r  no 
n e g at ivo X, de d i m e n s i o n e s  adecuada s, como:
Min ex + X(b-Ax) 
x^O
some tid o a :
Bx d
x . e n t e r o , j eI 
J
N o t a c i ó n  3 :
Si (•) es un p r o b l e m a  de opt imiza ci ón, enton ce s  
v(*) es su v a lo r óptimo, F(*) es el conjun to de sus so­
luc ion es pos ibles , y (•) se refiere al mismo p r o b l e m a  
sin reque ri r la con d i c i ó n  de que las v a r iab le s sean e n ­
teras; el v e ctor  X de not a un vect o r  de m u l t i p l i c a d o r e s
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óptimo, asocia do a las r e s t r i c c i o n e s  Ax :> b, del p r o b l e ­
ma de p r o g r a m a c i ó n  lineal or d i n a r i o  (P).
S upond re mos que todas las r e s t r i c c i o n e s  Ax :>, b son 
d e s i g ua ldades . Si algunas de ellas fueran igu alda de s, las 
c o m p on en tes c o r r e s p o n d i e n t e s  de X no e s t a r í a n  r e s t r i n g i ­
das en signo. Su po ndr emos, finalmen te, que las r e s t r i c ­
ciones Bx ^ d in cluye n cotas supe riores pa r a  todas las 
v a r i a b l e s .
El tér min o relajación se u t i l i z a  en el sig uiente 
sentido: Un p r o b l e m a  de m i n i m i z a c i ó n  (Q) se dice que es 
una r e l a j a c i ó n  de un p r o b l e m a  de m i n i m i z a c i ó n  (P) si 
F(Q) =? F (P ) y la fu nción obj et ivo de (Q) es m e n o r  o 
igual que la de (P) en F(P).
Clara men te, (p R ^) es una r e l a j a c i ó n  en este s e n ­
tido par a todo X ^ 0, puesto que el t é r mino L a g r a n g i a n o
X(b-Ax) en la f u n ci ón obje ti vo de (PR ) debe ser no po-
X
sitivo cuando la r e s t r i c c i ó n  Ax ^ b se satisface.
La ut i l i d a d  p o t e n c i a l  de cu a l q u i e r  r e l a j a c i ó n  de 
(P), y de la R e l a j a c i ó n  L a g r a n g i a n a  en p a r t i c u l a r ,  viene 
de t e r m i n a d a  por la p r o x i m i d a d  de su v a lo r ó p timo al v a ­
lor óptimo de (P). La el e c c i ó n  ideal del v e c t o r  X sería 
tomar una soluc ió n óptima del prob lema.
Max v( PR )
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El sig uiente teorema d e s cr ibe al gu nas de las re- 
racion es b á s icas entre (P), (PR ) , (D) y (P).
Teor ema  6 :
( a ) F ( P ) = F ( P )  F(PR ) =  F(P)
X
v(P) £ v (P ) v (PR ) ^ v(P) VX :> 0
(b) Si (P) es posibl e, ent on ces v(P) ^ v(PR-).£v(P)
(c) Si para un X dado y un v e c t o r  x se sati s f a c e n
las tres c o n d ic iones s i g u ie ntes
(i) x es óptimo en (PR )
X
( i i ) Ax >, b 
(i i i ) X ( b - A x ) = 0
e nto nces x es una sol uc i ó n  óp tima de (P). Si x s a t i s f a ­
ce (i), (ii) pero  no (iii), en to nc es x es una so lución 
e-óptima de (P) con e = X(Ax-b).
Co m e ntario  4 :
El ap ar tado (a) señala las r e l a c i o n e s  más obvias
entre (P) y sus r e l a j a c i o n e s  (P) y (PR ).
X
El a p a rt ado (b) d e m u e s t r a  que X, ob te n i d o  al r e ­
so lve r la r e l a j a c i ó n  lineal (P), p r o p o r c i o n a  una r e l a j a ­
ción L a g r a n g i a n a  que es al me nos  tan b u e n a  como la li­
neal .
El a p a rtad o (c) indica las c ondicio ne s, ya c o n o ­
cidas, bajo las que una soluc i ó n  de una r e l a j a c i ó n  L a ­
g r a n g i a n a  es t a m b i é n  óptima, o casi óptima, en (P). Se
rec ono ce asi el hecho de que la R e l a j a c i ó n  L a g r a n g i a n a  
es de interés no solo por las cotas in feriores que p r o ­
p o r c i o n a  p ara  v(P), sino ta m b i é n  por la p o s i b i l i d a d  de 
que p r o d u z c a  so lu cione s óptimas, o casi óptimas, de (P). 
(P R ^ ) p r o p o r c i o n a  una s o l uc ión e-óptima de (P) s o l a m e n ­
te si v(PR^) ^ v(P) - e, luego la cali dad de las s o l u ­
ciones p o s i b l e s  ob tenida s a p a r t i r  de la R e l a j a c i ó n  
Lagr angia na , como a p l i c a c i ó n  del ap artado  (c), está li ­
m i t a d a  por la d i f e r e n c i a  (si existe) entre v(P) y v(D).
La R e l a j a c i ó n  L a g r a n g i a n a  puede ser util iz ada, 
entonces, en s u s t i t u c i ó n  de la lineal en p r o c e d i m i e n t o s  
de e n u m e r a c i ó n  implícita. En otros casos puede ac tuar  
como " c o l a b o r a d o r a "  de la r e l a j a c i ó n  lineal usual; en 
este sentido, algu nas de sus a p l i c a c i o n e s  se d e t a l l a n  
en las Se cc io nes 5 y 6 del a r t ículo  de G e o f f r i o n  [12]•
Si el v a lor óptimo de (PR^) no varía al ser e l i ­
m i n a d a  la c o n d i c i ó n  de que las v a r i a b l e s  sean enteras,
i.e., si v(PR ) = v(PR ) V a ^  0, diremos que (PR ) tie- 
X X  X
ne la propiedad de la integralidad. En esta si t u a c i ó n  
se cumple el sig ui ente teorema:
Teo rem a 7 :
Si (P) es p o s ib le  y (p R ^) tiene la P r o p i e d a d  de 
la Int egr al idad, se cumple que v(P) = v(PR-) = v(D).
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En estas cir cunsta nc ias, la R e l a j a c i ó n  L a g r a n g i a n a  
no puede superar a la r e l a j a c i ó n  lineal usual (P) y la 
m e j o r  e l e c c i ó n  de X es entonc es X, obtenido  a p a r t i r  de 
(P). La únic a v e nt aja que pued e seguir o f r e cie nd o en 
este caso la R e l a j a c i ó n  L a g r a n g i a n a  es, quizá, su m a y o r  
se nci llez y rapi dez de cálculo. Puede ocurir  t a m bi én que 
la r e l a j a c i ó n  lineal (P) c o n teng a tal número  de r e s t r i c ­
ciones que la h a gan c o m p u t a c i o n a l m e n t e  i nt ra table con 
los a l g o r i t m o s  usuales.
El m é t o d o  del s u b g r adie nt e
El m é t o d o  más c o m ú nmente  u t i l i z a d o  para d e t e r m i ­
nar v(D) es el e m p le ado por Held and Karp en [15] y que 
d e n o m i n a r o n  "subgr adiente ";  es una a p l i c a c i ó n  del m é t o ­
do de A g m o n - M o t z k i n - S c h o e n b e r g  para  la r e s o l u c i ó n  de 
sistemas de d e s i g u a l d a d e s  lineales. En un trabajo p o s ­
terior, Held, Wolfe y C r o wd er [16] e s t ud ian con detall e 
el m é t o d o  y p r e s e n t a n  r e s u ltados  de su a p l i c a c i ó n  en 
d i s t in to s p r o b l e m a s  de o p t i m i z a c i ó n  discreta. R e s u l t a ­
dos te órico s y estudios de c o n v e r g e n c i a  se enc u e n t r a n 
t a mbié n en [23] y [24].
Bá si c a m e n t e ,  el m é t o d o  consiste en, dado un 
ve ct or  inicial X o >. 0, que pu ede ser el ve ct o r  nulo,
* . V i
d e t e r m i n a r  una su c e s i ó n  |X J de acu erdo con la si-
giente regla:
v + 1 
X = max | XV + 0V (b - A x V ), O J
donde el m á xi mo se ap lic a a cada componente, 0V es un
v
escalar p o s i t i v o  y x es una s o l uci ón  óptima de ( PR ^V ) 
El r e s ultado bá si c o  fu nd amenta l viene expre sa do 
en el sigui en te teorema.
Te ore ma 8 :
---------------------------------------------------  v
(v (PRxv (^ )) si 0V— ►o y 2  qÍ — *°°
v
El val or de 0 u t i l i z a d o  ge ne r a l m e n t e  es:
t ( z* - v (PR ) ) 
v X v
v
0 =  ----
AxV -  bl i  2
donde t es un es ca lar tal que 0 < t  ^ 2  y z es una
v v
cota su pe rior de v(D), ob ten i d a  f r e c u e n t e m e n t e  a p l i c a n ­
do un p r o c e d i m i e n t o  h e u r í s t i c o  a (P). La j u s t i f i c a c i ó n  
de este r e s u ltad o aparece en [16]-
La su c e s i ó n  v(PR ) no es n e c e s a r i a m e n t e  m o n ó t o -
A
na y , g e n e r almente , el mé to do termina, sin
a l c anzar v(D), de sp ués de un número a r b i tr ar io de i t e ­
raciones. A menudo, la su cesión  I t | se d e t e r m i n a  toman
1 \> 1
do t 0 = 2 y d i v i d i e n d o  dicho v a lor por dos cada vez que 
v ( P R ^ v ) no ha au m e n t a d o  en un número pr e f i j a d o  de ite- 
rac i one s .
SECCION I
EL DRPP = ANTECEDENTES 
Y ESTADO ACTUAL
En esta S e c ción nos hem os limitado, v o l u n t a r i a ­
me nt e,  a p r e s e n t a r  los a n t e c e d e n t e s  h i s t ó r i c o s  y a l g u ­
nos de los pro b l e m a s  más i n t i mamen te  r e l a c io nados con 
el P r o b l e m a  del Cartero Rural D i r i g i d o  (DRPP). Una i n ­
t r o d u c c i ó n  más general a los p r o b l e m a s  de a t r a v e s a r  a r ­
cos se p r e s e n t a  en la Se cc ió n I de la m e m o r i a  de 
A. Corberán,  titul a d a  Circuitos Eulerianos óptimos en 
grafos no dirigidos: El RP P, qu e pue de  ser c o n s i d e r a d a  
como se c c i ó n  i n t r o d u c t o r i a  tanto al RPP como al DRPP, 
y a la que nos remitimos.
El. a n t e c e d e n t e  h i s t ó r i c o  más pr ó x i m o  es el co ­
no ci do  P r o b l e m a  del Cartero Chino en un grafo di r i g i d o 
(DCPP). El DRPP incluye, como caso p ar ti cular,  al P r o ­
b l e m a  del Agente Vi a j e r o  (TSP) asimétri co, y es t a m bi én 
un p r o b l e m a  NP- comp le to . A su vez, el DRPP es un caso 
p a r t i c u l a r  del General Routing Problem (GRP), cuya f o r ­
m u l ac ión, p r o p u e s t a  por Orloff, se de m u e s t r a  i ncorr ec ta
El p r o b l e m a  más d i r e c t a m e n t e  r e l a cion ad o con el 
DRPP es el RPP, con el que se señal an  las difere nc ias. 
Un p r o b l e m a  secu ndari o y mucho más sencillo es la deter 
m i n a c i ó n  de un ci rcuito E u l e r i a n o  en un grafo conexo, 
d i r ig id o y simétrico, para lo que e x i st en d i s t i n t o s  pro
c e d i m ie ntos; el u t i l i z a d o  es debido a Edomon s y Johnson.
R e c i e n t e m e n t e ,  el DRPP ha sido c o n s i dera do  como 
un caso p a r t i c u l a r  de un p r o b l e m a  de routing por arcos, 
con c apac id ades, d e n o m i n a d o  CARP. Los p r o b l e m a s  de r o u ­
ting de v eh ículos,  en general, ha n sido objeto de mucha  
a t e n c i ó n  y una m u e s t r a  recie nt e fué una reunión i n t e r ­
n a c i o n a l  c e l e br ad a en Junio de 1979, fruto de la cual es 
el V o l u m e n  11 de la revista Ne t w o r k s  (1981).
La p r e s e n t e  m e m o r i a  se inscri be  en el marco de 
los e s f u e r z o s  que se están re al i z a n d o  en el estudio de 
esta i m p o r t a n t e  clase de p r o b l e m a s  de o p t i m i z a c i ó n  c o m ­
b i n a t o r i a !  .
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1.1 ANTECEDENTES HISTORICOS: EL CPP
Uno de los más famo sos  y a n t ig uos p r o b l e m a s  de la
Teoría de Graf os fué p r o p u e s t o  por E u l e r  en 1736 y es
conocido como el Pr o b l e m a  de los P u en te s de Konigsbe rg.
Se trata de d e t e r m i n a r  si un grafo G (que supondre mo s 
no dirigido) contiene o no un cir cuito que a t r a v i e s a  c a ­
da arista de G exac ta mente  una vez; en h o nor a Euler, 
tales circuitos reciben el nombre  de E ule ri anos, como 
ya definimos en la int rod ucción.
Un p r o b l e m a  de o p t i m i z a c i ó n  co m b i n a t o r i a l  r e l a ­
cionado es el conocido como el Pr o b l e m a  del Cartero 
Chino, p r o p u e s t o  por K. M e i - k o  (1962) [19] y J. Ed monds
( 1965 ) [9 ] .
Dado un grafo conexo G = (X,A), d i r igi do  o no, y 
con costes no neg at iv os c aso c i a d o s  a los arcos (ari s­
tas) de A, se trata de d e t e r m i n a r  un cir cuito que a t r a ­
viese cada arco (arista) de G al m e n o s  una vez y cuyo 
coste total sea mínimo. Obvi amente, si G contien e un 
circuito Eule riano , dicho circuito es óptimo puesto  que 
cada arco (arista) es a t r a v e s a d o  e x a c t a m e n t e  una vez. 
Este problema está res uel to eficie n t e m e n t e ,  salvo en el 
caso en que el conjunto A esté for mado por arcos y a r i s ­
tas, en cuyo caso G recibe el nombre de grafo mixto.
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S e ñ a l a m o s  a con ti nuaci ón, b re ve mente,  los d i s t i n ­
tos casos y p r o c e d i m i e n t o s  de resolución.
1.1.1 El P r o b l e m a  del Cartero Chino en un grafo 
no d i r i g i d o
C u a n d o  todos los costes de las aristas son la uni 
dad, este p r o b l e m a  fué c on sidera do  por Be l l m a n  and Cook
[2 ] u s a n d o  p r o g r a m a c i ó n  dinámica. El pr o b l e m a  más g e n e ­
ral, con co ste s a r b i t r a r i o s ,  fué for mul ad o y resuelto 
como un p r o b l e m a  de m a t c h i n g  por E d m on ds [9 ], Edmonds 
and J o h n s o n  [ío], B u s a c k e r  and Saaty (1965) y C h r i sto fi - 
de s [6].
P r e s e n t a m o s  la for mula ción, debida a Edmonds y 
Johnson, de este p r o b l e m a  como uno de P r o g r a m a c i ó n  L i n e ­
al E n t e r a  .
Z .  ¿xMi n
1 e A
s o m etido a:
a . _ (1 + x.) = 0 (mod 2) v¡
íri 11 1
^ 0 , entera  VleA 
don de 1 = (i,j‘) r e p r e s e n t a  una ar ista de A y x^ r e p r e ­
senta el n ú m e r o  de veces que se repite, en un circui to 
óptimo, la a r i s t a  1. es m a ^ r ^ z in cidencia
v é r t i c e s - a r i s t a s ,  i.e.,
1 si la arista  1 es incide nt e con el vértice
ail
0 en caso cont rario
1.1.2 El P r o bl em a del Cartero Chino en un grafo d i r i ­
gido (DCPP)
Este p r o b l e m a  const it uye el a n t e c e d e n t e  h i s t ó r i c o  
más p r ó ximo del p r e s e n t a d o  en esta memoria. Como señalan 
E dm onds y Johnson, el DCPP es más sencillo que el caso 
no di ri gido y puede ser resuelto po r  me di o de un p r o b l e ­
ma de flujo de coste mínimo.
La única con d i c i ó n  para la existe nc ia de un c i r ­
cuito E u l e r i a n o  es (ver i n t r o d u c c i ó n  a esta memoria) que 
cada vért ice i sea simétrico, i.e.: d^(i) = d^_(i) VieX. 
Para conseg uirlo, de ben rep etir se  arcos, una o más veces, 
de forma que la suma de los costes de los arcos r e p e t i ­
dos sea mín ima. La formu lación, pues, del pr o b l e m a  como 
uno de P r o g r a m a c i ó n  Lineal E n te ra  es:
Mi n /  , c . .x . .
(ifjícA 1J 1J •
somet ido  a:
V  (1+ x . . )b . . = V  (1+ x . . )b . . VieX  (1)
4-» ij ij AJ Ji ji
x..^,0 , en ter a V(i,j)e A (2)
ij
donde x _  r e p r e s e n t a  el nú mero de veces que se repite
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el arco  (i,j), en un circui to  óptimo y 
1 si existe el arco (i,j)eA
b . . = '
1 0 en caso co ntrari o
La r e s t r i c c i ó n  (1) pu ede e s c r ib ir se como:
Y  X  . .b . . - Y^  x . . b . . = d ( i ) - d ( i ) s D ( i )  VieX (1')
H  ij ij "  Ji Ji t o
0 J
El p r o b l e m a  con f u n c i ó n  objetivo Min /. c. .x. .
, . A ij ij( i , j ) e A
y r e s t r i c c i o n e s  ( 1") , (2) es un p r o b l e m a  de flujo de c o s ­
te m í n im o,  donde cada vé r t i c e  i con D (i ) > 0 es una fuente 
con o f erta  D(i), y cada v é r ti ce  j con D (j )<0 es un s u m i ­
d e r o  con d e m a n d a  - D (j ). O b v i a m e n t e  se cumple que:
^ ) D(i) = D(i) , es de c i r , l a  oferta total
i ,D (i )>0 i ,D (i )<0
c o i n c i d e  con la d e ma nd a total .
El p r o b l e m a  de flujo tiene s o l uc ión siempre que 
no e x is ta un s u b c o nj unto pr op i o  de v é r tices S (Scx) tal 
que todo arco con v é r tic es  t e r m inales  i en S y j en X-S 
está d i r i g i d o  desde i a j . La co n d i c i ó n  an t e r i o r  se c u m ­
ple siem pre que el grafo G sea fu er t e m e n t e  conexo.
1.1.3 El P r o b l e m a  del Cartero  Chino en un grafo m i xto  
Est e p r o b l e m a  está r e s uelto ef i c i e n t e m e n t e  sólo 
en el caso de que el grafo G sea " p a r ” (en el sentido de 
que, p r e s c i n d i e n d o  de las d i r e c c i o n e s  de los arcos, cada 
v é r t i c e  ieX sea incid ent e con un número par de ar is ta s
y/o arcos). Si el grafo no es si métrico  (cons iderando 
solo los arcos), la r e s o l u c i ó n  de un p r o b l e m a  de flujo 
de coste mí ni mo en un gra fo t r a n s f o r m a d o  p r o p o r c i o n a  la 
s ol uc ión óptima (ver, por ejemplo, Minieka, (1975)).
P a p a d i m i t r i o u  [22] d e m o s t r ó  que el caso general, 
cuando ex isten vé r t i c e s  "impares", es un p r o b l e m a  NP- 
completo. Sol am en te son c o n oc idos algunos al go r i t m o s 
he ur ísti co s,  como el p r o p u e s t o  por Ed mo nd s y J o hnson 
[lO] que consiste  en c o n s e g u i r  un grafo "par" m e d i a n t e  
la re so l u c i ó n  de un m a t c h i n g  y, a con tinua ción, ap lica r 
el p r o c e d i m i e n t o  para el caso "par". El CPP en un grafo 
mi xt o puede c o n s i d e r a r s e  como t o d a v í a  no resuelto.
1.2 EL DRPP: DEFINICION Y APLICACIONES
El Pr o b l e m a  del Cartero Rural D i r ig id o es un caso 
más general del P r o b l e m a  del Cartero Chino en un grafo 
dirigido, de f i n i d o  en el ap ar ta do anterior. Se obtiene 
cuando un su bc o n j u n t o  p r o p i o  A c A del conjunto de ar- 
eos del grafo G debe ser re corrido, con coste total m í ­
nimo. Dado el grafo G = (X,A) d i r i g i d o  y conexo, con eos
tes c . . > 0 a s o c ia do s a los arcos de A, el DRPP consiste 
ij
pues, en d e t e r m i n a r  el circuit o E u l e r i a n o  de coste m í n i ­
mo que a t r avie sa  cada arco de A al men os  una vez. La
R
f o r m u l a c i ó n  de este p r o b l e m a  como uno de P r o g r a m a c i ó n  
Lineal Ent e r a  y su r e s o l u c i ó n  exacta es el objeto de las 
s ig uie nte s seccion es de esta memor ia. P r e s e n t a m o s  a c o n ­
t i n u a c i ó n  dos de los p r o b l e m a s  más í nti ma mente r e l a c i o ­
nados con el DRPP. ,
1.2.1 El Pr o b l e m a  del Age nt e V i a jer o a s i m é t r i c o  (TSP-a) 
Dado un grafo conex o y di r i g i d o  G = (X,A) (que 
p o d em os  suponer completo), con costes c ^ . ^ 0 as o c i a d o s  
a los arcos de A, el TSP-a puede  de f i n i r s e  como el p r o ­
ble ma de e n c o n t r a r  el c i r cuito de coste total m í n i m o  
que pasa por cada v é r tice al m e nos una vez. Es un r e s u l ­
tado conocido que este p r o b l e m a  puede  c o n s i d e r a r s e  como 
un caso especial del TSP general (pasar por cada v é r tice
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e x a c tamen te  una vez) en el que los costes as ociados  sa ­
t i s f a c e n  la d e s i g u a l d a d  trian gular.
Vamos a co mp robar que el TSP-a puede ser t r a n s f o r ­
ma do  en un DRPP. En efecto:
Cada vé rt ice ieX se d e s c o m p o n e  en dos v é r t i c e s  i'
»» T T T
e i"; d e f in im os un nuevo grafo t r a n s f o r m a d o  G = (X ,A ),
donde
x T = 1 • /i e
>
-3
II • í •« '1,1 ,
T
C.,., =
1J
c . . 
ij
T 
11
T
c
i i
T T 
A 3 A„ 
R = 1
( i , j ) e A
T T ,
Los arcos de A - A^ en la soluc ió n óptima del
T
D RP P sobre G p r o p o r c i o n a n  una sol u c i ó n  óptima del
TSP-a en G, con el m i smo  coste.
Luego el TSP-a es un caso p a r t i c u l a r  del DRPP en
el que tenemos tantas c o m p o n e n t e s  d i s c o n e x a s  (inducidas
T
por los arcos de A ) como vé r t i c e s  de G. 
r R
Una t r a n s f o r m a c i ó n  simi la r es p r o p u e s t a  por 
L e n s t r a  y R i n n o o y  Kan en [18 ] » donde d e m u e s t r a n  que 
c u a l q u i e r  cir cuito H a m i l t o n i a n o  puede ser reduci do  a un 
ci rcu i t o  para el Cart ero Rural  D i r i g i d o  en un número 
p o l i n o m i a l  de pasos.
Queda es ta ble cido, pues, el siguiente resulta do:
Te orema I .1
El DRP P es un p r o b l e m a  NP -c o m p l e t o .
Si se req ui ere que un cierto vértice  i sea el ori 
gen del ci rcuito del cartero ( y si este vé rtic e no es 
inci den te con un arco re queri do), una trans f o r m a c i ó n ,  si 
m i l a r  a la ef ec tuada para c o m p r o b a r  que el TSP-a es un 
caso p a r t i c u l a r  del DRPP, puede r e a l i z a r s e  sobre dicho 
vérti ce i .
1.2.2 El Pr ob lema del Car tero Rur al no di ri gi do (RPP)
Cuando el grafo G es no d i r igido,  el p r o b l e m a  
e qu i v a l e n t e  al DRPP es el del C a rtero Rural (RPP). Su re 
so lució n exact a se p r e s e n t a  en [8]. Siendo ambos p r o b l e ­
mas muy simila re s en cuanto a su ob jet ivo, e í ntimam en te 
re la ci onados , no son t r a n s f o r m a b l e s  el uno en el otro.
La razón, obvia, es que m i e n t r a s  que una arista  r e q u e ­
rida puede ser at r a v e s a d a  en c u a l q u i e r  d i r e c c i ó n  en un 
cir cu ito óptimo, cada arco r e q u e r i d o  debe ser r e c orri do  
desde su* vé rtice inicial al final; la s u s t i t u c i ó n  de una 
ar ista re q u e r i d a  por dos arcos (t am bién requ eridos), uno 
en cada dir ección,  o su t r a n s f o r m a c i ó n  en un arco r e q u e ­
rido ( as ig n á n d o l e  una d i r e c c i ó n  a l e a toria),  varía s u s ­
t a n c i a l m e n t e  las con di ci ones del p r o b l e m a  y puede p r o d u ­
cir, en c u a l quier  c a s o ,sol uc iones  m u y  al ej ad as del v a lor
ópt i m o .
Sie ndo el DRPP y el RPP casos gen eral es  del P r o ­
b l ema del A g e n t e  V i a jero  (asimé trico y simétrico, respec 
ti vament e), las técnic as  de so l u c i ó n  para el caso dirigi 
do no p u e d e n  ser apl ica das, como ya hemos señalado, a la 
r e s o l u c i ó n  del caso no dir ig ido, a d i f e r e n c i a  de lo que 
ocurre entre el TSP-a y el TSP simétrico. Es ésta, quizá 
la razón más i m p o r t a n t e  para  c o n s i d e r a r  los dos p r o b l e ­
mas se par a d a m e n t e .
1.2.3 A p l i c a c i o n e s
M u c h o s  p r o b l e m a s  reales p u e d e n  ser r e p r e s e n t a d o s  
sobre un gra fo  G (dirigido, no d i r i g i d o  o mixto) en el 
que ciertos (o la totalidad) arcos y/o aristas r e q u i e ­
ren un d e t e r m i n a d o  servicio. Si se trata de todos los ar 
eos (aristas) del grafo, el CPP p u ed e ser a p l i c a d o  a pro 
bl em as  como la r e c o g i d a  de basuras , reparto de c o r r e s ­
p o n d e n c i a  y, en general, a p r o b l e m a s  de i n s p e c c i ó n  de 
sistem as de d i s t r i b u c i ó n  (tendidos eléc tricos, líneas 
férreas, t e l e f ó n i c a s ,  etc.), en los que todas, o a l g u ­
nas de sus c o m p o n e n t e s  d e b e n  ser in spe cc ionadas .
A l g un os de estos p r o b l e m a s  c o r r e s p o n d e n  m u cho m e ­
jor a un gra fo  d i r i g i d o  (por ejemplo, la rec og ida de b a ­
suras) y el DCPP, y su ext ensi ón , el DRPP p u e d e n  ser uti 
lizados en la r e s o l u c i ó n  de p r o b l e m a s  más g e n e ra le s (va-
ríos " v e h í c u l o s ” ; r e s t r i c c i o n e s  de tiempo, capac idad, ...) 
algunos de estos p r o b l e m a s  re lac i o n a d o s  se p r e s e n t a n  en 
el si guiente apartado.
De be mo s señalar, final mente, que el DRPP puede a- 
pl i c a r s e  a s it ua ciones b a s t a n t e  generales, sin ning una 
de las re s t r i c c i o n e s  que algunos de los a l g o rit mo s de r e ­
solución de p r o bl emas r e l a c i o n a d o s  re q u i e r e n  (grafos pla- 
nares, ma triz de costes que sa tisfaga  la d e s i g u a l d a d  
tri angular, etc.).
1.2.4 D e t e r m i n a c i ó n  de un Ci rcuito  E u l e r i a n o
La r e s o luci ón  del DRPP en un grafo G, di rigido  y
conexo, se consigue, como veremos, r e p i tien do  arcos, una 
o más veces, para obten er  un cierto grafo simétrico, en 
el que se sabe existe un cir cui to E u l e r i a n o  que p r o p o r ­
ciona la solució n óptima. Un p r o b l e m a  secundario y mucho 
más sencillo es la d e t e r m i n a c i ó n  de dicho circuito. P r e ­
sentamos a contin uac ión, br ev e m e n t e ,  un p r o c e d i m i e n t o  p a ­
ra d e t e r m i n a r  un circuito  E u l e r i a n o  en un grafo dirigido, 
conexo y simétrico.
El p r o c e d i m i e n t o  c o m ie nz a por d e t e r m i n a r  un sub- 
grafo g e n e ra do r de G de forma que, resp ecto del conjun to 
de arcos del subgrafo, todo vé rt ic e tenga grado de salida 
igual a uno, excepto un v é rt ic e que d e n o m i n a m o s  raíz, y
en el que no existan circuitos. Note mo s que, p u est o que
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el grafo es f uerteme nt e conexo, el subgrafo gen e r a d o r  
pu ede  ten er como raíz c u a l quier  vé rtice r de G. A c o n ­
tinu aci ón, para cualq ui er v é r tic e ieX, excepto la raíz 
r, e s p e c i f i c a r  un orden para  los arcos que salen del 
v é r t i c e  i, de forma que el arco del subgrafo que sale 
del v é r ti ce  i sea el úl ti mo  de di cha ord enación. Para 
la raíz r, espe c i f i c a r  c u a l q u i e r  orden para los arcos 
que salen de r.
El circuito de E u ler  se ob tiene c omenza nd o en la
raíz r y p r o c e d i e n d o  de a c u er do con la sigui ent e regla:
Regla: Cada vez que un v é r tice i es alcanzado, 
salir de él por el siguien te arco no utilizado.
El p r o c e s o  contin úa  h a s t a  que se vuelve al v é r t i ­
ce r y ya no ex ist en arcos que sa lgan de él que todav ía
no h a yan sido ut il izados.
Este p r o c e d i m i e n t o  fué u t i l i z a d o  por van A a r d e n n e -  
E h r e n f e s t  y de B r ui n para en um erar todos los circuit os 
E u l e r i a n o s  en un cierto grafo dir igido. La d e m o s t r a c i ó n  
de que el p r o c e d i m i e n t o  d e s c r i t o  p r o d u c e  un circuito E u ­
le riano  se p r e s e n t a  en [10].
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1.3 PROBLEMAS RELACIONADOS
El P r o bl ema del Cart ero Rural, d i r igi do  o no, se 
p l a ntea por pr i m e r a  vez en el tr ab ajo de Or loff  [2l], 
quien lo incluye como un caso especial, junto con el 
TSP y el CPP, de un p r o b l e m a  de o p t i m i z a c i ó n  co m b i n a -  
torial que d e n om ina General Routing Problem (GRP).
Dado un grafo G, d i r i g i d o  o no, el GRP con si ste  
en e n c o ntra r el circuito de coste mí ni m o  que a t r a v i e s a  
cada arco de un s ubco nj unto de arcos req ue ri dos de G y 
que vi sit a cada uno de los v é r t i c e s  de un su bc o n j u n t o  
req ue rido  de vérti ce s de G.
Antes de p r e s e n t a r  la for mul ac ión, in dicamo s la 
n o t a c i ó n  utilizada.
N o t a c i ó n  I . 1 :
Dado un grafo d i r i g i d o  G = (X,A),
A^ E A r e p r es en ta el conju nt o de arcos r e q u erid os  y 
el conjunto de vé r t i c e s  i n c i de ntes con los arcos
de A .
R
Q c x  repr e s e n t a  el conju nt o de vér ti ce s re querido s.
Suponemos Q n X R = 0
Sea E el conju nt o de v é r t i c e s  a s i m é t r i c o s  de X y
* R
T = E U Q
*
E 1 = |jeE* = dt (j) " V j) < 0| y E 2 = E . ” E 1
43
F(T ) es el grafo com ple to cuyo co njun to  de vértice s 
G
es T y ma tr iz de costes C', donde c ' . es el coste
ij
del camino más corto dirig id o de i a j,y , cal cu lado
ij
sobre el grafo original G = 00 ) •
La f o r m u l a c i ó n  p r e s e n t a d a  por Or lo ff  para el GRP 
dirigido e s :
Min
sometido a
ITI ITI
2
i = 1
2
j=l
C ' . X . .
IJ IJ
ITI
2
i = 1
x. . =
ij
d t (j) - d0 (j) V j eE i
ITI
2
i = 1
x . . =
ij
1 Vj eQ
ITI
2
j=i
x . . = 
IJ d t (i) - d 0 (i)
V i eE
2
ITI
2
j = i
X . . =
IJ
1 Vi e Q
x . .
ij
1 1 
I 0
si se ut i l i z a  el 
en caso contrario
camino
ij
Esta f o r m u l a c i ó n  es inc o r r e c t a  como lo de mu estra  
el siguiente con traeje mp lo.
C o n t r a e j e m p l o :
La Figura l(a) r e p r e s e n t a  el grafo origi na l G. 
Los arcos re queridos se p r e s e n t a n  con trazo continuo y
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con discontinuo los no requeridos. El número sobre cada 
arco representa su coste. Según la notación utilizada 
0 = |1| , T = | 4,5) U |1| , E i = |4| y E 2 = | 5 | . L a
solución al problema de transporte consiste en enviar 
una unidad del vértice 5 al 4 utilizando los arcos (5,1) 
y (1,4) del grafo completo F(T ). La Figura l(b) repre- 
senta la solución obtenida sobre el grafo original G; 
los arcos punteados corresponden a repeticiones. Final­
mente, la Figura l(c) representa una solución posible 
para el G R P , sobre el grafo original, de menor coste.
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K
(a) (b)
1<
\
Figura 1 : Contraejemplo para la formulación 
de O r l o f f .
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Los p r o b l e m a s  de routing no ca pacitad os  (se s u p o ­
ne que ex iste un " vehí cu lo" con capacida d ilimitada), 
como el GRP antes definido, p u e d e n  ser c l a s i f i c a d o s  como 
p r o b l e m a s  de ro uting por vértices, p r o b le mas de routin g 
por arcos, o p r o b l e m a s  de ro ut ing gen er ales (ver la t a ­
x o n o m í a  p r o p u e s t a  por B o d i n  [4]).
Los p r o b l e m a s  capa c i t a d o s  reflejan, de f o r ­
ma más dir ect a, las s it ua ciones  reales. Un p r o b l e m a  de 
r o u ting por  vértices , capa citado, conocido como el 
Vehicle Routing Problem (VRP) puede ser definido  en los 
s i g u i e n t e s  términos:
Dado u n  grafo G (supuesto no dirigido), con d e ­
m a n d a s  d^ p a r a  cada vé rt ic e i, que deben ser sati sf echas 
por v e h i c u l o s  de ca p a c i d a d  W , e n c o ntrar ciclos que s a ­
t i s f a g a n  la demanda, con coste total mín imo y con or ig en 
en un " d o m i c i l i o "  central.
El VRP ha sido objeto de m u ch a atención, desde 
las p r o c e d i m i e n t o s  h e u r í s t i c o s  de Beltram i y B o d i n  [3 ], 
a p l i c a d o s  al p r o b l e m a  de la re co gida de ba sur as  en la 
ciudad de N u e v a  York, has ta los p r o c e d i m i e n t o s  exactos 
de C h r i s t o f i d e s  et al [7].
Por otra parte, los p r o b l e m a s  c apacit ad os de r o u ­
ting p or  arcos han sido, co mp a r a t i v a m e n t e ,  poco e s t u d i a ­
dos. S t ern  y Dror (1979) [26] p r e s e n t a n  un p r o c e d i m i e n t o
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he ur íst ico , para el caso no dirigi do, de r e s o l u c i ó n  de 
un p r o b l e m a  capa citado  de ro uting por arcos (la lectura 
de contadores el éctrico s en ciertos ba rr io s de una c i u ­
dad), en el que te ndr ía  a p l i c a c i ó n  el RPP (y el DRPP 
para la v e r s i ó n  dir igida).
El p r o b l e m a  general, d e n o m i n a d o  po r  G o l d e n  y 
Wong [1 3 ] Capacitated Are Routing Problem (CARP), es el 
defin id o c o m o :
Dado un grafo G, supuest o no dirigido, con d e ­
mandas q :>, 0 a s o cia da s a cada ar ista (i , j ) y que d e ­
ben ser satisfec ha s por uno de los v e h í cu lo s d i s p o n i ­
bles, todos ellos de cap a c i d a d  W, en c o n t r a r  un cierto n ú ­
mero de ciclos, que pasen por un " d o m i ci li o" central, 
y que satisfag an las dem a n d a s  con coste total mínimo.
Como casos p a r t i c u l a r e s  del CARP a p a r e c e n  el CPP, 
el RPP, el TSP, el VRP y el G R P , entre otros. En [l3] 
se p r e s e n t a  un p r o c e d i m i e n t o  de s o l u c i ó n  a p r o xima do  p a ­
ra esta clase de pr ob lemas .
La m a y o r í a  de estos p r o b l e m a s  son de la clase NP. 
Une m u e s t r a  del interés que d e s p i e r t a n  fué el Workshop 
to Investígate Future Directions in Routing and Schedu- 
ling of Vehicles and Crews , c e l ebrado en la U n i v e r s i ­
dad de M a r y l a n d  en Junio de 1979. Los trabajo s de la
citada r e u n i ó n  a p a r e c e n  en un reciente número especial 
de la r e v i s t a  Networks , que incl uye mu chos de los a r ­
t íc ulos c i t ados aquí.
La p r e s e n t e  m e m o r i a  ofrece un estudio d e t al lado 
y un a l g o r i t m o  exacto para la r e s o l u c i ó n  de un p r o b l e ­
ma p a r t i c u l a r  de esta i m p o rt ante clase de p r o b l e m a s  de 
o p t i m i z a c i ó n  c o m b i n a t o r i a l .
S E C C I O N  I I  
FORMULACION DEL DRPP
D ad o un grafo d i r igi do  y f u e r temente  conexo,
G = (N,A), donde N es un con ju nto de n vé rt ices y A es
un conju nt o de m arcos, con costes a s o c iado s c . . no ne-
 ^J
gativos, y dado un subc o n j u n t o  p r op io  A cz A, el Proble
R
ma del Ca r t e r o  Rural Di r i g i d o  (DRPP) consiste en e n c o n ­
trar el circui to  de coste m í n i m o  que atravi es e cada a r ­
co requ erido, es decir, en Ar , al men os una vez.
D e b e m o s  señalar, en p r i m e r  término, que la 
r e s t r i c c i ó n  de fuerte con e x i ó n  sobre el grafo original 
G puede re la jarse, ya que solamente  es ne c e s a r i a  la
e x i s t e n c i a  de caminos diri gi dos, en uno y otro sentido,
entre todos los vért ic es que sean inci dentes con algún  
arco requeri do . D e n o t a m o s  este conjunto  de v é r t i c e s  por
N c  n . La ú n i c a  condición, pues, exig ida sobre el gra- 
R
fo original G e s :
3 camino di rigido  del v é rtice i al vé rt ic e j
y 3 camino  di rig id o del v é rtice  j al vé rtice i
par a todo par  de v é r ti ces i,jeN , i ^ j
R
P r e s e n t a m o s  en esta S e c c i ó n  una f o r m u l a c i ó n  del 
DRPP como un p r o b l e m a  de P r o g r a m a c i ó n  Lineal Entera. 
Ciertas t r a n s f o r m a c i o n e s  del gr af o original, que son ne 
cesarias para s i m p l i f i c a r  la e s t r u c t u r a  y f o r m u l a c i ó n
del probl ema , son p r e s e n t a d a s  en p r i m e r  lugar. Se d e ­
m u e s t r a n  las rela ci ones entre los conjuntos de s o l u c i o ­
nes p o s ibl es  y óptimas de las d i f e r e n t e s  t r a n s f o r m a c i o ­
nes, asi como la exis t e n c i a  de me j o r e s  cotas inf er io res 
para las v a r i a b l e s  que d e f i n e n  el p r o b l e m a  como un p r o ­
ble ma de P r o g r a m a c i ó n  Lineal Entera.
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II.1 TRANSFORMACIONES DEL GRAFO ORIGINAL
C u a l qu ie r so lución  p o s ible del Pr o b l e m a  del C a r ­
tero Rural Di r i g i d o  (DRPP) es un cir cui to que contiene 
cada arco re qu erido al me nos  una vez.
D e n o t a m o s  por G = (N ,A ) el grafo ind ucido por
R R R
el sub co nj unto de arcos A , es decir, G es el subgrafo
R R
de G que tiene como conjunto de arcos A y como conjun-
R
to de vér tic es todos aquellos vé r t i c e s  de G que son i n ­
cidente s con algún arco de A r .
Como ya señal amos en la int rodu cción , G es un
R
grafo discon exo, for mado por un cierto número  de c o m p o ­
nentes no n e c e s a r i a m e n t e  fu er t e m e n t e  conexas. Cu a l q u i e r  
solución po si ble  del DRPP  debe ser un circuito que c o n ­
tenga al me nos una vez los arcos de G y, finalmente,
R
que satisfag a las c o n d icio ne s de sim et ría de todos los
vé rt ic es de N .
R
Para ex pr esar de una forma más sencil la las c o n ­
di ci on es anteriore s, p r e s e n t a m o s  a c o n t i n u a c i ó n  ciertas 
tr a n s f o r m a c i o n e s  del grafo original que si mp l i f i c a n  la 
e s t r uc tu ra y f o r m u l a c i ó n  del probl ema .
T r a n s f o r m a c i ó n  1 : El grafo G^
A p a rtir  del gra fo inducido  G cons truim os  el gra-
R
fo comple to G de la siguie nt e forma:
C
Añadimos al grafo G un arco entre cada par de
R
vérti ce s de N .
R
El coste de este arco es igual al coste del ca­
mino más corto dirigido entre esos vértices, calculado 
en el grafo original G.
El grafo completo resultante es G^ = (Nr ,Ar U A^
siendo A el conjunto de arcos añadidos.
ü
Notemos que en G^ existen dos arcos adicionales
en paralelo, uno en cada dirección, por cada arco de A
R
La figura 1 muestra el grafo original G, mientras que 
la figura 2 presenta el grafo G correspondiente a G.
arcos de A
R
  arcos de A-A
R
Figura 1 : El grafo original G=(N,A)
Fi gura 2 :
Representación parcial del grafo G correspon- 
diente al grafo G de la Figura 1. Las lineas disconti­
nuas representan los caminos más cortos dirigidos desde 
el vértice 1 a los restantes. El número de arcos de A
S
en este caso es de 110. Notemos que todos los arcos no 
requeridos que salen del vértice 1 corresponden a ca­
minos más cortos que pasan por los vértices 2 ó 3 y por 
lo tanto van a ser eliminados en la simplificación que 
proporciona el grafo G .
V/
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P r o p o s i c i ó n  I I . 1 :
Cu al qu ier sol uc ión po si ble del DRPP en G produce
una solución po si ble del DRPP en el grafo original G,
con el mismo coste.
D e m o s t r a c i ó n :
Co n s i de remos una solució n p o s ib le c ualqui er a del
DRPP en G , que es un subgra fo sobre G f u e r tement e co- 
C C
nexo y tal que, respecto a él, todo vé rtice de N R es si ­
m é tric o .
A cada arco (i,j)eA en G le añadimo s tantas co-
R
pias como a p a r e z c a n  de él en el cir cu ito sol uc ión en G^.
Cada arco (i,j)eA se d e s c o m p o n e  en el camino más
corto que lo originó en G y cada arco del camino más 
corto en G se repite tantas veces como copias del arco 
(i,j)eA a p a r e z c a n  en la sol uc ión po s i b l e  en G^ ,.
El subgrafo sobre G in ducid o por  los arcos r e q u e ­
ridos (y sus copias) y los arcos en los caminos más c o r ­
tos (y sus copias) es una so l u c i ó n  po s i b l e  del DRPP en 
G, ya que:
1) Re s p e c t o  a dicho subgra fo todos los v é r ti ces de
G son simétricos
ieN , i es un vé rt ic e simétrico, si no, tamp oco  
R
lo sería en la so lu ción po si bl e en G^.
j e N-N , j es simétr ic o por estar en un camino 
d i r i g i d o  simple entre dos v é r tices de
2) Es un subgra fo f u e r t e m e n t e  conexo, pues, si no, 
t a m p o c o  lo sería la s o l u c i ó n  po si ble en .
P r o p o s i c i ó n  I I . 2 :
Toda s o l uc ión óptima del DRPP en pr od uce una 
solución  óp tima del DRPP en el gra fo original G, con el 
mismo c o s t e ,
D e m o s t r a c i ó n :
La t r a n s f o r m a c i ó n  de una s o l uc ió n p o s ible en G^ 
en una s o l u c i ó n  p o s i b l e  en G viene dada en la a n t e r i o r  
p r o p o s i c i ó n .  La o p t i m a l i d a d  s e ' m an ti ene ya que c u a l ­
quier s o l u c i ó n  del DRPP en G que no utilice p ara c o n e c ­
tar dos v é r t i c e s  en d i f e r e n t e s  c o m p onente s de G r  el c a ­
min o más corto di r i g i d o  entre ellos, no es una s o l ució n 
ó p t i m a .
Si S P ( # ) y S 0 ( # ) r e p r e sent an , re sp e c t i v a m e n t e ,  
los c o n juntos  de s o l u ci ones p o s i b l e s  y so lu cio nes ó p t i ­
mas del DRPP  en el grafo (•), las p r o p o s i c i o n e s  1.1 y
1.2 e s t a b l e c e n  la sig ui ente relación:
SP(G ) E  S P (G ) A SO(G ) E  S O ( G ) 
C
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T r a n s f o r m a c i ó n  2 : El grafo
Como veremos  en la f o r m u l a c i ó n  del DRP P como un 
p r o b l e m a  de P r o g r a m a c i ó n  Lineal Entera, e x i stirá una v a ­
riable entera asociada  a cada arco (i,j)eA .
ü
El número de arcos en el con junto  A puede redu-
O
cirse s u s ta ncial me nte, e l i m i n a n d o  por lo tanto gran n ú ­
mero de v a r i ab les enteras en la f o r m u l a c i ó n  del DRPP, 
s i m p l ific an do  el grafo G y ob t e n i e n d o  como resul ta do
el grafo s i m p l if ic ado G = (N , A U A ), del que se han
C R R S
elim ina do
a) todos los arcos (i,j)eA para los que c.. = c.,+c,
S r ^ ij ík kj
par a algún keN , y 
R
b) el arco adici on al en p a r a l e l o  y con la m i sma di- 
re cciónque  el arco requeri do,  si ambos t i enen  el 
mismo c o s t e .
Obvia men te, lA I .< |A I , y por lo tanto el con- 
S S
junto de solucio nes p o s i b l e s  del DRPP en G está inclui-
C
do en el conjunt o de s o l u cione s po s i b l e s  del DRPP en G .
v
R e s pe ct o a las sol ucion es  óptimas, en G p o d e m o s  encon- 
trar más soluciones ópti mas  e q u i v alentes , ya que los a r ­
cos el iminados de A g eran, p or  d e c i r l o  así, redund antes,  
pues no eran más que c o m b i n a c i o n e s  de otros arcos de A ^ .
Tenemos, pues, la sig ui ente re l a c i ó n  entre los 
con juntos de s ol uciones  p o s i b l e s  y ópti mas del DRPP en
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V en G 
C J C
SP ( G ) <= SP ( G ) A SO (G ) 9  SO (G ) 
C O u u
—  arcos de A
S
Figura 3 : El grafo simplificado G correspondiente
v/
al grafo original de la Figura 1.
II.2 UNA FORMULACION DEL DRPP
El grafo simpl i f i c a d o  G = (N , A U A ) es un
C R K S
grafo dir ig ido y fuer t e m e n t e  conexo. Esta últ i m a  p r o ­
pi edad es cons e c u e n c i a  d i r e c t a  de
i) Desde cada vé rt ice de existe un camino d i r i ­
gido a cu alquier  otro vé rt ice de N (ésta era la
R
única c o n d i c i ó n  re q u e r i d a  al grafo original G). 
ii) La s i m p l i f i c a c i ó n  del grafo G e x p li cada en la
v
t r a n s f o r m a c i ó n  2 sigue m a n t e n i e n d o  la fuerte c o ­
nexión, pues solamente  se elim ina el arco 
(i,j)eA si to davía existe un camino entre i y 
j a través de algún otro vértice k.
Sean B = [b. .] y B = [ b . .] las m a t r i c e s  de ady a- 
ij ij
cencia del grafo G^ , r e f e rid as  a los arcos requeridos , 
es decir, en A^ y a los no requeridos, es decir, en A ^ , 
re s p e c t i v a m e n t e .
E n t o n c e s :
1 si existe el arco (i,j)eA , i,jeN 
b.. = ■ R R
* 0 en otro caso
1 si existe el arco (i,j)eA , i,jeN
V  = '
1 0 en otro caso
I I . 2.1 D e f i n i c i ó n  de las var i a b l e s
D e f i n i c i ó n  I I .1:
La var ia bl e entera x. . r e p r esenta  el nú mer o de ve
ij
ces que el arco (i,j)eA se repite en un cir cu it o óptimo
R
del DRPP en G .
C
Entonces, 1 + x. . es el número de veces que el ar
ij
co (i,j)eA ha sido a t r a v e s a d o  en un circuito óptimo del 
R
DRPP en G .
C
D e f i n i c i ó n  1 1 , 2:
La vari ab le entera y. . r ep resenta  el número de ve
ij
ces que el arco (i,j)eA aparece en un circui to  óptimo
S
del DRPP en G .
C
Sean C , C C las componentes, no n e c e s a r i a -
1 2  k
mente f ue rt emente conexas, del grafo inducido por los
arcos de A en G . Us a r e m o s  t a mb ié n C. para indicar el 
R C i
conjunto de vér ti ces de N que p e r t e n e c e n  a la i-ésima 
componente. La fam ilia de las , i=l,...k, será d e n o t a ­
da por F . Si V c F  es una s u b f a m i l i a  de F , d e n o t a r e ­
mos por N(V) el conjunto de todos los vértic es  en los
elementos  de V, i.e. N(V) = II C.
C . eV 1
i
El Pr o b l e m a  del Ca rte ro Rural Di r i g i d o  (DRPP)
puede for mula rs e (re pr esentan do  t a m bié n por c los eos 
tes de los arcos (i,j)eA ) como:
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Min / y ,  c . . x . . +  / t  c. .y. . + / ,  c. . } (0)
/ •  - \  A 1J / •' A XJ !J / •  * \  A XJ|(i,j)eAR ( i , j ) e A  ■ _ ( i , j ) e A
sometido a las res tr i c c i o n e s :
y ,  (l+x. .)b. . + y ]  y . .b . . =
y *  i j y *  i j i j
J u
/■  (l+x . . )b . . + y..b..
i J 1 J 1 ; J 1 XJ
V i e N R (1)
2  y.. » 1 VKt-{(i.j)«As/i«»(Vt ),jtN(Vt )IVt«=F )
(i,j)eK
x. . ^ 0 , en te ra V(i ,j)eA„
1J R (3)
y . . > 0 , en ter a V(i,j)eA„ 
i J S
D e n o t a m o s  p or  (P) al p r o b l e m a  de P r o g r a m a c i ó n 
Lineal En tera  con f u nción objetiv o (0) y r e s t r icci on es 
(1) , (2) y (3) .
La función  ob je tivo m i n i m i z a  el coste de las r e p e t i ­
ciones de arcos r e q u e r i d o s  y de a p a r icio ne s de arcos no 
re queridos  que n e c e s i t a m o s  añ ad ir  al grafo inducido G
R
para tener una s o l u c i ó n  posibl e. Un sumando co nst ante 
es, obviamente, el coste de los arcos requeridos.
Las r e s t r i c c i o n e s  (1), una por cada vértice, o b l i ­
gan a que todo v é rt ic e de N sea simét rico en cual- 
quier soluci ón posibl e.
Las r e s t r i c c i o n e s  (2), cuyo númer o crece e x p o n e n ­
cialm ent e con el de c o m p o n e n t e s  en el grafo inducido por
los arcos de A en G , ob l i g a n  a que cu a l q u i e r  so lu ción 
R C
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p o s i b l e  c o n ect e todas las co mpo nen tes.
L l a m a r e m o s  a c o n j u n t o  de arcos de c o rte de
G , ya que, dada  una s u b f a m i l i a  V de F , si e l i m in amos
v X
todos los ar cos en el c o n ju nto c o r r e s p o n d i e n t e  a V^_, 
no es p o s i b l e  e n c o n t r a r  un camino en G desde un v é r t i ­
ce en N (V ) a otro en el com pl e m e n t a r i o ,  N(V ).
X  X
Si Ag = 0, la f o r m u l a c i ó n  del p r o b l e m a  se r e ­
duce a:
Mi n  /  . c . . (l + x . . )
< i f j U A R 1J 1J
s o m e t i d o  a :
/ ,  (l+x..)b.. = (l+x..)b.. VieN
I J  I J  Y  J 1  J 1  R
J J
x . . ^ 0 , entera, V(i,j)e A i j R
que es la p r o p u e s t a  por E d m o n d s  y J o h n s o n  [lO] para el
P r o b l e m a  del Ca r t e r o  Chino Di r i g i d o ,  como se vió en
la S e c c i ó n  I de esta memoria.
H a c i e n d o  r e f e r e n c i a  ex presa  a una com p o n e n t e  dada
C , las r e s t r i c c i o n e s  (2) del p r o b l e m a  (P) p u e d e n  es- 
o
cribirse como :
2  y. . *• i
U ’J )eKt ^  (2.a)
VKt“ 0 1 *eAS / ie N(Vt ), j eN( V t ), V c F  , Ct eV t 1
a ^
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yl Zj yij * 1
( Í - J )EKt (2.b )
VK
El p r o b l e m a  con f u n c i ó n  ob je tivo (0) y r e s t r i c ­
ciones (1), (2.a), (2.b) y (3) será de no tado po r P ( t a ).
D e b em os  compro ba r la e q u i v a l e n c i a  entre el c o n ­
junto de sol uc iones  p o s i b l e s  (circuito s diri gi dos) del 
DRPP  en el grafo si mpl i f i c a d o  G y el con ju nto de solu-
v
cion es po s i b l e s  del p r o b l e m a  (P) o, e q u i v a l e n t e m e n t e ,  de
P(t„), que son va lores en teros de las v a r i ables  x. . que 
“ i J
s a t i s f a c e n  (1), (2.a) y (2.b).
Este re su ltado se es t a b l e c e  en el siguien te  t e o ­
rema, en cuya d e m o s t r a c i ó n  u t i l i z a m o s  el lema que se 
e n unci a a con tin uación.
Lema :
En un grafo di ri gido y simé tr ico G = (N,A), sea 
S <=■ N c u a l q u i e r  s ub co njunto de v é r t i c e s  y G el s u b gr a-
O
fo i n d uc id o por  dichos vért ic es. El nú mero de arcos que
salen de G es igual al número de arcos que en tran a G .
S S
D e m o s t r a c i ó n :
De n o t a m o s  por d^(i) el grado de salida del v é r ­
tice i en el grafo G y por d^_(i) el grado de entrada. 
Por ser G simétrico, d^(i) = d^(i) VieN.
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En tonces, ^  d Q ^  = 2  d t ^  ^
i e S i e S
Ta mb ié n es cierto, par a c u a l quie r subc o n j u n t o  de
vé r tic es  en un grafo dirigido, que:
_  G _  G G • G
A  d S (i) = 2  d S (i) , siendo d S (i) y d S (i
1 o r—1 t t o
i e S i e S
los grados de entrada y salida, r e s p e c t i v a m e n t e ,  del
v ér tice i con respecto al subgrafo G .s
Pero d g S (i) = d^(i) - p , siendo p el número
i e S i e S
de arcos con vértice inicial en S y vértic e final en Sj
G
i e S i e S
q el número de arcos con vé rt ice  final en S y vé rtice 
ini cial en S .
Luego ^  d (i ) - P = 2  d (i) ” 3 y P or ( 1 ) : P =cl
i e S i e S
y, a n á l o g a m e n t e  d^ _ S (i) = d^_(i) - q , siendo
Teor ema  I I . 3 :
Toda so lución p o s ib le  del DRP P en el grafo G
v
p r o p o r c i o n a  una solución p o s ib le del p r o b l e m a  P ( t Q ) y 
re ciprocam ente.
Perno strac i ó n :
La d e m o s t r a c i ó n  de que las r e s t r i c c i o n e s  del p r o ­
bl em a P(t ) son ne c e s a r i a s  es sencilla, 
a
C o n s i d e r e m o s ,  en p r i m e r  lugar, una so l u c i ó n  p o s i ­
ble del DR P P  en el grafo G y el subgra fo sobre G indu-
C C
cido p or los arcos  en la solución.
V( i , j ) e A  , x . . = [ n ú m e r o  de a p a r i c i o n e s  del arco (i,
R ij l
en la soluc i ó n  posible^ -1
V ( i , j ) e A  , y. . = [ n ú m e r o  de a p a r i c i o n e s  del arco  (i,
S ij l
en la solució n p o s i b l e j
Va mo s a c o m p r o b a r  que estos va lores enter os de las 
v a r i a b l e s  . e y son po s i b l e s  para  el p r o b l e m a  P ( t a ).
En p r i m e r  lugar, estos va l o r e s  sati s f a c e n  la r e s ­
t r i c c i ó n  (1) VieN , ya que si 3ieN p ara el que la res-
R R
t r i c c i ó n  de tipo (1) c o r r e s p o n d i e n t e  no se satisface,  
este v é r t i c e  sería a s i m é t r i c o  en el subgraf o sobre G^ 
in ducid o p or  los arcos de la so l u c i ó n  posibl e, lo cual 
es a b s u r d o .
T a m b i é n  se c u mplen las r e s t r i c c i o n e s  de tipo (2.a)
y (2.b), ya que, dada la c o m p o n e n t e  C y una s u b f a m i l i a
V de F que c o n tiene a C , si la r e s t r i c c i ó n  c o r r e s p o n -  
t a
di ent e (la (2.a), por ejemplo) se incumple, i.e.
^  y. . = 0 , esto im pl ica que en la s o l ución po-
( i , j ) e K t 1J
sible en G e x i s t e n  dos conjun to s de vérti ces, N( V ) y 
C t
N(V^) de for ma que no existe n i n g ú n  camino entre un
v é r ti ce ieN(V^) y un vé rtice jeN(V^_), lo cual es abs urdo
ya que el c i r c u i t o  so lució n sobre G es un sub gr afo fuer
1/
te me nt e conexo.
La d e m o s t r a c i ó n  de que la so lu ción po s i b l e  en 
sa t i sface las r e s t r i c c i o n e s  (2.b) es análoga.
C o m p r o b a m o s  ahora que una so lu ci ón p o s ib le a (1), 
(2.a) y (2.b), j u nt o con la c o n d i c i ó n  de que las v a r i a -  
b l e s t o m e n  v a l o r e s  enteros, p r o p o r c i o n a  una so lución  p o ­
sible del D RP P en G .
C
C o n s i d e r e m o s  el su bgrafo sobre G induci do  por 
los arc os r e q u e r i d o s ,  tantas copias del arco (i»j)eA
R
como in dique la c o r r e s p o n d i e n t e  va riable  x _  y tantas 
a p a r i c i o n e s  del arco  (i,j)eA como indique la variab le  
a s o c i a d a  y^ . V a m o s  a c o m p r o b a r  que este subgr afo es 
una s o l u c i ó n  p o s i b l e  del DRPP en G , i.e., que re spec -
to a él los v é r t i c e s  son simétric os y que es f u e r t e m e n ­
te conex o .
La c o n d i c i ó n  de simetr ía  es inmediata, pues si un 
vé rt ic e del s u b g r a f o  fuera asi mé tr ico, no se cumplir ía  
la r e s t r i c c i ó n  de tipo (1) c o r r e s p o n d i e n t e  a dicho v é r ­
tice.
V a m o s  a c o m p r o b a r  que es f u e r t e m e n t e  conexo. La 
d e m o s t r a c i ó n  pr o c e d e ,  como en los casos ant er io res, por 
r e d u c c i ó n  al absurdo.
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Si el subgrafo no es f u e r tement e conexo, sean 
G las 1 c o m p o n e n t e s  sobre G^ fuer t e m e n t e  c o n e ­
xas y m a x i m a l e s  con res pe cto a esta propieda d.
C o n s i de remos la co mp onente, que den o t a m o s  por  G^ 
que incluye, total o p a r c i a l m e n t e ,  a la co m p o n e n t e  C
del grafo inducido G . En c u a l q u i e r  caso, p u e s t o  que se
R
cum plen las r e s t r i c c i o n e s  (2.a), e x i stirá  un arco, r e ­
que rid o o no, que sale de la com p o n e n t e  G^; den o t a m o s
este arco por (i ,j ), siendo i el vértice inicial, en
1 1  1
G • > y j^ e l vért ice  final en otra compon en te f u e r t e m e n t e
conexa G ..
J
(La d e m o s t r a c i ó n  es an á l o g a  en el caso de que e n ­
tre un arco, usando las r e s t r i c c i o n e s  (2.b)).
A p l i ca nd o el lema a la c o m p o n e n t e  G^ . , de ella d e ­
be salir otro arco, que r e p r e s e n t a r e m o s  por (jg»*1^), 
siendo el v é r ti ce  final del mismo, en otra c o m p o n e n ­
te f uert em ente conex a G, . Si G, = G., el subgrafo indu-
h h i
cido por los arcos en G . , los arcos en G . y los arcos
1 J
(i ,j ). ^ 2 * ^ 1 ^  eS ^u e r ^ e m e n ^ e conexo, en contra de
la s u p o si ci ón de que la comp o n e n t e  G^ , era m a x i m a l  r e s ­
pecto a la p r o p i e d a d  de fuerte conexión. Si G^ ¿ G ^ , 
como el número 1 de c o m p o n e n t e s  f u e r t e m e n t e  conexas es 
finito, en un nú mero  finito de etapas, v o l v e r í a m o s  a 
co necta r la c o m p on en te G. con la c o m p o n e n t e  G . , lo cual
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es a b s u r d o .
C o m e nt ar io I I . 1 :
El Teor ema I I . 3 est ab lece una c o r r e s p o n d e n c i a  uno
a uno entre las solucione s p o s i b l e s  del DRPP en G y las
solucione s p o s ible s del p r o b l e m a  P(t ).
La c o n v e n i e n c i a  de h a c e r  r e f e r e n c i a  e x p l íc ita a
una compon en te dada del grafo inducido G se verá en la
R
sección dedic ad a a estudia r las cotas in fe riores del 
DRPP .
I I . 2.2 Me jo res cotas i nfe ri ores para las v a r i a b l e s
Como señal amo s en la i n t r o d u c c i ó n  de esta memoria, 
las va ri ables que de f i n e n  el Pro b l e m a  del Cartero Rural 
como un pr o b l e m a  de P r o g r a m a c i ó n  Lineal Entera, están 
obli gadas  a tomar  los valores 0,1 y 0,1,2 en el caso de 
un grafo no dirigido.
En el caso de que el grafo original sea t o t a l m e n ­
te dirigido, las va r i a b l e s  x . . e y . ., d e f i n i d a s  en el
ij ij
apartad o anterior, ya no están r e s t r i n g i d a s  a t o ma r los
valores 0,1 y 0,1,2, r e s p e c t i v a m e n t e .  Sin embargo, para
ciertos vérti ce s ieN , p u e d e n  ob te nerse me j o r e s  cotas
R
inferiores para las var i a b l e s  x . . e y . . a s o c i a d a s  a los
ij
arcos, re querid os  y no requ er idos, i n c i de ntes con el 
vé rt ic e i. Las si guient es  p r o p o s i c i o n e s  p r o p o r c i o n a n
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estas cotas inf eriores.
Q
De n o t a r e m o s  por d^(i) el grado de salida del vér-
G
tice ieN en el grafo G, y p or d (i) el grado de entrada, 
R t
en G, del vértice ieN .
R
Pr o p o s i c i ó n  II.4 :
G 0
a) Para todo vé rtice ieN tal que d^ (i) = 1, es
R 0
decir, existe un ún ic o arco (i,j) que sale del 
vé rti ce i en el grafo G ^ : 
gr
x x d (i ) - 1 , si ( i , j ) eA
1J L K
g r
y íj ^ dt (i) ’ si (i>j)eAs
Gc
b) Para todo v é r t i c e  jeN tal que d (j) =1:
R t
G r
X ij ^ d 0 (j* } “ 1 ' SÍ (Í,J )eAR
Gr
y ij ^ d 0 (j) * Si ( i > j )eAs
D e m o s t r a d  ón :
La d e m o s t r a c i ó n  es sencilla, ya que para todo
vértice de N , el grado de en tr ada de dicho v é r ti ce debe 
K
ser igual a su grado de salida en c u a l q u i e r  so l u c i ó n  p o ­
sible, es decir, todo v é rti ce  de N debe ser simét ri co
R
en una solución.
P r o p o s i c i ó n  I I . 5 :
Para cua l q u i e r  c o m p o n e n t e  del grafo induci do
G tal que existe un único arco no req u e r i d o  que sale 
R
de ella , es decir, 3! (i,j)eA , ieC , j e ^ ,  t 4 1:
y. . ^ 1 en cualqu ie r so l u c i ó n  óptima, 
ij
A n á l o game nt e, y.. ^.1 si el arco (j,i)eA es
Ji S
el único arco que entra a la comp o n e n t e  .
D e m o s t r a c i ó n :
Si elimi na mos el arco (i,j)eA del grafo G , al-
S C
guna de las r e s t r i c c i o n e s  de tipo (2.a) se i n c u m p l i r í a 
y por lo tanto no p o d r í a m o s  e n c o n t r a r  un cir cu ito ó p t i ­
mo en G .
C
D e f i n i c i ó n  I I . 3 :
El arco (i,j)eA es un "arco c r í t i c o ” si le es
S
ap licab le  la p r o p o s i c i ó n  I I . 5.
Comentari o 1 1 . 2 :
Las p r o p o s i c i o n e s  II .4 y I I . 5, aunque sencillas, 
son imp ort an tes p u esto  que p e r m i t e n  ex p l o t a r  la e s t r u c ­
tura del grafo G , en orden a o b t ener  s ol uc iones p o si-
C
bles del DRPP y p u e d e n  p r o d u c i r  un nuevo grafo G' en 
el q u e :
(i) existen m e no s c o m p o n e n t e s  que en G , y por lo tanto
v
men os r e s t r i c c i o n e s  de tipo (2.a) y (2 . b ) , si e x i s ­
ten arcos críticos en G^. Ello es debid o a que cada
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arco crítico (i -í )eA ,ieC.,jeC., debe a p a r e c e r  al me
S i j
nos una vez (según la P r o p o s i c i ó n  I I . 5) en c u a l ­
quier solución, y, por lo tanto, pue de c o n s i d e r a r ­
se como requeri do. Los arcos re qu e r i d o s  en las c o m ­
p o n e n t e s  C. y C más el arco (i,j) indu cen una n u e ­
va c o m p on en te en G . Al s u b c o n j u n t o  de arcos re qu e-
v
ridos A se a ñ a d e n  todos los arcos crí ti cos y nue- 
R
vas va r i a b l e s  x_^. s u s t ituye n a las antiguas  v a ­
riables y. . a s o c i a d a s  a los arcos críticos. Un m is- 
ij
mo p r o c e s o  se aplica  a los arcos no r e q u e r i d o s
(i,j)eA para  los que se dan las c o n d i c i o n e s  esta- 
S
bl e c i d a s  en la P r o p o s i c i ó n  I I. 4.
(ii) existen menos v é r t i c e s  igN cuyo grado de en trada
sea di s t i n t o  del grado de salida, y por lo tanto se 
i n c um plen m e no s r e s t r i c c i o n e s  de tipo (1). Cuando 
se i n c o r p o r a n  al grafo G tantas copias del arco 
(i,j)eA como indique la cota i n f er io r o b t e n i d a  pa- 
ra la va r i a b l e  a s o c i a d a > y  ta ntas copias del arco 
( i ,j)eA (si le es a p l icable  la P r o p o s i c i ó n  I I.4) 
como ind ique la cota i n f er io r ob t e n i d a  par a la v a ­
riable c o r r e s p o n d i e n t e ,  el v é r tic e ieNR , que era
a s i m é t r i c o  en G , es ahora sim étrico.
C
Los s i g u ie ntes ej emplos  i l u st ran la a p l i c a c i ó n  
de las P r o p o s i c i o n e s  I I . 4 y I I . 5 al grafo G .
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Ejemplo 1 :
A p l i c a m o s  las P r o p o s i c i o n e s  II.4 y I I . 5 al grafo
s i m p l i f i c a d o  G de la Figura 3.
Por la P r o p o s i c i ó n  I I . 4, y ^ 1, y el arco (3,1
3 , 1
p a s a r á  a ser r equer id o, y x 1
5 ,6
Por la P r o p o s i c i ó n  I I . 5, y >, 1 , y el arco crí-
7,11
tico (7,11) p a s a r á  t a m b i é n  a ser requerido.
En al g u n o s  casos, ciertas ap ar i c i o n e s  o r e p e t i c i o ­
nes de arcos p r o v o c a n ,  a su vez, otras, como se ilustra 
en el s i g u i e n t e  ejemplo.
E j e m p l o  2 :
C o n s i d e r e m o s  los arcos de la Fi gur a 4.a como una 
parte de un ciert o grafo s i m p lificad o G . Una pr i m e r a
L/
a p l i c a c i ó n  de la P r o p o s i c i ó n  II.4 p r o p o r c i o n a  las si­
g u i entes cotas infe ri ores: x >. 1 , x ^ 1, x ^-2,
1,2 2,3 3,4
y^ „ :> 1 , x >, 3. El r e s u ltado  se m u e s t r a  en la Figu- 
‘'5,7 6,8
ra 4.b, per o en ella ve mos que alg unas de estas cotas 
i nf e r i o r e s  p u e d e n  m e j o r a r s e .  Por ejemplo, si en c u a l ­
qui er s o l u c i ó n  p o s i b l e  del DRPP sobre G el grad o de sa- 
lida del v é r t i c e  2 debe ser, coma  mínimo, 3, para  que en 
la s o l u c i ó n  p o s i b l e  dic ho  vérti ce  sea simétrico, el arco 
(1,2), el ú n i c o  que le entra, debe repetirse , por lo m e ­
nos, 2 veces, i.e., x V 2 ,  y, a n á l o gamente , x >.3,
1 y 2 2,3
lo cual obliga, a su vez, a que x ^ 4 .  Ninguna repe
1 , 2
tición más puede producirse ahora y la Figura 4.c mués 
tra la parte resultante del nuevo grafo G', que se de- 
finirá en la Tranformación 3.
Figura 4 : Aplicación de las proposiciones.
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D e s c r i b i m o s  a c o n t i n u a c i ó n  el últim o eslabón de 
la cadena de t r a n s f o r m a c i o n e s  que nos ha conducido, h a s ­
ta este momento, del grafo original G al grafo s i m p l i f i ­
cado G . Sobre el nuevo grafo G' ofrecemos la fo rmul a-
c c
ción final del Proble ma  del Cartero Rural D i r igido como
un p r o b l e m a  de P r o g r a m a c i ó n  Lineal Entera.
Tr a n s f o r m a c i ó n  3 : El grafo G^
El nuevo grafo G ' = (N , A ' U A ') se obtiene a 
6 C R R S
pa rt ir del grafo G^, como c o n s e c u e n c i a  di recta de la 
a p l i c a c i ó n  de las P r o p o s i c i o n e s  II.4 y I I . 5. Como hemos 
señalado en el c om entari o II.2(i), ciertos arcos de A
S
pa sa n a ser requeridos; si, además, añadi mos a G^ t a n ­
tas copias del arco (i,j)eA como indique la cota infe-
R
rior obtenida  para la var ia ble a s o c i a d a j y  tantas copias
del arco (i,j)eA (si se dan las con di ci ones de la Pro-
p o s i c i ó n  II.4) como indique la cota inf er ior pa r a  la
varia bl e c o r r e s p o n d i e n t e  men os una, este es el nuevo
conjunto de arcos re querido s A', que contiene al origi -
R
nal A . La c a r d i nalid ad  del con junto  de arcos no reque- 
R
ridos A disminuye, y el nuevo con ju nto es d e n ot ado por
u
V
Por constr ucc ión, los con jun to s de soluci ones p o ­
sibles del DRPP en G y en G' sigue n siendo iguales.
1/ 1/
Denotamos por r. . el número de veces que se repi­
te el arco (i,j)eA# en el nuevo grafo G'.
R C
arcos de
 ► —  arcos de A'
S
Figura 5 :
El grafo G' obtenido a partir del grafo simpli- 
C
ficado G ^ . Las lineas punteadas corresponden a los ar­
cos añadidos a A . El arco (7,11), el único que sale de
R
la segunda componente, es arco crítico, y, por lo tan­
to, el número de componentes de G' inducidas por los ar-
1/
eos de A' es ahora 2.
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D e f i n i e n d o  unas nuevas var i a b l e s  x ' . como
ij
x' . = x. . - r. el p r o b l e m a  P(t ) puede r e f o r m u l a r s e ,
1J 1J a
s us t i t u y e n d o  x. . por x' . + r. y. . por y' ., A por A'
* ij iJ iJ ij 1J R R
y A por A', c o m o :
S S
Mi n ]  /  . c . .x' . + / .  c . . y ' . + S. c . . (1 + r . . ) ] (0')
\i - - x a ' 13 i • ■* A ' /• m  * * 10 ij 1'(i.j)eA ( i ,j)eAs (i,j )eAR
somet ido  a las re st ricciones:
y ]  ( d + r . .) + x: . ) b : . + 2  y : . E : . =
 ^ v ij ij/ ij 7  ij ij
d f Vi eN ( i')
___ i R
2  ( ( i + r ..) + x #..)b:. + ¿ j  y
ji ji/ ji Y  J1 J1J J
^  y íj * 1 i
( i , j ) eK t ( (2 .a")
V K t = ((i.j)eA' / í c n ( V ' ),j e N ( V ^ ) , C' eV', V ' c F ’ |
S  y í . ^ 1
(i,j)eK J I ( 2 . b")
V K t = 1 ( i , j ) A' / i e N ( V ' ) , j e N ( V ' ) , C' e V ' , V '<= F' |
X íj ^ ° en tera V( i , j ) e A r
y'. >, 0 entera V(i,j)eA'
1J S
(3')
N ot emo s que el sumando consta nt e en (0') es m a y o r  o 
igual que el c o r r e s p o n d i e n t e  en (0). Las m a t r i c e s  de a d ­
y a c e n c i a  B'y B' se d e f i n e n  de forma anál oga a B y B. FX 
den ota la fami lia  de las comp onentes , no n e c e s a r i a m e n t e
fue rteme nt e conexas, inducidas  en G' por los a r c os de A'.
c R
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La nueva comp onent e C' es igual a la compone nt e C en
a ta
(salvo los arcos repetidos), si ésta no era incide nte
con n i n g ú n  arco crítico en G ; en caso contrario, la
C
co mp onente C' es la in d u c i d a  en G' por los arcos de C
t a C ta
y los de todas las c o m p o n e n t e s  unidas a ella por arcos 
críticos de G , junto con dichos arcos críticos y las 
r e p e t ic iones ori ginad as  como c o n s e c u e n c i a  de la P r o p o s i ­
ción 1 1 . 4 .
De bemos  seña lar  t a m b i é n  que las v a r i able s x' . e
ij
y' . son de nuevo v a r i a b l e s  con una cota in fer ior de 
ij
cero .
El p r o b l e m a  d e f i n i d o  por la f u nc ión ob je tivo (0') 
y el conjunto de r e s t r i c c i o n e s  (1'), (2.a'), (2.b') y (3')
será de no ta do por P (t„).r a
P r o p o s i c i ó n  I I . 6 :
En p r e s e n c i a  de las r e s t r i c c i o n e s  (1'), las r e s ­
t r i c ci on es de tipo (2.a') o las r e s t r i c c i o n e s  de tipo 
(2.b') son redundan tes .
D e m o s t r a c i ó n :
La d e m o s t r a c i ó n  es la m i sma que la u t i l i z a d a  en 
el Teor ema I I . 3 para  c o m p r o b a r  la sufi c i e n c i a  de las 
re s t r i c c i o n e s  de tipo (1), (2.a) y (2.b) para  p r o d u c i r
una so lución p o s ib le del D RP P sobre el grafo G . Que
. L
dic ha sol u c i ó n  p o s ible era un subgrafo sobre G simé-
L/
trico y f u e r t e m e n t e  conexo, se d e m o s t r a b a  u t i l i z a n d o  
ú n i c a m e n t e  las restr i c c i o n e s  de tipo (1) y (2.a) (o 
b i e n  las de tipo (2.b)).
C o m e n t a r i o  I I.3 :
La c o r r e s p o n d e n c i a  uno a uno entre las s o l u c i o ­
nes p o s i b l e s  del DRPP  en G ' y las sol uci ones p o s i b l e s  de
P (t ) se pue de esta b l e c e r  de forma to t a l m e n t e  an álog a 
R
al T e o r e m a  I I . 3, pero dado que no es mas ^ue una
r e f o r m u l a c i ó n  de P ( t a ) y la c o n s t r u c c i ó n  de G' expl ic a-
v
da en la T r a n s f o r m a c i ó n  3, di ch a c o r r e s p o n d e n c i a  es 
e v i d e n t e .
C o n c l u i m o s  esta se cc ión con una v a l o r a c i ó n  de las
d i s t i n t a s  t r a n s f o r m a c i o n e s  y f o r m u l a c i o n e s  del P r o bl ema
del Ca r t e r o  Rural Dirigido. La T r a n s f o r m a c i ó n  1 tiene la
v e n t a j a  de p o d e r  re ferir las co nd i c i o n e s  de simetr ía a
los v é r t i c e s  de N , y no a los n v é r tic es  del grafo ori-
R
ginal G; asimismo, las c o n d i c i o n e s  de c o n ex ión se r e f i e ­
ren a las k c o m p on en tes del grafo inducido G . Si den o-
tamos p or  n el número de vé r t i c e s  de N , el nú mer o de 
R R
arcos no req u e r i d o s  en G es n (n -1). En la Tra n s f o r -
C R R
m a c i ó n  2, el número  de arcos no re qu e r i d o s  del grafo G
L
disminuye , m i e n t r a s  que el número de r e s t r i c c i o n e s  de 
c o n e x i ó n  de tipo (2) o de tipo (2.a) y (2 . b ) del pro-  
b l e m a  P ( t Q ) es 2 - 2. La ú l ti ma t r a n s f o r m a c i ó n  p e r m i ­
te reducir el nú mero de r e s t r i c c i o n e s  de conexión, ya
que por cada arco crítico d e t e c t a d o  en se el im i n a n  
k-1
2 re s t r i c c i o n e s  de tipo (2.a) y (2.b).
S E C C I O N  III 
SOLUCIONES POSIBLES. COTA SUPERIOR
P r e s e n t a m o s  en esta S e cc ió n un al goritmo  h e u r í s ­
tico e f i c iente que ha sido d e s a r r o l l a d o  para ob ten er  
s o l u c i o n e s  po s i b l e s  del Problema del Cartero Rural Diri 
gido . El a l g ori tm o se bas a  en la d e t e r m i n a c i ó n  de una 
a r b o r e s c e n c i a  ge n e r a d o r a  de m í n i m o  peso, (SSA) (r e m i t i ­
mos a la i n t r o d u c c i ó n  de esta m e m o r i a  para su d e f i n i c i ó n  
ciertas p r o p i e d a d e s  que u t i l i z a m o s  y refe r e n c i a  a un a l ­
go r i t m o  p o l i n o m i a l ,  debido a E d m o n d s , que la determina), 
sobre un grafo c o n d en sa do y en la r e s o l u c i ó n  de un p r o ­
b l e m a  de flujo de coste mínimo.
La sol uc ión p o s ib le  obtenid a es s us ce ptible  de 
ser m e j o r a d a  y ha sido u t i l i z a d a  como cota superior  i n i ­
cial en el p r o c e d i m i e n t o  de branch and bound (ver S e c ­
ción V de esta memoria) empleado para d e t e r m i n a r  la so ­
lución óptima del DRPP.
Los re sultad os  c o m p u t a c i o n a l e s  de ésta cota su ­
p e r i o r  se c o m en ta n con d e t al le en la Se cción  vi. Baste 
señalar aquí que en 10 del total de 22 pr o b l e m a s  de test, 
esta cota p r o p o r c i o n ó  la so lu ción óptima. En prome dio , 
el v a l o r  de la so luc ió n p o s ibl e o b t enid a por este p r o c e ­
d i m i e n t o  h e u r í s t i c o  está a un 1.4 % del val or  de la s o ­
lución óptima.
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III.l SOLUCIONES POSIBLES PARA EL DRPP
III. 1.1 El grafo condens ad o 6 ,^
Como hemos señalado, el p r o c e d i m i e n t o  h e u r í s t i c o  
que d e s a r r o l l a m o s  en esta Se c c i ó n  d e t e r m i n a  una a r b o r e s ­
cencia g e n e rado ra  de m í n i m o  peso (SSA) sobre un cierto 
grafo, que d e n ot am os por 6 = (Ñ , X).
v
Este grafo 6 es una condensación del grafo
O
G * = (N , A' U A') de finido en la T r a n s f o r m a c i ó n  3 de la 
C R R S
S e c ción II, en el sentido de que:
(1) un vértice  ieÑ c o r r es po nde a una co mp o n e n t e
c; de G' 
i C y
(2) un arco (i,j)eX existe si, y solamente si,hay
un arco (i',j')eA' con i'eC' y j'eC'. El eos-
S i J
te del arco (i,j) en 6 es: c . . = mi n J c . , . ,
c 1J i-ce: 1 J
r -cÍ
La Figura 1 re p r e s e n t a  el grafo con d e n s a d o  6 correspon-c
diente al grafo G' de la Figura 5 de la Se c c i ó n  II.
C
gr—r ~0
Figura 1: El grafo co nd e n s a d o  6 .
c
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I I I . 1.2 El p r o b l e m a  de la a r b o r e s c e n c i a  g e n e r a d o r a  de 
m í n i m o  p e s o  (SSA).
C o n s i d e r e m o s  Ñ = {l ,2, ...,k} , es decir, en el
grafo e x i s t e n  k compo ne nt es, i n d u c i d a s  por los arcos
de A' , no n e c e s a r i a m e n t e  f u e r t e m e n t e  c o n e x a s , y  sea t 
R 1J a
un v é r t i c e  dado del grafo c o n d e n s a d o  6 .
C
A p l i c a n d o  el a l g orit mo  de E d m o n d s  de scr i t o  en la 
i n t r o d u c c i ó n  de esta memoria, d e t e r m i n a m o s  la a r b o r e s c e n ­
cia g e n e r a d o r a  de m í n i m o  peso del grafo G , con raíz en
v
el v é r t i c e  t . D e n o t a m o s  por í la s o l u c i ó n  de dicha  
a t
a
a r b o r e s c e n c i a  de G y sea T el c o n ju nt o de arcos del
a
grafo G^ c o r r e s p o n d i e n t e s  a los arcos de de 2^.
I I I . 1.3 El p r o b l e m a  de flujo de coste mí ni mo.
Una vez d e t e r m i n a d o  el conjunt o de arcos
t a
a ,
de la SSA, d e n o t a m o s  por N el co nj unto de vé r t i c e s
R
de G' p a r a  los que D(i) = d,( i ) - d (i) 4- 0 , donde
C t o
d (i) y d (i) rep rese ntan, r e s p e c t i v a m e n t e ,  el grado 
t o
de e n t r a d a  y de sa lida del vé rt ice i, pero ca l c u l a d o s
con re s p e c t o  a los arcos de A' U T . C o n s i d e r a m o s  
r R t
a
ahora el grafo co m p l e t o  G d e f in ido en la T r a n s f o r m a -
t a
ción 1 de la S e c c i ó n  II, y d e n o t a m o s  por <N > el sub-
R
t a
gra fo de G i n d uc ido por el conjunto de v é r t i c e s  N ,
C R
t a -
i.e. <N > es el subgra fo de G cuyo c o n j u n t o  de ver- 
R C
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tices es N y cuyos arcos son todos los caminos mas 
R
cortos d i r ig id os entre dichas vértices.
■ta
Sobre <N > r esolve mo s un p r o b l e m a  de flujo de 
R
coste m í n i m o  en el que:
a) Todos los v é r tices  con D ( i ) < 0  son sumideros  con 
d e m an da  igual a -D(i).
b) Todos los v é r ti ces con D (i )>0 son fuen tes con o f e r ­
ta i g u a 1 a D (i ).
c) Las c apa ci dades de todos los arcos son infinito.
Este p r o b l e m a  de flujos, con varias fuentes y su­
mid ero s, puede r e d u cir se  a un p r o b l e m a  de flujo de coste
m í nimo  entre una sola fuente y un solo sumidero, añ a d i e n -
t a
do al conjun to dos vé r t i c e s  más, f y s , que l l a ­
ma r e m o s  s upe rf uente y s u p e r s u m i d e r o , r e s p e c t iv amente .
E xis te t a m bi én un arco, de coste cero, desde f 
a cada fuente, con ca pacid ad  igual a la oferta de dic ha 
fuente y un arco de cada sumidero a s, t a m b i é n  de coste 
cero, y con cap aci da d igual a la d e m a n d a  del sumidero 
c or re sp o n d i e n t e .
Puest o que las cap acid ad es, ofertas y dem a n d a s  
son va lor es  enteros, la so l u c i ó n  ta m b i é n  lo será.
El si gui ent e ej emplo ilus tra la r e s o l u c i ó n  del 
p r o b l e m a  de flujos sobre el s u b gr af o <N^> c o r r e s p o n -  
di ent e al grafo G' de la Figura 5 de la S e cc ión II.
v
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Ejemplo 1
El único arco de la arborescencia con raíz en la
componente 1 (ver Figura 1) corresponde al arco (3,8)
del grafo G'. Los vértices de N asimétricos con res- 
C R
pecto a A' U [(3,8)] son 3, 5, 8, 10 y 11. El problema de
R
flujos tiene como fuentes los vértices 8 y 11, con ofer­
tas de 1 y 2 , respectivamente, y como sumideros, los vér­
tices 3, 5 y 10, todos ellos con demanda 1.
La Figura 2 representa gráficamente este problema, 
después de añadir la superfuente y el supersumidero. Los 
números sobre cada arco corresponden a (capacidad, coste)
3
f
/  I CP ) L-—
00
10
Figura 2: El problema de flujo de mínimo coste.
Si f (i ,j ) representa el número de unidades de flujo a 
través del arco (i,j) en la solución óptima del problema 
de flujo de coste mínimo, para el problema representado 
en la Figura 2 tenemos: f (8, 10) = 1, f(ll,3) = 1  y
f ( 11 , 5 ) = 1.
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I I I . 1.4 La so lu ción pos ib le obtenida  por el p r o c e d i m i e n ­
to h e u r í s t i c o .
M a n t e n i e n d o  la n o t a c i ó n  f(i,j) para r e p r e s e n ­
tar el nú mer o de un i d a d e s  de flujo que r e c or ren el arco 
(i,j), como se definió en el Ej em pl o 1 anterior, d e n o t a ­
mos por F el conjun to  de arcos formado por tantas  co­
pias del arco (i,j) como indique f(i,j). A ñ a d i e n d o  el 
conjunto de arcos F al grafo G' , de fi ni do en la 
T r a n s f o r m a c i ó n  3 de la S e cción  II, el p r o c e d i m i e n t o  h e u ­
rístico d e s cr it o p r o p o r c i o n a  una solución p o si bl e del 
P r o b l e m a  del Cartero Rural D i r i g i d o  como se d e m u e s t r a  en 
el siguiente  Teorema.
Teorema I I I .1
La u n i ó n  de los conj un tos de arcos A ' , T y F
R t a
p r o duce una soluci ón  posible  del DRPP.
D e m o s t r a c i ó n :
Comp r o b a m o s  que los arcos en estos con ju ntos sa ­
t i s f a c e n  las r e s t r i c c i o n e s  (1^ ) y (2.a') del p r o b l e m a  li­
neal entero as ociado  a , que de f i n i m o s  en la S e c ­
ción II como t ) . (Por la P r o p o s i c i ó n  2.6, las res-
R a
fri c c i o n e s  de tipo (2.b*) son redunda nt es). R e s p e c t o  a los
arcos de A' U T, , los únicos vé rtice s a s i m é t r i c o s  son 
R t
° t ex
los del conjunto N (ver I I I . 1.3); pu es t o  que el flujo
R
óptimo sa tis fac e todas las ofertas y dem andas, al añadir
los arcos del con jun to F, todos los vér t i c e s  del subgra
fo inducido p o r  los arcos A' U T U F son s imét ri cos
a
i.e., se cu m p l e n  las re str i c c i o n e s  (1') VieN .
R
Las r e s t r i c c i o n e s  (2.a') se cu mp le n gr aci as a
los arcos de T , ya que c u a l q u i e r  conjun to  de corte
a
del tipo d e f i n i d o  en dichas r e s t r i c c i o n e s  co nt iene al
menos un arco de la a r b o r e s c e n c i a  g e n e r a d o r a  de m í n i m o
peso  con raíz en la com ponente  C' . Como vimos en la
a
i n t r o d u c c i ó n  de esta memoria, desde la com p o n e n t e  C'
a
existe un camino  di rig ido a c u a l q u i e r  otra co mp o n e n t e  C 
de G' , lo que j u s tifi ca  la a n t e r i o r  afi rmac ió n.
v
La Figur a 3 p r e s e n t a  la so lución  p o s i b l e  del DRPP o b t e ­
nida por  el h e u r í s t i c o  c o r r e s p o n d i e n t e  al grafo G' de 
la S e c c i ó n  II, Fi gura 5.
Los arcos de F lo son del grafo com pleto G . En
C
el caso de la Fig ur a 3, algunos de estos arcos fueron  
s i m p l i f i c a d o s  en la T r a n s f o r m a c i ó n  2 de la S e c ción II. 
El arco (8,10) de F co rrespon de a los arcos (8,9) y 
(9,10) de G ' • asimismo, el arco (11,5) cor r e s p o n d e  en
L/
G' a los arcos (11,4) y (4,5).
L/
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—  • - —  • —  arcos de T
1
 «►- arcos de F
Figura 3 : Una solución posible sobre el
grafo G ' de la Sección II,
ü
Figura 5.
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II1.2 LA COTA SUPERIOR
Como hemos señ al ado en la i n t r o d u c c i ó n  de esta 
Sección, el a l g o r i t m o  h e u r í s t i c o  d e s c r i t o  en I I I . 1 ha 
sido u t i l i z a d o  p ara d e t e r m i n a r  la cota super io r inicial 
del p r o c e d i m i e n t o  de branch and bound d e s a r r o l l a d o  par a 
re s o l v e r  ó p t i m a m e n t e  el D R P P .
Puesto  que el h e u r í s t i c o  c o n s t r u i d o  en I I I . 1 lo 
ha sido toma ndo un v é r t i c e  fijo t eÑ del grafo c o n d e n ­
sado 6 , es decir, una c om po nente dada del grafo G',
C C
tomando, suce si v a m e n t e ,  como raíz cada una de las k c o m ­
p o n e n t e s  d i f e r e n t e s  de G' y apl i c a n d o  el p r o c e d i m i e n t o  
h eu rí stico,  po d e m o s  p r o d u c i r  k s o l u ciones  p o s i b l e s  del 
DRPP (no siempre tod as d if er entes).  Como cota s u p erior  
inicial del p r o c e d i m i e n t o  de branch and bound eli gi mos 
la m e j o r  s o l uc ión de entre ellas, es decir, el cir cuito 
so luc i ó n  de m e n o r  coste.
Co nt i n u a n d o  con el m i smo grafo G' que nos ha 
servido de ej emplo en esta Sección, la Fi gu ra 4 r e p r e ­
senta la s o l uc ió n p o s i b l e  del DRPP sobre G' c o r r e s ­
p o n d i e n t e  a la otra p o s i b l e  a r b o r e s c e n c i a  g e n e r a d o r a  de 
m í n i m o  peso sobre 5 (aquella que tiene como raíz la 
s eg und a componen te).
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Como en la so lu ci ó n  p o s i b l e  de la Fig ur a 3, el 
arco (3,5) de F c o r r es p on d e  en G' al camino cuyos arco
v
son (3,1), (1,2), (2,4) y (4,5). El coste del c ir c u i t o
s o l u c i ó n  r e p r e s e n t a d o  en la Fig ur a  4 es dos un id a d e s  m e ­
nor que el c o r r e s p o n d i e n t e  a la F ig ura  3. La cota s u p e ­
rior es, pues, la r e p r e s e n t a d a  en la Fig ura  4.
7
    arcos de T
  arcos de F
Fig ur a  4 : C ir c ui t o  c o r r e s p o n d i e n t e  a la cota
s u p e r i o r .
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II1.3 MEJORAS EN LAS SOLUCIONES POSIBLES
La solución po sible o b t en ida por  el p r o c e d i m i e n t o  
h e u r í s t i c o  de scrito en I I I . 1, y en p a r t i c u l a r  la cota su ­
p e r i o r  inicial de III.2, es s u s c e p t i b l e  de ser m e j o r a d a  
en muc ho s p r o b l e m a s  c onsider an do el si gu iente p r o c e d i ­
m i e n t o  :
Dad o el conjunto de arcos A' U T U F que pro -
R a
p o r c i o n a  la solució n po si ble del DRPP a p a r t i r  de una
c o m p o n e n t e  dada, C' de G' , tomada  como raíz (ver Teo-
‘'a ^
rema I I I . 1), sean (i,j)eT y (j,l)eF dos arcos tales que
a
al ser e l i m i n a d o s  del conjunto de arcos A ' U T U F y
R t a
s u s t i t u i d o s  por el arco (i,l) del con ju nto de arcos de G'
R
h a c e n  que el grafo resultante, induc id o por el co nj unto 
de arcos:
A' U T U F U | (i , 1 )) - l(i,j) . (j,l)|
a
siga siendo fue rt em ente conexo. Este grafo r es ul tante 
p r o d u c e  otra solució n posibl e del DRPP sobre G' , ya que,
L/
ad emás de ser fu er temente  conexo, los v é r tices  con t i n ú a n
siendo simé tricos  (los grados de en tr ad a y de salida de
los v é r t i c e s  i y 1 son los mismosi m i e n t r a s  que, para el
v é r t i c e  j, los grados de salida y de e n t rad a disminuy en,
cada uno de ellos, en una unidad).
Si además c . < c . . + c._ , el coste de la solu-
il ij J 1
ción p o si ble resu lt ante es e s t r i c t a m e n t e  m e no r que el de 
la so lu ción po si bl e prim itiva.
Este p r o c e d i m i e n t o  ha sido codific ado y aplicado 
a la cota superi or inicial del branch and bound. D e t e r m i ­
na todas las p o s ibles c o m b i naci on es de arcos de la a r b o ­
r e s c en ci a (T ) y arcos del flujo (F), c o m p r obando  si 
a
p u e d e n  ser mej or ados.  En 11 del total de 22 pr o b l e m a s  de 
test r e c ogid os  en la Se cción VI de esta memori a, la co ­
ta sup er ior inicial pudo ser mejorada; en 4 de estos ca ­
sos, la m e j o r a  p r o p o r c i o n ó  la so lució n óptima del p r o ­
blema. El siguiente  ejemplo m u e s t r a  un caso donde esta 
m e j o r a  es posible.
Ej e mpl o 2
La Figura 5 re prese nta, sobre un cierto grafo G' 
la cota su pe rior ob tenida por el p r o c e d i m i e n t o  h e u r í s t i ­
co de sc rito en I I I . 1. Los arcos del con junto  F han sido 
de s c o m p u e s t o s  en los c o r r e s p o n d i e n t e s  arcos de G'.
La cota su pe ri or se obtiene a p a r t i r  de una SSA 
con raíz en la segunda c o m p o n e n t e , y = | (10,11),(16,5) } 
los arcos de F son (5,4), (5,6) y (9,6); el arco (5,6)
aparece en la figura d e s c o m p u e s t o  en el camino diri gi do  
(5,4), (4,2), (2,3) y (3,6). La m e j o r a  se consigue sus-
92
t i t u y e n d o  los arcos (16,5) y (5,4) por el arco (16,4). 
La reducción de dos u n i d a de s  en el coste p r o p o r c i o n a  la
so l u c i ó n  óp t im a  del DRPP sobre el grafo G' de la
C
Fi gu r a  5 .
—  • --  arcos de T   ,
t„   arcos de A
a S
-------- arcos de F  ^  arcos de
Fi gur a 5 : C i rc u i to  c o r r e s p o n d i e n t e  a la cota
su pe r i o r  mejor ada .
Co nclui mo s esta Se c c i ó n  con una bre ve v a l o r a ­
ción del p r o c e d i m i e n t o  h e u r í s t i c o  para la o b t e n c i ó n  de 
s o l u c i o n e s  po sible s y la m e j o r a  de éstas. C o m p u t a c i o n a l  
mente, el p r o c e s o  de obt e n c i ó n  de la cota s u p erior i n i ­
cial m e j o r a d a  parece costoso, ya que implica la d e t e r ­
m i n a c i ó n  de k a r b o r e s c e n c i a s  g e n e r a d o r a s  de m í n i m o  p e ­
so y la r e s o l u c i ó n  de los c o r r e s p o n d i e n t e s  k p r o b l e m a s  
de flujo de coste mínimo* sin embargo, este núme r o  es ■ 
m uy  p e q u e ñ o  en c o m p a r a c i ó n  con el número total de SSA 
c a l c u l a d a s  en el árbol de b ú s q u e d a  (como se ña l a r e m o s  en 
la S e c c i ó n  siguiente, la cota i n f erior en cada nudo del 
árbol i m p l i c a  la r e s o l u c i ó n  de una SSA) y el nú me ro t o ­
tal de p r o b l e m a s  de flujo de coste m í n i m o  a resolver; 
ex is te n además  a l g o ri tm os e f i c ien te s para la r e s o l u c i ó n  
de estos dos pr o b l e m a s  y la e x p e r i e n c i a  com pu t a c i o n a l  
d e m u e s t r a  (como ya hemos indica do y d e s a r r o l l a r e m o s  con 
detalle en la Secc ión VI) que la cota superior a la so ­
lución ó p t i m a  del DRPP  obteni da  por el p r o c e d i m i e n t o  
desc ri to  en esta Se cc ió n es muy buena.
S E C C I O N  I V 
COTAS INFERIORES DEL DRPP
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Pr es e n t a m o s  en esta S e c ci ón  un estudio de las p o ­
sibles re la j a c i o n e s  del P r o blema del Cartero Rural D i r i ­
gido, según la úl tima f o r m u l a c i ó n  de éste como un p r o b l e ­
ma de P r o g r a m a c i ó n  Lineal E n te ra  (ver S e c ción II).
D e s c r i b i m o s  en detalle la r e l a j a c i ó n  que ha sido 
u t i l i z a d a  como cota inferior, en el p r o c e d i m i e n t o  de 
branch and bound p r e s e n t a d o  en la S e c ción  V, al v a lo r 
de la soluc ió n óptima del DRPP.
Di cha cota infer ior se basa en la r e l a j a c i ó n  La- 
g r a n g i a n a  de las r e s t r ic ci ones de simetría  (las d e n o t a ­
das como (1') en la f o r m u l a c i ó n  del p r o b l e m a  P (ta ) , de- 
finid o en la Secc ió n II) y en la r e s o l u c i ó n  de una a r b o ­
re s c e n c i a  ge ne r a d o r a  de mí ni mo peso (SSA) sobre el grafo 
co nd e n s a d o  G , de finido en la S e c ci ón III.
O
La cota inferio r r e s u lt ante puede ser m e j o r a d a  
i n t r o d u c i e n d o  restr i c c i o n e s  que eran r ed undant es  en la 
f o r m u l a c i ó n  original.
El mé tod o del subg ra diente (ver la i n t r o d u c c i ó n  
de esta mem or ia ), ut i l i z a d o  g e n e r a l m e n t e  para opt i m i z a r  
el p r o b l e m a  relajado, ha sido susti tu ido por p r o c e d i ­
m i e n t o s  h e u r í sticos , uno de ellos iterativo, para la o b ­
t e n c i ó n  de buenos m u l t i p l i c a d o r e s .  Una d e s c r i p c i ó n  d e ­
ta llada  y j u s t i f i c a c i ó n  de los m i s m o s  aparece al final
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de esta Sección.
Ci e rta s ve n t a j a s  de cálcul o de los p r o c e d i m i e n t o s  
h e u r í s t i c o s  apl icado s,  en p a r t i c u l a r  la p o s i b i l i d a d  de 
d e t e r m i n a r  f á c i l m e n t e  cotas s u p e rior es  e inferiores  al 
i n c r em en to e x p e r i m e n t a d o  en la cota in fe rior del DRPP 
en el p r o c e s o  de ramifica ci ón, se v e r á n  en la Se cci ón  V 
de esta memori a.
Los r e s u l t a d o s  c o m p u t a c i o n a l e s  de la cota i n f e ­
rior c o n s t r u i d a  en esta S e c ción se c o m e n t a r á n  con d e t a ­
lle en la S e c c i ó n  VI.
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I V . l  POSIBLES RELAJACIONES DEL DRPP
I V . 1.1 La r e l a j a c i ó n  lineal
C onsid er emos el pr ob lema P ("t ) d e f in id o al final
R u
de la Se cción  II. Por la P r o p o s i c i ó n  I I . 6, las r e s t r i c ­
ciones de P (t ) pu eden reduc irse a las den o t a d a s  p o r :
R
(1') co n d i c i ó n  de simetría de los vé r t i c e s  requeridos, 
(2.a') una de las condiciones de cone x i ó n , y  
(3') c on di ciones de integralid ad  para  las v a r iable s 
del problema.
La p r i m e r a  relajación, obvia, con siste  en e l i m i ­
nar las r e s t r i c c i o n e s  (3'). D e n o t a m o s  p or  pR ^ a  ^ e l p r o ­
b l e m a  con fu nció n objetivo (0') y r e s t r i c c i o n e s  (1') y 
(2.a'). Esta es la rela jac ión lineal usual, cuya r e s o l u ­
ción ó p tima  propo rciona, como es b i e n  sabido, una cota 
in f e r i o r  al valor óptimo de ^in embargo, el p r o ­
bl e m a  P D (ta ) no ofrece ninguna ventaj a, en el sentido 
que la es t r u c t u r a  del pr obl e m a  sigue sin ser f á c i lm en te 
m a n e j a b l e  y el alg orit mo  del si mpl ex u t i l i z a d o  se d e ­
m u e s t r a  m u cho  más costoso, c o m p u t a c i o n a l m e n t e , que la 
cota in f e r i o r  que ofrecemos en esta Sección.
Este res ultado concuerda con la ex pe r i e n c i a  o b ­
ten ida en el caso del Cartero Rural par a un grafo no 
di r i g i d o ,  p r e s en ta da en [8], donde, inclus o en p r o b l e m a s
p e q u e ñ o s ,  el v a lor  óptimo del p r o b l e m a  lineal c o r r e s p o n ­
d i e n t e  quedaba muy alej ado del v a lor p r o p o r c i o n a d o  por 
la cota inferior obtenida u t i l i z a n d o  la r e í a j a c i ó n  La- 
g r a n g i a n a .
De bemos  me nc ionar, fi nalmente,  el e x c e lente  t r a ­
b a j o  que sobre el Pr ob le ma del Agent e Vi ajer o as i m é t r i c o  
p r e s e n t a n  Balas y Ch ri s t o f i d e s  en [1]. Como señal amos en 
la i n t r o d u c c i ó n  de esta memoria,  nu estro p r o b l e m a  es un 
caso más general que el del agente v i a jer o (TSP) a s i m é ­
tr ic o y, en el articulo  antes m e n c i o n a d o ,  los autore s 
u t i l i z a n ,  en lugar de la r e l a j a c i ó n  lineal, m é t o d o s  La- 
g r a n g i a n o s  que d e n o m i n a n  "r estringi dos".
Por lo anterior, no es a c o n s e j a b l e  la u t i l i z a c i ó n
de P (ta ) para la o b t e n c i ó n  de cotas infer io res del DRPP 
R
I V . 1.2 R e l a j a c i o n e s  L a g r a n g i a n a s  del DRPP
Para el p r o b l e m a  PR (ta ), de f i n i d o  en la Se cción 
II p or la función objetivo (0') y las r e s t r i c c i o n e s  (1'), 
(2.a') y (3'), dos son las p o s i b l e s  r e l a j a c i o n e s  L a g r a n ­
gianas .
Va mo s a d e s c r i b i r l a s  b r e v e m e n t e  se ñal and o las ven
tajas e i n c o n v e n i e n t e s  que ofrecen. La p r i m e r a  de ellas,
que p r o p o r c i o n a  el p r o b l e m a  relajad o de notado  por
P (u,t ) será exp ues ta con d e t al le en I V . 2, ya que ha 
R "
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sido u t i lizad a como cota inf erior en el p r o c e d i m i e n t o  de 
branch and bound descrito en la Se c c i ó n  V.
P r i m e r a  R e l a j a c i ó n  L a g r a n g i a n a :
Se obtiene relajando, de for ma lagr angiana, las 
re s t r i c c i o n e s  de simetría  (1') • La úni ca co n d i c i ó n  e x i g i ­
da, además de la de i n t e g r a l i d a d  de las vari ables , es 
pues la de conexión, ex p r e s a d a  po r las r e s t r i c c i o n e s  de 
tipo (2.a"). Se rel aja n tantas r e s t r i c c i o n e s  como v é r t i ­
ces "requer id os" (es decir, v é r tices i nc id entes con al
me no s un arco de A' en el grafo G' d e f inido en la Tr ans -
R C
f o r m a c i ó n  3 de la Sección II), con la v e n t a j a  de que
e x i sten ya más vértic es  de G' s i m é tr ic os re specto de los
C
arcos de A' como co ns e c u e n c i a  de la a p l i c a c i ó n  a G de 
R r C
las p r o p o s i c i o n e s  II.4 y I I . 5. Además, el p r o b l e m a  es 
separable en un pr o b l e m a  par a las v a r i a b l e s  x' ., a s o c i a ­
das a arcos re queridos y otro p r o b l e m a  con v a r i ab le s 
y ¿ j » ambos pro b l e m a s  son muy sen ci ll os de r e s o l v e r  ó p ­
timamente,  dada una cierta c o m p on en te "raíz" C' y un 
v e c t o r  de m u l t i p l i c a d o r e s  u, uno por cada r e s t r i c c i ó n  de 
tipo (1') . El número de r e s t r i c c i o n e s  de tipo (2.a') crece 
e x p o n e n c i a l m e n t e  con el de c o mp onente s,  no n e c e s a r i a m e n ­
te f u e r t e m e n t e  conexas, induci da s por  los arcos de A'
R
sobre el grafo G', pero c o n s e r v a n  una est r u c t u r a  muy
C
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s e n ci lla (que corre sponderá, como v e r emos en I V . 2, a una 
a b o r e s c e n c i a  gen e r a d o r a  de m í ni mo peso en el grafo con- 
d e n sa do  G d e f in ido en la Se cció n III). En los pr o b l e m a s  
de test, que fi guran en la Se c c i ó n  VI de esta memori a, y 
que h a n  p o d i d o  ser resueltos óp ti m a m e n t e  por el a l g o r i t ­
mo p r o p u e s t o  en un tiempo de c o m p u t a c i ó n  razonable, el 
nú mero de r e s t r i c c i o n e s  de tipo (2.a') no es muy elevado. 
R e m i t i m o s  a I V.2 para una d e s c r i p c i ó n  más d e t a l l a d a  de 
esta rel aj ac ió n.
Se gunda R e l a j a c i ó n  L a g r a n g i a n a :
Se ob tiene a p a r t i r  de P (t ) re l a j a n d o  lagran-
R
gi a n a m e n t e  las r estric ci ones (2.a'). El p r o b l e m a  r e s u l ­
tante, que de n o t a m o s  por P „ ( X , t 0 ), es:
R
Min c . .x ' . + ^  c . .y ? . + c • • (1 + r ■ • ) +
, . A , ij ij , . *TT , ij ij / • • \  ^ 1JU , j ) e A R (i ,j )eA ( i , j ) eA
IKTI
2  h  i1- E  j }
t=l (i,j)eK J
t
Suj'eto a las restr icciones:
S  f( 1 + r - )+x: 1 b: + 2  y- • •
J J
7 1  f(1 + r . . )+x ' . 1 b ' . + y  y '. b ' .
. I ji Jij Ji ^  Ji ji
VieN ( 1')
R
x íj ^ ° V ^i,J ^ eAR » y £ j ^ 0 v (i»j)eA' y entera s (3') 
X ^ 0 Vt
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N o t a c i ó n  I V . 1 :
Por KT repr es entamos  el c o n junto cuyos elementos  
son todos los conjuntos de arcos de corte, K^_, y por IKTI 
el número de elementos  de K T . La c a r d i n a l i d a d  de K T , y 
por lo tanto el número de r e s t r ic ci ones de tipo ( 2 .a') es 
(2 -1), siendo k el número de com pone ntes, no n e c e s a ­
ria men te f u e r t ement e conexas, inducidas  sobre G' por losC
arcos de A ' .R
D e n o t a m o s  por I el conjun to de arcos no r e q u e r i ­
dos del grafo G' que son inc identes con vértic es de una
m i s m a  c om po ne nte de G', inducida por arcos de A', i.e.:
C R
I = í(i »j )e A ' : li ; i ,j eC ' I ; e n t o n c e s , .estos arcos
L S a
no i n t e r v i e n e n  en las restriccion es de tipo ( 2 .a').
L l a m ar em os a los arcos de A '-I arcos no r e q u e r i ­
dos de conexión.
Entonces, de acuerdo con la e x p r e s i ó n  de la f u n ­
ción objetivo de coste de cada arco de A '-I
está m o d i f i c a d o  por tantos m u l t i p l i c a d o r e s  X^ _ como c o n ­
ju nto s de arcos de corte K^ _ c o n t i e n e n  a dicho arco no 
r e q u e r i d o  de conexión.
Dada una cierta componente C' de G ', tomada como 
"raíz" y dado un vector de m u l t i p l i c a d o r e s  X no negativo, 
la si g u i e n t e  p r o p o sici ón  determi na  los va lo res  óptimos
de las variables x'. e y', del p r o b l e m a  P (x,t ).
ij ij R a
Pr o p o s i c i ó n  I V . 1 :
La a s i g n a c i ó n  óptima de valores a las variab les
x' . e y', del probl em a (X ,t „ ) , dados X y t es: 
i j  i j  R a a
x'. = f(i,j) si el arco (i,j)eA* 
ij R
yT . = f(i,j) si el arco (i.j)eA'
donde f(i,j) r e p r es enta el número de u n i d a d e s  de flujo
que r e c o r r e n  al arco (i,j).
Dem os trac i ó n :
Puesto que la única r e s t r i c c i ó n  del p r o b l e m a  re 
lajado es que los vértices requerid os sean simétricos, 
en el caso de que todos los costes m o d i f i c a d o s  de los 
arcos no requ e r i d o s  de conexión sean no negativos, cal 
culamos, p a r a  cada vértice i requerido, D(i), definido 
corno :
D ( i ) = d^_(i) - ú Q (i) , siendo
d^_(i) = grado de entrada del vé rti ce i en el grafo
G' con respecto a los arcos de A'.
C r R
dg(i) = grado de salida del vértice i en el grafo
G' con respecto a los arcos de A'.
C ^ R
Sea N el conjunto de vér ti ces de G' tales que 
ta C
D (i ) ¿ 0.
R
Sobre el grafo <N > inducido por dichos verti­
da
ces en G r esolvem os  un problem a de flujo de coste 
G
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m í n i m o  (ver Se cci ón I I I . 1.3 para d e f i n i c i ó n  de fuentes, 
su mideras y c ap ac idades de los arcos).
D e s c o m p o n i e n d o  los arcos de u t i l i z a d o s  por el 
flujo óptimo en los c o r r e s p o n d i e n t e s  arcos de G ', la
L*
a s i g n a c i ó n :
x'. = f(i,j) si el arco (i,j) p e r t e n e c e  a A'
1J R
y' . = f(i,j) si el arco (i,j) p e r t e n e c e  a A'
1J s
sa tisface las r e st riccion es  (1') de P (X , t ) con el m í n i -
R
mo c o s t e .
En el caso de que e x i s t a n  arcos no re qu eridos de 
c o n e x i ó n  cuyo coste m o d i f i c a d o  sea neg ativo, el a l g o r i t ­
mo de flujo de coste mínimo pu ede apl icarse, c o n s i d e r a n ­
do que la ca p a c i d a d  del arco (i,j) es ÜB , siendo este 
v a l o r  una cota sup er ior al v a lo r de la va r i a b l e  as o c i a d a 
c o r r e s p o n d i e n t e  y^ . (un ejemplo de cota su pe rior se p r e ­
sentará al final de esta Sección).
La r e s o l u c i ó n  del p r o b l e m a  de flujo de coste m í ­
nimo , para u n a  "raíz" dada y unos m u l t i p l i c a d o r e s  X no 
ne gat ivos, puede p r o d u c i r  s o l u ci ones p o s i b l e s  de 
como señala mo s en las p r o p i e d a d e s  de la R e l a j a c i ó n  L a ­
g r a n g i a n a  p r e s e n t a d a s  en la S e c c i ó n  i n t r o d u c t o r i a  de 
esta memoria; ésto ocurrirá cuando los arcos no r e q u e ­
ridos de c o n e x i ó n  u t i l iza do s por el flujo óptimo h a g a n
que se sati sf agan todas las r e s t r i c c i o n e s  (2.a'). Sin e m ­
barg o, en p r o b l e m a s  reales, g e n e r a l m e n t e  el coste o r i g i ­
nal de dichos arcos de co nexió n es m a y o r  que el coste 
de los arcos req ue ri dos y se t e nderá  a s i m e t r i z a r  los 
v é r t i c e s  u t i l i z a n d o  éstos últimos.
Como hemos visto, la r e s o l u c i ó n  del p r o b l e m a
P (X,t ), dad a una c.omponente C' y un conjun to de m u l -  
R ° a
t i p l i c a d o r e s  x, implica la r e s o l u c i ó n  de un p r o b l e m a  de 
flujo de coste mínimo, que es c o m p u t a c i o n a l m e n t e  más c o s ­
toso que la d e t e r m i n a c i ó n  de una a r b o r e s c e n c i a  g e n e r a d o ­
ra de m í ni mo peso (SSA).
El nú mero de r e s t r i c c i o n e s  rela ja das crece e x p o ­
ne ncia l m e n t e ,  con lo que, para p r o b l e m a s  grandes, la c o ­
ta infe rior a la solució n óptima del DRPP  obten id a por 
esta segunda R e l a j a c i ó n  L a g r a n g i a n a  será, g enera lm ente,  
men os  po t e n t e  que la p r o p o r c i o n a d a  por la primera.
La p r i m e r a  R e l a j a c i ó n  L agrang ia na, además de p r o ­
p o r c i o n a r  p r o b l e m a s  sep arab le s y más sencillos, como v e ­
remos en I V . 2, facili ta  la e l a b o r a c i ó n  de crite rios de 
r a m i f i c a c i ó n  en el p r o ce so de branch and bound , como se 
ex p l i c a r á  en la Se cción  V. R e s t r i c c i o n e s  r ed un dantes
p u e d e n  i ncorp or arse a la fu nci ón  objet i v o  de P (u,t ) y
R
son del m i smo  tipo que las que a p a r e c e n  en la fu nc ió n 
ob je ti vo de (como v e r em os en I V . 3 son las r e s ­
t r i c c i o n e s  de tipo (2.b')), con la ve ntaja de que no es 
n e c e s a r i o  calcula r todos los m u l t i p l i c a d o r e s  c o r r e s ­
p o n d i e n t e s  a todos los po s i b l e s  conjun tos de arcos de 
corte K^_, como ocurre en la Segu nda R e l a j a c i ó n  L a g r a n ­
giana, sino que p u e d e n  ca lc ularse  uno tras otro, c o n ­
forme se d e t e c t a n  r e s t r i c c i o n e s  incumplidas.
I V , 2 COTA INFERIOR A PARTIR DE LA SSA
C o n s i de remos el p r o b l e m a  P (t ) y el p r o b l e m a  re-
R
lajado obtenido a p a r t i r  de él, que de n o t a m o s  por
P (u,ta ), en el que:
R
a) se han eli mi nado las r e s t r i c c i o n e s  (2.b') por ser 
redundantes , según la P r o p o s i c i ó n  I I . 6
b) las r e s t r i c c i o n e s  de simetrí a (1') han sido r e l a ­
jadas, de forma L agrang ia na, usando m u l t i p l i c a d o ­
res u. a s o c iados a los v é r ti ces ieN .
i R
Su f o r m u l a c i ó n  es, pues:
M i n  ). c . . x ? . + /.  c . . y ' . + / .  c . . ( 1 + r . .
t - ’ \ XJ XJ XJ XJ / • a ' XJ XJ(i,j)eA (i,j)cA (i,j)eAR
-  S  u  f ( i + r . . )  + .1 b :.  + V  y ; . C ; . -
l IJ IjJ IJ IJ IJ
<
ieN 
R
- 3 ]  [(1 + r . . ) + x '. 1 b ' . - Y  y'.b' 1
i 1 J i  J i J j i  J i  J i J
J J
Sometido a las r e s t r i c c i o n e s
(2.a'), (3') y u. no r estr in gido, ieN (4)i R
R e e s c r i b i e n d o  la f u nc ión objetivo, el p r o b l e m a  relaja do
P (u,t ) puede f o r m ular se  como:
R
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Mi n y , x ' . ( c . .+u ,-u. ) + /  y T . ( c . . + u .- u . ) +
(i,j)eA' 1J ^  J 1 (i.flcA; ^  ^  J 1
+ c..(l + r..) + u . (d (i ) - d (i ))
M  A' XJ XJ M 1 t 0(i»j)eAR ieNR
Sometido a las re str ic ciones:
2  yíj * 1
( Í - J )eKt (2.a)
VK t = |( i, j)eA ' / i c N ( V ' ) ,  jcN(V'), C' eV ' , V¿=F'j
x'. >, 0 entera V(i,j)eA'
ij R
y' . > 0 entera V(i,j)eA'
ij " S
(30
u. no r e s t r ingido  VieNR (4)
donde d^(i) y d^(i) r e p r e s e n t a n  los grados de en trada  y
de salida, r e s p e c ti va mente, del v é r tice ieN en el grafo
R
G' per o sólo con respe ct o a los arcos de A r  .
C o m e n t a r i o  I V . 2 :
Como hemos señalado  en I V . 1.2, esta r e l a j a c i ó n  de 
PR (ta ) tiene la v e n taja de que, dado un v e ct or  a r b i t r a ­
rio de m u l t i p l i c a d o r e s  u, la r e s o l u c i ó n  de P R (u,ta ) p u e ­
de e f e c tua rs e en dos etapas, m i n i m i z a n d o  un p r o b l e m a  en
el que sólo int e r v i e n e n  las v a r i a b l e s  x' ., asoc ia das a
ij
los arcos req ue rido s de (denota re mos este p r o b l e m a
por P (u , ta /x ) )f y , por otro lado, m i n i m i z a n d o  un p r o ble-
ma en el que sólo a p a r e c e n  va r i a b l e s  y' ., a s o c ia da s a
1J
los arcos A' de G' (este p r o b l e m a  será d e n ot ad o por
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PR (u,ta / y ) ) .
El Pr o b l e m a  P „ ( u , t M /x) es el d e f i n i d o  por _ _ _ _ _ _ _ _ _
M i n  / ,  xT .(c .. + u. - u.)
(i,t>eA' ^  ^  J 1
P ^ ( u , t a / x ) ^  someti do a la r e s t r i c c i ó n
x'. 0 , entera, V(i,j)eA'
i j R
El P r o b l e m a  P (u,t„./y) es el d e f i n i d o  por --------------- R---- u—*—
Min x ,  y ' . ( c . . + u . - u . )  
sometido a las r e s t r i c c i o n e s
<  ¿  *íj » 1
v Kt= |(i,j)eA' / ieN(V'), jcN(V'), C' tV', V'cF'l
y' >, 0 , entera v ( i , j ) eA'
(2.a)
v
I V . 2.1 La so luci ón  de P„(u,t„)
R
La sol uc ión óptima de P (u,t ), dada una componen-
R
te C' del subgra fo in duc ido sobre G' por los arcos de 
t a C
A' y un v e c t o r  de m u l t i p l i c a d o r e s  u, aso c i a d o s  a los vér- 
R
tices reque ridos , se obt iene d e t e r m i n a n d o  la a s i g n a c i ó n
óptima de valores a las v a r i a b l e s  x 1 . . e y ' ., i.e., re-
s o l v i e n d o  ó pti ma mente los s u b p r o b l e m a s  P (u,ta /x) y
R
pR (u »ta/y ) •
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Las sig uientes p r o p o s i c i o n e s  d e t e r m i n a n  la a s i g ­
n a c i ó n  de va lores  óptimos a las variabl es.
P r o p o s i c i ó n  IV.2 :
La a s i g n a c i ó n  óptima de v a l or es a las va r i a b l e s
de P (u,t /x) viene dada por*.
R
x' . = 0 si c.. + u . - u .  >, 0 
1J 1J J 1
x' . = UB„ en caso co nt rario 
ij 1
donde UB^ es una cota superi or  al valor de las varia bles.
D e m o s t r a c i ó n : Es obvia
P r o p o s i c i ó n  I V . 3 :
La a s i g n a c i ó n  óptima de va lo re s a las va r i a b l e s
de P (u,t /y) es la siguiente:
R
a) y'. = 1 si el arco (i,j)eA' está en T
IJ S t0
y ' . = 0 en caso contr ario
si los costes m o d i f i c a d o s  (c..+u.-u.) de todos los ar-
ij J 1
eos (i,j) p e r t e n e c i e n t e s  a A' son no neg a t i v o s
S
b) y'. = UB V ( i , j ) e A ' I c..+u.-u. 0
ij 2 J S I  ij j i
siendo UB^ una cota superio r al valor de las v a r i a b l e s
y',., = 1 para todo arco (i', j')eA' as o c i a d o  a un  arco
i j S
(i,j)eX para el que c^ > 0, si el arco (i,j)
pe r t e n e c e  a ¥
11
y' . = 0 en otro caso 
iJ
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D e m o s t r a c  i ó n :
N o t e m o s  que las r e s t r i c c i o n e s  (2. a') ob l i g a n  a la
e x i s t e n c i a  de un camino dir i g i d o  desde la compone nt e
"raíz" C' a cada una de las res t a n t e s  c o m p o ne ntes in-
duc idas sobre G' por los arcos de A'.
C r R
D i s t i n g u i r e m o s  dos casos:
Caso a :
Los costes m o d i f i c a d o s  (c. ,+u.-u. ) de todos los
ij J 1
arcos (i,j) p e r t e n e c i e n t e s  a A' son no neg ati vos.
S
En este caso, como se ñal amos en la i n t r o d u c c i ó n
de esta m e m o r i a ,  P (u,ta /y) c o r r e s p o n d e  a la f o r mula -
ción, como  un p r o b l e m a  de P r o g r a m a c i ó n  Lineal Entera, 
del p r o b l e m a  de la a r b o r e s c e n c i a  g e n e r a d o r a  de m í nim o 
peso (SSA) con raíz en la c o m p onen te  C' .
Co n s i d e r e m o s  el grafo c o n d e n s a d o  8 , d e f in ido en
I I I . 1.1; cal cu lamos sobre él la a r b o r e s c e n c i a  g e n e r a d o ­
ra de m í n i m o  peso con raíz en el v é r t i c e  t a y sea ¥
la s o l u c i ó n  de dicha a r b o r e s c e n c i a  en 6 . D e n o t a m o s  por
C
T el co n j u n t o  de arcos del grafo G' c o r r e s p o n d i e n t e s  
a c
a los a r c o s  de f de 6 .
t a c
E n  este caso, la a s i g n a c i ó n :
y' . = 1 si el arco (i,j)eA' esta en T 
ij S t 0
y'. = 0 en caso cont rario 
p r o p o r c i o n a  el valor óptimo de P (u ,t a / y ) .
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Caso b :
Los costes m o d i f i c a d o s  (c. .+u.-u. ) de a l g unos ar-
ij J i
eos (i,j) p e r t e n e c i e n t e s  a A' son neg ati vos.
u
En este caso, en la soluci ón  óptima de P _ ( u , t a /y)
se debe cump lir
(1) y ' . = UB V (i ,j )eA' I c . .+u .-u. £ 0 
ij 2 S I ij j i
siendo UB^ una cota s u p erior al valor de las 
v a r i a b l e s  .
C o n s i d e r e m o s  de nuevo el grafo c o n d ens ad o 
G = (K,A), defin id o en I I I . 1.1, pero, en este caso, con 
un a p e q u e ñ a  modif i c a c i ó n :
d e n o t a n d o  po r c . . el coste de un arco de A, ha c e m o s  
c. . = 0 si m in  f c.,.,1 < 0
1J i e c :  1 l j J
j -cí
donde c r e p r e s e n t a  el coste m o d i f i c a d o  por los m u l t i -  
p l i c a d o r e s  c o r r e s p o n d i e n t e s  (recordemo s que, o r i g i n a l m e n ­
te, el coste del arco (i,j)eA era siempre mi n  £ } )
i'eC' ^
i
jeC'.
J
Con estos costes c. c a l c ulamos  en G la arbo-
ij c
r e s c e n c i a  g e n e r a d o r a  de m í n i m o  peso con raíz en el v é r ­
tice t ; como antes, T r e p r e s e n t a  la so l u c i ó n  en G y 
o t0 C
T el con ju nto de arcos del grafo G ' c o r r e s p o n d i e n t e s  
a C
a los arc os de T, de G .
t Ca
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si y , c .. = o ,
u . j u r  1J
la a n t e r i o r  asig nac ión, (1), de v a l o r e s  a las va r i a b l e s
y', p r o duce la so lució n ó/ptima del p r o b l e m a  P (u,t0 / y ) , 
1J R
ya que los arcos c o r r e s p o n d i e n t e s  a estas v a r i a b l e s  s a ­
t i s f a c e n  todas las r e s t r icci on es (2.a").
Si y. c. . > 0  , h a c e r  y',., = 1 par a  todo
(i, j ) e T t ij ij
a
arco (i%j')eA' as ociado a un arco (i, j)eA par a el que
c . . > 0 ,  si'el arco (i,j) p e r t e n e c e  a T .
1J
E s t a  asi gn ación , junto con (1) p r o p o r c i o n a ,  en
este caso, el v a lo r óptimo de P ( u , t  /y).
K
E s to s resulta dos, tenie nd o en cuenta que el p r o ­
b l e m a  P ^ ( u , t Q ) es "separable", se r e s u m e n  en el s i g u i e n ­
te teorema.
T e o r e m a  I V . 4 :
D a d a  una com ponente C' del sub gr af o ind uc ido so-
ta
bre G' p o r  los arcos de A' y un v e c t o r  de m u l t i p l i c a d o r e s  
C R
u, a s o c i a d o s  a los vértices  requ er idos, la so lución ó p t i ­
ma de P (u,t ) se obtiene asi g n a n d o  a las v a r i a b l e s  x' .
R « i j
e y' los valo res dados en las P r o p o s i c i o n e s  I V . 2 y 
IV. 3 .
I V . 3 MEJORAS DE LA COTA INFERIOR
La cota inf er ior al val or óptimo de P (ta ) obte-
nida en I V . 2 es susce pt ible de ser mejorada.
Una p r i m e r a  m e j o r a  se obti ene c o n s i d e r a n d o  que la
r e s o l u c i ó n  óptim a de P (u,t ), dado un v e ct or de m u l t i -
R u
p l i c a d o r e s  u y una cierta c o m p onent e C' implica la de-
a
t e r m i n a c i ó n  de una a r b o r e s c e n c i a  g e n e r a d o r a  de m í nimo
peso con "raíz" en la c ompone nt e C' (ver Te orema I V . 4
a
y P r o p o s i c i ó n  I V . 3).
N o t a c i ó n  I V . 3 :
V (PR (u,ta )) r e p r e s e n t a  el val or óptimo del p ro-
*  5b 5b
b l e m a  P (u,t ), dado u y C' . R e p r e s e n t a m o s  por (i,j ) 
R a
el arco de A'-I, en G' . (ver N o t a c i ó n  I V . 1), de me no r 
S C 1
£  5b
coste tal que su vértice final j c C ' , y por c . . el cos-
t i ja °
te de dicho arco, m o d i f i c a d o  por los c o r r e s p o n d i e n t e s  
m u l t i p l i c a d o r e s .
P r o p o s i c i ó n  I V . 5:
es una cota inf erior al v a l o r  óptimo de P (t ).
r R a
D e m o s t r a c i ó n :
Si los costes m o d i f i c a d o s  de todos los arcos no 
r e q u e r i d o s  de con ex ió n son no ne gativos, la sol uc ión ó p ­
tima del su bprob lema P_(u,t /y) es una a r b o r e s c e n c i a
R
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g e n e r a d o r a  de m í n i m o  peso (SSA) con raíz en la c o m p o ­
nente C^ _ (ver P r o p o s i c i ó n  I V . 3, Caso a). Por lo tanto, 
a
re s p e c t o  de ella, el grado del vértice ta es cero, como 
ya señ ala mo s en la d e f i n i c i ó n  p r e s e n t a d a  en la i n t r o ­
d u c c i ó n  de esta memoria. Como, en c u a l quier  solución p o ­
sible, a la c ompo ne nte C^ debe "ent ra rle" al men os un
a
arco de A'-I (por las r e s t r i c c i o n e s  de tipo ( 2 . b') ) , el 
S
*coste de ese arco no puede ser m e n o r  que c. ..
ij
La m e j o r a  que acabamos de d e s c r i b i r  está g e n e r a l ­
men te d o m i n a d a  por la que vamos a ex pon er a cont inuación.
La se gunda m e j o r a  se obti ene  c o n s i d e r a n d o  las 
r e s t r i c c i o n e s  (2.b'). Notemos que estas res tric cione s,  
que eran r e d u n d a n t e s  en p r e s e n c i a  de las de simetría, 
d e n o t a d a s  p o r  (1'), ya no lo son cuando éstas últimas  h an  
sido re la jad as. Por lo tanto, las r e s t r i c c i o n e s  de tipo
(2.b') p u e d e n  ser inc orpo radas a P (u,t ), de forma La-
R ®
g ra ngi ana , para aumentar el va lor de la cota inferior.
Como señalamos al final de I V . 1, los m u l t i p l i c a ­
dores a s o c i a d o s  a las r e s t r i c c i o n e s  (2.b') no nec e s i t a n 
ser c a l c u l a d o s  conjunta me nte, sino que p u e d e n  ser c a l ­
culados, y aña di dos a la fu n c i ó n  o b j etivo de P (u,t ),
R ®
a m e d i d a  que van siendo d e t e c t a d a s  r e s t r i c c i o n e s  de t i ­
po (2.b') incumpl idas.
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Si una  r e s t ri cción t del tipo:
y' . ^ 1
(i,j)eK
(2  . b')
VKt = {(i.j)eA' / ieN(V'), jeN(V^), C' eV', V'cF' J
que se incumple, puede ser det e c t a d a  en la so l u c i ó n  al
p r o b l e m a  P (u,ta /y), esta rest r i c c i ó n  puede relajarse,
R a
u t i l i z a n d o  un m u l t i p l i c a d o r  X^ _ aso ci ad o a ella,y a ñ a d i r ­
se a la f u n c i ó n  objetiv o de P ( u , ta ) .
La r e s t r i c c i ó n  relajada se añade a la fu nci ón  o b ­
j e tivo  como +X (1 - ^  y*.)» con X :>. 0, como ya
U , j ) e K t 1J *
vimos, de una forma totalme nte  an áloga  a como ap arece en
la f u n c i ó n  ob je tivo del pro bl ema P (X , ta ) d e f inid o en 
I V . 1.2. El m u l t i p l i c a d o r  X^ _ asociado a la r e s t r i c c i ó n  
d i s m i n u y e  los costes (inicialmente no negativos) de t o ­
dos los arcos del co rr espondi en te con junto  de arcos de
corte .
La sig uiente p r o p o s i c i ó n  señala unas r e s t r i c c i o ­
nes de tipo (2.b') que no son sati sf echas por la s o l u ­
ción ó p t i m a  del su bproble ma P (u ,t / y ).
R
P r o p o s i c i ó n  IV .6 :
Cad a  arco en la a r b o r e s c e n c i a  g e n e r a d o r a  de m í n i ­
mo peso (SSA) que pr odu ce la sol uc ión óp ti ma del s u b p r o ­
ble ma  P (u,ta /y) prop o r c i o n a  una r e s t r i c c i ó n  t del tipo 
R
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(2.b') que no es sa tisfecha por dicha s o l uc ión óptima.
Dem os tr aci ó n :
Sea T el conjunto de arcos en la a r b o r e s c e n c i a  
a
g e n e r a d o r a  de míni m o  peso (SSA) sobre 2 , con raíz en
C
el vért ice tQ , y sea (i,j) un arco c u a l q u i e r a  de .
a
Den o t a m o s  por R (j ) el conjunto de v é r t i c e  de N
que son alca n z a b l e s  desde j, u t i l i z a n d o  arcos de T .
a
Ev i d e n t e m e n t e ,  t t R(j), ya que su grado de entrada
respecto a los arcos de T es cero.
Cons i d e r a n d o  la s ubfami li a de F , que d e n o ta mos
por V', forma da por las co mp o n e n t e s  sobre G' c o r r e s p o n -  
t C
dientes  a los vér ti ces de R(j), co mp r o b a m o s  que para el 
conju nt o de arcos de corte de f i n i d o  por:
K / í c n (v '), jeN(v;>, c ;  « v ; , v;cF }
la co r r e s p o n d i e n t e  re st r i c c i ó n  de tipo (2.b')
^  y'. >, 1 se incumple, i.e.: y'.. = 0.
( i , j ) e K t 1J ( i , j ) e K t 1J
De ac uerdo con la P r o p o s i c i ó n  I V. 3 que d e t e r m i n a
la a s i g n a c i ó n  óptima de va lo re s a las v a r i a b l e s  del sub-
pr o b l e m a  P (u,t /y), de be mos c o m p r o b a r  que no existe,
K
pues, ni ng ún arco de ¥ con v é r tice inicial en R(j) y
a
vértice final en R(j). Pero esto es obvio, ya que la 
ex i s t e n c i a  de un arco (l,m) con leR(j) y meR(j) i m p l i ­
caría que meR(j), en contra de la hip ótes is .
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Co m e n t a r i o  IV .4 :
C o n s i d e r á b a m o s  en la p r i m e r a  m e j o r a  de la cota
fe
inferior, la a d i ci ón  a V (P (u,t„)) del coste, c. ., del
u R ° ij
arco más p e q u e ñ o  que entra en la c o m p onent e "raíz" C' .
a
No t e m o s  que ésto co rr e s p o n d e  a un cierto conjunt o de
arcos de corte K^ _ de tipo (2.b') (aquél en el que
= C^ ); el v a lo r del m u l t i p l i c a d o r  c o r r e s p o n d i e n t e  
a
X (ver I V . 5) co incidir á con c. .. D e b emo s señalar, fi- 
t ij
k — 1
na lm en te , que de los 2 - 1 cortes c o r r e s p o n d i e n t e s
a las r e s t r i c c i o n e s  de tipo (2.b'), al gu nas  de las c u a ­
les p u e d e n  satis facer se , k-1 se in c u m p l e n  n e c e s a r i a m e n ­
te por la P r o p o s i c i ó n  I V . 6. R e m i t i m o s  a I V . 5,para un 
estu dio  más d e t a l l a d o j y  a la S e c ci ón  V donde s e ñ a l a r e ­
mos su i n c i d e n c i a  en la e s t r a t e g i a  de ram ific ac ión.
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I V . 4 PROCEDIMIENTO GENERAL
El p r o c e d i m i e n t o  de scrito  en I V . 2 para o b t e n e r
una cota in f e r i o r  al valor óptimo del p r o b l e m a  P (t ),
R ®
de f i n i d o  al final de la Se cción  II, y las m e j o r a s  p o s i ­
bles de d i c h a  cota inferior, ex pl i c a d a s  en I V . 3, lo han 
sido si em pre refer id as a una raíz dada t del grafo con- 
de n s a d o  G (una com pon en te dada inducid a sobre G' porc c
el co njunto  de arcos r eq ue ridos A').
R
E x p o n e m o s  a c o n t i n u a c i ó n  el p r o c e d i m i e n t o  gen era l 
de o b t e n c i ó n  de la cota inferio r al valor óptimo del 
P r o b l e m a  del Ca rt ero Rural D i r i g i d o  (DRPP). La cota in ­
ferior o b t e n i d a  por  dicho p r o c e d i m i e n t o  ha sido u t i l i ­
zada en el p r o c e s o  de branch and b ound , des c r i t o  en la 
Se c c i ó n  V de esta mem or ia, c o n s tru id o para ob t e n e r  la 
s o l u c i ó n  ópti m a  del DRPP.
El p r o c e d i m i e n t o  general es, e s q u e m á t i c a m e n t e ,  ? 
el s i g u i e n t e :
STEP 0 : Ini c i a l i z a c i ó n .  Dado el conju nt o de v é r t i c e s  
del grafo c ondens ad o 5 , Ñ= l , 2 , .. .,k , tom ar
t0 = i.
STEP 1 : E n c o n t r a r  los valores óp timos de los m u l t i p l i c a ­
dores de forma que se m a x i m i c e  el valo r
- V (P (u,t„))« el v a l o r  óptimo  del p r o b l e m a  P (u,t ). 
R R ot
STEP 2 : A pa rtir  de la solució n del s ubpro bl ema
PR (u,ta /y) obt enido  en el STEP 1, c o m puta r los 
val ores de los m u l t i p l i c a d o r e s  X^ _ (ver P r o p o s i ­
ción I V . 6) y a ñ a d irl os  a la f u n ción objetiv o
de P_(u , t ) .R a
Vo l v e r  al STEP 1 si es necesari o.
STEP 3: Si t = k » STOP - - - - - - - - - -  a
Si no, h a ce r t = t + 1  e ir al STEP 1. a a
C o m e n t a r i o  I V . 5 :
El Teorema IV.4 ind ic aba el v a l o r  óptimo, d e n o ­
tado p or V (P (u,t )), del p r o b l e m a  P (u,t ), dad os t 
U R oí R ®
y u. Para d e t e r m i n a r  V(P (u,t )), STEP 1 del p r o c e d i -  
mi e n t o  ge neral, el método más c omúnmen te  u t i l i z a d o  es 
el del sub g r a d i e n t e  (ver la i n t r o d u c c i ó n  de esta m e m o ­
ria); n o r m a l m e n t e ,  el método del su bg r a d i e n t e  acaba 
tras un nú me ro finito de i t e r a ciones  (en cada una de
ellas se debe d e t e r m i n a r  V (P (u,t )), sin ob te ne r el
u R o
valor .óptimo de P ^ ( u , t Q ). Con el m e j o r  v a lor obtenido 
en el STEP 1, de ben  obt ener se  los m u l t i p l i c a d o r e s  X^ 
a s o c i a d o s  a los conjuntos de arcos de corte d e f in id os 
por cada arco en la a r b o r e s c e n c i a  g e n e r a d o r a  de m í n i ­
mo peso s o l ució n óptima del s u b p r o b l e m a  P (u,t /y);
R ®
con los nu evos costes m o d i f i c a d o s  se pu ede  v o lve r a
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r e o p t i m i z a r . El pr oces o se repite par a cada vé rt ic e de Ñ
Como vemos, el p r o c e d i m i e n t o  general de o b t e n c i ó n  
de la cota in ferior  es, c o m p u t a c i o n a l m e n t e , costoso. En 
el código c o n s truid o (ver S e c ci ón VI, donde se d e t a l l a n  
los resu l t a d o s  c o m p u t a c i o n a l e s ) el p r o c e d i m i e n t o  ha sido 
s im pl ificad o.  Un algo ri tmo h e u r í s t i c o  ha sido util iz ado,  
en lugar del m é t o d o  del sub grad ie nte, en el STEP 1. Es 
un p r o c e d i m i e n t o  iterativo, que se de t a l l a  y j u s t i f i c a  
en I V . 5, p a r a  ob tene r unos "buenos" m u l t i p l i c a d o r e s  u. 
Estos m u l t i p l i c a d o r e s ,  cal culad os  inic ialmente,  se m a n ­
tie nen c o n s t a n t e s  m i e ntras  se c a l c u l a n  todas las p o s i ­
bles a r b o r e s c e n c i a s  ge ne r a d o r a s  de m í n i m o  peso sobre G^; 
sobre la m e j o r  de ellas (la de m a y o r  coste) se d e t e r m i ­
nan los cortes i n c u mp li dos y los c o r r e s p o n d i e n t e s  m u l t i ­
p l i c a d o r e s  X ^ , par a  lo que se utiliza , de nuevo, un p r o ­
c e d i mi en to h euríst ic o. Tal p r o c e d i m i e n t o  ha sido u t i l i ­
zado por Balas y C hrist of ides [l] para el P r o b l e m a  del 
Agente  V i a j e r o  (TSP) asimét rico,  y se detalla ta m b i é n  
en I V . 5. Con los costes m o d i f i c a d o s  por los m u l t i p l i c a ­
dores o b t e nidos  X^ _ vuelve a c a l c ular se  la a r b o r e s c e n ­
cia g e n e r a d o r a  de mínimo peso sobre 6 (con la m i sm a 
raíz que la que pr oduj o los m u l t i p l i c a d o r e s  X^). El v a ­
lor u t i l i z a d o  en el código como cota inferi or  al valor
12 1
de la solución óptima del DRPP es, finalm ente:
k-1
2  u íd <1 > + 2  xt
(i , j )eAR 1J 1J i e N R * t = l
♦ 2  c
( i > j ) e T
N o t a c i ó n  I V.6 :
D(i) repr e s e n t a  la d i f e r e n c i a  entre el grado de
en trada y de salida del v é rtic e i, en el grafo G', pero
G
con respec to a los arcos de .
¥ r e p r es enta los arcos en la a r b o r e s c e n c i a  que 
ha sido c a l cu la da después de ob tene r los m u l t i p l i c a d o -
£ j£
res X ; c. . es el coste del arco (i,j)e¥ (m odi ficado  
t i J
por los m u l t i p l i c a d o r e s  u y los X^ _ ob ten idos).
C o m e nt ar ios I V . 7 :
Los m u l t i p l i c a d o r e s  u y X^ _ o bten id os por los
p r o c e d i m i e n t o s  heur í s t i c o s  que serán d e t a l l a d o s  en I V . 5
h a c e n  que los costes m o d i f i c a d o s  de todos los arcos del
grafo G' sean no neg ativos, po r  lo que la r e s o l u c i ó n  
C
óptima del s u b p ro bl ema P (u,t„/x) es x'. = 0  V(i,j)eA'R  a i j R
Asimismo, la re s o l u c i ó n  ópti ma de P (u,t /y), con losR  oí
costes m o d i f i c a d o s  por los m u l t i p l i c a d o r e s  X^, es (por 
la P r o p o s i c i ó n  IV.3, Caso a) y ' . = 1  para los k-1 arcos 
de G^ c o r r e s p o n d i e n t e s  a los arcos de T . R e c o r d a n d o  la
fu n c i ó n  objetivo del p r o b l e m a  P (u,t ),dada en I V . 2,y
la forma en que se i n c o r p o r a n  a ella las r e s t r i c c i o n e s
r ed und ant es, explica da  en la segunda m e j o r a  de la cota
in f eri or  (ver I V . 3), la e x p r e s i ó n  (I) es la ob ten ida
pa ra  la f u n ción objetivo de P (u,t ), y, por lo tanto,
R ®
pa ra  el va lo r de la cota inferior.
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I V . 5 PROCEDIMIENTOS HEURISTICOS
Los m u l t i p l i c a d o r e s  u y A que a p a r e c e n  en el p r o ­
c e d i mi en to general de o b t e n c i ó n  de la cota inferior, u s a ­
da en el árbol de branch and bound de la Se cción V, a la 
s o l ución óptima del Prob le ma del Cartero Rural Dirigido, 
se obtienen m e d i a n t e  algo r i t m o s  h e u r í s t i c o s ,  uno de ellos 
iterativo, que van a ser e x p u estos a co nt inuación.
Los a l g o ritmos se just if ican, en p r i m e r  lugar, 
por su rapidez, en c o m p a r a c i ó n  con el m é t o d o  del s u b g r a ­
diente, uti l i z a d o  g e n e r a l m e n t e  para obtener, en un n ú m e ­
ro finito  de iter aci ones, unos "buenos" m u l t i p l i c a d o r e s .  
En segundo lugar, los re s u l t a d o s  obte ni dos son buenos, 
como veremos  en la Se cc ión  VI, y, además, los p r o c e d i ­
m i e n t o s  h e u r í s t i c o s  pe r m i t e n  obtener, de una forma s e n ­
cilla, cotas (superiores e infer iores) al au mento del 
va lor  de la cota inferior del DRPP (ver IV. 4) al d e s c e n ­
der en el árbol de b ú s q u e d a  y, por lo tanto, el cálculo 
de una cota in fer io r en cada nudo del árbol puede ser 
ev it ad o (como ve re mos  en la S e c c i ó n  V).
Los m u l t i p l i c a d o r e s  o b t eni do s ma ntienen , además, 
los costes m o d i f i c a d o s  de todos los arcos del grafo G' 
no negativos; la razón para ello es la no exi s t e n c i a  de 
cotas superiores, ajustadas, a los v a l o r e s  de las va ri a -
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bles x' . e y' a dif ere nc ia de como ocurre en el caso 
ij ij
de un grafo t o t a lmente  no dirigido, como se expone en
en a p a r t a d o s  ante ri ores de esta Sección), evidente y 
rústica, al número de veces que puede a p a r e c e r  o
ne dad a  por el p r o c e d i m i e n t o  h e u r íst ic o d e s c r i t o  en la 
S e c c i ó n  III de esta memoria.
inicial  o b t e n i d a  por el p r o c e di miento h e u r í s t i c o  m e n ­
c i o n a d o  (ver Secc ió n III).
es un a cota su per i o r  al valor de la v a r i a b l e  a s o ciada  
al arco (i,j) en cua lquier solución óptima.
C o m e n t a r i o  I V . 8 :
La cota superior (II), al valor de la v a r iable c o ­
r r e s p o n d i e n t e  al arco (i,j) es mala y se ha inten tado 
mejorar. P o dría pensarse que, co nsi d e r a n d o  el grafo G ',
v/
la suma de todas las demandas (ofertas) es t a m bi én  una 
cota superior, pero el problema es tri ba en que este v a ­
lor no está b i e n  definido (¿con r e s pect o a los arcos de
A'?, ¿ c o n tan do  todos los arcos de G'?); cuando k-1 ar- 
R C
eos de A ' - I h an  sido fijados en la sol ución, la reso- 
S
[s]. Una cota superior (a la que hemos he cho re fe rencia
r e p e t i r s e ,  según sea de A' o de A ^ , el arco (i,j) vie-
D e n o t a n d o  por V(H) el valor de la cota sup erior
V ( H ) - 2
(i > j ) e A^
(II)
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lu ció n del p r o b l e m a  de flujo de coste m í nimo p r o p o r c i o ­
na, a p oster io ri, cotas para las v a r i able s,  pero en es ­
ta si tu ac ión (ver Sección V), el c o r r e s p o n d i e n t e  nudo 
del árbol de b ú s q u e d a  queda saturado.
La no e x i s t e n c i a  de cotas su p e r i o r e s  aju s t a d a s
par a los va lo re s de las variables  x' . e y' . p r o d u c e
ij iJ
que el mé to do  del subgradiente, al or i g i n a r  costes m o d i ­
fic ados neg ativos,  necesi te much a s  iter a c i o n e s  para e s ­
ta bi li zarse,  por lo que su c o n v e r g e n c i a  es mu y lenta.
Este r e s u l t a d o  concu erd a con el obt en id o en [8] 
pa ra  el Caso del Cá rteró Rural en un grafo no dirigido.
Por las ra zo nes antes expuest as,  hemos c o n s t r u i ­
do p r o c e d i m i e n t o s  h e u r í s t i c o s  que van a ser d e t a l l a d o s 
a continu ación.
I V . 5.1. P r o c e d i m i e n t o  heu r í s t i c o  itera ti vo para la o b ­
te nción de los m u l t i p l i c a d o r e s  u 
R e c o r d e m o s  la función o b j e t i v o  del p r o b l e m a  
re l a j a d o  PR (u,ta ):
Min y  , x T . ( c . . +u . -u . ) + y , y ' . ( c . .+u . - u . ) + 
<i.f)«A¿ 1J 1J J 1 (i.jf.A* 1J 1J J 1
+ 2  A. cij(1+V  + .2
(i »j)eAR i g N r
donde D(i) r e p r e s e n t a  la d i f e ren ci a entre los gr ados de
ent rada y de salida del vértice ieN , en el grafo G ' ,
R C
pero con respect o a los arcos de .
La r e s t r i c c i ó n  cor r e s p o n d i e n t e  a los m u l t i p l i ­
cadores u es:
u^ no rest ri ngido VieNR (4)
Como ya hemos señalado, la p r i m e r a  c o n d i c i ó n  ex igida a
los m u l t i p l i c a d o r e s  es:
c . . + u . - u . >, 0 V i , j (III)
ij J i
De acue rdo  con la expre si ón de la fu nc ión o b j e ­
tivo de PR (u , t ^ ) , interesa que el m u l t i p l i c a d o r  u . a s o ­
ciado a un vé rtice ieN tenga el mism o signo que D(i).
R
Notemos, finalmente, que el orden en que se c a l ­
culan los m u l t i p l i c a d o r e s  u^ influye en el resultado 
final. El h e u r í s t i c o  trata de, s a t i s f a c i e n d o  la c o n d i ­
ción (III), m a x i m i z a r  u. D(i), y, tras varias
í « N r
pru eba s, el que p r o p on em os consiste, e s q u e m á t i c a m e n t e  en
- O r d en ar  los vé rtices  de m a y o r  a m e n o r  va lo r abs oluto 
de D (i ).
- Para cada vértice i, el m u l t i p l i c a d o r  u^ se calcula de 
la forma siguiente:
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si D (i ) > O u .
i
m m
jeN
R
y se a c t u a l i z a n  los costes de todos los arcos i n c i d e n t e s  
con el vértice i como sigue:
de mejorar , al cambiar los costes de algunos arcos, otro
m u l t i p l i c a d o r  u., correspon di ente a un vértice  j par a el
J
que D (j ) 4 0.
El p r o c e d i m i e n t o  se repite h a s t a  que todos los 
m u l t i p l i c a d o r e s  u. p e r m a n e c e n  inalter ados.
ciados a v é r ti ces i con D (i ) = 0 (que no in f l u y e n  en el
p o d em os  a u m entar  los costes de al gu nos arcos no r e q u e r i ­
dos de c o n ex ión y, por lo tanto, p o s i b l e m e n t e ,  el val or  
de las a r b o r e s c e n c i a s  gen eradoras de mí ni m o  peso que d e ­
ben ser c a l c ula da s a continuació n (ver IV.4).
El sigu ie nte ejemplo ilustra la a p l i c a c i ó n  de e s ­
te a l g o ri tm o h e u r í s t i c o  iterativo.
Ej emplo 1 :
Un m u l t i p l i c a d o r  u. puede ser cal culado para  un
v é rtic e ieN tal que D(i) = 0 si este m u l t i p l i c a d o r  p u e -  
R
i
Se calculan, finalmente, m u l t i p l i c a d o r e s  u^ aso-
v a lo r de la f u n ci ón obietivo de P (u,t )) si con ellos
° r  a
C o n s i d e r e m o s  el grafo G' de la Figura 5 de la
1/
S e c ci ón I I .
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Res p e c t o  a los arcos de A' , D(i) toma los si-
R
gu ien te s valores:
D ( 1 ) =D ( 2 ) =D ( 3 ) =D ( 4 ) =D ( 6 ) =D ( 7 ) =D ( 8 ) =D ( 9 ) =0 
D (5) = -1 D (10 ) = -1 D (11 ) = 2 
El orden, pues, par a c a l cular los m u l t i p l i c a d o r e s  es:
I a iteración: u = 3, u = -3, u = 0
------------------  11 5 10
2- i t e r a c i ó n : los m u l t i p l i c a d o r e s  no cambian
Notemos que u po dr í a  m e j o r a r s e  a s i g nando m u l t i -  
5
p l i c a d ó r e s  ad e c u a d o s  á los v é r t i c e s  4 y 6, p ero eí 
código no c o n t empla la p o s i b i l i d a d  de m e j o r a  (para 
evitar c o m p l i c a c i o n e s  excesivas) cuando in te r v i e n e  
más de un vértice.
Fin del p r o c e s o  iterativo.
Todavía es p o s i b l e  a s i gn ar m u l t i p l i c a d o r e s  a los 
vértices 2, 3 y 8 para a u m e n t a r  los costes de los a r ­
cos no r e q u erido s de conexión; h a c i e n d o  u^ = -2,
u = 3 y u = 4, la Figura 1 m u e s t r a  el grafo G' con 
3 8 C
los costes m o d i f i c a d o s .
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12,
\l5
10
Figura 1
IV.5.2 Procedimeinto heurístico para la obtención de los 
multiplicadores X
Como ya hemos señalado, el procedimiento heurís­
tico que describimos ha sido utilizado por Balas y 
Christofides en [l], donde se presentaban el mismo ti­
po de restricciones relajadas que las que aparecen en 
la segunda mejora de la cota inferior presentada en IV. 3.
Según la Proposición IV.6, cada arco de la arbo­
rescencia generadora de mínimo peso,solución óptima del. 
subproblema P (u , ta /y ), determina un conjunto K de ar-
Iv L
eos de corte que incumple la correspondiente restric­
ción de tipo ( 2 . b') .
Como se afirma en el artículo antes mencionado, 
el mejor multiplicador asociado a dicho corte y que
m a n t i e n e  los costes m o d i f i c a d o s  no negativos,  es el d e ­
finido por
xt = l £hi)
h e R (j )
leR(j)
do nde  c es el coste, m o d i f i c a d o  ya por los m u l t i p l i -  
h 1
cado res  u, en el grafo c o n d ensa do  G del arco (h,l). El
O
corte cor respond e al arco de la a r b o r e s c e n c i a  que
de n o t a m o s  por (i,j). R(j) es el conjunto de vé r t i c e s  de
Ñ a l c a n z a b l e s  desde el j, u t i l i z a n d o  arcos de T , y R(j)
el c o m p l e m e n t a r i o  de R(j) con r e s pe ct o a Ñ.
De t e r m i n a d o  el m u l t i p l i c a d o r  A^, los costes de
los arcos en el c o r r e s p o n d i e n t e  co njunto son actuali
zados: c. . = c. . - A , « y se pas a  a c a l cu lar otro multi
ij ij t
p l i c a d o r  para otro corte , que c o r r e s p o n d e r á  a otro 
arco de la arbore sc encia.
El pr oceso termina  desp ués de o b t e n e r  k-1 m u l t i ­
p l i c a dore s,  que han m o d i f i c a d o  los costes de ciertos 
arcos de A ' - I , y que ap ar ec en suma ndo en la e x p r e s i ó n
u
final de la fu nción objet ivo de P (u,tQ ).
Fin almente, como se in dica en I V.4, se calcula 
una nueva a r b o r e s c e n c i a  g e n e r a d o r a  de m í n i m o  peso, con 
los costes m o d i f i c a d o s ; y así con clu ye la o b t e n c i ó n  de 
la cota inf er ior al valor óptimo del D R P P , que será
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u t i l i z a d a  en el p r o c e d i m i e n t o  de branch and bound d e s ­
crito en la S e c c i ó n  siguiente.
P r e s e n t a m o s  a c o n t i n u a c i ó n  un ejem plo p a r a  i l u s ­
trar la o b t e n c i ó n  de la cota inferior, c o n s t r u i d a  en 
esta Sección, al val or de la s o l u c i ó n  óptima del DRPP 
en el nudo cero del árbol de branch and bound.
E j e m p l o  2 : O b t e n c i ó n  de la cota in ferior
C o n s i d e r e m o s  el grafo G' de la Fi gura 5 en el
w
E j e m p l o  2 de la S e c c i ó n  III. Todos los arcos de F y T
a
son t a m b i é n  de A ' .
S
Vamos a c a l cu lar la cota inferior  al v a l o r  ó p t i ­
mo del DRPP.
1) Cá lculo  de los m u l t i p l i c a d o r e s  u:
Para este grafo, D (i ) es el siguiente:
D (1)= D ( 2 ) = D ( 3 ) = D ( 7 ) = D ( 8 ) = D ( 1 2 )=D ( 1 3)= D (14 )= D (15) = 0 
D (4 ) = -1, D (5) = 1, D (6) = -2, D(9) = 1, D(10) = 1,
D (11) = -1, D (16 ) = 1
El orden, pues, e s t a b l e c i d o  p ara el cálc ulo de los
m u l t i p l i c a d o r e s  es el siguiente:
u . u . u . u . u  . u . u 
6 4 5 9 10* 11* 16
I a i t e r a c i ó n :
u 4 = -3, u 5 = 0, u 6 = -6, u 9 = 2, U l0 = 4,
"ll ’ - 2l U 16 “ °
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2 - i t e r a c i ó n :
Se m e j o r a  u g y se d e t e r m i n a  para  po der  m e j o r a r
u = -3, u = 0, u - -6, u = 11, u = 6,
4 5 6 8 9
u,^ = 6 , u  = -2 , u = 0
10 11 * 16
3^ i t e r a c i ó n :
Solo varía u
9
u = -3, u = 0, u = -6, u = 11, u = 7,
4 5 6 8 9
u = 6 , u  = -2 , u „ = 0
10 * 11 16
Ya no se pr oduce n i n g ú n  cambio y, po r lo tanto,
ter mina el proce so iterativo.
Sé ca l c u l a n  a c o n t i n u a c i ó n  m u l t i p l i c a d o r e s  que p u e ­
dan a u m e n t a r  los costes de los arcos no r e q u eridos  
de conexión.
Estos son: u = - 7  u = -5 u _ = 3
3 12 15
Con los costes de los arcos m o d i f i c a d o s ,  el c o r r e s ­
p o n d i e n t e  gra fo c onde ns ado 5^ está r e p r e s e n t a d o  en 
la Figura 2.
2) Cálculo de los m u l t i p l i c a d o r e s  X:
La me jo r a r b o r e s c e n c i a  g e n e r a d o r a  de mí ni mo peso se 
obtiene con raíz en la p r i m e r a  componente . Sus arcos 
son (1,2) y (2,3), con un coste total de 7 unidades.
El m u l t i p l i c a d o r  as o c i a d o  al p r i m e r  arco de t
es X = 4; análogamente X = 0, para el segundo arco 
Los costes actualizados aparecen en la Figura 3. La 
arborescencia generadora de mínimo peso, calculada 
con estos costes modificados, con raíz en la prime- 
ra componente, no varía, y, por lo tanto, í =
= {(1,2) , (2,3)}.
Figura 2 Figura 3
El valor, pues, de la cota inferior al valor de
la solución óptima del DRPP sobre el grafo G' de este
1/
ejemplo es, de acuerdo con la expresión (I) de IV.4:
k-1
c..(l + r..) + u.D(i) + /  X +
(i.j)eA' 1J 1J í c Nr 1 t=l 1
2
( i , j ) e ¥
c.. = 9 9 + 3 0 + 4 + 7 =  140
* i J
La solución óptima del Problema del Cartero Ru­
ral Dirigido sobre el grafo G' de este ejemplo coincide 
con el valor de la cota superior inicial, mejorada, 
construida en el Ejemplo 2 de la Sección III, que era
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de 150 unidades. Este ejemplo aparece entre los p r o b l e ­
mas de test que f i g ur an  en la Se cción VI de esta memori a.
Concluirnos esta Se c c i ó n  con una br eve v a l o r a c i ó n  
de los r e s u ltado s ob tenidos  en ella. Como es b i e n  c o n o ­
cido, en cu a l q u i e r  p r o c e d i m i e n t o  de branch and bound, 
como el d e s a r r o l l a d o  en esta m e m o r i a  par a o b tener la so­
lu ci ón  exacta del P r o b l e m a  del Cart ero Rural Dirigi do , 
más impor ta nte que los cr it erios de r a m i f i c a c i ó n  y de 
e l e c c i ó n  de v a r i a b l e s , e s  el d i s p o n e r  de b u enas cotas i n ­
feriores. En esta Sección, e m p l e a n d o  la t é c ni ca  que h e ­
mos c o n s i d e r a d o  más c o n v enient e para el tipo de p r o b l e ­
ma (la R e l a j a c i ó n  L a g r a n g i a n a ), hemos d e s a r r o l l a d o  una 
cota in f e r i o r  y e s t udia do  su i m p 1 e m e n t a c i ó n . He mos t r a ­
tado de c o n ju ga r la eco no m í a  de cálcul o con la p o t e n c i a  
de la cota, por  lo que el m é t o d o  del s u b g r a d i e n t e  ha s i ­
do s u s t it uido por p r o c e d i m i e n t o s  heur í s t i c o s ,  con un 
s i g n i f i c a d o  in tuitivo  grande y con cuya d e s c r i p c i ó n  c o n ­
cluye la Sección. Las v e n t a j a s  de cálculo que hemos m e n ­
c i onad o se d e t a l l a n  en la Se c c i ó n  siguiente, mi e n t r a s  
que una v a l o r a c i ó n  global de los resu l t a d o s  obt enidos, 
te n i e n d o  en cuenta t a m b i é n  la cota superio r y las e s t r a ­
tegias de r a mi fi cación , será p r e s e n t a d a  en la últi m a  
S e c c i ó n  de esta memoria .
S E  C C I O N V 
PROCEDIMIENTO DE BRANCH AND BOUND
PARA EL DRPP
P r e s e n t a m o s  en esta Se cció n una d e s c r i p c i ó n  del 
p r o c e d i m i e n t o  de branch and bound construido par a d e t e r ­
m i n a r  la s o l ución exacta del Problema del Cartero Rural 
Dirigido.
Se detalla, en p r i m e r  lugar, la es tr ategia de 
r amifi ca ci ón, que es del tipo conoc ido como depth-first, 
con la i n t e nción de llegar, cuanto antes, a bu enas s o l u ­
ciones (p osiblement e la soluci ón  óptima) del problema.
Se estudia a c o n t i n u a c i ó n  el criterio, de . e l e c ­
ción de la v a r iab le  a ramificar, que dep ende del número 
de comp onent es  o ri ginales  inducidas por los arcos de A'
sobre el grafo G' , y de la est r u c t u r a  que tenga el gra-
C
fo en cada m o m en to  (según los arcos ya fijados por el 
p r o c e d i m i e n t o ) .
Se det allan, finalmente, algunas de las c a r a c t e ­
rí sti ca s del árbol de r a m i f i c a c i ó n  c o n s tr ui do que, como 
ya señal amo s en la Se cc ión IV, p e r m i t e n  u t i l i z a r  las ven 
tajas de cálculo que p r o p o r c i o n a n  los p r o c e d i m i e n t o s  heu 
rí sti co s de o b t e n c i ó n  de los m u l t i p l i c a d o r e s ,  descr it os 
al final de la S e c c i ó n  a n t er ior. En parti cu lar, la e l a ­
b o r a c i ó n  de un criteri o sencillo de d e t e r m i n a c i ó n  de
cotas s u p e r i o r e s  e i n f e rior es  al val or de la cota infe 
rior (ver S e c c i ó n  IV) en cada nudo del árbol permite 
ev ita r el cá l c u l o  de cota inferio r en mu chos nudos, 
a ce le rando,  p o r  lo tanto, el p r o c e d i m e i n t o  de b ú s q u e d a  
Los r e s u l t a d o s  c o m p u t a c i o n a l e s  s-e d e t a l l a n  en 
S e c ci ón V I .
V . l  ESTRATEGIA DE RAMIFICACION
La r a m i f i c a c i ó n  se realiza sobre las va r i a b l e s
y' . c o r r e s p o n d i e n t e s  a arcos (i.j)eA' , cuando los vér- 
ij S
tices inici ales y finales de dichos arcos p e r t e n e c e n  a
c ompon en te s (inducidas sobre G' por los arcos de A')
C R
difere nte s. La d i f i c u l t a d  del pr o b l e m a  depende, pues, 
además del númer o k de co mponentes  dif ere nt es, no n e c e ­
sa ri amen te  f u e r te mente conexas, sobre el grafo G' , que, 
como ya se ñalamos en la i n t r o d u c c i ó n  de esta memoria,  h a ­
ce que el Problema del Cartero Rural Dirigido sea NP - c o m -  
pleto, del núme ro de arcos en » 3ue hemos llamado
arcos no requ eridos de conexión. Entre pro b l e m a s  de d i f i ­
cultad seme jante (en el sentido antes men ci on ado) otro 
factor que au ment a la complejidad, como veremos en los 
r es ul tados c o m p u t a c i o n a l e s  sobre los pr o b l e m a s  de test 
que se p r e s e n t a n  en la Se cción VI, es el número de v é r t i ­
ces re qu er idos (de N ) con grado de entrad a di stinto  del
R
grado de salida, c a l c ulados  sobre G' con respecto a los
arcos de A '.
R
Cada nudo (subproblema) del árbol de branch 
and bound conduce a dos s u b p r o b 1e m a s , que c o r r e s p o n ­
de n a dos nudos que ll am aremos d e s c e n di en tes; en el p r i ­
mero de ellos, la va r i a b l e  s e l e c ci onada y' . (ver V.2
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para criterio de elección) toma va l o r e s  ma y o r e s  o iguales
que 1 (el arco de c o r r e s p o n d i e n t e  es obligado a
ap a r e c e r  en la solucción, al men os  una vez), m i e n t r a s  que
en el segundo, la va r i a b l e  y' . s e l e c c i o n a d a  debe tomar
ij
el va lor 0 (lo que sig ni fi ca que el arco de A'-I co rres-
S
p o n d i e n t e  no debe apa r e c e r  en la solución).
Notemos que, en este último caso, la d e s a p a r i c i ó n  
de un cierto arco de G' pue de p r o v o c a r  las a p a r i c i o n e s  
o re pet i c i o n e s  de otros arcos (por ejemplo, cuando de una 
cierta co mp one nte de G' , in du cida po r los arcos de ,
so lam en te salían dos arcos no Re qu e r i d o s  dé cónéxión, la 
d e s a p a r i c i ó n  de uno de ellos du ra nt e el p r o c e s o  de r a m i ­
fi c a c i ó n  obliga a que la v a r iab le  y' . a s o ciad a al otro
ij
arco tome va lores m a y ore s o igu ales que 1). La a p l i c a c i ó n  
de las P r o p o s i c i o n e s  II.4 y I I . 5 pu ede p r o d u c i r , e n  este 
ca so , n u e v a s  r e p e t i c i o n e s  o aparicio ne s, con las c o n s i ­
g u i en te s ven ta jas en cuanto a s i m p l i f i c a c i ó n  y r e d u c c i ó n  
del tamaño del problema, como se señaló en el Com e n t a r i o 
I I . 2 (ver Se cci ón II). El au mento  en el tiem po de c o m p u ­
t a c i ó n  no es apr e c i a b l e  y los re s u l t a d o s  de la Se c c i ó n  VI, 
en cuanto al nú me ro  total de nudos del árbol de r a m i f i c a ­
ción y tiempo, se p r e s e n t a n  h a b i e n d o  i n c o r p o r a d o  al c ó d i ­
go ciertas p o s i b i l i d a d e s  de red ucción.
En cuanto a la Elección del Nudo a ramificar, c o ­
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mo hemo s se ña la d o  en la i n t r o d u c c i ó n  de esta Sección, se 
s e l e c c i o n a  entre los nudos ab ie rt os (i.e. aq u el l o s  sub- 
p r o b l e m a s  que t o d av í a no han sido ex am i nad os ) aquel que 
c o r r e s p o n d e  a una va r ia bl e   ^ o b l i g a d a  a t om ar va l o r e s  
m a y o r e s  o ig u al es que 1.
La e s t r a t e g i a  de r a m i f i c a c i ó n  a d o p t a d a  es la que 
r eq u i e r e  m e n o r  ca p a c i d a d  de me moria. Cuando en el árbol
de r a m i f i c a c i ó n  se debe v ol ve r  atrás (b a c k t r a c k i n g ) para 
ex a m i n a r  un nudo abierto, las m o d i f i c a c i o n e s  n e c e s a r i a s  
pa ra  p r o d u c i r  la e s t r u c t u r a  del s u b p r o b l e m a  c o r r e s p o n ­
di en t e a dicho nudo p u e d e n  réalizarse, bi e n  desde el ú l ­
timo nudo e x am i na d o  o b i e n  a p a r t i r  del p r o b l e m a  o r i g i ­
nal ( c o r r e s p o n d i e n t e  al nudo cero del árbol de r a m i f i ­
cación); hemos  p r e f e r i d o  esta ú lt i ma  p o s i b i l i d a d ,  que 
es, por su se ncillez, la u t i l i z a d a  g e n e r a l m e n t e  cu ando 
la p r o f u n d i d a d  del árbol no es excesiva.
- O
Fi gura 1
Un ejemplo del árbol de b ú s q u e d a  co n s t r u i d o  para 
d e t e r m i n a r  la s o l u c i ó n  exacta del DRPP se repres enta, 
en la Fi gur a 1; los nú meros de los nudos c o r r e s p o n d e n  
al orden en que va n  siendo exa mi na dos los s u bprobl em as 
c o r r e s p o n d i e n t e s .
Los nudos s u b r a y a d o s  c o r r e s p o n d e n  a s u b p r ob le mas 
saturados, como e x p l i c a r e m o s  más ad elante, pues antes 
n e c e s i t a m o s  e x p l i c i t a r  el criterio de e l e c c i ó n  de la 
v a r i a b l e  a ram ifi car.
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V. 2 ELECCION DE LA VARIABLE A RAMIFICAR
El p r o c e d i m i e n t o  de branch and bound no queda 
d e t e r m i n a d o  has ta que no se esp e c i f i c a  el cri terio  con 
que se elige la variabl e a r a m i f i c a r  en cada nudo (sub­
p r o bl em a)  del árbol. C o n g r u e n t e m e n t e  con la e s t r a t e g i a  
de r a m i f i c a c i ó n  adoptada, que trata de co n s e g u i r  buen a s  
s o l u ci on es cuanto antes, el criterio de el e c c i ó n  de la 
v a r i a b l e  a r a m ifi ca r u t iliza  la pr ox i m i d a d ,  com p r o b a d a  
c o m p u t a c i o n a l m e n t e , de la cota super io r p r o p o r c i o n a d a  
p o r  el p r o c e d i m i e n t o  h e u r í s t i c o  d e s c r i t o  en la S e c ción  
III al val or  de la sol uc ió n óp tima del DRPP.
El cr iterio de e l e c c i ó n  de pe nde del nú mero  de 
c om po nentes , no n e c e s a r i a m e n t e  fuer t e m e n t e  conexas, que 
ex i s t a n  en el s u b p rob le ma en cu es ti ón (inducidas por los
arcos de A' junto con las ya  fijadas en el p r o c e d i -  
K
m i e n t o  de ramific ac ión). Si este númer o coinci de con el
de c o m p onentes  or ig inales sobre G' , se elige una vari-
able y' . entre las asocia da s a los arcos que estén en 
ij
la a r b o r e s c e n c i a  g e n e r a d o r a  de m i n i m o  peso (SSA), c a l c u ­
lada sobre el grafo co ndensad o 6^ , con la m i s m a  raíz 
que la a r b o r e s c e n c i a  que p r o d u j o  la cota superior (ver 
Se c c i ó n  III). (Notemos que si el n ú me ro de c o m p one nt es  
en el nudo dado coincide con el original, las m o d i f i c a ­
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ciones n e c e s a r i a s  par a conseguir la est r u c t u r a  del s u b ­
pr o b l e m a  c o r r e s p o n d i e n t e  a dicho nudo, a p a rt ir  del p r o ­
b l ema original, han obl igado a toda una serie de arcos 
no r e q u er idos de c o n exión a no a p a r e c e r  en la solución).
Si el nú mero de co mponentes del subp r o b l e m a  es 
m e n o r  que el original, la var ia ble ele gid a debe h a cer 
que se vaya cumpl ie ndo que el grado de entrada  y de s a ­
lida de cada comp o n e n t e  original (inducidas sobre G'
G
por los arcos de ) sea 1, como, obviam ente, debe s er ­
lo en c u a lq ui er sol u c i ó n  del DRPP.
En cua l q u i e r  caso, entre las v a r i a b l e s  ca n d i d a -  
tas, se elige aq uel la  cuyo arco a s o ciado sati sface más 
cond i c i o n e s  de simetría.
Como hemos visto, el crite ri o s e l e c c i o n a d o  f i ­
na l men te  para la e l e c c i ó n  de la v a r i a b l e  a r a m i f i c a r  b u s ­
ca dos objetivos, uno de ellos p r i o r i t a r i o ,  que e s q u e m á ­
ticamen te  p u e d e n  res u m i r s e  como:
Pr im e r  objetivo: S e l e c c i o n a r  un c o n junt o de arcos no re-
qu er id os de conexión, que l l a m ar emos A , 
de forma que el gra fo inducido  sobre G'
ik
por los arcos de A' U A sea d é b i l m e n -  
r R
te co ne xo,y que cada co m p o n e n t e  de G'
tenga grado de e n t r a d a  y de salida (en
el c o r r e s p o n d i e n t e  grafo c o n d e n s a d o  5 )
C
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iguales a 1 (c alcul ados con r e s pecto
_ *  V
a los arcos en A )•
S eg undo objetivo: Entre los arcos c a n d idato s (i.e., los
que s a t i s f a c e n  el p r i m e r  objetivo) 
s e l e c c i o n a r  aquél que sa tis fac e más 
r e s t r i c c i o n e s  de simetría.
Cuando k-1 arcos han sido obligados, en el p r o c e s o  de r a ­
m i f i ca ci ón, a estar en la so l u c i ó n  (las va r i a b l e s  y' . co-
ij
r r e s p o n d i e n t e s  deben tomar v a l ores m a y o r e s  o iguales que
1), en el grafo G form ado por estos arcos y el c o n jun-
F
F
to de arcos re qu e r i d o s  A', d e n o t a m o s  po r  N el conjun -
R R
F
to de vé r t i c e s  a simét ri cos. Sea <N > el subgrafo indu-
R
cido sobre G (el grafo complet o de f i n i d o  en la Trans -
f o r m a c i ó n  1 de la S e c ción II) por el co nj unto de vé rt i - 
F
ces de . El nudo c o r r e s p o n d i e n t e  del árbol de ram ifi -
F
ca ción puede ser saturado r e s o l v i e n d o  en <N r > P r o “
b l e m a  de flujo de coste m í n i m o  c o r r e s p o n d i e n t e  (ver S e c ­
ción I I I ) .
E v i d e n t e m e n t e ,  c u a l q u i e r  nudo del árbol de r a ­
m i f i c a c i ó n  en el que el v a l o r  de la cota in fer io r co ­
r r e s p o n d i e n t e  supere o iguale el v a lor de la m e j o r  s o ­
lu ci ón  p o s ible o b t enida h a s t a  el m o m e n t o  queda saturado.
Para con cl uir este apartado,  se ñal amos una j u s t i ­
fi c a c i ó n  adici on al a la e s t r ategi a de r a m i f i c a c i ó n  (ver
V .1) y criteri o de e l e cción p r e s e n t a d o s  en esta Sección.
El r e s ul ta do  que p r e s e n t a m o s  enlaza t a m b i é n  con I V . 3,
donde se e s t u d i a b a n  las m e jo ra s de la cota i n f eri or  para
el p r o c e d i m i e n t o  de branch and bound c o n s tr ui do en esta
Sección. Como señalamos en IV .3, la se gu nda m e j o r a  de la
cota infer io r se obt enía i n t r o d u c i e n d o  de forma lagran-
giana en la fu n c i ó n  objeti vo de P (u,t ) las r e s t r i c c i o -
R a
nes de tipo (2.b') que eran i n c u mpli da s p or la s o l ución
del subp r o b l e m a  P (u,t /y) (una a r b o r e s c e n c i a  g e n er a-
R a
dora de m í n i m o  pes o con raíz en la comp o n e n t e  C' ). La 
P r o p o s i c i ó n  I V . 6 d e m o s t r a b a  que cada arco de la a r b o r e s ­
cencia  ob te nida p r o p o r c i o n a b a  una r e s t r i c c i ó n  t de tipo
(2.b") que se incumplía. Por lo tanto, del total de 
k-1
2 -1 r e s t r i c c i o n e s  de tipo (2.^1 se d e t e r m i n a b a n  k-1,
in c u mplida s n e c e s a r i a m e n t e  (aunque p o d í a n  e x i sti r más
r e s t r i c c i o n e s  no satisfechas) (ver C o m e n t a r i o  IV.4). Va-
mos a c o m p robar  que, si los arcos del c o n junto A~ forman
una a r b o r e s c e n c i a  y cu mp len el p r i m e r  objetivo, antes
menc i o n a d o ,  el nú mer o de r e s t r i c c i o n e s  de tipo (2.b') in
★
cu mp li das por los arcos de A es, e x a c t am en te, k-1.
Este resul ta do se d e m u e s t r a  m e d i a n t e  las dos pro 
p o s i c i o n e s  siguientes:
P r o p o s i c i ó n  V . l :
Dado un grafo di rigido  G=(N,A) y fuer t e m e n t e  
conexo, donde | N | =k y c :> 0 V(i,j)eA, en una a r b o ­
r e s c e n c i a  g e n e r a d o r a  de m í n i m o  peso (que tiene k-1 a r ­
cos) sobre G, con raíz en el vé rt ic e 1, tal que el grado 
de salida de todo vé rtic e sea 1 (excepto para un vé rt ice
i eN), todos los vé r t i c e s  de G están  en éL camino di r i g i -
*
do simple de 1 a i .
D e m o s t r a c i  ó n :
Es obvia.
P r o p o s i c i ó n  V . 2 :
Si sobre el grafo c o n d en sado G^ ten emos una e s ­
t r u c t u r a  de a r b o r e s c e n c i a  como la dada en la p r o p o s i c i ó n  
anterior, el nú mero de r e s t r i c c i o n e s  de tipo (2.b'), so ­
bre el c o r r e s p o n d i e n t e  grafo G', que se i n c u m p l e n  es, 
e x a c t amen te , k-1.
D e m o s t r a c i ó n :
-  _  /
C o n s i d e r e m o s  c u a l quier s u b f a m i l i a  V^ _ de F que
c o n tenga a la c omponen te  "raíz" C' . La r e s t r i c c i ó n  de
a
tipo (2.b") c o r r e s p o n d i e n t e  af irma que a dicha s u b f a m i ­
lia debe entrar le un arco de A'-I que sea de la arbo-
S
r e s c e n c i a  sobre G .
C
La e s t r u c t u r a  de dicha a r b o r e s c e n c i a  sobre G
C
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p e r m i t e  o r d ena r los vértices (componentes) de Ñ , según 
la p o s i c i ó n  que ocupan en el camino de t a i (que o c u ­
pa la p o s i c i ó n  k, m a n t e n i e n d o  la n o t a c i ó n  de la p r o p o s i ­
ción a n t e r i o r ) .
D e n o t a m o s  por i^ _ el úl ti mo  vé rtice (según la
or d e n a c i ó n  anterior) de la sub f a m i l i a  dada . Si los 
elementos  de V' (sin incluir ta e i ) ocupan todas las
w b
&
po s i c i o n e s  desde ta a i^ _ , el corte as ociado a dicha 
s ub f a m i l i a  c orrespo nd e al arco de la a r b o r e s c e n c i a
k r
(i^_, jj), siendo j x el vé rtice de Ñ que ocupa la
p o s i c i ó n  sigui ente a i^ _. Este corte se incumple n e c e ­
s a r i ament e .
Si los ele me nt os de V' (sin incl uir t e i )
t ct t
no oc upa n todas las pos ici on es, existe al menos un vér-
«  ¿fe
tice, j 0 i V ', que ocupa una p o s i c i ó n  a n t er io r a i ; 
el corte c o r r e s p o n d i e n t e  a se sa tisfa ce ya que al
m e nos existe el arco ( j 0 , i x )> siendo i l el vé rt ic e de 
que ocupa la p o s i c i ó n  que sigue i n m e d i a t a m e n t e  a la 
o c u pada por j 0 .
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V.3 CARACTERISTICAS DEL ARBOL DE RAMIFICACION
El p r o c e d i m i e n t o  de branch and bound c on st ruido  
en V.l y V.2 u t i l i z a  además, como h e mo s señ alado en la 
i n t r o d u c c i ó n  de esta Sección, ciertas venta ja s de c á l c u ­
lo de r i v a d a s  de los p r o c e d i m i e n t o s  h e u r í s t i c o s  de o b t e n ­
ción de m u l t i p l i c a d o r e s  (ver I V . 5) par a d et erminar , s e n ­
cillamente, cotas superio re s e inf e r i o r e s  al au mento ex ­
p e r i m e n t a d o  por la cota i n f eri or  en cada nudo dur ant e el 
p r o c e s o  de ramifica ción.
D e n o t a m o s  por 1 el úl ti m o  nudo ex aminad o y por 
(1+1) y (1+2) sus de s c e n d i e n t e s .
De a c u e r d o  con la e s t r a t e g i a  de r a m i f i c a c i ó n  a- 
doptada, el si gu iente nudo a e x a m i n a r  es el (1+1), que 
se obtiene a p a r t i r  de 1 al ob li gar al arco, que d e n o t a ­
mos por (IV, F V ), a estar en la solución. P r e s e n t a m o s  un
cri ter io simple de d e t e r m i n a c i ó n  de cota sup er ior al i n ­
cre men to del va lo r de la cota in f e r i o r  en el nudo (1+1),
con res pecto al valor en el nudo 1.
Cuando el nudo (1+1) es saturado, el siguient e 
nudo a ex am inar es, en este caso, el d e n o t a d o  por (1+2), 
que se obtiene a p a r t i r  del 1 o b l i g a n d o  al arco (IV, F V ) 
a no a p a r e c e r  en la solución. En esta situación, p r e s e n ­
tamos un cri ter io de d e t e r m i n a c i ó n  de cota inferior  al
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aum ento e x p e r i m e n t a d o  por la cota inf er ior en el nudo 
(1+2), con r e s pe ct o al v a l o r  de di ch a cota en el nudo 1. 
Cuando el nudo (1+1) es sat ur ado m e d i a n t e  la r e s o l u c i ó n
de un p r o b l e m a  de flujo de coste mínim o, di remos que d i ­
cho nudo c o r r e sponde  a una cola.
N o t a c i ó n  V . 1 :
R e p r e s e n t a m o s  por CINF el v a lor de la cota i n f e ­
rior; por  c x (i,j) el coste origin al  (no m o d i f i c a d o  
por m u l t i p l i c a d o r e s )  del arco (i,j) y em pl eamos u(i) en 
lugar de u^ para de n o t a r  el m u l t i p l i c a d o r  a s o ciad o al 
v é r t i c e  i .
F i n a l m e n t e :
IR = suma de los costes de los arcos (y sus
re p e t i c i o n e s )  ob l i g a d o s  a estar en la
soluc ió n
MU LT CO  = suma de los m u l t i p l i c a d o r e s  A^ _
c(SSA) = coste de los arcos de T (ver no tación .
IV. 6 )
Los subíndic es emp l e a d o s  h a r á n  sie mpre r e f e r e n ­
cia al nudo (s u b p r o b l e m a ) en cuestión.
P r e s e n t a m o s  los dos cri terios,  antes m e n c i o n a d o s ,  
por separado.
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V.3.1 M á x i m o  i n c r emento  de la cota in fe rior
De acue rdo con la e x p r e s i ó n  (I) de IV. 4, el v a ­
lor de la cota in ferior a la so l u c i ó n  óptima del DRPP en 
el nudo 1 es, u t i l i z a n d o  la n o t a c i ó n  V.l:
C I N F 1 = I R 1 + U X (i )D x (i )+MULTC 0 + c (SSA)
ieNR
y en el nudo (1+1) la cota in fe rior toma el valor-
C I N F i + i = I R i + i +  . 2  u i + 1 < i > D i + 1 ( i ) + M Ü L T C O i + i +
1 £N r
k , (SSA)1 + 1
La si guient e p r o p o s i c i ó n  p r o p o r c i o n a  una cota s u ­
p e r i o r  al va lor de CINF, - C I N F . .
* 1 + 1 1
P r o p o s i c i ó n  V . 3 :
El i ncre me nto e x p e r i m e n t a d o  en el valor de la 
cota infer io r al fijar el arco (IV,FV) no puede superar 
el coste a c t u a l i z a d o  de dicho arco, es decir:
CINFi + i“CINFi ^ o ^ i v .f v í +u (f v )-u (iv)
D e m o s t r a c i ó n :
Notemos, en p r i m e r  lugar, que m u l t i p l i c a d o r e s  u
ob t e n i d o s  en el nudo 1 son ta m b i é n  vá lidos para el nudo
(1 + 1). M a ntenie nd o, pues, los m i s m o s  n u l t i p 1 icadores u,
I R 1 + 1 = I R 1+ c 1 (IV,FV) y
D (IV) = D (I V )-11 + 1 1
D (FV) = D ( F V ) + 1  
1 + 1 1
E v i d e n t e m e n t e ,  M U L T C O _ + c n (SSA) < M U L T C O _ +
1+1 1+1 1
+c^(S SA) , ya que en el nudo (1+1) tenemos, con los m i s ­
mos costes m o d i f i c a d o s  por los m u l i t p l i c a d o r e s  u, una 
co m p onente  m e no s que en el nudo 1.
R e e s c r i b i e n d o  CINF., Y CINF, :
1 + 1 1
CINF. = IR + c . (IV,FV)+ u n .(i)-*-
1 + 1 1 1 . 1 1 + 1 1 + 1
leNR
i ¿IV
i¿FV
+u (I V )D (I V )+u (F V )D (F V )+MULTCO  „
1+1 1+1 1+1 1+1 1+1
+c_ (SSA)
1 + 1
CINF^ = IR^+ 2  ui(i)D1(i)+ü1(IV)D1(IV)+
1 eNR 
i¿IV
i¿FV
+u (F V ) D 1 (F V ) + M U L T C 0 1+ c i (SSA)
En conse cu en cia, CINF. -CINF. ^ c . ( I V, FV )-1 + 1 1 1
-u (IV)+u (FV)
Como c o n s e c u e n c i a  de la p r o p o s i c i ó n ,  el cálc ulo 
de la cota in fe rior c o r r e s p o n d i e n t e  al nudo (1+1) puede 
evi tar se si
CINF + C j ( I V , F V ) + u ( F V ) - u ( I V )  < FSOL 
donde FSOL r e p r e s e n t a  el valor de la m e j o r  s o l uc ión p o ­
sible con oc ida h a sta el momento.
El p r o c e d i m i e n t o ,  pues, se dir ig e a ex a m i n a r  el 
si guien te  nudo (s u b p r o b l e m a ) abierto.
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V.3.2 M í nimo i n c r emento de la cota inf er ior
En la prác tica, el in cr emento  m í n i m o  e x p e r i m e n ­
tado por el valor de la cota in fer i o r  c o r r e s p o n d i e n t e  al 
nudo (1+2) solamen te  se calcula cuando el nudo (1+1) c o ­
r r e s po nd e a una cola.
En este caso, en el nudo 1, al igual que en el 
(1+2), sola me nte ex iste n dos com p o n e n t e s  (inducidas por
* lie
los arcos de A' U A ); de notamo s por E(IV) la c o m p onen-
R
te que contie ne al vé rti ce  IV y por E (F V ) la otra c o m p o ­
nente, que con tiene al vé rtice F V .
Antes de exponer la P r o p o s i c i ó n  V.5 que p r o p o r ­
ciona el m e n c i o n a d o  inc re mento mín imo, un re s u l t a d o  p r e ­
vio, que es u t i l i z a d o  en ella, va a ser demo strado.
P r o p o s i c i ó n  V . 4 ;
S u p o n g a m o s . q u e  u,(i) = u (i) VieN ,
1 1 + 2 R
IV, FV. Si, al elim in ar el arco (IV,FV):
1 U 1 + 2 ( I V ) I ^lU ! (IV)l
+ y D (IV)j¿0, D (FV)^O, entonce s
1U 1 + 2 (FV)I ^ |u! ( F V ) 1
MU LT CO  . + c (SSA) ^ MULTCC) +c ,( SSA) .
1+2 1+2 1 1
D e m o s t r a c i ó n :
Su po n d r e m o s  en la d e m o s t r a c i ó n  que el arco (IV,FV) 
no es de corte en el nudo 1 y que, al ser eliminado, no 
se producen arcos de corte en el nudo (1 + 2).
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E n t o n c e s :
M U L T C O .+ c .(S S A ) = cT+c*, para i=l, 1+2, donde 
1 1  1 1
r e p r e s e n t a  el coste m o d i f i c a d o ,  en el nudo i, 
del arco más p e q u e ñ o  que entra a E (F V ) , y
★
c^ r e p r e s e n t a  el coste m o d i f i c a d o ,  en el nudo i, 
del arco más p e q u e ñ o  que sale de E (F V ).
D e b em os  señalar que, p u e s t o  que los arcos no r e ­
q u e ri do s de co n e x i ó n  c o r r e s p o n d e n  a caminos más cortos 
entre los vé r t i c e s  r equeri do s del grafo original G,en tre 
dos v é r tices  c u a l e s q u i e r a  de G' existe, como máximo,  
un arco no r e q u er id o de c o n ex ió n en una d e t e r m i n a d a  d i ­
re c c i ó n  .
Notemos que, de acuerd o con el p r o c e d i m i e n t o  
h e u r í s t i c o  de o b t e n c i ó n  de los m u l t i p l i c a d o r e s  u, los 
m u l t i p l i c a d o r e s  a s o c iado s a los v é r t i c e s  IV y FV no p u e ­
den m o d i f i c a r s e  en la m a y o r i a  de los casos s i m u l t á n e a m e n ­
te, al ser elimin ad o el arco (IV,FV).
Ob via mente, si I u^ (IV )| = | u (IV ) I y 
lui + 2 (FV )l=lu 1 (F V )l , se cumple esta p r o p o s i c i ó n ,  pero, 
como veremos  en la p r o p o s i c i ó n  sigu ien te, el i n c r emento  
m í n i m o  p r o d u c i d o  es cero.
C o n s i d e r a m o s  los sig ui entes casos:
O  u (IV) > 0 , u x (FV) > 0
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En el nudo (1+2), el m u l t i p l i c a d o r  as oc ia do al
v é r ti ce  FV no puede cambiar, ya que al ser
u n (F V ) >. u. (F V ) > 0, debe c al cularse  como 
1+2 1
m i n  £c x ( FV , j )+u^ ( j )-u^ ( FV ) | , y la e l i m i n a c i ó n  del
arco (IV,FV) no influye en el cálculo de u, (F V ) .
1 + 2
Luego u (F V ) = u (FV).
1 + 2 1
Si u. (IV) > u.(IV) > 0  es porque 
1 + 2 1
c x (IV,FV)+u (FV)-u (IV) = 0  y, para todos los d e ­
más arcos que salen del vé rtice IV, 
c,( I V , i ) + u  (i)-u (IV) > 0.
y *  . . .
En c o n s e c u e n c i a  M U L T C O ^ + c ^ (SSA) = c^.
*
Si c^ c o r r e spo nd e a un arco que entra en el
ik ^
vértice  IV, ° i +2 > °l ^ ' a(^e m ^ s » a  ^ cal cular
U 1 + 2 (IV) = ^ ( I V j + m i n  | c 1 ( I V , i ) + u 1 ( i ) - u 1 (IV)|, el
i¿FV
coste mo di f i c a d o ,  en el nudo (1+2), de los arcos no 
re q u e r i d o s  de co ne xi ón desde E (I V ) a E(FV) d i s m i ­
nuirá, como máximo, hasta tomar n u e v a m e n t e  el v a l o r  
cero. Por lo tanto
MU LT CO  . + c (SSA) MULTCO  ,+c„ ( SSA ) .
1+2 1+2 1 1
O2 ) u 1 (IV) < 0 , u x (F V ) < 0
La e l i m i n a c i ó n  del arco (IV,FV) no influye en la 
d e t e r m i n a c i ó n  de u ^ +^(IV) que, p u e s t o  que debe ser
nega tiv o, se calc ula como
m m
j
^c j ( j , IV ) +u^ (IV ) ( j ) j  . Por lo tanto:
I u_ „ ( IV)| = !u_ (I V ) I 
1+2 1
La d e m o s t r a c i ó n  para el vé r t i c e  FV es an álo ga a 
la del caso 1
u (I V ) < 0 , u x (FV) > 0
En este caso, | u (I V ) | = Iu (I V )I y |u (F V ) |
1+2 1 1+2
= |u^(FV)l . Se cumple la p r o p o s i c i ó n  pero, como ya 
hemos señalado, el inc remen to  m í n i m o  p r o d u c i d o  es
cero.
u ( I V ) > 0 , u ^ (F V ) < 0
En este caso p u e d e n  m o d i f i c a r s e  los dos m u l t i p l i ­
cadores a s o c iados a los vé r t i c e s  IV y FV.
Si u (IV) > u (I V ) y |u (F V ) I > |u.(FV)l, es 
1+2 1 1+2 1
porque Cj(IV , F V )+ u ^ (F V )- u ^ (I V ) = 0  y
mi n  ^ c j (I V ,j )+ u 1 (j )- u 1 (IV)J > 0 , para todos los
j ^ F V
arcos que salen del vé rti ce  IV,
m in  £ c j (i ,F V )+ u ^ (F V )- u ^ (i )j > 0 , para todos los 
i¿IV
arcos que entran al vé rtice  FV.
En co ns ecuencia,  M U L T C O ^ + c ^ (S S A ) = c^.
Si c^ co rr e s p o n d e  a un arco que sale del vér-
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* * f
tice FV, c, > c, y, además, el coste m o d i f i c a d o
1 + 2 1 J
de todo arco desde E (I V ) a E (F V ), en el grafo a s o ­
ciado al subp r o b l e m a  c o r r e s p o n d i e n t e  al nudo (1+2),
es, como mínimo, cero.
Luego M U L T C 0 1 + 2 + c 1+2 ( SSA) :> MULTCO +c ( S S A ) .
Fi nal mente, r e p r e s e n t a n d o  por i los vérti ce s IV 
y FV, si u^(i) = 0  y D^(i) 4 0, alguno de los 
arcos que entran al (salen del) vértice i tiene 
coste m o d i f i c a d o  cero, en el nudo 1, si D^(i) < 0 
(D (i) > 0 ) ;  si dic ho coste m o d i f i c a d o  no c o r r e s ­
ponde al del arco (IV,FV), n i n g ú n  cambio en los 
m u l t i p l i c a d o r e s  + pue de p r o d u c i r s e  en el
s u b p ro bl ema as oci a d o  al nudo (1+2); en caso c on ­
trario, la d e m o s t r a c i ó n  se reduce a uno de los c a ­
sos anter iores, c o n s i d e r a n d o  u -^+2 en lu S ar de u -^ *
P r o p o s i c i ó n  V . 5 :
El inc rem ento en el valor de la cota in ferior  en 
el nudo (1+2), con respect o al valo r ob tenid o en el n u ­
do 1, es, como mínimo:
D (I V )(u (IV)-u ( I V ))+D (F V )(u (F V )-u (F V ))
1 1+2 1 1 1+2 1
D e m o s t r a c i ó n :
El grafo asociado al subp r o b l e m a  que define  el 
nudo (1+2) es el mism o que el c o r r e s p o n d i e n t e  al sub-
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p r o b l e m a  de f i n i d o  por el nudo 1 , excepto que ha sido e l i ­
m i n a d o  el arco (IV,FV). Todos los m u l t i p l i c a d o r e s  u p u e ­
den m a n t e n e r s e ,  excepto los as oc iados a los v é r t i c e s  IV 
y FV, que pue den, quizá, m e j o ra rs e, dado que ha d e s a p a ­
recido el arco no requ erido de c o n exión (IV,FV).
Por lo tanto:
I R 1= I R 1+ 2*D 1+ 2 (Í)=D 1 (Í) V ÍENR ’
u.(i)=u, (i) Vi e N , i¿FV i¡ÍIV ,
1 1+2 R '
1 u 0 (IV)l > l u (IV )l , |u_ ( F V ) I > l u (F V ) I , y, de
1+2 1 1+2 1
a c uerd o con la p r o p o s i c i ó n  anterior:
MULTCO _ + c (SSA) >, M U L T C O _ + c _ ( S S A ).
1+2 1+2 1 1
En cons ec uencia,  por una d e m o s t r a c i ó n  an á l o g a  a
la u t i l i z a d a  en la p r o p o s i c i ó n  V.3:
CINF -CINF ^ D (I V )(u . (I V ) - u n (I V ))+
1+2 1 1 1+2 1
+ D .( F V )(u . (F V )- u .( F V )) = IMPROV
1 1+2 1
Si CINF^ + IMPROV FSOL, el nudo (1 + 2) está s a t u ­
rado, sin n e c e s i d a d  de cálculo de la cota i n f er io r c o ­
rr e s p o n d i e n t e ,  y se co ntinúa  e x a m i n a n d o  el si gu iente n u ­
do abierto.
C o m e n t a r i o  V . 2 :
Si el i n c r ement o p r o p o r c i o n a d o  por la P r o p o s i ­
ción V.5 no consi gue saturar el nudo (1+2), el siguien te
nudo a examin ar  debe ser el p r i m e r o  de los dos d e s c e n ­
di e nte s del nudo (1+2), y se d e b e r í a  cal cul ar ent on ces 
C I N F ^+2 » val or  de la cota inferior. Existe un caso 
en que este cál culo puede evitarse, ya que, si se da la 
c o n d i c i ó n  m e n c i o n a d a  a con tin uació n,  se cumple que:
CINF. = CINF _ + IMPROV.
1+2 1
C o n s i d e r a n d o  el grafo c o r r e s p o n d i e n t e  al su bpr o-
b l e m a  as ociad o al nudo (1+2), r e p r e s e n t a m o s  por (i ,j ) 
el arco de m e n o r  coste desde la compo nen te, en dicho
grafo, que con tiene al vé rtic e IV a la co mp onente que
cont ien e a FV. El coste de dicho arco es:
di de di df
C,(i ,j >-+ u1 + 2(j -> - ui;-<i )
Si 0,(1 ,J )+u1 + 2 (j )- u1 + 2 d  ) =
= c.(IV,FV)+u. (FV)-u (IV) , se cumple,
1 1+2 1+2
e v iden te mente, que:
MULTCO + c (SSA) = MULTCO  _+c,(SSA) -
1+2 1+2 1 1
- (c x (I V ,F V )+u 1 + 2 (F V ) ~ u 1 + 2 (IV)) + (c t (i * ,j * )+ u 1 (j *) - u x (i '
y, por lo tanto, CINF. = CINF. + IMPROV.
1+2 1
D eb emo s señalar, finalmente , cierta p o s i b i l i d a d  
de s i m p l i f i c a c i ó n  del árbol de r a m i f i c a c i ó n  que, junto 
con las c a r a c t e r í s t i c a s  ya de sc ritas, p e r mite a c e l e r a r
el p r o c e s o  de búsqu eda. Se trata de que ciertos nudos
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(s u b p r o b l e m a s ) del árbol sol am en te p u e d e n  tener un d e s ­
d e s c e n d i e n t e  .
La d e m o s t r a c i ó n  se de duce de las sigu ientes  
p r o p o s i c i o n e s .
P r o p o s i c i ó n  V . 6 :
C o n s i d e r e m o s  un nudo 1 c u a l q u i e r a  del árbol de r a ­
m i f i c a c i ó n , y  sea t a la raíz de la a r b o r e s c e n c i a  ge ner a-  
dora de m í nimo peso í .
Sea (i',j')eA -I, tal que i'eV' , j'eV' , C <= V' , 
s a a °a
y c 1 (SSA) el coste de la a r b o r e s c e n c i a  g e n e r a d o r a  de 
mí n i m o  peso c a l c ulada sobre (en el nudo 1), ha b i e n d o  
el im in ado p r e v i a m e n t e  el arco con la mis ma raíz t^ .
Si c 1 ( S S A ) - c 1 ( SSA) :>. FSOLr-CINF1 — ► Y ^ y  £ 1 (el
arco está en la solución).
D e m o s t r a c i ó n :
C o n s i d e r e m o s  el nudo 1+2 ob t e n i d o  a p a r t i r  del 1
al impo ner la r e s t r i c c i ó n  y ' , . , =  0. Vamos a c o m p r o b a r  que
i J
una cota i n f erior en dicho nudo supera el valor de la m e ­
jor so lu ción po s i b l e  co n o c i d a  h a s t a  el momento.
C o n s i d e r a m o s  en el nudo 1+2 la m i sm a raíz t que 
p r o d u j o  T en el nudo 1, y, m a n t e n i e n d o  los mi smos m u l t i ­
p l i c a d o r e s  u y X (que son p o s i b l e s  en el nudo 1+2), se 
cumple que :
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c l ( S S A ) = c 1 + 2 (SSA) <: c x ( SSA ) + c*- c 1 ( i', j') +U;L ( j') -u ( i')
donde c* = m i n  l e x (i ,j )+u (j )-u (i ) / ieV" , jeV' "l
l 1 1  t o ta J
Puesto que los demás sumandos que i n t e r v i e n e n  en 
la cota i n f e r i o r , e n  el nudo 1 + 2,p e r m a n e c e n  co ns t a n t e s  
(respecto del nudo 1), si
c^ + 2 ( SSA)-c^ ( SSA) >, FSOL - C I N F ^  , ent onces  
CINF^ + 2 >, FSOL y el nudo 1 + 2 qu eda saturado.
Por lo tanto, el arco (i',j") debe estar en la s o ­
l u ción  del s u b p r o b l e m a  a s o c i a d o  al nudo 1 y en todos los 
s u c e so re s de 1. En c o n s e cu encia, de los dos d e s c e n d i e n ­
tes del nudo 1, solame nte tiene se ntido el p r i m e r o  de 
ellos, o b t en ido al imponer la r e s t r i c c i ó n  y',., = 1, si 
r a m i f i c a m o s  p or el arco no r e q u e r i d o  de con e x i ó n  ( i', j') . 
Co m e n t a r i o  V . 3 :
No t emo s que, a d i f e r e n c i a  del Pr o b l e m a  del C a r ­
tero Rural en un grafo no dirigid o,  la o b l i g a t o r i e d a d  
de que el arco no r e q u e r i d o  de c o n e x i ó n  (i",j') a p a r e z c a
en la sol u c i ó n  no puede d e m o s t r a r s e  c o n s i d e r a n d o  úni -
★
camente su coste m o d i f i c a d o  y el coste c , ya que la
* * *
su s t i t u c i ó n  del arco (i',j') por el de coste c puede
p r o p o r c i o n a r  falsas cotas i n f e riores , en el sentid o de 
que no sean a r b o r e s c e n c i a s  g e n e r a d o r a s  de m í n i m o  peso 
con raí z en t .
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P r o p o s i c i ó n  V . 7 :
C o n s i d e r e m o s  un nudo 1 c u a l quier a del árbol de 
ramifi caeión, y sea t la raíz de la a r b o r e s c e n c i a  ge ne- 
radora de m í n i m o  peso í .
Sea (i', j')eA -I, tal que i'eV' , jeV' ) y sea
s t a ta
8= máx fc j (i ,j )+u (j)-u (i ) ieV' , jeV' 1
ij¿i' a a J
S u p o n d r e m o s  c a ( i', j')+u ( j')-u ( i')-c >, C.
Si c * — c — X , FSOL-C INF. — + y',., = 0 (el arco
t 1 i J
(i',j') no está en la solución)  ^ donde c ' r e p r e s e n t a  el
coste m o d i f i c a d o  del arco (i%j*) y el m u l t i p l i c a d o r
a s o ci ado al con ju nto de arcos de corte c o r r e s p o n d i e n t e
al corte (V' , V ' ).
& a
D e m o s t r a c i ó n :
C o n s i d e r e m o s  el nudo 1+1 ob te nido a p a r t i r  del
1 añ a d i e n d o  la r e s t r i c c i ó n  y',., >,1 ; Vamos a co mprobar
ij
que una cota in feri or  en el nudo 1+1 supera o iguala 
el v a lor de la m e j o r  s o l ución  p o s ible con oc ida h a st a el 
m o m e n t o  .
C o n s i d e r a m o s  en el nudo 1+2 la m i sma  raíz que 
p r o d u j o  í en el nudo 1, y m a n t e n i e n d o  los m i s m o s  m u l ­
t i p l i c a d o r e s  u y X (que son posibles en el nudo 
1 + 1 , excepto el m u l t i p l i c a d o r  X^ _ que en el nudo
1+1 to ma mos  ahora igual a cero), se cumple que:
162
MULTCO  ^  + ^  = MULTCO^j^ - \
c ( S S A )  ^ c (SSA) + c 
1 1 + 1
R e c o r d a n d o  la exp resión de la cota inferior:
C INF^= IR^+ ^  u (i)D (i)+u (i')D (i')+u (j')D (j') + 
í e N b  
i^i'
+ M U L T C 0 1+ c i (SSA)
cinfi+i=iri+i+ Z ui(i)Di(i)+ui+i(i')Di+i(i') +
i c N r
i ¿i'
+ u l+ l ( j')Dl+ l (j') + M U L T C O l + l+ c l + 1 (SSA)
Puesto que D ( í') =D^ ( £') — 1 , D . +1 (j?) =Dj (j')+ 1 y
IR l + l = IR l + ° i ( i'.j') s
C I N F l + l‘ C I N F l ^ o,(i'.j')-u (i')+u (j')-X -c =
= c' - c - X » FSOL - CINF
Por lo tanto, CINF :>, FSOL y el nudo 1 + 1
queda saturado.
A n á l o g a m e n t e  a la p r o p o s i c i ó n  anter ior , de los 
dos d e s c e n d i e n t e s  del nudo 1, s o l a mente tiene sentido 
el segundo de ellos, obtenido al imponer  la r e s t r i c c i ó n  
y^'y - 0, si rami f i c a m o s  por el arco no r e q ueri do  de 
co n e x i ó n  ( i', j') .
S E C C I O N  VI 
RESULTADOS COMPUTACIONALES
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V I . 1 RESOLUCION OPTIMA DEL DRPP:EJEMPLO
P r e s e n t a m o s ,en p r i m e r  lu ga r,un ejemplo complet o 
de d e t e r m i n a c i ó n  de la so lu ci ón óp tima del DRPP sobre 
el grafo orig inal G r e p r e s e n t a d o  en la Figura  1. Este 
e je mpl o figura con el nombre de P4 en los p r o b l e m a s  de 
test que se in cl uyen en esta Sección. El grafo s i m p l i ­
ficado G ', c o r r e s p o n d i e n t e  al grafo original G, está
v
r e p r e s e n t a d o  en el E j e m p l o  2 de la Se cción III.
Para este ej emplo hemo s ob tenido  y a , e n  esta m e ­
moria, la cota sup er ior inicial (Figura 5, S e c ción III), 
y la cota in fe rior c o r r e s p o n d i e n t e  al nudo cero del á r ­
bol de r a m i f i c a c i ó n  (ver E j em pl o 2 en I V . 5.2). El v a l o r  
de la cota superi or  coincid e con el de la s o l uc ió n ó p ­
tima  y ésta se repr esenta,  sobre el grafo original G, 
en la Figura  3.
Ej e m p 1 o :
Arbol de r a m i f i c a c i ó n  para el grafo r e p r e s e n t a d o
en la Figura 5 de la Se c c i ó n  III.
Nu do  0 : CSUP = 150 , FSOL = 150
CINF = 140 
0
Nudo  1 : Se fija el arco (10,11), que p e r t e n e c e  a y
hace que sus v é r t i c e s  i n c i dentes  sean simétr icos,
con respec to a A' U A , donde A ={(10,11)}
R
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21/
/20
1314
Figura 1: El grafo original G
Puesto que CINFq + 0 ^ 1 0 , 1 1 )  + u 0 (ll) - u Q (10) =
= 140 + 8 + (-2) - (+6) = 140, no se calcula
CINF .
1
Los arcos candidatos para ramificar son (3,6) y 
(16,5) .
Nudo 2 : Se fija el arco (3,6), que hace que los vérti-
&
ces 3 y 6 sean simétricos con respecto a A ' U A ,
R
donde A* = | ( 10 ,11 ) , (3,6))
El nudo queda saturado resolviendo un problema 
de flujo de coste mínimo. La solución posible
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obtenida es de coste 150.
Nudo 3 : El nudo anterior era una cola. El arco (3,6) no
debe aparecer en la solución. En este caso
u (3) = u (3) y u (6) = u (6),y por lo tanto el 
3 1 3  1
incremento mínimo dado en la Proposición V.5 es 
cero .
El valor de la cota inferior calculada en este 
nudo resulta ser de 146.
140
10,11 10,11
9.11
9,11
146
150 I M P O S I B L E
y ^i
3.616,5
11 1151
152 150
16,4 16,4
150 I M P O S I B L E
Figura 2: El árbol de ramificación del Ejemplo 1
El árbol de ramificación completo aparece repre­
sentado en la Figura 2.El número al lado de cada nudo 
indica el valor de la correspondiente cota inferior (pa 
ra aquellos nudos en que ha sido calculada). Los nudos 
señalados como imposibles indican que el arco eliminado 
era crítico. Los valores de las soluciones posibles ob­
tenidas, que corresponden a colas del árbol de ramifica 
cion, aparecen debajo. El tiempo total de resolución de 
este ejemplo, que incluye el tiempo de todas las trans­
formaciones del grafo original y el cálculo de la cota 
superior inicial por el procedimiento heurístico des­
crito en la Sección III, fué de 0.611 segundos de CPU.
3
10 \
1314
Figura 3: Una solución óptima del DRPP sobre
el grafo original
V I . 2 RESULTADOS COMPUTACIONALES
El p r o c e d i m i e n t o  exacto de r e s o l u c i ó n  c o n s tr uido  
en esta m e m o r i a  ha sido p r o b a d o  sobre 23 p r o b l e m a s  de 
test, cuyas c a r a c t e r í s t i c a s  p r i n c i p a l e s  se r e sumen  en 
la T A B L A  I.
La p r i m e r a  columna de dich a T A BLA indica el núme 
ro de c o m p o n e n t e s  del subg rafo induci do sobre G, grafo  
ori gi na l, por los arcos requeridos. La e x i s t e n c i a  de un 
arco crítico, como se de fi ni ó en la S e c ción II (ver D e ­
f i n i c i ó n  II . 3), reduce en uno el nú mero de c o m p o n e n t e s 
i ni ci ales; este es el caso de los p r o b l e m a s  de n o t a d o s  
p o r  P 2 , P3 y P23. Not em os que el nú mero de arcos no r e ­
q u e r i d o s  en el grafo G' (construido en la T r a n s f o r m a -
L
ción 3 de la S e cció n II), que se indica  en la co lu mna  6 
de la T A BL A I, es s e n s i b l e m e n t e  in f e r i o r  al c o r r e s p o n ­
di en te  en el grafo completo  G . Dicho númer o es, como
C
ya h e m o s  señalado, uno de los element os  que a u m e n t a n  el 
t i e m p o  de c o m p u t a c i ó n  n e c e s a r i o  para  r e s ol ve r ó p t i m a ­
m e n t e  el DRPP. Los costes a s o ci ados a los arcos de G 
se t o m a r o n  en el i n t er va lo [0,20].
169
T A B L A  I
Prob1ema 1 2 3 4 5 6
P1 2 15 11 31 17 6
P2 3/2 13 11 24 12 11
P3 4/2 27 18 55 23 24
P4 3 22 16 45 20 18
P5 3 29 22 56 34 18
P6 3 29 19 59 25 19
P 7 4 26 15 51 21 19
P 8 4 44 31 9 1 7 33
P 9 4 51 36 118 55 78
PIO 4 51 36 123 60 75
Pll 4 64 45 144 68 65
P 12 5 35 23 82 27 35
P 1 3 5 65 43 149 64 57
P 14 5 65 43 153 69 54
P 1 5 5 65 44 139 61 68
P 1 6 5 65 44 139 62 64
P 1 7 5 80 50 160 74 62
P 1 8 6 70 48 136 67 43
P 1 9 6 80 50 157 61 54
P20 6 80 50 179 71 60
P21 6 76 50 166 67 65
P22 6 76 50 180 6 5 122
P23 8/7 42 29 81 27 42
1 = n2 componentes conexas
2 = n2 total de vértices de G
3 = n2 total de vértices de G c
4 = n 2 total de arcos en G
5 = n 2 de arcos requeridos
6 = n2 de arcos no requeridos en G'
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La T A BL A II p r e s e n t a  los re su l t a d o s  c o m p u t a c i o n a -  
les obten id os sobre los 23 p r o b l e m a s  ya descritos. El 
p r o c e d i m i e n t o  construi do  en las a n t e r i o r e s  sec ciones de 
esta m e m o r i a  fué codific ad o en F O R T R A N - A S C I I , us ando el 
c o m p i l a d o r  FTN. Los valo res  de la c o l u m n a  4 c o r r e s p o n d e n  
al tiempo total, en segundos de CPU, empleado  p ar a r e ­
solver óp ti m a m e n t e  cada problem a, en una m á q u i n a  
UNIVAC 1100/60. Dicho tiempo total incluye el tiempo 
ut i l i z a d o  en las sucesiv as t r a n s f o r m a c i o n e s  del grafo 
original, el empleado por el p r o c e d i m i e n t o  h e u r í s t i c o  
descrito en la S e c ción III, para o b t ener una cota s u p e ­
rior inicial al v a lo r óptimo del DRPP,y, fin almente, el 
u t i l i z a d o  por el p r o c e d i m i e n t o  de branch and bound d e s ­
crito en la S e c ci ón  V.
De los 23 p r o b l e m a s  de test, sol ament e el d e n o ­
tado por P22 excedió el tiempo m á x i m o  per mit id o, que 
fué de 300 segundos de CPU. Para este problema,  la m e ­
jor so l u c i ó n  po sib le fué de 694 uni da des, ob tenida  en 
el nudo 169 del árbol de rami fi cación,  que quedó in­
completo .
La p r i m e r a  col umna de la T A BLA II indica los 
valores de la cota su pe rior inicial, o b t en ida por el 
p r o c e d i m i e n t o  h e u r í s t i c o  d e s cr it o en la S e c ci ón III.
El segundo n ú m e r o , e n  algunos de los elem en tos de dicha
c o l u m n a  indica la m e j o r a  obtenida, sobre el val or ini­
cial, u t i l i z a n d o  el método p r e s e n t a d o  en I I I . 3. Como 
pu ed e c o m p r o b a r s e ,  en 10 de los 22 p r o b l e m a s  resueltos  
ó p t i m a m e n t e  esta cota p r o p o r c i o n ó  la so l u c i ó n  óptima. 
En p r o m e d i o ,  el val or de la m e n c i o n a d a  cota su perior 
está a un 1.4% del val or de la solución óptima.
La s e gu nd a co lu mna  de la tabla indica el valor 
óptimo de cada problema, mi entra s que la te rc era c o r ­
r e s p o n d e  al valor  de la cota inferior ob te nida en el 
nudo cero del árbol de ramif icación. El va lo r de dicha 
cota i n f e r i o r  está, en promedi o, a un 5% del v a lo r de 
la s o l u c i ó n  óptima.
La co l u m n a  cuarta pr e s e n t a  los tiempos totales,
en s e g u n d o s  de CPU, de r e s o l u c i ó n  de cada problema.
Como y a  h e m o s  indicado, el tiempo m á x i m o  p e r m i t i d o  fué
de 300 s e g undo s de CPU. Salvo el p r o b l e m a  P22, debido
al g ran n ú m e r o  de arcos no requ eridos  del grafo corres
p o n d i e n t e  G', todoslos demás p u d i e r o n  r e s o lv er se ópti- 
C
m á m e n t e  en t i em po s s e n s i b l e m e n t e  inferiores.
La q u i n t a  colum na indica el número total de n u ­
dos e x a m i n a d o s  en el c o r r e s p o n d i e n t e  árbol de ramifica  
ción y la sexta, el número de nudos satur ados por el 
v a lor de la cota in fe ri or c o r r e s p o n d i e n t e  (sin inc luir
los nudos saturados m e d i a n t e  la r e s o l u c i ó n  de un probl e 
ma de flujo de coste mí nimo, que he mos  llamado colas). 
El númer o total de nudos no es e x c e s i v a m e n t e  grande y, 
aunque el p o r c e n t a j e  de nudos  satu ra dos (indicado en 
la colu mna seis) es bajo, d e b em os  señalar que las carac 
t er ís ticas especial es  del p r o c e d i m i e n t o  de branch and 
bound constru id o (ver S e c c i ó n  V) h a c e n  que en m u c h o s  nu 
dos sea i n n e c esa ri o el c á l culo  de cota inf er ior y por 
lo tanto el tiempo e m p leado  en el estudi o de di ch os  n u ­
dos es mínimo.
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T A B L A  I I
Pro- 
b lema
1 2 3 4 5 6
P1 124 124 120 0 .236 5 1
P2 91 91 80 0 .230 5 1
P3 165 165 156 0 .757 3 1
P4 152/150 150 140 0.611 13 3
P5 394 394 372 1 .307 23 3
P6 237 237 230 0.950 5 2
P7 201/196 196 196 0 .624 0 0
P 8 551/545 535 510 13.219 475 55
P 9 904/882 839 826 12.058 195 38
PIO 801/783 757 753 11 . 342 197 33
Pll 799/789 758 746 19.686 287 25
P 12 215/211 211 205 1 . 962 13 5
P 13 692 677 630 57 .480 819 126
P 14 708 694 670 18.534 199 43
P 1 5 698 688 642 73.968 1203 247
P 1 6 663 663 618 42.766 733 119
P 1 7 817 794 745 126 . 354 2139 246
P 1 8 678/672 652 620 30.772 415 44
P 1 9 704/695 695 66 8 21.240 67 21
P20 627 618 605 92 . 880 1051 213
P21 710/707 703 639 210.339 3005 592
P22 714 6 94* 640 ------- ---- ---
P23 420/416 405 351 32 .263 1369 341
1 = Cota superior
2 = Valor óptimo del DRPP
3 = Cota inferior en el nudo cero
4 = Tiempo total de resolución
5 = Nudos del árbol de branch and bound
6 = Nudos saturados por la cota inferior
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C o n c l u i m o s  esta Sección, y con ella la memoria, 
con a l g u n o s  c o m e n t a r i o s  finales que expr es an nues tr a v a ­
l o r a c i ó n  del tr ab ajo p r e s entado.  Al p r i n c i p i o  de cada 
S e c c i ó n  (excepto  en la I n t r o d u c c i ó n  y ésta ú l t i m a ) , y  en 
al g u n o s  c o m e n t a r i o s  (colocados, p r e f e r e n t e m e n t e  al final 
de cada Sección), hemos resumido los p r i n c i p a l e s  r e s u l t a ­
dos p r e s e n t a d o s  y emitido ya algunas c o n s i d er aciones .
Si t u v i é r a m o s  que prese nt ar, esqu e m á t i c a m e n t e ,  
los r e s u l t a d o s  p r i n c i p a l e s  de esta memoria, dos serían 
los p u n t o s  f u n d a m e n t a l e s  a destacar:
En  p r i m e r  lugar, que se ofrece, por p r i m e r a  vez, 
un p r o c e d i m i e n t o  de r e s o l u c i ó n  exacto para el Problema 
del Cartero Rural Dirigido, que h a b í a  sido p r e s e n t a d o  
h a s t a  a h o r a  como caso p a r t i c u l a r  de pro b l e m a s  de routing 
más g e n e r a l e s ,  para los que so lam ent e eran co nocidos 
p r o c e d i m i e n t o s  aprox im ad os. El estu dio p r e s e n t a d o  en 
esta m e m o r i a  explota  las c a r a c t e r í s t i c a s  de cada p r o ­
b l e m a  co ncr eto , o b t e ni en do i n f o r m a c i ó n  que p e r m i t e  a c e ­
lerar el p r o c e s o  de b ú s q u e d a  de una so luc ió n óptima.
En se gu ndo lugar, los r e s u lta do s c o m p u t a c i o n a l e s 
obt e n i d o s ,  que creemos son s a t i s f a c t o r i o s . Au nque  los 
m é t o d o s  ex ac tos para  p r o b l e m a s  N P - c o m p 1etos , como el 
D R P P , t i e n e n  sus limi t a c i o n e s  (recor dem os que el tiempo
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de c o m p u t a c i ó n  crece e x p o n e n c i a l m e n t e  con el númer o de
c om po nentes  de cada problem a) , algunos de los pr o b l e m a s
resu el to s óp ti m a m e n t e  (ver TABLAS I y II) t i e n e n  ya un
tamaño signif icativo: gr afo s de 76 vértices,  166 arcos
y 6 c o m p o n e n t e s  (con 65 arcos no requ erido s en el gra-
fo simp l i f i c a d o  G ') p u e d e n  ser r e s u elto s ó p t i m a m e n t e  en
C
poco más de 200 segund os de CPU.
En las a p l i c a c i o n e s  p r á c t i c a s  del DRPP y otros 
pr o b l e m a s  r e l a c i o n a d o s  (ver S e c ció n I), la p o s i b i l i d a d  
de que nu estro  p r o c e d i m i e n t o  pue da ser empleado para 
d e t e r m i n a r  soluci on es e-óptimas, p e r m i t e  su poner que 
el m i s m o  puede  ser aplicad o con éxito a p r o b l e m a s  r e a ­
les, de d i m e n s i o n e s  incluso ma y o r e s  que las u t i l i z a ­
das p a r a  los p r o b l e m a s  de test, con unos tiem pos de 
c o m p u t a c i ó n  razonables.
A v
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