Abstract. Parity games are infinite-duration two-player turn-based games that provide powerful 6 formal-method techniques for the automatic synthesis and verification of distributed and reactive 7 systems. This kind of game emerges as a natural evaluation technique for the solution of the µ-8 calculus model-checking problem and is closely related to alternating ω-automata. Due to these strict 9 connections, parity games are a well-established environment to describe liveness properties such 10 as "every request that occurs infinitely often is eventually responded". Unfortunately, the classical 11 form of such a condition suffers from the strong drawback that there is no bound on the effective 12 time that separates a request from its response, i.e., responses are not promptly provided. Recently, to 13 overcome this limitation, several variants of parity game have been proposed, in which quantitative 14 requirements are added to the classic qualitative ones. In this paper, we make a general study of the 15 concept of promptness in parity games that allows to put under a unique theoretical framework several 16 of the cited variants along with new ones. Also, we describe simple polynomial reductions from all 17 these conditions to either Büchi or parity games, which simplify all previous known procedures. In 18 particular, they allow to lower the complexity class of cost and bounded-cost parity games recently 19 introduced. Indeed, we provide solution algorithms showing that determining the winner of these 20 games is in UPTIME ∩ COUPTIME. 
Introduction
condition. There, it has been shown that the winner of both cost parity and bounded-cost parity can be 23 decided in NPTIME ∩ CONPTIME.
24
In this article we keep working on two-player parity games, under the prompt semantics, over colored 25 (vertexes) arenas with or without weights over edges. In the sequel, we refer to the latter as colored arenas 26 and to the former as weighted arenas. Our aim is twofold. On one side, we give a clear picture of all conditions we address in the sequel of this article, see Table 1 .
32
In order to make our reasoning more clear, we first introduce the concept of non-full, semi-full and full 33 acceptance parity conditions. To understand their meaning, first consider again the cost parity condition.
34
By definition, it is a conjunction of two properties and in both of them a finite number of requests
35
(possibly different) can be ignored. For this reason, we call this condition "non-full". Consider now the 36 bounded-cost parity condition. By definition, it is still a conjunction of two properties, but now only in 37 one of them a finite number of requests can be ignored. For this reason, we call this condition "semi-full".
38
Finally, a parity condition is named "full" if none of the requests can be ignored. Note that the full 39 concept has been already addressed in [11] on classic (colored) arenas. We also refer to [11] for further 40 motivations and examples.
41
As a main contribution in this work, we introduce and study three new parity conditions named full 42 parity (FP), prompt parity (PP) and full-prompt parity (FPP) condition, respectively. The full parity 43 condition is defined over colored arenas and, in accordance to the full semantics, it simply requires that 44 ∩ COUPTIME, which also improves the previously known result about this condition.
23
Outline The sequel of the paper is structured as follows. In Section 2, we give some preliminary 24 concepts about games. In Section 3, we introduce all parity conditions we successively analyze in 25 Section 4, with respect to their relationships. In Section 5, we show the reductions from cost parity and 26 bounded-cost parity games to parity games in order to prove that they both are in UPTIME ∩ COUPTIME.
27
Finally, in the concluding section, we give a complete picture of all complexity results by means of 28 Table 3 . 
Preliminaries

30
In this section, we describe the concepts of two-player turn-based arena, payoff-arena, and game. As they 31 are common definitions, an expert reader can also skip this part. is the order of its underlying payoff arena A. A game is finite iff it has finite order. The existential (resp., 27 universal) player ∃ (resp., ∀) wins the game iff there exists an existential (resp., universal) strategy 28 σ ∃ ∈ Str ∃ (resp., σ ∀ ∈ Str ∀ ) such that, for all universal (resp., existential) strategies σ ∀ ∈ Str ∀ (resp.,
29
σ ∃ ∈ Str ∀ ), it holds that pf(σ ∃ , σ ∀ ) ∈ Wn (resp., pf(σ ∃ , σ ∀ ) ∈ Wn). For sake of clarity, given a game 30 we denote with Pth( ) the set of all paths in and with Str ∃ ( ) and Str ∀ ( ) the sets of strategies over 31 for the player ∃ and ∀ , respectively. Also, we indicate by Hst( ) the set of the histories over . 
Parity Conditions
33
In this section, we give an overview about all different parity conditions we consider in this article, which 34 are variants of classical parity games that will be investigated over both classic colored arenas (i.e., with Before continuing, we introduce some notation to formally define all addressed winning conditions. A Wg ⊆ N is the non-empty sets of weights, and wg : Mv → Wg is the weighting functions mapping each 5 move to a weight. The overloading of the coloring (resp., weighting) function from the set of positions 6 (resp., moves) to the set of paths induces the function cl : Pth → Cl ω (resp., wg : Pth → Wg ω ) mapping 7 each path π ∈ Pth to the infinite sequence of colors cl(π) ∈ Cl ω (resp. weights wg(π) ∈ Wg ω ) such
Every colored (resp., weighted)
pf , where Pf Cl ω (resp., Pf Cl ω × Wg ω ) and pf(π) cl(π) (resp., pf(π) (cl(π), wg(π))).
11
Along a play, we interpret the occurrence of an odd priority as a "request" and the occurrence of the 12 first bigger even priority at a later position as a "response". Then, we distinguish between prompt and 13 not-prompt requests. In the not-prompt case, a request is responded independently from the elapsed time 14 between its occurrence and response. Conversely, in the prompt case, the time within a request is responded
15
has an important role. It is for this reason that we consider weighted arenas. So, a delay over a play is 16 the sum of the weights over of all the edges crossed from a request to its response. We now formalize 17 these concepts. Let c ∈ Cl ω be an infinite sequence of colors. Then, Rq(c) {i ∈ N : c i ≡ 1 (mod 2)} 18 denotes the set of all requests in c and rs(c, i)
represents the response to the requests i ∈ Rs, where by convention we set min ∅ ω. Moreover,
20
Rs(c) {i ∈ Rq(c) : rs(c, i) < ω} denotes the subset of all requests for which a response is provided.
21
Now, let w ∈ Wg ω be an infinite sequence of weights. Then, dl((c, w), i)
is the supremum of all delays of the requests contained in R ⊆ Rq(c).
24
As usual, all conditions we consider are given on infinite plays. Then, the winning of the game can be 25 defined w.r.t. how often the characterizing properties of the winning condition are satisfied along each 26 play. For example, we may require that all requests have to be responded along a play, which we denote 27 as a full behavior of the acceptance condition. Also, we may require that the condition (given as a unique 28 or a conjunction of properties) holds almost everywhere along the play (i.e., a finite number of places 29 along the play can be ignored), which we denote as a not-full behavior of the acceptance condition. More
30
in general, we may have conditions, given as a conjunction of several properties, to be satisfied in a mixed 31 way, i.e., some of them have to be satisfied almost everywhere and the remaining ones, over all the play.
32
We denote the latter as a semi-full behavior of the acceptance condition. Table 1 reports the combination   33 of the full, not-full, and semi-full behaviors with the known conditions of parity, cost-parity and bounded cost-parity and the new condition of prompt-parity we introduce. As it will be clear in the following, 1 bounded cost-parity has intrinsically a semi-full behavior on weighted arenas, but it has no meaning on 2 (unweighted) colored arenas. Also, over colored arenas, the parity condition has an intrinsic not-full 3 behavior. As far as we known, some of these combinations have never been studied previously on colored 4 arenas (full parity) and weighted arenas (prompt parity and full-prompt parity).
5
Observe that, in the following, in each graphic representation of a game, the circular nodes belong to 6 player ∃ while the square nodes to player ∀. The non-prompt conditions relate only to the satisfaction of a request (i.e., its response), without taking 9 into account the elapsing of time before the response is provided (i.e., its delay). As reported in Table 1 ,
10
here we consider as non-prompt conditions, those ones of parity and full parity. To do this, let A,
11
Wn, v  be a game, where the payoff arena A is induced by a colored arena A = A, Cl, cl . Parity condition (P) is a parity game iff it is played under a 13 parity condition, which requires that all requests, except at most universal, and let α + β be the regular expression describing all possible plays starting at v  , where
be its payoff. Then, c π ∈ Wn, since the parity condition is satisfied by putting in R the last index in 22 which the color 1 occurs in c π . Again, keep a path π ∈ β and let c π pf(π) ∈ (1 · 0 * · 2) ω be its payoff.
23
Then, c π ∈ Wn, since the parity condition is satisfied by simply choosing R ∅. In the following, as a 24 special case, we also consider parity games played over arenas colored only with the two priorities 1 and 25 2, to which we refer as Büchi games (B). since the full parity condition is satisfied as all requests are responded by the color 2 at the odd indexes.
34
Observe that the arena of the game A  depicted in Figure 1 is not won under the full parity condition.
35
Indeed, if we consider the path π with payoff pf(π) ∈ (1 · 0 ω ), it holds that not all requests are responded.
Prompt Conditions
1
The prompt conditions take into account, in addition to the satisfaction of a request, also the delay before 2 it occurs. As reported in Table 1 we have that (c, w) ∈ Wn iff there exists a finite set R ⊆ Rq(c) 
, where c π = 3 · (1 · 2) ω and w π = 2 · (1 · 0) ω , and set of requests
15
Rq(c π ) = {0} ∪ {2n + 1 : n ∈ N}. Then, p π ∈ Wn, since the prompt parity condition is satisfied by 
Then, p π ∈ Wn, since the full-prompt parity condition is satisfied as all 27 requests are responded by color 4 with a delay bound b = 2. Observe that, the arena of the game A  28 depicted in Figure 3 is not won under the full prompt parity condition. Indeed, if we consider the unique 
Bounded-Cost Parity condition (BCP) [17]
is a bounded-8 cost parity game iff it is played under a bounded-cost parity 9 condition, which requires that all requests, except at most a finite p π ∈ Wn, since the prompt parity condition is satisfied with R = {0} and b = 1.
18
Wn Formal definitions In Table 2 , we list all winning conditions (Wn) introduced above, along with their respective formal parity game, we also say that it is a P game, as well as, write = A, P, v  . 
Equivalences and Implications
1
In this section, we investigate the relationships among all parity conditions discussed above. [3]
[4d]
[5]
[4e]
Figure 7: Implication Schema.
In this subsection, we prove all positive existing rela- [2]
[3]
[4]
[6] 
Therefore, player ∃ does not win  , since there is no fi-32 nite set R ⊂ Rq(c) for which dl((c, w), Rq(c) \ R) < ω.
33
[Item 3] Consider as weighted arena A the infinite one depicted in Figure 9 having set of positions
34
Ps N∪{(i, j) ∈ N×N : j < i} and moves defined as follows: if 
Player ∃ wins the BCP game  , since there is just one requests, which we can simply avoid to consider, and its delay is equal to 1. However, as already observed in Item 1, the FP game  on the underlying colored arena A is not won by the same player.
Polynomial Reductions
11
In this section, we face the computational complexity of solving full parity, prompt parity and bounded 12 cost parity games. Then, due to the relationships among the winning conditions described in the previous therefore, it is linear in the description of its weights.
26
In the following, for a given set of colors Cl ⊆ N, we assume ⊥ < i, for all i ∈ Cl. Intuitively, ⊥ is a 27 special symbol that can be seen as lower bound over color priorities. Moreover, we define R {c ∈ Cl :
28 c ≡ 1 (mod 2)} to be the set of all possible request values in Cl with R ⊥ {⊥} ∪ R. • tr(r, c) ⊥, if r < c and c ≡ 0 (mod 2); max{r, c}, otherwise. Proof:
34
[If] By hypothesis, we have that player ∃ wins the B game on the colored arena A, which induces a payoff arena A. This means that, there exists a strategy σ ∃ ∈ Str ∃ ( * ) for player ∃ such that for each
Therefore, for all π ∈ Pth( σ ∃ ), transition table and the fact that we give a priority 2 to the vertexes in which there are not unanswered 11 requests, we have that Rq(c π ) = Rs(c π ) and so Rq(c π ) = Rs(c π ) .
12
[Only If] By hypothesis, we have that player ∃ wins the game on the weighted arena A which induces a payoff arena A. This means that, there exists a strategy σ ∃ ∈ Str ∃ ( ) for player ∃ such that for each strategy σ ∀ ∈ Str ∀ ( ) for player ∀, it holds that pf(v  , (σ ∃ , σ ∀ )) ∈ FP. Therefore, for all π ∈ Pth( σ ∃ ), we have that pf(π) |= FP, so, Rq(c π ) = Rs(c π ) with c π = pf(π). Now, we construct a strategy σ ∃ ∈ Str ∃ ( ) for player ∃ on A as follows: for all vertexes (v, r), where r ∈ R ⊥ , it holds that σ ∃ (v, r) = σ ∃ (v). We prove that pf(π ) |= B for all play π ∈ Pth( σ ∃ ), i.e., there exists a finite set R ⊆ Rq(c π ) such that Rq(c π ) \ R ⊆ Rs(c π ) with c π = pf(π ). To do this, we project out π from π , i.e., π = π  , whose meaning is π i = (π i , r i ), for all i ∈ N. . It easy to see that π ∈ Pth( σ ∃ ) and then pf(π) |= FP. By contradiction, assume that pf(π ) B. Consequently, there are no vertexes (v, ⊥) that appear infinitely often. This means that there exists a position i ∈ N in which there is a request r ∈ Rq(c π ) not satisfied. But this means pf(π) FP, which is impossible.
In the following, we report some examples of arenas obtained applying the reduction mentioned above.
13
Observe that each vertex of the constructed arena is labeled with its name (in the upper part) and, in 
From Bounded-Cost Parity to Parity
1
In this section, we show a construction that allows to reduce a bounded-cost parity game to a parity game.
2
The approach we propose extends the one given in the previous section by further equipping the transition 3 table T with a counter that keeps track of the delay accumulated since an unanswered request has been 4 issued. Such a counter is bounded in the sense that if the delay exceeds the sum of weights of all moves in 5 the original arena, then it is set to the special symbol . The idea is that if in a finite game such a bound 6 has been exceeded then the adversarial player has taken at least twice a move with a positive weight. A. This means that there exists a strategy σ ∃ ∈ Str ∃ ( ) for player ∃ such that for each strategy 34 σ ∀ ∈ Str ∀ ( ) for player ∀, it holds that pf(v  , (σ ∃ , σ ∀ )) ∈ P. Therefore, for all π ∈ Pth( σ ∃ ), we
35
have that pf(π ) |= P, hence, there exists a finite set R ⊆ Rq(c π ) such that Rq(c π ) \ R ⊆ Rs(c π ) with c π = pf(π ). Now, we construct a strategy σ ∃ ∈ Str ∃ ( ) such that, for all π ∈ Pth( σ ∃ ), there exists we set σ ∃ (ρ) σ ∃ ((lst(ρ), ext(ρ))) 1 , for all ρ ∈ Hst ∃ ( ). At this point, for each strategy σ ∀ ∈ Str ∀ ( ), 5 there is a strategy
P and c π = (c π ) 1 . Set σ ∀ using, trivially, σ ∀ as follows: (r, k) )} be the maximum value the counter can have and s = e∈Mv wg(e) the sum of 9 weights of edges over the weighted arena A. Since pf(π ) |= P, by construction, we have that there is no prove that pf(π ) |= P, for all plays π ∈ Pth( σ ∃ ), i.e., there exists a finite set R ⊆ Rq(c π ) such that
22
Rq(c π ) \ R ⊆ Rs(c π ) with c π = pf(π ). To do this, first suppose that, for all plays π ∈ Pth( σ ∃ ),
23
π does not cross a state of the kind (v, ) ∈ St( ) and projects out π from π , i.e., π = π  . It easy to 24 see that π ∈ Pth( σ ∃ ) and, so, pf(π) |= BCP. Consequently, pf(π) |= P. Now, due to our assumption, 25 the colors in pf(π) and pf(π ) are the same, i.e., c π = c π . Thus, it holds that pf(π ) |= P. It remains 26 to see that our assumption is the only possible one, i.e., it is impossible to find a path π ∈ Pth( σ ∃ ),
27
containing a state of the the kind (v, ) ∈ St( ). By contradiction, assume that there exists a position (π l , π l +1 ). This means that pf(π) BCP, which is impossible.
36
37
Observe that, each vertex of the constructed arena is labeled with its name (in the upper part) and, in as previously showed, player ∃ wins also the P game 7 obtained from the same weighted arena A, visiting infinitely often the vertex (v  , (1, 1) ) having priority 0. 
From Prompt Parity to Parity and Büchi
18
Finally, we show a construction that reduces a prompt parity game to a parity game. In particular, when So, all these kind of requests can be forgotten in order to win the game. Thus, in this case, it is enough to 7 satisfy only the remaining ones, which corresponds to visit infinitely often a position containing as second 
11
For a PP game A, PP, v  induced by an arena A = A, Cl, cl, Wg, wg , we build a transition
where we assume s m∈Mv wg(m) to be the sum of all weights of moves in the original arena and
and its transition function defined as follows: tr( , (c, w)) and, additionally:
17
Observe that, the set Z α is the Cartesian product of the biggest unanswered request, the counter of the 18 forgotten priority and, a flag indicating whether the state is deterministic or existential.
19
Let A = A ⊗ T be the product arena of A and T and consider the colored arena A A , Cl, cl
) induced by A is such that player ∃ wins iff it wins .
22
Theorem 5.7. For every PP game with k ∈ N priorities and sum of weights s ∈ N, there is a P game
23
, with order
, such that player ∃ wins iff it wins .
24
Proof:
25
[If] By hypothesis, player ∃ wins the game on the colored arena A, which induces a payoff arena
26
A. This means that there exists a strategy σ ∃ ∈ Str ∃ ( ) for player ∃ such that for each strategy 27 σ ∀ ∈ Str ∀ ( ) for player ∀, it holds that pf(v  , (σ ∃ , σ ∀ )) ∈ P. Therefore, for all π ∈ Pth( σ ∃ ), we 28 have that pf(π ) |= P. Hence, there exists a finite set R ⊆ Rq(c π ) such that Rq(c π ) \ R ⊆ Rs(c π )
29
with c π = pf(π ). Now, we construct a strategy σ ∃ ∈ Str ∃ ( ) such that, for all π ∈ Pth( σ ∃ ),
30
there exists π ∈ Pth( σ ∃ ), i.e., π = π  . Let ext : is forgotten. So, we set σ ∃ (ρ) σ ∃ ((lst(ρ), ext(ρ))) 1 , for all ρ ∈ Hst ∃ ( ). At this point, for each set σ ∀ using σ ∀ as follows: 
10
[Only If] By hypothesis, player ∃ wins the game on the weighted arena A, which induces a payoff arena A. This means that there exists a strategy σ ∃ ∈ Str ∃ ( ) for player ∃ such that, for each strategy σ ∀ ∈ Str ∀ ( ) for player ∀, it holds that pf(v  , (σ ∃ , σ ∀ )) ∈ PP. Therefore, for all π ∈ Pth( σ ∃ ) we have that pf(π) |= PP. Hence, there exists a finite set R ⊆ Rq(c π ) such that Rq(c π ) \ R ⊆ Rs(c π ) and there exists a bound b ∈ N for which dl((c π , w π ), Rq(c π ) \ R) ≤ b, with (c π , w π ) = pf(π). Let h |{v ∈ Ps : cl(v) ≡ 1 (mod 2)}| be the maximum number of positions having odd priorities. Moreover, let s be the sum of all weights of moves in the original game , previously defined. Now, we construct a strategy σ ∃ ∈ Str ∃ ( ) for player ∃ on A as follows. For all ((r, h, D), k) ). Now, let f rg : St ∃ → N be a function such that f rg(v) is the maximum odd priority that player ∃ can forget, i.e., the highest odd priority that can be crossed only finitely often in σ ∃ starting at v. At this point, if d < h, i.e., it is still possible to forget other h − d priorities, then we set ((r, d, D) , k)). We want to prove that pf(π ) |= P, for all play π ∈ Pth( σ ∃ ), i.e., there exists a finite set R ⊆ Rq(c π ) such that Rq(c π ) \ R ⊆ Rs(c π ) with c π = pf(π ). Starting from π , we construct π by removing the vertexes of the form (v, ((r, d, ∃), k)) that are the vertexes in which is allow to forget a request . Then, we project out π from π , i.e., π = π  . It easy to see that π ∈ Pth( σ ∃ ) and, so, pf(π) |= PP. Consequently, pf(π) |= P. The colors in pf(π) and pf(π ) are the same, i.e., c π = c π . Thus, it holds that pf(π ) |= P and so pf(π ) |= P. At this point, it just remains to see that our assumption is the only possible one, i.e., it is impossible to find a path π ∈ Pth( σ ∃ ) containing a state of the the kind (v, ) ∈ St( ). To do this, we use the same reasoning applied in the proof of Theorem 5.4.
It is worth observing that the estimation on the size of in Theorem 5.7 is quite coarse since several 11 type of states can not be reached by the initial position.
13
In the following, we report some examples of arenas obtained by applying the reduction mentioned he loses the game and so he will never take such a move. In conclusion, player ∃ has a winning strategy 13 against every possible strategy of the player ∀. ((1, 1, D), 1) ) from which player ∀ wins the game by forcing the token to remain in the diamond 4 vertex (C  , ) which we use to succinctly represent a strong connected component, fully labeled by 5 1, from which player ∃ cannot exit. 
23
In case the weighted arena A is positive, i.e., wg(v) > 0 for all v ∈ Ps, we can improve the above 24 construction as follows. Consider the colored arena A A , {1, 2}, cl such that, for all positions
27
By means of a proof similar to the one used to prove Theorem 5.7 , we obtain the following. behaving full and the other not-full).
15
As games already addressed in the literature, we studied the cost parity and bounded-cost parity ones 16 and, for both of them, we provided algorithms that improve their known complexity. As new parity games,
17
we investigated the full parity, full-prompt parity, and prompt parity ones. We showed that full parity 18 games are in PTIME, prompt parity and cost parity are equivalent and both in UPTIME ∩ COUPTIME.
19
The latter improves the known complexity result of [17] to solve cost parity games because our algorithm 
