Data in real-world application often exhibit skewed class distribution which poses an intense challenge for machine learning. Conventional classification algorithms are not effective in case of imbalanced data distribution, and may fail when the data distribution is highly imbalanced. To address this issue, we propose a general imbalanced classification model based on deep reinforcement learning, in which we formulate the classification problem as a sequential decision-making process and solve it by a deep Q-learning network. In our model, the agent performs a classification action on one sample in each time step, and the environment evaluates the classification action and returns a reward to the agent. The reward from the minority class sample is larger, so the agent is more sensitive to the minority class. The agent finally finds an optimal classification policy in imbalanced data under the guidance of the specific reward function and beneficial simulated environment. Experiments have shown that our proposed model outperforms other imbalanced classification algorithms, and identifies more minority samples with better classification performance.
Introduction
Imbalanced data classification has been widely researched in the field of machine learning [1] [2] [3] . In some realworld classification researches, such as abnormal detection, disease diagnosis, risk behavior recognition, etc., the distribution of data across different classes is highly skewed. The instances in one class (e.g., cancer patient) can be 1000 times less than that in another class (e.g., healthy people). Most machine learning algorithms are suitable for balanced training data set. When facing imbalanced scenarios, these models often provide good recognition results to the majority instances, whereas the minority instances are distorted. The instances in the minority class are difficult to detect because of their infrequency Qiong A range of imbalanced data classification algorithms were developed during the past two decades. The methods to tackle these issues are generally divided into two groups [4] : the data level and the algorithmic level. The former group modifies the collection of instances to balance the class distribution by re-sampling the training data, which often represents as different types of data manipulation techniques. The latter group modifies the existing learners to alleviate their bias towards the majority class, which often assigns higher misclassification cost to the minority class. However, with the rapid developments of big data, a large amount of complex data with high imbalanced ratio is being generated which brings enormous challenges to imbalanced data classification. Conventional methods are inadequate to cope with more and more complex data so that novel deep learning approaches are becoming increasingly popular.
In recent years, deep reinforcement learning has been successfully applied to computer gaming, robot control, recommendation systems [5] [6] [7] and so on. For classification problems, deep reinforcement learning has served in eliminating noisy data and learning better features [8, 9] , and has made great improvements in classification performance. However, there was seldom any research work on applying deep reinforcement learning to imbalanced data learning. In fact, deep reinforcement learning is ideally suitable for imbalanced data classification as its learning mechanism and specific reward function. Deep reinforcement learning can pay more attention to the minority class by giving higher rewards to them. A deep Q-learning network (DQN) based model for imbalanced classification is proposed in this paper, in which the imbalanced classification problem is regarded as a guessing game that can be decomposed into a sequential decisionmaking process. In each time step, the agent receives an environment state which is represented by a training sample and then performs a classification action under the guidance of a policy. If the agent performs a correct classification action, it will be given a positive reward; otherwise, it will be given a negative reward. The reward from the minority class is higher than that of the majority class. The goal of the agent is to obtain as many more cumulative rewards as possible during the process of sequential decisionmaking, that is, to correctly recognize the samples as much as possible. This paper mainly focuses on the binary classification and the experimental data sets are binary-class ones.
The contributions of this paper can be summarized as follows: 1) To formulate the classification problem as a sequential decision-making process and propose a deep reinforcement learning framework for imbalanced classification. 2) To design and implement the DQN based imbalanced classification model (DQNimb), which mainly includes building the simulation environment, defining the interaction rules between agent and environment, and designing the specific reward function. 3) To study the performance of our model through experiments and compare it with other methods of imbalanced data learning.
The rest of this paper is organized as follows: The second section introduces the research methodology of imbalanced data classification and the applications of deep reinforcement learning on classification problems. The third section elaborates the proposed model and analyzes it theoretically. The fourth section shows the experimental results and evaluates the performance of our method compared with other methods. The last section summarizes the work of this paper and looks forward to future work.
Related work
In the past decades, many research efforts have been devoted to tackle the class imbalance problem. This section mainly introduces the previous work on imbalanced data classification and the deep reinforcement learning relative classification methods. These studies inspire us to extend reinforcement learning onto imbalanced data classification.
Imbalanced data classification
The previous researches in imbalanced data classification concentrate mainly on two levels: the data level [10] [11] [12] [13] [14] and the algorithmic level [15] [16] [17] [18] [19] [20] [21] [22] [23] [24] [25] . The data level methods aim to balance the class distribution by manipulating the training samples, including over-sampling the minority class, undersampling the majority class and the combinations of the two above methods [13, 26] . SMOTE [11] is a well-known over-sampling method, which generates new samples by linear interpolation between adjacent minority samples. NearMiss [12] is a typical under-sample method based on the nearest neighbor algorithm. However, over-sampling can potentially lead to overfitting while under-sampling may lose valuable information on the majority class. The algorithmic level methods aim to lift the importance of the minority class by improving the existing algorithms, including cost-sensitive learning, ensemble learning and decision threshold adjustment. The cost-sensitive learning methods assign various misclassification costs to different classes by modifying the loss function, in which the misclassification cost of minority class is higher than that of the majority class. The ensemble learning based methods train multiple individual sub-classifiers, and then use voting or combining to get better results. The threshold-adjustment methods train the classifier in original imbalanced data and change the decision threshold in test time. A number of deep learning based methods have recently been proposed for imbalanced data classification [27] [28] [29] [30] [31] . Wang et al. [27] proposed a new loss function in deep neural network which can capture classification errors from both the majority class and minority class equally. Huang et al. [28] studied a method that learns more discriminative features of imbalanced data by maintaining both inter-cluster and inter-class margins. Yan et al. [29] used a bootstrapping sampling algorithm which ensures the training data in each mini-batch for convolutional neural network is balanced. A method to optimize the network parameters and the class-sensitive costs jointly was presented in [30] . In [31] Dong et al. mined hard samples in the minority classes and improved the algorithm by batch-wise optimization with class rectification loss function.
Reinforcement learning for classification problem
Deep reinforcement learning has recently achieved excellent results in classification tasks as it can assist classifiers to learn advantageous features or select high-quality instances from noisy data. In [32] , the classification task was constructed into a sequential decision-making process, which uses multi-ple agents to interact with the environment in order to learn the optimal classification policy. However, the intricate simulation between agents and the environment causes extremely high time complexity. Feng et al. [8] proposed a deep reinforcement learning based model to learn the relationship classification in noisy text data. The model is divided into instance selector and relational classifier. The instance selector selects a high-quality sentence from those noisy data under the guidance of the agent while the relational classifier learns better performance from selected clean data and feeds back a delayed reward to the instance selector. The model finally obtains a better classifier as well as a high-quality data set. The work in [26, [33] [34] [35] utilized deep reinforcement learning to learn advantageous features of training data in their respective applications. In general, the advantageous features improve the classifier while the better classifier feeds back a higher reward which encourages the agent to select more advantageous features. Martinez et al. [9] proposed a deep reinforcement learning framework for time series data classification in which the definition of specific reward function and the Markov process are clearly formulated. Researches in imbalanced data classification with reinforcement learning were quite limited. In [36] an ensemble pruning method was presented, which selects the best sub-classifier by using reinforcement learning. However, this method was merely suitable for traditional small data sets because it was inefficient to select classifiers when there were plenty of sub-classifiers. Incorporating classifiers with deep reinforcement learning has shown promising results in many applications. It is inspiring to explore the performances of deep reinforcement learning when applied on imbalanced classification. In this paper, we propose a deep Q-network based model for imbalanced classification, and test it on complex high-dimensional data such as images and texts.
Methodology
The imbalanced data classification task can be resolved into a sequential decision-making problem. This section describes the details of the Imbalanced Classification Markov Decision Process (ICMDP) framework and formulated the DQN-based imbalanced classification model in theory. In the model, different reward values are given to the minority class and the majority class, the classification policy is learned by deep Q-learning network.
Imbalanced classification Markov decision process
Reinforcement learning algorithms that incorporate deep learning have defeated world champions at the game of Go as well as human experts playing numerous Atari video games. We now regard classification problem as a guessing game, in which the agent receives a sample in each time step and guesses (classifies) which category the sample belongs to, and then the environment returns an immediate reward as well as the next sample, as shown in Fig. 1 . A positive reward is given to the agent by the environment when the agent correctly guesses the category of sample; otherwise a negative reward is given. When the agent learns an optimal behavior from its interaction with the environment in order to get the maximum accumulative rewards, it will gradually be able to correctly classify samples as much as possible. Now we formalize the Imbalanced Classification Markov Decision Process framework into a sequential decisionmaking problem. Assume that the imbalanced training data set is D = {(x 1 , l 1 ), (x 2 , l 2 ), ..., (x n , l n )} where x i is the ith sample and l i is the label of the ith sample. We propose to train a classifier as an agent evolving in ICMDP where: 
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Fig. 1
Overall process of ICMDP • Reward R: A reward r t is the feedback from the environment through which we measure the success or failure of an agent's actions. In order to guide the agent to learn the optimal classification policy in imbalanced data, the absolute reward value of sample in the minority class is higher than that in the majority class. That is, when the agent correctly or incorrectly recognizes the minority class sample, the environment will feed back to the agent with a larger reward or punishment. • Transition probability P: Transition probability p(s t+1 |s t , a t ) in ICMDP is deterministic. The agent moves from the current state s t to the next state s t+1 according to the order of samples in the training data set. • Discount factor γ : γ ∈ [0, 1] is to balance the immediate and future reward. • Episode: Episode in reinforcement learning is a transition trajectory from the initial state to the terminal state {s 1 , a 1 , r 1 , s 2 , a 2 , r 2 , ..., s t , a t , r t }. An episode ends when all samples in training data set are classified or when the agent misclassifies a sample from the minority class. • Policy π θ : The policy π θ is a mapping function π :
S → A where π θ (s t ) denotes the action a t performed by the agent in state s t . The policy π θ in ICMDP can be considered as a classifier with the parameter θ .
With the definitions and notations above, the imbalanced classification problem is formally defined as finding an optimal classification policy π * : S → A, which maximizes the cumulative rewards in ICMDP.
Reward function for imbalanced data classification
The minority class samples are difficult to be identified correctly in the imbalance data set. In order to better recognize the minority class samples, the algorithm should be more sensitive to the minority class. A large reward or punishment is returned to the agent when it meets a minority sample, the reward function is defined as follows:
where λ ∈ [0, 1], D P is the minority class sample set, D N is the majority class sample set, l t is the class label of the sample in state s t . Assume the reward value be 1 or −1 when the agent correctly or incorrectly classifies a minority class sample, be λ or −λ when the agent correctly or incorrectly classifies a majority class sample.
The value of reward function is the prediction cost of the agent. For imbalanced data set, the prediction cost values of the minority class are higher than that of the majority class, so the agent is more sensitive to the minority class. If the class distribution of training data set is balanced, then λ = 1, the prediction cost values are the same for all classes. In fact, λ is a trade-off parameter to adjust the importance of the majority class. Our model achieves the best performance in experiment when λ is equal to the imbalanced ratio ρ = |D P | |D N | . We will discuss it in Section 4.8.
DQN based imbalanced classification algorithm
Deep Q -learning for ICMDP
In ICMDP, the classification policy π is a function which receives a sample and returns the probabilities of all labels. π(a|s) = P (a t = a|s t = s)
The goal of the classifier agent is to correctly recognize the samples in the training data as much as possible. As the classifier agent can get a positive reward when it correctly recognizes a sample, it can achieve its goal by maximizing the cumulative rewards g t :
In reinforcement learning, there is a function that calculates the quality of a state-action combination, called the Q function:
According to the Bellman equation [37] , the Q function can be expressed as:
The classifier agent can maximize the cumulative rewards by solving the optimal Q * function, and the greedy policy under the optimal Q * function is the optimal classification policy π * for ICMDP. 
In the low-dimensional finite state space, Q functions are recorded by a table. However, in the high-dimensional continuous state space, Q functions cannot be resolved until deep Q-learning algorithm was proposed, which fits the Q function with a deep neural network. In deep Q-learning algorithm, the interaction data (s, a, r, s ) obtained from (7) are stored in the experience replay memory M. The agent randomly samples a mini-batch of transitions B from M and performs a gradient descent step on the Deep Q network according to the loss function as follow:
where y is the target estimate of the Q function, the expression of y is:
where s is the next state of s, a is the action performed by agent in state s , t=1 if terminal=True; otherwise t=0. The derivative of loss function (8) with respect to θ is: 
Now we can obtain the optimal Q * function by minimizing the loss function (8) , and the greedy policy under the optimal Q * function will get the maximum cumulative rewards. So the optimal classification policy π * : S → A for ICMDP is achieved.
Influence of reward function
In imbalanced data, the trained Q-network will be biased toward the majority class. However, due to the aforementioned reward function (1), it assigns different rewards for different classes and ultimately makes the samples from different classes having the same impact on Q-network.
Suppose the positive and negative samples are denoted as s + and s − , their target Q values are represented as y + and y − . According to (1) and (9), the target Q value of positive and negative samples is expressed as:
where I (x) is an indicator function.
Let P be the total number of positive samples, N be the total number of negative samples. Substituting (11) and (12) into (10), we get the following:
In (13), the second item relates to the minority class and the third item relates to the majority class. For imbalanced data set (N > P), if λ = 1, the immediate rewards of the two classes are identical, the value of the third item is larger than that of the second item because the amount of samples in the majority class are much more than that in the minority class. So the model is biased to the majority class. If λ < 1, λ can reduce the immediate rewards of negative samples and weaken their impact on the loss function of Q-network.
What's more, the second item has the same value as the third item when λ is equal to the imbalanced ratio ρ.
Training details
We construct the simulation environment according to the definition of ICMDP. The architecture of the Q network depends on the complexity and amount of the training data set. The input of the Q network is consistent with the structure of training samples, and the number of outputs is equal to the number of sample categories. In fact, the Q network is a neural network classifier without the final softmax layer. The training process of Q network is described in Algorithm 2. In an episode, the agent uses the -greedy policy to pick the action, and then obtains the reward from the environment through the REWARD function in Algorithm 1. The deep Q-learning algorithm will be running about 120000 iterations (updates of network parameters θ ).The converged Q network which then adds a softmax layer can be regarded as a neural network classifier trained by imbalanced data.
We compared our DQNimb model with the other imbalanced learning methods and conducted an empirical study to evaluate the DQNimb model with different level of imbalance ratio. In order to make a fair and comprehensive comparison, Friedman test was conducted to show that the DQNimb model significantly outperforms the other methods. We also made an exploration on reward function to study the effect of different values of reward on the classification performances.
Comparison methods
Seven imbalanced learning methods was compared from the data level and the algorithmic level, including sampling techniques, and cost-sensitive learning methods, decision threshold adjustment method and deep imbalanced learning methods. A deep neural network trained with cross entropy loss function will be used as baseline in the experiments. The comparison methods are shown as follows:
• DNN: A method which trains the deep neural network using cross entropy loss function without any improvement strategy in imbalanced data set. • ROS: A re-sampling method to build a more balanced data set through over-sampling the minority class by random replication [10] . • RUS: A re-sampling method to build a more balanced data set through under-sampling the majority class by random sample removal [10] . 
Evaluation metrics
In our experiment, in order to evaluate the classification performance in imbalanced data sets more reasonably, Gmean and F-measure metrics [39] are adopted. G-mean is the geometric mean of recall and specificity and F-measure represents the geometric mean of recall and precision. The higher the G-mean score and F-measure score are, the better the algorithm performs. The formulae of G-mean and F-measure are shown as follows:
F − measure = 2 * P recision * Recall P recision + Recall (15) where Recall = 
Dataset
In this paper, we mainly study the binary imbalanced classification problem with deep reinforcement learning. We perform experiments on IMDB, Cifar-10, Mnist and Fashion-Minist. Our approach is evaluated on the deliberately imbalanced splits. Our data sets used for the experiments are shown in Table 1 .
IMDB is a text dataset, which contains 50000 movie reviews labeled by sentiment (positive/negative). Reviews have been preprocessed, and each review is encoded as a sequence of word indexes. The standard train/test split for each class is 12500/12500. The positive reviews are regarded as the positive class in our experiment.
Mnist is a simple image dataset. It consists of 28 × 28 grayscale images. There are 10 classes corresponding to Retrieve the data sets from https://keras.io/datasets digits from 0 to 9. The number of train/test samples per class is almost 6000/1000. We let the images with label 2 as the positive class and the rest images as the negative class in our experiment.
Fashion-Mnist is a new dataset comprising of 28 × 28 grayscale images of 70000 fashion products with 10 categories. It is designed to serve as a direct drop-in replacement for the original Mnist dataset. The training dataset has 6000 images per class while the test dataset has 1000 images per class. To evaluate our algorithm on various scales of datasets, two simulated data sets of different sizes are extracted from this dataset. The first one chooses the images labeled by 0,2 (T-Shirt, Pullover) as the positive class and the images labeled by 1,3 (Trouser, Dress) as the negative class. The second one chooses the images labeled by 4,5,6 (Coat, Sandal, Shirt) as the positive class and the images labeled by 7,8,9 (Sneaker, Bag, Ankle boot) as the negative class.
Cifar-10 is a more complex image dataset than Fashion-Mnist. It contains 32x32 color images with 10 classes of natural objects. The standard train/test split for each class is 5000/1000. There are two simulated data sets of different sizes are extracted from this dataset. The first one chooses the images labeled by 1 (automobile) as the positive class and the images labeled by 3,4,5,6 (cat, deer, dog, frog) as the negative class. The other one takes the images labeled by 7 (horse) as the positive class and the images labeled by 8,9 (ship, truck) as the negative class. The training dataset with different imbalance levels are obtained by reducing the number of positive class to ρ × N where N is the total number of negative class and ρ is imbalanced ratio of dataset. The detailed description of experiment dataset is shown in Table 1 .
Network architecture
We use deep neural network to learn the feature representation from the imbalanced and high dimensional datasets. For the compared algorithms, the network architecture used for text (IMDB) dataset has a embedding layer, a longshort term memory (LSTM) layer, two fully connected layers and a softmax output layer. The detailed parameters are given in Table 2 . The network architecture that is used for image (Mnist, Fashion-Mnist,Cifar-10) classification has two convolution layers (each of them is followed by a ReLu and max-pooling layer), two fully connected layers and a softmax output layer. Its detailed parameters are given in Table 3 . For our model, the Q-network architecture is similar to the network structure of compared algorithms, but the final softmax output layer is removed because it does not need to scale the Q value of different actions between 0 and 1.
Parameter setting
In DQNimb model, -greedy policy is used for exploration, the probability of exploration is linearly attenuated from 1.0 to 0.01. The target network update factor η is 0.05. The size of experience replay memory is 50 000 and the interactions between agent and environment are approximately 120 000 steps. The discount factor of immediate reward γ is 0.1. Adam algorithm is used to optimize the parameters of Q-network and its learning rate is 0.00025. For other algorithms, DNN is used as a base classifier, the optimizer is Adam and its learning rate is 0.0005, the batch size is 64. We randomly select 10% samples of training data as the verification data and use early stopping technique [40] to monitor the validation loss during the training of deep neural network.
Experiment results
Before Table 4 . The DQNimb model obtains the optimal classification strategy by maximizing the cumulative rewards in the Markov process, while the DNN gets the optimal network parameters by minimizing the cross-entropy loss function, both models demonstrate good performance in experimental results. The G-mean scores and F-measure scores of the DQNimb model are slightly better than those of the DNN model. Assume the number of the negative samples in the imbalanced data set is N, we randomly select ρ ×N positive samples according to the imbalance ratio ρ, and conduct 23 experiments. We report the G-mean scores of our method and the other methods on the different imbalanced data sets in Table 5 . Each training was repeated 5 times on the same data set. The results of data sampling methods, costsensitive learning methods, threshold adjustment method and deep imbalanced learning methods are much better than DNN model in imbalanced classification problems, however, our model DQNimb achieves an outstanding performance with an overwhelming superiority. In the IMDB text dataset, the G-mean scores of our method DQNimb are normally 5% higher than the second-ranked method CRL and significantly better than that of other methods.
We report the F-measure scores of different algorithms in Table 6 . As is shown in Fig. 2 , with the increase of data imbalance level, the F-measure scores of each algorithm demonstrate a significant decline. The DNN model suffers the most serious declination, that is, DNN can hardly identify any minority class sample when the data distribution is extremely skewed. Meanwhile, our DQNimb model has the smallest decrease because our algorithm possesses both the advantages of the data level models and the algorithmic level models. In the data level, our model DQNimb has an experience replay memory of storing interactive data during the learning process. When the model misclassifies a positive sample, the current episode will be terminated, which can alleviate the skewed distribution of the samples in the experience replay memory. In the algorithmic level, the DQNimb model gives a higher reward or penalty for positive samples, which raises the attention to the samples in the minority class and increases the probabilities of positive samples being correctly identified.
Friedman test
Friedman test was conducted according to the recommendation in [41] . We performed the pairwise post-hoc analysis recommended by Benavoli et al. [42] where the average rank comparison is replaced by a Wilcoxon signed-rank test with Holm's alpha (5%) correction [43, 44] . The results of the post-hoc tests can be visually represented with a critical difference diagram proposed in [41] , which shows the average ranks of multiple classifiers over multiple data sets and summarise a significance test between the ranks. The horizontal black bars are cliques; if two classifiers are in the same clique, their ranks are not significantly different; if they are not in the same clique, they are significantly different. Figure 3 shows the results of the analysis of the data from Table 5 . The DQNimb model significantly 
Exploration on reward function
Reward function is used to evaluate the value of actions performed by the agent and inspires it to work toward to the goal. In DQNimb model, the reward of the minority class is 1 and the reward of the majority class is λ. In above experiments, we let λ = ρ. To study the effect of different values of λ on the classification performance, we test values of λ ∈ {0.05ρ, 0.1ρ, 0.5ρ, ρ, 5ρ, 10ρ, 20ρ}.
The experimental results are shown in Fig. 4 . In the IMDB datasets with different imbalanced ratio, DQNimb model performs best when the reward of the majority class λ is equal to the imbalanced ratio ρ. In other data sets, the results show similar phenomenons. The closer the reward of the majority class λ is to ρ, the better the classification performance of the model is. The value of λ can adjust the impact of majority samples on DQNimb model. When λ = ρ, the second item and the third item in (13) are equal, the majority samples and minority samples have the same impact on the gradient of Q-network. When λ > ρ, the majority samples have an increased influence and the classification performance is declined. If the value of λ is too small, the classification performance is also degraded.
Conclusion
This paper introduces a novel model for imbalanced classification using deep reinforcement learning, which formulates the classification problem as a sequential decision-making process (ICMDP), in which the environment returns a higher reward for minority class sample and a lower reward for majority class sample, and the episode will be terminated when the agent misclassifies a minority class sample. We use deep Q-learning algorithm to find the optimal classification policy for ICMDP, and theoretically analyze the impact of the specific reward function on the loss function of Q-network during training. The effect from the two types of the samples on the loss function can be balanced by reducing the reward value the agent receives from the majority samples. Experiments demonstrate that the classification performance of this model in imbalanced data sets is better than other imbalanced classification methods, especially in text data sets and extremely imbalanced data sets. In future work, we will apply improved deep reinforcement learning algorithms to the model, and explore the design of reward function and the establishment of learning environment for classification in imbalanced multi-class data sets.
