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If S is a semigroup with identity and k is a commutative ring with identity, 
let kS be the semigroup algebra. For M a left KS-module, let d&M) be the 
projective dimension of M. Then D(kS) = I.gl.dim(kS) = sup{d&M) : &I is 
a left kS-module). For S a finite regular semigroup, we obtain an upper bound 
for D(kS) in terms of properties of the composition factors of S and of 
(D(kG) : G C S a maximal subgroup}. Using this we find that if k is a field 
of characteristic relatively prime to the orders of the maximal subgroups of S, 
then D(kS) is finite, and that if S is completely O-simple, this bound is attained. 
We can also use this to show that if S is a finite, regular, combinatorial 
semigroup, then the cohomology groups H”(S, -) vanish for sufficiently 
high dimension. 
1. NOTATION AND PRELIMINARIES 
If S and k are as above, and if S has a zero x, then we denote the reduced 
semigroup algebra by k,S = kS/kx. We see that if I C S is a two sided ideal 
and if S/I is the Rees quotient semigroup, then k&S/I) = kS/kI. 
Let S = 1i 3 I2 r) ... 11, be a composition series of ideals for the finite, 
regular semigroup S. Let ~(1~) = 0, 1, or 2, respectively, depending on 
whether the algebra kIj/kIj+, possesses a two-sided identity, possesses no 
two-sided identity but possesses a right or left identity, or possesses neither 
a right or left identity. Let p(S) = C’y=, ~(1~). 
For S a finite regular semigroup as above, we know that Ij/Ijtl is a 
completely O-simple regular semigroup for 1 < j < n - 1 and 1n is a 
completely simple regular semigroup. The structure of such semigroups is 
characterized by 
THEOREM 1.1 (Rees Theorem [l, 31). If S is a completely O-simple regular 
semigroup, then theye is a maxim.al subgroup G C S, subsets A, B C S, such 
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that e E A n B where e is the identity of G, such that for all a E A and b E 3 
.we have ae = a, eb = b, and ba E G u {z], where z E S is the zero of S, 
and such that each element of S - (2) can be written uniquely in the form 
agb for a E A, g E G, b E B. Furthermore, for all a E A artd b E B, aS (resp. Sb) 
is a O-minimal right-ideal (resp., left ideal) and by regularity of S, each contains 
an idernpotent generator. 
Hence we have 
and 
S - {x} = u aGb disjointly, 
asA,boB 
Hence 
S = u aS = u Sb O-disjointly, 
CZEA bEB 
Se = 
( i 
u aG u (2) disjointly. 
aeA 
For k as above we find, if we let 9 be S with an identity adjoined if S la&s 
one, that then as a right kS1-module KS = xREA akSl and that k,S = 
OnsA ak,Sl. Similarly k,S = @bEB k,Slb as a left KS1 or k,S1 module. 
Since k,S1b and ak,9 have idempatent generators, this shows that k,S 
is projective as either a right or left k,Sr-module. 
Finally, we see that k,Se, which is projective as a left k,S1-module, may be 
considered as a right kG-module and as such we see that k,Se = @&A akG 
is free. 
For our completely O-simple semigroup S, we can define the sandwich 
matrix P of S to be the 1 B j x / A j matrix over KG having entry ba in 
the place (b, a). 
LEMMA. The algebra k,S has a left, right, or two-sided identity depending 
on whether P has a left, right, or two-sided inverse, resp., as a matrix over KG. 
Proof- If i = CaEA.&,bEB masbagb, %sb E k is a left identity of k,S, let 
Q be the j A 1 x / B ] matrix whose (a, b)th entry is xgt-o ~lz,,~g. Now since 
ia’ = a’ for all a’ E A we find 
Thus QP = identity. The other claims follow similarly. 
This shows how the parameter ~(1~) generalizes considerations of [7], 
where the semisimplicity of certain semigroup aIgebras is found to be 
equivalent to the existence of a two-sided inverse for the sandwich matrix. 
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2. BASIC ~~~~~ SEQUENCES 
Let 5’ be a finite regular semigroup with identity. Let J C S be a O-minimal 
(or minimal) ideal. Then by the Rees Theorem we find A, B, G C J, e E G, 
such that k,J = GncA akS as a right KS-module, k, J = GbeB kSb as a 
left k&module, and k,Se = k, Je = QaEA akG as a right RG-module. 
Since each of the minimal left or right ideals exhibited above has an idem- 
potent generator, k,J is both right and left k,S-projective. 
For any left k&module M, we define two modules ICP and M** via 
the following short exact sequences: 
Here S& = k,SeM = k,,JM is a submodule of M, tM has a structure 
as left kG-module; and the map on the right of the second sequence is 
given by /3 @ m ++ /3m. We shall call these two sequences the basic exact 
sequences. 
LEMMA 2.1. Let M* and M** be dejined as above. Then 
xM* = xM** = (0) for all x E k, J, 
Proof. This is clear for M* = hf/(k,JM). 
Now if 01 E M**, we may write ~11 = xaeA a @ m, where m, E elM and 
where CaeA am, == 0 in Sehf. Let x1 = a’g’b’ E J be an arbitrary non-zero 
element of the ideal J. Then for each component a @ m, of 01 we see that 
if b’a E G, then a’g’b’a @ .rna = a’ @g’b’amn , and if b’a = z, the zero of S, 
then b’a = 0 in k,S, so we have a’g’b’a @ m, = 0 = a’ @g’b’ama . 
Hence x01 = xasA a’ @g’b’ama = a’ @g’b’ (CaEA am,) = 0. Since every 
element of J acts this way, so does every element of k,, J. 
LEMm4 2.2. If the subalgeb~a k, J has a left identity, then M** = 0 
for every k,S-module M. 
Proof. Apply Lemma 2.1 with x the left identity. 
3. THE INDUCTIVE STEP 
Let k, S, J be as above. Let T = 5’1 J; hence we have 
kS/k J B k&?/k, J m k,T. 
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LEMMA 3.1. Consider k,T as a left k&‘-module. Then d,Jk,T) < 1. 
Furthermore, k,T is projective ;f and only if k,J has a ri@t identity. 
Proof. We have a short exact sequence 
O-+k,J-tk,S+k,,T+O 
and k,J is k,S-projective. Hence d,Os(k,,T) < 1. Furthermore, k,T is 
projective if and only if this sequence splits; this happens if and only if 
k,J has a right identity to serve as the image of the i.dentity of S in the 
retraction which must occur on the left. 
In the notation used concerning the basic exact sequences, we get the 
following results concerning homological dimension. 
LEMMA 3.2. d&k,Se grc efM) = d,,(eM). 
ProoJ. Since k,Se is free as a right RG-module and projective as a left 
k,S-module, we see [6] that ExtE!Jk,Se ak6 eM, -) a Ext&(eM, e-). 
Furthermore, for any left kG-module D, the Reea structure theorem for J 
will show that e(k,Se gkG D) a D as a RG-module. So the two functors 
above are non-zero for exactly the same values of IZ. This gives the lemma, 
We now need the following standard lemma. 
LEMMA 3.3 [5]. Let U and V be rings with identity. Let U -+ V a ring 
homomorphism. Then for any left V-module n/r 
d&V) < d,(M) + d,(V); 
equality holds for all M ;f and only if it holds.for all &I such that d,(M) < 1. 
Returning to our basic exact sequences now we see that M* and M*‘g 
can be considered as k,T-modules with k,S-structure coming via k,S + k,T. 
Hence, by the preceding lemma, 
LEMMA 3.4. Let S be a$nite semigroup, J a -regular O-minimal (OY minimal) 
ideal, as above, T = S/J, and k a commutative ring with identity. Then 
l.gl.dim(k,S) < max{l.gl.dim(kG), l.gI.dim(k,T) + u(J)>. 
Proof. For any k,S-module M, we know from the basic exact sequences 
and from Lemma 3.2 that 
and 
dfios(d8) < max(d,,+(SeM), d,+-(AP)), 
d,,JSeM) < max(d,,(eM), d&M**) + 1). 
(3.4.1) 
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By Lemma 2.2, if k,,J has a left identity, 
dh,(SeM) = d&M) < I.gl.dim(kG). 
Furthermore by Lemma 3.3, 
d&M*) ,< 4&M*) + 4,&J) < kl.dim@J) + 4&+,T). 
Combining this information with 3.4.1 gives 
&JIM) < max(l.gl.dim(kG), l.gl.dim(k,J) + O(J)). 
Since this holds for all left k&‘-modules, the lemma is proved. 
Note that if J is a minimal ideal of S, then k,S in the above proof should 
be replaced by KS. 
4. THE GENERAL THEOREM AND APPLICATIONS 
THEOREM 4.1. Let S be a j%te, regular semigroup with identity. Let 
S = I1 3 ... 3 I, be a corrzpositiort series of ideals in S. Let Gj C Ij be the 
maximal subgroup of IjlIi+l given in Theorem 1.1. Let the function u be defined 
as above. 
Let ~~(j(s) = u(Ij) + -*. + o(&), for 1 <j < ~1, and let P~+~(S) = 0. 
Then I.gl.dim KS < max{l.gl.dim(kGj) + pj+-l(S) : j = l,..., n}. 
Proof. Let Tj = S/Ij+, for 1 < j < n - 1. Let us write 
D(-) = l.gl.dim(-). 
By Lemma 3.4 
D(kS) < ma@(kG,), W$“n-l) + d&J>. 
Assume now that for 2 < j < n, 
D(kS) < max(D(kG,J, D(kG,++J + u(I&..., D(kGj) 
+ /++l(s), D(koTi-1) + I-Q(~))- 
By Lemma 3.4 now 
Thus 
D(k,T+1) < max{D(kGi-l), Qk,T+2) + u(Ij-1)). 
D(kS) < max(D(kG,J,..., D(kGj-1) + /-Q(S), D(koTj-J + /+-l(s)}* 
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Thus by induction 
D(kS) < max(D(kG,),..., WG) + P&% W,~d + PZ(W 
But an immediate observation shows that the non-zero elements of Z’r are 
the units of S; hence k,T, = KG, and a(],) = 0. This gives the theorem. 
For the first application we get 
COROLLARY 4.2, If k is a $eLd of characteristic relatively prime to the 
ordms of the maximal subgroups, then 
l.gl.dim(kS) < p(S). 
Proof. l.gl.dim(kGJ = 0 for all j in Theorem 4.1 and 
P(S) = PdS) = Vl(S>. 
We show below that if S is simple or O-simple, the equality must hold. 
However, in general, the inequality can be strict. 
EXAMPLE 4.3. If S = (1) u (a r , a2> u (b, , b,) where 1 is a two-sided 
identity, aiaj = a$, bgbj = a,bj = biaj = bj , then p(S) = 2. For k any 
field, it is well known that kS is not semisimple. A tedious direct computation, 
however, shows that every left ideal of KS is projective. Hence 
l.gl.dim(kS) = 1. 
As another application we have 
COROLLARI' 4.4. If S is combinatorial (the only subgroups are idempotents), 
then for any k, 
l.gl.dim(kS) < p(S) + l.gl.dim(k). 
Proof. Observe that kGj M k for all j = I,..., n, and the conclusion 
follows as in Corollary 4.2. 
This leads to the following application to the cohomology of finite semi- 
groups. 
COROLLARY 4.5. If S is a Jinite, regular, combinatorial semigroup, then 
fP(S, -) = 0 fo7 n > p(S). 
P7oof. We let k = 2 in Corollary 4.4 and find l.gl.dim Z(S) < p(S) + 1. 
Suppose there is a left Z(S)-module D such that H”(S, D) # 0 where 
m = p(S) + 1. If we consider 0 --f Fr -+ F -+ D -+ 0 short exact where F is 
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Z(S)-free, then since P?(S, 0) = Ext&,(Z, D), the long sequence for Ext 
yields H”*(S, F) --w H”(S, D), so that W”(S,F) f 0. Since Z has a Z(S)- 
projective resolution in which each module is finitely generated, we can 
show that if F = Oiel Z(S), th en P(S, F) * oiEl W”(S, Z(S)). Hence 
Hm(S, Z(S)) + 0. It further follows that ZP(S, Z(S)) is a finitely generated 
abelian group. 
Now consider the short exact sequence 
where p is a positive integer. Applying the long exact Ext sequence to this 
and recalling that m = p(S) + 1, we find that 
H”‘(S, Z(S)) 3 H”(S, Z(S)) -+ 0 is exact. 
Hence since this must hold for all p, W”(S, Z(S)) is divisible. But since it is 
also finitely generated, it must be 0, contradiction. Hence H”(S, -) = 0 
for all n > E*(S). 
Example 4.7 of [8] shows that this bound is sharp since it produces a 
finite regular combinatorial semigroup with non-zero cohomology in dimen- 
sion p(S). 
5. COMPLETELY O-SIMPLE SEMIGROUPS 
In this section let S be a finite completely O-simple semigroup. Let G 
be its maximal subgroup. Let e E G and -4, B C S as in the Rees Theorem. 
Let Sr be the associated monoid. 
THEOREM 5.1. If k is a jield of characteristic not dividing the order of G, 
then l.gl.dim(kSl) = l.gl.dim(k$P) = p(P). 
Proof. First we need 
LEMMA 5.2. If T is a jinite semigroup zuith identity and .with xero r and 
k is any field, then l.gl.dim(kT) = l.gl.dim(k,T). 
Proof. By Lemma 3.1 we have dkT(k,T) = 0. If ill is a left k,T-module, 
then by Lemma 3.3, d,,(M) ,< d&M) + d,,(k,T) = d&M), with 
equality holding always if it holds when dlCoT(M) < 1. 
The only way this could fail is if M is kT-projective but not k,T-projective. 
Suppose that M is a k,T-module which is kT-projective. Then we can 
observe that as a k,,T-module M w $T BkT M and hence is k,,T-projective. 
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Thus for 211 k,T-modules d,,.(M) = d,Or(M). Thus 
l.gl.dim(kT) > l.gl.dim(k,T). 
Now if N is any kT-module, then the basic exact sequences, where e = z, 
yield 
Hence &(zX) = d,(N) = 0, since k is a field, and so dkTiLV) < &N” = 
dfGoTN*. Kence I.gl.dim(kT) < l.gl.dim(k,T). This gives the equality. 
Proof of Theorem. By Corollary 4.2 we know that I.gl.dim(kS1) < p(S). 
h/lunn [7, 31 shovvs that l.gl.dim(kS) = 0 if and only if ~(9) = 0. Hence 
if ~(9) .< 1, the theorem holds. We also see that for S completely simple 
p(P) < 2. 
Thus we assume now that p(S) = 2. We kno~w then that l.gl.dim(kS) >, 1. 
If ~(9) = 2, then it must be that S f Sr. Consider now the short esact 
sequence 
0 --f k,S + koS1 + k + 0 
where k = k,S/k,S is isomorphic to k as an abelian group. Since ~(9) = 2, 
k,S has neither a right- nor a left-identity and hence as either a right or a 
left k,Sr-module, ~!~~&k) = 1. If Al 1s any left- (or right-) k,Sl-module 
such that sM = 0 (or A,& = 0) for all s E S, then since M must be free 
as a k-module, we find that as left- (or right-) k,Sr-module M is a direct 
sum of copies of k. Hence &&M) = 1. 
Since l.gl.dim(k,S-l) > I, we have 
l.gl.dim(k$P) = 1 + s~p{d,~,l(1) : I C k,S1 is a left ideal) 
[2, 61. Because S is finite, k,S is both left- and right-noetherian, so that we 
know [2, 41 that l.gl.dim(k,P) = r.gl.dim(k,$P). Hence to show that 
I.gl.dim(k,Sr) = ~(9) = 2 ‘t 1 suffices to show that k,S1 contains a left or 
right ideal of dimension 1. 
From the Rees Theorem we know that it is possible to pick s, ,...) s, E S 
such that either 
(i) k,S = i s,k,S and -f k&Psi = &) k,S%, , 
i=l I=1 i-1 
01: 
(ii) k,S = i k&3%, 
i=l 
and g s,k,S’ = @ sikoS1, 
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depending, respectively, on whether 1 A 1 < / B j or 1 B j < 1 A (. (We pick 
s1 ,..., s, so that each lies in a different 9% and z-class from the rest.) 
Suppose that (i) holds and that (Y = xyE1 So E k,S. By [3, Theorem 5.81, 
since k,S has no right identity element, every element is a right zero divisor. 
In particular, there is a 0 # h E k,S such that Aa = 0. But then 0 = 
/\a: = xyz1 A.Q E OF=, k,,S1si implies Asi = 0 for i = I,..., n. Thus since 
kOS = Cyzl sik,,S1 we see hk,S = 0. 
(If (ii) above is true, we can proceed similarly to find y E k,S such that 
kOSy = 0.) 
Given h or y as above, we see that the right ideal M&P [resp., the left 
ideal k,sly] is isomorphic to the right [resp., left] k&P-module 6 and hence 
has dimension 1. Thus l.gl.dim(k,$P) = 2 = p(P). 
6. NON-REGULARITY 
The regularity of the semigroup played an important role in the above 
results. 
EXAMPLE 6.1. Let S be the finite semigroup given by S = { 1, a, 6, , b,) 
where 1 is a two-sided identity, B, , b, are idempotents, a2 = abi = b, , 
bibi = bi , and b,a = b, for i, j = 1, 2. Then for any commutative ring k with 
identity, l.gl.dim(kS) = UJ. In fact, when k = Z, we find d,,,,(Z) = 03, 
so that the cohomological dimension of S is infinite. 
Proof. We show that a minimal projective resolution of the trivial Z(S)- 
module Z must be infinite. The construction holds also if Z is replaced 
with any k. 
Since bl” = b, , Z(S)b, is projective. Now we find the following short 
exact sequences: 
0 - Z(S)(bz - b,) + Z(S)b, -+ Z --i, 0; 
0 ---f Z(S)a - Z(S) -+ Z(S)(b, - b,) - 0; 
0 + Z(S)(a - b,) - Z(S) --t Z(S)a + 0; 
0 --f Z(S)a --f Z(S) --+ Z(S)(a - b,) -+ 0. 
None of these sequences split since none of the modules on the left have 
idempotent generators. Hence only the middle terms are projective, and 
these sequences can be spliced to give a minimal projective resolution of Z, 
which must be infinite. 
On the other hand, non-regular semigroups need not always have infinite 
global dimension. 
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EXAMPLE 6.2. Let S = (1, a, b, Z] where 1 is a two-sided identity, .Z a 
two-sided zero, a2 = a, ab = b, ba = b2 = Z. Then if k is a field, one can 
show that every left ideal of k,S is projective. (There are six non-zero types); 
hence, l.gl.dim(k,S) < 1. By Lemma 5.2, then 
l.gl.dim(kS) = l.gl.dim(k,S) < 1. 
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