Abstruct-We show that the minimum average correlation energy (MACE) filter can be formulated as a linear associative mem-Ea = Isa (nl, n2)I2 , ory (LAM) trained with pre-whitened exemn i n z ods which are numerically stable can be used to obtain the equivalent MACE filter coeffifor the ith training image is [Mahal] IGi ( k i , k2)12 , plars. Using this formulation, iterative methcients in the space domain.
I. INTRODUCTION
The minimum average correlation energy (MACE) filter of [Mahal, Ravi] , produces sharp correlation peaks over the recognition class in pattern recognition problems. It is known that the MACE filter of [Mahal, Ravi] can be formulated as a pre-whitening filter cascaded with a linear synthetic discriminant function. It will be shown that the MACE filter is equivalent to a linear associative memory (LAM) trained with pre-whitened patterns and as a result its coefficients can be computed iteratively via the LMS algorithm in the space domain. Experimental results will also be shown.
MACE FILTER FORMULATION
The MACE filter minimizes the average output correlation energy of a filter. The optimization is subject to a set of linear peak constraints when the filter is centered on a pattern in the recognition class. The correlation function of the ith image with the filter h(n1, n2) is denoted [Mahal] The average correlation plane energy, E , over Nt images is then
Reordering the images by row or column into column vectors, equation 1 can be written in a quadratic form as where Ht is the hermitian transpose of the column vector H , and Di is a diagonal matrix whose diagonal elements are \Xi ( k 1 , k2)I2 ordered by row or column in the same manner as H 4 H. The minimization of the average correlation energy as defined above is a quadratic optimization problem. Imposing peak constraints when the filter is centered over a pattern in the recognition class is equivalent in the frequency domain to
where 88 indicates the 2-D correlation operator,
and h has a rectangular region of support which is 
or, by introducing a new variable Y = BX, equation
which is equivalent to a whitening filter followed by a projection synthetic discriminant function (SDF) [Mahal] . The SDF portion of equation 6 can be computed in the space domain as
IV. LINEAR ASSOCIATIVE
,
MEMORY FORMULATION
The LAM is a linear transformation that maps a set of inputs to a corresponding set of outputs. A general form of the LAM is
where the columns of the matrix contain the reordered elements of the input patterns and the matrix 
which at the minimum norm solution must satisfy 
This solution is in general agreement with that given in [Kohonen, p. 1871 as
where AX)^) 'is Moore-Penrose (pseudo) inverse of (Ax) t . Equation 7 can be viewed as a linear pre-processor followed by a linear associative memory. The mahix, h, incorporating both the pre-processing and linear associative memory such that htx = dt is
The similarities of equations 5 and 11 are obvious, the significant difference being that the transformation of equation 11 operates on the input patterns in 2Typically A is the identity m a t n x , but this generahzatlon will be useful later the space domain, while the transformation of equation 5 operates in the input patterns in the spectral domain. Note that there is a unitary transformation matrix 0, such that C p x = X , X = Cptx , and 0cPt = 0t0 = 1 , whose elements are dependent on the reordering of the 2-D patterns in both the space and spectral do- 
which is equivalent to the MACE filter solution of equation 5.
As stated in [Mahal] any nonsingular D, not necessarily the average power spectrum, may be used for the optimization criterion in which case the above equivalency will still hold under the additional condition that D -l can be decomposed as D -l = B t B .
V. ITERATIVE COMPUTATION OF MACE FILTER COEFFICIENTS
One advantage of the linear associative memory formulation is that the filter can be computed iteratively using a gradient procedure such as the WidrowHoff (LMS) rule
Conditions for stability of this algorithm via proper choice of the scalar p are described in [Widrow, pp. 99-1151 . This eliminates the necessity for computing the inverse of the matrix (xTATAx) , which may be singular in practical situations, and the need for working with large matrices [Duda, p. 1561. Another advantage of the LMS rule is that it only requires local information. If the input training patterns are adequately pre-whitened the LMS rule will be equivalent to Newton's method which will result in a significantly faster convergence rate.
The LMS rule only modifies the component of the projection vector in the range of the matrix (Ax)*, therefore initializing the projection vector to zero will insure convergence to the minimum norm solution of equation 9 [Amit, p. 1051. Figure 1 shows the image used for experimentation. Three balls were dropped in front of a high speed video camera and consecutive frames were digitized.
VI. EXPERIMENTAL RESULTS
The numbered boxes in the figure show the 24 x 24 pixel regions used for training patterns. The regions are labeled 0 through 6, with the first three containing the images of the balls.
The purpose of these experiments was to illustrate the equivalence of the MACE filter to a LAM trained with patterns pre-processed by the appropr iat e linear transformation. A . Case I In the first experiment only regions 0 through 2 were used as training patterns. The whitening filter was computed using the average spectrum of these input patterns. The MACE filter coefficients were computed using equation 4. The LAM coefficients were computed iteratively using the LMS (Widrow-Hoff) rule and training with pre-whitened patterns in the space domain. Figure 2: Case I: normalized mean square error of iteratively trained LAM coefficients and the closed form MACE filter for pre-whitened training patterns. The pre-whitening filter is computed over the average of the recognition class training patterns.
The plot of figure 2 shows the mean square error between the effective space-domain coefficients of the LAM and the closed form MACE filter. As can be seen the error decreases in very few iterations to a negligible level.
B. Case 11
In the second experiment the same regions. 0 through 2 were used as training patterns for the LAM, however the whitening filter was computed using the average spectrum of all numbered regions in the image of figure 1. Both sets of filter coefficients were computed as before. As in case I the LAM was trained as in the space domain. Figure 3 shows the mean square error between the effective space-domain coefficients of the LAM and the closed form MACE filter. As in the first case the error decreases in a very few iterations to a negligible level. [Amit]
Figure 3: Case 11: normalized mean square error of the LAM coefficients versus MACE filter coefficients. In this case the pre-whitening filter is computed over the average of all numbered patterns.
VII. CONCLUSIONS
It was shown that the MACE filter and the LAM trained with appropriately pre-whitened inputs are equivalent. The LAM formulation also offers the other advantages stated previously, that of iterative computation yielding a least squares solution even if the MACE filter formulation results in a singular matrix inversion. It also does not require as much memory storage as the computation is local and not averaged over all training patterns in one computational step.
The experimental results indicate that the convergence to the solution using the Widrow-Hoff rule is fairly quick. As stated initializing the weight vector to zero guarantees convergence to the minimum norm solution.
The LAM formulation also enables a computation of the capacity of the MACE filter as well as extention filter, Appl. Opt. 31 no. 11, 1823-1833; 1992.
