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Abstract
This work deals with the computation of industry-relevant bond wire failure probabilities in microelectronic packages. Under
operating conditions, a package is subject to Joule heating that can lead to electrothermally induced failures. Manufacturing
tolerances result, e.g., in uncertain bond wire geometries that often induce very small failure probabilities requiring a high
number of Monte Carlo (MC) samples to be computed. Therefore, a hybrid MC sampling scheme that combines the use of an
expensive computer model with a cheap surrogate is used. The fraction of surrogate evaluations is maximized using an iterative
procedure, yielding accurate results at reduced cost. Moreover, the scheme is non-intrusive, i.e., existing code can be reused.
The algorithm is used to compute the failure probability for an example package and the computational savings are assessed
by performing a surrogate efficiency study.
1 Introduction
In nowadays’ micro- and nanoelectronic applications, con-
stant downscaling leads to increasing power densities. Aris-
ing thermal problems can trigger the degeneration of mate-
rials, performance restrictions or even system failure. Typi-
cally, thermal designers use guidelines to avoid thermal prob-
lems in their designs. This may lead to inaccurate modeling
and overdesign. Additionally, uncertainties in material and
geometrical properties stemming from tolerances in the man-
ufacturing process may result in unexpected behavior.
For a more accurate prediction of the manufactured function-
ality, numerical simulations are becoming increasingly pop-
ular. Using relevant (uncertain) parameters as inputs, un-
certainty quantification techniques help to understand the in-
fluence of manufacturing tolerances on the devices’ perfor-
mance. The evaluation of failure probabilities becomes pos-
sible, yet the computation of very small failure probabilities is
numerically challenging. These small probabilities inevitably
occur in the context of a six sigma design goal.
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Figure 1: Microelectronic chip package with bond wires. For
the study presented here, the geometry of bond wires 1 and 2
(red) is modeled to be subject to uncertainty while the param-
eters of the other wires are assumed to be known exactly.
One possible approach to compute failure probabilities was
first presented by Li and Xiu in [5] and uses combined Monte
Carlo sampling of the original computational model with a
polynomial approximation. The idea is to use the computa-
tionally cheaper but less accurate polynomial model as long
as a sample far away from the failure region is considered.
Once a sample falls within the vicinity of the failure region,
the original expensive model is used to ensure accurate re-
sults. The threshold, deciding which model needs to be eval-
uated, is determined iteratively as outlined in [5]. A possible
extension to additionally compute rare failure probabilities,
i.e., below 10−5, can be realized by, e.g., the usage of impor-
tance sampling as presented in [4]. To estimate the threshold
a posteriori by using an adjoint error estimator, see [8].
In this paper, the method presented in [5] is applied to com-
pute bond wire failure probabilities in a microelectronic chip
package as shown in Fig. 1. The paper is organized as fol-
lows. First, Section 2 introduces the underlying electrother-
mal problem in the continuous and the discrete setting includ-
ing the bond wire contribution. Then, different approaches
to compute the failure probability are presented in Section 3,
before the numerical results are given in Section 4. Finally,
Section 5 concludes the paper.
2 Electrothermal Problem
One of the main reasons why bond wires are subject to failure
is because of the Joule heating effects that stem from applied
currents. For the evaluation of failure probabilities, it is thus
required to analyze the coupled electrothermal system.
2.1 Continuous Setting
Disregarding transient effects in the electrical problem, we
consider the coupling of the electrokinetic problem with the
transient heat equation. With the computational domain Ω,
~r ∈ Ω and t ∈ I = (0, tend] being the coordinates in space and
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time, respectively, the continuous setting is given by
−∇·(σ(~r,T )∇ϕ(~r, t)) = 0, (1a)
ρ(~r)c(~r)T˙ (~r, t)−∇·(λ (~r,T )∇T (~r, t)) = Q(ϕ,T ), (1b)
with appropiate initial and boundary conditions. Note that the
time dependence of the electric potential ϕ is induced by the
coupling with the transient heat equation. In (1b), the Joule
loss coupling term Qel = σ |∇ϕ|2 is incorporated as a contri-
bution to the heat power density Q. The material parameters
are given by the electrical conductivity σ , the volumetric heat
capacity ρc and the thermal conductivity λ . While we neglect
the temperature dependence of ρ and c, we model σ and λ to
be functions of temperature. The contribution of the bond
wires (cf. Fig. 1) is omitted for now and will be included in
the discrete setting in Section 2.3.
2.2 Discrete Setting
For the solution of (1), a numerical scheme is required. Here,
we choose the Finite Integration Technique (FIT) [9, 3] on a
pair of hexahedral meshes to obtain the semi-discrete system
−S˜Mσ (T)GΦ= 0,
MρcT˙− S˜Mλ (T)GT = Q(Φ,T).
The time-dependent degrees of freedom are the potential vec-
tor Φ and the temperature vector T. In analogy to the contin-
uous problem, the Joule heating contribution Qel adds to the
vector of source heat powers Q. The materials are given by
the electric conductance matrix Mσ and the thermal capac-
itance and conductance matrices Mρc and Mλ , respectively.
The dual face to volume incidence matrix S˜ and the primary
node to edge incidence matrix G=−S˜> are the discrete anal-
ogons to the continuous divergence and gradient operator, re-
spectively. Subsequent time discretization is done using the
implicit Euler method together with a fractional step splitting
for the algebraic equation.
2.3 Bond Wire Contribution
Since the extent of bond wires is very small compared to the
remaining feature sizes in a chip package, the wires are not
resolved in the mesh but rather modeled by a lumped element
approach. To include the wire contribution in the discrete set-
ting, a stamping approach as outlined in [2] is applied. Then,
the discrete system including Nbw bond wires reads
S˜Mσ (T)S˜>Φ+
Nbw
∑
j=1
P jGbw, jel (T
bw, j)P>j Φ= 0,
MρcT˙+ S˜Mλ (T)S˜>T+
Nbw
∑
j=1
P jGbw, jth (T
bw, j)P>j T = Qˆ(Φ,T),
where P j is the incidence vector between the bond wire con-
tacts and the dual volumes, containing entries 0,−1 and 1.
The temperature T bw, j = X>j T of a bond wire, with
X j = 12 |P j|, where | · | refers to the vector of absolute values,
is defined as the average value of the temperature at its end
points. The source term Qˆ comprises Joule heating of both
the distributed part Qel and bond wire part as
Qˆ(Φ,T) = Qel(Φ,T)+
Nbw
∑
j=1
X jGbw, jel (T
bw, j)(Φ>P j)2,
with the electrical and thermal conductance of bond wire j
given by Gbw, jel and G
bw, j
th , respectively. Here, X j distributes
the heat generated in the bond wire to the dual volumes
to which the bond wire is connected. In this paper, we
model each bond wire with a length l j and a uniform cross
section A j. Therefore, the conductance of wire j reads
Gbw, j{el,th} = {σ ,λ}A j/l j.
3 Failure Probability
Failures occurring in technological applications due to manu-
facturing tolerances (resulting in, e.g., uncertain geometries)
are of stochastical nature. In the framework of a microelec-
tronic chip package with bond wires connecting the chip with
its package, we define a failure as the fusing or breaking of a
bond wire. We thereby assume that failures originate predom-
inantly from the bond wire and thus neglect any other possible
sources for failure. The considered uncertain bond wire ge-
ometries shall be modeled by the realization y of a random
variable in the observation space Γ ⊂RN . Then, the electric
and thermal conductance Gbw, j{el,th} depends on y and so do Φ
and T, implicitly, through the electrothermal problem.
The evaluation of the associated failure probabilities is di-
vided into the following steps. We give a mathematical dis-
cussion of the failure of a single bond wire and present meth-
ods to compute the associated failure probability. Afterwards,
system failure probability is defined based on the individual
bond wire failure probabilities.
3.1 Bond Wire Failure
A single bond wire failure induced by stress, electromigration
or other reasons shall be modeled by a critical temperature
Tcr that we assume to be equal for all here considered wires.
Then, a failure occurs when the maximum temperature of the
wire exceeds the critical temperature Tcr at any instant in time,
given by
max
t∈I
T bw (t,y)> Tcr, (4)
where the wire’s temperature T bw now depends on y. Fol-
lowing [5], the failure shall be modeled with the help of a
performance function g :RN →R that describes a failure of
the wire when g < 0. A possible choice for this function is
g(y) =−max
t∈I
T bw (t,y)+Tcr.
y1
y2
Γ
ΓF
|gsur|= δ
Figure 2: Separation of the domain Γ into a region where the
full model is evaluated (gray) and where the surrogate model
is evaluated (white). Full model evaluations within the gray
area are triggered by the threshold through |gsur|= δ .
Those points of Γ resulting in a negative performance func-
tion constitute the failure region, denoted as ΓF. For the case
of two uncertain input variables y1 and y2, Fig. 2 depicts
schematically the rectangular observation space Γ and its sub-
space ΓF, separated by the solid line. With the definition of
the characteristic function
1ΓF(y) =
{
1, y ∈ ΓF,
0, y /∈ ΓF,
the failure probability is given by
PF =
∫
Γ
1ΓF (y)ρ (y) dy.
3.2 Sampling Scheme
Commonly, failure probabilities are approximated using
Monte Carlo sampling yielding
PF ≈ 1M
M
∑
i=1
1ΓF(y
i),
with M being the number of Monte Carlo samples and yi a
random sample of y drawn according to the probability distri-
bution ρ . The complexity of this approach highly depends on
the cost to evaluate 1ΓF(y
i).
3.3 Surrogate Model
The problem for the sampling scheme described in the previ-
ous section is that for each sample, the evaluation of g re-
quires the solution of a system of PDEs, i.e., system (1).
Therefore, especially for small failure probabilities, a large
number of samples M is required and an efficient surrogate
model is necessary.
A class of polynomial surrogate models, referred to as gen-
eralized polynomial chaos, was proposed in [10]. These
global polynomials are at the core of spectral stochastic meth-
ods, such as the stochastic Galerkin or collocation method.
Here, the non-intrusive collocation procedure presented in
[1] is adopted, as it is readily applicable to the present
nonlinear, transient and coupled problem. In the simplest
case of tensor grid collocation, with collocation points yˆm,
m = 1, . . . ,(p+1)N , with polynomial degree p, the model is
approximated as
g(y)≈ gsur(y) =
(p+1)N
∑
m=1
g(yˆm)Lm(y),
where Lm are multivariate Lagrange polynomials. However,
when a high number of uncertain input parameters is in-
volved, more sophisticated methods such as sparse grids [7]
and low-rank tensor approximations [6] are used.
In the following, the failure region evaluated with gsur instead
of g is called ΓsurF and the associated failure probability reads
PsurF =
∫
Γ
1ΓsurF (y)ρ (y) dy. (5)
With this surrogate model, only polynomial evaluations are
required, reducing the computational cost substantially.
3.4 Hybrid Scheme
While the evaluation of the presented surrogate model is more
efficient than the evaluation of the full model, the computed
failure probabilities can be inaccurate. It has been shown, that
this shortcoming may persist even if a very accurate surro-
gate model is employed together with a large number of sam-
ples [5]. As a remedy, a hybrid scheme, combining the accu-
rate PDE model with the efficient surrogate model is used [5].
The idea is to evaluate the surrogate model only when the con-
sidered sample lies far away from the boundary of the failure
region, i.e., |gsur(yi)| larger than a certain threshold δ . Once
|gsur(yi)| becomes smaller than this threshold and thus close
to the failure region, the original model is used to evaluate 1ΓF
instead of 1ΓsurF . This idea is illustrated in Fig. 2 and reduces
the problem to the one of finding an adequate value for δ .
One possible approach to determine δ is an iterative
method [5] as outlined in the following. First, the surro-
gate model is evaluated for the full set of samples to obtain
{gsur(yi)}Mi=1. For each gsur(yi), 1ΓsurF can be evaluated with
implicitely given ΓsurF and hence the hybrid failure probability
Phyb,(1)F = P
sur
F is computable. Then, the full model is evalu-
ated for the δM < M samples that are the closest to the fail-
ure region. For these samples 1surΓF is replaced with 1ΓF in
the failure probability estimate. If the associated change in
the failure probability estimate exceeds a certain tolerance η ,
the failure probability Phyb,(k+1)F is updated with the δM full
model evaluations. Then, the next δM samples are chosen
and the procedure is repeated until |Phyb,(k+1)F −Phyb,(k)F | ≤ η .
The here described procedure is given in Algorithm 1, where
it is understood that M/δM is an integer.
This algorithm ensures that the error in the computed fail-
ure probability decreases as the accuracy of the surrogate
model increases, in contrast to sampling the surrogate model
solely [5]. However, the result might depend on the choice
of the stepsize δM, which has to be determined empirically.
As an alternative to this iterative approach, the value of the
threshold δ is estimated a posteriori using an adjoint approach
in [8], yielding full control on the accuracy of the failure prob-
ability estimate.
Mathematically, the resulting hybrid failure probability is
given by
PhybF =
∫
Γ
1ΓhybF
(y)ρ (y) dy,
with
1ΓhybF
= 1{gsur<−δ}+1{|gsur|<δ}∩{g<0}.
Here, the compact notation of e.g. {g < 0} is short for
{y | g(y)< 0}.
3.5 System Failure
In the previous sections, we introduced a method to compute
the failure probability of bond wires efficiently. If a system of
Nbw bond wires is considered, the system fails if any of these
wires fails. Therefore, with (4), the condition for system fail-
ure is given by
max
j=1,...,Nbw
max
t∈I
T bw, j (t,y)> Tcr.
It has been observed [6] that taking the maximum over all
bond wires gives rise to a performance function that is not
smooth and hence difficult to approximate with polynomials.
For an efficient surrogate approximation, we thus calculate
the failure probability PhybF, j for every wire independently. This
also requires the repetitive application of Algorithm 1 for ev-
ery single wire, as the {yi}Mi=1 are resorted in a different order
for each wire. The event of failure of a single wire is not
disjoint from the event of failure of another wire in general.
Hence, we deduce from the basic axioms of probability the-
ory, that the system failure probability can be estimated as
PhybF,s ≤
Nbw
∑
j=1
PhybF, j . (6)
1: procedure HYBRID(g, gsur, M,δM,y,η)
2: set M(1) = 0 . Initialization
3: evaluate Phyb,(1)F = P
sur
F using (5)
4: sort {yi}Mi=1 as {yiasc}Mi=1 s.t. {|gsur(yiasc)|}Mi=1 ascends
5: for k = 1 to M/δM do . Iteration
6: define M1 = M(k)+1
7: define M2 = M(k)+δM
8: evaluate g({yiasc}M2i=M1) yielding 1ΓF({yiasc}
M2
i=M1
)
9: set ∆Phyb,(k)F =
1
M ∑
M2
i=M1
(
−1ΓsurF (yiasc)+1ΓF(yiasc)
)
10: set Phyb,(k+1)F = P
hyb,(k)
F +∆P
hyb,(k)
F
11: if |Phyb,(k+1)F −Phyb,(k)F | ≤ η then
12: return Phyb,(k+1)F
13: end if
14: update M(k+1) = M(k)+δM
15: end for
16: return Phyb,(k+1)F
17: end procedure
Algorithm 1: Iterative algorithm to compute the hybrid fail-
ure probability using an expensive computer model g and a
cheaper surrogate model gsur. The tolerance η determines
when the algorithm terminates.
4 Simulation Results
In this section, we apply Algorithm 1 to the example of a mi-
croelectronic chip package including bond wires of uncertain
geometry (see Fig. 1). The goal of a bond wire designer is
to dimension the bond wires such that the failure probabil-
ity is low while minimizing the overall cost. For simplicity,
we assume that the lengths of the wires are predetermined by
the package, leaving the designer with the wires’ diameter as
the design parameter. Neglecting aging effects, the uncertain
quantities y are modeled to be the relative change of the bond
wire lengths. Therefore, we are assuming that the diameter
of a wire is precisely controlled by the manufacturing process
and a wire’s geometry is only subject to an uncertain length
li = li,0/(1− yi), with a deterministic length li,0 [2].
4.1 Numerical Setting
The here used setting for the simulation of the microelectronic
chip package has been presented in [2]. In this paper, for
simplicity and as shown in Fig. 1, we choose bond wires 1
and 2 to be subject to an uncertain length. Therefore, N = 2
and the setup of the surrogate model is simplified. We can
then focus on the iterative hybrid sampling algorithm which
is the main topic of this work. For the high-dimensional case
N =Nbw = 12, we refer to [8] and [6]. Since there is not suffi-
cient measurement data available to determine the probability
density function, we choose yi to be uniformly distributed in
the interval [µ−σ ,µ+σ ] with µ = 0.17 and σ = 0.048.
If not otherwise stated, a first order surrogate (p = 1) with
M = 1 ·105 samples was used. The tolerance to determine the
termination of the hybrid algorithm is chosen to η = 1 ·10−10.
For the bond wires’ geometry, we assume that a designer has
chosen the diameter to d = 12.07µm and analyze this setting
with the here presented method. The given simulation settings
are also summarized in Table 1.
Table 1: Simulation settings.
Symbol Description Value
Nbw No. of wires in the model 12
d Wires’ diameter 12.07µm
h Heat transfer coefficient 25W/m2/K
Nt No. of time steps 51
tend End time 50s
Vbw Bond wire voltage 40mV
T∞ Ambient temperature 300K
Tcr Critical temperature 523K
p Polynomial degree of surrogate 1
N No. of uncertain wires 2
M No. of samples 1 ·105
η Tolerance for hybrid algorithm 1 ·10−10
4.2 Heating of the Chip
Due to the constant applied voltage and the convective ther-
mal boundary conditions, the chip heats up until a stationary
state is reached. Fig. 3 depicts the expected value of the tem-
perature (blue) of bond wire 9 (cf. Fig. 1) based on the hybrid
approach with δM = 10 as presented in Section 3.4.
The (red) horizontal line shows the critical temperature Tcr as
a reference for failure. Furthermore, error bars showing the
6σ -deviation are plotted. At t = tend = 50s, the standard de-
viation is given by σMC = 1.10K.
4.3 Hybrid Failure Probability
From Fig. 3, we see that a small but nonzero failure proba-
bility is expected since the 6σ deviation crosses the reference
line for a wire failure. Note that in proper six sigma design,
the upper limit of the six sigma interval would be expected to
be entirely below the red line. However, in the present setting,
the increased failure probability simplifies numerical investi-
gations of the hybrid iterative algorithm.
We recall that a quantification of the failure probability based
on the surrogate model solely may be inaccurate. Hence, Al-
gorithm 1 is applied here. We compute the failure probability
of each wire separately using different values for δM. Since
the geometry of wires 9 and 10 ensures a higher conductance
than all other wires, the highest temperatures are observed for
these two wires. The here presented example is chosen such
that the failure probability of these wires is very small. As the
temperature of all other wires is lower, the failure probability
is lower as well. However, the here chosen number of sam-
ples does not resolve these even smaller failure probabilities
and are therefore computed to be zero.
The resulting evolutions of PhybF of wire 9 and 10 (cf. Fig. 1)
are shown in Fig. 4 and 5, respectively. The converged failure
probability for wire 9 is PhybF,9 ≈ 0.013 and the one for wire 10
is PhybF,10≈ 0.0071. It can be observed that the calculated failure
probability changes only slightly during the execution of the
algorithm. The reason for the small variation is that a change
in the failure probability only occurs if a sample falls within
the region where the surrogate model does not compute the
failure of the wire correctly. Since this region is apparently
very small compared to the failure region ΓF, there is only a
very small but nonzero change observed.
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Figure 3: Temperature of bond wire 9 over time with 6σ
variation (blue) evaluated using the hybrid approach with
δM = 10. The horizontal (red) line shows the critical tem-
perature Tcr as a reference for failure.
Additionally, we note that the number of required iterations
until convergence depends highly on the chosen value for δM.
Moreover, the algorithm might not converge at all if δM is
chosen too small. This is e.g. observed for δM = 2 in the
case of wire 9 and even for δM = {2,4,6} for wire 10 (cf.
Fig. 4 and 5). Hence, to ensure the accuracy of the final prob-
ability estimate, repetitive runs of Algorithm 1 with different
choices of δM are recommended.
Apart from the failure probability of a single wire, the sys-
tem failure probability was defined in Section 3.5. With (6),
it can be estimated for the here considered values of δM. The
results range between 0.0191 and 0.0200. However, we re-
call that the results for δM = {2,4,6} have not converged as
observed from Fig. 4 and 5. As already mentioned, the fail-
ure probability of all other wires was computed to zero since
none of the Monte Carlo samples falls neither in the failure
region nor in the threshold region defined by δ . The algo-
rithm for these wires therefore converges directly after the
first iteration. The results for the system failure probability
are summarized in Table 2.
5 10 15 20 25
1.24
1.26
1.28
1.3
·10−2
Iteration k
H
yb
ri
d
fa
ilu
re
pr
ob
ab
ili
ty
P
hy
b
F,
9
(k
)
δM = 10
δM = 8
δM = 6
δM = 4
δM = 2
Figure 4: Hybrid failure probability PhybF over iteration k for
bond wire 9 and different choices of δM.
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Figure 5: Hybrid failure probability PhybF over iteration k for
bond wire 10 and different choices of δM.
Table 2: System failure probability PhybF,s for different δM.
δM 2 4 6 8 10
PhybF,s 0.0191 0.0197 0.0197 0.0200 0.0200
4.4 Efficiency of Surrogate Model
The surrogate is constructed using a tensor grid with (p+1)N
collocation points for which the full model needs to be com-
puted. Therefore, the effort to construct the surrogate model
depends on the number of uncertain parameters and on its
polynomial degree. Furthermore, the number of required it-
erations to execute Algorithm 1 depends on the choice of δM
as it is visible from Fig. 4 and 5. In Table 3, the total number
of full model calls to calculate the hybrid failure probability
of wires 9 and 10 is given as a function of the polynomial de-
gree p and the iteration parameter δM. Comparing surrogate
degree 1 and 2 under the condition that convergence was ob-
served for the chosen δM, it is seen that the accuracy of the
higher order surrogate leads to less iterations and therefore
less full model calls. Furthermore, for degree 3, it is observed
that the algorithm terminates directly after only one iteration.
The cost of using a surrogate with p = 3 is comparable to the
case p = 2. However, the hybrid algorithm with surrogates of
degree p > 3 require a more expensive setup without giving
more accurate results. Moreover, it shall also be noted that
all presented combinations lead to a much cheaper computa-
tion of the failure probability than using a pure Monte Carlo
sampling with M = 1 ·105 full model evaluations.
5 Conclusions
The hybrid scheme first presented in [5] has been applied to
the evaluation of bond wire failure probabilities for the exam-
ple of a microelectronic chip package as it has been presented
in [2]. For a particular wire and a Monte Carlo sampling of
a first order surrogate model (p = 1) with 1 ·105 samples, the
temperature as the result of the hybrid algorithm has been pre-
sented as a function of time. Since the six sigma deviation of
this computed temperature exceeds the critical temperature
Tcr, a non-zero failure probability was expected.
Table 3: Number of full model calls to compute the hybrid
failure probabilities for wires 9 and 10 in dependence of the
surrogate polynomial level p and the iteration parameter δM.
The number of model calls to set up the surrogate model is in-
cluded in the data.
wire p δM2 4 6 8 10
9
1 8 104 106 108 114
2 13 17 21 25 29
3 18 20 22 24 26
10
1 12 36 40 124 124
2 13 17 21 25 29
3 18 20 22 24 26
For two wires, this failure probability has been computed
using the iterative algorithm resulting in PhybF,9 ≈ 0.013 and
PhybF,10 ≈ 0.007.
Then, the system failure probability was estimated to
PhybF,s ≤ 0.0200. To assess the computational savings by the
usage of a surrogate model, the surrogate efficiency has been
evaluated. The main findings were that a more accurate sur-
rogate model leads to a faster convergence of the hybrid algo-
rithm. However, the cost of setting up higher order surrogates
increases rapidly. In terms of efficiency, all investigated con-
figurations showed significantly reduced computational cost
with respect to pure Monte Carlo sampling. The drawback of
the presented algorithm lies in the iteration parameter δM that
needs to be determined empirically. An alternative to the here
presented iterative approach is the usage of an adjoint error
approach to obtain an a posteriori estimator for the threshold
δ [8]. This error estimator gives full control on the accuracy
of the failure probability estimate.
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