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Capitolo 1
Introduzione
Gli sviluppi della ricerca nel campo dell’Apprendimento Automatico, o Machine Lear-
ning (ML), hanno portato alla definizione di modelli in grado di inferire delle funzioni
sulla base di un insieme di dati a disposizione, imparando dall’esperienza; tali modelli
sono particolarmente adeguati per i domini applicativi in cui c’e` una mancanza di co-
noscenza della funzione da inferire.
Esistono varie classificazioni dei modelli di ML, ad esempio in base alla natura del task
da affrontare, dell’apprendimento, della funzione da inferire, o dei dati da utilizzare
per l’apprendimento. Riguardo quest’ultimo aspetto, e` di particolare rilevanza la clas-
sificazione dei dati a seconda che essi appartengano ad un dominio non strutturato o
strutturato. Un dominio non strutturato e` una collezione di elementi di dimensione fis-
sa (vettori o matrici), in cui non sono presenti informazioni circa le relazioni tra di essi.
Questo dominio e` stato affrontato con successo ad esempio dalle reti neurali artificiali,
o Artificial Neural Network (ANN).
Ulteriori studi, spinti dalle necessita` incontrate nei piu` svariati domini applicativi,
hanno proposto modelli di apprendimento per i domini strutturati, in cui e` necessario
apprendere anche la relazione presente tra i dati. Un dominio strutturato puo` dunque
contenere ad esempio sequenze di lunghezza variabile, o strutture piu` complesse quali
alberi e grafi. In questo contesto l’obiettivo e` di inferire una funzione (non necessaria-
mente isomorfa) che mappa una struttura di input in una di output.
In questa tesi si focalizza l’attenzione sull’apprendimento supervisionato di model-
li neurali per il dominio strutturato delle sequenze, dove ha importanza l’ordine di
presentazione degli elementi (vettori) in input. In particolare la classe di modelli consi-
derata, particolarmente adatta al dominio delle sequenze, e` la rete neurale ricorrente, o
Recurrent Neural Network (RNN). Essa e` una ANN caratterizzata da un grafo ciclico
di connettivita` tra neuroni, grazie al quale acquisisce una memoria dell’input visto nel
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tempo; tale memoria e` realizzata tramite uno stato interno che cambia dinamicamente
durante l’elaborazione della sequenza di input. Come in una ANN, l’addestramento
consiste nell’adattare i parametri liberi del modello, ovvero i pesi delle connessioni tra
le sue unita` (o neuroni), con lo scopo di minimizzare una funzione di perdita (o errore)
tra la sequenza di output attesa e la sequenza di output calcolata dalla rete.
Sono stati proposti negli anni vari algoritmi di apprendimento per le RNN, i quali in
modo iterativo adattano i pesi delle connessioni ai dati di addestramento, ad esem-
pio con un approccio basato sulla discesa del gradiente. Tuttavia l’elevata complessita`
computazionale e i vari aspetti legati all’apprendimento dei pesi hanno reso lento il
progresso nella direzione dei modelli connessionisti ricorrenti per la modellazione di
sistemi dinamici non lineari.
In tale situazione di progresso difficoltoso, e` stato proposto un nuovo paradigma di
progettazione e addestramento delle RNN: nel 2001 nasce infatti il Reservoir Com-
puting, grazie ai lavori pionieristici indipendenti di Herbert Jaeger e di Wolfgang
Maass, che propongono rispettivamente la Echo State Network (ESN) e la Liquid State
Machine (LSM). L’approccio consiste nel separare la RNN in due principali livelli:
• un livello consistente in un insieme di unita` ricorrenti, che Jaeger e Maass chiama-
no reservoir dinamico e liquid rispettivamente, creato in modo casuale ma sotto
condizioni di stabilita` delle sue dinamiche, e tenuto fisso durante il training;
• un livello di output, chiamato readout, avente un numero di neuroni pari alla di-
mensione dell’output del dataset; ad ogni unita` di questo livello giunge una com-
binazione delle attivazioni delle unita` del reservoir tramite delle connessioni, i cui
pesi sono gli unici parametri liberi dell’intero modello.
Il modello considerato in questa tesi e` la ESN, utilizzato con un notevole successo
nell’elaborazione di segnali non lineari. La diffusione di tale modello (e del Reservoir
Computing in generale) nella comunita` dell’ML ha portato i ricercatori a studiare delle
variazioni volte ad esempio a:
• migliorare le capacita` predittive con nuove varianti architetturali;
• ridurre la liberta` di iper-parametrizzazione del modello, semplicificandone la com-
plessita` o adattando in modo non supervisionato il reservoir al compito in esame,
in una fase preliminare di addestramento;
• generalizzare il dominio delle sequenze ad un dominio con strutture piu` complesse
quali alberi o grafi.
Con l’aumentare delle tecniche proposte in letteratura e` venuta tuttavia ad aumenta-
re la necessita` di uno strumento software che integrasse le funzionalita` della ESN e i
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principali avanzamenti intercorsi nel tempo.
Negli anni le ESN sono state applicate nei piu` svariati contesti d’uso, richiedendo l’e-
secuzione in ambienti con risorse da molto limitate a molto potenti di calcolo. Si pensi
all’uso di una ESN per la predizione dei movimenti di una persona in un ambiente
indoor, in cui sono presenti dei dispositivi dotati di sensori, in ognuno dei quali viene
memorizzata una ESN e utilizzata per il task di predizione. Oppure si pensi alla ne-
cessita` di aumentare la velocita` di addestramento di una ESN con un reservoir molto
grande (quindi con un elevato numero di parametri liberi nel readout) o su un dataset
molto grande; cio` necessiterebbe di un sistema di calcolo ad alte prestazioni, dotato
ad esempio di un co-processore grafico utile per l’accelerazione di operazioni matriciali
che sono frequenti e soprattutto singolarmente costose dal punto di vista computa-
zionale1. Una pratica comune ai modelli di ML, ed in modo particolare del Reservoir
Computing, e` quella di sottoporli ad un rigoroso processo di selezione del modello; tale
processo, poiche´ oneroso, puo` essere eseguito in parallelo in una architettura multi-
core a memoria condivisa. Sebbene siano gia` presenti delle librerie software dedicate al
Reservoir Computing, risulta evidente una mancanza di uno strumento che consenta
di addestrare, testare e validare una ESN scalando le sue prestazioni a seconda della
potenza di calcolo fornita dal sistema su cui e` in esecuzione.
Motivato da queste esigenze, il lavoro svolto e documentato in questa tesi propone
una nuova libreria software, sviluppata in Python e chiamata Reservoir Computing
framework in Python (ReCoPy). Con l’aiuto di librerie matematiche altamente otti-
mizzate, l’obiettivo e` di rappresentare un valido supporto tecnologico al background
scientifico costruitosi negli anni grazie agli studi di ricerca nell’ambito delle ESN.
Il framework, concepito come uno strumento moderno, scalabile e flessibile, e` volto a
conseguire i seguenti obiettivi principali:
• creare, addestrare e validare una ESN per affrontare un qualsiasi task di classifica-
zione e regressione su domini sequenziali;
• consentire di estendere la metodologia di base di una ESN, con alcune delle piu`
importanti tecniche e varianti allo stato dell’arte;
• ottimizzare le prestazioni sfruttando le moderne risorse di calcolo, tra cui le archi-
tetture CPU multi-core e i processori grafici;
• fornire una versione semplificata del modello destinata a dispositivi con limitate
risorse di calcolo.
1Tale attivita` e` anche conosciuta come General Purpose - Graphic Processing Unit (GP-GPU)
computing.
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Questa tesi e` strutturata nei seguenti Capitoli.
Il Capitolo 2 descrive il background scientifico della tesi, partendo dalle nozioni che
sono alla base della modellazione dei sistemi dinamici (non lineari). Saranno analizzate
le caratteristiche e le problematiche delle RNN standard e dunque si passera` ad ana-
lizzare il Reservoir Computing, studiando il modello della ESN negli aspetti che sono
di interesse per la tesi. Ulteriori sezioni saranno dedicate alle varianti riguardanti l’ar-
chitettura e l’apprendimento della ESN. Infine si fornira` una panoramica delle attuali
implementazioni del Reservoir Computing disponibili e in generale delle piu` importanti
librerie ML.
Il Capitolo 3 documenta la fase di analisi del software, riportando i requisiti individuati
e analizzando inoltre i casi d’uso e gli scenari. Infine si analizza ogni singola funzionalita`
individuata e gli obiettivi da conseguire in ciascuna.
Il Capitolo 4 descrive il design della ESN e le scelte progettuali riguardanti la realiz-
zazione delle funzionalita` stabilite nel Capitolo 3 e la loro organizzazione all’interno
della libreria; sempre in questo Capitolo si passera` a descrivere l’implementazione del
software in Python, fornendo tutti i dettagli riguardanti la struttura della libreria e le
librerie numeriche utilizzate.
Il Capitolo 5 discute i risultati riguardanti i test effettuati sulla libreria, con lo scopo
di realizzare un collaudo sperimentale riguardante la correttezza dell’implementazione
di tutte le funzionalita` e la scalabilita` della libreria.
Nel Capitolo 6 infine vengono riassunte le conclusioni dell’intero lavoro svolto, propo-
nendo alcune discussioni circa gli obiettivi raggiunti e ponendo le basi per gli sviluppi
futuri.
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Capitolo 2
Background
2.1 Definizioni di base
Questa Sezione tratta in modo rigoroso le nozioni che sono alla base dello studio del
Reservoir Computing; prima di iniziare si fissa la notazione che sara` usata nel seguito.
2.1.1 Notazione
Si denotano in corsivo (minuscolo e maiuscolo) gli scalari, in grassetto minuscolo i vet-
tori e le sequenze di vettori e in grassetto maiuscolo gli insiemi e le matrici. Un insieme
di P sequenze di vettori e` mostrato tramite la seguente notazione: S = {s(1), ..., s(P )},
dove, per ogni p = 1, ..., P , s(p) =
[
u(1)(p), ...,u(Tp)
(p)
]
e` una sequenza di Tp vettori. La
notazione uj(t) indica la j-esima componente del t-esimo vettore in una sequenza.
Se X e` una matrice, allora Xi ,j indica l’elemento alla i-esima riga e la j-esima colonna
di X; inoltre X∗,j (risp. Xi ,∗) denota la j-esima colonna (risp. i-esima riga) di X; anche
in questo caso, in una sequenza di matrici, si usa l’indice p all’apice per indicare la
p-esima matrice.
Infine le notazioni
(
RN
)∗
e
(
RN
)n
indicano un dominio di sequenze di vettori N -
dimensionali, di lunghezza arbitraria e di lunghezza n rispettivamente.
2.1.2 Task non temporali
SianoNu eNy le dimensioni dell’input e dell’output rispettivamente. SiaD = {(u, yˆ) |u ∈
RNu , yˆ ∈ RNy} un dataset di T esempi dove u e` il vettore di input e yˆ e` il vettore di
output desiderato. Si supponga che D rappresenti il campionamento di una relazione
funzionale ftarget : RNu → RNy t.c. ∀ (u, yˆ) ∈ D.yˆ = ftarget(u), le cui proprieta` in genere
non sono conosciute.
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Gli insiemi RNu e RNy sono domini non strutturati e nel contesto dell’apprendimento
supervisionato un task non temporale consiste nell’inferire la funzione ftarget per mez-
zo degli esempi. Generalmente, per avere un’idea delle capacita` di generalizzazione, il
dataset D viene scomposto in esempi di addestramento e in esempi di test. Si addestra
il modello sui dati di addestramento, con l’obiettivo di risolvere un problema di otti-
mizzazione la cui funzione da minimizzare e` definita in termini di un errore E
(
Y, Yˆ
)
,
dove Y e` l’insieme degli output calcolati dal modello per gli input presi dagli esempi
di test e Yˆ e` l’insieme dei corrispondenti output desiderati di test. Dunque l’obiettivo
e` di produrre per degli input non visti, degli output che siano vicini a quelli realmente
prodotti dalla funzione.
Un task di questo tipo e` noto anche come approssimazione di una funzione e in quanto
tale l’ordine di presentazione degli input non ha importanza ai fini dell’apprendimento.
Se la funzione da approssimare e` lineare, e` sufficiente ad esempio un semplice modello
lineare y = Wu, con W ∈ RNy×Nu avente i parametri da adattare ai dati. Se la funzione
e` non lineare, generici approcci di modellazione non lineare (tra cui la ANN [2]) espan-
dono u tramite una funzione non lineare fx in un vettore delle caratteristiche x ∈ RNx
e poi utilizzano tali caratteristiche per calcolare l’output finale: y = fy (x) = fy (fx (u)).
Le funzioni fy e fx contengono i parametri da adattare ai dati, per approssimare la
funzione ftarget.
Il modello (o macchina) di apprendimento e` dunque in grado di approssimare una fun-
zione (o equivalentemente di produrre una ipotesi) che dipende oltre che dal suo input
anche dai suoi parametri liberi.
2.1.3 Task temporali e trasduzioni strutturali
L’interesse del lavoro svolto in questa tesi e` rivolto ai task temporali, ovvero task su do-
mini strutturati delle sequenze. Si denotino con
(
RNu
)∗
e
(
RNy
)∗
gli insiemi di sequenze
di vettori di input e di output; si considerino le sequenze s ∈ (RNu)∗ e y ∈ (RNy)∗ aven-
ti rispettivamente gli input e gli output calcolati dal modello, ed infine sia yˆ ∈ (RNy)∗
la sequenza dei vettori di output desiderati.
In un task non temporale la funzione da inferire dipende anche dall’ordine di presen-
tazione degli input, e i vettori delle sequenze s e yˆ, sono denotati rispettivamente con
u(t) e yˆ(t); gli istanti t = 1, ..., T sono detti time-step. Anche in questo caso valgono le
stesse osservazioni fatte nel caso dei task non temporali (Sezione 2.1.2) riguardanti le
capacita` di generalizzazione.
In particolare i modelli che affrontano task temporali calcolano delle trasduzioni strut-
turali [3, 4] sul dominio delle sequenze, cioe` delle funzioni denotate generalmente con
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τ che sono definite come τ :
(
RNu
)∗ → (RNy)∗. Una trasduzione τ e`:
• causale se l’output al time step t0 dipende solo dagli input ai time step t < t0;
• stazionaria se non varia al variare del time-step t;
• adattiva se i suoi parametri liberi sono adattati per mezzo di un algoritmo di
apprendimento sulla base degli esempi di addestramento.
Ci sono due tipi di trasduzioni strutturali:
• trasduzione sequence-to-sequence: mappa una sequenza s in una sequenza y della
stessa lunghezza (mapping isomorfo);
• trasduzione sequence-to-element : mappa una sequenza s in un solo vettore di out-
put, riducendo cos`ı lo spazio di output
(
RNy
)∗
ad uno spazio vettoriale (non
strutturato) RNy .
Per ogni time-step t, l’output del modello e` calcolato come segue:
y(t) = fy (x(t)) = fy (fx (...,u(t−1),u(t))) (2.1)
dove la funzione fx, detta funzione di transizione di stato ed applicata ad ogni time-
step t, ora deve avere una memoria degli input ricevuti ai time-step precedenti. Tale
memoria puo` essere rappresentata generalmente in due modi a seconda di come il
modello riassume gli input ricevuti ai time-step precedenti; si puo` avere infatti una
delle due seguenti rappresentazioni:
• rappresentazione esplicita del tempo: l’input del modello ad ogni time-step t0 e` una
finestra, di dimensione finita F , avente i vettori di input u(t), con t = t0 − F +
1, ..., t0; il vettore x(t) e` calcolato come segue: x(t) = fx (u(t − F +1), ...,u(t)).
• rappresentazione implicita del tempo: l’input del modello ad ogni time-step t0 e`
il vettore di input u(t0) insieme con un vettore, detto stato, che riassuma tutti
gli input u(t), con t < t0; lo stato x(t) e` calcolato in modo ricorsivo secondo la
cosiddetta state-space formulation:
x(t) =
0 t = 0fx (u(t),x(t−1)) t > 0 (2.2)
dove fx rappresenta generalmente una funzione non lineare.
Si e` interessati in particolare alla rappresentazione implicita del tempo, e la funzione di
transizione di stato e` definita come in Equazione (2.2). A questo scopo, la trasduzione
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τ puo` essere vista come la composizione funzionale di una trasduzione τenc con una
trasduzione τout, dove:
• τenc :
(
RNu
)∗ → (RNx)∗ e` una trasduzione sequence-to-sequence che mappa s in
una sequenza di stati x; τenc e` calcolata applicando la funzione fx in Equazione
(2.2) a partire dall’input al time-step t = 0 come base per la ricorsione. Cio` e`
possibile partendo dalle assunzioni di causalita` e stazionarieta` di τ .
• τout varia a seconda che τ sia una:
– trasduzione sequence-to-sequence: in tal caso τout :
(
RNx
)∗ → (RNy)∗ mappa
x nella sequenza di vettori di output y; τout e` calcolata applicando la funzione
fy in Equazione (2.1) ad ogni stato di x;
– trasduzione sequence-to-element: in tal caso si applica una funzione detta state
mapping χ :
(
RNx
)∗ → RNx , la quale mappa x in un singolo stato denotato
con χ(x); dunque τout : RNx → RNy mappa χ(x) in un unico vettore ed e`
calcolata applicando la funzione fy in Equazione (2.1) allo stato χ(x).
Figura 2.1: Schema di una trasduzione strutturale τ ; τenc e` realizzata tramite applicazione di
fx su tutti i nodi della sequenza. La natura di τ e` determinata da τout: in caso di τ sequence-
to-sequence si ha τ = τout ◦ τenc (τout con freccia rossa); in caso di τ sequence-to-element si
ha τ = τout ◦ χ ◦ τenc (χ e τout con frecce verdi).
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A seconda del tipo della trasduzione τ da calcolare, il dataset ha dunque una natura
differente:
• in caso di trasduzione sequence-to-sequence si haD = {(s(p), yˆ(p)) |∀p = 1, ..., P.s(p) ∈(
RNu
)Tp
, yˆ(p) ∈ (RNy)Tp};
• in caso di trasduzione sequence-to-element si haD = {(s(p), yˆ(p)) |∀p = 1, ..., P.s(p) ∈(
RNu
)Tp
, yˆ(p) ∈ RNy}.
Le nozioni sviluppate considerano domini strutturati in cui le uniche strutture assunte
presenti sono sequenze di vettori; motivo per cui, data la linearita` della strutture, ha
senso parlare di temporalita` tra gli input e tra gli output, ed e` quindi comune parlare
di segnali di input e di output. In domini con strutture piu` complesse delle sequenze,
tali nozioni sono estendibili agli alberi e ai grafi, dove l’ordine tra i vari nodi di input
e` definito rispettivamente in termini di figli o di vicini di un determinato di nodo nella
struttura, adattando quindi la definizione delle funzioni fx e fy per il calcolo delle
trasduzioni τenc e τout rispettivamente.
2.2 Reti Neurali Ricorrenti
2.2.1 Introduzione
Un modello di ampio utilizzo che rappresenta in modo implicito la memoria della fun-
zione di transizione di stato fx, e` la RNN. Essa e` una rete neurale artificiale in cui sono
ammesse connessioni sinaptiche ricorrenti (o di feedback) tra le unita`, la cui presenza
comporta una topologia avente dei cicli. Per questo motivo la RNN e` il modello di ap-
prendimento piu` simile al cervello umano, cioe` e` una classe di modelli computazionali
progettati con una certa analogia con quest’ultimo, dunque biologicamente ispirati.
Esiste una grande classe di RNN caratterizzate da una dinamica deterministica di
aggiornamento dello stato per mezzo dei percorsi ciclici all’interno della topologia del-
le connessioni. Per questa classe di RNN il contesto matematico riguarda i sistemi
dinamici non lineari e in tale contesto viene inquadrato il resto di questo capitolo.
2.2.2 Motivazioni e caratteristiche
Uno dei primi tentativi di rappresentare un contesto temporale (ovvero una storia
dell’input) in una rete neurale artificiale consisteva nell’applicazione di quella che in
Sezione 2.1.3 e` stata chiamata rappresentazione esplicita del tempo: ogni vettore di
input appartenente ad una finestra (o buffer - immaginabile come una struttura FIFO)
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di dimensione F viene presentato alla rete F volte e poi non piu` considerato una volta
che la finestra lo rilascia.
L’uso della finestra consente di creare un pattern spaziale da un contesto temporale di
dimensione finita, portando dunque a due principali benefici:
• dato che il task temporale viene effettivamente ricondotto ad uno non temporale,
e` sufficiente una ANN per esso, e dunque
• e` possibile usare l’algoritmo standard di retro-propagazione dell’errore per adattare
i parametri liberi della ANN.
Tale approccio e` chiamato Time Delay Neural Network (TDNN) [5]. Lo svantaggio
principale deriva dall’elevato numero di parametri da addestrare e dalla dimensione
prefissata e limitata della finestra: per sequenze molto lunghe non c’e` la garanzia che
esse possano essere differenziate tramite questo approccio e in generale questa soluzione
non puo` riassumere informazioni passate per sequenze di dimensione variabile.
L’alternativa e` dunque quella che nella Sezione 2.1.3 e` stata chiamata rappresentazio-
ne implicita del tempo, in cui tramite connessioni ricorrenti e` possibile mantenere le
informazioni circa l’input per periodi di tempo arbitrariamente lunghi. In letteratura
tale caratteristica viene definita con il termine “latching” [6, 7].
A differenza dell’approccio a finestra, usando le connessioni ricorrenti e adattando i
parametri liberi associati ad esse (con una funzione fx adattiva), la rete puo` cambiare
dinamicamente il modo di calcolare le informazioni contestuali cos`ı come l’output per
il task in questione.
2.2.3 Principali architetture
Questa Sezione fornisce dei cenni alle architetture RNN piu` importanti, a partire
dall’unita` ricorrente.
2.2.3.1 Unita` ricorrente
Lo studio del modello RNN parte dalla definizione dell’unita` ricorrente, che costituisce
la RNN piu` semplice; tale unita` rappresenta uno stato x(t) ∈ R la cui attivazione, in
modo pressocche´ equivalente a quanto detto nella Sezione 2.1.3, e` calcolata in base
all’input corrente u(t) ∈ RNu e all’attivazione dello stato precedentemente calcolato
x(t− 1), tramite la funzione di transizione di stato fx.
x(t) = fx (u(t), x(t− 1)) = f (winu(t) + wx(t− 1) + b) (2.3)
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dove win ∈ R1×Nu e w ∈ R sono i parametri liberi che vanno appresi per ogni specifico
task: il primo e` associato alla connessione tra l’input e lo stato interno, il secondo e`
associato alla connessione ricorrente che porta indietro l’attivazione corrente dello stato
interno all’unita` stessa; infine b e` il bias applicato sull’unita`.
2.2.3.2 Reti ricorrenti fondamentali
Esistono alcune architetture RNN fondamentali che differiscono in base a come defini-
scono le connessioni ricorrenti tra le varie unita`. In particolare, tra queste architetture,
e` utile menzionare la Simple Recurrent Neural Network (SRN), dovuta a J. L. Elman
[8], e la rete di Jordan [9]. La loro topologia delle connessioni ricorrenti consente ad
esse di modellare un qualsiasi sistema dinamico [10].
Un altro noto esempio di RNN combina la rappresentazione esplicita ed implicita del
tempo; tale modello e` la RNN Nonlinear AutoRegressive models with eXogenous inpu-
ts (NARX) analizzata in modo molto dettagliato in [2, 6]. Una panoramica esaustiva
di tutte le architetture RNN e` proposta in [2, 6].
2.2.4 Addestramento
Negli anni sono stati proposti diversi algoritmi di apprendimento delle RNN. Si deno-
tino con W i parametri liberi della RNN.
L’approccio classico, basato sulla discesa del gradiente, consiste nell’adattare i pesi in
W in base ai loro gradienti ∂E/∂W per minimizzare E. I metodi basati su retro-
propagazione dell’errore per addestrare le RNN, stimano ∂E/∂W propagando l’errore
appunto indietro lungo le connessioni della rete (cioe` indietro nel tempo), dato il pro-
cesso di unfolding della RNN lungo ciascuna sequenza di training; il piu` noto esempio e`
l’algoritmo Back-Propagation Through Time (BPTT) [11]. Un’alternativa computazio-
nalmente piu` costosa e` l’algoritmo Real-Time Recurrent Learning (RTRL) [12], dove
la stima di ∂E/∂W e` fatta ricorrentemente, in avanti nel tempo.
Una panoramica degli algoritmi di addestramento basati sulla discesa del gradiente
viene proposta in [13]; qui gli autori propongono anche un nuovo algoritmo di appren-
dimento, l’algoritmo Atiya-Parlos Recurrent Learning (APRL), basato anch’esso sulla
discesa del gradiente: esso stima i gradienti rispetto alle attivazioni dei neuroni ∂E/∂x
e quindi adatta gradualmente i pesi in W per modificare le attivazioni in x verso le di-
rezioni desiderate. Questo metodo ha migliore capacita` di apprendimento (convergenza
piu` veloce) rispetto ai metodi precedenti.
Un algoritmo che formula il problema dell’addestramento delle RNN in modo diver-
so e` quello basato sui Filtri di Kalman Estesi [14]. In [15] vengono esaminati questi
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tre metodi, cos`ı come in [6](cap.11) viene proposta una panoramica degli algoritmi di
apprendimento RNN.
2.2.5 Problematiche legate alle reti ricorrenti
Le RNN risultano essere strumenti molto potenti da utilizzare nelle applicazioni inge-
gneristiche riguardanti la modellazione di sistemi dinamici non lineari. Vari aspetti le-
gati all’apprendimento, tuttavia, hanno limitato l’evoluzione di questa classe di modelli.
Infatti gli algoritmi proposti per l’addestramento presentano una serie di problematiche
elencate qui di seguito [16].
1. Convergenza: durante il processo di apprendimento il cambio graduale dei pesi
porta la dinamica della rete verso dei punti di biforcazione [17]; in tali punti le
informazioni sul gradiente possono divenire mal-definite, il che non garantisce la
convergenza; inoltre, generalmente, la convergenza e` lenta e verso ottimi locali della
superficie dell’errore.
2. Elevato costo computazionale: possono essere necessari molti aggiornamenti per
ogni peso e questo porta a dei processi di addestramento molto lunghi, rendendo
le RNN dei modelli convenienti da utilizzare solo se esse hanno poche unita`.
3. Dissolvenza del gradiente: secondo quanto analizzato in [7], risulta difficile per una
RNN apprendere dipendenze a lungo termine a causa del cosiddetto fenomeno del
gradient vanishing secondo cui le informazioni fornite dal gradiente subiscono una
dissolvenza esponenziale lungo il tempo.
4. Necessaria esperienza per un utilizzo di successo: una RNN viene addestrata tra-
mite algoritmi matematici molto avanzati e alcuni iper-parametri coinvolti devono
essere ottimizzati, richiedendo dunque elevate abilita` ed esperienza.
Una possibile soluzione al punto 3 e` data dalle Gated Recurrent Neural Network
(GRNN) [18]: a differenza delle tradizionali unita` ricorrenti che sovrascrivono il loro
contenuto ad ogni time-step, le GRNN sono in grado di decidere quanta memoria esi-
stente devono mantenere, per mezzo dei gate introdotti. Dunque le GRNN aggiungono
sul contenuto esistente il nuovo contenuto proveniente dall’input corrente. In particola-
re, questa importante caratteristica e` dovuta rispettivamente al forget gate e all’update
gate dei due modelli GRNN proposti: la Long Short-Term Memory (LSTM) [19] ed
una sua versione semplificata (ma dimostratasi in linea di massima equivalente [18]),
la Gated Recurrent Units Network (GRU) [20]. In [18] sono definiti in modo rigoroso
tali due modelli e viene proposto un confronto sperimentale tra i due.
Tuttavia rimangono i problemi riguardanti l’efficienza e la convergenza non garantita.
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In tale situazione nel 2001 e` emerso, grazie a due lavori indipendenti condotti da Her-
bert Jaeger e Wolfgang Maass, un nuovo paradigma per il design e l’addestramento
delle RNN, il Reservoir Computing, che nella sua efficienza abbinata ad una notevole
capacita` di apprendimento nonche´ alla sua vasta applicabilita`, ha costituito un ramo
a se` stante nella modellazione dei sistemi dinamici non lineari.
2.3 Reservoir Computing
Si descrive ora il passaggio dall’approccio RNN standard al Reservoir Computing
dando dei cenni storici e si introduce infine il Reservoir Computing enfatizzando le
caratteristiche che lo distinguono dalle RNN standard.
2.3.1 Dalle reti ricorrenti al Reservoir Computing
Come sottolineato in [16] ci sono in letteratura alcuni studi come quello effettuato in
[21] che, volto ad ottimizzare le prestazioni dell’algoritmo APRL, studiandone la dina-
mica dell’adattamento dei pesi, giunge ad una notevole conclusione: i pesi di output
della rete cambiano velocemente, quelli interni cambiano lentamente. Quindi l’algorit-
mo APRL non fa altro che scomporre la RNN in un livello interno “lento” ed un livello
di output “veloce”. A partire da queste evidenze, e` stato proposto un algoritmo an-
ch’esso inserito nel contesto (e risultato una ramificazione) del Reservoir Computing,
il BackPropagation-DeCorrelation (BPDC) [22], il quale semplifica l’algoritmo APRL
applicandolo solo al livello di output.
Gli studi di cui sopra hanno costituito il seguente progressivo e graduale passaggio
dalla modellazione e il training standard delle RNN al nuovo approccio del Reservoir
Computing:
1. metodi classici di apprendimento (ad esempio BPTT e RTRL),
2. metodo APRL,
3. metodo BPDC,
4. metodi basati su Reservoir Computing.
2.3.2 L’approccio del Reservoir Computing
Il Reservoir Computing [16, 23, 24] differisce dall’approccio RNN tradizionale in quanto
viene fatta una chiara distinzione sia a livello concettuale sia (soprattutto) a livello
computazionale tra due livelli:
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• un livello interno chiamato reservoir consistente in una RNN creata in modo casua-
le, ma sotto condizioni di stabilita` delle dinamiche, che implementa una funzione
fx di espansione temporale generalmente non lineare della storia di input;
• un livello di output chiamato readout consistente in un modello feed-forward (un
regressore lineare) che realizza una combinazione dei segnali presenti nelle unita`
del livello interno al fine di ottenere il vettore di output desiderato; cioe` realizza la
funzione di output fy a partire dall’espansione non lineare.
La principale caratteristica di questo approccio e` quella di tenere fissi i parametri (pesi
delle connessioni) del reservoir e addestrare solo i pesi delle connessioni del readout.
Dal momento che questi due livelli hanno scopi differenti, trattarli in modo differente
e` un’attivita` plausibile.
Inoltre se il reservoir soddisfa una proprieta` di stabilita`, l’addestramento del solo rea-
dout (una semplice regressione lineare nel caso basilare della ESN), si dimostra sufficien-
te per ottenere l’output desiderato e questo ha a sua volta la fondamentale implicazione
che i tempi per l’addestramento sono abbattuti.
Un aspetto fondamentale va sottolineato: il Reservoir Computing non fornisce un mo-
do per risolvere i problemi legati all’addestramento delle RNN (Sezione 2.2.5), bens`ı
un modo per progettare delle RNN affinche´ sia sufficiente addestrare solo una parte
feed-forward.
Il nome “reservoir” e` attribuito a Herbert Jaeger che proponendo la sua ESN, ne de-
finisce il proprio spazio degli stati in analogia ad un “contenitore” dinamico il cui
scopo e` quello di contenere una rappresentazione sufficientemente ricca e complessa
della sequenza di input [25]. Con una simile analogia lo definisce Wolfgang Maass che
proponendo la sua LSM lo chiama “liquid” [26]. Tale modello ha il suo background nel
campo della neuroscienza computazionale, e` un modello neurale di tipo “spiking” e,
sebbene sia piu` realistico biologicamente, e` piu` sofisticato da implementare, ottimizzare
ed emulare sul calcolatore; per questo motivo, paragonato alle ESN, e` poco usato nelle
applicazioni ingegneristiche delle RNN.
Il resto di questo Capitolo dunque si focalizza sulle ESN, studiandone tutti i dettagli.
2.4 Echo State Network
Questa Sezione sviluppa l’idea di base delle ESN, partendo dapprima da una definizione
rigorosa ed esponendo poi tutte le proprieta`. Si notera` inoltre che tali proprieta` hanno
a che fare strettamente con il modello e non con il suo addestramento, al quale sara`
dedicata la Sezione successiva.
14
2.4.1 Definizione
Una ESN [15, 25] e` una RNN che effettua la separazione computazionale descritta
nella precedente Sezione 2.3.2. Si denotino con Nu, Nx e Ny le dimensioni di input,
del reservoir e di output, rispettivamente. Come evidenziato in Figura 2.2, una ESN
presenta i seguenti livelli:
• un livello di input: u(t) = [u1(t), ...,uNu (t)]T
• un livello interno (il reservoir): x(t) = [x1(t), ...,xNx (t)]T
• un livello di output (il readout): y(t) = [y1(t), ...,yNy (t)]T
I pesi delle connessioni
• dal livello di input al reservoir sono dati da una matrice Win ∈ RNx×Nu ;
• interne al reservoir sono dati da una matrice W ∈ RNx×Nx ;
• dal reservoir al readout sono dati da una matrice Wout ∈ RNy×Nx ;
Figura 2.2: Schema generico di una ESN: le linee continue indicano i parametri fissi; le linee
tratteggiate indicano i parametri da adattare. Tutte le matrici, ad eccezione di W, hanno
il 100% di densita`, ovvero tutte le frecce, ad eccezione di quelle rosse, indicano che ciascun
nodo del livello da cui partono e` collegato tramite una connessione sinaptica a ciascun nodo
del livello a cui giungono.
Si possono aggiungere anche altre connessioni; in particolare i pesi delle connessioni
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• dal readout al reservoir sono dati da una matrice Wfdb ∈ RNx×Ny ;
• dal livello di input al readout sono ottenuti concatenando alla matrice Wout le
colonne di pesi relative alle unita` di input, quindi Wout ∈ RNy×(Nu+Nx );
• localmente ricorrenti nelle unita` di readout sono ottenuti concatenando alla ma-
trice Wout le colonne di pesi relative alle unita` di readout stesse, quindi Wout ∈
RNy×(Nx+Ny );
Infine si possono aggiungere un bias per il reservoir (denotato con bi) e per il readout
(denotato con bo). Nel primo caso si ha Win ∈ RNx×(Nu+1); nel secondo caso si ha
Wout ∈ RNy×(Nx+1). Come detto Wout, comunque esso sia costruito, contiene gli unici
parametri del modello da apprendere.
Le uniche connessioni che nello sviluppo di questa tesi saranno tralasciate sono quelle
ricorrenti nell’output (che per completezza sono riportate in Figura 2.2). Di conseguen-
za si hanno: Win ∈ RNx×(Nu+1) e Wout ∈ RNy×(Nu+Nx+1).
Lo stato x(t) viene aggiornato nel seguente modo:
x(t) =
0 t = 0f (Win [u(t); bi] + Wx(t− 1) + Wfdby¯(t− 1)) t > 0 (2.4)
dove f e` una funzione di attivazione applicata componente per componente (in genere
si usa una funzione non lineare di “squashing” sigmoidale come la tangente iperbolica o
la funzione logistica); y¯(t−1) nella fase di addestramento e` l’output desiderato yˆ(t−1)
(teacher forcing), mentre nella fase di test e` l’output calcolato dalla ESN al time-step
precedente; infine [·; ·] denota la concatenazione verticale di due vettori (in Equazione
(2.4) il bias di input bi e` concatenato al vettore u(t)). L’output y(t) viene calcolato
nel seguente modo:
y(t) = fout (Wout [u(t); x(t); bo]) (2.5)
dove fout e` la funzione di attivazione sul readout, che in base al task puo` essere lineare
o non lineare, ed e` applicata anch’essa componente per componente.
Le formule riportate riguardano, come visto, la presenza di tutte le connessioni e dei
bias. In ogni caso si puo` ad esempio creare una ESN senza livello di input in cui il
reservoir viene alimentato tramite le connessioni di feedback; oppure si puo` creare una
ESN senza connessioni dirette da input a output e senza connessioni di feedback (che
corrisponde al modello piu` frequentemente utilizzato). Tutte queste combinazioni archi-
tetturali portano a delle modifiche sia nelle definizioni delle matrici dei pesi coinvolte,
sia nelle Equazioni (2.4) e (2.5).
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2.4.2 Funzioni di attivazione
In una ESN vari tipi di funzione di attivazione possono essere presenti. Si denoti con s
la somma pesata delle connessioni in arrivo ad un neurone. La funzione di attivazione
f , utilizzata sul reservoir puo` essere dei seguenti tipi: (Figura 2.3):
• lineare (identita`): f(s) = s
• logistica: f(s) = 1
1 + e−s
(Figura 2.3(a))
• tangente iperbolica: f(s) = e
s − e−s
es + e−s
(Figura 2.3(b))
• rectifier: f(s) = max(0, s) (Figura 2.3(c))
• softplus: f(s) = ln(1 + es) (Figura 2.3(d))
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Figura 2.3: Alcune funzioni di attivazione che possono essere utilizzate sul reservoir.
La funzione di attivazione fout puo` essere essere una funzione segno (fout(s) = sign(s)),
lineare, logistica o infine una tangente iperbolica.
2.4.3 Echo State Property
La proprieta` fondamentale che una RNN deve avere affinche´ la si possa definire ESN, e`
la cosiddetta Echo State Property (ESP) [25, 15]. Si precisa che tale proprieta` riguarda
la parte non addestrata del modello, cioe` e` una condizione che va controllata prima
della fase di addestramento. La proprieta` e` anche relativa al tipo dei dati di adde-
stramento ovvero la stessa rete non addestrata puo` non soddisfare la ESP per alcuni
dati di training e soddisfarla per altri. Per questo motivo viene richiesta la proprieta`
di compattezza dei sottoinsiemi di RNu e RNy da cui vengono presi rispettivamente gli
input e gli output desiderati del training set [15].
2.4.3.1 Definizioni
Esistono molte definizioni equivalenti della proprieta` ESP. Siano:
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• s ∈ (RNu)n una sequenza di input di lunghezza n;
• x(0),x′(0) ∈ RNx due stati iniziali diversi della ESN;
• x = τenc (s) ∈
(
RNx
)n
e x′ = τenc (s) ∈
(
RNx
)n
le due sequenze di stati calcolate
dalla ESN, partendo dai due stati iniziali diversi x(0) e x′(0), sulla stessa sequenza
s.
Formalmente, la ESP stabilisce quanto segue [1]:
∀s ∈ (RNu)n ,∀x(0),x′(0) ∈ RNx : ‖x(n)− x′(n)‖ → 0, n→∞ (2.6)
cioe` all’aumentare della lunghezza di s, partendo da due stati iniziali diversi, diminuisce
la distanza tra i due stati finali a cui la rete giunge dopo aver calcolato la trasduzione
τenc su s. Alternativamente, la ESP afferma che se la rete ha elaborato una sequenza di
input sufficientemente lunga, allora lo stato finale della rete e` unicamente determinato
dalla storia di tale sequenza, cioe` e` una “echo” di quest’ultima. Cio`, ai fini dell’appren-
dimento, e` un notevole punto di partenza.
L’articolo che introduce la ESN [25] fornisce tre proprieta` caratterizzanti la ESP: uni-
formly state contracting, state forgetting ed infine input forgetting. Tale articolo ne
fornisce la definizione rigorosa e la dimostrazione della loro equivalenza con la ESP.
2.4.3.2 Condizioni per la ESP
Il reservoir costituisce la componente principale che fornisce alla rete le proprieta` di
una Echo State Network, cioe` fa s`ı che essa abbia al suo interno degli “stati echo”. In
particolare esistono due condizioni legate alla matrice W dei parametri del reservoir
[25]:
1. Condizione necessaria: si consideri un reservoir avente unita` sigmoidali con fun-
zione di attivazione tanh; si supponga che il sistema ammetta una sequenza nulla
come input; infine si denoti con ρ (W) il raggio spettrale della matrice W, cioe` il
massimo dei suoi autovalori in valore assoluto. La condizione necessaria ma non
sufficiente per ottenere la ESP e` la seguente:
ρ (W) < 1 (2.7)
Il raggio spettrale di W regola la stabilita` del reservoir e si dimostra che se la
condizione in Equazione (2.7) e` violata e il sistema ammette una sequenza nulla
come input, il reservoir e` localmente instabile asintoticamente attorno allo stato
0 ∈ RNx ; in tal caso la ESP non puo` essere garantita.
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2. Condizione sufficiente: si assuma di avere una rete con unita` sigmoidali con
funzione di attivazine tanh; si denoti con σ(W) il massimo valore singolare della
matrice W; allora se
σ (W) < 1 (2.8)
la rete gode della ESP, in quanto assicura la stabilita` globale della rete e quindi la
presenza degli “stati echo”.
Nella maggior parte delle applicazioni pratiche, e` utilizzata la condizione in Equazione
(2.7) per ottenere una ESN, motivo per cui si costruisce un reservoir regolando il raggio
spettrale di W.
Infine un’ultima proprieta` molto interessante delle ESN e` la contrattivita` della sua
funzione di transizione di stato fx; lo studio condotto in [1] dimostra che se fx e` con-
trattiva allora vale la ESP, in quanto e` una proprieta` legata alla condizione sufficiente
in Equazione (2.8).
2.4.4 Leaky Integrator ESN
L’approccio ESN non e` limitato alle reti sigmoidali standard. L’idea di base del reservoir
e` adeguata a qualsiasi sistema dinamico caratterizzato dalla ESP. Tra gli altri tipi di
sistemi che si possono considerare, di particolare interesse sono le reti neurali di tipo
“spiking” [27] o le reti neurali a tempo continuo [10], governate da equazioni differenziali
ordinarie.
Uno svantaggio delle reti sigmoidali standard e` quello di avere una dinamica che non
puo` essere “rallentata” come accade nelle equazioni differenziali. Quindi ad esempio e`
quasi impossibile tramite una ESN sigmoidale standard generare delle onde sinusoidali
molto lente.
Una ESN che incorpora nella propria dinamica un modello neurale a tempo continuo
viene detta Leaky Integrator Echo State Network (LI-ESN), il cui studio viene condotto
inizialmente in [25], e poi approfondito in [15] e [28]. I neuroni del reservoir incorporano
una costante, chiamata leaking decay rate e denotata con a ∈ (0, 1], che gli consente
di regolare la velocita` di aggiornamento. L’Equazione (2.4) per l’aggiornamento dello
stato interno al reservoir, viene generalizzata come segue:
x(t) =
0 t = 0(1− a)x (t−1) + af (Win [s(t); bi] + Wx(t−1) + Wfdby¯(t−1)) t > 0
(2.9)
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Si puo` notare che una ESN standard puo` essere ottenuta impostando a = 1. Con una
LI-ESN ad esempio diviene facile generare onde sinusoidali, regolando arbitrariamente
il decay rate a [15].
2.4.5 Costruzione di una ESN
Questa Sezione descrive la procedura generica di costruzione del reservoir ed elenca
alcune delle linee guida piu` importanti per ottenere delle buone ESN, dato un certo
task.
2.4.5.1 Procedura standard
La seguente procedura e` comunemente utilizzata per costruire il reservoir.
Algorithm 1 Costruzione del reservoir
1: Costruire in modo casuale una matrice sparsa W0 ∈ RNx dei pesi del reservoir
2: Calcolare ρ (W0)
3: Costruire una nuova matrice W1 =
1
ρ (W0)
W0; si ha che ρ (W1) = 1
4: Scegliere un valore ρd ∈ (0, 1] e costruire la matrice W = ρdW1; si ha che ρ (W) = ρd
La scelta del raggio spettrale ρd per la matrice W e` di importanza cruciale per il trai-
ning ESN [15]. A prescindere da come si costruiscono le matrici Win e Wfdb, seguendo
la procedura in Algoritmo 1 per la costruzione del reservoir, si ottiene nella maggior
parte delle applicazioni una ESN valida [15].
In generale i pesi delle connessioni nelle matrici Win e Wfdb sono scelti da una di-
stribuzione uniforme dagli intervalli [−cin, cin] e [−cfdb, cfdb], dove cin e cfdb sono iper-
parametri di scalatura. La scelta casuale dei pesi delle connessioni di input e/o di
feedback consente ad ogni unita` del reservoir di avere una propria interpretazione del
segnale in arrivo al reservoir.
Infine si vuole precisare che la scelta se utilizzare Win e/o Wfdb dipende dal task in
questione e in alcuni casi il modello puo` includere entrambe; cio` aumenta di conse-
guenza la potenza del Reservoir Computing in quanto la dinamica fissata e casuale
sulla quale conta non e` piu` guidata soltanto dall’input; tuttavia sorgono problemi di
stabilita` numerica [29].
2.4.5.2 Linee guida
La procedura standard per la costruzione delle ESN, insieme con la funzione di transi-
zione di stato fx costruita in (2.9), evidenziano la presenza di numerosi iper-parametri
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la cui funzione e`, oltre che diversa per ciascuno, fondamentale per produrre una buona
ESN per il task da affrontare. Ci sono delle linee guida generiche che possono essere
prese in considerazione quando si devono impostare tali iper-parametri per un dato
task [29].
Dimensione del reservoir Il numero delle unita` del reservoir e` un iper-parametro
che puo` essere reso molto grande data l’efficienza delle ESN se paragonate agli approcci
standard RNN. Piu` e` grande lo spazio degli stati piu` e` facile trovare una combinazione
lineare dei segnali in x(t) per approssimare yˆ (t). La dimensione del reservoir determina
la complessita` dello stesso, cos`ı come il numero di parametri liberi del modello.
Densita` di W Le raccomandazioni originariamente date per questo iper-parametro
sono quelle di fornire una matrice W sparsa (non piu` del 20% di pesi non nulli) in modo
da avere segnali debolmente accoppiati in x(t); se si fissa un numero di connessioni
uscenti per ogni unita` del reservoir, il costo computazionale degli aggiornamenti della
rete cresce solo linearmente al crescere di Nx.
Distribuzione dei parametri non nulli Come detto W e` una matrice sparsa i cui
parametri non nulli sono scelti in maniera casuale da una distribuzione che a seconda
delle esigenze puo` essere uniforme simmetrica, discreta binomiale o normale centrata
sullo zero; la distribuzione considerata in questa tesi e` quella uniforme (simmetrica
intorno allo zero) per tutte le matrici. Dato che, come spiegato in Algoritmo 1, i pesi
originali della matrice W0 sono scalati in modo da avere ρ (W) = ρd, l’ampiezza della
distribuzione da cui essi sono casualmente scelti inizialmente non ha importanza.
Linearita` della funzione di attivazione del reservoir Un aspetto da non tra-
scurare e` la tipologia di funzione di attivazione utilizzata nel reservoir. Essa dovrebbe
riflettere la natura del task ed e` stato sperimentato che i reservoir lineari sono veloci
da simulare ma spesso offrono prestazioni inferiori, paragonati a quelli non lineari [23].
Tuttavia, come analizzato in [30], essa e` fortemente legata anche alla capacita` di me-
moria a breve termine (short-term memory) della ESN, facendo emergere il cosiddetto
dilemma tra la linearita` e la capacita` di memoria di quest’ultima.
Scaling dei parametri di input Lo scaling dei parametri presenti nella matrice
Win (in breve input scaling, denotato con cin) e` uno degli iper-parametri che giocano
un ruolo chiave nell’applicare la ESN con successo ad un dato task. Il ruolo di cin e`
quello di contribuire a determinare la non linearita` delle attivazioni del reservoir. In
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particolare per task affrontabili tramite un modello lineare, cin dovrebbe essere piccolo
in modo che le unita` del reservoir operino nell’intervallo di valori in cui la tanh (nel caso
di reservoir non lineare) e` quasi-lineare; viceversa un valore di cin grande determina
la saturazione delle unita` del reservoir verso gli estremi del codominio della funzione
non lineare considerata. Delle considerazioni simili possono essere fatte anche per la
matrice Wfdb.
Raggio spettrale Uno dei piu` importanti iper-parametri legati alla ESN e` il raggio
spettrale desiderato di W che in questo lavoro e` denotato con ρd; in genere il valore di
partenza per ρd e` 1. Un principio valido e` che ρd dovrebbe essere vicino a 1 per task
in cui l’output y (t) dipende da una storia estesa dell’input s, e vicino a 0 per task in
cui l’output y (t) dipende piu` dalla storia recente dell’input. Come dimostrato in [31]
il raggio spettrale determina la stabilita` delle attivazioni del reservoir.
Leaking decay rate Il decay rate a puo` essere visto come la velocita` dell’aggior-
namento del reservoir: se a e` vicino a 0 esso induce una lenta dinamica nel reservoir.
Impostare questo valore e` equivalente a ricampionare s e yˆ quando i segnali sono lenti
[28]. Esso e` un ulteriore iper-parametro da regolare, ma in linea di massima dovrebbe
rispecchiare la velocita` della dinamica di s e/o yˆ.
Dalle linee guida appena elencate, cio` che risulta evidente e` che cin, ρd e cfdb forni-
scono la loro influenza nel calcolo della transizione di stato, cioe` quanto x(t) dipende
da u(t), x(t−1) e y¯(t−1), rispettivamente.
Si conclude questa Sezione, precisando che alcune delle linee guida appena esposte si
affidano alla capacita` di inviduare le caratteristiche del task che possano influenzare la
scelta dei valori per i relativi iper-parametri; ma questa attivita` e` tutt’altro che banale
anche per i piu` esperti in Reservoir Computing i quali delle volte non possono fare a
meno di affidarsi ad esperimenti di tipo trial-and-error per regolare gli iper-parametri,
tramite una rigorosa procedura di selezione del modello.
2.5 Addestramento supervisionato delle ESN
In questa Sezione sara` descritta la fase di addestramento della ESN. Si consideri una
ESN come illustrata in Figura 2.2, in cui come detto sono da escludere le connessioni
ricorrenti dentro l’output. Si specifichera` una ESN con una struttura diversa da questa
solo quando necessario per un determinato algoritmo.
Gli algoritmi di apprendimento ricadono in due strategie generali:
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• apprendimento oﬄine: e` disponibile l’intero training set; si costruisce una matrice
collezionante gli stati calcolati dal reservoir e si trova la matrice Wout che lega
tali stati agli output desiderati, collezionati anch’essi in una matrice, cercando di
minimizzare un errore quadratico tra gli output desiderati e quelli ottenuti;
• apprendimento online: e` disponibile un solo esempio alla volta; si aggiorna la
matrice Wout per ogni esempio presentato.
Questa Sezione procede dunque a descrivere i principali algoritmi per ciascuna strate-
gia.
2.5.1 Apprendimento oﬄine
2.5.1.1 Creazione della matrice degli stati
Per le computazioni effettuate dalla ESN si puo` fare riferimento alle Equazioni (2.9)
(Sezione 2.4.4) e (2.5) (Sezione 2.4.1). Si considerino da ora in avanti sequenze di vettori
con time-step che parte dal valore t = 0. Quando si parlera` di stato iniziale della ESN
dunque ci si riferira` allo stato ad un time-step fittizio t = −1 come base per la ricorsione
in Equazione (2.9).
La costruzione della matrice degli stati, denotata con X, ha delle piccole differenze a
seconda del tipo di trasduzione τ da calcolare.
Trasduzione sequence-to-sequence La costruzione di X e` preceduta dalla scelta
di un time-step, denotato con Tw (0 ≤ Tw < T ), tale che:
• nei primi Tw time-step si assumono influenti gli effetti dello stato iniziale della ESN
e quindi gli stati x(t), con t = 0, ..., Tw−1, non devono essere presi in considerazione;
questi time-step costituiscono il cosiddetto “transiente” iniziale.
• nei successivi T −Tw time-step restanti si puo` assumere (come implicazione pratica
della ESP) che gli effetti dello stato iniziale della ESN siano svaniti e quindi gli
stati x(t), con t = Tw, ..., T − 1, sono degli “stati echo” della storia dell’input, e
sono da collezionare come colonne di X.
Si consideri dunque la sequenza s ∈ (RNu)T−Tw avente gli input u(t) con t = Tw, ..., T−
1. Su s si applica la trasduzione sequence-to-sequence τenc, iterando l’applicazione della
funzione di transizione di stato mostrata in Equazione (2.9), per ottenere la sequenza
di stati x ∈ (RNx )T−Tw . Considerando la presenza delle connessioni dall’input verso
l’output e del bias bo, si costruisce per ogni t = Tw, ..., T − 1 la concatenazione c(t) =
[u(t); x(t); bo]. Dunque si costruisce la matrice X ∈ R(Nu+Nx+1)×(T−Tw ) tale che ∀t =
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Tw, ..., T − 1.X∗,t = c(t).
Oltre a collezionare gli stati si collezionano anche i corrispondenti output target in una
matrice Yˆ tale che ∀t = Tw, ..., T − 1.Yˆ∗,t = f−1out(yˆ(t)).
Trasduzione sequence-to-element La costruzione di X in questo caso non e` pre-
ceduta da alcuna scelta della lunghezza Tw del transiente iniziale, cioe` quest’ultimo
non viene applicato e in genere la ESN prima di elaborare ogni sequenza di input parte
dallo stesso stato iniziale [29]. Un’ulteriore osservazione e` la seguente: per questo tipo
di trasduzione non possono essere usate le connessioni dirette dall’input verso l’output
e le connessioni di feedback dell’output (la matrice Wfdb), apportando dunque le relati-
ve modifiche sia alle definizioni delle matrici coinvolte che (soprattutto) alle Equazioni
(2.9) e (2.5).
Dunque date le P sequenze di input s(p) del training set, per ogni p = 1, ..., P , si
applica su s(p) ∈ (RNu)Tp la trasduzione sequence-to-sequence τenc (in modo analo-
go al caso precedente), per ottenere una sequenza di stati x(p) ∈ (RNx )Tp ; su ogni
sequenza x(p) si applica la funzione di state mapping, ottenendo una sequenza di P
stati (non strutturati) χ(x(p)). Dunque si costruisce la matrice X ∈ R(Nx+1)×P tale che
∀p = 1, ..., P.X∗,p = [χ(x(p)); bo]
Anche in questo caso si collezionano gli output target in una matrice Yˆ tale che
∀p = 1, ..., P.Yˆ∗,p = f−1out(yˆ(p)).
Dunque in base alla tipologia di trasduzione τ da calcolare su ogni sequenza, cam-
biano il numero di righe della matrice X e il numero di colonne della matrice Wout.
Il problema dell’apprendimento oﬄine consiste nel calcolare la matrice Wout tale che:
Yˆ = WoutX (2.10)
che corrisponde ad un sistema tipicamente sovra-determinato di equazioni lineari, in
termini di minimi quadrati, cioe` e` un task di regressione lineare.
Per denotare la cardinalita` del training set (ovvero il numero di colonne di X e Yˆ)
sono stati usati i simboli T e P a seconda del tipo di trasduzione τ da calcolare. Per
semplicita` di notazione si usera` sempre il simbolo T per riferirsi al numero di colonne di
X. Infine se la trasduzione τ da calcolare e` di tipo sequence-to-sequence, si assumeranno
preliminarmente scartati i time-step che costituiscono il transiente iniziale, e con il
simbolo T ci si riferira` implicitamente a T − Tw.
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2.5.1.2 Pseudo-inversa di X
Un metodo di risoluzione del problema (2.10) consiste nel calcolare Wout come segue:
Wout = YˆX
+ (2.11)
dove X+ denota la pseudo-inversa di Moore-Penrose di X. Il calcolo di questa matrice
e` sempre possibile. Questo algoritmo e` utile nei casi in cui si vuole addestrare una ESN
con alta precisione e poca regolarizzazione, esibiscono alta stabilita` numerica, ma sono
costose in termini di memoria nel caso di una matrice X molto grande [29].
2.5.1.3 Regolarizzazione L2 di Tikhonov
La soluzione probabilmente piu` conosciuta e stabile al problema (2.10) e` la regressione
con regolarizzazione di Tikhonov (anche conosciuta come ridge regression): il problema
dei minimi quadrati ordinari consiste nel minimizzare la quantita` ‖Yˆ −WoutX‖22. Il
metodo di regolarizzazione di Tikhonov usa un termine di penalizzazione proporzionale
al quadrato della somma dei coefficienti, cioe` e` un metodo di regolarizzazione L2:
‖Yˆ −WoutX‖22 + ‖λWout‖22 (2.12)
per un determinato valore di λ, detto coefficiente di regolarizzazione di Tikhonov. La
soluzione a tale problema e` data da:
Wout = YˆX
T
(
XXT + λI
)−1
(2.13)
dove I e` la matrice identita` di ordine pari al numero di righe della matrice X.
Come regola generale, λ dovrebbe essere scelto come compromesso tra la dimensione
dei pesi in Wout e l’errore quadratico medio ottenuto. In genere piu` e` piccolo λ, minore
e` l’errore ottenuto e maggiori sono i pesi risultanti in Wout; tuttavia pesi molto grandi
in Wout possono essere sintomo di una soluzione molto sensibile e instabile, in quanto
Wout sfrutta e amplifica piccolissime differenze lungo le componenti di x(t) portando
dunque ad una soluzione sovra-adattata (overfitting) [29].
Dunque il coefficiente di regolarizzazione λ serve a penalizzare la soluzione ed e` un
ulteriore iper-parametro da ottimizzare.
Calcolo di λ tramite Generalized Cross Validation Un metodo per la stima del
coefficiente di Tikhonov λ a partire dai dati del training set e` il metodo Generalized
Cross Validation (GCV) [32]. Tale stima e` il valore di λ che minimizza la seguente
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funzione:
V(λ) =
1
T
‖(I−A(λ))YˆT‖22[
1
T
Trace (I−A(λ))
]2 (2.14)
dove I e` la matrice identita` di ordine T , mentre A(λ) ∈ RT×T e` definita come
A(λ) = XT
(
XXT + TλI
)−1
X. (2.15)
Calcolo di λ tramite metodo OCReP Un ulteriore metodo che consente di de-
terminare analiticamente il coefficiente di regolarizzazione di Tikhonov e` il metodo
Optimally Conditioned Regularization for Pseudoinversion (OCReP) [33]. Il metodo
OCReP studia e sfrutta il numero di condizionamento di X come misura di mal-
positura del problema: µ (X) = ‖X‖‖X+‖. Se µ (X) >> 1, X e` mal-condizionata e
dunque il problema di trovare soluzioni in termini di minimi quadrati al corrisponden-
te sistema di equazioni, e` un problema mal-posto.
Si costruisce una matrice degli stati regolarizzata Xreg = VDUT, dove:
• U ∈ RNx×Nx , V ∈ RT×T sono matrici ortogonali ottenute dalla Decomposizione in
Valori Singolari (SVD) di X;
• D ∈ RT×Nx e` una matrice rettangolare diagonale i cui elementi principali sono
definiti come Di =
σi
σ2i + λ
;
• σi sono i valori singolari della matrice X, e σ1 e σz sono il massimo e il minimo
valore singolare.
Avendo l’obiettivo di determinare il miglior condizionamento per Xreg , µ (Xreg) =
Dmax
Dmin
, OCReP identifica un valore ottimale per λ:
λ = σ1σz. (2.16)
2.5.1.4 Regolarizzazione L1 con LASSO
Il metodo Least Absolute Shrinkage and Selection Operator (LASSO) [34] e` un metodo
di regolarizzazione L1 il cui obiettivo e` calcolare la matrice Wout che risolve il seguente
problema di ottimizzazione vincolata:
min
Wout
{ 1
T
‖Yˆ −WoutX‖22}, ‖Wout‖1 ≤ v (2.17)
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che puo` essere riscritto nella seguente forma Lagrangiana:
min
Wout
{ 1
T
‖Yˆ −WoutX‖22 + λ‖Wout‖1} (2.18)
dove la relazione tra v e λ dipende dai dati. Dunque il metodo LASSO aggiunge un
termine di penalizzazione proporzionale alla somma dei parametri in valore assoluto,
che favorisce la sparsita` nei parametri di Wout, ma fa anche da regolarizzazione di
Wout impedendo l’overfitting.
Usando tale tipo di penalizzazione si possono avere situazioni in cui alcuni parametri
calcolati in Wout sono esattamente pari a zero: piu` grande e` la penalizzazione applicata,
maggiori sono le stime dei parametri di Wout ridotte a zero.
Un efficiente algoritmo per risolvere il problema di minimizzazione LASSO e` il seguente
algoritmo “shooting” [35]. Si supponga Ny = 1.
Algorithm 2 LASSO shooting
1: Inizializzare la soluzione Wout con pesi scelti in modo casuale nell’intervallo [−1, 1]
2: found = false
3: while not found do
4: W′out = Wout
5: for i = 0 to Nx − 1 do
6: Sia xi l’i-esima riga di X
7: Sia wi l’i-esima componente di Wout
8: yi =
(
Yˆ −WoutX
)
+ wi × xi
9: ∆i = xiy
T
i
10: if ∆i < −λ then
11: wi =
∆i + λ
xixTi
12: else if ∆i > λ then
13: wi =
∆i − λ
xixTi
14: else
15: wi = 0
16: end if
17: end for
18: if ‖Wout −W′out‖1 < tol then
19: found = true
20: end if
21: end while
L’approccio di ottimizzazione qui utilizzato calcola Wout componente per componente,
per ogni iterata del while, in base alla posizione di ∆i rispetto all’intervallo [−λ, λ];
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∆i e` uno scalare risultante dal prodotto interno tra il vettore xi di tutte le i-esime
componenti degli stati in X e un residuo yi che esclude la i-esima componente del-
l’output calcolato. Ovvero, questo approccio ottimizza una sola componente alla volta
(coordinate-wise approach) e si dimostra convergere al minimo globale della funzione
obiettivo LASSO [36]. Ovviamente, minore e` la tolleranza tol richiesta, piu` la soluzione
Wout trovata dall’Algoritmo 2 e` vicina al minimo globale del problema (2.18).
2.5.2 Apprendimento online
Alcune applicazioni come in [37] richiedono un adattamento di tipo online dei pesi
in Wout. Jaeger propone l’utilizzo dell’algoritmo Recursive Least Squares (RLS) per
tale tipo di apprendimento [38]; l’algoritmo RLS proviene dalla teoria dei filtri adattivi
[39, 40] e ad ogni time-step t minimizza un errore quadratico definito come segue:
E
(
Y, Yˆ, t
)
=
1
Ny
Ny∑
i=1
t∑
j=1
λt−jRLS
(
Yi ,j − Yˆi ,j
)2
(2.19)
dove 0 < λRLS ≤ 1 e` un parametro detto di “forgetting error”, il quale pesa gli input
passati con un coefficiente esponenzialmente sempre piu` piccolo. Il caso speciale in cui
λRLS = 1 e` detto RLS a memoria infinita e corrisponde alla formulazione dei minimi
quadrati ordinari. L’algoritmo (di cui la derivazione non sara` riportata, ma la si puo`
trovare in [39]), dato in input il parametro λRLS, e` il seguente.
Algorithm 3 Recursive Least Squares
1: Inizializzare la matrice P (−1) = δ−1I, con I identita` di ordine pari al numero di righe di
X e δ << 1
2: Inizializzare Wout (−1) = O e y (−1) = 0
3: for t = 0 to T − 1 do
4: Dato l’input u(t), calcolare lo stato x(t) tramite Equazione (2.9)
5: Costruire il vettore concatenazione i(t) = [u(t); x(t)], se sono presenti le connessioni
da input a readout
6: Calcolare l’output y(t) tramite Equazione (2.5)
7: ξ(t) = ytarget (t)−Wout (t−1) i (t)
8: ζ(t) = P (t−1) i (t)
9: k(t) =
ζ(t)
λRLS + i (t)
T ζ(t)
10: P (t) = λ−1RLS
[
P (t−1)− k(t)i (t)T P (t−1)]
11: Wout (t) = Wout (t−1) + ξ(t)k(t)T
12: end for
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Denotando con φ(t) =
∑T
i=0 λ
t−i
RLSx(i)x(i)
T la matrice di correlazione quadrata di
ordine Nx dello stato x del reservoir, essa viene aggiornata ricorsivamente tramite
φ(t) = λRLSφ(t−1) + x(t)x(t)T; la matrice P e` definita come φ−1(t); questa viene ini-
zializzata come in riga 1 in Algoritmo 3, con uno scalare δ molto grande, in modo tale
che sia garantita l’invertibilita` di φ(0).
Dunque l’algoritmo aggiorna ad ogni time-step la matrice dei pesi di output Wout con
una regola che coinvolge il residuo ξ(t) ed un vettore k(t) detto gain definito in termini
della matrice di correlazione e dello stato x al time-step t.
E` importante sottolineare che questo algoritmo e` relativo ad una trasduzione sequence-
to-sequence; la trasduzione sequence-to-element infatti richiede una piccola modifica
nelle righe 4 e 5 dell’Algoritmo (3). Lo stato in tal caso si riferisce a χ
(
x(p)
)
e non e`
concatenato con alcun vettore di input; inoltre il reservoir e` alimentato solo dall’input.
2.6 Test di predizione
Una volta addestrata la ESN, essa puo` essere testata su degli esempi di test non visti,
per avere una misura dell’errore reale di predizione commesso. In particolare, per ogni
sequenza di input, la ESN calcola una trasduzione τ sequence-to-sequence o sequence-
to-element, secondo le modalita` descritte in Sezione 2.1.3, in modo da ottenere una
matrice di output Y, contenente per ogni colonna un vettore di output prodotto dalla
ESN.
In base al task, il readout puo` avere vari tipi di funzione di attivazione fout. Per un
task di regressione fout e` una funzione lineare, mentre per uno di classificazione e` una
funzione di squashing.
In genere le misure di errore sono le seguenti:
• Mean Squared Error (MSE): E(Y, Yˆ) = ‖Y − Yˆ‖
2
2
Ny × T
• Normalized Mean Squared Error (NMSE): E(Y, Yˆ) = ‖Y − Yˆ‖
2
2
Ny × T × var
(
Yˆ
)
In alternativa si possono anche usare le rispettive radici quadrate degli errori (RMSE e
NRMSE). Un’ulteriore misura di errore e` data dalla proporzione di input erroneamente
classificati, nel caso di task di classificazione.
E
(
Y, Yˆ
)
=
∑T−1
t=0 L
(
Y∗,t, Yˆ∗,t
)
T
(2.20)
dove L
(
Y∗,t, Yˆ∗,t
)
= 1 se Y∗,t 6= Yˆ∗,t, mentre L
(
Y∗,t, Yˆ∗,t
)
= 0 altrimenti.
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2.7 Validazione
La procedura di validazione consiste di due fasi separate:
• selezione del modello:
• valutazione del modello selezionato.
Per un utilizzo di successo della ESN su un dato task, queste due fasi assumono fon-
damentale importanza. Come detto il readout e` un modello di apprendimento non
temporale che lega lo spazio degli stati con lo spazio degli output desiderati, per mezzo
dei parametri liberi presenti nella matrice Wout.
Gli iper-parametri da ottimizzare (ad esempio la dimensione del reservoir, il raggio
spettrale, lo scaling di input, il decay rate e il tipo di readout) sono memorizzati in una
griglia, in cui per ogni iper-parametro e` specificata una lista di valori da sperimentare
per esso. Tramite delle tecniche di campionamento come la grid search o la random
search [41] si generano delle configurazioni di valori di tali iper-parametri; per ogni
configurazione generata si costruisce la relativa ESN e si calcola la matrice degli stati
X relativi all’intero dataset.
Gli stati calcolati sono scomposti in un insieme di stati Xtr da utilizzare per la selezio-
ne del modello (training set), e un insieme di stati Xts da utilizzare per la valutazione
del modello selezionato (test set).
Ai fini della selezione del modello, la procedura di K-fold cross-validation scompone
l’insieme degli stati collezionati in Xtr in K sottoinsiemi, e per ogni k = 1, ..., K:
• l’unione di K − 1 sottoinsiemi viene utilizzato per l’addestramento (cioe` per adat-
tare i pesi in Wout) della ESN creata con tale configurazione di iper-parametri;
• il k-esimo sottoinsieme non considerato (il validation set) e` utilizzato per testare
le capacita` predittive della ESN appena addestrata.
Si ottengono cos`ı K errori di validazione, di cui viene calcolata la media. Tale errore
medio e` utilizzato come indice delle capacita` predittive di ogni configurazione speri-
mentata. La configurazione con il minore errore di validazione ottenuto e` considerato
il modello migliore.
La fase di valutazione crea una ESN con i valori presi dalla configurazione selezionata,
adatta i parametri in Wout tramite gli stati collezionati in Xtr e testa infine le capacita`
predittive tramite gli stati collezionati in Xts.
Le scomposizioni che si effettuano possono essere fatte in modo arbitrario o in base al
task.
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2.8 Studi sulla topologia delle connessioni
La topologia delle connessioni ricorrenti puo` fortemente influenzare le prestazioni della
ESN. Partendo dall’idea architetturale di base della ESN sono stati effettuati degli studi
per determinare piu` precisamente la dinamica del reservoir. Questa Sezione e` dedicata
allo studio dei principali fattori architetturali del modello, nonche´ alla discussione di
alcune delle tecniche alternative di costruzione del reservoir che sono state proposte.
2.8.1 Fattori architetturali
La dinamica del reservoir e` influenzata dal cosiddetto fattore Markoviano, la definizio-
ne del quale e` consultabile ad esempio in [1]; tuttavia essa puo` essere arricchita tramite
dei fattori architetturali. Detto della dimensionalita` del reservoir Nx e della variabilita`
dell’input ottenuta scegliendo i pesi di Win casualmente da una distribuzione nell’in-
tervallo [−cin, cin], ulteriori fattori che non sono stati considerati e che sono oggetto di
implementazione nel presente lavoro di tesi, sono i seguenti (proposti in [1]):
• Dinamica con contrattivita` multipla: ogni unita` del reservoir e` un sistema dinamico
con una diversa dinamica contrattiva; tale dinamica e` governata dal coefficiente di
contrattivita` σ = ‖W‖2 [1]. In questo caso una matrice W diagonale con elementi
non-nulli diversi sulla diagonale fa s`ı che la dinamica del reservoir abbia questa
proprieta`, in quanto ogni unita` mostra una dinamica contrattiva differente per lo
stesso input.
• Regressione in uno spazio degli stati aumentato: questo fattore si riferisce alla
possibilita` di avere un ulteriore livello non ricorrente nel reservoir avente una di-
mensionalita` (denotata con Nϕ) maggiore della dimensionalita` originale Nx. Tale
caratteristica ha effetto sulla combinazione dei segnali effettuata dal readout [1].
A partire da questi fattori si definiscono le seguenti topologie del reservoir.
2.8.1.1 Diagonal ESN
La Figura 2.4 riporta una Diagonal Echo State Network (DESN) [1]; la matrice W
e` una matrice diagonale tale che gli elementi principali Wii sono tutti uguali e il cui
valore assoluto e` pari al coefficiente di contrattivita` σ. Una variante della DESN e` la
Random Diagonal Echo State Network (RDESN) [1], in cui le connessioni ricorrenti
hanno pesi scelti casualmente dall’intervallo [−σ, σ]. In entrambi i casi si ha anche
σ = ρ(W).
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Figura 2.4: ESN con unita` localmente ricorrenti; i pesi delle connessioni ricorrenti pos-
sono essere uguali (DESN) o differenti (RDESN) in modo da consentire ad ogni unita` di
implementare una propria dinamica contrattiva.
2.8.1.2 ϕ-ESN
La ϕ-ESN [1] si basa sul teorema di Cover della separabilita` dei pattern [42]: i pattern
possono essere piu` facilmente separati linearmente se sono proiettati in uno spazio delle
caratteristiche a dimensionalita` maggiore rispetto a quella originale. In base a questo
principio, l’idea della ϕ-ESN (Figura 2.5) consiste nel proiettare lo spazio RNx in uno
spazio aumentato RNϕ tale che Nϕ > Nx. La computazione effettuata dal reservoir
prevede ora un livello dinamico ricorrente consistente nello stato x(t) ed un livello
statico feed-forward che implementa un mapping non-lineare prefissato e casuale ϕ :
RNx → RNϕ , tale che
ϕ(x(t)) = fϕ (Wϕx(t)) (2.21)
dove fϕ e` generalmente una funzione non lineare con codominio limitato (ad esempio la
tangente iperbolica). I pesi in Wϕ ∈ RNϕ×Nx sono scelti casualmente da un intervallo
[−cϕ, cϕ], dove cϕ e` un iper-parametro di scalatura.
32
.
 .
 .
.
 .
 .
 .
bi
bO
u u
Figura 2.5: ϕ-ESN; lo stato x(t) e` aumentato in uno spazio ϕ(x(t)); il mapping non lineare ϕ
e` indicato dalle frecce viola che rappresentano la matrice Wϕ. Inoltre le frecce azzurre tratteg-
giate ora partono dal livello ϕ(x(t)), indicando che il readout implementa una combinazione
lineare dei segnali presenti nello stato aumentato ϕ(x(t)).
Come si puo` anche osservare dalla Figura 2.5 ora la matrice Wout e` definita come
Wout ∈ RNy×(Nu+Nϕ+1) e dunque l’output della ESN e` calcolato come segue:
y(t) = fout (Wout [u(t);ϕ(x(t)); bo]) (2.22)
Di conseguenza, in caso di addestramento oﬄine, la matrice degli stati X contiene gli
stati ϕ(x(t)) invece che gli stati x(t).
2.8.2 ESN a complessita` minima
Tra i vari studi di interesse pratico per il framework implementato, uno studio parti-
colarmente rilevante si concentra sulla ricerca della minima complessita` della ESN che
consenta di ridurre la liberta` di iper-parametrizzazione pur mantenendo prestazioni
paragonabili a quelle di una ESN standard. Questo studio e` riportato in [43] e pro-
pone una costruzione completamente deterministica del reservoir basata sulle seguenti
peculiarita`:
• la topologia delle connessioni e` fissata, cioe` viene stabilito a priori quali sono gli
elementi non nulli della matrice W, e non con una scelta random;
• i pesi delle connessioni ricorrenti hanno un valore fisso (uguale per tutti), r;
33
• i pesi delle connessioni di input hanno un valore assoluto fisso, v, con un pattern
aperiodico deterministicamente generato dei segni.
Inoltre si riduce la complessita` del modello impedendo l’aggiunta delle connessioni
dirette dall’input all’output, delle connessioni di feedback dell’output e dei bias. Dunque
ora gli iper-parametri si riducono a r e v, semplificando drasticamente il processo di
costruzione del reservoir.
.
 .
 .
.
 .
 .
 ..
 .
 .
u u
(a)
.
 .
 .
.
 .
 .
 ..
 .
 .
u u
(b)
.
 .
 .
.
 .
 .
 ..
 .
 .
u u
(c)
Figura 2.6: ESN a complessita` minima: (a): DLR; (b): DLRB; (c): SCR
In particolare le unita` del reservoir sono disposte in una linea e le connessioni possono
avere una delle tre seguenti topologie semplici (Figura 2.6):
• Delay Line Reservoir (DLR): sono presenti delle connessioni con peso pari a r che
collegano ogni unita` con la successiva nella linea (Figura 2.6(a)): ∀i = 1..., Nx −
1.Wi+1,i = r ;
• Delay Line Reservoir with feedBack connections (DLRB): sono presenti le stesse
connessioni del DLR, con l’aggiunta di connessioni con peso pari a b che collegano
ogni unita` a quella precedente nella linea (Figura 2.6(b)): ∀i = 1..., Nx−1.Wi+1,i =
r ,Wi ,i+1 = b;
• Simple Cycle Reservoir (SCR): sono presenti le stesse connessioni del DLR, con
l’aggiunta di una connessione con peso pari a r che collega l’ultima unita` con la
prima nella linea (Figura 2.6(c)): ∀i = 1..., Nx − 1.Wi+1,i = r ,W1,Nx = r .
I restanti pesi in W, come si puo` notare dalla Figura 2.6, sono nulli.
I segni per i pesi di input sono generati come segue: si consideri l’espansione decimale
d0.d1d2d3... di un numero irrazionale (ad esempio pi o e); ∀i = 1, ..., Nx si definisce
il peso da assegnare alla connessione che giunge all’i-esima unita` del reservoir come
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pi = si × v, dove:
si =
−1 di ≤ 4+1 di > 4 (2.23)
Dunque in questo modo viene resa piu` semplice la costruzione della ESN eliminando
gli aspetti random della generazione delle connessioni e dei loro pesi.
2.8.3 ESN con matrice di reservoir ortogonale
Una particolare variante architetturale riguarda le ESN con matrice W ortogonale.
Se la matrice dei pesi del reservoir W ha la cosiddetta struttura critica, in cui ogni
riga ed ogni colonna hanno un solo peso non nullo, la ESN risultante, viene chiamata
in [44] Critical Echo State Network (CESN). Un particolare esempio di CESN e` la
Permutation Echo State Network (PESN), in cui la matrice W e` una matrice di per-
mutazione, ovvero una matrice ottenuta permutando le righe o le colonne della matrice
identita`. Il lavoro condotto in [44] mostra, tramite sperimentazioni sulla serie caoti-
ca Mackey-Glass, che le CESN possono avere capacita` predittive migliori rispetto alle
ESN ordinarie.
Lo stesso studio, in base al concetto di struttura critica proposto, propone (piu` ge-
nericamente) come CESN anche le ESN con matrice W ortogonale1, ovvero tale che
pre-moltiplicandola o post-moltiplicandola per la sua trasposta, si ottiene la matrice
identita`.
Considerando l’Algoritmo 1 standard (Sezione 2.4.5.1) per la costruzione del reservoir,
uno studio condotto in [45] propone una matrice W0 sparsa e ortogonale, tramite quat-
tro tecniche, due delle quali sono di interesse per la tesi e di cui la derivazione non sara`
riportata:
• SORM
• CyclicSORM
Queste due tecniche, la cui derivazione e` descritta in [45], si basano sull’assunzione che
Nu = 1 e gli esperimenti sono svolti assumendo una funzione di attivazione lineare sul
reservoir. La tecnica SORM e` riassunta nel seguente Algoritmo 4.
Algorithm 4 SORM
1: Si consideri la matrice identita` I di ordine Nx
2: Permutare le righe di I per evitare piccoli cicli, ottenendo una matrice W0 = P iniziale
3: while den(W0) < densita` target do
1Una matrice di permutazione e` ortogonale
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4: Aggiornare W0 tramite W0 = Q(hil , kil , γil)W0, oppure W0 = W0Q(hjr , kjr , γjr),
per un valore arbitrario di il o di jr
5: end while
6: Utilizzare la matrice W0 a partire dalla riga 2 dell’Algoritmo 1
L’operatore den, data una matrice, calcola la proporzione degli elementi non nulli.
La matrice di rotazione Q(h, k, γ) e` definita nella seguente Equazione (2.24):
Q(h, k, γ) =

. . .
1
cos(γ) − sin(γ)
1
. . .
1
sin(γ) cos(γ)
1
. . .

← rigah
← riga k
(2.24)
per determinati valori di h, k, e γ, che cambiano ad ogni iterata del while in riga 3. La
tecnica CyclicSORM e` una variante della precedente tecnica ed e` riassunta nel seguente
Algoritmo 4.
Algorithm 5 CyclicSORM
1: Scegliere una permutazione ciclica con lunghezza di ciclo pari a Nx, e costruire la relativa
matrice di permutazione P a partire da una matrice identita` I di ordine Nx
2: Costruire una matrice V = Q(hiL , kiL , γiL) · · ·Q(hi1 , ki1 , γi1), dove per ogni l = 1, ..., L,
Q(hil , kil , γil) e` una matrice di rotazione come in Algoritmo 4
3: Impostare W0 = VPV
T e Win = Ve1, dove e1 e` la prima riga di I
4: Utilizzare la matrice W0 a partire dalla riga 2 dell’Algoritmo 1
2.9 Pre-addestramento non supervisionato delle ESN
Negli anni sono stati proposti vari metodi di costruzione delle matrici di interesse della
ESN (in [23] e` presentata una breve panoramica). Partendo dal presupposto che una
procedura di selezione del modello aiuta ad ottimizzare il reservoir per un determinato
task, e che possono di aiuto anche varie euristiche (presentate nella Sezione 2.4.5), oltre
che l’esperienza, in letteratura sono stati compiuti degli studi per provare ad adattare
il reservoir ad un task, durante una fase preliminare all’addestramento della ESN.
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In questa direzione e` stata proposta una regola online di apprendimento non supervi-
sionato, chiamata Intrinsic Plasticity (IP), la quale, come dimostrato in [46], migliora
le prestazioni delle ESN con unita` logistiche. Questa regola e` stata introdotta in [47],
e` biologicamente ispirata al modello della plasticita` omeostatica e ottimizza la densita`
di probabilita` dell’uscita di un neurone avendo come distribuzione target quella espo-
nenziale. In [48] si deriva il formalismo corrispondente per la tangente iperbolica con
una distribuzione target Gaussiana.
E` plausibile, secondo quanto congetturato in [48], che ogni neurone prova a bilanciare
i requisiti in conflitto della massimizzazione della trasmissione delle informazioni e il
rispetto dei vincoli riguardanti il dispendio energetico.
La regola IP dunque formalizza queste ipotesi assumendo che e` necessario massimizzare
l’entropia dei firing rate di output di ogni neurone e legando i vincoli sul dispendio alla
limitazione del range dei suoi valori di output [48].
Infine un altro principio e` che ogni neurone prova ad aggiustare la sua eccitabilita`
interna (ovvero alcuni suoi parametri intrinseci) e non le sinapsi individuali. Questi
parametri per le attivazioni sigmoidali in ogni neurone sono definiti in termini di gain
e bias. Considerando una formulazione matriciale per le definizioni successive2, si ha:
x(t) = (1− a)x (t−1) + af (g(t−1) net (t) + b(t−1)) (2.25)
dove
•  denota la moltiplicazione componente per componente tra i due vettori g(t−1)
e net (t);
• g (t) ,b (t) ∈ RNx sono vettori contenenti i rispettivi gain e bias aggiornati di
ogni neurone del reservoir, inizializzati ad un vettore di valori pari a uno e zero
rispettivamente;
• net (t) = Win [u(t); bi] + Wx(t−1) + Wfdby¯(t−1)
L’aggiornamento dei parametri g (t) e b (t) avviene aggiungendovi rispettivamente i
vettori ∆g (t) e ∆b (t), calcolati ad ogni time-step come segue:
∆b (t) = −η
(
− µ
σ2
+
x(t)
σ2
(
2σ2+1−x(t)2 + µx(t))) (2.26)
∆g (t) = ηg (t−1)−1 + ∆b (t) net(t) (2.27)
dove
2Nel presente lavoro di tesi si predilige generalmente questo tipo di formulazione.
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• se v ∈ RNx e z ∈ Z, allora vz = [vz1, ...,vzNx ]T;
• η e` il learning rate;
• µ e σ2 sono la media e la varianza della distribuzione Gaussiana target.
L’algoritmo seguente riassume quanto appena descritto.
Algorithm 6 Intrinsic Plasticity
1: Inizializzare g = 1 e b = 0
2: while stop do
3: for t = 0 to T − 1 do
4: Calcolare x(t) tramite Equazione (2.25)
5: Calcolare ∆b(t) tramite Equazione (2.26)
6: Calcolare ∆g(t) tramite Equazione (2.27)
7: g(t) = g(t−1) + ∆g(t)
8: b(t) = b(t−1) + ∆b(t)
9: end for
10: end while
Il completamento del ciclo for costituisce un’epoca del learning; il criterio di stop puo`
riguardare un numero massimo di epoche raggiunto oppure una distanza in norma L1
tra i vettori a due time-step consecutivi per g e b.
L’algoritmo IP rende il reservoir significativamente piu` robusto, adattando la propria
dinamica interna a prescindere dalle impostazioni iniziali degli iper-parametri legati ad
esso [48], ad un regime adeguato per il dato task.
2.10 Tiny ESN
Le prestazioni predittive e l’efficienza del Reservoir Computing sono state sperimentate
in applicazioni realistiche come ad esempio l’Ambient Assisted Living (AAL) [49], in
cui e` necessario predire i movimenti di un utente in un ambiente indoor (trasduzione
sequence-to-element per la classificazione di sequenze). Tali applicazioni tipicamente
richiedono l’impiego di dispositivi con limitate risorse di calcolo.
Cio` che risulta evidente, intuitivamente, e` la necessita` di adattare la ESN affinche´ essa
possa essere impiegata con successo all’interno di dispositivi con capacita` limitata sia
dal punto di vista della memoria sia dal punto di vista computazionale, avendo come
obiettivi l’efficienza e la capacita` predittiva.
Per adattare la ESN, gli accorgimenti necessari sono i seguenti [50, 51, 52]:
1. i valori dei parametri liberi del modello devono essere memorizzati con una preci-
sione decimale a 16 bit;
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2. e` necessario considerare un alfabeto piccolo per i valori stessi; in questa tesi si
prende spunto dal lavoro in [50] scegliendo qualsiasi valore non nullo per i pesi
da un alfabeto con otto possibili valori, campionati uniformemente dall’intervallo
[−0.4, 0.4];
3. la dimensionalita` del reservoir deve essere limitata in relazione alla densita` delle
connessioni ricorrenti;
4. il tempo di elaborazione del calcolo della funzione di attivazione sigmoidale per
ogni unita` del reservoir deve essere ridotto, come motivato dalle sperimentazioni
condotte in [52]; tali sperimentazioni confrontano la tangente iperbolica con una
sua approssimazione definita in [53], a cui si fa riferimento con “pseudo tangente
iperbolica” ed e` mostrata in Figura 2.7:
pseudotanh(x) = sign(x)
[
1+
1
2b2n |x|c
(
2n |x| − b2n |x|c
2
−1
)]
(2.28)
dove sign(·), | · | e b·c applicano sul vettore rispettivamente la funzione segno, il
valore assoluto e la parte intera inferiore di ogni sua componente.
Figura 2.7: Funzione pseudo tangente iperbolica; il grafico si riferisce ad un parametro di
pendenza n = 1.
Inoltre, se v ∈ RN allora 2v = [2v1 , ..., 2vN ]T. Il parametro n ∈ Z determina la
pendenza della funzione; con n = 1 (a cui la Figura 2.7 fa riferimento) la funzio-
ne ha proprieta` simili alla tangente iperbolica ma con una complessita` inferiore;
questa funzione e` definita a tratti e non differenziabile a causa dell’operazione b·c
di arrotondamento, motivo per cui la qualita` dell’output della ESN e` attesa essere
inferiore rispetto al caso in cui viene utilizzata la tangente iperbolica.
In questa tesi, una ESN con le caratteristiche elencate e` detta Tiny ESN.
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2.11 Lavori correlati
Il successo del Reservoir Computing ha portato allo sviluppo di alcune librerie finaliz-
zate al suo utilizzo per i vari task. La libreria piu` conosciuta in questo senso e` OrGanic
Environment for Reservoir computing (Oger) [54], la cui ultima versione risale al 2012.
Scritto in Python sulla base del toolbox Modular toolkit for Data Processing (MDP)
[55], Oger consente di costruire, addestrare e valutare delle architetture modulari di ap-
prendimento; in particolare una ESN puo` essere creata tramite dei nodi MDP; inoltre
Oger implementa l’algoritmo di apprendimento oﬄine di base addestrando dunque la
matrice di output tramite ridge regression; infine include alcune funzionalita` accelerate
grazie alla GPU.
Un’altra libreria importante per il Reservoir Computing e` Reservoir Computing Tool-
box (RCT) [56], sviluppata in Matlab; in modo simile a Oger, RCT consente di sfruttare
il Reservoir Computing per una varieta` di task offrendo varie modalita` di utilizzo: in-
fatti si puo` creare una ESN, impostare gli iper-parametri e addestrarla con uno dei vari
metodi di base offerti dalla libreria, oppure creare in Matlab dei metodi di addestra-
mento o una matrice dei pesi di reservoir desiderata con l’obiettivo di personalizzare
la ESN. Cio` che non include questa libreria e` l’accelerazione GPU.
Altre librerie per il Reservoir Computing sono aureservoir [57] sviluppato in C++ e
ESNJava che sostanzialmente forniscono delle semplici ESN consentendo un loro uti-
lizzo di base.
Naturalmente esistono molte piu` librerie e framework piu` generici che oltre a implemen-
tare modelli ricorrenti come le RNN3 (come ad esempio Encog [58]), focalizzano la loro
attenzione sul Deep Learning. Questi framework sono in continua crescita. Un esempio
molto importante e noto e` Microsoft Cognitive Toolkit (noto soprattutto come Com-
putational Network ToolKit (CNTK)) [59], basato sulla Computational Network (CN);
questo framework consente di addestrare e valutare le Deep Neural Network (DNN),
oltre a vari tipi di RNN (quali le LSTM), consentendo l’uso di piu` GPU contempora-
neamente.
Altri esempi noti sono Torch7 [60], Keras [61], Caffe [62], Lasagne [63] e Blocks [64].
Questi framework si appoggiano a loro volta su dei compilatori e ottimizzatori di espres-
sioni matematiche (ad esempio Theano [65]) o su strutture di computazione come i
dataflow graph (ad esempio TensorFlow [66]); una delle loro caratteristiche e` quella
di sfruttare a pieno il potenziale dei moderni calcolatori (in particolare la GPU) per
aumentare il piu` possibile la velocita` delle loro esecuzioni, soprattutto in caso di grandi
3Un framework che consente di creare una RNN, consente indirettamente, ma non esplicitamente,
di creare anche una ESN, essendo interpretata quest’ultima come una particolare RNN.
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quantita` di dati.
Framework RNN RC Speedup
Oger X X
RCT X
ESNJava X
aureservoir X
Encog X X
CNTK X X
TensorFlow X X
Torch7 X X
Keras X X
Lasagne X
Blocks and Fuel X
Caffe X X
Tabella 2.1: Possibilita` offerte dai framework citati di gestire una RNN e/o un modello RC,
e di utilizzare la GPU per aumentare la velocita` di calcolo
La Tabella 2.1 riassume le caratteristiche dei framework citati. Dato l’interesse della
tesi verso i modelli ricorrenti in generale e le ESN in particolare, ciascuna riga specifica
la possibilita` del rispettivo framework di gestire le RNN e le ESN.
Siccome si e` interessati anche alla possibilita` di ottimizzare le prestazioni tramite GPU
e architetture multi/many-core a memoria condivisa, la Tabella 2.1 indica anche tale
possibilita` per ogni framework, con una colonna indicata per semplicita` con Speedup.
In questa Tabella sono state distinte due attivita`, rispettivamente abbreviate con RNN
e RC; cio` che si vuole enfatizzare infatti e` la possibilita` da parte di ciascun framework
di gestire:
• in generale una RNN e
• in particolare una ESN.
Infatti anche un framework che consenta di sperimentare un approccio standard RNN
puo` essere considerato importante in questo senso, perche´ consente di creare seppur
indirettamente una sua specializzazione come la ESN.
Tuttavia, data la particolare natura del Reservoir Computing la cui definizione ed
evoluzione negli anni hanno consentito a quest’ultimo di distinguersi in modo netto
dall’approccio RNN standard, e` chiaro che gestire una ESN in modo diretto e non
parziale e` la via percorribile per chiunque volesse testare il Reservoir Computing per
il proprio task.
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I framework sul Deep Learning citati, che non costituiscono la totalita` dei framework
esistenti4, offrono la possibilita` di creare una RNN ma, non essendo dedicate (e non fa-
cendo esplicito riferimento) al Reservoir Computing non consentono di applicare tutte
le linee guida di base per la creazione della ESN, ne` tanto meno consentono di estendere
la metodologia di base con tecniche extra, presenti nell’attuale stato dell’arte, alcune
delle quali proposte nelle varie sezioni di questo Capitolo. Con la colonna RC della
Tabella 2.1 si vogliono enfatizzare proprio questi due aspetti.
Oger e RCT si completano per quanto riguarda rispettivamente la possibilita` di usare
la GPU e di estendere la metodologia di base. Ma ciascuno dei due non copre un ra-
gionevole range di tecniche nello stato dell’arte riguardanti la costruzione del modello
e il suo apprendimento.
In definitiva, innanzitutto e` preferibile avere un framework completamente dedicato al
Reservoir Computing invece che un framework che ne catturi solo in modo parziale
e/o indiretto le proprie potenzialita`. In questo modo si avrebbe anche la possibilita`
di estendere l’idea di base con tecniche specifiche, raggruppando tutti i metodi sul
Reservoir Computing in un unico strumento e garantendo infine per quest’ultimo una
pre-disposizione ad essere evoluto, data l’evoluzione continua e veloce dello stato del-
l’arte.
Infine, seguendo la tendenza degli attuali framework sul Deep Learning, e` desiderabile
che queste tecniche possano essere eseguite anche sulla GPU.
2.12 Conclusioni e obiettivi
Il Reservoir Computing e` divenuto in breve tempo un paradigma molto conosciuto
nella comunita` dell’apprendimento automatico. Ci sono varie ragioni per cui ha avuto
tale successo, tra cui:
• Efficienza: affrontare un task temporale arbitrariamente complesso, addestrando
solo un modello di regressione di tipo feedforward5 e` il vero punto di forza del
Reservoir Computing; i tempi per l’addestramento sono drasticamente abbattuti
dato che non e` piu` necessario utilizzare algoritmi iterativi per l’aggiornamento dei
pesi ricorrenti.
• Accuratezza della modellazione: la semplicita` della strategia di addestramento, in
modo sorprendente, non inficia le capacita` di apprendimento del modello. Quindi,
ad esempio, una ESN e` in grado di risolvere un task di predizione del prossimo
4Per un elenco esaustivo dei framework si puo` consultare il sito www.deeplearning.net
5Il Reservoir Computing evita i problemi del training RNN classico, non li risolve.
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passo della serie caotica Mackey-Glass [25] o di modellare il sistema Nonlinear
AutoRegressive-Moving Average (NARMA) [38] con una straordinaria accuratezza.
• Vasto dominio di applicazioni: l’uso di tale paradigma puo` ricadere in vari domini
applicativi reali: riconoscimento vocale di caratteri isolati pronunciati [67], gene-
razioni di serie temporali caotiche [25], controllo robot [68, 69], classificazione di
pattern dinamici [30], solo per citarne alcuni.
Il Reservoir Computing e` in continua evoluzione e l’idea di costruire il reservoir in mo-
do prefissato e casuale e di tenerlo non addestrato e` stata oggetto di variazioni volte a
creare e (anche) addestrare il reservoir per un determinato task con l’obiettivo di au-
mentarne le prestazioni di predizione e ridurre il numero di iper-parametri da regolare.
Alcune delle tecniche proposte nel corso degli anni sono state passate in rassegna in
questo Capitolo, perche´ oggetto di implementazione della tesi.
Con la motivazione data dalle necessita` esposte in Sezione 2.11, il presente lavoro di
tesi descrive lo sviluppo di un nuovo framework RC in linguaggio Python, chiamato Re-
CoPy (Reservoir Computing framework in Python), per il conseguimento dei seguenti
obiettivi:
• unificare i metodi e le tecniche facenti parte della metodologia di base della ESN;
• proporre alcune variazioni presenti nello stato dell’arte;
• consentire di aggiungere e testare nuove tecniche riguardanti sia la costruzione di
nuove varianti del reservoir, che l’addestramento e la validazione della ESN;
• consentire la creazione della ESN finalizzata al suo impiego in dispositivi con risorse
di calcolo limitate;
• sfruttare la potenza di calcolo dei moderni calcolatori.
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Capitolo 3
Analisi
3.1 Presentazione del framework
La libreria software ReCoPy realizza un framework per il Reservoir Computing che
implementa le seguenti funzionalita`:
1. Creazione di una ESN
2. Creazione o caricamento di un dataset da file
3. Pre-addestramento della ESN
4. Addestramento del readout
5. Validazione
(a) Selezione del modello
(b) Valutazione del modello selezionato
6. Test di una ESN addestrata su un test set
L’utente ha la possibilita` di configurare l’esecuzione della ESN, specificandone il mo-
dello, il dataset, l’algoritmo di apprendimento (e gli iper-parametri legati ad esso) e le
risorse di calcolo da utilizzare.
Questo capitolo descrive l’analisi del software specificando i requisiti funzionali, non
funzionali ed informativi, modellando il dominio in cui opera il software ed infine for-
nendo i casi d’uso e gli scenari per ciascun caso. Il capitolo procede poi con l’analisi di
ogni singola funzionalita` individuata.
3.2 Analisi e specifica dei requisiti
Questa Sezione e` volta alla determinazione e alla descrizione dei requisiti funzionali,
non funzionali e informativi del software, a partire dai quali si modella poi il contesto
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in cui il software opera, tramite un diagramma concettuale delle classi.
3.2.1 Requisiti funzionali e non funzionali
La seguente Tabella 3.1 riporta i requisiti funzionali e non funzionali individuati per il
software, dopo la relativa fase di analisi; per ciascun requisito si indicano un identifi-
cativo, il nome ed una breve descrizione.
ID Requisito funzionale Descrizione
RF 1 Creazione della ESN
Una ESN e` creata in base alle infor-
mazioni specificate dall’utente circa
la sua struttura.
RF 2 Creazione del dataset
Un dataset viene creato o caricato da
un file.
RF 3 Pre-addestramento
La ESN viene pre-addestrata sul
training set.
RF 4 Addestramento
La ESN viene addestrata sul training
set.
RF 5 Test
La ESN addestrata viene testata su
un test set.
RF 6 Selezione del modello
La procedura di selezione del modello
viene applicata alla ESN sul training
set.
RF 7 Accelerazione GPU
L’esecuzione delle funzionalita` co-
me dai requisiti precedenti viene
accelerata tramite GPU.
RF 8
Parallelizzazione della sele-
zione del modello
La procedura di selezione del mo-
dello viene parallelizzata tramite un
numero di attivita` parallele.
RF 9
Simulazione di una Tiny
ESN
I requisiti RF1, RF3, RF4, RF5 e
RF6 sono validi anche per una Tiny
ESN.
ID Requisito non funzionale Descrizione
RNF 1 Estendibilita`
La libreria deve essere facilmen-
te estesa, aggiungendo nuove va-
rianti architetturali e algoritmi di
apprendimento.
45
RNF 2 Scalabilita`
La velocita` di esecuzione dei calco-
li della ESN deve scalare in funzione
dell’utilizzo o meno della GPU e della
dimensione del reservoir; la procedu-
ra di selezione del modello deve scala-
re in funzione del numero di attivita`
parallele.
Tabella 3.1: Requisiti funzionali e non funzionali
3.2.2 Requisiti informativi
La Tabella 3.2 riassume tutti i requisiti informativi individuati nel dominio del software;
si specifica per ogni requisito il nome, il ruolo svolto e le relazioni con gli altri requisiti.
ID Requisiti Informativi
RI1 Input
Contiene le informazio-
ni relative allo strato di
input della ESN
Relazioni: ESN, Reservoir,
GestoreESN
RI2 Reservoir
Contiene le informazioni
relative al reservoir della
ESN
Relazioni: ESN, Readout,
Input, GestoreESN
RI3 Readout
Contiene le informazioni
relative al readout della
ESN
Relazioni: ESN, Reservoir,
GestoreESN
RI4 ESN
Contiene tutti gli operato-
ri utili per i calcoli della
ESN
Relazioni: Input, Reser-
voir, Readout, GestoreESN,
Validatore, Addestratore
RI5 GestoreDataset
Contiene gli operatori per
il caricamento di un da-
taset e per la sua pre-
elaborazione e la scompo-
sizione
Relazioni: Addestratore,
Validatore
RI6 Addestratore
Contiene tutti gli operato-
ri relativi agli algoritmi di
apprendimento della ESN
Relazioni: ESN, Gestore-
Dataset, Validatore
RI7 Validatore
Contiene gli operatori per
la validazione del modello
Relazioni: Addestratore,
ESN, Dataset, GestoreESN
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RI8 Interfaccia
Contiene i dati e gli ope-
ratori che consentono l’in-
terazione tra utente e fra-
mework e la visualizzazio-
ne dei risultati
Relazioni: Validatore,
Addestratore, GestoreESN,
GestoreDataset
RI9 GestoreESN
Gestisce la creazione del-
la ESN, date le informa-
zioni sulla struttura del
modello
Relazioni: ESN, Input, Re-
servoir, Readout, Addestra-
tore, Validatore
Tabella 3.2: Requisiti informativi
3.2.3 Diagramma delle classi
Il diagramma delle classi in Figura 3.1 mostra graficamente i requisiti informativi de-
scritti in Tabella 3.2, specificandone le relazioni e le rispettive cardinalita`. Dal dia-
gramma si puo` notare la relazione di composizione che lega la ESN con i tre strati
e dalle sue cardinalita` si puo` notare la possibile assenza di uno strato di input nella
composizione. Ciascuna classe rappresenta un’entita` concettuale con l’obiettivo di mo-
dellare il dominio del software. Il ruolo di ciascuna classe corrisponde alla descrizione
del relativo requisito informativo.
        GestoreESN
     GestoreDataset
+Carica()
+Crea()
+SplitTrainTest()
...
                   Validatore
+GridSearchCrossValidation()
+RandomSearchCrossValidation()
...
       Interfaccia
      Addestratore
+PseudoInverse()
+RidgeRegression()
...
              ESN
+Create()
+UpdateState()
+ComputeOutput()
...
          Readout
            Input
         Reservoir
«usa»
1..1
1..*«testa»
1..*
1..1
«crea»
1..*
1..1
«crea»
1..*
1..1
«crea»
1..*
1..1
«crea»
1..*
1..1
1..*
1..*
0..*
1..*
«usa»
1..*
1..1
«usa»
1..* 1..1
«usa»
1..1
1..*
«addestra»
1..*
1..1
1..1
1..*1..1
0..1
Figura 3.1: Diagramma delle classi
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3.3 Specifica del comportamento
Questa Sezione e` dedicata alla descrizione dei servizi della libreria software disponibili
all’utente.
3.3.1 Casi d’uso
La Figura 3.2 riporta i casi d’uso individuati a partire dai requisiti funzionali del
sistema. L’attore del sistema e` l’utente.
Validazione TestTraining e Test
Utente
Figura 3.2: Diagramma dei casi d’uso
Un’operazione implicitamente eseguita dal sistema e` il caricamento del dataset e la sua
scomposizione in training e test set. Il caso d’uso Training e Test consiste nel creare
una nuova ESN, addestrarla su un training set e testarla su un test set separato. Il
caso d’uso Test consiste nel caricare da file una ESN gia` addestrata e testarla su un
test set. Infine il caso d’uso Validazione consiste nell’effettuare una procedura di sele-
zione del modello, data una griglia di iper-parametri da sperimentare, e una successiva
procedura di valutazione del modello selezionato. L’utente deve poter indicare tutte
le informazioni necessarie tramite l’uso di (pochi) file di configurazione. Le seguenti
Tabelle descrivono ogni caso d’uso individuato.
ID 1
Descrizione L’utente addestra e testa una nuova ESN
Pre-Condizioni Nessuna
Post-Condizioni per il
successo
Il sistema mostra gli errori di training e test e il grafico
dell’output della ESN rispetto all’output desiderato sul
test set
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Post-Condizioni per il
fallimento
Sono sorti problemi numerici legati all’apprendimento,
oppure nei file di configurazione sono presenti informa-
zioni errate riguardanti la struttura della ESN da creare,
o il path del dataset da caricare
Evento innescante L’utente avvia la procedura di Training e Test
Attore Primario Utente
Tabella 3.3: Descrizione del caso d’uso Training e Test
ID 2
Descrizione Il sistema testa una ESN caricata da file e gia` addestrata
Pre-Condizioni Nessuna
Post-Condizioni per il
successo
Il sistema mostra l’errore di test e il grafico dell’output
di test della ESN rispetto a quello desiderato
Post-Condizioni per il
fallimento
Nei file di configurazione sono presenti informazioni er-
rate riguardanti la struttura della ESN da creare, o
dataset non trovato
Evento innescante L’utente avvia la procedura di test
Attore Primario Utente
Tabella 3.4: Descrizione del caso d’uso Test
ID 3
Descrizione
Il sistema effettua la selezione del modello e la
valutazione del modello selezionato
Pre-Condizioni Nessuna
Post-Condizioni per il
successo
Il sistema mostra il migliore modello selezionato con il
rispettivo errore di validazione, e l’errore di test per la
valutazione del modello selezionato, oltre che il grafico
dell’output della ESN rispetto all’output desiderato
Post-Condizioni per il
fallimento
Sono sorti problemi numerici legati a uno o piu` de-
gli algoritmi di apprendimento usati, oppure nei file di
configurazione sono presenti informazioni errate
Evento innescante L’utente seleziona la procedura di validazione
Attore Primario Utente
Tabella 3.5: Descrizione del caso d’uso Validazione
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3.3.2 Scenari
In questa sezione si riportano gli scenari d’uso per ogni caso descritto nella sezione
precedente. Ciascuna delle seguenti Tabelle riporta per ogni caso d’uso lo scenario di
base ed eventuali scenari alternativi.
Scenario di base
1. L’utente specifica le informazioni riguardanti la struttura del modello ESN da creare
2. L’utente specifica le informazioni riguardanti il caricamento e la scomposizione del
dataset
3. L’utente specifica le informazioni riguardanti l’addestramento della ESN ed eventuali
iper-parametri legati all’apprendimento.
4. Il sistema crea la ESN con le informazioni specificate
5. Il sistema carica e scompone il dataset
6 Il sistema effettua su richiesta il pre-addestramento del reservoir
7. Il sistema addestra la ESN sul training set e la testa sul test set
8. Il sistema mostra l’errore di test commesso dalla ESN
9. Il sistema mostra su richiesta il grafico dell’output della ESN rispetto all’output
desiderato sul test set
10. Il sistema salva su richiesta la ESN su un file
Scenario alternativo 1
4. Il sistema interrompe la creazione della ESN in seguito ad errori presenti nelle in-
formazioni sulla struttura (ad es. non rispettano alcune regole di costruzione della
ESN)
Scenario alternativo 2
5. Il sistema interrompe il caricamento del dataset in quanto non ha trovato alcun file
nel path indicato, oppure perche´ il file contiene degli errori
Scenario alternativo 3
6. Il sistema interrompe il pre-addestramento a seguito di problemi numerici dovuti a
errori negli iper-parametri specificati
Scenario alternativo 4
7. Il sistema interrompe l’addestramento a seguito di problemi numerici dovuti a errori
negli iper-parametri specificati
Tabella 3.6: Scenari per il caso d’uso Training e Test
Scenario di base
1. L’utente specifica il path del file in cui e` memorizzata la ESN da caricare
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2. L’utente specifica le informazioni riguardanti il caricamento e la scomposizione del
dataset
3. Il sistema carica la ESN dal file specificato
4. Il sistema carica e scompone il dataset
5. Il sistema testa la ESN sul test set e mostra l’errore commesso
6. Il sistema mostra su richiesta il grafico dell’output della ESN rispetto all’output
desiderato sul test set
Scenario alternativo 1
3. Il sistema interrompe il caricamento della ESN perche´ non trova alcun file nel path
specificato oppure perche´ il file contiene degli errori
Scenario alternativo 2
5. Il sistema interrompe il caricamento del dataset in quanto non ha trovato alcun file
nel path indicato, oppure perche´ il file contiene degli errori
Tabella 3.7: Scenario per il caso d’uso Test
Scenario di base
1. L’utente specifica la griglia di iper-parametri del modello da sperimentare
2. L’utente specifica le informazioni riguardanti il caricamento e la scomposizione del
dataset, per la selezione del modello e per il test del modello selezionato
3. Il sistema carica e scompone il dataset
4. Il sistema effettua la selezione del modello sperimentando le diverse configurazioni di
iper-parametri
5. Il sistema mostra il migliore modello selezionato e l’errore di validazione ottenuto
6. Il sistema effettua la valutazione del modello selezionato
7. Il sistema mostra l’errore di test ottenuto
8. Il sistema mostra su richiesta il grafico dell’output della ESN rispetto all’output
desiderato sul test set
9. Il sistema salva su richiesta la ESN su un file
Scenario alternativo 1
3. Il sistema interrompe il caricamento del dataset in quanto non ha trovato alcun file
nel path indicato, oppure perche´ il file contiene degli errori
Scenario alternativo 2
4. Il sistema interrompe la selezione del modello a seguito di errori nella griglia di iper-
parametri
Tabella 3.8: Scenari per il caso d’uso Validazione
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Si precisa che in ogni caso d’uso l’utente indica la sua volonta` di eseguire i calcoli sulla
GPU e in particolare puo` indicare anche il numero di attivita` parallele da impiegare
per la procedura di selezione del modello.
3.4 Analisi delle funzionalita`
In questa Sezione si analizza singolarmente ciascuna delle funzionalita` individuate.
3.4.1 Creazione di una nuova ESN
Una ESN prevede la presenza di alcune o tutte tra le seguenti connessioni:
1. connessioni di input
2. connessioni ricorrenti nel reservoir
3. connessioni di output
4. connessioni di feedback dell’output
5. connessioni dirette da input a output.
Le connessioni ricorrenti nel reservoir e quelle di output sono necessarie per il funziona-
mento della ESN. L’assenza delle connessioni di input (o di feedback) rende necessaria
la presenza delle connessioni di feedback (o di input) affinche´ il reservoir possa essere
guidato dal segnale. Infine le connessioni dirette dall’input verso l’output sono opzio-
nali e ovviamente la loro presenza implica anche la presenza delle connessioni di input.
Negli strati di input e di readout e` possibile aggiungere un bias, dando la possibilita` al-
l’utente di specificarne il valore. Nel presente lavoro questa e` considerata l’architettura
di base della ESN e il reservoir viene costruito tramite l’Algoritmo 1 (Sezione 2.4.5.1).
Innanzitutto il framework deve consentire la massima liberta` di iper-parametrizzazione,
nel senso che l’utente deve poter impostare manualmente qualsiasi iper-parametro le-
gato ad uno qualsiasi degli strati della ESN, fino a creare una ESN ad hoc. In generale
si prevedono tre possibilita`:
• costruire una ESN con tutti gli iper-parametri impostati con i valori di default;
• costruire una ESN regolando uno o piu` degli iper-parametri;
• costruire una ESN ad hoc, ovvero la cui topologia e i pesi sinaptici non siano
determinati da una funzione randomizzata.
Con riferimento all’architettura di base della ESN, nella Tabella 3.9 si stabiscono gli
iper-parametri che l’utente puo` regolare manualmente, indicando per ognuno lo strato
a cui appartiene. Oltre a delle funzioni di attivazione di default (Sezione 2.4.2) si vuole
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consentire all’utente di utilizzare una propria funzione di attivazione sia per il reservoir
che per il readout. Infine si vuole lasciare all’utente anche la possibilita` di far partire
la ESN da uno specifico stato interno.
Iper-parametro Simbolo Livello
Valore bias input bi Input
Input scaling cin Input
Dimensionalita` reservoir Nx Reservoir
Raggio spettrale ρd Reservoir
Densita` delle connessioni den Reservoir
Attivazione reservoir f Reservoir
Leaking decay rate a Reservoir
Valore bias output bo Readout
Funzione di attivazione di output fout Readout
Feedback scaling cfdb Readout
Tabella 3.9: Iper-parametri che si possono regolare manualmente durante la costruzione della
ESN
Oltre all’architettura di base della ESN, l’utente deve poter creare una tra le seguenti
varianti (descritte nel Capitolo 2): DESN, RDESN, Minimum Complexity ESN (DLR,
DLRB, SCR), PESN, Orthogonal ESN (SORM, CyclicSORM). Devono essere con-
sentite anche varie combinazioni, per cui deve essere possibile creare ad esempio una
ϕ-DESN o una ϕ-PESN.
Iper-parametro Simbolo Variante ESN
Peso fisso per le connessioni localmente
ricorrenti
Wii DESN
Scaling per i pesi delle connessioni localmente
ricorrenti
σ RDESN
Densita` target per le connessioni ricorrenti den Orthogonal ESN
Dimensionalita` aumentata Nϕ ϕ-XESN
Scaling per i pesi aggiuntivi verso il livello
aumentato
cϕ ϕ-XESN
Pesi fissi per le connessioni nel reservoir r, b Minimum Complexity ESN
Peso in valore assoluto fisso per le connessioni
di input
v Minimum Complexity ESN
Tabella 3.10: Iper-parametri aggiuntivi da regolare quando si costruiscono varianti ESN; il
nome XESN sta per ESN, DESN, RDESN o Orthogonal ESN.
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L’unica ESN che non puo` essere estesa o modificata e` la Minimum Complexity ESN, cos`ı
da non aumentarne la complessita` insita nella sua definizione. Considerando dunque
queste varianti, la Tabella 3.10 riporta gli iper-parametri coinvolti indicando per ognuno
la variante a cui si riferisce.
Comunque si voglia costruire la ESN, si deve dare la possibilita` di crearne una versione
semplificata, destinata a dispositivi con limitate risorse di calcolo; tale versione sara`
indicata con il nome Tiny ESN e in Sezione 2.10 sono riportate le sue caratteristiche.
In particolare l’obiettivo e` quello di fornire una ESN gia` addestrata che possa essere
utilizzata tramite tali dispositivi per un qualsiasi task.
Infine l’utente deve poter indicare la sua volonta` di eseguire i calcoli sull’acceleratore
grafico, specificando eventualmente la scheda grafica da utilizzare in caso di piu` schede
a disposizione.
3.4.2 Gestione di un dataset
L’input del framework comprende anche il dataset, che rappresenta il task da affrontare
utilizzando la ESN. Il dataset, come anticipato, ha natura diversa a seconda che la ESN
debba calcolare una trasduzione sequence-to-sequence o sequence-to-element.
L’utente deve poter:
• creare un task di predizione, dati in input una serie temporale e l’orizzonte di
predizione (che puo` essere sia positivo che negativo);
• creare un task per l’identificazione di un sistema noto, il sistema NARMA [25],
specificando sia se i suoi parametri devono essere fissi o scelti casualmente da un
intervallo, che l’ordine del sistema;
• caricare un qualsiasi dataset di tipo sequence-to-sequence da file;
• caricare un qualsiasi dataset di tipo sequence-to-element da file;
• salvare un dataset su file.
Una volta creato il dataset, a seconda delle esigenze dell’utente, deve essere possibile
effettuare delle operazioni di pre-elaborazione; nel lavoro presente si reputa sufficiente
poter:
• normalizzare i dati tramite una norma definita dall’utente;
• scalare e traslare i dati in uno specifico intervallo di valori.
Per addestrare e testare la ESN si prevedono delle operazioni per la scomposizione del
dataset creato. In particolare si prevedono le seguenti funzionalita`:
• scomporre il dataset in un training set e in un test set, data in input la proporzione
desiderata dei dati di training rispetto alla cardinalita` del dataset.
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• scomporre il training set in K sottoinsiemi di esempi, da destinare alla procedura
di cross-validazione, con K dato in input.
In generale un metodo di scomposizione puo` partizionare il dataset:
• senza considerare la distribuzione degli output target (scomposizione semplice),
oppure
• mantenendo la stessa distribuzione degli output target in ogni sotto-insieme (scom-
posizione stratificata).
Infine, a prescindere dalla scomposizione, deve essere possibile specificare se si vuole
mantenere l’ordine originale degli esempi del dataset, oppure permutarli preliminar-
mente in modo da diminuire il rischio di introdurre un bias nel modello.
3.4.3 Addestramento della ESN
Una volta creata la ESN, e` possibile effettuare eventualmente il pre-addestramento del
reservoir, utilizzando i dati del training set; esso avviene tramite l’algoritmo Intrinsic
Plasticity (Algoritmo 6 - Sezione 2.9).
L’addestramento della ESN, ovvero l’apprendimento dei parametri del readout, puo`
essere effettuato tramite uno dei seguenti metodi:
• Pseudo-inversa della matrice degli stati X (Sezione 2.5.1.2);
• Regolarizzazione di Tikhonov (Sezione 2.5.1.3), con un coefficiente di regolarizza-
zione
– impostato dall’utente, in genere risultante da un processo di selezione del
modello,
– calcolato analiticamente tramite metodo OCReP,
– calcolato analiticamente tramite metodo GCV;
• Regolarizzazione con LASSO, tramite algoritmo Shooting (Sezione 2.5.1.4);
• Recursive Least Squares (Sezione 2.5.2).
3.4.4 Validazione
Una ESN puo` essere validata su un determinato training set. La validazione consiste
nell’effettuare una procedura di selezione del modello ed una procedura di valutazio-
ne del modello selezionato. In particolare, nella selezione del modello l’obiettivo e` di
trovare la migliore configurazione di iper-parametri all’interno di una griglia definita
dall’utente. L’utente inoltre deve poter scegliere tra due principali metodi di ricerca di
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tale configurazione, la grid search e la random search [41], o in alternativa specificare
un proprio metodo di campionamento degli iper-parametri nella griglia.
La procedura di selezione del modello ha un tempo di completamento che ovviamen-
te dipende dalle dimensioni della griglia degli iper-parametri e che dunque puo` essere
molto grande. Osservando pero` la sua natura embarrassingly parallel, si vuole dare
all’utente la possibilita` di specificare un numero di attivita` parallele (parametro non
funzionale) che consentano di scalare il tempo di completamento. Inoltre se i calcoli
della ESN avvengono sulla GPU e nel calcolatore sono presenti piu` GPU, l’obiettivo e`
di sfruttarne il parallelismo: l’utente fornisce il numero di schede grafiche (parametro
non funzionale) che devono essere utilizzate per l’accelerazione grafica.
Infine, una volta ottenuto il modello migliore, questo deve essere testato sugli esempi
di test. Il framework deve calcolare l’errore di predizione commesso, salvare su un file
sia l’output prodotto dalla ESN che la ESN stessa con i pesi di output addestrati.
Per quanto riguarda i task di classificazione, si supponga di affrontare esclusivamente
task di classificazione binaria. Infine il framework deve mostrare un grafico in cui siano
riportati sia l’output prodotto dalla ESN che l’output desiderato del test set.
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Capitolo 4
Progettazione e realizzazione
4.1 Progettazione
Questa Sezione descrive la fase di design della libreria software ReCoPy, riportan-
do le scelte progettuali relative ad ogni singola funzionalita` analizzata nel Capitolo
precedente.
4.1.1 Progettazione della ESN
La presenza di numerosi iper-parametri suggerisce di scomporre l’entita` ESN nelle
sue entita` costituenti, corrispondenti agli strati di input, di reservoir e di readout,
distribuendo dunque tutti gli iper-parametri lungo i tre strati. Tale modularizzazione
facilita sia l’estendibilita` alle varianti architetturali stabilite che la creazione di una ESN
personalizzata e facilita inoltre le eventuali modifiche che riguardano un determinato
strato. Sulla base degli obiettivi posti in fase di analisi si procede ora a descrivere la
progettazione di ogni strato.
4.1.1.1 Input
Lo strato di input memorizza i seguenti dati:
• Nu (intero strettamente positivo): numero di neuroni
• bi (decimale): valore del bias di input
• var (booleano): variabilita` dell’input
• cin (decimale strettamente positivo): scaling di input
• u (array di lunghezza Nu): memorizza l’input correntemente letto su ciascun neu-
rone
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• Win (matrice di Nx righe e Nu + b colonne): memorizza i pesi delle connessioni
verso il reservoir
Si ha che b = 1− δbi0, dove δbi0 e` la funzione delta di Kronecker (δbi0 = 1 se bi = 0, e
δbi0 = 0 altrimenti). La variabilita` var indica se i pesi delle connessioni di input sono
diversi o uguali. Lo scaling cin indica il valore assoluto degli estremi dell’intervallo da
cui prendere i valori per i pesi (in caso di variabilita`) oppure il valore da assegnare ad
ogni peso (in caso di non variabilita`).
4.1.1.2 Reservoir
Lo strato di reservoir memorizza i seguenti dati:
• Nx (intero strettamente positivo): numero di neuroni
• ρd (decimale nell’intervallo (0, 1]): raggio spettrale
• a (decimale nell’intervallo ∈ (0, 1]): leaking decay rate
• den (decimale nell’intervallo ∈ (0, 1]): densita`
• net (array di lunghezza Nx): memorizza le somme pesate delle connessioni in arrivo
a ciascun neurone
• g (array di lunghezza Nx): memorizza i gain di ciascun neurone (aggiornati dall’al-
goritmo IP)
• b (array di lunghezza Nx): memorizza i bias di ciascun neurone (aggiornati dall’al-
goritmo IP)
• f (funzione applicata elemento per elemento su un array): funzione di attivazione
del reservoir, da applicare sul vettore risultante da g  net + b
• x (array di lunghezza Nx): memorizza le attivazioni di output di ciascun neurone
• Nϕ (intero positivo): numero di neuroni del livello statico aumentato
• cϕ (decimale positivo): scaling per i pesi dell’espansione
• W (matrice di Nx righe e Nx colonne): memorizza i pesi delle connessioni ricorrenti
• Wϕ (matrice di Nϕ righe e Nx colonne): memorizza i pesi delle connessioni dell’e-
spansione
• fϕ (funzione applicata elemento per elemento su un array): funzione di attivazione
per l’espansione, da applicare sul vettore risultante da Wϕx
• ϕ(x) (array di lunghezza Nϕ): memorizza le attivazioni del livello statico aumentato
I vettori net, g e b, e il leaking rate a, sono utili per l’aggiornamento dello stato del
reservoir, cioe` per il calcolo del vettore x. Le funzioni di attivazione che la libreria
fornisce per le uinta` del reservoir sono le seguenti1:
1Le definizioni con i relativi grafici sono forniti nelle Sezioni 2.4.2 e 2.10.
58
• lineare (identita`)
• logistica
• tangente iperbolica (predefinita)
• rectifier
• softplus
Queste funzioni sono applicate componente per componente a un vettore. Oltre alle
funzioni fornite deve essere possibile specificare una propria funzione la cui implemen-
tazione deve avere la stessa interfaccia delle funzioni di cui sopra.
La matrice W e` costruita in modo casuale tramite Algoritmo 1 (Sezione 2.4.5.1), uti-
lizzando le prime quattro informazioni di cui al primo elenco: Nu, ρd, a e den. In
alternativa e` possibile specificare una propria matrice W, invece che crearne una in
modo casuale, cos`ı come e` possibile partire da un determinato stato iniziale, invece che
da uno stato nullo. Inoltre si ha che una ESN e` una ϕ-ESN se e solo se Nx < Nϕ∧cϕ > 0;
la funzione di attivazione fϕ e` sempre la tangente iperbolica.
4.1.1.3 Readout
Lo strato di readout memorizza i seguenti dati:
• Ny (intero strettamente positivo): numero di neuroni
• bo (decimale positivo): valore del bias di output
• cfdb (decimale positivo): scaling dei pesi delle connessioni di feedback
• fout (funzione da applicare componente per componente su un vettore): funzione
di attivazione del readout, da applicare sul vettore risultante da Woutx, oppure
Woutϕ(x)
• y (array di lunghezza Ny): memorizza le attivazioni di output di ciascun neurone
• Wout (matrice di Ny righe e Nx′ colonne): memorizza i pesi delle connessioni per
il readout
Per la costruzione della matrice Wout e` necessario definire Nx′ ; sia Nm = max{Nx, Nϕ};
il valore di Nx′ cambia a seconda dei seguenti fattori:
• presenza di connessioni dirette da input a output,
• presenza di un bias su output.
Si ponga h = 0 in caso di assenza di connessioni dirette da input a output e h = 1
altrimenti e sia q = 1− δbo0. Allora Nx′ = h×Nu +Nm + q. Di conseguenza, in base ad
una di queste combinazioni, cambia il calcolo delle Ny somme pesate delle connessioni
in arrivo a ciascun neurone di output.
Le funzioni di attivazione per il readout sono le seguenti:
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• segno
• lineare (predefinita)
• tangente iperbolica
• pseudo tangente iperbolica
Anche in questo caso la rappresentazione e` flessibile all’uso di una funzione di attiva-
zione definita dall’utente, oltre a quelle appena elencate. Inoltre se l’utente indica un
valore di cfdb > 0, si costruisce la matrice Wfdb dei pesi delle connessioni di feedback
dell’output verso il reservoir.
Nelle rappresentazioni dei tre strati descritti, i valori degli array e delle matrici, so-
no memorizzati con una precisione decimale, denotata con fp, espressa in numero di
bit e anch’essa lasciata come parametro.
4.1.2 Composizione della ESN
Il primo passo per la progettazione della ESN e` quello di costruire preliminarmente
gli strati necessari; il passo successivo e` quello di unirli in un’unica rappresentazione,
relativa alla ESN, in modo da renderli disponibili alle operazioni relative ai vari calcoli
svolti all’interno della ESN. Ad esempio l’operazione per l’aggiornamento dello stato del
reservoir prevede l’eventuale lettura dell’input u al time-step t e il calcolo del vettore
x, che a sua volta necessita di informazioni che provengono potenzialmente da tutti e
tre gli strati (come mostra l’Equazione (2.25) in Sezione 2.9).
4.1.3 Varianti architetturali
La progettazione delle varianti PESN, DESN, RDESN e Orthogonal ESN consiste nel
modificare semplicemente la costruzione della matrice W all’interno del reservoir. In
particolare lo strato relativo al reservoir puo` essere specializzato, lasciando invariato il
resto del design ESN, per cui e` possibile creare una qualsiasi combinazione che unisca
una LI-ESN e/o una ϕ-ESN con una DESN, una RDESN, una PESN o una Orthogo-
nal ESN. Per costruire una determinata matrice W proposta con una delle tecniche
studiate nel Capitolo 2, non si usa l’Algoritmo 1 standard, bens`ı si implementa la cor-
rispondente tecnica di costruzione per la matrice dei pesi W. Una qualsiasi variante
architetturale non considerata in questa tesi, passata o futura, che riguardi la topolo-
gia delle connessioni e/o i loro pesi di un singolo strato, e` realizzabile analogamente a
quanto descritto per le varianti attualmente realizzate nel framework.
La Minimum Complexity ESN riguarda invece la modifica di due strati (input e reser-
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voir) e, avendo appunto una complessita` minima, prevede la regolazione di pochi iper-
parametri e non puo` essere estesa ad altre varianti architetturali. Il piccolo numero di
iper-parametri da regolare rende non necessaria la scomposizione della progettazione di
tale variante nella progettazione dei suoi tre strati, e cio` implica anche l’impossibilita`
di utilizzare dei reservoir o dei readout diversi da quelli stabiliti per tale variante.
4.1.4 Tiny ESN
La soluzione fin qui descritta e` estesa consentendo di specificare per ogni strato un’op-
zione “tiny”, ovvero un flag che, se attivo, determina l’adeguamento della ESN ad una
Tiny ESN. Saranno dunque seguite le linee guida sulla costruzione di una Tiny ESN
descritte in Sezione 2.10. In particolare tutte le matrici e gli array sono memorizzati
con una precisione decimale float di fp = 16 bit. Nel reservoir la funzione di attivazione
f puo` essere una funzione rectifier, lineare o pseudo-tangente iperbolica (predefinita -
per affrontare task non lineari). Una qualsiasi altra funzione non e` possibile. Inoltre si
chiede che max{Nx, Nϕ} ≤ 100; quindi e` consentita una Tiny ϕ-ESN che rispetti quel
vincolo e che la funzione di attivazione sul livello aumentato statico sia una pseudo-
tangente iperbolica. Nel readout sono consentite tutte le funzioni stabilite tranne quelle
non lineari.
4.1.5 Computazione della ESN
Le operazioni associate alla ESN sono le seguenti:
1. Aggiornamento dello stato del reservoir
(a) Eventuale lettura dell’input u
(b) Calcolo dello stato x (Equazione (2.25) - Sezione 2.9)
(c) Eventuale calcolo dello stato aumentato ϕ(x) (Equazione (2.21) - Sezione
2.8.1.2 in caso di reservoir aumentato)
2. Calcolo dell’output y: (Equazione (2.5) - Sezione 2.4.1, oppure Equazione (2.22) -
Sezione 2.8.1.2 in caso di reservoir aumentato)
Le seguenti operazioni applicano iterativamente le operazioni di cui sopra dato un
segnale di input e/o di output target (per la trasduzione sequence-to-sequence).
1. Calcolo della matrice degli stati X
2. Calcolo della matrice di output Y
Infine le seguenti operazioni applicano iterativamente i calcoli di cui al primo elenco su
una sequenza di segnali di input (per la trasduzione sequence-to-element).
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1. Calcolo della matrice X degli stati risultanti dallo state mapping χ applicato sulle
matrici degli stati X(p) ottenute tramite l’operazione 1 dell’elenco precedente.
2. Calcolo della matrice di output Y.
Se Tp e` il numero di colonne della matrice X
(p), lo state mapping puo` essere di due tipi:
• root state mapping: χ(X(p)) = X(p)∗,Tp−1
• mean state mapping: χ(X(p)) =
∑Tp−1
t=0 X
(p)
∗,t
Tp
.
Come predefinito viene usato il root state mapping in quanto lo stato finale della ESN
dopo l’elaborazione di una sequenza e` quello piu` rappresentativo della storia della se-
quenza stessa.
In definitiva, la rappresentazione della ESN prevede come dati le rappresentazioni re-
lative ai tre strati, descritte nella Sezione 4.1.1, e come operazioni su tali dati quelle
descritte nella Sezione 4.1.5.
4.1.6 Dataset
In modo analogo a quanto fatto per il design della ESN, si procede ora a descrivere i
dati e le operazioni relative ai dataset.
4.1.6.1 Rappresentazione
Il dataset D, come detto in Sezione 2.1.3, ha una natura diversa a seconda del tipo di
trasduzione da calcolare; si riportano qui di seguito le due definizioni date in Sezione
2.1.3:
• in caso di trasduzione sequence-to-sequence si haD = {(s(p), yˆ(p)) |∀p = 1, ..., P.s(p) ∈(
RNu
)Tp
, yˆ(p) ∈ (RNy)Tp};
• in caso di trasduzione sequence-to-element si haD = {(s(p), yˆ(p)) |∀p = 1, ..., P.s(p) ∈(
RNu
)Tp
, yˆ(p) ∈ RNy}.
Di solito nel contesto delle ESN, in caso di trasduzione sequence-to-sequence, il dataset
contiene una sequenza s di input ed una sequenza yˆ di output ed e` quindi riformulabile
come D = {(u(t), yˆ(t)) |∀t = 0, ..., T − 1.u(t) ∈ RNu , yˆ(t) ∈ RNy}.
Dunque, in base a queste considerazioni, il framework rappresenta D in uno dei due
seguenti modi:
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• trasduzione sequence-to-sequence: D =
(
S, Yˆ
)
, dove S e` una matrice di Nu righe
e T colonne, che memorizza i T vettori del segnale s = [u(0), ...,u(T − 1)]; mentre
Yˆ e` una matrice di Ny righe e T colonne, che memorizza i T vettori del segnale yˆ.
• trasduzione sequence-to-element: D =
(
S, Yˆ
)
, con S = 〈S(1), ...,S(P )〉 tale che, per
ogni p = 1, ..., P , S(p) e` una matrice di Nu righe e Tp colonne, che memorizza i Tp
vettori del p-esimo segnale s(p), mentre Yˆ ha una rappresentazione simile al caso
precedente, ma avente in questo caso P colonne.
4.1.6.2 Operazioni
Si definiscono ora le operazioni per i dataset stabilite in fase di analisi.
Caricamento di un dataset sequence-to-sequence Il dataset e` memorizzato in
un file con estensione csv tale che nella t-esima riga (dopo l’intestazione), i primi Nu
valori rappresentano l’input u(t) mentre i restanti Ny rappresentano l’output target
yˆ(t). Dunque il caricamento avviene come segue:
∀t = 0, ..., T − 1.S∗,t ← u(t), Yˆ∗,t ← yˆ(t). (4.1)
Caricamento di un dataset sequence-to-element Il dataset e` memorizzato in
un file con estensione csv tale che nella p-esima riga (dopo l’intestazione), il primo
valore e` lo stesso p mentre i restanti Ny rappresentano l’output target yˆ(p). Per ogni
p = 1, ..., P , il valore p e` un rappresentante della sequenza s(p), memorizzata in un
file csv separato (nella stessa directory del file principale), avente Tp righe di testo
(dopo l’intestazione) ognuna avente a sua volta gli Nu valori di input. In particolare
nell’intestazione del file principale e` indicato il nome del dataset; se dname e` tale nome,
il file che memorizza la p-esima sequenza, ha il seguente nome: dname p.csv. Dunque
il caricamento avviene come segue:
∀p = 1, ..., P.(∀t = 0, ..., Tp − 1.S(p)∗,t ← u(t)(p)), Yˆ∗,p ← yˆ(p). (4.2)
Creazione di un dataset per la predizione di una serie temporale Data una
matrice T di T righe e Nu = Ny colonne, che memorizza una serie temporale di T
vettori, e dato un orizzonte di predizione denotato con c, si costruisce un dataset
D =
(
S, Yˆ
)
, tale che se c > 0:
∀t = 0, ..., T − c− 1.S∗,t ← Tt ,∗, Yˆ∗,t ← Tt+c,∗ (4.3)
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mentre se c < 0:
∀t = c, ..., T − 1.S∗,t ← Tt ,∗, Yˆ∗,t ← Tt+c,∗ (4.4)
Equivalentemente, si ha che la matrice Yˆ viene traslata di c time-step avanti o indietro
rispetto a T.
Creazione del dataset NARMA Il dataset NARMA [13] consiste in un task di
identificazione di un sistema, cioe` di predizione del suo output, dato il suo input. Per
questo dataset si ha Nu = Ny = 1. La sequenza di input s ha T valori casualmente
scelti da un intervallo [0, 0.5]. L’output yˆ del sistema NARMA ad ogni time-step t e`:
yˆ(t) = f
(
0.3yˆ(t− 1) + 0.05yˆ(t− 1)
(
o∑
i=1
yˆ(t− i)
)
+ 1.5u(t− o)u(t− 1) + 0.1
)
(4.5)
dove o determina l’ordine del sistema; inoltre per evitare problemi legati alla precisione
finita della macchina, si decide che con o > 10 allora f e` la tangente iperbolica, altri-
menti e` l’identita`. Tale sistema e` detto anche fixed-NARMA; l’alternativa e` il seguente
random-NARMA [43]:
yˆ(t) = f
(
αyˆ(t− 1) + βyˆ(t− 1)
(
o∑
i=1
yˆ(t− i)
)
+ γu(t− o)u(t− 1) + φ
)
(4.6)
dove α, β, γ e φ sono dei valori presi da un intervallo simmetrico intorno ai corrispon-
denti valori in fixed-NARMA, di ampiezza pari ai valori stessi. Definite le sequenze s
e yˆ per tale sistema, le matrici S e Yˆ sono costruite tramite Equazione (4.1). Ope-
rativamente l’unico accorgimento a cui e` necessario porre attenzione e` controllare che
∀t = 0, ..., T − 1.t− o ≥ 0
Pre-elaborazione Una volta costruito il dataset, e` possibile effettuare una tra le
seguenti operazioni di pre-elaborazione su un dataset di tipo sequence-to-sequence:
• normalizzazione: specificata una norma ‖·‖ dall’utente, se n = ‖
[
S; Yˆ
]
‖ e` la norma
della matrice data dalla concatenazione verticale delle due matrici del dataset,
allora per ogni t = 0, ..., T − 1:
∀i = 0, ..., Nu − 1.Si ,t ← Si ,t
n
(4.7)
∀i = 0, ..., Ny − 1.Yˆi ,t ← Yˆi ,t
n
(4.8)
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• traslazione e scalatura in un intervallo [c1, c2]: siano m1 e m2 rispettivamente il
valore minimo e massimo della matrice
[
S; Yˆ
]
; allora per ogni t = 0, ..., T − 1:
∀i = 0, ..., Nu − 1.Si ,t ← Si ,t −m1
m2 −m1 (c2 − c1) + c1 (4.9)
∀i = 0, ..., Ny − 1.Yˆi ,t ← Yˆi ,t −m1
m2 −m1 (c2 − c1) + c1 (4.10)
I seguenti ultimi due paragrafi riguardano i metodi per la scomposizione del dataset;
questi metodi lavorano sugli indici e restituiscono delle liste di indici, relative ai sot-
toinsiemi in cui il dataset deve essere partizionato. Di conseguenza non si fa distinzione
in base al tipo di trasduzione.
Per fissare la notazione si consideri la sequenza di T indici l = 〈0, ..., T − 1〉, dell’intero
dataset. Si usa la notazione l[t] per accere alla posizione t di l. Inoltre, quando non
diversamente specificato, se G e` un dizionario avente le coppie (k, v), si usa la notazione
G[k] per riferirsi al valore di v. Gli operatori keys e values, applicati a G, restituiscono
gli insiemi delle sue chiavi e dei suoi valori rispettivamente.
Scomposizione del dataset in training set e test set Siano ptr ∈ (0, 1] la pro-
porzione desiderata del training set, e shuﬄe un flag che indica se permutare gli indici
in l. Il seguente algoritmo partiziona l in due sotto-liste, secondo quella che in fase di
analisi e` stata chiamata scomposizione semplice.
Algorithm 7 Scomposizione semplice in training e test set
1: Costruire la lista l = 〈0, ..., T − 1〉
2: Calcolare Ttr = bptr × T e
3: if shuﬄe=true then
4: Permutare gli indici in l
5: end if
6: Costruire la lista ltr = 〈l[0], ..., l[Ttr − 1]〉
7: Costruire la lista lts = 〈l[Ttr], ..., l[T − 1]〉
8: return ltr, lts
Come si nota dall’Algoritmo 7, tale scomposizione partiziona la lista l senza conside-
rare la distribuzione degli output desiderati nella matrice Yˆ; tale distribuzione viene
considerata invece dal seguente Algoritmo 9, ed e` rappresentata tramite un dizionario
S avente le seguenti coppie chiave-valore:
• chiave: l’indice della prima occorrenza di un output target;
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• valore: una lista di indici di tutte le occorrenze di quel target (tra cui l’indice alla
chiave)
Il metodo per la sua costruzione e` riassunto dal seguente Algoritmo 8.
Algorithm 8 Costruzione della distribuzione dei target
1: S = {}
2: for t = 0 to T − 1 do
3: if t /∈ ⋃c∈keys(S) lc then
4: lt = 〈t〉
5: for tt = t+ 1 to T − 1 do
6: if Yˆ∗,t = Yˆ∗,tt then
7: Aggiungere tt in lt
8: end if
9: end for
10: if shuﬄe=true then
11: Permutare gli indici in lt
12: end if
13: Aggiungere la coppia (t, lt) in S
14: end if
15: end for
16: return S
La riga 3 controlla che t non sia stato inserito in alcuna lista di S (cioe` che sia la
prima occorrenza di un output target). Anche in questo caso si possono eventualmente
permutare gli indici in ogni lista lt prima di aggiungere la nuova coppia (t, lt) in S.
Il dizionario S viene utilizzato dal seguente Algoritmo 9, che realizza la scomposizione
stratificata.
Algorithm 9 Scomposizione stratificata in training e test set
1: Calcolare Ttr = bptr × T e
2: ltr = 〈〉, lts = 〈〉
3: Costruire S tramite Algoritmo 8, utilizzando la matrice Yˆ e il flag shuﬄe; per ogni
c ∈ keys(S) sia lc = S[c]
4: for all c ∈ keys(S) do
5: Tc = b len(lc)
T
× Ttre
6: Concatenare a ltr la lista 〈lc[0], ..., lc[Tc − 1]〉
7: Concatenare a lts la lista 〈lc[Tc], ..., lc[len(lc)− 1]〉
8: end for
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9: return ltr, lts
Il valore di Tc calcolato in riga 5 e` il numero di indici della lista lc da inserire nella lista
ltr degli indici del training set; i restanti len(lc)− Tc indici sono aggiunti nella lista lts.
Dunque le due liste ltr e lts sono costruite in modo che il training set ed il test set che
si ottengono, mantengano la stessa distribuzione di etichette presente in Yˆ.
Scomposizione del training set in K sotto-insiemi Analogamente alla prece-
dente scomposizione, la scomposizione del training set in K sotto-insiemi puo` essere
semplice o stratificata (mantenendo in ciascun sotto-insieme la stessa distribuzione de-
gli output target presente nel training set). Anche in questo caso i due metodi lavorano
sugli indici e restituiscono K liste di indici, corrispondenti ai K sotto-insiemi in cui il
training set deve essere partizionato. Ci sono due possibilita` riguardanti le cardinalita`
dei K sotto-insiemi:
• o si indica il valore di K con l’obiettivo di avere K dimensioni che differiscono al
piu` di una unita`,
• o, in alternativa, si indica una lista di K proporzioni personalizzate, pk ∈ (0, 1] tali
che
∑K
k=1 pk = 1.
Nel primo caso, per ogni k = 0, ..., K − 1 se si denota con lk la k-esima lista, allora
Tk = len(lk) e` dato da:
Tk =

bTtr
K
c+ 1 k < Ttr modK
bTtr
K
c Ttr modK ≤ k
(4.11)
cioe` le prime Ttr modK liste hanno un solo indice in piu` rispetto alle restanti. Ovvia-
mente se K | Ttr solo il secondo caso della Equazione (4.11) viene considerato e dunque
tutte le liste hanno la stessa lunghezza.
Nel secondo caso invece, data la proporzione pk, il valore di Tk e` dato da:
Tk = bpk × Ttre (4.12)
Si denoti con ls una sequenza di liste di indici; il seguente Algoritmo 10 realizza la
scomposizione semplice degli indici del training set.
67
Algorithm 10 Scomposizione semplice del training set in K sotto-insiemi
1: ls = 〈〉
2: last = 0
3: for k = 0 to K − 1 do
4: Calcolare Tk tramite Equazione (4.11) oppure Equazione (4.12)
5: Inserire in ls la lista 〈last, ..., last+ Tk − 1〉
6: last = last+ Tk
7: end for
8: return ls
Si denoti ora con Yˆtr la matrice degli output target del training set; tale matrice viene
costruita a partire dalla matrice Yˆ prendendo le colonne date dagli indici presenti in
ltr. Anologamente a quanto descritto nel paragrafo precedente, la scomposizione stra-
tificata gestisce un dizionario S, costruito questa volta utilizzando la matrice Yˆtr. Il
ragionamento e` analogo solo che invece di considerare due liste di indici (ltr e lts), se
ne considerano K e saranno denotate con lk. Per fare cio` bisogna gestire un dizio-
nario, denotato con starts, che conterra` per ogni c ∈ keys(S), il punto di partenza
da cui prendere gli indici nella lista lc di S. Il seguente Algoritmo 11 realizza tale
scomposizione.
Algorithm 11 Scomposizione stratificata del training set in K sotto-insiemi
1: ls = 〈〉
2: Costruire S tramite Algoritmo 8, utilizzando la matrice Yˆtr e il flag shuﬄe; per ogni
c ∈ keys(S) sia lc = S[c]
3: for all c ∈ keys(S) do
4: Aggiungere la coppia (c, 0) nel dizionario starts
5: end for
6: for k = 0 to K − 1 do
7: Calcolare Tk tramite Equazione (4.11) oppure Equazione (4.12)
8: lk = 〈〉
9: for all c ∈ keys(S) do
10: Tc = b len(lc)
Ttr
× Tke
11: Concatenare a lk la lista 〈lc[starts[c]], ..., lc[starts[c] + Tc − 1]〉
12: starts[c] = starts[c] + Tc
13: end for
14: Inserire in ls la lista lk
15: end for
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16: return ls
In questo caso, il valore di Tc e` il numero di indici della lista lc da inserire nella lista lk.
In alternativa e` anche possibile accettare in input una lista ls definita dall’utente,
qualora egli volesse personalizzare la scomposizione del training set. Comunque sia sta-
ta ottenuta la lista ls, le liste in essa memorizzate saranno utilizzate nella procedura di
validazione per accedere al training set, ai fini di costruire per il k-esimo fold un set di
addestramento ed uno di validazione.
4.1.7 Addestramento
Ciascuna procedura per l’addestramento, prende in input:
• una ESN,
• la matrice X preliminarmente costruita secondo una delle due trasduzioni,
• la matrice Yˆtr,
• eventuali iper-parametri specifici dell’algoritmo
Dunque la procedura adatta i pesi in Wout secondo le proprie modalita` descritte nella
corrispondente Sezione in Capitolo 2, e restituisce infine una ESN addestrata.
Un ultimo dettaglio da non trascurare riguarda l’eventualita` di una funzione non li-
neare sul readout (nel caso di task di classificazione). Se ad esempio fout = tanh e gli
output target contengono valori nell’insieme {−1,+1}, calcolare direttamente la fun-
zione f−1out = arctanh su ogni elemento, conduce ad un errore numerico dovuto al fatto
che nei valori −1 e +1 la funzione arctanh non e` definita. La soluzione consiste nel
modificare questi valori ad esempio in −0.99 e 0.99 rispettivamente e dunque calcolare
la funzione inversa.
Dunque per ogni output y(t) prodotto dalla ESN, si ha che y(t) = yˆ(t) ⇔ ∀i =
1, ..., Ny.|yˆi(t)− yi(t)| ≤ st, dove st e` una soglia scelta arbitrariamente.
4.1.8 Accelerazione grafica
La creazione della ESN e del dataset prendono in input anche un intero, denotato
con gpuid, che rappresenta un numero progressivo della scheda GPU che si desidera
utilizzare per l’accelerazione grafica. Si decide che con gpuid = −1 non si fa uso del-
l’accelerazione.
Una volta creati la ESN e il dataset, questi vengono eventualmente spostati nella me-
moria della GPU; in particolare cio` che viene trasferito sono le matrici dei pesi e gli
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array specificati nella precedente Sezione 4.1.1. Di conseguenza cambia il tipo dei pa-
rametri di input e di output delle funzioni di attivazione, perche´ esse ora lavorano su
matrici e array rappresentate diversamente.
Il primo obiettivo posto e` quello di minimizzare il numero di trasferimenti da e verso
la memoria della GPU, in quanto essi riducono i vantaggi ottenuti con l’accelerazione
GPU.
Dal punto di vista progettuale, l’obiettivo principale e` quello di rendere indipenden-
te l’intera progettazione delle funzionalita` del software, dal processore (e quindi dalla
memoria) che si vuole usare. La descrizione del conseguimento di tale obiettivo fa uso
per lo piu` di dettagli implementativi che saranno riportati nella prossima Sezione 4.2,
dedicata alla fase di realizzazione. In questa fase dello sviluppo ci si sofferma a precisare
la necessita` di individuare due tipologie di operazioni:
• le operazioni matematiche (matriciali) che, dato input uno o piu` array (ad una o due
dimensioni), applicano una certa funzione elemento per elemento e ne restituiscono
l’array risultante; sono queste le operazioni che vanno eventualmente accelerate
tramite la GPU;
• le operazioni che fanno uso di quelle al punto precedente, che sono relative ai calcoli
interni alla ESN, al training e alla validazione, cos`ı come alla gestione dei dataset.
Per conseguire l’obiettivo, e` necessario definire due versioni per ogni operazione mate-
matica e utilizzare un indicatore che specifichi quale delle due utilizzare nelle operazioni
di cui al secondo punto dell’elenco. Inoltre e` necessario che le funzioni che implementa-
no le operazioni matematiche abbiano lo stesso nome e lo stesso numero di parametri
(ma con tipo diverso), in entrambe le versioni.
In questo modo non viene intaccato il design complessivo del software, isolando tutti
gli aspetti riguardanti l’accelerazione grafica in un modulo esclusivamente dedicato ad
essa, in cui sono implementate le versioni accelerate delle operazioni matematiche.
4.1.9 Selezione del modello
In base a quanto stabilito in fase di analisi circa la validazione, si possono dedurre i
seguenti obiettivi progettuali:
• rappresentare la griglia degli iper-parametri e definire un’operazione che restituisca,
quando richiesta, una nuova configurazione di valori degli iper-parametri stessi;
• definire le operazioni di grid-search e random-search sulla griglia degli iper-parametri;
• definire la procedura di K-fold cross-validation a partire da una configurazione e
da una sequenza ls di K liste di indici dei sotto-insiemi del training set;
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• parallelizzare la procedura di selezione del modello, facendo utilizzare da ogni at-
tivita` parallela (eventualmente) una GPU diversa, compatibilmente al numero di
GPU presenti nel calcolatore.
Questa Sezione procede dunque con la descrizione delle soluzioni per ognuno dei punti
appena elencati.
4.1.9.1 Griglia di iper-parametri
Si distinguono innanzitutto due tipi di iper-parametri: gli iper-parametri legati al mo-
dello e quelli legati ad un determinato algoritmo di apprendimento, che possono va-
riare per ogni configurazione di valori degli iper-parametri del primo tipo. Si prevede
quindi una griglia per ognuno dei due tipi. La griglia degli iper-parametri legati al
modello, denotata con G, e` rappresentata tramite un dizionario con le seguenti coppie
chiave-valore:
• chiave: nome di un iper-parametro,
• valore: una lista di valori da sperimentare per quell’iper-parametro.
Inoltre si prevede una griglia di iper-parametri legati agli algoritmi di apprendimento
da sperimentare, denotata con Gtr e rappresentata tramite un dizionario con le seguenti
coppie chiave-valore:
• chiave: nome di un algoritmo di apprendimento,
• valore: dizionario con le seguenti coppie chiave-valore:
– chiave: nome di un iper-parametro,
– valore: lista di valori da sperimentare per quell’iper-parametro
Per una generica ESN, costruita secondo i principi di base, la griglia G contiene le
chiavi elencate nella seguente Tabella 4.1.
Nome Lista di uno o piu` valori
‘InputScaling’ Valori decimali positivi
‘InputVariability’ Valori in {True, False}
‘InputBias’ Valori decimali qualsiasi
‘ReservoirDimensionality’ Valori interi strettamente positivi
‘ReservoirDecayRate’ Valori decimali in (0, 1]
‘ReservoirSpectralRadius’ Valori decimali in (0, 1]
‘ReservoirDensity’ Valori decimali in (0, 1]
‘ReservoirActivation’
Valori in {‘tanh’, ‘identity’, ‘logistic’,
‘rectifier’, ‘pseudotanh’, ‘softplus’}
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‘ReservoirPhiScaling’ Valori decimali positivi
‘ReservoirAugmentedDimensionality’ Valori interi positivi
‘ReadoutBias’ Valori decimali qualsiasi
‘ReadoutActivation’
Valori in {‘tanh’, ‘identity’, ‘logistic’, ‘sign’,
‘pseudotanh’}
‘ReadoutFeedBackScaling’ Valori decimali positivi
‘InputToReadout’ Valori in {True, False}
‘Training’
Valori in {‘PseudoInverse’, ‘RidgeRegression’,
‘LassoRegression’, ‘RecursiveLeastSquares’}
Tabella 4.1: Griglia di iper-parametri della ESN; per ogni iper-parametro e` riportato il tipo
dei valori che ogni lista associata puo` contenere
Le varianti architetturali previste dal framework presentano ovvie modifiche alla griglia;
infatti ci sono degli iper-parametri specifici di una determinata variante, che non si
riferiscono ad una ESN generica2. Una precisazione importante e` la seguente: per legare
le due griglie G e Gtr durante la procedura di selezione del modello, la costruzione di
esse deve far s`ı che la lista associata all’iper-parametro Training in G coincida con
l’elenco delle chiavi della griglia Gtr. La seguente Tabella 4.2 riassume gli iper-parametri
associati a ciascun algoritmo di apprendimento utilizzato.
Nome Algoritmo Lista di uno o piu` valori
‘TikhonovCoefficient’ Ridge Regression Valori decimali positivi
‘RegularizationMethod’ Ridge Regression Valori in {‘OCREP’, ‘GCV’}
Pseudo-Inverse Lista vuota
‘LambdaLasso’ Lasso Shooting Valori decimali positivi
‘ForgetRate’ RLS Valori decimali in (0, 1]
‘Delta’ RLS Valori decimali qualsiasi
Tabella 4.2: Griglie di iper-parametri degli algoritmi di apprendimento; per la Ridge Regres-
sion, l’utilizzo di un iper-parametro esclude l’altro, mentre per la Pseudo-Inverse non ci sono
iper-parametri da regolare.
Si presentano ora i due algoritmi di campionamento degli iper-parametri che il fra-
mework utilizza per effettuare una grid-search e una random-search. Si precisa che
viene impiegato lo stesso algoritmo di campionamento su entrambe le griglie definite
in precedenza.
2Si veda la Tabella 3.10 nel Capitolo 3, per dettagli sugli iper-parametri specifici delle varianti
architetturali
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Grid-search Data in input la griglia G degli iper-parametri, la grid-search utilizza
il generatore di configurazioni descritto nel seguente Algoritmo 12.
Algorithm 12 Grid-search sampling
1: Costruire la lista names = keys(G) e la lista correlata lists = values(G)
2: Costruire il prodotto cartesiano PC tra le liste in lists
3: for all tupla tp ∈ PC do
4: Costruire il dizionario conf con le coppie di tipo (name, value), dove name = names[c]
e value = tp[c], per ogni c = 0, ..., len(names)− 1
5: Produrre conf in output
6: end for
L’operatore values, applicato al dizionario G, restituisce in tal caso l’insieme delle liste
dei valori degli iper-parametri; tale insieme viene linearizzato in una lista, che deve
essere correlata con la lista names. A partire dal prodotto cartesiano tra tutte le li-
ste, il generatore produce una configurazione diversa ogni volta che viene richiamato,
finche´ tutte le configurazioni sono state generate; inoltre mantenendo la correlazio-
ne tra names e lists presente nel dizionario G, si ottiene la stessa correlazione nella
configurazione conf generata.
Random-Search Data in input la griglia G degli iper-parametri ed un numero mas-
simo nmax di configurazioni da generare, la random-search utilizza il generatore di
configurazioni descritto nel seguente Algoritmo 13.
Algorithm 13 Random-search sampling
1: for i = 1 to nmax do
2: Sia tp una tupla scelta casualmente dal prodotto cartesiano PC
3: Costruire il dizionario conf con le coppie di tipo (name, value), dove name = names[c]
e value = tp[c], per ogni c = 0, ..., len(names)− 1
4: Produrre conf in output
5: end for
Il generatore deve produrre una configurazione diversa ogni volta che viene richiamato,
finche´ nmax configurazioni sono state generate. Prendendo una tupla a caso da PC
si fa in modo che il valore associato a ciascun iper-parametro in ogni configurazione,
sia scelto casualmente dalla lista dei valori associata. Questo algoritmo ha rilevanza
quando |PC| > nmax.
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4.1.9.2 Validazione della ESN
Definite la rappresentazione delle griglie e le operazioni per il campionamento dei valori
degli iper-parametri, si procede ora a descrivere la procedura di selezione del modello
tramiteK-fold cross-validation ed una procedura di valutazione del modello selezionato.
Siano DS2S =
(
S, Yˆ
)
un dataset per la trasduzione sequence-to-sequence e DS2E =(
S, Yˆ
)
un dataset per la trasduzione sequence-to-element.
Sfruttando la caratteristica del readout di essere un modello non temporale, che effettua
una regressione a partire da un insieme di stati, l’obiettivo e` di fare le scomposizioni
sulla matrice degli stati (e su quella di output target) e non sull’input.
La matrice X puo` essere costruita a partire da uno dei due tipi di dataset (DS2S oDS2T ),
quindi la selezione del modello prescinde dalla natura delle trasduzioni calcolate.
Prima di entrare nel merito della K-fold cross-validation su una data configurazione,
si descrive la procedura di selezione del modello, tramite il seguente Algoritmo 14.
Algorithm 14 Selezione del modello
1: Sia confSampler un metodo per il campionamento degli iper-parametri (uno tra gli
Algoritmi 12 e 13, oppure uno definito dall’utente)
2: for all conf in confSampler(G) do
3: if not Gtr[G[Training]] == {} then
4: for all conftr in confSampler(Gtr[G[Training]]) do
5: result=try configuration(conf, conftr, nt, gpucount)
6: if result [0]< min error then
7: min error =result [0]
8: min stderror =result [1]
9: best conf = conf
10: best conftr = conftr
11: end if
12: end for
13: else
14: result=try configuration(conf, {}, nt, gpucount)
15: if result [0]< min error then
16: min error =result [0]
17: min stderror =result [1]
18: best conf = conf
19: best conftr = conftr
20: end if
21: end if
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22: end for
23: return min error, min error, best conf , best conftr
Il controllo in riga 3 equivale a controllare se per l’algoritmo di addestramento facente
parte di una certa configurazione conf generata, esiste una griglia di iper-parametri
in Gtr; in caso affermativo viene utilizzato lo stesso algoritmo di campionamento per
generare delle configurazioni conftr di valori di iper-parametri legati a quell’algoritmo.
La procedura di K-fold cross-validation e` svolta dalla funzione try configuration,
che assume dunque un ruolo centrale nella selezione del modello. Prima di descrivere
tale funzione, si descrive il tipo di result restituito da essa, ovvero e` una tupla composta
dalle seguenti informazioni:
• eavg: errore di validazione medio
• estd: deviazione standard dell’errore
In particolare, data la componente casuale della creazione della ESN, e` utile indica-
re un parametro, denotato con nt, che indica il numero di volte in cui la funzione
try configuration deve iterare gli esperimenti sulla stessa configurazione di iper-
parametri; i valori di eavg e estd sono dunque calcolati lungo gli nt esperimenti condotti.
Il seguente Algoritmo 15 riassume la K-fold cross-validation.
Algorithm 15 K-fold cross-validation (funzione try configuration)
1: errs = 〈〉
2: for n = 1 to nt do
3: Creare i tre strati in base ai valori degli iper-parametri presenti in conf
4: Istanziare una ESN con gli strati creati
5: Calcolare la matrice degli stati X relativa all’intero dataset (DS2S o DS2E)
6: Sia T il numero di colonne di X3
7: Scomposizione in training e test set: costruire ltr e lts tramite Algoritmo 7 o 9
8: Siano Xtraining e Yˆtraining le sotto-matrici di X e Yˆ, costruite tramite gli indici di
colonna presenti in ltr e lts, rispettivamente
9: Scomposizione del training set in K sotto-insiemi: costruire ls tramite Algoritmo 10 o
11 indicando il valore di K oppure la lista di proporzioni desiderate; oppure utilizzare
ls costruito esternamente dall’utente
10: for k = 1 to K do
11: Siano Xval e Yˆval le sotto-matrici di X e Yˆ, costruite tramite gli indici di colonna
presenti nella lista ls[k]
12: ltrain = 〈〉
3In caso di trasduzione sequence-to-element il numero di colonne di X e` denotato con P .
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13: for i = 1 to k − 1 do
14: Concatenare a ltrain la lista ls[i]
15: end for
16: for i = k + 1 to K do
17: Concatenare a ltrain la lista ls[i]
18: end for
19: Siano Xtrain e Yˆtrain le sotto-matrici di X e Yˆ, costruite tramite gli indici di colonna
presenti nella lista ltrain
20: Addestrare il readout tramite algoritmo indicato in conf [Training], utilizzando le
matrici Xtrain e Yˆtrain e gli eventuali iper-parametri indicati in conftr
21: Calcolare l’output Yval della ESN sugli stati presenti in Xval
22: Calcolare l’errore ek = E(Yval, Yˆval)
23: end for
24: Calcolare l’errore medio en lungo i K errori ek
25: Inserire en in errs
26: end for
27: Calcolare l’errore medio eavg e la deviazione standard estd lungo gli errori presenti in errs
28: return eavg, estd
In caso di trasduzione sequence-to-sequence si assumono preliminarmente scartati da
X e Yˆ gli istanti relativi al transiente iniziale. In riga 7, tramite un indicatore stratify
si determina se procedere ad una scomposizione semplice o stratificata e i parametri da
utilizzare per i relativi Algoritmi 7 o 9 sono rispettivamente T e Yˆ, oltre al parametro
shuﬄe.
Nel caso in cui l’utente non abbia indicato una propria lista ls, lo stesso indicatore
stratify e` utilizzato in riga 9, per determinare se utilizzare una scomposizione semplice
o stratificata del training set in K sotto-insiemi; in caso di scomposizione stratificata,
si utilizzano i target presenti nella matrice Yˆtraining appena costruita.
La procedura per la valutazione del modello selezionato, analogamente a quella per la
selezione del modello, consiste nell’addestrare la ESN relativa alla migliore configurazio-
ne di iper-parametri best conf (cos`ı come best conftr) utilizzando la matrice Xtraining,
e testarla utilizzando la matrice Xtest (preliminarmente estratta da X utilizzando gli
indici di colonna presenti in lts).
4.1.9.3 Parallelizzazione della selezione del modello e accelerazione grafica
Considerando l’Algoritmo 14, si nota la possibilita` di parallelizzare la procedura lungo
le configurazioni da sperimentare; ovvero, un’attivita` consiste in una o piu` esecuzioni
della funzione try configuration.
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Nella chiamata a tale funzione inoltre e` stato passato un parametro denotato con
gpucount; denotando con pid l’identificativo associato ad un’attivita` parallela e assu-
mendo che ciascuna scheda grafica abbia associato un numero progressivo che parte da
zero, ogni attivita` nell’ordine:
1. determina se far uso dell’accelerazione GPU controllando che gpucount > 0;
2. determina quale scheda utilizzare calcolando gpuid = pid mod gpucount;
3. seleziona la scheda grafica identificata da gpuid;
4. sposta nella relativa memoria il dataset;
5. quindi procede come descritto in Algoritmo 15, indicando durante la costruzione
della ESN il valore di gpuid.
4.2 Realizzazione
La libreria ReCoPy e` scritta in linguaggio Python (compatibile a partire dalla versione
2.7), e si appoggia su delle librerie matematiche fondamentali: NumPy [70] (versione
1.8.2)/SciPy [71] (versione 0.13.3) e CUDAMat [72].
Divenuta lo standard per il calcolo numerico in Python, NumPy e` utilizzata da ReCoPy
per l’elaborazione degli array multidimensionali e per i calcoli dell’algebra lineare (ad
es. il prodotto vettoriale o il calcolo degli autovalori di una matrice). Queste operazioni
sono fornite dalla classe matrix e dal modulo linalg. In particolare la classe matrix
rappresenta una matrice nella memoria centrale ed e` appositamente progettata per gli
array ad una e due dimensioni. Per le creazioni randomizzate delle matrici dei pesi e
per altre operazioni piu` sofisticate ReCoPy utilizza la libreria SciPy.
Per la gestione della memoria della GPU (ovvero per i trasferimenti da e verso essa) e
per l’accelerazione grafica dei calcoli matriciali, ReCoPy fa uso della libreria CUDAMat.
Tale libreria realizza un (piccolo) sottoinsieme delle operazioni di NumPy utilizzate da
ReCoPy, fornendo la classe CUDAMatrix la quale rappresenta una matrice nella memoria
della GPU.
Ulteriori aspetti riguardanti queste due librerie saranno approfonditi nel corso di questa
Sezione, che dapprima presenta la struttura della libreria, riportando anche i dettagli
implementativi riguardanti ciascuna delle funzionalita` progettate.
4.2.1 Struttura della libreria
La libreria e` strutturata secondo un’organizzazione in moduli Python, ciascuno dei
quali realizza una o piu` delle funzionalita` progettate. La Tabella 4.3 riporta per ciascun
modulo le funzionalita` implementate (oltre alla Sezione della relativa progettazione).
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Modulo Funzionalita`
EchoStateNetwork
Creazione e gestione di una ESN - Sezioni 4.1.1, 4.1.2,
4.1.3, 4.1.4 e 4.1.5
Tasks Gestione dataset - Sezione 4.1.6
ESNTraining Pre-addestramento e addestramento ESN - Sezione 4.1.7
Validation Validazione - Sezione 4.1.9
Metrics Calcoli degli errori - Sezione 2.6
PreProcessing Pre-elaborazione del dataset - Sezione 4.1.6
Utils Metodi di utility e operazioni per i calcoli matriciali
GPUAccelerated Versioni accelerate dei calcoli matriciali
ReCoPy
Script per il caricamento dei file di configurazione e
l’interazione con l’utente
Tabella 4.3: Moduli Python in cui e` strutturata la libreria
Si procede dunque a descrivere ciascuno di questi moduli Python.
4.2.2 Modulo EchoStateNetwork
Il modulo principale della libreria e` EchoStateNetwork ed implementa una ESN e i
suoi tre strati tramite omonime classi entity.
EchoStateNetwork
PermutationReservoir OrthogonalReservoirRandomDiagonalReservoir
MinimumComplexityESN
DiagonalReservoir
ESN
ReadoutReservoirInput
Figura 4.1: Diagramma delle classi del modulo EchoStateNetwork
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Il diagramma in Figura 4.1 mostra la struttura del modulo EchoStateNetwork e l’or-
ganizzazione delle classi entity implementate. In particolare le classi Input, Reservoir
e Readout sono costruite indicando a ciascuna le informazioni descritte nella Sezione
4.1.1, e sono legate alla classe ESN tramite una relazione di composizione (in particolare
essi sono degli attributi di ESN). Le classi XReservoir sono specializzazioni della classe
Reservoir e implementano le varianti architetturali sul reservoir, discusse nelle relati-
ve Sezioni introduttive. Infine la classe MinimumComplexityESN implementa la variante
della ESN a complessita` minima.
Si procede ora a descrivere le classi principali Input, Reservoir, Readout e ESN.
4.2.2.1 Classe Input
La seguente Tabella 4.4 elenca gli attributi della classe Input.
Nome Tipo
dimensionality int
biasValue floatPrecision
variability Boolean
scaling float
floatprecision numpy.dtype
tiny Boolean
inputvector matrix / CUDAMatrix
Win matrix / CUDAMatrix
Tabella 4.4: Attributi della classe Input
La classe Input non presenta metodi se non il costruttore, descritto dalla seguente
Tabella 4.5. L’attributo Win puo` essere costruito con un algoritmo random (utilizzan-
do i valori dei parametri dimensionality, dimreservoir e scaling), oppure si puo`
utilizzare il relativo parametro passato al costruttore. L’attributo floatprecision e`
di tipo dtype di NumPy e puo` avere i seguenti valori:
• float16: float a mezza precisione;
• float32: float a singola precision;
• float64: float a doppia precisione.
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Nome Parametri Output
Input
dimensionality,
dimreservoir, bias=0,
variability=True,
tiny=False, scaling=0.1,
floatprecision=float32,
Win=None,
inputvector=None
None
Tabella 4.5: Costruttore della classe Input
4.2.2.2 Classe Reservoir
La seguente Tabella 4.6 riporta gli attributi della classe Reservoir.
Nome Tipo
dimensionality int
density float
spectral radius float
decayrate float
floatprecision numpy.dtype
tiny Boolean
f types.functiontype
net matrix / CUDAMatrix
gain matrix / CUDAMatrix
bias matrix / CUDAMatrix
statevector matrix / CUDAMatrix
Wcap matrix / CUDAMatrix
augmenteddimensionality int
augmentedstatevector matrix / CUDAMatrix
Wphi matrix / CUDAMatrix
Tabella 4.6: Attributi della classe Reservoir
La classe Reservoir non presenta metodi se non il costruttore, descritto dalla seguente
Tabella 4.7. La costruzione della matrice dei pesi ricorrenti Wcap segue un ragionamento
analogo alla costruzione della matrice Win: se e` indicata una matrice al costruttore, que-
sta viene memorizzata come attributo di Reservoir e utilizzata per i calcoli, ottenendo
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quindi una ESN con topologia e/o pesi delle connessioni ricorrenti ad hoc; altrimenti
si utilizza l’Algoritmo 1 di base (Sezione 2.4.5.1). In quest’ultimo caso viene utilizzata
la funzione rand del modulo sparse di SciPy per la creazione casuale di una matrice
iniziale W0 e la funzione eigvals del modulo linalg di NumPy per il calcolo degli au-
tovalori di W0. Inoltre se viene indicata una funzione f att definita esternamente, essa
viene impostata come funzione di attivazione del reservoir, altrimenti si usa la funzione
specificata dalla stringa activationfunction, passata come parametro. Per far parti-
re la ESN da uno specifico stato interno, e` sufficiente indicare al costruttore il vettore
statevector. Infine per costruire una ϕ-ESN bisogna passare un valore positivo per
il parametro augmenteddimensionality e per il parametro phiscaling, in modo da
generare in modo random la matrice Wphi, o in alternativa indicare direttamente tale
matrice come parametro al costruttore.
Nome Parametri Output
Reservoir
dimensionality, decayrate=1,
spectral radius=0.9,
density=0.25,
tiny=False, f att=None,
floatprecision=float32,
activationfunction=‘tanh’,
statevector=None,
Wcap=None, phiscaling=0,
augmenteddimensionality=0,
augmentedstatevector=None,
Wphi=None
None
Tabella 4.7: Costruttore della classe Reservoir
4.2.2.3 Classe Readout
La seguente Tabella 4.8 riporta gli attributi della classe Readout.
Nome Tipo
dimensionality int
biasValue float
floatprecision numpy.dtype
tiny Boolean
feedbackscaling float
hasFeedBack Boolean
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hasDirectInputToOutput Boolean
f types.functiontype
concatenation vector for output matrix / CUDAMatrix
outputvector matrix / CUDAMatrix
Wout matrix / CUDAMatrix
Wfdb matrix / CUDAMatrix
Tabella 4.8: Attributi della classe Readout
La classe Readout non presenta metodi se non il costruttore, descritto dalla seguente
Tabella 4.9. Per creare una ESN con connessioni dirette da input all’output, si indica
al costruttore l’istanza di Input, il cui parametro e` indicato con I. Infine per creare
una ESN con connessioni di feedback dell’output e` necessario indicare al costruttore
della classe Readout un valore positivo per il parametro feedbackscaling in modo da
generare in modo random i pesi della matrice Wfdb, oppure passare come parametro al
costruttore direttamente una matrice Wfdb esistente.
Nome Parametri Output
Readout
dimensionality,
dimreservoir, bias=0,
activationfunction=‘identity’,
tiny=False, f att=None,
floatprecision=float32,
feedbackscaling=0,
outputvector=None, Wout=None,
Wfdb=None, I=None
None
Tabella 4.9: Costruttore della classe Readout
In definitiva nella costruzione di uno o piu` degli strati, ci sono tre possibilita`:
• utilizzare i valori di default per tutti i parametri (non posizionali) dei costruttori,
che si riferiscono agli iper-parametri del modello;
• cambiare alcuni o tutti i valori per i parametri dei costruttori, che si riferiscono
agli iper-parametri del modello;
• passare direttamente matrici e array da utilizzare all’interno degli strati, senza
specificare gli iper-parametri del modello.
Le prime due possibilita` dell’elenco consentono di creare in modo random le matrici
dei pesi; l’ultima consente di costruire una ESN ad hoc. In ogni caso per correttezza,
82
e` preferibile indicare dei valori per gli iper-parametri che siano coerenti con le matrici
passate. Ad esempio se si indica una matrice Wcap per il Reservoir avente il 25% di
valori non nulli, e` preferibile indicare al costruttore un valore di density pari a 0.25.
4.2.2.4 Classe ESN
Una volta create le classi relative agli strati, la classe ESN viene istanziata indicando
al costruttore tali istanze, che le memorizza come attributi della classe. La seguente
Tabella 4.10 elenca gli attributi della classe ESN.
Nome Tipo
input Input
reservoir Reservoir
readout Readout
hasInputLayer Boolean
tiny Boolean
gpu Boolean
Tabella 4.10: Attributi della classe ESN
La classe ESN contiene, oltre al costruttore, i metodi per i calcoli svolti dalla ESN,
elencati e descritti in Sezione 4.1.5. La seguente Tabella 4.11 contiene tutti i metodi
forniti dalla classe ESN.
Nome Parametri Output
ESN fresh, R, O, I=None, gpu id=-1 None
updatestate
inputVector,
fedBackOutputVector
statevector
compute reservoirState outputvector
compute reservoir states
inputSignal, targetOutputSignal,
transient=0
X,
Ytarget no tran
predict output sequence states Y
compute mapped states
inputSequence,
state mapping function=‘root’
X
state mapping X, mapping type mapped state
load path, gpu id=-1 None
save path None
move to GPU None None
move to CPU None None
Tabella 4.11: Metodi della classe ESN
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Il parametro fresh, indicato al costruttore, consente di determinare se caricare la ESN
da un file, oppure crearne una nuova utilizzando i parametri relativi ai tre strati, ovvero
R, O e I rispettivamente per le istanze della classe Reservoir, Readout e Input. Nel
primo caso richiama il metodo load, il quale carica la ESN da un file di testo o binario,
e avvalora gli attributi input, reservoir e readout di ESN. Nel secondo caso invece i
tre attributi appena menzionati sono avvalorati con i parametri I, R e O. In particolare,
per gestire l’assenza dello strato di input nella ESN, il parametro I ha come valore
di default la costante built-in None. Il metodo save scrive su un file di testo o un file
binario lo stato della ESN. Per il caricamento e il salvataggio da/su file binario e` stata
utilizzato il modulo pickle di Python.
Il metodo updatestate acquisisce l’input inputVector (assegnandolo all’attributo
inputvector di input) e aggiorna lo stato del reservoir (l’attributo stateVector di
reservoir) utilizzando inputVector e/o fedBackOutputVector; per sapere quale dei
due utilizzare si usano i seguenti attributi riguardanti l’architettura della ESN creata:
• hasInputLayer: vale True se l’oggetto di tipo Input e` stato passato al costruttore;
• readout.hasFeedBack: vale True se il parametro relativo allo scaling dei pesi di
feedback ha valore strettamente positivo (in modo che sia stata costruita la matrice
Wfdb di tali pesi).
Per le ipotesi fatte in fase di analisi, si assume che almeno uno dei due attributi abbia
valore True; di conseguenza sono possibili tre casi a seconda che entrambi valgono True,
oppure uno dei due vale True. In ciascuno di questi casi cambia la formula per l’ag-
giornamento dello stato, coinvolgendo rispettivamente entrambi i vettori inputVector
e feedBackOutputVector, oppure uno dei due. Tale metodo coinvolge anche gli attri-
buti gain e bias di reservoir, che, in una fase preliminare, sono stati eventualmente
aggiornati dall’algoritmo IP. Infine gestendo l’attributo isAugmented di reservoir, si
determina se utilizzare la matrice Wphi e la funzione di attivazione phif per aggiornare
l’attributo phix di reservoir; in tal caso il metodo updatestate restituira` il vettore
phix.
Il metodo compute, utilizzando la funzione readout.f, calcola l’output della ESN ag-
giornando dunque l’attributo outputvector di readout. La funzione readout.f e`
applicata sul vettore risultante dal prodotto tra la matrice readout.Wout e un vettore,
memorizzato nell’attributo concatenation vector for output di readout; come in-
dica il nome, tale vettore e` il risultato di una concatenazione tra uno o piu` dei seguenti
vettori:
• input.inputvector;
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• il vettore restituito dal metodo updatestate (reservoir.statevector oppure
reservoir.augmentedstatevector in caso di ϕ-ESN);
• readout.biasValue.
Il vettore restituito da updatestate e` sempre presente; se
readout.hasDirectInputToOutput vale True si concatena all’inizio il vettore
input.inputvector; infine se readout.biasValue > 0 si concatena come ultimo ele-
mento anche tale valore. La matrice readout.Wout avra` un numero di colonne uguale
alla lunghezza di tale vettore, ed e` stato quantificato definendo Nx′ in Sezione 4.1.1.
Infine la funzione readout.f restituira` il vettore finale outputvector di readout.
Il metodo computeReservoirStates calcola la matrice degli stati X iterando l’applica-
zione del metodo updateState. Ogni colonna di X e` costruita tramite la stessa conca-
tenazione fatta nel metodo compute. Il numero di colonne di X e` in funzione del valore
di transient, in quanto le prime transient iterazioni della funzione updateState
non inseriscono gli stati risultanti in X. Tale metodo elimina anche i primi transient
output target dalla matrice targetOutputSignal passata.
Il metodo predict output sequence, data una matrice di stati, applica iterativamente
il metodo compute, per costruire una matrice di output Y.
Il metodo compute mapped states itera l’applicazione del metodo
compute reservoir states su ogni segnale di input presente nella lista inputSequence;
su ciascuna matrice Xp ottenuta si calcola lo state mapping tramite il metodo
state mapping. Gli stati risultanti sono aggiunti colonna per colonna nella matrice
finale X.
Il costruttore di ciascuna delle classi relative ai tre strati della ESN, prende in input
anche il flag tiny; se esso e` True, le matrici e gli array, nonche´ le funzioni di attivazione,
devono rispettare le regole stabilite per una Tiny ESN.
Infine i metodi move to GPU e move to CPU trasferiscono rispettivamente nella memoria
della GPU e della CPU tutti gli array e le funzioni memorizzati nella classe ESN.
4.2.2.5 Classi per le varianti architetturali
La modularita` del design della ESN consente a quest’ultima di essere modificata facil-
mente rispetto alla sua costruzione standard.
Le varianti che riguardano un determinato strato richiedono la specializzazione della
rispettiva classe. Le varianti che riguardano invece piu` di uno strato richiedono neces-
sariamente la specializzazione della classe ESN.
In particolare le varianti architetturali DESN, RDESN, PESN e OrthogonalESN sono
realizzate tramite le classi DiagonalReservoir, RandomDiagonalReservoir,
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PermutationReservoir e OrthogonalReservoir rispettivamente. La seguente Tabella
4.12 riporta i costruttori di queste quattro classi. Ciascun costruttore dunque crea una
matrice Wcap (di tipo matrix) e richiama il costruttore di Reservoir passando questa
matrice.
Il costruttore di OrthogonalReservoir in particolare prende come parametro di input
anche una matrice W, che di default ha valore None; se il parametro attuale ha un va-
lore diverso da None (ovvero se e` stata passata una matrice W), allora si costruisce una
matrice Wcap risultante dall’applicazione su W della funzione orth della libreria SciPy
(modulo linalg). Inoltre tramite il parametro architecture si specifica quale tra le
varianti ‘SORM’ o ‘cyclicSORM’ utilizzare per creare la matrice Wcap.
Nome Parametri Output
DiagonalReservoir
dimensionality,
decayrate=1, w ii=0.5,
floatprecision=float32,
tiny=False, phiscaling=0,
augmenteddimensionality=0,
activationfunction=‘tanh’,
f att=None
None
RandomDiagonalReservoir
dimensionality, decayrate=1,
spectral radius=0.9,
floatprecision=float32,
tiny=False, phiscaling=0,
augmenteddimensionality=0,
activationfunction=‘tanh’,
f att=None
None
PermutationReservoir
dimensionality, decayrate=1,
spectral radius=0.9,
floatprecision=float32,
tiny=False, f att=None,
floatprecision=float32,
activationfunction=‘tanh’,
statevector=None,
Wcap=None, phiscaling=0,
augmenteddimensionality=0
None
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OrthogonalReservoir
dimensionality, decayrate=1,
spectral radius=0.9,
density=0.25, architecture=None,
floatprecision=float32,
tiny=False, phiscaling=0,
augmenteddimensionality=0,
f att=None,
activationfunction=‘identity’,
W=None
None
Tabella 4.12: Costruttori della classi XReservoir
Per la variante della ESN a complessita` minima, come indicato dal nome, gli iper-
parametri da regolare sono relativamente pochi, rispetto a quelli relativi ad una ESN
standard. Inoltre tale variante coinvolge modifiche a due attributi (input e reservoir)
e si richiede che sia vietato aumentarne la complessita`. Date tutte queste necessita`,
la soluzione consiste nello specializzare direttamente la classe ESN tramite una clas-
se MinimumComplexityESN. La seguente Tabella 4.13 riporta l’intestazione del co-
struttore di tale classe. Il costruttore crea la matrice Win e la matrice Wcap secon-
do le modalita` descritte in Sezione 2.8.2, utilizzando i parametri inputSignPattern,
simpleReservoirTopology, v, r ed eventualmente b. Successivamente istanzia gli og-
getti input, reservoir e readout, di cui ai costruttori dei primi due indica le due
matrici appena costruite. Infine richiama il costruttore della superclasse ESN, passando
i tre oggetti.
Nome Parametri Output
MinimumComplexityESN
diminput, dimreservoir,
dimoutput, inputsignpattern,
v, r, b=0,
simpleReservoirTopology=‘SCR’,
decayrate=1,
resactivation=‘tanh’,
outactivation=‘identity’,
floatprecision=float32,
tiny=False, gpu id=-1
None
Tabella 4.13: Costruttore della classe MinimumComplexityESN
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4.2.3 Modulo Tasks
Il modulo Tasks contiene tutti i metodi per la gestione dei dataset, elencati e descritti
in Sezione 4.1.6. I metodi che caricano o creano un dataset di tipo sequence-to-sequence,
restituiscono una coppia di due matrici: la matrice S le cui colonne sono i vettori di
input, e la matrice Ytarget le cui colonne sono i vettori di output target. Il metodo
che carica un dataset di tipo sequence-to-element restituisce una coppia il cui primo
elemento e` una lista SS di matrici di input e e il secondo e` la matrice correlata Ytarget.
Nome Parametri Output
load sequence to sequence task from file
path,
floatprecision=np.float32,
gpu id=-1
S, Ytarget
load sequence to element task from file
path,
floatprecision=np.float32,
gpu id=-1
SS,
Ytarget
create time series prediction dataset
timeseries, horizon=1,
floatprecision=np.float32,
gpu id=-1
S, Ytarget
create NARMA dataset
T, fixed, order=10,
floatprecision=np.float32,
gpu id=-1
S, Ytarget
split in train test
dataset length,
train relative size=0.75,
shuffle=True
traininds
testinds
stratified split in train test
target outputs,
train relative size=0.75,
shuffle=True, gpu id=-1
traininds
testinds
split train in subsets
trainset length,
subsets number=10
traininds
testinds
stratified split train in subsets
target outputs,
subsets number=10,
shuffle=True, gpu id=-1
inds
customized split
input matrix,
target matrix, indexes,
floatprecision=np.float32,
gpu id=-1
inputmats
targetmats
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saveSequenceToSequenceTask
inputSignal,
targetOutputSignal, path,
name, diminput, dimoutput
None
Tabella 4.14: Metodi della modulo Tasks
Tutti i metodi restanti sono delle traduzioni in Python degli pseudo-algoritmi descritti
nella Sezione 4.1.6.
4.2.4 Modulo ESNTraining
Il modulo ESNTraining fornisce tutti i metodi per l’addestramento della ESN, cos`ı
come descritti nella Sezione 4.1.7, riportati nella seguente Tabella 4.15.
Nome Parametri Output
offline ridge regression training
esn, X, Ytarget,
regularizationmethod=None,
tikhonov coeff=0.0
None
offline pseudo inverse training esn, X, Ytarget None
offline lasso shooting training
esn, X, lambdalasso=0.25,
tolerance=1e-5
None
online RLS sequencetosequence training
inputSignal,
targetOutputSignal,
forgetrate=0.95, delta=0.01
None
online RLS sequencetoelement training
esn, inputSequence, Ytarget,
state mapping function=‘root’
forgetrate=0.95, delta=0.01
None
unsupervised reservoir pretraining
esn, inputSignal,
targetOutputSignal,
learningrate=0.01, mean=0,
std=0.01, tolerance=0.001,
maxepochs=100
None
Tabella 4.15: Metodi della modulo ESNTraining
Tutti i metodi del modulo ESNTraining aggiornano l’attributo readout.Wout dell’og-
getto esn ricevuto in input. Il metodo per il pre-addestramento aggiorna invece gli
attributi reservoir.gain e reservoir.bias dell’oggetto esn.
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4.2.5 Modulo Validation
Il modulo Validation consente di effettuare la validazione della ESN, fornendo una
classe k fold cross validation. Tale classe dispone di un metodo per la selezione del
modello e di uno per la valutazione del modello selezionato. Innanzitutto la seguente
Tabella 4.16 riporta gli attributi memorizzati da tale classe.
Nome Tipo
min validation score float
min std validation score float
best configuration dict
best training configuration dict
completion time float
ESNType string
ReservoirType string
diminput int
dimoutput int
paramsgrid dict
training paramsgrids dict
floatprecision dtype
tiny Boolean
stratify Boolean
train relative size float
user defined split Boolean
shuffle Boolean
foldsnumber int
loss function types.functiontype
workers number int
gpu count int
input dataset list[matrix / CUDAMatrix]
targetOutputSignal matrix / CUDAMatrix
Tabella 4.16: Attributi della Classe CrossValidation
Gli attributi paramsgrid e training paramsgrids memorizzano rispettivamente le
griglie G e Gtr degli iper-parametri (Sezione 4.1.9.1). Gli attributi ESNType e
ReservoirType sono stringhe che indicano i tipi di ESN e di reservoir che si stanno
sperimentando. ESNType puo` essere ‘General’ o ‘MinimumComplexity’, mentre
ReservoirType puo` essere ‘General’, ‘Diagonal’, ‘RandomDiagonal’, ‘Permutation’ o
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‘Orthogonal’. In base a questi attributi e agli attributi diminput e dimoutput, oltre
che ai valori degli iper-parametri campionati dalle due griglie, si determinano i valori
dei parametri da passare ai costruttori delle classi relative ai tre strati e alla ESN.
La seguente Tabella 4.17 riporta i metodi della classe CrossValidation. I metodi
all configurations e random configurations implementano rispettivamente gli
Algoritmi 12 e 13 per il campionamento degli iper-parametri sulle griglie paramsgrid e
training paramsgrids (Sezione 4.1.9.1); in particolare ciascuno di essi e` una funzione
generatore e produce una nuova configurazione configuration ad ogni invocazione
dell’istruzione yield.
Il metodo che effettua la selezione del modello e` k fold cross validation; esso e` una
implementazione dell’Algoritmo 14 (Sezione 4.1.9.2).
Se viene indicato un metodo per il campionamento definito esternamente, come para-
metro user configuration sampler, allora viene utilizzato quest’ultimo, altrimenti si
utilizza uno dei due metodi per il campionamento, indicati dal parametro search type.
Analogamente, se viene indicata una lista di sotto-liste di indici per la scomposizione
del training set in K sotto-insiemi, allora viene utilizzata quest’ultima, altrimenti si
legge il valore dell’attributo booleano stratify per sapere quale dei due metodi di
scomposizione forniti dal modulo Tasks, utilizzare.
Nome Parametri Output
CrossValidation
DatasetPath, S2ST, ESNType,
ReservoirType, diminput,
dimoutput, paramsgrid,
training paramsgrids,
loss function,
train relative size,
floatprecision=float32,
tiny=False, stratify=False,
user defined split=False,
foldsnumber=10,
shuffle=True,
workers number=-1,
gpu count=0
None
model selection
transient, n sample,
trialnumber=5,
search type=‘Grid’,
user subsets indexes=[],
user conf sampler=None,
state mapping function=None
None
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try configuration
configuration,
user subsets indexes,
training configuration,
trialnumber, transient,
state mapping function
avg val score
std val score
configuration,
train configuration
find minimum tuple result None
all configurations paramsgrid, n sample=None conf
random configurations paramsgrid, n sample conf
model assessment
trialnumber, transient=0,
state mapping=None,
gpu id=-1
avg test score,
std test score
Tabella 4.17: Metodi della classe CrossValidation
Una volta generata la configurazione, questa viene passata come parametro al meto-
do try configuration. Tale metodo e` un’implementazione dell’Algoritmo 15 (Sezione
4.1.9.2).
Il costruttore della classe CrossValidation prende in input anche il parametro
n workers, che indica il numero di attivita` parallele da utilizzare durante la procedu-
ra di selezione del modello. Come anticipato in Sezione 4.1.9.3, ogni attivita` parallela
consiste di una o piu` esecuzioni sequenziali del metodo try configuration. Lo sche-
duling delle configurazioni alle attivita` parallele e` gestito tramite la classe Pool del
modulo multiprocessing di Python. La classe Pool viene istanziata indicando il valo-
re n workers al costruttore. Si decide che se n workers=-1 allora il framework utilizza
tutti i core CPU a disposizione, per conoscere il numero dei quali si utilizza l’istruzione
cpu count di multiprocessing.
All’interno del ciclo di generazione delle configurazioni degli iper-parametri, si utilizza il
metodo apply async che prende in input il riferimento al metodo try configuration,
una tupla contenente gli argomenti in input a quest’ultimo, ed infine il riferimento
al metodo find minimum. Questo metodo prende in input il risultato del metodo
try configuration, ovvero la tupla contenente l’errore di validazione commesso per
la configurazione corrente, e la confronta con il minimo errore di validazione attuale,
memorizzato nell’attributo min validation score.
In definitiva, il metodo k fold cross validation aggiorna gli attributi
min validation score e min std validation score, oltre che gli attributi
best configuration e best training configuration, che memorizzano rispettiva-
mente la migliore configurazione di iper-parametri del modello e l’eventuale migliore
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configurazione di iper-parametri legati all’algoritmo di addestramento sperimentati.
Per ultimo aggiorna anche l’attributo completion time che memorizza il tempo di
completamento dell’intera procedura di selezione del modello.
Infine il metodo model assessment istanzia una ESN leggendo i valori degli iper-
parametri dal dizionario best configuration, la addestra secondo i valori presenti
nel dizionario best training configuration e ne valuta le capacita` predittive sul
test set, secondo le modalita` descritte alla fine della Sezione 4.1.9.2.
4.2.6 Moduli Preprocessing e Metrics
Il modulo Preprocessing fornisce due metodi per la normalizzazione e per la scalatu-
ra dei valori presenti in un dataset di tipo sequence-to-sequence (descritti in Sezione
4.1.6.2). La Tabella 4.18 ne riporta le intestazioni.
Nome Parametri Output
normalize dataset
input signal, target signal,
gpu id=-1
input signal,
target signal
transform dataset
input signal, target signal,
valuesrange=(-1,1),
gpu id=-1
input signal,
target signal
Tabella 4.18: Metodi della modulo Preprocessing
Il modulo Metrics fornisce i metodi per il calcolo delle misure di errore tra due matrici
che nel contesto del framework sono la matrice di output della ESN e la matrice di
output desiderato (Sezione 2.6). La Tabella 4.19 ne riporta i metodi.
Nome Parametri Output
mean squared error output, target, gpu id=-1 MSE
root mean squared error output, target, gpu id=-1 RMSE
normalized mean squared error output, target, gpu id=-1 NMSE
normalized root mean squared error output, target, gpu id=-1 NRMSE
misclassification error
output, target,
threshold=0.1, gpu id=-1
MCE
Tabella 4.19: Metodi della modulo Metrics
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4.2.7 Moduli Utils e GPUAccelerated
Per motivi di precisione di macchina, il tipo floatprecision per i pesi delle matrici,
in caso di accelerazione grafica, e` sempre float32.
Si focalizzi l’attenzione sulla classe ESN e sull’accelerazione grafica delle operazioni ma-
triciali coinvolte. L’obiettivo principale e` quello di avere un’unica implementazione per
ogni metodo della classe ESN, cioe` ognuno deve usare matrici e array in modo indipen-
dente dalla memoria in cui sono memorizzati; pertanto essi non devono conoscere la
natura di tali matrici e (dunque) delle operazioni matriciali.
In particolare ogni operazione matriciale e` implementata tramite due funzioni, a se-
conda della memoria in cui le matrici sono memorizzate:
• una funzione e` implementata in un modulo chiamato Utils, in cui le matrici sono
delle istanze della classe matrix;
• l’altra funzione e` implementata in un modulo chiamato GPUAccelerated, in cui le
matrici sono delle istanze della classe CUDAMatrix.
Il modulo EchoStateNetwork deve in ogni caso importare i namespace relativi ai due
moduli. Il costruttore di ESN prende in input anche l’identificativo gpu id della scheda
grafica da utilizzare, il quale, come detto in Sezione 4.1.8, determina anche se utilizzare
o meno la GPU. Per conseguire l’obiettivo, per ogni operazione matriciale i suoi due
metodi devono avere la stessa interfaccia, e il metodo di ESN deve usare un riferimento,
denominato mod e memorizzato come attributo di ESN, che
• se gpu id > -1, memorizza il riferimento al modulo GPUAccelerated,
• altrimenti memorizza il riferimento al modulo Utils.
Ad esempio l’operazione che effettua il prodotto interno tra due matrici e` implementata
tramite due funzioni che si chiamano dot, prendono in input due oggetti di tipo x e
restituiscono un oggetto dello stesso tipo. L’operazione effettuata da una funzione di
attivazione e` implementata tramite due funzioni che prendono in input un oggetto di
tipo x e ne restituiscono un altro dello stesso tipo. Il tipo x e` matrix o CUDAMatrix a
seconda del modulo in cui le funzioni sono definite.
Se si considera ad esempio il metodo compute, esso effettua la seguente operazione per
calcolare le attivazioni di output:
readout.outputvector = readout.f(mod.dot(readout.Wout,
readout.concatenation_vector_for_output))
La funzione f e gli array Wout e concatenation vector for output hanno un tipo
stabilito in fase di istanziazione della classe ESN, e non e` conosciuto a tempo di compi-
lazione dal metodo compute. Tuttavia siccome il costruttore di tale classe assume che le
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istanze relative ai tre strati siano state gia` create (e quindi con esse anche le rispettive
matrici e gli array), e` necessario durante l’inizializzazione delle matrici, conoscere il
loro tipo.
La soluzione e` quella di inizializzare tutte le matrici nella memoria centrale utilizzando
la classe matrix. Peraltro in questo modo si aggira il problema della non disponibilita`
in CUDAMat di alcune operazioni durante la creazione delle matrici, come ad esem-
pio il calcolo degli autovalori. Una volta passate le tre istanze al costruttore di ESN e
memorizzate come suoi attributi, se gpu id > -1 si utilizza, per ogni attributo di tipo
matrix di ogni strato, la funzione toGPUArray del modulo GPUAccelerated, che data
una matrice di tipo matrix, ne restituisce una equivalente ma di tipo CUDAMatrix. Il
seguente esempio trasferisce nella memoria della GPU la matrice Wout:
readout.Wout = GPUAccelerated.toGPUArray(readout.Wout)
Si noti che grazie alla natura non tipizzata di Python si possono riassegnare le matrici di
tipo CUDAMatrix agli stessi attributi della classe ESN. Il metodo toGPUArray e` definito
come segue:
def toGPUArray(mat):
return cudamat.CUDAMatrix(numpy.asarray(mat))
Il costruttore di ESN deve adattare anche le funzioni di attivazione del reservoir e del
readout. A tale scopo il modulo GPUAccelerated fornisce la funzione toGPUFunction.
Ad esempio l’istruzione seguente adatta la funzione di attivazione del readout.
readout.f = GPUAccelerated.toGPUFunction(readout.activation_function_string)
dove l’attributo activation function string di readout memorizza la stringa pas-
sata come parametro al suo costruttore, indicante la funzione di attivazione che si vuole
utilizzare per questo strato. La funzione toGPUFunction e` definita come segue:
def toGPUFunction(which_function):
if which_function == "tanh":
f = tanh
elif which_function == "logistic":
f = logistic_function
elif which_function == "rectifier":
f = rectifier_function
elif which_function == "softplus":
f = softplus_function
elif which_function == "identity":
f = identity_function
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elif which_function == "pseudotanh":
f = pseudotanh_function
elif which_function == "sign":
f = sign_function
return f
In definitiva, il costruttore della classe ESN in base al valore di gpu id indicato, deter-
mina se mantenere tutti i dati nella memoria centrale, o trasferirli nella memoria della
GPU.
La metodologia attuata riguardante il design dei metodi della classe ESN, e` applicata
in tutti gli altri moduli. In particolare per quanto riguarda il modulo ESNTraining,
l’unica eccezione e` la seguente: dato che la classe CUDAMat non mette a disposizione
operatori piu` complessi come il calcolo dell’inversa di una matrice o della sua pseudo-
inversa, il calcolo della matrice readout.Wout tramite ridge regression e pseudo-inversa
viene svolto sempre sulla CPU tramite NumPy.
Isolando tutti gli aspetti riguardanti l’accelerazione grafica in un modulo dedicato,
e` possibile sostituire CUDAMat con un’altra libreria, senza intaccare il design dei
metodi e delle classi presenti negli altri moduli, che fanno uso di tale modulo. In
particolare, e` sufficiente cambiare solo la definizione dei wrapper presenti nel modulo
GPUAccelerated e mantenere la stessa interfaccia.
4.2.8 Gestione dei file di configurazione e modulo ReCoPy
I moduli descritti nelle sezioni precedenti costituiscono il back-end della libreria. Na-
turalmente l’utente puo` utilizzare direttamente tali moduli importandoli in un proprio
script Python, godendo dunque della massima liberta` di costruzione, addestramento e
validazione di una propria ESN.
In aggiunta l’utente puo` eseguire uno script principale, fornito dal modulo ReCoPy, che
realizza un front-end della libreria. Tale modulo realizza i tre casi d’uso stabiliti in fase
di analisi e puo` essere eseguito tramite un terminale con il seguento comando:
$ python ReCoPy.py <UseCase>
dove <UseCase> puo` essere uno tra TrainingTest, Test e Validation.
La libreria ReCoPy consente all’utente di specificare tutte le informazioni necessarie
per l’esecuzione tramite dei file di configurazione. In particolare e` stata utilizzata la
libreria Google Protocol Buffers [73] per la definizione dei file di configurazione. Per
fare cio`, e` stato scritto e compilato tramite compilatore protoc per Python, un file
ReCoPy.proto, che definisce i cosiddetti messaggi, riportati nella seguente Tabella 4.20.
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Messaggio Campi
Input
req. int32 dimensionality, opt. bool
variability, opt. float bias, opt. float scaling
Reservoir
req. int32 dimensionality, opt. float
decayrate, opt. float spectralradius, opt. float
density, opt. string activation, opt. float
phiscaling, opt. int32 augmenteddimensionality
Messaggi XReservoir
opt. bool random, opt. float contraction, opt.
string orth architecture
Readout
req. int32 dimensionality, opt. float bias, opt.
string activation,
CreateNewESN
req. bool hasInputLayer, opt. Input input,
req. Reservoir reservoir = 3, req. Readout
readout, opt. int32 gpuid, opt. bool tiny,
opt. string floatprecision, opt. string
StateMappingFunction, opt int32 washout
MinCompESN
req. int32 diminput, opt. int32 dimreservoir,
req. int32 dimoutput, opt. string
inputsignpattern, opt. float v, opt. float
r, opt. float b, opt. string simpletopology
LoadESN
req. string path, opt. string floatprecision,
opt. int32 gpuid, opt. string
StateMappingFunction, opt. int32 washout,
opt. string reservoiractivation, opt. string
outputactivation
Task
req. string DatasetPath, req. bool
SequenceToSequence, opt. string floatprecision,
opt. bool normalize, opt. string infscale, opt.
string supscale, opt. float TrainRelativeSize,
opt. bool stratify, opt. bool shuffle, opt.
string LossFunction
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Training
req. bool pretraining, req. string learning,
opt. float TikhonovCoefficient, optional
string RegularizationMethod, opt. float
LASSOCoefficient, opt. float RLSForgetRate,
opt. float RLSDelta, opt. float IPlearningrate,
opt. float IPmean, opt. float IPstd, opt. float
IPtolerance, opt. int32 IPmaxepochs, opt. int32
trialnumber
HyperParametersGrid
rep. float InputScaling, rep. bool
InputVariability, rep. float InputBias,
rep. int32 ReservoirDimensionality,
rep. float ReservoirDecayRate, rep.
float ReservoirSpectralRadius, rep.
float ReservoirDensity, rep. string
ReservoirActivation, repeated float
ReservoirPhiScaling, rep. int32
ReservoirAugmentedDimensionality, rep. float
ReadoutBias, rep. string ReadoutActivation,
rep. float ReadoutFeedBackScaling, rep. bool
InputToReadout, rep. string learning
TrainingHyperParametersGrids
rep. float TikhonovCoefficient, rep.
string RegularizationMethod, rep. float
LASSOCoefficient, rep. float RLSForgetRate,
rep. float RLSDelta
Validation
opt. string esntype, opt. string reservoirtype,
opt. int32 InputDimensionality, opt. int32
OutputDimensionality, opt. string LossFunction,
opt. string floatprecision, opt. bool tiny, opt.
int32 foldsnumber, opt. int32 workersnumber,
opt. int32 gpucount, opt. int32 washout,
opt. int32 configurationsnumber, opt. int32
trialnumber, opt. string searchtype, opt.
string StateMappingFunction, opt. int32
testtrialnumber, opt. int32 testtransient,
opt. bool test on gpu
Tabella 4.20: Messaggi definiti nello schema ReCoPy.proto: req, opt e rep stanno per
required, optional e repeated rispettivamente
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Ad ogni messaggio e` associato un omonimo file di configurazione con formato prototxt,
prodotto dall’utente, il contenuto del quale deve rispettare la struttura definita dal
messaggio stesso. Ogni file prototxt memorizza le informazioni come segue:
<field_1>: value
.
.
.
<field_N>: value
Se uno dei campi risulta essere required ma non e` presente nel file prototxt, oppure
e` di un tipo non uguale a quello specificato nello schema ReCoPy.proto, il sistema
notifica la presenza dell’errore e non puo` di conseguenza continuare l’esecuzione. Se
un campo optional non e` specificato nel file prototxt allora verra` usato un valore di
default, che e` specificato nello schema ReCoPy.proto e che per motivi di spazio non e`
stato indicato nella Tabella 4.20.
La compilazione dello schema ReCoPy.proto genera un modulo Python, chiamato
ReCoPy pb2, che consente allo script ReCoPy di mappare ogni messaggio con un og-
getto. Tramite metodo Merge della classe text format di Protocol Buffers, e` possi-
bile popolare l’oggetto mappato con le informazioni lette dal relativo file prototxt.
Ad esempio se l’utente ha inserito delle informazioni nel file LoadESN.prototxt, le
operazioni eseguite dallo script ReCoPy sono:
loadESN_conf = ReCoPy_pb2.LoadESN()
file = open("LoadESN.prototxt", "r")
text_format.Merge(file.read(), loadESN_conf)
Una volta inserite tutte le informazioni desiderate nei file di configurazione, per uno
dei tre casi d’uso, il sistema legge i file di configurazione e utilizza i vari moduli di
back-end coinvolti.
Infine, la libreria Google Protocol Buffers e` anche utilizzata per serializzare/deseria-
lizzare una ESN su/da un file; Protocol Buffers infatti rappresenta una delle librerie
piu` utilizzate a tale scopo, nell’ambito dei framework di ML. In questo modo si da` la
possibilita` a programmi scritti in un linguaggio diverso da Python, quanto meno di
utilizzare la ESN fornita da ReCoPy.
4.2.9 Esempio di esecuzione
Si consideri a titolo di esempio il caso d’uso Validazione, che consiste nell’esegui-
re una procedura di selezione del modello e di valutazione del modello selezionato.
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Per tale caso d’uso l’utente deve specificare i file di configurazione Task.prototxt,
HyperParametersGrid.prototxt, TrainingHyperParametersGrids.prototxt e
Validation.prototxt; si supponga che l’utente abbia indicato le seguenti informazio-
ni:
• Task.prototxt
DatasetPath: "datasets/Laser/Laser.csv"
SequenceToSequence: true
floatprecision: "float64"
normalize: false
infscale: " -1"
supscale: "1"
TrainRelativeSize: 0.5
stratify: false
shuffle: false
LossFunction: "MSE"
• HyperParametersGrid.prototxt
InputScaling: 0.17
InputScaling: 0.1
InputVariability: true
InputBias: 0
ReservoirDimensionality: 200
ReservoirDecayRate: 1
ReservoirSpectralRadius: 0.95
ReservoirDensity: 0.25
ReservoirActivation: "tanh"
ReservoirPhiScaling: 0
ReservoirAugmentedDimensionality: 0
ReadoutBias: 0
ReadoutActivation: "identity"
ReadoutFeedBackScaling: 0
InputToReadout: false
learning: "RidgeRegression"
• TrainingHyperParametersGrids.prototxt
TikhonovCoefficient: 0.001
TikhonovCoefficient: 0.0001
TikhonovCoefficient: 0.00001
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• Validation.prototxt
esntype: "General"
reservoirtype: "General"
InputDimensionality: 1
OutputDimensionality: 1
LossFunction: "MSE"
floatprecision: "float64"
tiny: false
foldsnumber: 5
workersnumber: 3
gpucount: 0
washout: 200
configurationsnumber: 10
trialnumber: 2
searchtype: "Grid"
statemappingfunction: "root"
testtrialnumber: 5
test_on_gpu: false
testtransient: 0
L’utente dunque apre in un terminale la cartella contenente i moduli sorgenti della
libreria e digita:
$ python ReCoPy.py Validation
L’output prodotto dallo script e` costituito dai seguenti messaggi4
Reading Configuration Files ...
Model Selection Start
Worker 6288 >> Validation Error: 0.0010207
Worker 4084 >> Validation Error: 0.0016891
Worker 80 >> Validation Error: 0.0029368
Worker 4084 >> Validation Error: 0.0042410
Worker 6288 >> Validation Error: 0.0084065
Worker 80 >> Validation Error: 0.0022096
Best Model Selected
{...}
{’TikhonovCoefficient ’: 1e-05}
4Per motivi di spazio il dizionario relativo al migliore modello selezionato, successivo al messaggio
Best Model Selected, e` stato omesso.
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Average Validation Error: 0.0010207
With a Standard Deviation: 7.4055943e-05
Completion Time: 24.951 seconds , using 3 Parallel Workers
Best Model Assessment Start
Average Test Error: 0.0008957 +- 7.6845551e-05
Do you want to plot the ESN test output versus the target test
output? (’Y’ ---> yes; ’N’ ---> no): Y
L’utente nello specifico esempio vuole anche ottenere il grafico dell’output della ESN
rispetto all’output desiderato sul test set. In tal caso si apre la finestra mostrata in
Figura 4.2. Per la costruzione del grafico e` stata utilizzata la libreria Matplotlib [74].
Figura 4.2: Grafico mostrato dallo script ReCoPy sull’esempio di esecuzione con il dataset
Laser
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Capitolo 5
Collaudo sperimentale
Questo Capitolo discute i risultati dei test svolti sulla libreria.
Si premette che gli esperimenti svolti hanno il fine di verificare il corretto funzionamento
delle metodologie implementate tramite validazione sperimentale su benchmark noti
nell’area del Reservoir Computing e delle RNN in generale.
Le sperimentazioni procedono secondo le seguenti quattro fasi:
• una prima fase riguardante il collaudo sperimentale delle funzionalita` di base
(Sezione 5.1);
• una seconda fase riguardante una ulteriore validazione della ESN su due benchmark
fondamentali (Sezione 5.2);
• una terza fase riguardante il collaudo sperimentale delle funzionalita` aggiuntive
implementate, relative a:
– le varianti architetturali (Sezione 5.3),
– l’algoritmo di pre-addestramento Intrinsic Plasticity (Sezione 5.4),
– gli algoritmi di apprendimento (Sezione 5.5),
– la Tiny ESN (Sezione 5.6);
• una quarta ed ultima fase riguardante i test di scalabilita` della libreria (Sezione
5.7):
– in funzione dell’utilizzo o meno della GPU per l’accelerazione grafica dei calcoli
svolti dalla ESN (Sezione 5.7.1);
– in funzione del numero di attivita` parallele impiegate nella procedura di
selezione del modello (Sezione 5.7.2).
La prime due fasi riguardano le sperimentazioni di una versione di base della libreria in
cui l’unica libreria numerica utilizzata era NumPy e dunque non erano ancora presenti
le versioni accelerate delle operazioni matriciali. Per la terza fase invece si discuteranno
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anche i risultati ottenuti con l’accelerazione grafica, al fine di valutarne la correttezza
funzionale.
Tutti gli esperimenti, dove non diversamente specificato, sono stati effettuati su un
calcolatore avente quattro schede GPU Nvidia R© Tesla M40.
5.1 Test delle funzionalita` di base
Si denotino con LTr, LV l, e LTs le lunghezze del training set, del validation set e del
test set rispettivamente.
Per testare le funzionalita` di base della ESN il task affrontato e` la predizione del prossi-
mo passo della serie temporale caotica Mackey-Glass [25]. Il dataset consiste di un’unica
sequenza di 10000 esempi costruiti secondo le modalita` descritte in Sezione 4.1.6.21,
con un orizzonte di predizione c = 1. Per il task in questione inoltre le dimensioni di
input e di output sono Nu = Ny = 1.
Per gli scopi del test si considerino:
• un transiente iniziale di lunghezza Tw = 1000;
• un training set contenente i primi LTr = 5000 esempi;
• un test set contenente gli ultimi LTs = 5000 esempi.
L’obiettivo e` verificare che con l’implementazione fornita dalla libreria si ottiene una
ESN di base la cui matrice degli stati e di readout siano calcolate correttamente. Per fare
cio`, date due matrici Xref e Woutref ottenute da una implementazione di riferimento,
con Xref calcolata sull’intera sequenza di input, si costruisce una ESN con le stesse
matrici Win e W della ESN di riferimento, e si valuta quanto le matrici degli stati X
e di output Wout si avvicinano alle matrici Xref e Woutref rispettivamente.
In particolare, tale prova e` stata effettuata su due ESN esn1 e esn2 con le stesse matrici
di pesi Win e W e con un diverso valore per il leaking rate, rispettivamente a1 = 1 e
a2 = 0.1
2. Gli iper-parametri relativi alle due matrici Win e W sono i seguenti:
• dimensione del reservoir: Nx = 10;
• densita` della matrice W: den = 0.5;
• bias per il reservoir e per il readout: bi = bo = 1;
• input scaling: cin = 0.1.
Le due ESN non hanno connessioni dirette dall’input verso l’output, ne` quelle di feed-
back dell’output verso il reservoir. Dunque per ciascuna ESN creata, si deve creare una
1Al paragrafo Creazione di un dataset per la predizione di una serie temporale.
2Cioe` la ESN esn2 e` una LI-ESN.
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matrice degli stati X ∈ R11×10000 sull’intera sequenza di input3 e addestrare un readout
lineare tramite gli stati collezionati in XTr = X∗,1000, ...,X∗,4999 utilizzando la ridge
regression senza regolarizzazione (ovvero con coefficiente di Tikhonov λ = 0, Equa-
zione (2.13) - Sezione 2.5.1.3). Oltre che con la ridge regression, il test effettua anche
un apprendimento con pseudo-inversa della matrice XTr (Equazione (2.11) - Sezione
2.5.1.2).
In aggiunta alla verifica dei calcoli della matrice degli stati e dei pesi di output, si
verifica anche la correttezza del calcolo della matrice di output Y.
Dai calcoli effettuati da entrambe le ESN si e` notato che, per ognuna, tutti i valori
calcolati per la matrice degli stati sono uguali a quelli della matrice di riferimento fino
alla cifra a cui questi ultimi sono approssimati. Per ottenere una misura dell’appros-
simazione, e` stata calcolata per ognuna delle due ESN la distanza in norma L2 tra
la matrice degli stati calcolata e la matrice di riferimento Xref; in particolare per la
esn1 la distanza ottenuta e` 2.9644 × 10−4, mentre per la esn2 la distanza ottenuta e`
9.6440 × 10−5. Dunque tali distanze dimostrano il buon esito del collaudo sperimen-
tale per quanto riguarda il calcolo degli stati da parte del reservoir, sia per la esn1
sia per la esn2. La seguente Tabella 5.1 confronta i pesi nelle matrici Wout calcolati
tramite i due metodi di apprendimento in entrambe le ESN, con i pesi calcolati tramite
l’implementazione di riferimento.
esn1 esn2
peso ref RR PI ref RR PI
Wout1,1 59.456 63.25 63.27 −57749 −57762 −57752.93
Wout1,2 19.51 21.35 21.36 58738 58755 58745.5
Wout1,3 1731.9 1679.82 1679.55 −76196 −76215 −76205
Wout1,4 −10.6 −8.33 −8.3 472.6 473.12 473.4
Wout1,5 −51.2 −51.7 −51.7 6045.8 6047.9 6046.6
Wout1,6 −263.7 −262.9 −262.9 −775.26 −774.67 −774.50
Wout1,7 47.90 46.46 46.45 −39368 −39378 −39371.8
Wout1,8 86.9 89.6 89.6 −144180 −144212 −144189.9
Wout1,9 1692.2 1641.3 1641.06 −49329 −49340.6 −49334.01
Wout1,10 −84.5 −82.2 −82.2 −162930 −162962.9 −162936.3
Wout1,11 −104.6 −101.7 −101.7 4287 4287.8 4287.1
Tabella 5.1: Calcolo delle matrici dei pesi di output per le ESN esn1 e esn2 ottenute con
i metodi ridge regression (RR) e pseudo-inversa (PI), per il collaudo delle funzionalita`
di base; ogni colonna e` una matrice Wout ed ogni riga i riporta il valore calcolato
per il peso alla posizione (1, i); le colonne ref riportano i pesi di output ottenuti con
l’implementazione di riferimento.
3Ogni colonna di X contiene uno stato del reservoir e il bias per il readout, ottenendo dunque 11
righe
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Come si puo` osservare, i pesi calcolati sono ragionevolmente vicini a quelli assegnati;
le distanze osservate sono presumibilmente dovute alle approssimazioni effettuate dai
metodi numerici utilizzati per il calcolo dei pesi (inv e pinv rispettivamente per la
ridge regression e la pseudo-inversa).
La conferma della bonta` del collaudo sperimentale riguardante l’apprendimento dei pesi
di output (con entrambi i metodi di apprendimento utilizzati), e` data dalla seguente
Tabella 5.2, in cui si riporta per ogni ESN l’errore NRMSE sul training set e sul test
set, per entrambi i metodi utilizzati per l’apprendimento. Si sottolinea che l’errore di
predizione calcolato considera le matrici di output calcolate dall’implementazione di
riferimento, denotate con YrefTr e YrefTs.
Ridge regression Pseudo-Inversa
ESN E (YrefTr,YesnTr) E (YrefTs,YesnTs) E (YrefTr,YesnTr) E (YrefTs,YesnTs)
esn1 0.00283 0.00280 0.00283 0.00280
esn2 0.07748 0.07816 0.07748 0.07816
Tabella 5.2: Calcolo delle matrici di output sul dataset Mackey-Glass, per il collaudo delle
funzionalita` di base: YrefTr e YrefTs denotano gli output calcolati dall’implementazione di
riferimento, mentre YesnTr e YesnTs denotano gli output prodotti dalle ESN fornita dalla
libreria, sul training set e sul test set, rispettivamente.
Le Tabelle 5.1 e 5.2 forniscono dei risultati sufficienti per poter reputare superata la
fase di collaudo sperimentale delle funzionalita` di base.
5.2 Validazione della ESN
Questa Sezione presenta gli esperimenti e i relativi risultati riguardanti una ulteriore
procedura di validazione della ESN su due tra i principali dataset presenti in lettera-
tura. I dataset utilizzati sono Santa Fe Laser [28] e Fixed-NARMA di ordine 10 [38]
e consistono ciascuno in un’unica sequenza di esempi, sulla quale si applicano delle
scomposizioni semplici in modo da prendere i primi LTr time-step per il training set,
i successivi LV l time-step per il validation set, ed infine gli ultimi LTs time-step per
il test set. Come misura delle capacita` predittive si utilizza l’errore quadratico medio
(MSE).
In tutti i casi considerati e` stata usata una funzione di attivazione tanh per le unita`
del reservoir ed una funzione di attivazinoe lineare per le unita` del readout.
Data dunque una configurazione di valori di iper-parametri e istanziata la relativa ESN,
essa viene addestrata sul training set e testata sul validation set. Una volta sperimen-
tate tutte le configurazioni come descritto, viene selezionata la configurazione che ha
ottenuto il minore errore sul validation set; tale configurazione viene dunque addestrata
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sui primi LTr + LV l time-step, e testata sugli ultimi LTs.
La matrice dei pesi di output e` calcolata tramite ridge regression e ovviamente il coef-
ficiente di Tikhonov e` uno degli iper-parametri da ottimizzare tramite selezione del
modello.
La griglia di iper-parametri e` uguale per tutti i dataset ed e` riportata nella seguente
Tabella 5.3. Il metodo di campionamento utilizzato e` la grid-search esaustiva (Sezione
4.1.9.1).
Infine si precisa che la sperimentazione di ciascuna configurazione degli iper-parametri
e` stata ripetuta dieci volte, corrispondenti a dieci reservoir in cui i pesi delle matrici
Win e W sono generati in modo indipendente a partire dalla stessa distribuzione di
valori e con gli stessi iper-parametri; i risultati sono relativi agli errori di validazione
medi e le rispettive deviazioni standard.
Iper-parametro Valori sperimentati
Input Scaling cin {0.05, ..., 0.4} con step 0.05
Raggio Spettrale ρd {0.4, ..., 1} con step 0.05
Leaky Decay Rate a {0.2, ..., 1} con step 0.05
Densita` delle connessioni ricorrenti den {0.05, ..., 1} con step 0.05
Dimensione del reservoir Nx {75, 150, 250, 350, 500}
Coefficiente di Tikhonov λ {0.01, 0.001, ..., 10−8}
Tabella 5.3: Griglia di iper-parametri da sperimentare per la validazione della ESN
5.2.1 Santa Fe Laser
Il task Santa Fe Laser4 consiste nel predire il prossimo passo di una serie caotica di
10092 pulsazioni laser. Si impostano LTr = 5000, LV l = 4000 e LTs = 1092, con un
transiente iniziale di Tw = 1000 time-step. I valori delle pulsazioni sono inizialmente
scalati nell’intervallo [−1, 1]. Per questo task, le dimensioni dell’input e dell’output
sono Nu = Ny = 1.
La seguente Tabella 5.4 riporta i minori errori di validazione ottenuti dalla migliore
configurazione di iper-parametri per ogni dimensione del reservoir sperimentata. La
riga in grassetto evidenzia la dimensione del reservoir Nx la cui migliore configurazione
di iper-parametri ha ottenuto il minore errore di validazione. Si noti in questo caso la
necessita` di una grid search esaustiva, in quanto al variare di Nx, varia la densita` den
migliore. In particolare gli errori mostrati in Tabella 5.4 sono relativi ad un valore del
coefficiente di Tikhonov λ = 10−8.
4Disponile come dataset A alla pagina web http://www.psych.stanford.edu/andreas/Time-
Series/SantaFe.html.
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Nx cin a ρd den MSE
75 0.3 1 0.75 0.8 1.2386× 10−3 (±1.8691× 10−4)
150 0.3 1 0.75 0.5 6.5846× 10−4 (±4.8154× 10−5)
250 0.3 1 0.75 0.5 4.9078× 10−4 (±3.0336× 10−5)
350 0.3 1 0.75 0.2 4.0261× 10−4 (±3.9155× 10−5)
500 0.35 1 0.75 1 3.7145× 10−4 (±3.4247× 10−5)
Tabella 5.4: Dataset Santa Fe Laser: errori MSE di validazione ottenuti con le dimensioni
del reservoir sperimentate.
La seguente Tabella 5.5 riporta gli errori di validazione ottenuti con la migliore confi-
gurazione evidenziata nella Tabella 5.4, al variare di λ. Come si puo` osservare, valori
ulteriormente piu` piccoli di λ non portano a migliori capacita` di predizione, essendo i
pesi risultanti in Wout dei valori molto grandi, che comportano quindi una soluzione
sovra-adattata.
λ MSE
10−6 4.8066× 10−4 (±4.0520× 10−5)
10−7 4.1664× 10−4 (±1.8334× 10−5)
10−8 3.7145× 10−4 (±3.4247× 10−5)
10−9 6.5067× 10−4 (±2.7199× 10−4)
10−10 5.1660× 10−4 (±1.0543× 10−4)
Tabella 5.5: Dataset Santa Fe Laser: Errori MSE di validazione della migliore configurazione
di iper-parametri, per ogni valore di λ sperimentato.
Il miglior modello selezionato e` stato quindi addestrato sui primi LTr + LV l time-step
e testato sul test set, ottenendo un errore di predizione medio lungo dieci esperimenti
pari a 5.8242× 10−5, con una deviazione standard pari a 7.8412× 10−6. La Figura 5.1
mostra una parte dei time-step di test in cui il target da predire e` messo a confronto
con l’output calcolato dalla ESN. La serie temporale Laser ha la caratteristica di avere
dei bruschi cambiamenti di ampiezza, uno dei quali e` mostrato nel grafico in Figura
5.1. Come si puo` osservare, la ESN commette un piccolo errore di predizione soltanto
nel piccolo intervallo di tempo in cui l’ampiezza del segnale diminuisce bruscamente.
Per tutti i restanti time-step, in cui l’ampiezza del segnale aumenta progressivamente
(ma in un regime caotico), l’output calcolato dalla ESN coincide quasi esattamente con
l’output desiderato.
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Figura 5.1: Dataset Santa Fe Laser: output prodotto dal miglior modello (evidenziato in
Tabella 5.4) su una parte del test set, rispetto all’output target
5.2.2 Fixed-NARMA di ordine 10
Il sistema NARMA, come anticipato in Sezione 4.1.6.2, e` un sistema in cui l’output cor-
rente dipende sia dagli input che dagli output precedenti5. Il task consiste nel predire
l’output del sistema, dato il suo input ad ogni time-step t. In particolare si conside-
ri il sistema Fixed-NARMA di ordine o = 10. Ovviamente le dimensioni dell’input e
dell’output sono Nu = Ny = 1. Applicando la formula in Equazione (4.5), sono stati
generati 10000 esempi; si impostano LTr = 4000, LV l = 3000 e LTs = 3000, con un
transiente iniziale di Tw = 500 time-step, da applicare sul training set.
La seguente Tabella 5.6 mostra i minori errori di validazione ottenuti per ogni dimen-
sione del reservoir sperimentata.
Nx cin a ρd den Errore di validazione
75 0.17 0.85 1 0.17 1.4827× 10−3 (±8.4908× 10−4)
150 0.17 0.85 1 0.15 1.0471× 10−3 (±1.7481× 10−4)
250 0.17 0.85 1 0.15 7.2415× 10−4 (±7.6308× 10−5)
350 0.15 0.85 1 0.17 5.3762× 10−4 (±5.0572× 10−5)
500 0.17 0.85 1 0.15 4.102× 10−4 (±3.4135× 10−5)
Tabella 5.6: Dataset Fixed-NARMA di ordine 10: errori MSE di validazione ottenuti con le
dimensioni del reservoir sperimentate.
5Si veda l’Equazione (4.5) in Sezione 4.1.6.2.
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La riga in grassetto evidenzia la dimensione del reservoir Nx la cui migliore configu-
razione di iper-parametri ha ottenuto il minore errore di validazione. In questo task,
a differenza del precedente, non ci sono significative variazioni dei valori migliori degli
iper-parametri al variare di Nx.
I risultati sono relativi ad un valore del coefficiente di Tikhonov λ = 10−8. Anche per
questo task sono stati fatti degli esperimenti per selezionare il migliore valore per λ
ottenendo degli errori il cui andamento e` analogo a quello ottenuto per il dataset La-
ser, al variare di λ. Dalla selezione del modello, il miglior valore per λ risulta essere
ancora λ = 10−8. Si precisa che il valore di λ e` stato provato per tutte le dimensioni
del reservoir sperimentate.
Il miglior modello selezionato e` stato quindi addestrato sui primi LTr + LV l time-step
e valutato sul test set, ottenendo un errore di predizione medio lungo dieci esperimenti
pari a 3.3335 × 10−4, con una deviazione standard pari a 4.2489 × 10−5. La seguente
Figura 5.2 mostra una parte dei time-step di test in cui il target da predire e` messo a
confronto con l’output calcolato dalla ESN.
Figura 5.2: Dataset Fixed-NARMA di ordine 10: output prodotto dal miglior modello
(evidenziato in Tabella 5.6) su una parte del test set, rispetto all’output target
La nonlinearita` e la capacita` di memoria richiesta fanno del sistema NARMA un siste-
ma molto difficile da modellare. La ESN, a conferma di quanto riportato dagli studi in
letteratura [25, 38, 43, 1], raggiunge tuttavia un’ottima accuratezza di predizione.
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Le prestazioni ottenute dalla ESN implementata sui due task Laser e NARMA possono
essere messi a confronto con quelle riportate in vari studi presenti in letteratura. Ad
esempio risultati analoghi su questi due task possono essere ritrovati nello studio in [1],
in cui l’errore MSE di test ottenuto, con una ESN con valori simili per gli iper-parametri
ed un reservoir di dimensione Nx = 500:
• sul task Laser e` 5.6018× 10−3 (±2.1988× 10−4),
• sul task NARMA e` 3.2208× 10−4 (±1.3743× 10−5).
In conclusione, dai risultati delle prime due fasi di sperimentazione, e in particola-
re dai grafici nelle Figure 5.1 e 5.2, si puo` concludere che la libreria fornisce una
implementazione corretta delle funzionalita` di base della ESN.
5.3 Varianti Architetturali
In questa Sezione si riportano i risultati relativi al test di correttezza dell’implementa-
zione delle varianti architetturali fornite dalla libreria, con e senza accelerazione GPU.
Tutte le ESN sono state addestrate con ridge regression con un coefficiente di regola-
rizzazione preliminarmente ottimizzato e, come detto, il calcolo della matrice dei pesi
di output, in questo metodo, e` eseguito sempre tramite NumPy. Quindi l’accelerazione
grafica in tal caso termina una volta costruita la matrice degli stati.
Come ulteriore premessa, si precisa che non viene fatto un confronto preciso tra le esecu-
zioni con e senza accelerazione, ovvero non e` stata usata la stessa ESN per confrontare le
due versioni. Infatti, per quanto descritto in Sezione 4.2, la classe ESN contiene un unico
metodo per il calcolo della matrice degli stati (ovvero compute reservoir states), ed
utilizza una variabile chiamata mod per sapere quale versione utilizzare di ogni opera-
zione matriciale coinvolta al suo interno. Di conseguenza e` stato sufficiente confrontare
entrambe le versioni di ogni singola operazione matriciale coinvolta per dedurre la cor-
rettezza dell’implementazione dell’accelerazione grafica. Un discorso analogo e` valido
circa gli altri metodi della classe ESN e in generale circa tutti i metodi che coinvolgono
operazioni matriciali. Tuttavia si noteranno delle differenze tra le due esecuzioni, in
termini di errori di predizione, dovute al fatto che per l’esecuzione con NumPy e` stata
usata una precisione float64, mentre per l’esecuzione con CUDAMat la precisione
imposta dall’architettura della GPU e` float32. Tale differenza nelle approssimazioni
effettuate nei due casi, ha un’influenza sull’inversione matriciale effettuata nel metodo
ridge regression.
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5.3.1 Reservoir con matrice diagonale e ϕ-ESN
Le varianti DESN, RDESN (Sezione 2.8.1) e ϕ-ESN sono state istanziate secondo l’iper-
parametrizzazione descritta in [1]. Tali varianti sono state addestrate e testate sul task
Santa Fe Laser. Il training set e` costituito dai primi LTr = 5000 time-step (con un
transiente iniziale di lunghezza Tw = 1000), mentre il test set e` composto dai restanti
LTs = 5000 time-step. Per ogni variante sono state effettuate dieci sperimentazioni,
relative a dieci generazioni indipendenti delle matrici Win e W (quest’ultima per la
RDESN). I risultati si riferiscono dunque alle medie degli errori di test ottenute, insieme
con le relative deviazioni standard.
I valori degli iper-parametri condivisi dalla DESN e la RDESN sono i seguenti:
• Nx = 500
• cin = 0.1
• a = 1
I pesi ricorrenti nella DESN hanno valore uguale a −0.9, mentre quelli nella RDESN
hanno valore scelto casualmente dalla distribuzione [−0.9, 0.9]. La seguente Tabella
5.7 riporta per queste due varianti gli errori medi di test, con e senza accelerazione
grafica, oltre a i risultati ottenuti in [1]. Il valore del coefficienti di Tikhonov λ per
l’addestramento e` stato preliminarmente ottenuto dalla selezione del modello, e risulta
essere λ = 10−7 per gli esperimenti sulla CPU, e λ = 10−6 per gli esperimenti sulla
GPU.
DESN RDESN
MSETs (CPU) 7.6467× 10−2 (±1.2908× 10−4) 1.6865× 10−2 (±4.8294× 10−4)
MSETs (GPU) 8.1340× 10−2 (±2.8189× 10−4) 5.2210× 10−2 (±9.4001× 10−3)
MSETs ([1]) 4.9086× 10−2 (±7.8910× 10−3) 1.1594× 10−2 (±8.6841× 10−4)
Tabella 5.7: Dataset Santa Fe Laser: errori medi di test (MSETs) delle varianti DESN e
RDESN ottenuti con e senza accelerazione grafica; la tabella riporta anche i risultati ottenuti
in [1].
Come si puo` osservare dalla Tabella 5.7, gli errori ottenuti hanno lo stesso ordine di
grandezza di quelli riportati in [1].
La ϕ-ESN e` stata istanziata facendo variare Nx in {5, 200} e fissando la dimensione del
livello statico aumentato Nϕ a 500; i pesi per la matrice Wϕ sono scelti casualmente
da una distribuzione uniforme in [−1, 1]. La matrice W dei pesi ricorrenti ha densita`
pari al 100%. Gli errori di test ottenuti sono riportati nella seguente Tabella 5.8.
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ϕ-ESN (Nx = 5) ϕ-ESN (Nx = 200)
MSETs (CPU) 2.1116× 10−3 (±1.0252× 10−3) 5.0793× 10−4 (±2.1584× 10−4)
MSETs (GPU) 3.3297× 10−3 (±1.3265× 10−4) 1.9407× 10−3 (±9.7854× 10−3)
MSETs ([1]) 5.6386× 10−3 (±1.6926× 10−3) 1.3291× 10−3 (±6.1825× 10−5)
Tabella 5.8: Dataset Santa Fe Laser: errori di test (MSETs) di due ϕ-ESN ottenute variando
la dimensione Nx del reservoir con e senza accelerazione grafica; la tabella riporta anche i
risultati ottenuti in [1].
Le ϕ-ESN istanziate in questi esperimenti hanno un raggio spettrale ρd = 0.9, mentre
le ϕ-ESN istanziate in [1] hanno un coefficiente di contrattivita` σ = ‖W‖2 = 0.9, che
comporta un raggio spettrale leggermente minore e dunque, come si puo` osservare in
Tabella 5.8, un errore di predizione di test leggermente maggiore.
In ogni caso, gli errori riportati dimostrano che l’implementazione delle varianti relative
ai fattori architetturali definiti in [1] e` stata collaudata con un buon esito.
5.3.2 Reservoir con matrice ortogonale
La variante PESN (Sezione 2.8.3) e` stata testata sul task Mackey-Glass; il training set
e` costituito dai primi LTr = 5000 time-step (con un transiente iniziale di lunghezza
Tw = 1000), mentre il test set e` composto dai restanti LTs = 5000 time-step. Per questa
variante si impostano i seguenti iper-parametri [44]:
• Nx = 400
• cin = 0.07
• a = 0.7
• ρd = 0.9
Sono state istanziate 10 PESN diverse, addestrate e testate, ottenendo un errore qua-
dratico medio di test pari 2.9544×10−11 (±1.3470×10−12). Gli stessi esperimenti sono
stati ripetuti utilizzando l’accelerazione grafica ottenendo un errore medio di test pari
a 5.7716× 10−7 (±2.4118× 10−8).
Per quanto riguarda la variante Orthogonal ESN sono state create, sempre sullo stesso
task, 10 ESN con topologia SORM e 10 con topologia CyclicSORM secondo l’impo-
stazione sperimentale stabilita in [45]. In questo caso pero` il transiente iniziale ha
lunghezza Tw = 500 e come misura di prestazioni viene utilizzato l’errore NRMSE. Il
reservoir ora non e` guidato dalle connessioni di input, bens`ı da quelle di feedback; i pesi
memorizzati nella matrice Wfdb sono scalati nell’intervallo [−1.2, 1.2]. Per entrambe le
topologie di reservoir si fissano il leaking rate al valore a = 0.4 e il raggio spettrale al
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valore ρd = 1. Infine si utilizza una funzione di attivazione tanh sulle unita` del reser-
voir, e la funzione di attivazione lineare su quelle del readout. Il metodo utilizzato per
l’apprendimento e` la ridge regression.
La topologia SORM ottiene un errore di test medio pari a 4.7709 × 10−3 (±7.8807 ×
10−4), mentre la topologia CyclicSORM ottiene un errore medio pari a 5.1959 × 10−3
(±1.0141×10−3). Questi esperimenti sono stati ripetuti utilizzando l’accelerazione gra-
fica ottenendo un errore medio di test pari a 9.5265 × 10−2 (±1.2498 × 10−2) per la
topologia SORM, ed un errore medio di test pari a 1.0254× 10−2 (±6.2345× 10−3) per
la topologia CyclicSORM. Dal grafico in Figura 7 in [45] si notano degli errori per tali
varianti dell’ordine dei millesimi.
5.3.3 ESN a complessita` minima
L’ultimo test riguarda la variante a complessita` minima (Sezione 2.8.2). In particolare
e` stata istanziata una ESN utilizzando la topologia semplice SCR, con valori v =
0.1 e r = 0.93 ottenuti da una procedura di selezione del modello, con un reservoir
di dimensione Nx = 150. La ESN e` stata testata sul task Laser, e come misura di
prestazioni si utilizza l’errore NMSE. La ESN ottiene un errore di predizione pari a
3.2180×10−2. Utilizzando l’accelerazione grafica, si ottiene un errore di predizione pari
a 8.5498×10−2. Per la stessa topologia semplice di reservoir, dopo un’analoga procedura
di selezione del modello, lo studio condotto in [43] riporta un errore di predizione sul
test set pari 1.099× 10−2.
5.4 Pre-addestramento del reservoir
In questa Sezione si riportano i risultati relativi al pre-addestramento non supervisio-
nato del reservoir (Sezione 2.9). Il task affrontato e` Fixed-NARMA di ordine 30. Si
considerino i primi 1500 esempi del dataset e si scompongano essi per avere un training
set di LTr = 1000 esempi (con un transiente iniziale di lunghezza Tw = 100) ed un
test set contenente i restanti LTs = 500 esempi. Seguendo le indicazioni in [48], si usa
una distribuzione Gaussiana target con i parametri µ = 0 e σ = 0.025; inoltre si fissa
il learning rate al valore η = 0.0005. Si imposta una soglia di stop pari a 0.05 ed un
numero massimo di epoche pari 50.
L’esperimento effettuato consiste nell’addestrare una ESN dopo averla pre-addestrata
e addestrare una ESN senza averla pre-addestrata, per confermare gli effetti ottenuti
con il pre-addestramento del reservoir. In caso di pre-addestramento prima si adattano
i vettori g e b tramite l’Algoritmo 6 (Sezione 2.9), e poi si utilizzano tali vettori per
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l’aggiornamento dello stato del reservoir. In caso di non pre-addestramento i due vet-
tori rimangono invariati a 1 e 0 rispettivamente.
Gli iper-parametri del modello sono:
• Nx = 100
• cin = 0.15
• den = 0.25
• a = 1
• ρd = 0.95
La seguente Tabella 5.9 riporta gli errori NRMSE ottenuti sul training e sul test set,
senza e con pre-addestramento; inoltre la Tabella riporta anche gli errori relativi allo
stesso esperimento effettuato tramite accelerazione grafica, nonche´ delle misure in per-
centuale che indicano di quanto diminuisce l’errore commesso dalla ESN, se il reservoir
e` stato preliminarmente adattato al task.
No IP IP Miglioramento in %
CPU
Training 1.6607 0.7207 56.60%
Test 1.9439 0.7248 62.71%
GPU
Training 1.9965 0.7699 61.43%
Test 2.2595 0.7798 65.48%
Tabella 5.9: Dataset Fixed-NARMA di ordine 30: errori di training e di test ottenuti dopo
e senza aver pre-addestrato il reservoir; si riportano anche i risultati relativi all’accelerazione
grafica, oltre che le percentuali di miglioramento rispetto agli errori ottenuti senza IP
Dagli esperimenti effettuati si e` notato che l’algoritmo IP converge in una o due epo-
che alla soglia di stop impostata. Inoltre, a conferma di quanto proposto nello studio
condotto in [48], come si osserva dalla Tabella 5.9, il pre-addestramento del reservoir
risulta efficace nel migliorare le performance della ESN.
5.5 Algoritmi di apprendimento aggiuntivi
In questa Sezione si descrivono gli esperimenti svolti sui metodi di apprendimento LAS-
SO shooting (Algoritmo 2 - Sezione 2.5.1.4) e RLS (Algoritmo 3 - Sezione 2.5.2). Inoltre
si riporteranno i risultati relativi alle stime analitiche del coefficiente di regolarizzazio-
ne di Tikhonov λ per il metodo ridge-regression, effettuate tramite metodi OCReP e
GCV (Sezione 2.5.1.3).
Il task affrontato in questa Sezione e` la predizione del prossimo passo della serie tem-
porale Mackey-Glass, con un dataset di 8000 time-step, di cui i primi LTr = 4000
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costituiscono il training set (con un transiente di lunghezza Tw = 500) e gli ultimi
LTs = 4000 costuiscono il test set.
Per questa Sezione il modello sperimentato ha i seguenti valori degli iper-parametri6.
• cin = 0.15
• den = 1
• a = 1
• ρd = 0.9
5.5.1 Algoritmo LASSO shooting
Gli esperimenti svolti sull’algoritmo LASSO shooting consistono nel tenere fissa la di-
mensione del reservoir Nx a 200 e far variare il valore del coefficiente di regolarizzazione
λ in {10−3, 10−5, 10−7}, tenendo fissa la tolleranza tol a 5× 10−4.
La seguente Tabella 5.10 mostra gli errori MSE di training e di test ottenuti con e
senza accelerazione grafica.
λ CPU GPU Ridge Regression (CPU)
10−3
Training 4.0494× 10−6 5.3549× 10−6 2.8604× 10−6
Test 3.8398× 10−6 4.2156× 10−6 2.6935× 10−6
10−5
Training 1.8761× 10−6 3.9427× 10−6 3.6086× 10−7
Test 1.7111× 10−6 3.7927× 10−6 3.4144× 10−7
10−7
Training 3.1015× 10−6 2.7895× 10−6 2.4444× 10−7
Test 2.9140× 10−6 2.5186× 10−6 2.2249× 10−7
Tabella 5.10: Dataset Mackey-Glass: errori di training e di test ottenuti con l’algoritmo
LASSO Shooting, al variare del coefficiente di regolarizzazione λ, con e senza accelerazione
grafica; la Tabella riporta anche gli errori ottenuti con Ridge Regression, utilizzando gli stessi
coefficienti di regolarizzazione.
In tutti gli esperimenti svolti su questo metodo, c’e` sempre stata convergenza, ovvero
la matrice Wout (in questo caso un vettore) subisce dei cambiamenti sempre piu` piccoli
all’aumentare delle iterate del while in riga 3 dell’Algoritmo 2, fino a raggiungere la
tolleranza richiesta. E` stata provata anche una tolleranza minore (tol = 10−4), portando
a tempi di addestramento ovviamente piu` lunghi e a errori leggermente minori. La
Tabella 5.10 riporta anche gli errori ottenuti tramite metodo ridge regression, usato
come riferimento per stabilire il buon esito del collaudo del metodo LASSO Shooting.
6Si tratta di una configurazione di valori sensata per il task, come da esperimenti condotti in vari
studi in letteratura, ad esempio in [1].
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5.5.2 Algoritmo RLS
Per la sperimentazione dell’algoritmo RLS sono stati preliminarmente provati diversi
valori per il forget rate λRLS e, a conferma di quanto riportato in [38], gli esperimenti
evidenziano una divergenza dell’algoritmo nel caso in cui λRLS < 0.8.
I risultati, ottenuti sul task Mackey-Glass e riportati nella seguente Tabella 5.11, sono
relativi ad un valore λRLS = 1, e si riferiscono agli errori MSE ottenuti sul training set
e sul test set, all’aumentare di Nx, sia con accelerazione grafica sia senza.
Nx CPU GPU
100
Training 2.8488× 10−6 (±3.0406× 10−7) 2.7993× 10−6 (±5.3061× 10−7)
Test 2.7601× 10−6 (±2.9414× 10−7) 2.7347× 10−6 (±5.2443× 10−7)
150
Training 2.1207× 10−6 (±3.2382× 10−7) 2.1995× 10−6 (±1.6357× 10−7)
Test 2.0598× 10−6 (±3.1440× 10−7) 2.1375× 10−6 (±1.6207× 10−7)
250
Training 1.4059× 10−6 (±2.7928× 10−7) 1.3785× 10−6 (±2.0195× 10−7)
Test 1.3617× 10−6 (±2.7308× 10−7) 1.3386× 10−6 (±1.9813× 10−7)
400
Training 9.2430× 10−7 (±1.1107× 10−7) 8.9227× 10−7 (±9.3356× 10−8)
Test 8.8917× 10−7 (±1.0407× 10−7) 8.5793× 10−7 (±9.0783× 10−8)
500
Training 7.1592× 10−7 (±1.5885× 10−7) 7.8059× 10−7 (±1.0859× 10−7)
Test 6.8827× 10−7 (±1.4966× 10−7) 7.4890× 10−7 (±1.0079× 10−7)
Tabella 5.11: Dataset Mackey-Glass: errori di training e di test ottenuti con l’algoritmo RLS
al variare della dimensione del reservoir, con e senza accelerazione grafica.
Dagli errori ottenuti si mostra innanzitutto l’equivalenza tra l’esecuzione senza e l’e-
secuzione con accelerazione GPU. Con il valore sperimentato per λRLS c’e` sempre
stata convergenza dell’algoritmo RLS. Inoltre si nota che per il dataset sperimentato
la dimensione del reservoir, ovvero il numero di parametri liberi della ESN, influisce
sull’adattamento dei parametri stessi ed in questo caso, non essendoci condizioni di
overfitting, si hanno capacita` predittive migliori. Un’ultima osservazione riguarda il
confronto tra gli errori ottenuti tramite RLS e gli errori ottenuti tramite ridge regres-
sion (preso anche qui come riferimento), che sullo stesso task hanno lo stesso ordine di
grandezza.
5.5.3 Metodi OCReP e GCV
I metodi OCReP e GCV sono stati messi a confronto sullo stesso task (Mackey-Glass),
con un reservoir di 200 unita`. Si specifica che i calcoli effettuati da OCReP e GCV
sono realizzati solo tramite NumPy/SciPy a causa della non disponibilita` in CUDAMat
di alcune delle operazioni coinvolte nei due metodi. Sono stati effettuati per ciascun
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metodo 10 esperimenti e la seguente Tabella 5.12 ne riporta gli errori medi e i valori
medi stimati per λ.
OCReP GCV
λ 1.0727× 10−6 (±1.4009× 10−6) 1.2516× 10−11 (±1.6683× 10−12)
Training 5.4289× 10−7 (±3.6927× 10−8) 2.2802× 10−7 (±2.1014× 10−7)
Test 2.7795× 10−7 (±1.5602× 10−8) 2.1466× 10−7 (±2.0940× 10−7)
Tabella 5.12: Dataset Mackey-Glass: stime di λ ottenute analiticamente tramite metodi
OCReP e GCV ed errori MSE di training e di test ottenuti tramite tali stime.
Come si puo` osservare il metodo GCV stima un valore per λ di 5 ordini di grandezza
inferiore rispetto al valore stimato da OCReP. Questo pero` non comporta sostanziali
differenze riguardanti le capacita` predittive del modello.
In conclusione, dai risultati riportati nelle Tabelle 5.10, 5.11 e 5.12, si puo` dedurre
il buon esito del collaudo sperimentale riguardante le varianti di apprendimento del
readout.
5.6 Tiny ESN
Per testare (o, piu` precisamente, simulare) una Tiny ESN (Sezione 2.10) e` stato af-
frontato il task MovementAAL, per i dettagli del quale si fa riferimento allo studio
condotto in [51]. Tale task7 consiste nella classificazione binaria di sequenze temporali,
con l’obiettivo di predire i movimenti umani all’interno di un ufficio. Le sequenze sono
generate tramite i nodi di una Wireless Sensor Network (WSN), contengono dei vetto-
ri di 4 valori (dunque Nu = 4) che sono stati scalati nell’intervallo [−1, 1]. Gli output
target sono delle etichette simboliche nell’insieme {−1,+1}, dunque si ha Ny = 1.
La ESN deve dunque calcolare delle trasduzioni sequence-to-element e il dataset con-
tiene 314 esempi (sequenza di input - etichetta di output). Per ogni sequenza di stati
calcolata, si calcola il root state mapping, ovvero si prende l’ultimo stato della sequen-
za. Seguendo l’impostazione sperimentale stabilita in [51], riguardante quello che viene
chiamato task eterogeno, si crea un training set contenente i primi 210 esempi ed un
test set contenente gli ultimi 104.
Il reservoir e il readout hanno come funzione di attivazione la pseudo-tangente iper-
bolica con parametro di pendenza n = 1 (Figura 2.7 - Sezione 2.10). Ai fini del-
l’apprendimento dei parametri liberi, si collezionano nella matrice dei target i valori
arctanh(−0.99) e arctanh(0.99) rispettivamente per le etichette −1 e 1. Nel calcolo
7Disponibile alla pagina web https://archive.ics.uci.edu/ml/datasets/Indoor+User+Movement+
Prediction+from+RSS+data.
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dell’errore di classificazione, si ha che un pattern e` erroneamente classificato se la sua
distanza dalla corrispondente etichetta target e` superiore ad una soglia, impostata a
0.45.
Prendendo in considerazione le linee guida riguardanti la costruzione di una Tiny ESN,
riportate in Sezione 2.10, si imposta dunque una Tiny LI-ESN con leaking rate a = 0.1,
raggio spettrale ρd = 0.99 e con il 10% di connettivita` nel reservoir, facendo variare
Nx in {10, 20, 30, 50, 75, 100}. Per ogni valore di Nx da sperimentare si calcola la media
degli errori ottenuti su 10 simulazioni. L’errore di classificazione, definito in Sezione
2.6, e` espresso qui in percentuale.
La Tabella 5.13 riporta gli errori per ciascun reservoir, sia con una Tiny LI-ESN sia
con una LI-ESN. Quest’ultima in particolare ha la funzione di attivazione tanh sul
reservoir e sul readout. L’addestramento e` realizzato tramite pseudo-inversa.
Tiny LI-ESN LI-ESN
Nx Training Test Training Test
10 48.095(±1.44) 52.884 (±3.81) 44.285 (±3.98) 49.032 (±4.18)
20 35.714(±3.59) 40.384 (±5.92) 27.142 (±3.72) 31.730 (±3.82)
30 20.952(±3.42) 29.807 (±4.90) 19.904 (±4.70) 27.296 (±3.92)
50 17.619(±2.77) 28.825 (±3.33) 13.499 (±2.41) 26.923 (±3.26)
75 9.523(±2.80) 25.245 (±4.52) 6.190 (±2.26) 23.561 (±4.69)
100 3.804(±1.8) 24.562 (±3.94) 1.904 (±0.54) 22.25 (±4.65)
Tabella 5.13: Dataset Movement AAL: errori di classificazione sul training set e sul test set,
per ogni dimensione del reservoir sperimentata, per una Tiny LI-ESN e per una LI-ESN.
Nella Tiny LI-ESN, i valori decimali sono di tipo float16, mentre nella LI-ESN sono
di tipo float64. Dagli esperimenti questo ha comportato delle differenze riguardo
al calcolo della pseudo-inversa della matrice degli stati. Inoltre la pseudo tangente
iperbolica, con il parametro di pendenza utilizzato, pur avendo delle proprieta` simili a
quelle della tangente iperbolica, essendo comunque una funzione definita a tratti, porta
a calcolare in modo leggermente differente le attivazioni presenti negli stati, provocando
dunque una distinzione tra gli stati da parte del readout, leggermente diversa rispetto
al caso della LI-ESN.
Ciononostante gli errori riportati mostrano che una Tiny-ESN puo` ottenere degli errori
non significativamente maggiori rispetto a quelli di una ESN standard, con gli stessi
iper-parametri e sullo stesso dataset.
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5.7 Test di scalabilita` della libreria
L’ultima fase di sperimentazione riguarda i test di scalabilita` della libreria in funzione
delle risorse di calcolo utilizzate. In particolare in questa Sezione si discutono gli espe-
rimenti riguardanti l’accelerazione grafica di una fase dispensiosa dell’addestramento
della ESN, e la scalabilita` della procedura di selezione del modello in funzione del
numero di attivita` parallele impiegate.
5.7.1 Test dell’accelerazione grafica
Gli esperimenti riportati in questa sotto-sezione riguardano il confronto tra i tempi ot-
tenuti con l’accelerazione grafica e i tempi ottenuti utilizzando solo la CPU. In generale
l’accelerazione grafica porta a dei vantaggi nei casi in cui ogni operazione matriciale
coinvolge array molto grandi, in quanto l’overhead provocato dal trasferimento delle
matrici sulla memoria della GPU e` compensato dalla parallelizzazione delle operazioni
matriciali, da parte di quest’ultima. Questa Sezione mostra tramite risultati sperimen-
tali che l’osservazione e` valida anche per la libreria implementata.
Una delle operazioni matriciali piu` frequentemente svolte all’interno della ESN e` il
prodotto interno tra una matrice ed un vettore e la somma tra vettori. Per questo
motivo e` stato preso in considerazione il task di calcolare la matrice degli stati, data
una sequenza di input, e confrontare i tempi di completamento ottenuti all’aumentare
della dimensione del reservoir, tramite le due librerie numeriche utilizzate.
Figura 5.3: Tempi di esecuzione del calcolo della matrice degli stati all’aumentare di Nx; in
blu si indica l’andamento ottenuto con NumPy; in arancio si indica l’andamento ottenuto con
CUDAMat.
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In tutti gli esperimenti, gli iper-parametri scelti per il modello hanno un valore (fissato)
scelto arbitrariamente, la cui importanza e` irrilevante per il task in questione. Il dataset
scelto e` Fixed-NARMA di ordine 10 e la ESN deve calcolare 10000 stati relativi all’inte-
ra sequenza di input. Si denotino con Tc e Tg i tempi di completamento dell’esecuzione
del task rispettivamente tramite NumPy e tramite CUDAMat. Il grafico in Figura 5.3
mostra l’andamento dei due tempi in funzione della dimensione del reservoir.
Sebbene la soluzione attuata eviti (in tutti i metodi della classe ESN, ad eccezione
naturalmente del costruttore) trasferimenti da e verso la memoria della GPU, gli espe-
rimenti mostrano che, per valori di Nx inferiori a 150, l’impiego del processore grafico
porta ad un tempo Tg di circa 8 secondi superiore rispetto a Tc. Tuttavia tale differenza
diminuisce all’aumentare di Nx, ovvero il tempo Tg non risente dell’aumento del valore
di Nx; cio` non accade invece per il tempo Tc, il quale subisce un incremento che lo
porta progressivamente ad approssimare il tempo Tg fino ad un valore di Nx pari a 750.
A partire da questa dimensione del reservoir, il tempo Tg continua ad avere un valore
medio di circa 25 secondi, mentre il tempo Tc subisce un incremento esponenziale.
Degli esperimenti simili possono essere fatti per la fase di adattamento dei pesi di out-
put tramite metodi RLS o LASSO Shooting; il modello realizzato dal readout infatti
prende come input gli stati del reservoir e dunque i tempi Tc e Tg di completamento
dei due algoritmi hanno lo stesso andamento osservabile nel grafico in Figura 5.3.
5.7.2 Parallelismo della selezione del modello
L’esperimento documentato di seguito, dimostra i vantaggi derivanti dalla paralleliz-
zazione della procedura di selezione del modello. Come detto, tale procedura risulta
essere molto onerosa ma facilmente parallelizzabile. Gli esperimenti sono stati svolti su
un’architettura a 4 core.
Si denoti con nw il numero di attivita` parallele. Per dimostrare la scalabilita` della li-
breria, e` stata effettuata delle procedure di selezione del modello, variando nw. In par-
ticolare e` stata costruita una griglia di iper-parametri tramite le informazioni inserite
nei due seguenti file di configurazione prototxt.
• HyperParametersGrid.prototxt
InputScaling: 0.17
InputScaling: 0.1
InputVariability: true
InputBias: 0
ReservoirDimensionality: 200
ReservoirDecayRate: 1
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ReservoirSpectralRadius: 0.95
ReservoirDensity: 0.25
ReservoirActivation: "tanh"
ReservoirPhiScaling: 0
ReservoirAugmentedDimensionality: 0
ReadoutBias: 0
ReadoutActivation: "identity"
ReadoutFeedBackScaling: 0
InputToReadout: false
learning: "RidgeRegression"
• TrainingHyperParametersGrids.prototxt
TikhonovCoefficient: 0.001
TikhonovCoefficient: 0.0001
A partire da queste due griglie l’Algoritmo 12 di grid-search esaustiva (Sezione 4.1.9.1)
genera quattro possibili configurazioni, che vengono sperimentate tramite una 5-fold
cross validation (Algoritmo 15 - Sezione 4.1.9.2); queste quattro sperimentazioni corri-
spondono a quattro task che sono assegnati alle attivita` parallele, tramite l’Algoritmo
14 (Sezione 4.1.9.2). Dalla prima griglia inoltre si nota l’utilizzo del solo metodo ridge
regression per l’apprendimento, in modo tale da avere dei task la cui durata sia pres-
socche´ uguale.
La seguente Tabella 5.14 mostra i tempi di completamento (espressi in secondi) della
procedura di selezione del modello, al variare di nw, nonche´ l’indice di scalabilita` de-
notato con s(nw) e calcolato come: s(nw) =
T (1)
T (nw)
, dove T (x) denota il tempo di com-
pletamento della procedura eseguita tramite x attivita` parallele. L’indice di scalabilita`
s(nw) dovrebbe idealmente essere uguale a nw.
nw T (nw) Tid(nw) s(nw)
1 32.7582 1
2 16.6529 16.3791 1.9671
3 13.0560 10.9194 2.5090
4 9.2101 8.1895 3.5567
Tabella 5.14: Tempi di completamento in secondi e scalabilita` della procedura di selezione
del modello, al variare del numero nw di attivita` parallele; Tid(nw) denota il tempo ideale
con nw attivita` parallele, ovvero e` il risultato del rapporto
T (nw)
nw
.
Osservando i tempi riportati in Tabella 5.14, si nota che passando da una a due attivita`
parallele, il tempo T (nw) si dimezza. La situazione e` leggermente diversa nel caso in
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cui nw = 3, infatti un task rimane in attesa di essere assegnato alla prima delle tre
attivita` che finisce l’elaborazione del proprio task. Di conseguenza il tempo T (3) e` di
circa 3 secondi superiore al tempo Tid(3). Con nw = 4 attivita` parallele invece il tempo
T (nw) e` poco piu` di un secondo superiore al tempo Tid(nw); tale differenza puo` essere
attribuita al fatto che il quarto core utilizzato non e` a completa disposizione della
quarta attivita` parallela.
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Capitolo 6
Conclusioni e sviluppi futuri
La tesi ha documentato lo sviluppo di una libreria software per il Reservoir Computing.
Come facilmente constatabile in generale nella disciplina ML, lo stato dell’arte rela-
tivo al Reservoir Computing e in particolare alle ESN e` in continua evoluzione; uno
dei principali obiettivi del lavoro svolto e` stato quello di fornire un supporto tecno-
logico al background scientifico costruitosi negli anni grazie agli studi di ricerca sulle
ESN. La libreria implementa tutte le funzionalita` di base della ESN e i piu` importanti
avanzamenti relativi alla metodologia standard, tra cui:
• le varianti architetturali del reservoir:
– la DESN e la RDESN,
– la ϕ-ESN,
– la ESN con matrice di reservoir ortogonale,
– la ESN a complessita` minima;
• gli algoritmi di apprendimento:
– Ridge-Regression, con coefficiente di regolarizzazione:
∗ scelto dall’utente,
∗ calcolato tramite metodo OCReP,
∗ calcolato tramite metodo GCV,
– Pseudo-Inversa,
– LASSO Shooting,
– Recursive Least Squares;
• l’algoritmo Intrinsic Plasticity per il pre-addestramento del reservoir.
La libreria fornisce la possibilita` di utilizzare vari tipi di funzione di attivazione sia sul
reservoir sul readout (solo per citarne alcune, tangente iperbolica, logistica, pseudo-
tangente iperbolica, rectifier). La ESN implementata inoltre e` in grado di affrontare
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task di classificazione e di regressione su una o piu` sequenze, calcolando delle trasdu-
zioni di tipo sequence-to-sequence o sequence-to-element.
Su tutte le funzionalita` implementate e` stato effettuato un collaudo sperimentale i cui
risultati sono stati discussi in Capitolo 5.
La libreria consente di effettuare una procedura validazione del modello, ovvero e` pos-
sibile specificare tramite una griglia di iper-parametri in un apposito file di configu-
razione oppure costruendo direttamente un dizionario in Python, la lista di valori da
sperimentare per ogni iper-parametro e selezionare tramite una procedura di K-fold
cross validation la configurazione che ha ottenuto il minore errore di validazione. Infine
e` possibile valutare le capacita` predittive del modello selezionato su un test set sepa-
rato.
Inoltre, la libreria e` stata progettata con lo scopo di facilitare la costruzione di even-
tuali varianti non prese in considerazione, o future evoluzioni. Ad esempio e` possibile
costruire e sperimentare un reservoir con una topologia arbitraria di connessioni. Oltre
ad eventuali varianti della ESN, ci si e` posti anche l’obiettivo di rendere la libreria
estendibile; qualora si volesse ad esempio utilizzare un modello piu` sofisticato per il
readout, quale ad esempio una ANN, la modularita` del design della ESN fa s`ı che sia
sufficiente specializzare la classe Readout senza dover modificare il resto della proget-
tazione della ESN. In maniera analoga e` stata specializzata la classe Reservoir per
creare tutte le varianti architetturali prestabilite.
Un ulteriore obiettivo posto e` stato quello di coprire un ragionevole range di potenza
di calcolo e di memoria dei calcolatori.
A tale scopo, la libreria fornisce una versione della ESN, denominata Tiny ESN, che,
seguendo le indicazioni presenti in letteratura riguardanti la sua costruzione, puo` es-
sere utilizzata in dispositivi con limitata potenza di calcolo e memoria. Le simulazioni
svolte confermano la possibilita` di utilizzare con successo una ESN all’interno di un
dispositivo limitato come il mote di una WSN, per un task di predizione come quello
affrontato per l’esperimento.
La libreria scala le sue prestazioni, passando da piccoli dispositivi presenti in una
WSN a calcolatori con architettura multi-core e dotati di una o piu` schede grafiche. In
particolare la libreria fornisce la possibilita` di accelerare i calcoli eseguiti sugli array
sfruttando il data parallelism offerto dalla GPU. Partendo dal fatto che l’accelerazione
grafica e` stata introdotta su una versione della libreria in cui tutte le funzionalita` erano
implementate soltanto con codice NumPy, l’introduzione dell’accelerazione grafica ha
posto l’ulteriore obiettivo di non intaccare il design complessivo della libreria, rendendo
la progettazione delle funzionalita` della ESN indipendente dall’implementazione delle
operazioni matriciali in esse coinvolte. Dai risultati discussi nel Capitolo 5 si e` potuto
constatare che tramite l’utilizzo della GPU, oltre ad ottenere dei risultati pressocche´
equivalenti a quelli ottenuti senza accelerazione grafica, e` possibile ridurre drasticamen-
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te il tempo di completamento di una fase molto dispendiosa del training come il calcolo
della matrice degli stati, in caso di reservoir molto grandi. La presenza di piu` core CPU
e` sfruttata nella procedura di selezione del modello: facendo uso del task parallelism,
ogni configurazione puo` essere sperimentata da una attivita` parallela e dai risultati
riportati si puo` notare che la libreria scala in funzione del numero di attivita` parallele
impiegate. Inoltre ogni attivita` parallela puo` sfruttare anche un eventuale parallelismo
tra piu` schede grafiche, portando ad ulteriori vantaggi se in una procedura di selezione
del modello si volessero sperimentare dimensioni del reservoir molto grandi.
Un aspetto gia` preso in considerazione in fase di progettazione e realizzazione e` stato
quello di predisporre la libreria in modo tale da farla andare al passo con l’evoluzione
del Reservoir Computing. Ad esempio, per possibili scopi di ricerca la libreria e` gia`
predisposta alla creazione, il pre-addestramento e l’addestramento di una recente gene-
ralizzazione del modello della ESN, ovvero la DeepESN [75]. Tale modello, comprende
uno stack profondo di reservoir, ognuno collegato al successivo per mezzo di connessioni
feed-forward, costruibili arbitrariamente.
La seguente Tabella 6.1 riassume, tramite delle parole chiave, le funzionalita` implemen-
tate dalla libreria ReCoPy e mette quest’ultima a confronto con le principali librerie
per il Reservoir Computing, attualmente esistenti, ovvero Oger [54] e RCT [56].
ReCoPy Oger RCT
ESN base X X X
Architettura X X
Training X X
Pre-training X X
Validazione X X X
Tiny ESN X
GPU X X
Multi GPU X
Parallelismo X X X
Standard export X
Tabella 6.1: Confronto tra la libreria ReCoPy e le librerie Oger e RCT, circa le funzionalita`
implementate e l’esecuzione su architetture target con diversa potenza di calcolo.
Con la riga Architettura si indica la possibilita` fornita da una libreria di estendere
l’architettura di base della ESN; ovvero e` possibile usare una topologia di connessioni
ad hoc per uno o piu` strati della ESN, o ancora e` possibile usare diversi tipi di funzione
di attivazione. Tale caratteristica e` fornita da RCT, la quale propone anche delle va-
rianti agli algoritmi di apprendimento (riga Training) e la possibilita` di pre-addestrare
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il reservoir tramite Intrinsic Plasticity (riga Pre-training). Sia RCT che Oger consen-
tono di parallelizzare la procedura di selezione del modello, tramite un determinato
numero di attivita` parallele in una architettura multi-core a memoria condivisa. Oger
rispetto a RCT fornisce la possibilita` di eseguire alcuni calcoli anche sulla GPU. Infine
ReCoPy, a differenza delle altre due librerie, fornisce anche la possibilita` di esportare
o importare la ESN in un formato fornito da Google Protocol Buffers (riga Standard
export), e divenuto molto popolare tra i framework ML. Cio` che appare evidente, e`
che ReCoPy integra in un unico strumento software sia le caratteristiche funzionali
della ESN sia la possibilita` di coprire un ampio range di potenza di calcolo, non fornita
dalle librerie Oger e RCT.
Premettendo che l’obiettivo piu` a breve termine e` quello di rendere la libreria disponi-
bile alla comunita` ML con licenza open source, la libreria e` in una versione sperimentale
e, al pari di molte librerie ML che da anni sono in manutenzione/evoluzione, puo` essere
indubbiamente migliorata sotto due aspetti.
Sotto l’aspetto teorico, uno sviluppo importante riguarda l’estensione del dominio strut-
turato considerato. In letteratura sono stati proposti modelli ESN che affrontano domini
con strutture piu` complesse delle sequenze: le TreeESN [76] e le GraphESN [77] sono
modelli che calcolano delle trasduzioni strutturali sul dominio degli alberi e dei grafi
rispettivamente. Dunque si possono aumentare le funzionalita` della libreria, consen-
tendo di creare, addestrare e testare tali modelli ESN. In letteratura esistono molte
altre architetture predefinite che possono essere implementate e fornite da ReCoPy,
con l’obiettivo di arricchire il background scientifico della stessa.
Anche sotto l’aspetto tecnologico sono possibili alcuni miglioramenti. Come detto, i
metodi per l’apprendimento con pseudo-inversa e ridge regression calcolano la matrice
dei pesi di output esclusivamente tramite NumPy a causa della non disponibilita` in
CUDAMat delle operazioni di pseudo-inversione e inversione rispettivamente; analo-
gamente, poiche´ CUDAMat non dispone di un metodo per il calcolo degli autovalori
di una matrice, la scelta progettuale e` stata quella di creare il reservoir (e i restanti
strati) esclusivamente tramite NumPy, e poi trasferire le matrici create, sulla memoria
della GPU. Tuttavia le tre operazioni menzionate, in caso di reservoir con tanti neuroni
(come ad esempio nelle sperimentazioni in Sezione 5.7.1) richiedono un elevato tempo
di esecuzione, che con una libreria grafica piu` ricca puo` essere drasticamente abbattuto.
La scelta progettuale di isolare tutti gli aspetti riguardanti l’accelerazione grafica in un
modulo dedicato consente di cambiare facilmente la libreria grafica senza minimamente
modificare il codice presente negli altri moduli.
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Un ulteriore sviluppo riguarda la possibilita` di utilizzare le funzionalita` offerte dalla
libreria tramite un programma scritto in un linguaggio diverso da Python; sotto questo
aspetto infatti e` desiderabile far confluire chiunque voglia testare il Reservoir Compu-
ting per il proprio task, verso un unico framework, indipendentemente dal linguaggio
di programmazione che si vuole utilizzare.
In conclusione, il presente lavoro di tesi ha proposto una libreria software che, seb-
bene migliorabile negli aspetti sopra citati, puo` essere considerato un valido punto di
partenza come strumento per il supporto al Reservoir Computing.
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