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Abstract
Let A be an irreducible nonnegative matrix, w be any of its indices, and A− w be the
principal submatrix of co-order one obtained from A by deleting the wth column and row.
Denote by Vext(A) the set of indices w such that A− w has the biggest Perron root (among
all the principal submatrices of co-order one of the original matrix A). We prove that exactly
one Jordan block corresponds to the Perron root λ(A− w) of A− w for every w ∈ Vext(A).
If its size is strictly greater than one for some w ∈ Vext(A), then the original matrix A is per-
mutationally similar to a lower Hessenberg matrix with positive entries on the superdiagonal
and in the left lower corner (in other words, the digraph D(A) of A has a Hamiltonian circuit
and its diameter is one less than its order). In the opposite case for any w ∈ Vext(A), there is
a unique path γ = {wi}pi=0 going through w in D(A) such that
(1) A− wi has the biggest Perron root for i = 0, . . . , p;
(2) A− w0 has a right positive Perron eigenvector;
(3) A− wp has a left positive Perron eigenvector;
(4) A− wi has neither a left nor a right positive Perron eigenvector for i = 1, . . . , p − 1.
Thus, by the spectral criterion for a nonnegative matrix to be irreducible, the submatri-
ces A− w0, . . . , A− wp combined inherit the property of irreducibility. We also show that
A− w is irreducible for every w ∈ Vext(A) if any of the following holds:
(1) A is symmetric;
(2) every column (row) of A has at least two positive nondiagonal entries;
(3) A has at least two columns (rows) all of whose entries are positive.
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If A is an irreducible tournament matrix, then either A− w is also irreducible for any
w ∈ Vext(A) or there exist exactly two indices win and wout in Vext(A) such that A− win
and A− wout are reducible. In the last case any other principal submatrix of co-order one is
irreducible. This shows that in the general case, a one-vertex-deleted subdigraph with the big-
gest Perron root need not have the best connectivity properties among all one-vertex-deleted
subdigraphs of a given strongly connected digraph D.
© 2004 Elsevier Inc. All rights reserved.
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1. Introduction
Let A be an irreducible matrix with nonnegative entries and λ(A) be its Perron
root (spectral radius). For any index w of A, denote by A− w the submatrix obtained
from A by deleting the wth column and row. In [1,2] such submatrices were called
principal submatrices of co-order one. Really we were mainly interested in those
of them whose Perron roots are smallest (among all the principal submatrices of
co-order one of A). The results obtained therein can be summarized as follows.
Let λ(A− w) be the smallest Perron root and n1  · · ·  nk be the sizes of Jor-
dan blocks of λ(A− w) considered as an eigenvalue of A− w. Then there are no
restrictions on the numbers n1, . . . , nk . But if A− v also has the smallest Perron
root and n′1  · · ·  n′k′ are the sizes of Jordan blocks of λ(A− v) treated as an
eigenvalue of A− v, then
k′ = k, n′i = ni for i = 1, . . . , k − 1 and nk − 1  n′k  nk + 1.
So, their spectral properties are almost the same. In the case k  2, the smallest
Perron root is also the second biggest real eigenvalue of the original matrix A and
n1, . . . , nk−1 are the sizes of its Jordan blocks. It was also proved that if the Perron
root λ(A− w) is not smallest, then it must be a simple eigenvalue of A− w.
In this paper we deal with principal submatrices of co-order one with the biggest
Perron root. Though the final formulations of all our results will be given in pure
spectral terms, we shall prove them using the graph theory language. The weighted
digraph D(A) of a given matrix A is defined in the following way: its vertex-set coin-
cides with the set V (A) of indices of A and (v,w) is an arc of D(A) iff A(v,w) /= 0.
In this case its weight is equal to A(v,w). This gives a one-to-one correspondence
between matrices A and weighted digraphs D(A). In particular, irreducible matri-
ces correspond to strongly connected directed graphs (briefly, strong digraphs), and
one-vertex-deleted subdigraphs D(A)− w correspond to principal submatrices of
co-order one A− w.
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Denote by Vext(A) the set of indices w such that A− w has the biggest Per-
ron root. It is not difficult to show that for any w ∈ Vext(A), the Perron strong
components of D(A)− w are maximal proper strong subdigraphs in D(A). So we
need some information on them and their complements. It consists of two theo-
rems which were proved by the author in [3]. The reader will find their formula-
tions and some comments concerning their proofs in Section 2 (see Theorems A
and B).
In Section 3 we show that for any w ∈ Vext(A) the corresponding one-vertex-
deleted subdigraph D(A)− w has a Hamiltonian walk (see Lemma C and the text
below it). Moreover, from Theorem B it follows that if there is a vertex w in Vext(A)
such that D(A)− w has at least two Perron strong components, then the original
digraph D(A) has a Hamiltonian circuit (in particular, for any v ∈ V (A), the subdi-
graph D(A)− v has a Hamiltonian path) and its diameter is one less than its order. In
the opposite case (see Theorem 1, case m = 1) for any w ∈ Vext(A) there is a unique
path γ = {wi}pi=0 going through w in D(A) such that
(1) D(A)− w0, . . . , D(A)− wp have the same Perron strong component;
(2) any of Hamiltonian walks in D(A)− w0 ends at the Perron strong component;
(3) any of Hamiltonian walks in D(A)− wp starts at the Perron strong component;
(4) any of Hamiltonian walks in D(A)− wi , where i = 1, . . . , p − 1, neither ends
nor starts at the Perron strong component.
It is clear that a digraph having a unique Perron strong component is strong if there is
a Hamiltonian walk starting at it and there is a Hamiltonian walk ending at it. Thus,
in some sense, the subdigraphs D(A)− w0, . . . , D(A)− wp combined inherit the
property of strong connectedness.
In Section 4 we translate the above results in pure spectral language. First of all,
the situation when the Perron root of A− w is not a simple eigenvalue of A− w for
some w ∈ Vext(A) is described in detail (see Theorem 2). In particular, it is shown
that in this case A is permutationally similar to a lower Hessenberg matrix with
positive entries on the superdiagonal and in the left lower corner. Moreover, we prove
(see Theorem 3, case m = 1) that if λ(A− w) is a simple eigenvalue of A− w for
every w ∈ Vext(A), then for any such w there is a unique path γ = {wi}pi=0 going
through w in D(A) such that
(1) A− wi has the biggest Perron root for i = 0, . . . , p;
(2) A− w0 has a right positive Perron eigenvector;
(3) A− wp has a left positive Perron eigenvector;
(4) A− wi has neither a left nor a right positive Perron eigenvector for i = 1, . . . ,
p − 1.
It is well known that a nonnegative matrix is irreducible iff its Perron root is a simple
eigenvalue and it has both a left and a right positive Perron eigenvector (see [4]).
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Thus, from the spectral point of view, the principal submatrices of co-order one A−
w0, . . . , A− wp combined inherit the property of irreducibility. The reader will also
find a criterion forA to have an indexw for whichA− w has a positive Perron eigen-
vector (see Theorems 4 and 5, case m = 1). In Section 5 we describe some classes
of matrices A such that for every w ∈ Vext(A) the submatrix A− w is irreducible
(see Theorems 6, 7 and 8). In particular, this holds if A is a symmetric irreducible
matrix (see Theorem 6). In Appendix A to our paper this case is considered in detail
(in terms of graph theory).
2. Maximal proper strong subdigraphs and their complements
Let D be a digraph (directed graph) with loops. Denote by V (D) its vertex-set.
The cardinality card V (D) of the set V (D) is called the order of D. Let v and w
be any two distinct vertices of D. Assume that there is a path from v to w in D. In
this case we can define the distance d(v,w) between them as the minimum length
of such a path. In particular, d(v, v) = 0, and d(v,w) = 1 if and only if (v,w) is an
arc in D.
By definition, a subdigraph S of D is a digraph whose vertex-set V (S) is a sub-
set of V (D) and whose arc-set contains any arc of D joining two vertices of V (S)
(in this case, we shall say that S is induced by the vertex-set V (S)). In particu-
lar, D is a subdigraph of D. A subdigraph of D is proper if it does not coincide
with D.
A digraph is strong if there is a path from v to w for every pair of its distinct
vertices v and w. By definition, an isolated vertex is a strong digraph. We say that a
proper strong subdigraph S is maximal if any strong subdigraph of D that contains S
is either S or D.
Set V (S) = V (D) \ V (S). The following proposition gives us a criterion for a
proper strong subdigraph S to be maximal in terms of the subdigraph S induced by
the vertex-set V (S), and the arcs joining the vertex-sets V (S) and V (S).
Theorem A [3]. Let D be a strong digraph. Then a proper strong subdigraph Smax
is maximal if and only if there are vertices win and wout in V (Smax) such that any
arc from V (Smax) to V (Smax) goes into win, any arc from V (Smax) to V (Smax)
goes out from wout, and the distance between win and wout is one less than card
V (Smax).
If we assume that there exists an arc in D which is forbidden by Theorem A,
we obtain a strong subdigraph which does not coincide with D and contains Smax.
In order to show that, let us consider any path γmax = {wi}pi=0 from win to wout
(here w0 = win and wp = wout). Assume that there are arcs of the form (wk,wd),
where d  k + 2 and 0  k, d  p, in D. Then the subdigraph induced by the ver-
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tex-set V (Smax) ∪ {w0, . . . , wk,wd, . . . , wp} is strong, does not coincide with D,
and contains Smax as a proper strong subdigraph. This contradicts the fact that Smax
is a maximal proper strong subdigraph in D. Thus, only arcs of the form (wk,wd),
where d  k + 1, are possible in Smax. Moreover, it can be shown similarly that
V (Smax) = {w0, . . . , wp}. These facts allow us to state that γmax = {wi}pi=0 is the
unique path from win to wout in Smax and it goes through all the vertices of Smax.
In the sequel, we shall say that γmax is the main Hamiltonian path in Smax.
It is clear that there are at least two maximal proper strong subdigraphs in any
strong digraph D. One can also show (see Proposition 2 [3]) that either any two
maximal proper strong subdigraphs of D have a common vertex (Case A) or any
vertex of D belongs to exactly one maximal proper strong subdigraph (Case B). In
the remaining part of this section we shall describe Case B, using more standard
graph theoretic notions.
We say that a digraph with the vertex-set {0, . . . , n− 1} is the directed cycle if
only (0, 1), (1, 2), . . . , (n− 1, 0) are its arcs (the loops (k, k), where k = 0, . . . ,
n− 1, are also possible). In this case every vertex is a maximal proper strong sub-
digraph and therefore a directed cycle is the simplest example of a strong digraph D
for which Case B holds.
Before reformulating Case B in pure graph theoretic terms, let us describe the con-
figuration of maximal proper strong subdigraphs for this case in detail. Let
Smax 1, . . . , Smax s be maximal proper strong subdigraphs of D. If Case B holds for
D, then their vertex-sets V (Smax 1), . . . , V (Smax s) form a partition of D. Let Dmax
be the quotient digraph ofD with respect to V (Smax 1), . . . , V (Smax s). By definition,
V (Dmax) = {w˜1, . . . , w˜s} and (w˜i , w˜j ) is an arc in Dmax iff there is an arc from
V (Smax i ) to V (Smax j ) in D. It is clear that Dmax is a strong digraph of order s and
has no circuits of length p  s − 1 (we note that if w˜1, . . . , w˜p, w˜1 is a circuit in
Dmax, then the proper subdigraph of D induced by the vertex-set
⋃p
i=1 V (Smax i ) is
strong). Thus, if Case B holds for D, then Dmax is a directed cycle and therefore D
itself can be considered as the generalized directed cycle.
By definition, the diameter of a strong digraph D is the maximal distance between
two vertices in D. It is clear that the diameter of D is not greater than n− 1, where
n is the order of D. We shall say that v and w form an (ordered) pair of extremal
vertices if the distance between them is one less than the order of D: d(v,w) =
n− 1.
A sequence γ = {wi}pi=0 of verticesw0, . . . , wp inD is called a walk if (wi, wi+1)
is an arc in D for any i = 0, . . . , p − 1 (in this case we shall also write γ = w0, . . . ,
wp). If w0 = wp, then γ is a closed walk. In particular, a path is a walk all of whose
vertices are distinct, and a circuit is a closed walk all of whose vertices except for the
first and last are distinct. A circuit is Hamiltonian if it contains all the vertices of D.
It is not difficult to show that a strong digraph D with a pair of extremal vertices v
and w has a Hamiltonian circuit iff (w, v) is an arc in D. In this case the unique (up
to shift along itself) Hamiltonian circuit γ˜ can be obtained by adding the arc (w, v)
to the unique path γ from v to w.
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Theorem B [3]. Let D be a strong digraph. Then Case B holds for D if and only
if D has a Hamiltonian circuit and there are at least two pairs of extremal vertices
in D.
Indeed, consider any maximal proper strong subdigraph Smax in D. Choose any
vertex w ∈ V (Smax) such that (w,win) is an arc in D. Consider any path γ from win
to w in D and the circuit γ˜ obtained by adding the arc (w,win) to γ . By Theorem
A, the circuit γ˜ includes all the vertices of Smax. Since Case B holds for D, any
other maximal proper strong subdigraph of D is contained in Smax and therefore is a
proper subdigraph of the strong digraph induced by V (γ˜ ). It is possible if and only
if V (γ˜ ) = V (D). In other words, γ˜ must be a Hamiltonian circuit in D. So, if Case
B holds for D, any path γ from win to w in D goes through all its vertices. This
means that the distance between the vertices win and w is one less than the order of
D. Since D has at least two maximal proper strong subdigraphs, there exist at least
two pairs of extremal vertices in D. In Section 4 we shall show that there is a one-
to-one correspondence between pairs of such vertices and maximal proper strong
subdigraphs of D.
Remark 1. If Case B holds for D, then the diameter of every strong subdigraph in
D is one less than its order, but it need not have a Hamiltonian circuit though the
original digraph D is Hamiltonian. In particular, Case B need not hold for maximal
proper strong subdigraphs of D.
3. Hamiltonian walks in extremal one-vertex-deleted subdigraphs
Let F be a function which is defined on the set of weighted digraphs. We shall say
that F is a strictly monotone function on strong digraphs if for any weighted digraph
D, it satisfies the following two conditions:
(1) F(S1) < F(S2) for any two strong subdigraphs S1 and S2 such that S1 is a proper
subdigraph of S2;
(2) F(D) = max{F(S) : S is a strong subdigraph of D}.
It is not difficult to show that the second condition allows us to obtain F from some
function f which is defined only on strong digraphs and satisfies the first condition.
In our paper we shall mainly deal with the case when f is the spectral radius (the Per-
ron root) of the adjacency matrix (see Sections 4 and 5). Another important example
of such a function f is the sum of the weights of the arcs and loops.
It is clear that the maximum in the definition of F(D) is attained on a maximal
strong subdigraph. Any such subdigraph is called a strong component. By definition,
if D is strong, then D is the only strong component of D. We say that a strong com-
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ponent Cext is extremal if F(Cext) = F(D). It is clear that if D is a strong digraph,
then Cext = D. We also say that a proper strong subdigraph Sext is extremal if
F(Sext) = max{F(S) : S is a proper strong subdigraph of D}.
It is clear that Sext is a maximal proper strong subdigraph. If D is a strong digraph,
then F(Sext) < F(D). So, only in this case there is a difference between Sext and
Cext.
By definition, a one-vertex-deleted subdigraph of D is a subdigraph whose order
is one less than that of D. So any such subdigraph has the form D − v, where the
sign “minus” means removing the vertex v together with all its incident arcs. We say
that a one-vertex-deleted subdigraph D − w is extremal if
F(D − w) = max
v∈V (D)
F (D − v).
Denote by Vext(D) the set of vertices w of D such that D − w is extremal. It is
clear that for any w ∈ Vext(D), we have F(D − w) = F(Sext). So, every extremal
strong component of D − w is an extremal proper strong subdigraph in D. Con-
versely, if Sext is any extremal proper strong subdigraph of D, then for any w ∈
V (Sext) the one-vertex-deleted subdigraph D − w is extremal and Sext is one of its
extremal strong components. So, the following statement holds.
Lemma 1. Let D be a weighted digraph and F be a strictly monotone function on
strong digraphs. Then D − w is extremal if and only if w belongs to V (Sext) for some
extremal proper strong subdigraph Sext of D.
Assume now that D is strong and some extremal one-vertex-deleted subdigraph
D − w contains at least two extremal strong components. Then they are both extre-
mal proper strong subdigraphs in D, their vertex-sets are disjoint and the vertex w
does not belong to either of them. This means that Case B holds for D, there are
at least three maximal proper strong subdigraphs in D, and at least two of them are
extremal. So we have the following proposition.
Proposition 1. Let D be a strong weighted digraph and F be a strictly monotone
function on strong digraphs. Then each of its extremal one-vertex-deleted subdi-
graphs has exactly one extremal strong component if and only if one of the following
conditions is satisfied:
(1) Case A holds for D;
(2) Case B holds for D and there exists exactly one extremal proper strong subdi-
graph in D;
(3) there exist two extremal proper strong subdigraphs Sext 1 and Sext 2 such that
V (Sext 1) ∩ V (Sext 2) = ∅ and V (Sext 1) ∪ V (Sext 2) = V (D).
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In particular, the statement of Proposition 1 holds if there are at most two pairs of
extremal vertices in D (see Theorem B).
Let r be the number of extremal proper strong subdigraphs in D. Consider the
complements V (Sext i ), where i = 1, . . . , r , of their vertex-sets in V (D). It is clear
that if two maximal proper strong subdigraphs have a common vertex, then the union
of their vertex-sets coincides with V (D). In other words, their complements are dis-
joint. This is also true if the third condition of the proposition holds. These facts
allow us to reformulate Proposition 1 in the following way.
Corollary 1. Let D be a strong weighted digraph and F be a strictly monotone
function on strong digraphs. Then each of its extremal one-vertex-deleted subdi-
graphs has exactly one extremal strong component if and only if either there is exactly
one extremal proper strong subdigraph in D or for any two extremal proper strong
subdigraphs their complements have no common vertex. In this case the vertex-sets
V (Sext i ), where i = 1, . . . , r, form a partition of the vertex-set Vext(D):
r⋃
i=1
V (Sext i ) = Vext(D) and V (Sext i ) ∩ V (Sext j ) = ∅ for i /= j. (1)
We remark that under the conditions of Corollary 1 the inequality r  3 is possi-
ble only if there is no pair of extremal vertices in D. Moreover, the inequality r  2
is possible only if there are at most two pairs of extremal vertices.
Assume now that Case B holds for D and w does not belong to an extremal proper
strong subdigraph of D. Then all the extremal proper strong subdigraphs in D are
extremal strong components of D − w. If w belongs to some extremal proper strong
subdigraph Sext i of D and r  2, then only Sext 1, . . . , Sext i−1, Sext i+1, . . . , Sext r
are extremal strong components of D − w. This implies the following statement.
Proposition 2. Let D be a strong weighted digraph and F be a strictly monotone
function on strong digraphs. Then each of its extremal one-vertex-deleted subdi-
graphs contains m  2 extremal strong components if and only if Case B holds for
D, there are exactly m+ 1 maximal proper strong subdigraphs in D, and they all
have the same F -value.
If the conditions of Proposition 2 hold, then r = m+ 1 and the vertex-sets of the
extremal proper strong subdigraphs form a partition of the vertex-set Vext(D) which
coincides with V (D) in this case:
r⋃
i=1
V (Sext i ) = V (D) and V (Sext i ) ∩ V (Sext j ) = ∅ for i /= j. (2)
By definition, a walk going through all the vertices of a digraph is called a Hamil-
tonian walk. It is not difficult to show that a digraph D is strong iff there is at least
one closed Hamiltonian walk in D. Of course, this does not imply that every one-
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vertex-deleted subdigraph D − v has a Hamiltonian walk. Nevertheless, the follow-
ing proposition holds.
Lemma C [3]. Let D be a strong digraph and Smax be any maximal proper strong
subdigraph of D. Then for any w ∈ V (Smax) the corresponding one-vertex-deleted
subdigraph D − w has a Hamiltonian walk.
Indeed, take the main Hamiltonian path γmax = w0, . . . , wk, . . . , wp in Smax and
any vertices v0 and vp in Smax such that both (v0, w0) and (wp, vp) are arcs in D. Let
γ be any Hamiltonian walk from vp to v0 in Smax (such a walk exists because Smax
is a strong digraph). Assume that w = wk. Then the walk wk+1, . . . , wp, γ,w0, . . . ,
wk−1 contains all the vertices of the one-vertex-deleted subdigraph D − w.
By Lemma C, if D is a strong weighted digraph, then every extremal one-ver-
tex-deleted subdigraph of D has a Hamiltonian walk. In some sense, the following
theorem refines this statement.
Theorem 1. Let D be a strong weighted digraph and F be a strictly monotone func-
tion on strong digraphs. Assume that all extremal one-vertex-deleted subdigraphs
of D have the same number m of extremal strong components. Then for any w ∈
Vext(D) there is a unique path γ = {wi}pi=0 going through w in D such that
(1) D − w0, . . . , D − wp are all extremal;
(2) any of Hamiltonian walks in D − w0 ends at an extremal strong component;
(3) any of Hamiltonian walks in D − wp starts at an extremal strong component;
(4) any of Hamiltonian walks in D − wi, where i = 1, . . . , p − 1, neither ends
nor starts at an extremal strong component.
Proof. First, assume that m = 1. By Corollary 1, any w ∈ Vext(D) belongs to ex-
actly one Sext and therefore the corresponding main Hamiltonian path γext = w0, . . . ,
wp in Sext can be taken as the path γ from the statement. Indeed, in this case the first
property is a direct consequence of Lemma 1. The second and third ones follow
from the fact that any arc from V (Sext) to V (Sext) goes into w0 and any arc from
V (Sext) to V (Sext) goes out from wp. Moreover, in order to show that the fourth
property also holds for γext, we must use the fact that there is no arc of the form
(wk,wd), where d > k + 1. This implies that any Hamiltonian walk in D − wi ,
where 1  i  p − 1, starts at some vertex from the set {wi+1, . . . , wp} and ends
at some vertex from the set {w0, . . . , wi−1}.
Assume now thatm  2. Then Case B holds and any maximal proper strong subd-
igraph of D is extremal. Let γ˜ = v0, . . . , vn−1, v0 be the unique Hamiltonian circuit
in D (see Theorem B). It is not difficult to show that if Case B holds for D, then each
of its strong subdigraphs is induced by the vertex-set {vd, . . . , vk} for some d and k 
d. Without loss of generality, we can assume that V (Sext i ) = {vdi , . . . , vki }, where
i = 1, . . . , r and d1 = 0, di+1 = ki + 1, and kr = n− 1. Let γ˜i = vdi , . . . , vki be
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the restriction of γ˜ to the vertex-set V (Sext i ). By (2), there is a unique extremal
proper strong subdigraph Sext i that contains a given vertex w. Repeating the above
arguments, it is not difficult to check that the statement of the theorem holds
for m  2 if the path γ coincides with γ˜i (in this case w0 = vdi , . . . , wp = vki ).
The theorem is proved. 
Remark 2. In the case m = 1, the statement of Theorem 1 gives another character-
ization of the main Hamiltonian path γext in Sext by means of Hamiltonian walks in
the corresponding one-vertex-deleted subdigraphs.
4. Positive Perron generalized eigenvectors for principal submatrices of
co-order one with the biggest Perron root
By definition, the Perron root λ(M) of a nonnegative matrix M coincides with its
spectral radius ρ(M). By the Perron theorem (see [4]), λ(M) is a nonnegative eigen-
value of M . Define the spectrum and the Perron root of the weighted digraph D(M)
as the spectrum and the Perron root of the matrix M , respectively. In Chapter 13 [4]
it is shown that λ(M)  λ(M ′) if both M ′ and M −M ′ are nonnegative matrices.
Moreover, this inequality is strict when M is irreducible and at least one entry of
M −M ′ is positive. Since the spectrum of D(M) is the union of spectra of its strong
components, the Perron root of D(M) is the maximum of their Perron roots. This
shows that the Perron root is a strictly monotone function on strong digraphs, and
therefore we can use the previous results here.
In the case when F is the Perron root, an extremal strong component is called
a Perron strong component. By Theorem 8.1 [5], the algebraic multiplicity of the
Perron root λ(M) is equal to the number of the Perron strong components in D(M).
By Rothblum’s index theorem (Theorem 3.1 [6]; see also Corollary 7.5 [5]), the
size of the largest Jordan block for the Perron root λ(M) is equal to the maximum
number of the Perron strong components of D(M) through which at least one path
goes. Thus, there is only one Jordan block for the Perron root λ(M) if and only if at
least one path goes through all the Perron strong components of D(M) (see Theorem
6.3 [5]). Of course, this condition is fulfilled if there is a Hamiltonian walk in the
digraph. So, the Perron root of every extremal one-vertex-deleted subdigraph of a
strong digraph has only one Jordan block. If its size is strictly greater than one, then
there are at least two Perron strong components in the extremal one-vertex-deleted
subdigraph and therefore Case B holds for the original digraph.
Before reformulating Case B in pure matrix terms, let us describe a connec-
tion between maximal proper strong subdigraphs and pairs of extremal vertices for
this case in detail. Assume that there are two vertices vˆ and wˆ in D(A) such that
d(vˆ, wˆ) = n− 1 and (wˆ, vˆ) is an arc ofD(A). Consider the unique path γ = {wi}n−1i=0
from vˆ to wˆ in D(A). Let k be the biggest number such that there is a path from wk
to w0 in D(A) that does not contain wn−1 and d be the smallest number such that
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there is a path from wn−1 to wd in D(A) that does not include w0. Then we have
two maximal proper strong subdigraphs in D(A): one of them is induced by the
vertex-set {w0, . . . , wk} and the other is induced by the vertex-set {wd, . . . , wn−1}.
Denote by D(A)− (wˆ, vˆ) the digraph obtained by deleting the arc (wˆ, vˆ) from
D(A). Assume that there is a path from wˆ to vˆ in D(A)− (wˆ, vˆ) (in other words,
D(A)− (wˆ, vˆ) is also strong). In this case we have k  d. In particular, this means
that wd, . . . , wk are common vertices of the two maximal proper strong subdigraphs
and therefore Case A holds for D(A).
Assume now that there is no path from wˆ to vˆ in the digraph D(A)− (wˆ, vˆ).
Then k < d and the two maximal proper strong subdigraphs described above have
no common vertex. This means that Case B holds for D(A). Let Smax be a maximal
proper strong subdigraph in D(A). We have seen above that if w ∈ V (Smax) and
(w,win) is an arc in D(A), then d(win, w) = n− 1. Since there is at most one vertex
at the distance n− 1 from a given vertex in any digraph of order n, w is the only
vertex in Smax such that (w,win) is an arc in D(A). Take now two vertices w and
v in D(A) such that d(v,w) = n− 1. It is clear that the vertices v and w cannot
belong to the same maximal proper strong subdigraph of D(A). Since Case B holds
for D(A), there exists a unique maximal proper strong subdigraph Smax that contains
w, and (w, v) is an arc of D(A). Thus, v is win for Smax. This gives us a one-to-one
correspondence between the maximal proper strong subdigraphs of D(A) and the
pairs of extremal vertices in D(A): any such pair taken in the reverse order forms
the only arc from Smax to win for some Smax. We note that v is also the first vertex of
the next maximal proper strong subdigraph of D(A). Thus, deleting all the arcs
(w, v) such that d(v,w) = n− 1 gives the disjoint union of all the maximal proper
strong subdigraphs of D(A).
Now we are in a position to translate the above results in pure matrix terms.
Assume that there are two vertices vˆ and wˆ in D(A) such that d(vˆ, wˆ) = n− 1,
and V (A) = {0, . . . , n− 1}. Then the Hamiltonian path γ = {wi}n−1i=0 from vˆ to wˆ
determines some permutation of the set {0, . . . , n− 1}. Let P be the corresponding
permutation matrix. Since there is no arc of the form (wk,wd), where d  k + 2, in
D(A), the matrix PAP−1 is a lower Hessenberg matrix with positive entries on the
superdiagonal. The entry in its left lower corner is positive iff (wn−1, w0) is an arc
in D(A) or, the same, D(A) is a Hamiltonian digraph. Thus, the diameter of D(A)
is one less than its order n and D(A) has a Hamiltonian circuit if and only if A is
permutationally similar to A˜ of the form

∗ + 0 0 . . . 0
∗ ∗ + 0 . . . 0









∗ ∗ ∗ ∗ . . . +




where + and ∗ denote positive and nonnegative entries, respectively.
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Let us introduce the matrix D˜ such that D˜(w, v) = A˜(w, v) if d(v,w) = n− 1,
and D˜(w, v) = 0 in the opposite case. Then A˜ admits the diametral decomposition
A˜ = D˜ + diag(A˜1, . . . , A˜s), where every block A˜i is an irreducible matrix and has
the form ()with + replaced by ∗ in the left lower corner (see Remark 1). The above
graph theoretic results show that Case B holds for D(A) iff s  2. In this case every
block A˜i corresponds to some maximal proper strong subdigraph Smax i of D(A). In
particular, condition (3) in Proposition 1 takes place iff s = 2 and λ(A˜1) = λ(A˜2).
By definition, the principal submatrix of co-order one A− w is obtained from A
by deleting the wth column and row. We say that A− w has the biggest Perron root
if
λ(A− w) = max
v∈V (A)
λ(A− v) ≡ λmax(A).
In particular, if Case B holds for D(A), then
λmax(A) = λmax(A˜) = max
i=1,...,s
λ(A˜i).
This means that every extremal (with respect to the Perron root) proper strong
subdigraph in D(A) corresponds to some block A˜i such that λ(A˜i) = λmax(A), and
the number of such blocks is equal to r which has been defined above as the number
of extremal (with respect to the Perron root) proper strong subdigraphs in D(A).
Define Vext(A) as the set of indices w such that A− w has the biggest Perron
root. The facts obtained above and Proposition 1 give our main result.
Theorem 2. Let A be an irreducible nonnegative matrix. Then for any w ∈ Vext(A),
only one Jordan block corresponds to λ(A− w) considered as an eigenvalue of A−
w. Its size is strictly greater than one for some w ∈ Vext(A) if and only if A is per-
mutationally similar to A˜ of the form () and in its diametral decomposition D˜ +
diag(A˜1, . . . , A˜s) we have s  3 and λ(A˜i) = λ(A˜j ) = λmax(A˜) for some i and j.
Remark 3. It is not difficult to show that if the distance between two vertices in
the digraph of a matrix is one less than its order n, then the degree of its minimal
polynomial is equal to n. This means that the minimal polynomial coincides with
the characteristic polynomial. In other words, any eigenvalue has exactly one Jor-
dan block in the Jordan form of the matrix. In this case at most two Jordan blocks
correspond to every eigenvalue of any principal submatrix of co-order one. If Case
B holds for D(A) and w is win for some Smax in D(A), then there exists a pair of
extremal vertices in D(A)− w and therefore any eigenvalue of A− w (not only its
Perron root) has exactly one Jordan block.
Let M be a nonnegative matrix and λ(M) be its Perron root. A vector ξ is called
a right Perron generalized eigenvector if (M − λ(M)E)hξ = 0 for some h  1. By
definition, the smallest such h is the height of ξ . In analogous way, a vector η is called
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a left Perron generalized eigenvector if η(M − λ(M)E)h = 0 for some h  1. It is
clear that the vector η is a right Perron generalized eigenvector for the transpose
matrix M: (M − λ(M)E)hη = 0.
We say that a vector is positive if each of its entries is positive. It is well known
(see [6]) that there is a right (left) positive Perron generalized eigenvector for M if
and only if for any vertex v of D(M) there is a path from v to a vertex of some
Perron strong component of D(M) (there is a path from a vertex of some Perron
strong component of D(M) to v). If there is a Hamiltonian walk in D(M), this
criterion takes the following form.
Proposition 3. Let M be a nonnegative matrix. Assume that there is a Hamiltonian
walk in the digraph D(M). Then M has a right (left) positive Perron generalized
eigenvector if and only if the Hamiltonian walk ends (starts) at a Perron strong
component of D(M).
Proposition 3 allows us to reformulate the statement of Theorem 1 for the case
when F is the Perron root in the following equivalent form.
Theorem 3. Let A be an irreducible nonnegative matrix. Assume that the size m
of the only Jordan block for the eigenvalue λ(A− w) of A− w does not depend on
w ∈ Vext(A). Then for any w ∈ Vext(A) there is a unique path γ = {wi}pi=0 going
through w in D(A) such that
(1) A− wi has the biggest Perron root for i = 0, . . . , p;
(2) A− w0 has a right positive Perron generalized eigenvector;
(3) A− wp has a left positive Perron generalized eigenvector;
(4) A− wi has neither a left nor a right positive Perron generalized eigenvector for
i = 1, . . . , p − 1.
The following lemma implies that the height of a right (left) positive Perron
generalized eigenvector in Theorem 3 is equal to m.
Lemma 2. Let M be a nonnegative matrix and m be the size of the largest Jor-
dan block corresponding to the Perron root λ(M). Assume that M has a right (left)
positive Perron generalized eigenvector. Then its height is equal to m.
Proof. It is clear that M is also a nonnegative matrix. By Rothblum’s theorem
(see [6]), there is a longest Jordan chain η1, . . . , ηm for λ(M) of M consisting of
nonnegative vectors. Suppose that there is a right positive Perron generalized eigen-
vector ξ of height h < m. Then the scalar product (ηm−h, ξ) is positive. On the other
hand,
(ηm−h, ξ) = ((M − λ(M)E)hηm, ξ) = (ηm, (M − λ(M)E)hξ) = 0.
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This contradiction shows that the height of every right positive Perron generalized
eigenvector of M is equal to m. The lemma is proved. 
Let Sext be any extremal (with respect to the Perron root) proper strong subdi-
graph in D(A). Take the corresponding vertices win and wout in D(A). Then A− win
(A− wout) has a right (left) positive Perron generalized eigenvector of height h 
r . If Case A holds for D(A), then h = 1. This remains true if Case B holds for
D(A) and there is exactly one extremal (with respect to the Perron root) proper
strong subdigraph in D(A). Adding an arc to a directed cycle shows that in this
case we can guarantee the existence of only one index w such that A− w has a
right positive Perron eigenvector (at the same time, the other principal submatrices
of co-order one can have a right positive Perron generalized eigenvector of height
h  2). If Case B holds for D(A) and r  2, then there are exactly r indices such that
the corresponding principal submatrices of co-order one have right positive Perron
generalized eigenvectors. By Lemma 2, their heights are equal to r − 1 or r .
Let m be an arbitrary natural number. Now we can describe an irreducible non-
negative matrix A none of whose principal submatrices of co-order one has a right
positive Perron generalized eigenvector of height h  m. Indeed, by Proposition
1, Case B holds for D(A) and r  m+ 1. If r  m+ 2, then for any w ∈ V (A),
the digraph D(A)− w has at least m+ 1 Perron strong components and therefore
A− w has no right positive Perron generalized eigenvector of height h  m (see
Lemma 2).
Assume now that Case B holds for D(A) and there are exactly m+ 1 extre-
mal proper strong subdigraphs in D(A). Let Sext 1 be any of them. Consider the
unique Hamiltonian circuit γ˜ = w0, . . . , wn−1, w0 in D(A). Without loss of gener-
ality, we can assume that V (Sext 1) = {w0, . . . , wk}, where 0  k  n−m− 1. Let
V (Sext 2) = {wd, . . . , wp}, where k < d  p  n− 1, be the next extremal proper
strong subdigraph of D(A) (so, we assume that there is no extremal proper strong
subdigraph induced by a subset of {wk+1, . . . , wd−1}). If d = k + 1 (in other words,
there is an arc from Sext 1 to Sext 2), then D(A)− wk+1 has exactly m Perron strong
components and the Hamiltonian walk γ˜ − wk+1 = wk+2, . . . , w0, . . . , wk in
D(A)− wk+1 ends at the Perron strong component Sext 1. Therefore, A− wk+1 has
a right positive Perron generalized eigenvector of height m. If d > k + 1 (in other
words, there is no arc from Sext 1 to Sext 2), then for w ∈ {wk+1, . . . , wd−1} the subd-
igraph D(A)− w has m+ 1 Perron strong components, and for w ∈ {wd, . . . , wp}
the Hamiltonian walk γ˜ − w does not end at a Perron strong component of D(A)−
w. In both of these cases A− w has no right positive Perron generalized eigenvector
of height h  m (see Proposition 3 and Lemma 2). So, we can say that there is no
index w in V (A) such that A− w has a right positive Perron generalized eigenvector
of height h  m if and only if Case B holds for D(A) and either r  m+ 2 or
r = m+ 1 and there is no arc between any two extremal (with respect to the Perron
root) proper strong subdigraphs in D(A). This statement admits a reformulation in
pure matrix terms.
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Theorem 4. Let A be an irreducible nonnegative matrix. Then there is no principal
submatrix of co-order one which has a right positive Perron generalized eigenvector
of height h  m if and only if A is permutationally similar to A˜ of the form () and
in its diametral decomposition either r  m+ 2 or r = m+ 1 and for any A˜i such
that λ(A˜i) = λmax(A˜), we have λ(A˜i−1) < λ(A˜i) and λ(A˜i+1) < λ(A˜i).
We also formulate the converse as a separate theorem. Its statement is close to
that of Proposition 1 in spirit.
Theorem 5. Let A be an irreducible nonnegative matrix. Then there is an index
w ∈ V (A) such that A− w has a right positive Perron generalized eigenvector of
heigth h  m if and only if one of the following conditions is satisfied:
(1) Case A holds for D(A);
(2) Case B holds for D(A) and there are at most m extremal (with respect to the
Perron root) proper strong subdigraphs in D(A);
(3) Case B holds for D(A), there are exactly m+ 1 extremal (with respect to the
Perron root) proper strong subdigraphs and there exists an arc between two of
them in D(A).
Remark 4. We recommend the reader to compare the third condition in Theorem
5 for the case m = 1 with that in Proposition 1 which is equivalent to the following
statement: Case B holds for D(A), there are exactly two extremal (with respect to the
Perron root) proper strong subdigraphs and there exist two arcs joining their vertices
in D(A).
Remark 5. If the conditions of Theorem 5 hold for A, then they hold for its trans-
pose A, too. So, they also guarantee the existence of a principal submatrix of
co-order one which has a left positive Perron generalized eigenvector of height
h  m.
5. Some classes of irreducible matrices all of whose principal submatrices
of co-order one with the biggest Perron root are also irreducible
In this section we shall see that there are many classes of strong digraphs all of
whose maximal proper strong subdigraphs are one-vertex-deleted. Since any extre-
mal proper strong subdigraph is maximal, the submatrix A− w is irreducible for any
w ∈ Vext(A) if D(A) belongs to one of such classes.
Let D be a strong digraph and Smax be any of its maximal proper strong subdi-
graphs. It is clear that there always exists a vertex v ∈ V (Smax) such that (v,win)
is an arc in D. But if card V (Smax)  2, then (win, v) is not an arc in D (see
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Theorem A). This fact shows that every maximal proper connected subgraph of a
connected undirected graph must be one-vertex-deleted.
Theorem 6. Let A be an irreducible symmetric matrix with nonnegative entries.
Then for any w ∈ Vext(A), the submatrix A− w is irreducible.
By definition, the out-degree of a vertex w of D is the number of arcs going out
from w in D (we do not count the possible loop (w,w) here). It is clear that the
out-degree of v in D(A) is equal to the number of nonzero nondiagonal entries in the
vth row of A.
Let γmax = {wi}pi=0 be the main Hamiltonian path in Smax. Assume that p > 1.
By Theorem A, in this case (w0, w1) is the only arc going out from win in D. So,
if the out-degree of every vertex w in D is greater than or equal to two, then the
inequality card V (Smax)  2 is impossible.
Theorem 7. Let A be an irreducible nonnegative matrix. Assume that each of its
rows (columns) has at least two positive nondiagonal entries. Then for any w ∈
Vext(A), the submatrix A− w is irreducible.
We see that there always exists an irreducible principal submatrix of co-order one
if the original matrix satisfies the conditions of Theorem 7. This fact was earlier
proved in [7]. Since there are at least two maximal proper strong subdigraphs in
a strong digraph D, it has at least two strong one-vertex-deleted subdigraphs if its
minimum out-degree k is strictly greater than one. In [3] it was conjectured that
there exist at least k strong one-vertex-deleted subdigraphs in such D. Therein this
conjecture was proved for k = 2, 3.
Assume now that there are two vertices v and w whose out-degrees are one less
than the order of D. Let γmax = {wi}pi=0 be the main Hamiltonian path in Smax.
Suppose that p  1. By Theorem A, if 0  i  p − 1, then only the arcs (wi, wi+1),
(wi, wi−1), . . . , (wi, w0) are possible. Thus, the out-degree of wi is not greater than
i + 1  p  n− 2. This inequality implies that at least one of v and w, say w, be-
longs to V (Smax) (the other vertex either coincides with wout or belongs to V (Smax),
too). Since the out-degree of w is one less than the order of D, we have that (w,wout)
is an arc in D. But this arc does not exist in D if card V (Smax)  2 (see Theorem
A). This contradiction shows that Smax must be one-vertex-deleted.
Theorem 8. Let A be an irreducible nonnegative matrix. Assume that for at least
two of its rows (columns), their nondiagonal entries are all positive. Then for any
w ∈ Vext(A), the submatrix A− w is irreducible.
In the sequel, we shall write M d> 0 if every nondiagonal entry of M is positive. It
is clear that the condition A+ A d> 0 means that D(A) is a semicomplete digraph:
S.V. Savchenko / Linear Algebra and its Applications 389 (2004) 1–22 17
for any two vertices v and w, at least one of the two possible arcs (v,w) and (w, v)
exists.
Lemma D [3]. Let D be a strong semicomplete digraph. Assume that there is a
maximal proper strong subdigraph Smax which is not one-vertex-deleted. Then card
V (Smax) = 2 and for any w ∈ V (Smax), the one-vertex-deleted subdigraph D − w
is strong.
Proof. Let γmax = {wi}pi=0 be the main Hamiltonian path in Smax. Assume that
p  2. Since D is a semicomplete digraph, at least one of the arcs (w,w1) and
(w1, w) belongs to D for any w ∈ V (Smax). On the other hand, both of these arcs
are forbidden by Theorem A. This contradiction shows that p = 1.
Let w be any vertex of Smax. It is clear that both Smax and Smax − w are semicom-
plete digraphs, too. It is well known (see [8]) that every semicomplete digraph has a
Hamiltonian path. Let γ = v0, . . . , vd be a Hamiltonian path in Smax − w. From the
definition of a semicomplete digraph and Theorem A it follows that for any vertex
v of V (Smax), there are arcs (v,win) and (wout, v) in D. In particular, (vd, win) and
(wout, v0) are arcs in D. Thus, γ,win, wout, v0 is a Hamiltonian circuit in D − w.
This means that D − w is strong. The lemma is proved. 
Now we are in a position to formulate the main result concerning matrices whose
digraphs are semicomplete.
Theorem 9. Let A be an irreducible nonnegative matrix such that A+ A d> 0.
Then either A− w is irreducible for every w ∈ Vext(A) or there exist exactly two
indices win and wout in Vext(A) such that A− win and A− wout are reducible. In
the last case all the other principal submatrices of co-order one of A are
irreducible.
The following lemma allows us to show that the second case in the statement of
Theorem 9 is possible.
Lemma 3. Let D˜ be a strong unweighted digraph and Smax be any maximal proper
strong subdigraph in D˜ which is not a single vertex without loop. Then one can
assign weights to the arcs of D˜ in such a way that Smax will be the only extremal
(with respect to the Perron root) proper strong subdigraph in the obtained weighted
digraph D.
Proof. Denote by λmax(Smax) the number max{λ(Smax − v) : v ∈ V (Smax)} (here
we consider Smax as an unweighted digraph). Since Smax is a strong digraph that is
not a single vertex without loop, we have δ = λ(Smax)− λmax(Smax) > 0. It is well
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known that the spectral radius is a continuous function with respect to any matrix
norm. Hence, we can choose weights of the arcs which do not belong to Smax so that
for the obtained weighted digraph D we have
λ(D − v) < λmax(Smax)+ δ/2 < λ(Smax) for any v ∈ V (Smax). (3)
In particular, the inequality λ(Smax) < λ(Smax) holds and therefore λ(D − w) =
λ(Smax) for any w ∈ V (Smax). Together with (3) this implies that Smax is the only
extremal (with respect to the Perron root) proper strong subdigraph in the weighted
digraph D. The lemma is proved. 
From Lemma 3 it follows that there is an irreducible nonnegative matrix A such
that A+ A d> 0 and only its principal submatrices of co-order one with the biggest
Perron root are reducible. So, the fact that D − w has the biggest Perron root does
not imply that D − w has the best connectivity properties among all the one-vertex-
deleted subdigraphs of D in the general case.
By definition, the in-degree of a vertex w of D is the number of arcs going into w
in D (we do not count the possible loop (w,w) here). It is clear that the in-degree of
v in D(A) is equal to the number of nonzero nondiagonal entries in the vth column
of A.
By definition, D is an Eulerian digraph if there is a closed walk in D going
through every arc in D exactly once. It is well known that a strong digraph D is
Eulerian iff the out-degree of every vertex w of D coincides with its in-degree. In
this case we shall denote both of these degrees by the same symbol dD(w). It is
clear that a directed cycle is the simplest example of an Eulerian digraph. In this case
dD(w) = 1 for every w ∈ V (D).
Theorem E [3]. Let D be an Eulerian digraph and Smax be any maximal proper
strong subdigraph of D which is not one-vertex-deleted. Then dD(w) = 1 for any
w ∈ V (Smax) and therefore the subdigraph Smax is a directed path. In particular, if
Case B holds for D, then D is a directed cycle.
Proof. Let γmax = {wi}pi=0 be the main Hamiltonian path in Smax. Assume that
p  1. By Theorem A, in this case (wp−1, wp) is the only arc going into wout in
D. In other words, dD(wout) = 1. Moreover, if dD(wk)  2 for some k, where 1 
k  p − 1, then (wk,wd) is an arc for some d < k. This means that dD(wd)  2.
Repeating these arguments, we obtain that dD(w0)  2. On the other hand, by The-
orem A, (w0, w1) is the only arc going out from win in D. This contradiction shows
that there is no vertex in Smax whose degree is strictly greater than one. The theorem
is proved. 
Theorem E and Proposition 1 allow us to reformulate Theorem 3 for the case
when D(A) is an Eulerian digraph in the following way.
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Theorem 10. Let A be an irreducible nonnegative matrix for which D(A) is an
Eulerian digraph that is not a directed cycle. Then for any w ∈ Vext(A) there is a
unique path γ = {wi}pi=0 going through w in D(A) such that
(1) A− wi has the same spectrum for i = 0, . . . , p;
(2) A− w0 has a right positive Perron eigenvector;
(3) A− wp has a left positive Perron eigenvector;
(4) A− wi has neither a left nor a right positive Perron eigenvector for i = 1, . . . ,
p − 1.
Consider now the case when all the one-vertex-deleted subdigraphs of a strong
weighted digraph D have the same F -value. Assume that Case A holds for D. Then
the maximal proper strong subdigraphs Smax 1, . . . , Smax s in D are all extremal and
the complements of their vertex-sets V (Smax 1), . . . , V (Smax s) form a partition of
V (D).
Let D˜max be the quotient digraph of D with respect to V (Smax 1), . . . , V (Smax s).
By definition, V (D˜max) = {w˜1, . . . , w˜s} and (w˜i , w˜j ) is an arc in D˜max iff there
is an arc from V (Smax i ) to V (Smax j ) in D (more precisely, there is an arc from
wout i to win j in D). It is clear that D˜max is a strong digraph. Moreover, D˜max − w˜i
is strong for any i = 1, . . . , s because D˜max − w˜i is the quotient digraph of Smax i
with respect to V (Smax 1), . . . , V (Smax i−1), V (Smax i+1), . . . , V (Smax s). In other
words, the digraph D˜max is 2-strongly connected. In particular, its minimum out-
degree and in-degree are both greater than or equal to two. This means that for any
maximal proper strong subdigraph Smax in D, there are at least two arcs going out
from V (Smax) to win and at least two arcs going out from wout to V (Smax). This fact
and Theorem E imply the following statement.
Proposition 4. LetD be an Eulerian weighted digraph and F be a strictly monotone
function on strong digraphs. Assume that all its one-vertex-deleted subdigraphs have
the same F -value. Then either they are all strong or D is a directed cycle.
In particular, if for an irreducible nonnegative matrixA satisfying the assumptions
of Theorem 10, all its principal submatrices of co-order one have the same Perron
root, then they are all irreducible. Of course, the same statement holds under the
conditions of any of Theorems 6, 7 and 8.
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Appendix A. One-vertex-deleted subgraphs of a connected graph and their
F -values
All the results of the appendix are simple consequences of the following lemma.
Lemma A.1. Let G be a connected weighted (undirected ) graph, v and w be any
two distinct vertices of G, and F be a strictly monotone function on connected
graphs. Assume that the vertex v does not belong to some extremal component Cext
of G− w. Then the F -value of G− v is strictly greater than that of G− w:
F(G− v) > F(G− w).
Proof. Since there are no edges of G joining vertices of different components of
G− w and the original graph G is connected, there is an edge from the vertex w to
some vertex of the extremal componentCext. This means that the subgraph S induced
by the vertex-set consisting of w and the vertices of Cext is connected. In this case
F(S) > F(Cext) and therefore F(S) > F(G− w). Moreover, S is a subgraph of
G− v and therefore F(G− v)  F(S). Thus, F(G− v) > F(G− w). The lemma
is proved. 
Remark A.1. For the directed case the statement of Lemma A.1 remains true if one
replaces the sign > by  in it.
Corollary A.1. Let G be a connected weighted graph. Then any extremal one-ver-
tex-deleted subgraph of G is connected.
Proof. Consider any extremal one-vertex-deleted subgraph G− w. Suppose that
G− w is not connected. In this case there is a vertex v /= w which does not belong
to some extremal component of G− w. By Lemma A.1, we have F(G− v) >
F(G− w). But this inequality contradicts the assumption that the one-vertex-
deleted subgraph G− w is extremal. So the one-vertex-deleted subgraph G− w
must be connected. The corollary is proved. 
Remark A.2. The statement of Corollary A.1 does not hold for an arbitrary strong
weighted digraph D. But if Vext(D) consists of the unique vertex w, then D − w is
strong.
If all the one-vertex-deleted subgraphs have the same F -value, then the original
connected weighted graphGmust be 2-connected. In particular, any connected walk-
regular graph (see the definition in [9]) is 2-connected.
We say that a one-vertex-deleted subgraph G− w has the smallest F -value if
F(G− w) = min
v∈V (G) F (G− v).
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The following consequence of Lemma A.1 concerns one-vertex-deleted subgraphs
with the smallest F -value.
Corollary A.2. Only one one-vertex-deleted subgraph of a connected weighted
graph G can have more than one extremal component. If such a subgraph exists,
then it is the unique one-vertex-deleted subgraph with the smallest F -value.
Proof. Assume that some one-vertex-deleted subgraph G− w has at least two ex-
tremal components. It is clear that none of vertices in G can belong to both of them.
Let v be any vertex of G different from w. Then there is an extremal component of
G− w that does not contain the vertex v. By Lemma A.1, we have F(G− v) >
F(G− w). Since the vertex v has been chosen arbitrarily, only G− w has the small-
est F -value. The existence of another one-vertex-deleted subgraph which contains
more than one extremal component leads to a contradiction with this fact. The cor-
ollary is proved. 
Remark A.3. If a one-vertex-deleted subdigraph of a strong weighted digraph D
has at least two extremal strong components, then its F -value is smallest but now
there are not any restrictions on the number of such one-vertex-deleted subdigraphs.
For the case when F is the Perron root, Corollary A.2 can be reformulated in the
following way.
Corollary A.3. Let A be an irreducible symmetric matrix with nonnegative entries.
Then there is at most one index w ∈ V (A) such that the Perron root λ(A− w) is not
a simple eigenvalue of A− w. If such an index w exists, then A− w is the unique
principal submatrix of co-order one with the smallest Perron root.
Remark A.4. A similar spectral result was obtained for the Laplacian matrix of
a connected weighted graph in [10] (the existence of the exceptional one-vertex-
deleted subgraph corresponds to Case B therein). However, our case is more general
and it cannot be reduced to that of the Laplacian matrix.
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