Abstract: Using a database of more than 1,300 firms from six countries in the MENA region, we study the impact of financial development on the relationship between trade credit on the one hand and bank credit access and firm-level characteristics, especially financial health, on the other hand. Trade credit use increases with the difficulty for gaining access to bank credit, and indicators of the quality of the firm's financial structure negatively influence the use of trade credit. Additional investigations tend to suggest that increased financial development significantly reduces the substitution relationship between trade credit and bank credit and more generally decreases the influence of most firm-level determinants for trade credit usage. These results are plausibly explained by a demand-driven story: when bank credit access gets increasingly difficult, or when financial health deteriorates, the demand for trade credit increases. Similarly, when financial development increases, firms have better access to bank credit, and impact of this variable (or financial health proxies) on the demand for trade credit becomes less or not significant.
Introduction
The financial crisis started in 2008 and the subsequent Great Recession of [2008] [2009] represent the most recent examples of the real effects of a systemic banking crisis. World GDP decreased by 1.3% while global trade collapsed by 20% in real terms following the sudden financial arrest, which froze global credit markets. Access to bank credit rapidly went increasingly difficult for firms, in a context where liquidity became extraordinarily scarce. This renewed the academic interest in trade credit, a preferential payment period granted by a supplier to its client or a loan granted by a firm to another one. Some very recent analyses suggest that, facing an unprecedented bank credit crunch, constrained firms switched to trade credit to finance their activity (see, in particular, GarciaAppendini and Montoriol-Garriga 2013, on a panel of US firms between mid-2005 and the end of 2010; Carbo-Valverde, Rodriguez-Fernandez, and Udell 2012, on a panel of over 40,000 Spanish firms from 1994 to 2008). Many previous articles also suggest that trade and bank credit are substitutes. Meltzer (1960) is one of the very first to put forward the theory that during periods of monetary restriction, companies replace bank credit by trade credit. Breig (1994) emphasizes that firms use trade credit more and more extensively as bank/company relationships become more distant. Petersen and Rajan (1997) and Carbo-Valverde, RodriguezFernandez, and Udell (2008) also relate the demand for trade credit with the difficulty of access to bank credit. Wilner (2000) and Cuñat (2007) put forward another explanation, whereby suppliers may provide liquidity to customers whenever they experience an idiosyncratic liquidity shock; therefore, trade credit acts as a safety valve substituting other types of loans. Following Biais and Gollier (1997) , Demirgüc-Kunt and Maksimovic (2001) observe that the trade credit offering is explained above all by an informational advantage among suppliers with regard to their clients, leading vendors to extend credit to buyers on terms that they would not be able to receive from financial intermediaries. Similarly, other researchers support the complementarity of trade and bank credit 1 (Cook 1999; Ono 2001) . In particular, Garcia-Appendini (2011) finds evidence of a certification role of trade credit: banks are more likely to lend to firms that have been granted trade credit by their suppliers and to firms that pay higher proportions of their trade credit debts on time.
Whether trade and bank credit are complements or substitutes is a recurring debate in the literature. This question is important, because the way firms can access external finance to fund their growth has crucial macro-implications. After Levine (2005) , Aghion (2008) surveys empirical evidence regarding the link between finance and growth and highlights that financial development has a positive and significant influence on economic growth, 2 probably because 1 Complementarity between bank and trade credits implies positive correlations between their variations or at least, that, the decrease in one (because of, for example, a more difficult access to bank credit) does not necessarily induce an increase in the other one (in that case, a more intensive use of trade credit).
2 The positive link between finance and economic growths is challenged in recent contributions (Arcand, Berkes, and Panizza 2012; Rousseau and Wachtel 2011) . But the level of financial development in countries of interest in our study is much lower than the threshold at which Arcand et al. (2012) find that financial development starts having a negative effect on growth.
financial development reduces the external financing constraints on firms. In this article, we precisely study the impact of financial development on the relationship between trade and bank credit relying on a sample of more than 1,300 firms from six Middle East and North Africa (MENA) countries: Algeria, Egypt, Lebanon, Morocco, Oman, and Syria. To our knowledge, no study has yet been devoted to MENA countries, which, however, provide an excellent field of coverage: the banking penetration rate (percentage of the population that have at least one bank account) is still low (around 30% on average) and the share of bank loans in the external financing of businesses barely exceeds 20%, even though the productive structure is characterized by a high proportion of financially constrained small and medium enterprises. Most MENA economies have fairly undeveloped financial systems and are still growing in terms of banking penetration. The World Bank's Investment Climate Survey confirms the difficulty of access to credit for firms in this area: the percentage of businesses with a bank loan was only 24% in 2009 (against 48% for firms in East Asia and Pacific countries, 44% for those in Eastern European and Central Asia countries, 45% for those in Latin America and the Caribbean, and 27% for those in South Asia). Our findings can be summarized as follows: at first sight, results show that the difficulty of gaining access to bank credit positively influences the use of trade credit and thus demonstrate the substitutability of bank credit and trade credit; similarly, the indicators of the quality of the firm's financial structure negatively influence the use of trade credit, emphasizing the utility of this form of credit for companies in precarious financial health. However, additional investigations tend to suggest that increased financial development significantly reduces (and can even make disappear) the substitution relationship between trade credit and bank credit and more generally decreases the influence of most firm-level determinants for trade credit usage.
The interpretation of these aggregate results presents a familiar identification issue in the trade credit literature: the observed trade credit is an equilibrium result of supply and demand. One does not know a priori if the difference in the use of trade credit could reflect the difference in demand or supply of trade credit. In their study of the effect of financial crisis on trade credit in six emerging economies, Love, Preve, and Sarria-Allende (2007) find that firms with weaker financial conditions are more likely to reduce trade credit after the crisis. They argue that the results are in favor of the supply-driven story, since it is quite unlikely that the decrease in demand for trade credit after the crisis would be related to a supplier's financial condition. Our own conclusions in this article reflect more a demand-driven phenomenon, as suggested by the results on our credit access variable: when bank credit access gets increasingly difficult, the use of trade credit also increases. Similarly, the signs on our two indicators of financial health are negative, implying that firms with higher cash flow or equity will use less trade credit. This is more in favor of a demand-driven story (firms trying to compensate bank credit with trade credit) than a supply-driven one, since one does not see why suppliers would spontaneously provide more trade credit, because bank credit is scarce, or because firms display a damaged financial health (the opposite link would be much more plausible). This also fits well with our main result regarding financial development: when the latter increases, firms have better access to bank credit, and impact of this variable on the demand for trade credit becomes less or not significant.
Our article is, therefore, related to the literature suggesting that both views (trade and bank credit substitutes vs trade and bank credit complements) can be reconciled when financial constraints (which are, all things equal, related negatively to financial development) are taken into account. Burkart and Ellingsen (2004) develop a contract model allowing bank and trade credit to be either complements or substitutes. Among others, an important finding is that the importance of trade credit compared to bank credit should be greater in less-developed credit markets, where creditor protection is often weaker, and firms are undercapitalized due to entrepreneurs' lack of wealth. In that sense, our results can be understood as an empirical test of this specific conclusion of their model. An important contribution of our article is, therefore, to provide micro-evidence of the impact of financial development on the bank/trade credit relationship.
Our results are also consistent with the few articles which have explored the link with financial development (see Breig 1994, who compares France and Germany; Fisman and Love 2003, who show that businesses use trade credit more extensively in countries with undeveloped banking systems; Ge and Qiu 2007, on China). More generally, our article expands the relatively small literature that have studied the importance of trade credit in emerging economies, in particular, the transition countries of Eastern and Central Europe (Coricelli 1996; Cook 1999; Berglöf and Bolton 2002; Hammes 2003; Delannay and Weill 2004) and those of Asia (Love, Preve, and Sarria-Allende 2007) and sub-Saharan Africa (Fafchamps, Pender, and Robinson 1995; Biggs, Raturi, and Srivastavac 2002; Isaksson 2002 ). 3 One should note that trade credit is a form of financing that is not specific to developing or emerging countries. It is a widespread source of short-term external financing in the United States and Europe. In fact, most empirical studies addressing this question focus on developed countries, often using data from the United States (Elliehausen and Wolken 1993; Rajan 1994, 1997; Nilsen 2002) or Europe (Crawford 1992a (Crawford , 1992b Breig 1994; Jegers 1996, 1999; Marotta 1997 Marotta , 2001 Wilson, Singleton, and Summers 1999; Wilson and Summers 2002) , and mainly highlighting problems of financial constraints, and advantages in terms of transaction costs or cash flow to explain the demand for trade credit.
In the next section, we present our database and the variables of interest, before discussing our general empirical methodology in Section 3. In Section 4, we study the robustness of our empirical specifications to various subsamples and estimation methods (especially, controlling for endogeneity). Section 5 presents our core results regarding the impact of financial development. Finally, Section 6 contains robustness checks, and Section 7 provides concluding remarks. period over six countries emerged as the best option to maximize the number of observations and the reliability of the results. Table 1 displays a few key indicators which allow assessing the representativeness of the six countries of our sample. Altogether, they represent on average 27% of MENA's GDP and almost half of its population. GDP per capita and, more importantly, ratio of private credit over GDP (our measure of financial development, cf. Section 2.2) display a significant heterogeneity, both within the sample and compared to MENA as a whole. Last but not least, there does not seem to be any major transformation of the financial system over the considered period: ratios of domestic credit over GDP stay most of the time in the same order of magnitude; significant increases are observed for Algeria and Syria, but financial development remains at very low levels (respectively, 16 and 22.5%). 8 Therefore, the results we are going to extract over the 1999-2004 period appear to be fully reliable and relevant.
To control for the potential influence of outliers, we restricted the sample to firms that had declared positive figures for turnover and assets and positive or null figures for debt and interest payments. We also excluded observations in the 1% from the upper and lower tails of the distribution in the regression variables. These cut-offs are aimed at eliminating extraordinary firm shocks or coding errors. At the end, we obtain a database of 1,314 private firms 9 for a maximum of 3,002 observations. All data collected in national currencies are converted into Euros (by means of annual exchange rates extracted from the International Financial Statistics (IFS)).
7 The location was missing, and more importantly, the industrial categories were very rough, causing matching problems with the rest of the database. 8 Qualitatively identical trends can be observed for banking intermediation (i.e. the ratio of domestic credit provided by banking sector over GDP) and financial market development (i.e. the ratio of market capitalization over GDP). More details on these additional financial indicators are available upon request to the authors. 9 There were very few state-owned companies in the initial database (hardly more than 1.5% of the total, or around 40 firms). It was, therefore, not possible to conduct a sound empirical analysis of this subsample. For this reason, we withdrew them from the database. 8,342.81 8,774.93 9,369.33 9,511.06 9,404.44 9,550.96 9,723.22 10,006.30 10,392.29 11,385.64 11,191.81 11,345 
Variables of interest
We want to explain the determinants of trade credit usage by the firms in our sample and to shed light on the relationship between bank and trade credits. The observed variable we use is the ratio of accounts payable over total assets 10 (or its binary counterpart, see below). The cross-country dimension of our database allows us to study the relationship between financial development and the use of trade credit, and especially to study how the level of financial development influences the nature of the relationship between trade credit and firm-level determinants. In this respect, the financial development indicator we choose (focusing on the financial intermediation aspect) is the ratio of credit to private sector to GDP. This indicator is the most frequently used in the literature.
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The surveys used did not provide any information about the volume of bank credit on the balance sheets of the firms surveyed (only the global debt of the firms). However, a qualitative variable was available about the difficulty of access to bank credit; this variable takes a value between 0 and 4 according to whether the answer to the question "Is access to bank loans an obstacle to business?" was "not at all, minor, moderate, major, or severe". Therefore, this variable records the respondent's opinion about accessing bank credit. Hence, concern may be raised regarding the subjectivity of this answer, which may not reflect properly the enterprise's productivity and its capacity to obtain finance. To tackle this issue, we compute the coefficients of correlation between our credit access variable and measures of productivity and financial strength directly observable by the respondent (namely, labor productivity, defined as the ratio of sales over the number of employees and firm's equity and cash flows). All three correlation coefficients are significant at the 5% level, and they highlight that reported credit access difficulty is positively related to productivity and negatively to equity and cash flows (see also descriptive statistics in Table 2 ). To sum up, the firms reporting a difficult access to bank credit are the most performing ones but also the ones with small internal finance, that is, all things equal, the firms crucially needing external finance for development purpose. Hence, these reported difficulties in accessing bank credit seem to reflect an objective need for it, and this variable provides a relevant measurement of the degree to which firms are constrained in their access to bank credit. , and third (Q3) quartiles of the distribution of the following variables: a binary indicator coded 1 if the firm owes accounts payable, 0 otherwise; the ratio of accounts payable over total assets; the presence in the capital city (a binary variable taking the value of 1 if the firm is based in the capital city, 0 otherwise; the age of the firm (the logarithm of age plus one), the size of the firm (the ratio of total sales over total assets); an indicator of labor productivity (the ratio of total sales over the number of employees); the stock to total assets ratio; the accounts receivable to total assets ratio; the ratio of cash flow over total assets; the ratio of shareholders' equity over total assets; a bank credit access indicator taking a value between 0 and 4 according to whether the answer to the question "Is access to bank loans an obstacle to business?" was "not at all, minor, moderate, major, or severe". The column "Difference" reports t-statistics for differences in the means of firm characteristics for firms without trade credit and those with trade credit. *** and ** represent significance at the 1 and 5% level, respectively.
If bank and trade credits are substitutable, this variable should, therefore, positively impact trade credit. Conversely, if bank and trade credits are complementary, this variable should negatively impact trade credit. Similar to other trade credit studies which also use firm-level data, we include the age of the firm (measured by the logarithm of age plus one), its size (represented by the ratio of total sales over total assets 12 ), and its presence in the capital city (a binary variable taking the value 1 if the firm is based in the capital city, 0 otherwise). 13 The literature also typically estimates models where the firm's behavior (generally, its investment choices) is a function of the firm's cash flow. A significant impact of cash flow is generally attributed to the imperfections of the financial markets, thus suggesting the presence of financial constraints.
14 We, therefore, use the ratio of cash flow over total assets, which can be interpreted as an indication of the volume of funds that can be mobilized on a very short-term basis by the firm. This indicator is widely used in the literature (see Kashyap, Stein, and Wilcox 1993) . Secondly, we use the ratio of shareholders' equity over total assets, which can be interpreted as the firm's capacity to absorb losses and is, thus, more an indicator of long-term financial soundness. Lastly, we also include two proxy variables for the volume of transactions, the stock to total assets ratio, and the accounts receivable to total assets ratio. Settling expected signs a priori is not an easy task for some variables, because of a well-known identification problem in the trade credit literature: the difference in the use of trade credit could reflect the difference in demand or supply of trade credit. Regarding the age, on the demand side, new companies have limited access to bank credit (owing to information asymmetry problems), and thus tend to seek more trade credit (see Udell 1995, 1998) . At the same time, on the supply side, older firms will also have greater chances to access trade credit (because of reputation effects). The ambiguity is identical for size: on the demand side, large companies enjoy a better (and/or) higher 12 Our results are robust to the use of alternative measures for firm size, such as the number (in natural logarithm) of employees or the logarithm of total sales. All results are available upon request to the authors. 13 See, among others, Delannay and Weill (2004) and Ge and Qiu (2007) . Hadlock and Pierce (2010) show that age and size are useful predictors of financial constraints, and more exogenous than the widely used balance-sheet variables. The presence in the capital city is actually another proxy for information research costs and information asymmetry issues: the firms based in the capital city are closer to a larger set of banks (especially in developing countries, where banks are very concentrated in the main cities) and should, therefore, have less difficult access to bank credit 14 See, among others, the survey by Hubbard (1998) .
Trade Credit, Bank Credit and Financial Development reputation and offer better guarantees, and so have an easier access to external financing and less need for trade credit Udell 1998, 2002; Delannay and Weill 2004; Ge and Qiu 2007) ; but for the very same reasons (reputation, better guarantees), suppliers may be inclined to provide more credit to these large companies, also granted with such a market power that is difficult to refuse them trade credit when they ask for it (Brennan, Macksimovic, and Zechner 1988; Mian and Smith 1992) . 15 The same line of reasoning applies to our proxies for financial health: an increase of cash flow or equity over assets can impact positively the supply of trade credit (trade credit suppliers are more confident of financially sound firms) or negatively the demand of trade credit (a better financial health decreases the need for financing through trade credit, and therefore the demand for this form of financing). Similarly, the location in the capital city may impact positively or negatively the use of trade credit: if there is a substitutability (resp. complementarity) relationship between bank and trade credits, then these firms should use less (resp. more) trade credit. In addition, there is another effect to take into account: firms located in the capital city are more likely to offer trade credit (Klapper and Randall 2010) . Regarding transactional variables, however, the prediction is pretty clear: inventories and special payment deadlines granted to clients both increase with the volume of transactions, positively influencing use of trade credit. Table 2 presents the descriptive statistics, first those on the total sample, then those on firms that do not use trade credit and lastly on those that do. Reported in the column "Difference", tests of means equality highlight the relevance of this division: t-statistics show that the null of equality is strongly rejected in all cases. The anecdotal evidence they show is interesting. Firstly, firms using trade credit are on average (slightly) older and bigger, consistently with supply-driven effects. They are also (much) more labor productive than firms which do not use trade credit. In financial terms, these firms also show much lower average cash flow and equity to assets ratios (respectively, 0.34 vs 5.12 and 0.47 vs 1.40) and state that they have much greater difficulty gaining access to bank credit than the others (2.76 vs 1.73). Appearing to be likely demand-driven (cf. below), these effects would seem to support the hypothesis of substitution between trade credit and bank credit which will be more formally tested in our econometric analysis.
Empirical setting 3.1 Baseline estimated model
We start by studying the impact of previously mentioned determinants on both the probability of owing trade credit and the volume of trade credit used relying on the two base specifications presented below. Besides, the combination of both equations will help us to identify potential selection problems, if any (see Section 3.2).
As the fact of owing trade credit is a discrete variable by definition equal to 0 or 1, the probit model is appropriate. Hence, we define (TC/Assets) bin i,t as a binary variable taking the value 1 if the firm owes trade credit, 0 otherwise. Using maximum likelihood, we estimate the probability of owing trade credit for firm i (belonging to sector k) during year t based on the following equation:
TC Assets
where ε i,t follows a normal distribution. The impact of the explanatory variables on the volume of trade credit owed is estimated by replacing the dependent variable in eq.
[1] by the ratio of accounts payable over total assets (TC/Assets) i,t . The estimated relationship is a standard linear equation which can be written as follows:
where D i corresponds to the firm's presence in the capital city, A i to its age, and S i,t to the ratio of total sales over total assets as a proxy for its size; T i,t is a vector containing the transaction variables (receivables to total assets and stock to total assets), whereas C i is the access to credit indicator. Ω i,t alternatively corresponds to one of the two variables representing the firm's financial health, cash flow/ total assets and equity/total assets. η k and θ t are dummy variables designed to capture unobservable characteristics at the sectoral 16 and time levels, respectively. Lastly, ν i is an i.i.d. random term designed to capture unobservable heterogeneity at the firm level. 17 This formulation offers continuity with the studies by Elliehausen and Wolken (1993) and Wilson and Summers (2002) and is very similar to other empirical work on the subject (see Delannay and Weill 2004; Ge and Qiu 2007) . Note that the presence in the capital city is not provided for firms in Algeria and Oman; age and the ratio of cash flow over assets are also unavailable for Syria and a significant number of Egyptian firms. Since we need all six countries of the database to provide a sound answer to our key concern (i.e. the impact of financial development on the bank/trade credit relationship), the estimates implying financial development will be performed on a specification without age and the presence in the capital city in the right-hand side variables. Preliminary regressions will show that estimates on other explanatory variables are robust to different specifications and subsamples.
Econometric issues
The empirical specifications that we selected contain several explanatory variables which were entered identically for all the years at our disposal: presence in the capital city, age of the firm, and access to credit. These variables are, thus, time-invariant. Additionally, the unobserved individual heterogeneity at the firm level raises the problem of the choice between fixed and random effects. The first choice raises a problem of perfect multicollinearity with the time-invariant regressors and is anyway impossible to implement in the context of eq. [1] . 18 The choice of a random effect probit circumvents this problem, but proved to be unreliable again in eq.
[1]. 19 We, therefore, decided to estimate eq.
[1] mainly with a pooled probit including year-and sector-level dummies; a robustness check based on Generalized Least Squares (GLS) with firm-level random effects, controlling for unobservable heterogeneity at the firm level, is also performed. Likewise, eq.
[2] is estimated using GLS with firm-level random effects. The possibility of an endogeneity issue coming from a simultaneity bias between the dependent variable and some right-hand side variables is an important potential problem. The exogeneity of age and presence in the city is not in doubt. Similarly, our measure of access to bank credit is a response to a survey question and not the amount of bank credit in a firm's balance sheet. This qualitative measure of financial constraints is much less subject to endogeneity problems compared to other common used measures in the literature like bank debt on firm's balance sheet. 20 However, the hypothesis of reverse causality for the size, transaction, and financial structure should not be neglected. The use of trade credit and the amount of sales, stocks, trade credit granted, and indicators of financial health are likely to be simultaneously driven by common shocks. Empirical literature uses Instrumental Variables (IV) techniques to solve the endogeneity bias, using mostly lags of regressors as instruments. Finding instruments that are both exogenous and sufficiently correlated with the endogenous regressors can, however, prove to be a difficult task. We believe that our database contains sufficient information to overcome these problems. We decide to opt for a set of instruments mixing second-order lags of continuous regressors, Rajan and Zingales (1998) sectoral financial dependence indicator interacted with the level of financial development at the national level and a dummy indicating if the manager of the firm is also its main shareholder. Considering the short panel we have, the second lags of current period regressors appear as sufficiently far in the past to be truly exogenous to the dependent variable and still strongly correlated to the potentially endogenous regressors. The two additional instruments we use were selected for the strong influence they have on the financial structure. Strongly correlated with financial constraints (Rajan and Zingales 1998) , the dependence on external finance at the sectoral level interacted with financial development at the country level is per se exogenous to firm-level behavior. Indeed, these indicators are computed using data on all publicly traded U.S. companies. Rajan and Zingales (1998) have pointed out that the United States have one of the most advanced and sophisticated financial systems, so that the values for US firms reflect the technology-specific component of external finance needs, or what can be called the finance content of an industry. It is likely that measuring these indices in the MENA countries context would lead to different values, reflecting the fact that 20 We thank one referee for bringing this point to our attention. In unreported estimates (available upon request), we did instrument the credit access variable with the same set of instruments than other regressors (second lags of continuous regressors, sectoral financial dependence*financial development and a dummy indicating if the manager of the firm is also the main shareholder, see below). In most cases, this led to smaller Durbin-Wu-Hausman statistics and higher p-values, indicating an even greater impossibility of rejecting the null of exogeneity. Therefore, the diagnostics regarding endogeneity reported in the article must be considered as rather strict and careful.
Trade Credit, Bank Credit and Financial Development firms organize production differently in a credit-constrained environment. Thus, such measures would be endogenous to financial development in these countries, whereas measures based on US firms' data appear by construction exogenous in this respect.
Regarding the ownership of the firm by its manager, entrepreneurial firms (where entrepreneur and manager is actually the same person) are not monitored by external investors and are not constrained by disclosure obligations. In this perspective, these firms are more prone to undertake risky projects (DeLoof and Jegers 1999) and should be more credit constrained. Once again, it is very unlikely that this variable should be concerned by reverse causality from the dependent variable, since the use of trade credit has no reason to influence the ownership structure of the firm. To sum up, we have all the reasons to believe that our instruments are theoretically valid.
Since we want to ensure that our results are free from any simultaneity bias, we, therefore, perform IV estimation, relying on IV probit for eq.
[1] and twostage least squares (2SLS) for eq. [2]. More precisely, we have three to four firststage equations, depending on the specification, where sales over assets, stock over assets, accounts receivable over assets, cash flow over assets, and equity over assets are alternatively the dependent variables, regressed on the other right-hand side variables (included instruments) and on the set of (excluded) instruments described above. As our sample contains 2 or 3 years per firm, both IV probit and 2SLS are, therefore, performed over a single year. 21 We also check the robustness of our baseline estimates to another source of endogeneity, namely, a potential selection bias regarding the volume of trade credit used, due to a factor that would be absent from our estimation. Indeed, some firms may, all things being equal, use more trade credit due to a specific characteristic. For the above-mentioned reasons, one can easily think of the sectoral financial dependence interacted with financial development as a selection variable: firms in more financially dependent sectors may need, all things equal, more trade credit; symmetrically, when financial development increases, firms in more financially dependent sectors have a better access to bank credit, needing less trade credit. Both phenomena should influence the probability of having trade credit, but not the total amount. For similar reasons, the fact that the manager is also the firm's main shareholder that may similarly create a problem of non-random sampling: because they are more prone to undertake 21 As an additional robustness check for the endogeneity of the credit access variable in eq.
[2], we also implemented a treatment effects model for studying the effect of an endogenous treatment (here, the credit access) on another endogenous continuous variable (the volume of trade credit owed). Results are qualitatively identical to the ones presented here. risky projects (DeLoof and Jegers 1999), these firms should be more constrained in their access to bank credit. All things equal, their probability of relying on trade credit should be higher, but not necessarily their amount of trade credit payables over assets.
In both cases, the problem can be solved by a two-step Heckman procedure, using these two variables (namely, "sectoral financial dependence Â private credit/GDP" and a dummy variable taking the value 1 if the manager of the firm is also its main shareholder, 0 otherwise) as selection variables, one after the other. On the statistical side, these variables display the necessary features of selection variables (cf. Wooldridge 2002; see Table 5 ): they influence only the selection equation (i.e. the probability of owing trade credit (eq. [1]) and not the equation of interest (i.e. the volume of trade credit owed (eq. [2]).
Besides, the structure of our data confronts us with the problem of error clustering. As well as the usual White correction for heteroskedasticity, we also correct for the correlation of errors within firms using the Froot (1989) correction.
Finally, to check for potential multicollinearity among regressors, we compute the Variance Inflation Factor (VIF) for each regressor. The VIF shows how the presence of multicollinearity inflates estimator variance. The larger the VIF value, the more collinear the variables will be. A common rule is to consider a VIF exceeding 10 as an indicator of high collinearity of the considered variable (Gujarati 2004) . For all our variables, the VIF is, on average, 1.58, confirming that our variables do not have any multicollinearity problems.
4 On the determinants of the use of trade credit 4.1 Credit access, financial structure, and trade credit: baseline estimates Table 3 presents the results of the baseline estimations of eq.
[1], that is, the impact of firm-specific control variables (presence in the capital city, age, and size), and transaction, quality of financial structure, and access to credit variables on the probability of owing trade credit. Columns (a)-(d) show the results without using our financial variables; columns (e), (f), and (i) use the first financial proxy, that is the ratio of cash flows over total assets; columns (g), (h), and (j) contain the estimations using the second proxy, that is, the ratio of equity over total assets. Reported coefficients on columns (a)-(h) are estimated Table 3 : Credit access, financial structure, and the probability of using trade credit. the capital city (a binary variable taking the value of 1 if the firm is based in the capital city, 0 otherwise); the age of the firm (the logarithm of age plus one), the size of the firm (the ratio of total sales over total assets); the stock to total assets ratio; the accounts receivable to total assets ratio; a bank credit access indicator taking a value between 0 and 4 according to whether the answer to the question "Is access to bank loans an obstacle to business?" was "not at all, minor, moderate, major, or severe". Columns (a)-(d) show the results without using our financial variables; columns (e), (f), and (i) use the first financial health proxy, that is, the ratio of cash flows over total assets; columns (g), (h), and (j) contain the estimations using the second proxy, that is, the ratio of equity over total assets. Specifications without capital city (columns (a), (c), (e), and (g) and age ((a), (b), and (e)) are also estimated. All estimations include year and sector dummies. Cluster-robust standard errors in parentheses. Intercept not reported. Froot (1989) correction for firm-level cluster correlation. Time-varying regressors instrumented with second-order lags, a dummy variable taking the value 1 when the manager of the firm is also the main shareholder and sectoral financial dependence (cf. Rajan and Zingales, 1998) Â financial development (private credit/GDP) for computing overidentifying and exogeneity statistics in columns (a) and (d) to (h). The Amemiya-Lee-Newey statistic is distributed as Chi-square with degrees of freedom equal to the number of other identifying restrictions (=number of instruments minus the number of regressors), under the null that the instruments are valid. The Wald statistic is distributed as Chi-square with degrees of freedom equal to the number of regressors tested, under the null hypothesis of exogeneity. Significance levels: *10, **5, and ***1%.
Trade Credit, Bank Credit and Financial Development using maximum likelihood and are marginal effects computed at means for continuous regressors. Columns (i) and (j) report GLS-random effect estimates. Finally, specifications without capital city (columns (a), (c), (e), and (g)) and age ((a), (b), and (e)) are also estimated. Estimates on other variables remain identical or very close in all cases, showing that our results are robust to sample variations.
22
Estimated coefficients display signs that are fully consistent with the hypothesis of substitutability between bank and trade credits: the more difficult the credit access, the higher the probability of using trade credit. Besides, coefficients on our financial-structure quality indicators are negative and significant in all estimations. This reflects the fact that firms with higher cash flow or equity will use less trade credit. Both results seem to reflect a demand-driven phenomenon: when bank credit access gets increasingly difficult, or when financial health deteriorates, firms try to compensate the lack of internal (cash flow or equity) or external (bank credit) finance with trade credit. Additionally, firms located in the capital city have a lower probability of using trade credit. Size does not seem to play a significant role, whereas the supply-side reputation effect (positive impact of age) seems to dominate for accessing trade credit. Only one of the two transaction variables has a significant influence: unlike the stock to assets variable, the ratio of receivables to assets has a significant and positive influence on the use of trade credit. One of the most decisive factors in the use of trade credit is also quite simply the fact that firms are themselves also trade creditors (the measured marginal effect is by far the highest). Table 4 shows the results on the volume of trade credit used, that is, for eq. [2]. Columns (a)-(d) present the results without using our financial proxies; columns (e)-(h) add the ratio of cash flow over assets, and columns (i)-(l) present the ratio of equity over assets. Columns (b), (f), and (j) include the presence in the capital city, and columns (c), (g), and (k) include the age. Regarding reverse causality concerns, columns (d), (h), and (l) present 2SLS estimates, which will be commented on the next subsection.
These estimates display very similar features with the ones described above. It can be noted that effects are qualitatively identical for the capital city, credit access, and financial health variables, confirming both the substitutability relationship between bank and trade credits and the relevance of a demand-side story in understanding these effects. Similarities are also very strong concerning the transaction variables: only the receivables to assets ratio has a robustly significant and positive impact, even stronger than for eq. [1]. 
, and (l): All coefficients estimates are 2SLS estimates. In all estimations, the dependent variable is the ratio of accounts payable over total assets. Right-hand side variables include: the presence in the capital city (a binary variable taking the value of 1 if the firm is based in the capital city, 0 otherwise); the age of the firm (the logarithm of age plus one), the size of the firm (the ratio of total sales over total assets); the stock to total assets ratio; the accounts receivable to total assets ratio; a bank credit access indicator taking a value between 0 and 4 according to whether the answer to the question "Is access to bank loans an obstacle to business?" was "not at all, minor, moderate, major, or severe". Columns (a)-(d) present the results without using our financial proxies; columns (e)-(h) add the ratio of cash flow over total assets, and columns (i)-(l) the ratio of shareholders' equity over total assets. Columns (b), (f), and (j) include the presence in the capital city, and columns (c), (g), and (k) include the age. All estimations include sector dummies. Cluster-robust standard errors in parentheses. Intercept not reported. Froot (1989) correction for firm-level cluster correlation. Time-varying regressors instrumented with second-order lags, a dummy variable taking the value 1 when the manager of the firm is also the main shareholder and sectoral financial dependence (cf. Rajan and Zingales 1998) Â financial development (private credit/GDP) for computing overidentifying and exogeneity statistics in columns (d), (h), and (l). Therefore, 2SLS are estimated over a single year and firms' individual effects cannot enter the estimation. The Hansen statistic is distributed as Chi-square with degrees of freedom equal to the number of other identifying restrictions (¼number of instruments minus the number of regressors), under the null that the instruments are valid. The Kleibergen-Paap F-statistic for weak instrumentation with critical values based on a 5, 10, and 20% 2SLS bias at the 5% significance level (see Stock and Yogo, 2005) . The Durbin-WuHausman statistic is distributed as Chi-square with degrees of freedom equal to the number of regressors tested, under the null hypothesis of exogeneity. Significance levels: *10, **5, and ***1%.
However, the age of the firm does now negatively influence the volume of trade credit used, with a weak significance, however. This can be interpreted from the demand side: older companies suffer less financial constraints and have easier access to other forms of external finance, and therefore need less trade credit. Besides, whereas it was previously not significant, the size of the firm now significantly and positively impacts the use of trade credit. The interpretation in terms of demand-or supply-driven effects is not straightforward, but the result may be a consistent with supply-driven story: suppliers are more prone to grant trade credit to bigger companies, which enjoy a better reputation and have more collateral to offer as security.
Robustness to endogeneity (simultaneity and selection bias)
For both equations, endogeneity concerns were tackled using IV. Several standard tests of statistical robustness are reported in columns (a), (d), (e) (f), (g), and (h) in Table 3 , and in columns (d), (h), and (l) in Table 4 , with diagnostics on the specification tested in each considered column. We systematically check the validity of our instruments by testing the null hypothesis that the overidentifying restrictions are valid, using the Amemiya-Lee-Newey statistic for eq.
[1] and the heteroskedastic and clustering robust Hansen's J-statistic for eq.
[2]. In all cases, test statistics are largely insignificant, indicating that the orthogonality of our instruments and the error terms cannot be rejected, and thus that our choice of instruments is appropriate in this respect. We also report the F-stat form of the Kleibergen-Paap statistic, the heteroskedastic and clustering robust version of the Cragg-Donald statistic suggested by Stock and Yogo (2005) as a test for weak instruments. All statistics are situated above the 5% critical value, confirming that our set of instruments is not afflicted by the weak instrument problem. Turning to exogeneity concerns, both Wald (eq.
[1]) and Durbin-WuHausman (eq.
[2]) tests cannot reject the null of exogeneity in almost all specifications, casting some doubts on the possibility of reverse causality in the data at hand. Actually, the only specification raising concerns is eq.
[1] when including the ratio of equity over assets. We do not consider this as a major concern, since results are not qualitatively affected for this specification when using alternative estimators, based on predetermined values for instance (see Table 11 in Section 6.3). Under these circumstances, it seems highly debatable to rely only on IV estimates, since they are less efficient than standard estimates (cf. Pagan 1984) . Based on standard pooled probit and GLS estimations in order Columns (c), (f), (i), and (l) display the estimates of eq.
[2] including the (inverse of) Mills Ratio. The latter is systematically non-significant when the selection variable is the dummy "manager ¼ main shareholder" and is significant in one specification over two (the one including the cash flow over assets ratio) when the selection variable is the sectoral financial dependence interacted with financial development. This result is not robust on the enlarged subsample including the equity over assets ratio. Evidence in favor of selection (conditionally to the exclusion restrictions) appears, therefore, rather weak, confirming that the estimations previously shown are reliable in that respect.
On the impact of financial development 24
So far, our results have shown that better financial health tended to reduce the use of trade credit, while the latter increased with the difficulty of access to bank 23 Estimates were performed on complete specifications in order to minimize the possibility of an additional omitted variable bias, in a context where firm-level effects cannot be implemented. Results on specifications without the presence in capital city and age were not reported for the sake of space, but remain available upon request to the authors. They are qualitatively identical to those herein. 24 As previously indicated, the estimates implying financial development are performed on a specification without age and the presence in the capital city in the right-hand side variables in order to ensure that our analysis involves all six countries of the sample. We checked that our results remained robust when adding the presence in the capital city and the age of the firm. This check is available upon request to the authors. (c), (e), (f), (h), (i), (k), and (l): the dependent variable is the ratio of accounts payable over total assets; estimations are based on ordinary least squares. Right-hand side variables include: the presence in the capital city (a binary variable taking the value of 1 if the firm is based in the capital city, 0 otherwise); the age of the firm (the logarithm of age plus one), the size of the firm (the ratio of total sales over total assets); the stock to total assets ratio; the accounts receivable to total assets ratio; a bank credit access indicator taking a value between 0 and 4 according to whether the answer to the question "Is access to bank loans an obstacle to business?" was "not at all, minor, moderate, major, or severe". Columns (a)-(c) and (g)-(i) also include the ratio of cash flow over total assets, and columns (d)-(f) and (j)-(l) add the ratio of shareholders' equity over total assets. Columns (a), (b), (d), and (e) include also in the RHS the sectoral financial dependence (cf. Rajan and Zingales 1998) Â financial development (private credit/GDP). Columns (g), (h), (j), and (h) include in the RHS a dummy variable taking the value 1 when the manager of the firm is also the main shareholder. Columns (c), (f), (i), and (1) add in the RHS the inverse of Mills ratio computed from the first step probit estimates of columns (a), (d), (g), and (j). All estimations include year and sector dummies. Cluster-robust standard errors in parentheses. Intercept not reported. Froot (1989) correction for firm-level cluster correlation. Significance levels: *10, **5, and ***1%.
credit. In this context, a reduction in financial constraints at national level, for example by raising the level of financial development, should reduce the role of financial health and the difficulty of access to bank credit in terms of its determination. In order to assess the relevance and importance of these effects, Table 6 presents estimations from eq. [2] including alternatively country dummies (columns (c) and (e)) and financial development (columns (a), (b), (d), and (f)), 25 and interaction terms between this indicator and the size (columns (b) and (c)), credit access (all columns), and financial health variables (cash flow over assets in columns (d) and (e) and equity over assets in columns (f) and (g)).
Financial development significantly reduces the use of trade credit. Several other results appear to be particularly interesting: the positive influence of difficulty of access to credit on the use of trade credit is no longer significant when financial development is introduced among the explanatory variables. Nor is it significant when access to bank credit is interacted with financial development. We also observe that the interacted terms between our indicators of financial health and financial development (positive and significant) give an interesting insight: they mean that firms with better financial health use relatively more trade credit when financial development is higher.
We took the analysis further by splitting the sample around the median of financial development and formally testing the equality of coefficients over the two subsamples (one "high", above the financial development median, and the other "low", below this same median).
26 Columns (a)-(d) focus on the basic specification, columns (e) and (f) include the cash flow over assets ratio, and columns (g) and (h) add the equity over assets ratio. Tests of equality strongly reject in almost all cases, both for the equation as a whole and for our variables of interest, the null of equality. On the whole, it appears that most variables have a weaker influence in more financially developed countries (i.e. in the subsample above the financial development median) than in less financially developed one (i.e. the subsample below the financial development median): the ratio of stock over assets, the size (sales over assets) and interestingly, both proxies for financial health have much stronger quantitative impact in the lower part of the sample. Interestingly, this is also true for the difficulty of access to bank credit for specifications in columns Notes: All coefficients estimates are GLS estimates with firm-level random effects and year dummies. In all estimations, the dependent variable is the ratio of accounts payable over total assets. Right-hand side variables include: the size of the firm (the ratio of total sales over total assets); the stock to total assets ratio; the accounts receivable to total assets ratio; a bank credit access indicator taking a value between 0 and 4 according to whether the answer to the question "Is access to bank loans an obstacle to business?" was "not at all, minor, moderate, major, or severe"; the ratio of cash flow over total assets in columns (d) and (e); the ratio of shareholders' equity over total assets in columns (f) and (g). Interacted terms are also included in columns (b), (c), (d), (e), (f), and (g) between the credit access, the ratios of cash flow and equity over assets on the one hand, and the ratio of total credit granted to private sector over GDP on the other hand. The latter is also included as an explanatory variable in columns (a), (b), (d), and (f); alternatively, country dummies are included in columns (c), (e), and (g). Robust standard errors in parentheses. Intercept not reported. Froot (1989) correction for firm-level cluster correlation. Significance levels: *10, **5, and ***1%.
(c)/(d) and (e)/(f). The only exception is the impact of the receivables to assets ratio, which is quantitatively more important for countries with a high level of financial development. All these results are confirmed and strengthened by a further splitting of the sample around the quartiles of financial development. Table 8 presents the results for these subsamples: columns (a), (d), and (g) for the highest quartile; columns (b), (e), and (h) on the intermediate quartiles;
27 and columns (c), (f), and (i) for the lowest quartile. Once again, Chi-square statistics for equality of coefficients are provided for the all model and main coefficients of interest: in columns (a), (d), and (g), the null tested is the equality of the coefficients estimated on the highest quartile with those estimated on the intermediary and lowest quartiles; in columns (c), (f), and (i), the null tested is the equality of the coefficients estimated on the lowest quartile with those estimated on the intermediary and highest quartiles. The null of global equality is rejected in all cases but one.
The results are consistent with the ones presented in Table 7 . In a nutshell, they confirm that the impact on trade credit of firm-level specific characteristics including size, stock over assets, and financial health indicators substantially decreases when financial development is high enough (i.e. over the subsample of observations located in the highest quartile of financial development). This is also true for the bank credit access indicator, which is never significant anymore in the highest quartile of financial development. Therefore, the result already perceptible in columns (c), (d), (e), and (f) in Table 7 is fully confirmed: the difficulty for accessing bank credit has a significant influence on the volume of trade credit used among firms in the less financially developed countries, but this influence is no longer significant with regard to usage of trade credit among firms in more financially developed markets. This comes down to saying that trade credit substitutes bank credit when the level of financial development is low, but that this substitutability relationship no longer holds when financial development is higher.
Put together, the results reported in Tables 6-8 support the idea that heterogeneity in terms of level of financial development has a significant impact on the relationship between bank credit access and trade credit, and more generally on most other determinants of trade credit use, especially financial health variables. Once again, the only exception is the impact of the receivables to assets ratio, which is slightly more important for countries with a high level of financial development. These findings can consistently be interpreted through a Notes: All coefficients estimates are GLS estimates with firm-level random effects and year dummies. In all estimations, the dependent variable is the ratio of accounts payable over total assets. Right-hand side variables include: the size of the firm (the ratio of total sales over total assets); the stock to total assets ratio; the accounts receivable to total assets ratio; a bank credit access indicator taking a value between 0 and 4 according to whether the answer to the question "Is access to bank loans an obstacle to business?" was "not at all, minor, moderate, major, or severe"; the ratio of cash flow over total assets (columns (e) and (f)); the ratio of shareholders' equity over total assets (columns (g) and (h)). Robust standard errors in parentheses. Intercept not reported. Froot (1989) correction for firm-level cluster correlation. High and Low mean, respectively, above and below the median of the sample in terms of financial development. Tests of equality of coefficients are based on Chi-squared statistics with the number of degrees of freedom equal to the number of parameters tested, that is, 5/6 (when including our proxies for financial health) for global equality tests, and 1 for single-coefficient tests. Significance levels: *10, **5, and ***1%. Notes: All coefficients estimates are GLS estimates with firm-level random effects and year dummies. In all estimations, the dependent variable is the ratio of accounts payable over total assets. Right-hand side variables include: the size of the firm (the ratio of total sales over total assets); the stock to total assets ratio; the accounts receivable to total assets ratio; a bank credit access indicator taking a value between 0 and 4 according to whether the answer to the question "Is access to bank loans an obstacle to business?" was "not at all, minor, moderate, major, or severe"; the ratio of cash flow over total assets (columns (d), (e), and (f)); the ratio of shareholders' equity over total assets (columns (g), (h), and (i)). Robust standard errors in parentheses. Intercept not reported. Froot (1989) correction for firm-level cluster correlation.
Highest and Lowest mean that estimations have been performed over subsamples of firms belonging, respectively, to the highest and lowest quartiles in terms of financial development.
Intermediate means that estimates have been performed over the subsample of the firm belonging to the second and third quartiles of financial development.
Tests of equality of coefficients are based on Chi-square statistics with the number of degrees of freedom equal to the number of parameters tested, that is, 5/6 when including our proxies for financial health for global equality tests, and 1 for single-coefficient tests. Columns (a), (d), and (g): H0: the coefficients estimated on the highest quartile are equal to those estimated on the intermediary and lowest quartiles; columns (c), (f), and (i): H0: the coefficients estimated on the lowest quartile are equal to those estimated on the intermediary and highest quartiles. Significance levels: *10, **5, and ***1%.
demand-side story: when financial development increases, firms have better access to bank credit, and the impact of this variable on the demand for trade credit becomes less or not significant. The same applies to financial health indicators: when financial development is low, the level of cash flow or equity matters decisively for the demand of trade credit; when financial development increases, the size of the impact substantially decreases or even disappears. This may mean that trade credit acts less as a safety valve for firms in an environment where bank credit is more abundant and becomes more driven by other determinants. However, it is beyond the scope of this article (and the possibilities provided by the data) to tell what they are exactly, even if the consistent high significance of the receivables over assets ratio could indicate that trade relationships themselves keep being an important determinant of trade credit use.
Our results fit well with the literature connecting the (complementarity/ substitution) relationship to financial constraints and financial development on emerging markets (see Fisman and Love 2003, who show that businesses use trade credit more extensively in countries with undeveloped banking systems; 1994; and Ge and Qiu 2007, who draw similar conclusions on a panel of Chinese firms). On the theoretical side, our main findings validate the prediction by Burkart and Ellingsen (2004) that trade credit is more prevalent in lessdeveloped credit markets.
6 Robustness analysis 6.1 Alternative specification for the credit assess indicator
In Table 9 , we check that our results on our key variable, namely the bank credit access, is robust to a more flexible specification, by replacing the index by four dummies, taking the value 1 if access to bank credit was reported as, respectively, a minor, moderate, major, or severe obstacle to business, 0 otherwise. Columns (a)-(e) report marginal effects computed at means for continuous regressors from a pooled probit estimation of eq. [1]; columns (f)-(j) display the GLS estimates with firm-level random effects of eq. [2].
Whatever the sample or the specification (eq.
[1] or eq.
[2]) considered, our results remain qualitatively almost identical, both for other variables and for the dummies for access to credit: the relationship for all four dummies is clearly positive and significant in almost all cases. Besides, no robust non-linear relationship emerges for the four credit access dummies. A U-shaped relationship may be observed in some specifications, but standard tests (available upon : the dependent variable is the ratio of accounts payable over total assets; all coefficients estimates are GLS estimates with firm-level random effects. All estimations include year and sector dummies. Right-hand side variables include in all specifications the size of the firm (the ratio of total sales over total assets); the stock to total assets ratio; the accounts receivable to total assets ratio; a dummy variable taking the value 1 if access to bank credit was reported as a minor obstacle to business, 0 otherwise; a dummy variable taking the value 1 if access to bank credit was reported as a moderate obstacle to business, 0 otherwise; a dummy variable taking the value 1 if access to bank credit was reported as a major obstacle to business, 0 otherwise; a dummy variable taking the value 1 if access to bank credit was reported as a severe obstacle to business, 0 otherwise. In columns (b)- (e) and (g)-(j) is also included the age; columns (c)-(e) and columns (h)-(j) add the presence in the capital city. The ratio of cash flow over total assets is added in columns (d) and (i), and the ratio of shareholders' equity over total assets appears in columns (e) and (j). Cluster-robust standard errors in parentheses. Intercept not reported. Froot (1989) correction for firm-level cluster correlation. Significance levels: *10, **5, and ***1%. Table 10 report estimates (marginal effects computed at means for continuous regressors) for the modified version of eq. [1], and columns (d)-(h) display the results for the modified version of eq. [2]; in both cases, the ratio of receivables over assets has obviously disappeared from the righthand side variables. All our main results are robust to this change, except for the positive relationship between the difficulty for accessing bank credit and net trade credit, that is, the substitution relationship between bank credit and trade credit, which does not appear significant anymore in the linear specification (eq.
[2]). Financial health indicators remain significant for both the volume of trade credit and the probability of owing trade credit; no major change appears for other variables, which are significant most of the time -age has now a negative impact in both models.
In order to be completely consistent, however, one would need to compare two net debts and, therefore, to include in the regression the net bank debt of the firm, that is, her bank debt minus her deposits. But, we have no information in the WBES on firms' bank debts or deposits. Our main research question revolves around the relationship between trade and bank credit, and not their net balances. Results presented in Table 10 should, therefore, be interpreted carefully.
Alternative test for endogeneity
As an alternative methodology for addressing endogeneity issues, we performed an additional set of estimations relying on predetermined values for access to effects; in columns (f) and (h), all estimates rely on the within-fixed effects estimator. All estimations include year and sector dummies, except in columns (f) and (h) for the latter. Right-hand side variables include in all specifications: the size of the firm (the ratio of total sales over total assets); the stock to total assets ratio. The presence in the capital city, the age of the firm and the bank credit access indicator appear in all columns but (f) and (h), because they are subsumed in the fixed effects. The ratio of cash flow over total assets is included in columns (b), (e) and (f), and the ratio of shareholders' equity over total assets appears in columns (c), (g) and (h). Cluster-robust standard errors in parentheses. Intercept not reported. Froot (1989) correction for firm-level cluster correlation. Significance levels: *10, **5 and ***1%.
Trade Credit, Bank Credit and Financial Development Notes: Columns (a)-(e): The dependent variable is a binary indicator coded 1 if the firm owes accounts payable, 0 otherwise; all coefficients estimates are maximum likelihood estimates of a pooled probit model. Marginal effects computed at means for continuous regressors. Columns (f)-(j): the dependent variable is the ratio of accounts payable over total assets; all coefficients estimates are GLS estimates with firm-level random effects. All estimations include year and sector dummies. Right-hand side variables include, in all estimations: the size of the firm (the ratio of total sales over total assets) set to its value available at the first year for each firm-country; the stock to total assets ratio set to its value available at the first year for each firm-country; the accounts receivable to total assets ratio set to its value available at the first year for each firm-country; a bank credit access indicator taking a value between 0 and 4 according to whether the answer to the question "Is access to bank loans an obstacle to business?" was "not at all, minor, moderate, major, or severe". In columns (b)-(e) and (g)-(j) is also included the age; columns (c)-(e) and columns (h)-(j) add the presence in the capital city. The ratio of cash flow over total assets set to its value available at the first year for each firm-country is added in columns (d) and (i); the ratio of shareholders' equity over total assets set to its value available at the first year for each firm-country appears in columns (e) and (j). Cluster-robust standard errors in parentheses. Intercept not reported. Froot (1989) correction for firm-level cluster correlation. Significance levels: *10, **5, and ***1%.
Trade Credit, Bank Credit and Financial Development bank credit along the lines of Love, Preve, and Sarria-Allende (2007) or Duchin, Oguzhan, and Berk (2010) . Both eqs [1] and [2] were estimated again, setting all balance-sheet variables to their value at the first year available for each firmcountry. Table 11 reports these estimates. Columns (a)-(e) report marginal effects computed at means for continuous regressors from a pooled probit estimation of eq.
[1]; columns (f)-(j) display the GLS estimates with firm-level random effects of eq. [2]. Main results are qualitatively unchanged, except for the cash flow over assets ratio, with a compromised significance. If anything, the impact of age and of the ratio of receivables over assets appears less robust for the linear specification.
Conclusions
Using a cross-country firm-level database based on the World Bank's Investment Climate Survey, we studied the impact of financial development on the traditional determinants of trade credit usage at the firm level in six countries from the MENA region. Our results initially support the substitutability of bank credit and trade credit; similarly, the indicators of the quality of the firm's financial structure negatively influence the use of trade credit, emphasizing the utility of this form of credit for companies in precarious financial health. However, additional investigations tend to suggest that increased financial development significantly reduces (and can even make disappear) the substitution relationship between trade credit and bank credit and more generally decreases the influence of most firm-level determinants for trade credit usage. This provides micro-evidence on the impact of financial development on the bank/trade credit relationship and hence empirical support to the theoretical result of Burkart and Ellingsen (2004) , who show that trade credit is more prevalent in less-developed credit markets. Moreover, the findings show that the phenomenon of trade credit is demand-driven: when bank credit access gets increasingly difficult, or when financial health deteriorates, the use of trade credit also increases. This is more in favor of a demand-driven story (firms trying to compensate bank credit, or a bad financial health, with trade credit) than a supply-driven one (it is unlikely that suppliers would grant by their own will more trade credit to credit-constrained firms). This also fits well with our key result regarding financial development: when the latter increases, firms have better access to bank credit, and the impact of this variable on the demand for trade credit becomes less or not significant. Similar results arise for our financial health indicators, with a much less clear impact on trade credit use when financial development is high.
