[1] Since the implementation of the international controls on ozone-depleting chemicals, an important focus in studies of stratospheric ozone has been on the detection of a turnaround in the downward trend. The usual statistical assumption of a piecewise linear representation of the trend does not account for the chemistry involved. Because the actual change is not expected to be piecewise linear, we model the trend using results from a University of Illinois at Urbana-Champaign two-dimensional (UIUC 2-D) chemical transport model of the global atmosphere. As part of the analysis, ozone observations are considered in the spectral domain using a cohesive data set from the SBUV-SBUV/2 satellite system at northern midlatitudes. In this study we find that the new model is better at capturing the long-range correlation of the data than assuming a linear trend. We also compare several statistical trend models, based either on a regression on a linear trend or on the Effective Equivalent Stratospheric Chlorine (EESC). Including a constant halocarbon emissions run of the UIUC 2-D model in the regression, the controlled EESC approach shows the best fit. The smallest future data length necessary to detect a recovery with a certain probability is obtained in this latter case. 
Introduction
[2] The control measures agreed upon internationally in the Montreal Protocol were enforced to trigger a recovery of stratospheric ozone by reducing stratospheric chlorine and bromine. This turning point in ozone is estimated to have begun as early as in the late 1990's according to nine twodimensional (2-D) models used in the latest international assessment [World Meteorological Organization (WMO), 2003] . The recovery rate depends on chemical, dynamical and radiative processes and the assumed emissions of halocarbons and other gases. In the past, trends have been estimated based on various observational data sources [e.g., Fioletov et al., 2002] . Their statistical inference was addressed by, e.g., Tiao et al. [1990] , Weatherhead et al. [1998 Weatherhead et al. [ , 2000 , and Reinsel et al. [2002] . The so-called ''hockey stick'' model used for deriving a piecewise linear trend with a turnaround, usually chosen in January 1996, is fitted using a linear regression on surrogates for the solar flux, the Quasi Biennial Oscillation (QBO) and the amount of aerosols in the atmosphere.
[3] Instead of fitting a linear trend to the total column ozone time series, we use an analysis of the changes in ozone over the same time period based on outputs from the University of Illinois 2-D (UIUC 2-D) chemical transport model (see, e.g., Wuebbles et al. [2001] for a description of the model). Jackman et al. [1996] and Solomon et al. [1996] also addressed the issue of comparing observed ozone trends and model derived trends, but without statistically checking the model's ability to explain the trend. More recently, nine 2-D models participated in an assessment of past ozone changes, including comparison of the statistically derived trends with observations [WMO, 2003, section 4.5.3.4] . Note that Hadjinicolaou et al. [2002] and Chipperfield [2003] examined the long-term ozone variations using respectively simple and full ozone chemistry 3-D chemistry transport models. They found that the 3-D models are able to adequately reproduce the observed temporal features because they are forced by meteorological analysis constructed from observations. Here we statistically test the ability of the UIUC 2-D model to capture the anthropogenic induced trend. We subtract out from the measurements either the UIUC 2-D calculated trend or an assumed piecewise linear trend, and compute the power spectrum for low frequencies. The study is made on data sets that are deseasonalized and corrected for solar activity, QBO and stratospheric aerosols.
[4] In a second part of the paper, we estimate the relationship between the variation in total column ozone and the levels of chlorine and bromine in the atmosphere. Various studies, including WMO [1995 WMO [ , 1999 WMO [ , 2003 ], Prather and Watson [1990] , and Daniel et al. [1995] have used the so-called Equivalent Effective Stratospheric Chlorine (EESC) as a surrogate for the amount of ozonedepleting chemicals. The EESC is computed according to observed and predicted emissions. We break down the ozone trend into a natural variation provided by the UIUC 2-D model run which is driven by the solar and volcanic forcings with constant emissions and an anthropogenic trend associated with the EESC. Accordingly, future emissions scenarios are easier to associate with a response in ozone. Furthermore, we measure an improvement in the overall fit to the data using the information given by the UIUC 2-D model for the natural variation.
UIUC 2-D Chemical Transport Model
[5] The UIUC two-dimensional chemical radiative transport model is a zonally averaged model of the chemistry and physics of the global atmosphere. The model is often used to study human related and natural forcings on the troposphere and stratosphere, but, because it is zonally averaged, the analysis of tropospheric processes is limited. The model determines the atmospheric distributions of 78 chemically active atmospheric trace constituents. The model domain extends from pole to pole and from the ground to 84 km. A grid element in the model represents 5 degrees of latitude and 1.5 km in log-pressure altitude. In addition to 56 photolytic reactions, the model incorporates 161 thermal reactions in the chemical mechanism, including heterogeneous reactions [see, e.g., Wuebbles et al., 2001; Wei et al., 2001] . Reaction rates and photolysis cross sections in the model are based on recommendations from NASA's Chemical Kinetics Review Panel [e.g., DeMore et al., 1997; Sander et al., 2000] .
[6] The transport of chemical species is accomplished through advection, turbulent eddy transport, and convection. Transport of species in the model is self-consistently calculated using the predicted model ozone (and other radiatively important species) and seasonally varying climatological temperatures (based on NCEP analyses). Model transport fields are evaluated by combining the zonal mean momentum equation and the thermodynamic equation into a form that, along with the thermal wind equation, yields a second-order Poisson diagnostic equation for the residual mean meridional stream function. The right hand side of the stream function equation includes the net heating rate term and all wave forcings. The net heating rate is calculated knowing the temperature and chemical species distributions and includes latent heating. Planetary waves for wave numbers 1 and 2 are included. Stratospheric values of K yy are calculated using the planetary wave dissipation rate and vorticity for both wave number 1 and 2. Values of K zz due to gravity waves are evaluated. Larger diffusion coefficients are assigned to the troposphere to mimic fast tropospheric mixing. The model uses a seasonally varying tropospheric K yy . Convective transport in the model is based on the climatology of Langner et al. [1990] .
[7] The latest version of the UIUC 2D model, labeled the 2002 version, has some key improvements incorporated in it. All of the upgraded components of this version are briefly described in Table 1 . Major upgrades to the solution technique of residual mean meridional circulation (RMMC) and the treatments of atmospheric dynamics were made through better representation of the effects of planetary waves and a more accurate method for determining the RMMC. The treatment of planetary waves with wave numbers 1 and 2 have been updated with better data-based boundary topography and boundary winds. Latent heating and the sensible heat flux are specified based on more physically meaningful analyses. An accurate and fast longwave radiation code for the height of surface to 60 km is adopted in the radiation part of the model. The improvements in the treatment of the infrared radiation and RMMC solution technique are discussed by Choi and Youn [2001] . The zonally averaged temperature and wind fields are specified based on 6 year climatology of the U.K. Met Office (UKMO) reanalysis data. In addition, background diffusion coefficients, which cannot be explicitly obtained in the model, are also tuned for the ''leaky pipe'' model and the model barrier between tropics, midlatitudes, and polar regions.
[8] In the current version of the model the chemistry has been updated according to the NASA recommendations [Sander et al., 2000] . This particularly affects the nitrogen oxide chemistry, the N 2 O 5 and ClONO 2 hydrolysis and several HOCl and HCl reactions. HOBr and HOCl cross sections and the O 3 photolysis quantum yields are updated as well.
[9] All of these changes in the model have resulted in the improved representation of the distributions of age of air (see Figure 1) , which means better model transport in the ''age of air concept'' [Hall and Plumb, 1994; Hall et al., 1999] . The upgraded components make the model mean age distribution closer to the observed features described by Park et al. [1999] . Older mean ages in the higher latitudes and altitudes than those by Park et al. [1999] are seen and thought to be closer to the observed age of air. For example, around 23-25 km the mean age of the current model in the polar regions is larger than the previous versions, which shows the improved performance of the current model in the vicinity.
[10] While not presented in this paper, the vertical trends show the decrease with altitude (the double peak) found in the observations [e.g., see WMO, 2003, Figure 4 -30] , and compares extremely well with the upper stratosphere decrease. We did not concentrate on that because, unlike total ozone, we do not have the data to clearly define the global trends in the vertical distribution of ozone across the full range of altitudes of interest.
[11] The model describes the response to the solar flux, but does not account for the Arctic Oscillation nor for the QBO. Figure 2 shows the deviations between 30°N and 60°N (area corrected) of total column ozone for the SBUV data set (see section 3). The procedure for the trend retrieval was the so-called Locally Weighted Scatterplot Smoothing (LOESS) technique [see Cleveland et al., 1990] . In WMO [2003, Figure 4 .33] for northern midlatitudes, a seasonal pattern is removed and four passes of a 13 month running mean were used to smooth the data, and the LOESS procedure is very similar, but we were able to display data from 1980 instead of 1981 with the aforementioned four passes. The model obviously does a good job at replicating the long-term behavior of the satellite data. Figure 2 The results of SNU AGCM (Seoul National University AGCM) are adopted. It is more physical than those from the previous crude parameterization because the algorithm used in the AGCM contains full physical processes in sophisticated manner. [1974] , Matsuno [1995] , Kim [1999] UKMO meteorological fields
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The zonally averaged monthly mean climatologies of wind ( U ) and temperature (T) field from 6 years of UKMO reanalysis data are used in the model through Fourier time interpolation. Figure 1. Improved representation of the distributions of age of air for the UIUC 2-D model. displayed for illustration purposes. Indeed, in the following sections, we will look at data which were not smoothed in order to examine precisely the month-to-month variability. One should be careful when examining this type of figure because of the amount of smoothing and the strong dependence on the 1980 values which might not be well measured or modeled.
[12] For the studies here to evaluate how well the UIUC 2-D chemical transport model can represent observed trends in stratospheric ozone, we have included as inputs to the model (1) the solar middle and near-ultraviolet radiation (200 to 400 nm) data from 1970 to 2002 (as updated by J. L. Lean (personal communication, 2003) , based on earlier analyses by Lean et al. [1997] ); (2) the surface mixing ratios from [WMO, 2003] for all relevant source gases (e.g., halocarbons, methane, nitrous oxide, carbon monoxide) but updated using recent data from Climate Monitoring and Diagnostics Laboratory (CMDL, using data on http:// www.cmdl.noaa.gov); (3) stratospheric aerosol surface area densities derived from extinction measurements by Stratospheric Aerosol and Gas Experiment (SAGE) II from 1981 to 2002 (as updated by L. W. Thomason (personal communication, 2003) , based on earlier analyses by Thomason et al. [1997] ); and (4) tropospheric and stratospheric temperature data from 1980 to 2002 based on a combination of analyses for 1000 hPa to 10 hPa based on the National Center for Environmental Prediction/National Center for Atmospheric Research (NCEP/NCAR; http://dss.ucar.edu/ pub/reanalysis) reanalysis, and the data from 10 hPa to 0.5 hPa based on NOAA Climate Predict Center (CPC (A. J. Miller, personal communication, 2003) ) analyses.
Data Set
[13] Covering the period ranging from January 1979 to December 2001, the observed data set we use for ozone is a calibrated data set, composed of data sources from multiple satellites. It has have been averaged over month, longitude, and binned into 10°latitude bands , forming so-called monthly zonal means. The observations are from the Solar Backscatter Ultraviolet Ozone Sensors (SBUV and SBUV/2). The overlaps between the satellites have been used to estimate their relative biases and adjust all the data sets to the NOAA-9 SBUV/2 as the standard. We examine four latitudinal bands: 50°-60°N, 40°-50°N, 30°-40°N, 20°-30°N. Three or four months are missing for those bands, and values based on simple linear interpolations were imputed. In comparison to the Total Ozone Mapping Spectrometer (TOMS) zonal averages data set, based on several satellites as well, the SBUV-SBUV/2 data set has no major gaps. There were no TOMS measurements for parts of 1993 and 1994, for the whole year of 1995, and the first half of 1996. Fioletov et al. [2002] examined six data sets of monthly average zonal means of total column ozone, including ground-based measurements, and estimated past variations and trends. These analyses clearly demon- strate problems with ground-based measurements, including that they are inhomogeneous in terms of local ozone ''climatology'' due to the locations (especially longitude), their calibration, the type of instrument used (e.g., Dobson and Brewer instruments, filter ozonemeters), and an unclear systematic bias.
[14] Figure 3 displays a comparison of the monthly SBUV-SBUV/2 measurements and UIUC 2-D outputs. There is a time lag of 15 days between the two data sets. Furthermore, we noticed that the seasonal cycle is not perfectly represented in the model, so a raw shift of 1.5 month lag was performed. The seasonal cycle correction could be improved, and some research is in progress to address this issue. However, our point in this paper is to look for long-term trend assessment, and therefore we used this simple correction.
[15] We carry out a linear regression on monthly indicators, the f10.7 solar flux, the 50 hPa equatorial Quasi Biennial Oscillation (QBO) lagged six months, and a surrogate for volcanic activity: the optical thickness (Northern Hemisphere average, as in http://www.giss.nasa.gov/ data/strataer). This type of correction has been used in past studies [e.g., Weatherhead et al., 1998 Weatherhead et al., , 2000 Reinsel, 2002] and optical thickness has been used in trend analyses of Umkehr ozone data [Reinsel, 2002] . We regress the UIUC 2-D simulations on the same regressors. We restricted the time period to December 1999, since the optical thickness data were only available until this date. Table 2 shows the regression coefficients of those corrections. Since the QBO was not taken into account by the UIUC 2-D model, the coefficients are logically not significant.
[16] In former statistical trend assessments [e.g., Weatherhead et al., 1998 Weatherhead et al., , 2000 Reinsel, 2002] , a piecewise linear trend was estimated from the data, with an arbitrary (but scientifically meaningful) turnaround occurring in T 0 = January 1996. Note that the turnaround is actually very smooth, so that the detection of a recovery is not very sensitive to the starting date. Corrected total column ozone is denoted by O(t). Denoting by t the monthly index, let X 1t = t/12 and
Figure 3. Monthly measurements from SBUV/2 (black) and UIUC 2-D model outputs (green) for 50°-60°N, January 1979 to December 1999. [17] Then the statistical model for the trend is of the form
X 1t is the linear trend before 1996, X 2t is the linear recovery contrasted with X 1t , and w 1 and a 1 are the associated rates. The noise N t is AR(1), i.e., N t = rN tÀ1 + t where ( t ) is a sequence of independent identically distributed Normal random variables (white noise) with common variance s 2 . This choice of an AR(1) noise is made because the monthly data measurements show a strong positive autocorrelation due to unexplained largescale dynamical circulation processes. The AR(1) fit for the residuals has been shown to be satisfactory [e.g., Tiao et al., 1990; Weatherhead et al., 1998 Weatherhead et al., , 2000 Reinsel, 2002] . Fioletov and Shepherd [2003] precisely studied the monthly autocorrelations, showing that they vary by season, and some modeling improvement is to be expected from their findings.
[18] Figure 4 shows for 50°-60°N the monthly corrected data, the fitted piecewise linear trend, and the monthly corrected UIUC 2-D outputs. The atmospheric model clearly follows more closely the natural variation of the data. While the year-to-year fluctuations are smaller, the UIUC 2-D simulations seem to accurately capture the evolution of total column ozone. The observed decrease in ozone after 1997 is likely because of the use of observed temperatures. The optical thickness coefficient used for aerosol correction is mostly significant across latitude, but the patterns of the residuals after this correction may indicate that the relation between total column ozone and optical thickness is not linear.
A Study in the Spectral Domain
[19] To judge how well the model captures the longterm evolution of the total column ozone, we estimate the following power spectra: the power spectrum of the measurements, the power spectrum of the difference measurements minus the UIUC 2-D model trend, and the power spectrum of the difference measurements minus a piecewise linear trend. In Figure 5 , one can see how subtracting out the UIUC 2-D model from the data decreases the power magnitude at low frequency more than subtracting out the piecewise linear trend, except for 50°-60°N at very low frequency (about 0.2 cycles/yr or about a 5 year period) where the power is slightly higher for the difference with the UIUC 2-D model. However, as we will see in section 6, the long-term trend assessment either by fitting a piecewise linear trend or by using the UIUC 2-D model is not a direct function of the very low frequency power diminution. Except for 50°-60°N at very low frequency, the UIUC 2-D model does better up to about 0.5 cycles/yr, or about a 2 year period. Furthermore, for 40°-50°N and 50°-60°N, the UIUC 2-D model reduces some relatively high frequency variations (around 1 cycles/yr) more than the linear trend does. In absolute terms, if the power spectrum were flat for the quantity measurements minus UIUC 2-D model, then we could argue that the model captures the long-term variation of ozone because the power spectrum of a white noise is flat. Note that for an autoregressive process with positive autocorrelation r, the power spectrum is proportional to
, where w is the frequency. Hence the power spectrum is decreasing as w increases for low frequencies. For the 30°-40°N, 40°-50°N and 50°-60°N latitude bands, the power spectrum of this difference is not flat. This could be explained by the positive autocorrelation left over in this difference (see section 5), or by the fact that for these latitude bands, the UIUC 2-D model does not completely capture the long-term variation of ozone.
Chlorine Assessment
[20] The Equivalent Effective Stratospheric Chlorine (EESC) is an index summarizing the amount of ozonedepleting chemicals containing chlorine and bromine. For a thorough description of this concept, see [WMO, 1999, chap . 11], which we follow here. We calculate the EESC for our scenarios as
where the first sum is over halocarbons x containing chlorine and the second sum is over halocarbons containing bromine, n x represents the number of chlorine atoms in halocarbon x, m x represents the number of bromine atoms in halocarbon x, f x is the relative fractional chlorine release compared to CFC-11, g x is the relative fractional bromine release compared to CFC-11, lag is the average estimated transport time required for the halocarbon to travel from the troposphere to the stratosphere, and a is a measure of the relative impact of bromine compared to chlorine in depleting stratospheric ozone. The estimation of a is discussed by the WMO [2003, chap. 1] and by Daniel et al. [1999] . Figure 6 shows our calculations of the EESC based on either observed emissions and the enforcement of the Montreal Protocol and its amendments or the virtual scenario where emissions are kept constant at their level in 1970. We display these time series from January 1979 to December 2050.
[21] Daniel et al. [1995] considered that a change in total column ozone can be assumed to be generally proportional to the EESC (our 2-D modeling studies have verified this for the past few decades of ozone changes). However, the ozone loss may turn out to be a nonlinear function of EESC above some threshold [Daniel et al., 1995] . Here, our goal is to better describe the ozone depletion and recovery by dividing the problem into a nonanthropogenic variation of total column ozone and a variation induced by human activity, for which we use the EESC. While there were halocarbon emissions before 1970, the 2-D model assumes that there was no measurable human induced changes in ozone at that time. The nonanthropogenic variation of total column ozone is modeled by a run of the UIUC 2-D model where halocarbon emissions are forced to be equal to their 1970 level during the period ranging from January 1979 to December 1999, and will be denoted by G 0 (t). Total column ozone is denoted by O(t). Both O(t) and G 0 (t) are solar flux, QBO and aerosol corrected data. We denote by C(t) and C 0 (t) the respective actual and constant halocarbon emissions scenario EESC loadings across time. We contrast the trend assessment involving the EESC with the piecewise linear assessment introduced in section 3. We compare the three following regression models. Model 1 is the purely statistical model and fits a piecewise linear trend. Model 2 assumes that the total column ozone change is proportional to the EESC. Model 3 uses total column from the constant emissions run of the 2-D model to explain some of the natural variability in total column ozone not explained by the other factors already in the model. Similar to model 2, it assumes that changes in ozone are proportional to the EESC. Thus we have the following equations:
In each case, N t is assumed to be an AR(1) noise with autocorrelation r: N t = rN tÀ1 + t where t is a white noise with variance s 2 .
[22] The justification of the third model resides in the assumption that the UIUC 2-D model is able to simulate the variation in total column ozone not explained by the seasonal cycle, the solar flux, the QBO, the amount of aerosols and the human induced trends better than the statistical model 1 does. For 50°-60°(but it holds as well for the other latitudes), Figure 4 demonstrates that this is a reasonable hypothesis. Therefore model 3 can be labeled a ''quasi-controlled experiment''. A controlled experiment removes the effect of confounding variables and focuses on the causal relationship between total column ozone and the EESC. It would be given by the regression O(t) À O 0 (t) = c 3 + a 3 (C(t) À C 0 (t)) + N t , where O 0 (t) is the time series of total column ozone under the scenario where the emissions are kept at their 1970 levels. Unfortunately, we are not able to measure this unobservable O 0 (t). Hence we resort to using G 0 (t) as a surrogate for O 0 (t). By doing so, we must ensure that we do not introduce a spurious trend due to a possible mismatch between O 0 (t) and G 0 (t). Indeed, this would bias the estimation of the slope coefficient a 3 , which is our quantity of interest. Thus what we require to avoid bias in our estimate of a 3 is that the mean of O 0 (t) À G 0 (t) is constant in time (but not necessarily 0). Figure 5 shows that for the observable O(t) À G(t), where G(t) is the UIUC model simulation under the actual emissions, the periodogram at low frequencies is relatively small, suggesting that at most a relatively small artificial trend is produced by the UIUC model when compared with the observations. Therefore it is reasonable to suppose that this property holds as well for O 0 (t) À G 0 (t). Accordingly, we claim that the coefficient a 3 properly estimates the depletion due to an additional amount of halocarbons containing chlorine or bromine.
[23] Tables 3 and 4 report the results. The Residual Standard Error is an estimate of the noise level s , and therefore gauges the fit. A high autocorrelation implies that a spurious trend induced by the strong dependence in the time series may be confounded with a real trend. The addition from model 2 to model 3 of the constant halocarbon run of the UIUC 2-D model yields an improvement in the fit and the autocorrelation level, especially for high latitudes, as shown in Table 4 . For instance, for 40°-50°N, the autocorrelation estimate goes from 0.7624 in model 2 to 0.7108 in model 3. These results support our expectation that the model-based estimate of a in model 3 is likely to be more accurate than the nonmodel estimate in model 2 where only the EESC index is used, because model 3 better captures the natural variations of ozone that are not linked to the halocarbon emissions. Indeed, some natural variations in model 2 may be attributed to the EESC and the coefficient a may be inaccurate.
Detection of a Recovery
[24] Tiao et al. [1990] examined the impact of length of data record on trend assessment, especially on the detection of a recovery. Several studies addressed this issue with greater precision [e.g., Weatherhead et al., 1998 Weatherhead et al., , 2000 Reinsel, 2002] . Using a piecewise linear trend, the latter works were able to compute the number of years required to detect a statistically significant recovery. This approach relies on the assumption that the recovery will be linear during the next decades, which may not be true, at least over long time periods, and in times when a turnaround occurs. The key factors in these calculations are the slope, the noise level and the autocorrelation in the data. The question we now address is how many months will it take to determine UIUC 2-D model-derived future trend versus the null hypothesis of no trend. In order to compare with the purely statistical approach where we want to carry out a test for a future linear trend versus no trend, we fit a linear trend to the UIUC 2-D model-derived trends. The difference between these two tests resides in the autoregressive errors associated with the two approaches. As the autocorrelation and Residual Standard Errors (RSE) get smaller, and the slope of the recovery gets steeper, the number of months required to detect a recovery gets smaller too [Weatherhead et al., 2000] . Indeed, if the data are noisy or if the slope is tiny, then it is more difficult to discern an increase. Moreover, with high autocorrelation in the data, e.g., for latitudes closer to the equator (see Table 4 ), we may confound a recovery with a persistent stochastic variation. Overall, the constant halocarbon run of the UIUC 2-D model with the EESC index (model 3) yields a shorter length of data collection. The last two columns of Table 4 show, for a confidence level of 95%, the number of months necessary to detect a recovery with a probability of either 50% or 90%, starting in January 2000, based on the autocorrelation level, the noise level or Residual Standard b Starting in January 2000, necessary to detect a the UIUC 2-D expected recovery at a 95% confidence level with a probability of respectively 50% or 90%, based on the estimated autocorrelation, the RSE computed from January 1979 to December 1999, and the future slope given by the Montreal Protocol's scenario. Because the chlorine loading simulations only go for 612 months beyond January 2000, when 612 months is not sufficient, we report >612.
Error (RSE), and the future slope obtained from the scenario given by the enforcement of the Montreal Protocol and its amendments. A reasonable estimate of this slope is given by a in model 2 multiplied by the future EESC. To give more details, first, a detected (positive) slope is deemed statistically significant if the ratio of the estimated slopeŵ divided by its estimated standard deviation sŵ is greater than 2, ensuring a 95% confidence level in the detection. The error we would make 5% of the time is detecting a trend when there is no trend, the so-called type I error for this test. Secondly, under the trend predicted by the UIUC 2D model, we require our test to detect it with a specific probability 1 À b, called the power of the test. With a power of 50% (i.e., b = 0.5, half of the actual positive trends are not detected), the detection criterion is still given byŵ > 2sŵ. However, if we want to detect 9 out 10 of the recoveries, that is a power of 90%, the criterion turns out to beŵ > 3.3sŵ, yielding longer time periods. For more mathematical details, see Appendix A.
Conclusion
[25] The statistical analyses indicate that the calculations of past forcings from the UIUC 2-D model succeeds in representing the Northern atmosphere midlatitudes trends of total column ozone when compared to observations from the SBUV/2 satellite-based instrument. Long-term correlations are better estimated than merely fitting a linear trend, as well as shorter-term variability (i.e., 1 -3 year period). Moreover, by comparing the model in its version with constant halocarbon emissions to the former statistical method for this region, we lessen the length of the data collection required to detect a recovery. For instance, with a confidence level of 95% and a power for the test of 50% it will take about 142 months instead of 296 months for 40°-50°N. Because of the input of nonhalocarbon emissions (e.g., methane, nitrous oxide), the future recovery in the model does not follow the trend projected by using EESC. Our work suggests that it will be useful to analyze appropriate atmospheric modeling results that adequately integrate the processes affecting future changes in ozone. Previous statistical works had already shown good skills, therefore it could also be interesting to compare enhanced statistical models (e.g., nonlinear regression models, which appear to be more accurate for aerosol correction) with the atmospheric modeling assessment. Another future research area is to study the latitudinal correlation structure [Choi et al., 2002] of the ozone measurements, using the UIUC 2-D model fit. As models for the stratosphere improve, so should the agreement with the observations, and therefore we can expect that the advantages of using our approach versus a purely statistical approach should increase. In particular, 3-D models [e.g., Hadjinicolaou et al., 2002; Chipperfield, 2003] show great promise for this problem since they have a more realistic representation of the dynamical contributions to the ozone trends than 2-D models. [27] We will reformulate our statistical models from section 5 with the following notations. If T is the data length in months (starting in January 2000), let O denote the vector of the future (and therefore unobserved) ozone measurements (O(1), .., O(T)) 0 , C the EESC vector under the Montreal Protocol's scenario (C(1), .., C(T)) 0 , C 0 = (C 0 (1), .., C 0 (T)) 0 the EESC vector under the scenario with constant emissions since 1970, and G 0 = (G 0 (1), . ., G 0 (T)) 0 the UIUC 2-D vector of ozone levels under the scenario with constant emissions since 1970. To ensure coherent notations, let X 1 be the T Â 2 matrix whose two columns consist of the constant vector (1, .., 1) 0 and a linear trend indicators (1/12, .., T/12) 0 , X 2 the T Â 2 matrix whose columns consist of the constant vector (1, .., 1) 0 and C, and X 3 the T Â 2 matrix whose columns consist of the constant vector (1, .., 1) 0 and CÀ C 0 . Let Y 1 = Y 2 = O, and Y 3 = O À G 0 (''adjusted observations'' for the third model).
[28] Since the statistical model 1, O(t) = c + w 1 X 1t + a 1 X 2t + N t , assumes a recovery starting in 1996 and our starting point is January 2000, only the uncertainty associated with a positive linear trend estimate a 1 that best fits the recovery given by the enforcement of the Montreal Protocol (in model 2) and its amendments will be assessed. Indeed, w 1 is then irrelevant. This gives a fair comparison of the methods under the same scenario. Let N = (N 1 , .., N T ) be the noise vector. Assume N t is an AR(1) noise with autocorrelation r: N t = rN tÀ1 + t where t is a white noise with variance s 2 . Our models can be respectively rewritten as the following linear models:
where the g's are unknown regression coefficients given by g 1 = (c 1 , a 1 ) 0 , g 2 = (c 2 , a 2 ) 0 , g 3 = (c 3 , a 3 ) 0 .
[29] Let P 0 be the T Â T matrix whose diagonal elements are equal to 1, except the (1, 1) element equal to ffiffiffiffiffiffiffiffiffiffiffiffiffi ffi 1 À f 2 p , the elements just below the diagonal are equal to Àf, and the other elements are 0. Depending on the model 1, 2 or 3, the (2, 2) element of Cov(ĝ) is respectively the variance ofâ 1 ,â 2 ,â 3 . Note that a detection of a recovery will test for either a 1 > 0 or a i < 0 (i = 2, 3), since the ozone is depleted by the chlorine and bromine based halocarbons. Under the assumption of a positive specified slope a = a 0 , the (one-sided) test with a 95% confidence (i.e., 5% of the time we classify a nonrecovery as a recovery) and a power of 1-b (i.e., when there is a positive slope, we detect it with a probability of 1-b) is based on the criterion
or, using a normal approximation for (â 1 À a 0 )/(ŝ a 1 ),
with Z a standard normal random variable. Denoting by z b the lower b percentile of the standard normal distribution, the last inequality is equivalent to 2 À a 0 s a 1
Àz b . Therefore a detection will be claimed when
Here, a 0 is given by the future linear trend that best fits the ozone levels under the Montreal Protocol and its amendments.
[30] For models 2 and 3, the technique is exactly the same, except that we use respectively the coefficients a 2 and a 3 associated with the EESC C(t) or C(t) À C 0 (t). We then find the smallest number of months such that equation (A1) (or its equivalent for the two latter cases) holds. Table 4 displays these numbers for 1 À b = 0.5, which corresponds to z b = 0, and 1 À b = 0.9, which corresponds to z b ' 1.3.
