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Abstract
Nanoelectromechanical systems (NEMS) made from low-dimensional materials based on carbon, transition
metal dichalcogenides, and their combinations have opened up new possibilities in high-precision sensing,
signal processing, and studies of fundamental physical phenomena. In the heart of the NEMS is a vibrat-
ing mechanical element, known as the resonator. The performance of the NEMS critically depends on the
mechanical energy dissipated by the resonator. Studies on dissipation are important because an under-
standing of the loss mechanisms can suggest ways to mitigate it. In most practical scenarios, the resonators
suffer from intrinsic dissipation mediated by its inherent atomic thermal motions or phonons and extrinsic
dissipation due to a fluid environment. In this context, low-dimensional resonators need special attention
because the dissipation cannot be explained using the existing continuum theories. Due to atomic thickness,
sub-micron dimension, and mega- to gigahertz frequencies of these resonators, nano-scale physical processes
start becoming important. Most macroscale models do not account for these physical processes, warranting
the current line of research. In this thesis, we use atomistic simulations and statistical-mechanical theories
to understand and formulate the nano-scale physical processes, and integrate them to develop a multiscale
model for dissipation.
In the first part of the thesis, we explore fluid coupled resonator systems with an objective to understand
different dissipative processes such as phonon-mediated intrinsic dissipation, viscous damping by the fluid,
and the cross-interaction between each source of dissipation, i.e., phonons and fluid at a regime of gigahertz
frequency, and nanometer length scale. First, we consider a single-walled carbon nanotube (SWCNT)
resonator with confined Argon and driven under axial mode. The intrinsic dissipation in the SWCNT at
gigahertz frequencies could be explained by Akhiezer theory. We show that intrinsic dissipation, which is
conventionally treated as an independent process, can be modified by fluid interactions due to the phonon-
fluid coupling. We show that an important consequence of this phonon-fluid coupling is the counter-intuitive
inverse scaling of net dissipation with fluid density at low excitation frequencies. Next, we consider flexural
vibration of the SWCNT with interior and exterior Argon. When compared with the fluid exterior case,
the SWCNT with confined fluid shows a low and anomalous scaling of dissipation with fluid density. We
ii
systematically analyzed the sources of dissipation and found that the fluid contributed to the anomalous
scaling. A formulation of the fluid response during the flexural motion revealed a viscoelastic nature of
the fluid under nano-confinement, which explains the anomalous scaling. Further, we use the framework
for dissipation analysis to examine the effect of thermal motion of the resonator atoms on fluid dissipation,
demonstrate a frequency dependent dissipation scaling with density, and comment on the mechanism of
intrinsic dissipation during flexural resonance of an SWCNT.
In the second part, we develop a multiscale framework to model intrinsic dissipation in two-dimensional
(2D) microresonators. The work aims to reveal the fundamental limit of dissipation and enable looking at the
isolated effect of various parameters over a wide range, both of which are inaccessible in experiments. The
damping of the flexural mode of a 2D microresonator takes place due to the nonlinear coupling with other
thermally excited elastic modes. A particular flexural mode can couple with another flexural mode with a
wavelength ranging from the size of the resonator to that of the lattice spacing. However, the coupling at
these disparate length scales needs different modeling approaches. In the multiscale framework, we model the
continuum-scale modes as Langevin oscillators (LOs) with nonlinear coupling terms. The parameters of the
LOs are computed using continuum mechanical analysis and atomistic simulations. Using this framework,
we study the effect of various parameters of interest such as vibration amplitude, resonator size, temperature,
and pre-strain in the case of graphene resonators and draw some important conclusions towards engineering
high-quality 2D resonators.
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A.1 (a) Bulk pressure versus bulk density, ρ∗b of argon in the reservoir. (b) Confinement density,
ρ∗i of argon in the SWCNT versus bulk density, ρ
∗
b (lower X-axis) and bulk pressure (upper
X-axis) of argon in the reservoir. For argon, ρ = ρ∗ × 1687.5 kg/m3. The green squares with
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1.1 Background and motivation
The high frequency vibration of mechanical elements holds promise in many practical technological applica-
tions and studies of fundamental science. The vibrating element, called resonator, when integrated with an
electronic circuit which acts as a control, forms an electromechanical system. Through miniaturization, the
resonator can attain very high frequencies and extreme sensitivity to an external force and mass changes.
This led to an aggressive development of, first microelectromechanical systems (MEMS) using microscale
resonators, and then nanoelectromechanical systems (NEMS) using nanoscale resonators [2, 3]. NEMS find
application as high-precision sensors and actuators, high frequency mechanical filters for signal processing
and wireless communication, testbed for investigating nonlinear science and quantum phenomena, among
many others [4–7]. In the early phase, nanoscale resonators or nanoresonators were fabricated from bulk
materials, like silicon, diamond, using top-down techniques. With this technique, however, surface defects
and imperfect clamping of the resonator became unavoidable as the size started getting smaller. Recently, an
alternative scheme has emerged that utilizes one-dimensional (1D) materials such as carbon nanotubes [8–10]
and two-dimensional (2D) materials such as graphene [11, 12], transition metal dichalcogenides [13, 14] as
building blocks. Because of some unique properties of these low-dimensional materials, they are exceptionally
suitable as resonator when compared to traditional bulk materials [15]. For example, 1D and 2D materials
have an intrinsic atomic thickness and offer highly crystalline surface. They are incredibly stiff and light-
weight [16–18] which are favorable for designing resonators of ultrahigh frequency and enable high-precision
sensing of extremely small foreign mass, charge, force, etc. [19–22]. The attainable high frequencies can be
tuned by controlling the strain which is highly sought after in signal processing and wireless communica-
tion [15, 23–25]. Their high surface-to-volume ratio is ideal as a detector of external stimuli [26–29]. They
also exhibit excellent optical properties which can be coupled with the mechanical degrees of freedom to
make the next generation sensors [30–33].
For all of the above applications, an important consideration is mechanical energy dissipation [34]. Dis-
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sipation almost universally degrades the performance of NEMS. The quality of a resonator, characterized by
a non-dimensional quantity Q or quality factor, is decided by the amount of energy it dissipates per cycle.
By definition, Q is the ratio between the maximum energy stored, Esto in the resonator and the energy lost,
Ediss in a single oscillation cycle, i.e., Q = 2πEsto/Ediss. Dissipation leads to a reduction in sensitivity and
loss of precision during sensing and actuation, distortion of signal and power loss during signal processing,
and decoherence of the quantum states while operating at the quantum limit among others. The negative
role of dissipation can be demonstrated by considering the case of resonant mass sensing. The mass of any
foreign particle, ∆m is detected by a shift in resonant frequency when the particle adsorbs on the resonator
surface. A schematic of the process is shown in Figure 1.1. The change in resonant frequency, ∆f is pro-
portional to the added mass as ∆f ≈ R∆m [20]. Here R ∝ − f02m0 is the mass responsivity of the resonator
and is a material constant. Note, the form of R justifies why low mass and high resonant frequency enable
precision measurements. Though in principle, the resonator undergoes a frequency change, the minimum
shift that can be resolved is limited by the width of the resonance peak ∆fFWHM [35]. And, the resonance
linewidth is dictated by the dissipation associated with the resonant motion or Q, easily seen from another
definition of Q as Q = ∆f/f0. Thus, lower dissipation ensures sharper peak and better sensitivity. Similar
to mass sensing, for every other pursuit it is desirable to design systems with little loss of energy or high
quality factors.
Dissipation takes place due to an irreversible transfer of energy from the resonant motion of interest
to other degrees of freedom. The resonant motion can be viewed as a macroscopic mechanical motion of
the resonator along a particular eigenmode. The other degrees of freedom can be an external environment
coupled with the resonant motion, such as fluid [36], supporting clamps [37], impurity, or the resonator’s
internal degrees of freedom, such as lattice vibrations or phonons [38], electrons [39]. Accordingly, the
dissipation is broadly classified as extrinsic and intrinsic dissipation [40,41]. The phonon-mediated intrinsic
dissipation is ubiquitous to any resonator at room temperature and provides a fundamental upper limit to
the attainable Q factor. On the other hand, extrinsic dissipation due to fluid becomes a major concern during
practical applications like chemical sensing, real-time nanoresonator based mass spectroscopy. The existing
theories of phonon-mediated intrinsic dissipation and fluid dissipation that works well for 3D microresonators
at megahertz frequencies, breaks down for 1D and 2D resonators operating in fluid at gigahertz frequencies.
Due to the large surface-to-volume ratio of these low-dimensional resonators, the cross-interaction between
phonons and fluids can manifest in each dissipation mechanism. This was not a concern in 3D microresonators
and has never been explored. During fluid-structure interaction at gigahertz frequencies, the nature of the
fluid response, which dictates the fluid dissipation, is also little known. A comprehensive understanding of
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each of the aforementioned can be developed using atomistic simulations. While a powerful tool, atomistic
simulations are limited to systems of small length and time scales. To include the essential physics at bigger
length scales when necessary, a multiscale approach is indispensable.
1.1.1 Non-classical intrinsic dissipation and phonon-fluid coupling
Under classical thermoelasticity, a spatial variation in strain in a structure will be accompanied by a local
temperature gradient. To equalize the temperature difference, internal heat flow occurs which leads to
entropy generation, and consequently dissipation known as thermoelastic dissipation (TED) [42]. TED
theory will only be valid when the temporal variation of the strain field is slow enough to allow sufficient
local thermalization of the phonons [43]. When the straining frequency of the resonator becomes comparable
to thermalization rates of phonons, the dissipation due to thermomechanical coupling follows an entirely
new mechanism known as Akhiezer mechanism1 [44]. In Figure 1.2a, the area shaded in orange shows the
distribution of phonon relaxation times for single-walled carbon nanotube (SWCNT). The relaxation times
of the majority of phonons of the SWCNT phonons lies in the range 2.5− 16 ps. Thus, during vibration of
the SWCNT at gigahertz frequency regime (indicated by blue shaded area in Figure 1.2a), classical TED
will fail [43], and one needs to reformulate dissipation using Akhiezer theory [45].
Now, when the SWCNT is coupled with an external environment such as fluid or substrate, their inter-
actions can change the behavior of phonons. The external influence is more prominent for low-dimensional
materials because of large number of surface phonons as seen in thermal transport studies [46–50]. The
modification in phonon behavior should manifest in any phonon-mediated intrinsic dissipation process. An
SWCNT with confined fluid is an interesting system to examine such effects of phonon coupling with sur-
rounding environment (illustrated in Figure 1.2b).
1.1.2 High-frequency nanofluidics
Using resonators to detect analytes from a surrounding fluid environment is challenging due to excessive
fluid dissipation. To this end, fluid channel based resonators were shown to alleviate the problem. These
hollow resonators encapsulates the fluid with bound mass in a fluidic channel and operates in vacuum.
During first experimental demonstration using a suspended microchannel resonator [51], orders of magnitude
improvement in quality factor was achieved. Next efforts were directed towards nanochannel resonators
[52,53] to further increase the resonant frequency, and hence sensitivity. With shrinking the channel size and
higher resonant frequencies, proper consideration needs to be given to the validity of fluid constitutive laws
1A study on Akhiezer dissipation is presented in De, S. (2016). Theory and simulation of surface effects on intrinsic
dissipation (Master’s thesis).
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and the effect of nanoscale interfaces. For example, even simple ‘viscous’ fluid can behave ‘viscoelastically’
if the time scale for measurement becomes comparable to molecular timescales in the fluid [54]. The fluid
interaction with the nanoscale structural interface can bear the effect of slip [55,56], density inhomogeneity
[57], and reorganization due to confinement [58]. Some features of a nano-confined fluid can be seen in
Figure 1.2c. Using the flexural phonons of an SWCNT with confined fluid, one can probe the nature of fluid-
structure interaction at unprecedented gigahertz frequencies and evaluate its effect on system’s dissipation.
1.1.3 Nonlinear damping
An interesting aspect of damping in 1D and 2D resonators is nonlinearity. Experiments have shown that the
damping is strongly dependent on the flexural amplitude [59], however, the origin of nonlinearity could not
be explained. In a clamped tensioned membrane, the flexural deformation is always associted with in-plane
stretching [60, 61] and the stretching is nonlinear in the amplitude of flexural motion. The streching can
be visualized from the change in length of the MoS2 membrane during flexure from the rest configuration
as shown in Figure 1.3. Recalling that the stretching process could be associated with an Akhiezer type
dissipation, one can comment on the microscopic origin of nonlinear dissipation.
1.1.4 Multiscale modeling
In case of 2D materials such as graphene, the thermal stress relaxation times can reach upto a few nanosec-
onds due the slow thermalization rates [62, 63] of the flexural phonons. Following the discussion on the
non-classical dissipation, one can find a relation between the behavior of the flexural phonons and the damp-
ing of 2D resonators operating at ∼ 10− 100 megahertz. Most micron scale 2D resonators currently studied
in experiments operates in the megahertz frequency regime. However, the mechanism by which energy is
dissipated still remains elusive [64–66]. The length scale is way beyond what atomistic simulations can
handle. A multiscale model is necessary to accurately and efficiently incorporate the atomic-scale physics
and explain the damping in micronscale graphene resonators.
1.2 Overview of the thesis
In this thesis work, different intrinsic and fluid dissipation processes associated with high frequency vibra-
tion of low-dimensional resonators are investigated. In chapter 2, dissipation during high frequency axial
excitation of an SWCNT filled with argon is studied. The intrinsic dissipation is formulated in terms of
various phonon parameters based on Akhiezer mechanism. The fluid dissipation is formulated using an
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approach based on the response of the hydrodynamic force on the resonator. Different setups of the argon
filled SWCNT system are considered and simulated using Molecular dynamics (MD) to verify the dissipation
formulations. The effect of phonon-fluidic interaction on the dissipation of the coupled system is analyzed,
and an important consequence of the interaction is discussed. In chapter 3, flexural phonon damping of the
SWCNT resonator is studied in a fluid coupled environment, where the fluid is placed either completely
inside or outside of the SWCNT. An observation about anomalous dissipation scaling in the fluid interior
case is presented. The fluid response formulation of chapter 2 is extended to construct a fluid damping ker-
nel. Fluid damping kernels are computed at each density and then used to explain unexpected dissipation
scaling. Further, the kernels are used to examine the effect of thermal motion of the resonator atoms on
the fluid dissipation and to compare the hydrodynamic force response between fluid interior and exterior
case. Some conclusions are also drawn regarding the mechanism of the intrinsic dissipation. In chapter 4,
the microscopic origin of nonlinearities in intrinsic dissipation is studied. A single layer MoS2 is considered,
and the intrinsic dissipation is investigated under the axial and flexural mode of deformation. Dissipation
models based on Akhiezer theory are developed and verified using MD simulations. Based on the formulation
of the dissipation models, the origin of nonlinearity is discussed. In chapter 5, a multiscale framework for
modeling intrinsic dissipation in 2D microresonators is presented. Each micron-scale flexural mode of the 2D
microresonator is treated as a Langevin oscillator (LO) with nonlinear coupling. The parameters of the LO
are computed using continuum mechanical analysis and MD simulations. The dissipation of the fundamental
flexural mode is calculated by performing ringdown simulations using the multiscale framework. The effect
of various parameters of interest such as vibration amplitude, resonator size, temperature, and pre-strain
is studied in the case of graphene resonators and conclusions are drawn towards a universal nature of the
intrinsic dissipation under nonlinear mode-coupling. Finally, in chapter 6, the findings from each chapter of









Figure 1.1: A schematic demonstrating the principle of mass sensing using a resonator. The curves corre-
spond to typical amplitude response of a resonator with and without the added mass – the peaks correspond
to the resonant frequencies. Due to added mass, a shift is observed in the response.
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Figure 1.2: (a) An illustration of the Akhiezer regime. Against a time axis, the orange shaded region
shows the distribution of the relaxation times of the SWCNT phonons, the light blue shaded rectangle is
the timescale corresponding to gigahertz excitation, and the blue curve indicates the strength of Akhiezer
dissipation. (b) A schematic depicting the phonon-fluid interaction in a SWCNT with confined fluid. (c)
A snapshot of a (10, 10) SWCNT with confined argon from atomistic simulation showing the fluid layering
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Figure 1.4: A multiscale approach to modeling dissipation in 2D microresonators. The approach combines








For a nanomechanical resonator operating at gigahertz frequency at room temperature and isolated in
vacuum, phonon-mediated dissipation is a major source of intrinsic dissipation [77]. To explain the underlying
dissipation mechanism, different theories like TED theory [43, 81], Akhiezer theory [78, 82, 83] are recently
revisited and developed in the context of high frequency resonators. These dissipation mechanisms depend on
different phonon properties like phonon relaxation time, phonon Grüneisen parameter, thermal expansion
coefficient, phonon group velocities, etc. The resonator, when coupled with a fluid medium and driven,
develops an oscillating flow-field in the fluid. Due to the viscous nature of the fluid medium, the flow is
associated with energy loss which is conventionally known as fluid dissipation (Dflu). Hence, in a fluid
coupled resonator system, the driven resonator continuously loses energy to phonons and fluids. We denote
the net dissipation of any such system by Dsys. Recently, the study of fluid dissipation in these systems
with nanometer scale resonators drew a lot of attention. The vibration of resonators of this length-scale
involves a parameter space where continuum theories like Navier-Stokes to describe the oscillatory fluid
dynamics breaks down [54, 84, 85]. An indication of this transition is the change in slope of the scaling
of fluid dissipation with pressure or density of the fluid. This motivated a lot of experiments towards
quantifying fluid dissipation. In most of the experimental studies, the standard way of calculating Dflu is
to subtract the intrinsic dissipation component from Dsys i.e. Dflu = Dsys −Dvint [51, 85–87], where Dvint is
the intrinsic dissipation in the structure obtained separately in near vacuum condition. This decomposition
is only possible under the assumption that the processes associated with each dissipation mechanism are
independent. Here, we show that, in the presence of fluid, phonon relaxation times change significantly from
their values in vacuum. This, in turn, modifies the intrinsic dissipation process and hence Dvint. We denote
the modified intrinsic dissipation of the structure in the presence of fluid as Dfint (such that Dsys = D
f
int+Dflu)
and claim that the difference (∆Dint = D
f
int −Dvint) is due to phonon-fluid coupling. It is quite challenging
1This work is published in De, S., & Aluru, N. R. (2018). Energy Dissipation in Fluid Coupled Nanoresonators: The Effect
of Phonon-Fluid Coupling. ACS nano, 12(1), 368-377.
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to quantify this difference, ∆Dint, experimentally and hence it is ignored. However, accounting for ∆Dint
can be particularly important when the magnitude of Dflu is comparable to D
f
int. Here, we rely on extensive
molecular dynamics (MD) simulations to capture the phonon-fluid coupling effect on the dissipation of a fluid
coupled resonator system. By formulating each dissipation process based on their underlying mechanism,
we explain the rationale behind the coupling and present the consequences of the coupling effect on net
dissipation.
In this study, we consider a single-walled carbon nanotube (CNT) resonator filled with argon, both
equilibrated at 300 K, and study dissipation during the axial mode of vibration. The stretching under axial
mode can ensure that spatial distribution of strain in the structure is nearly uniform. Under this condition,
intrinsic dissipation is dominated by Akhiezer mechanism. Thus, the simplistic setup offered by axial mode
of vibration provides a scope for a detailed understanding of the phonon-fluid coupling effect. We begin
by describing different simulation setups and methodology of computing dissipation using nonequilibrium
MD simulations. In our attempt to decompose Dsys, we look at the mechanisms behind intrinsic and
fluid dissipation. We ascertain that the intrinsic dissipation is governed by the Akhiezer mechanism by
considering an empty CNT in vacuum (no fluid). We formulate the dissipation, Dvint in terms of the phonon
parameters: relaxation time (τ), Grüneisen parameter (γ). Next, we express the fluid dissipation during
axial excitation of the resonator as the work done against the hydrodynamic force. In this regard, we
propose an approach based on linear response theory to formulate the fluid dissipation Dflu, in terms of
autocorrelation of equilibrium fluctuations of a work function. We confirm this approach by considering
an argon filled CNT system with thermal motions in the CNT frozen (no phonons). We found that the
magnitude of Dvint is comparable to Dflu for the system considered in the present study and that any change,
∆Dint, due to fluid coupling becomes important. For the CNT with confined argon, we recompute the
phonon relaxation times and notice significant reduction of their values for the low frequency phonon modes.
We use the modified relaxation times to calculate Dfint. We also found that an increase in the density of
argon inside CNT strengthens the coupling between phonons and fluid. We show the consequence on the
scaling of overall dissipation with density.
2.2 Materials and methods
We construct a (10, 10) single-walled carbon nanotube (CNT) of length 20 nm, which corresponds to 3280
carbon atoms and a tube radius of 0.68 nm. The CNT is filled with argon (Ar) atoms at different densities.
To restrict the Ar atoms inside the tube, we place a sheet of monolayer graphene of dimension 1.6 nm×1.6
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nm on each end of the CNT. The CNT and the graphene layers comprise the wall which confines the
fluid composed of Ar atoms as shown in Figure 2.1a. The optimized Tersoff and Brenner potential [88] is
used to describe the bonded interaction between the carbon (C) atoms in the CNT. Since the C atoms in
the graphene sheets are kept frozen during all the simulations, their interaction is not relevant. Even the
interaction between the graphene sheets and the CNT is neglected. The non-bonded interaction between the
Ar atoms and the C atoms in the CNT and the graphene sheets is modeled using the two-body Lennard-Jones
(LJ) potential [1]. The LJ parameters are listed in Table 2.1.
We use LAMMPS package [89] for all the molecular simulations. The CNT is pre-stretched by 5 %
to avoid any buckling during the axial deformation. Two rings of atoms on each end of the CNT which
corresponds to 80 C atoms along with C atoms of the graphene sheets are kept frozen for all the simulations.
The rest of the CNT along with the fluid defines our system (sys) whereas the frozen part acts as a clamp
as shown in Figure 2.1a. The potential energy of the system is minimized using the conjugate-gradient
method which gives the starting configuration. The atoms of the system are, then, given an initial velocity
drawn from a Gaussian distribution corresponding to a temperature of 300 K. The system is evolved under
canonical (NVT) ensemble using Nosé-Hoover thermostat [90,91] for 5 ns and equilibrated at 300 K.
For computing dissipation in the system, we conduct nonequilibrium molecular dynamics (NEMD) sim-
ulations. The clamps are moved apart at a particular frequency to produce a time-varying axial strain
field in the structure. During the deformation process, the system is evolved under microcanonical (NVE)
ensemble using Verlet integration (no thermostat). Under this consideration, any change in total energy
of the system over a period of deformation is equal to the energy dissipated by the system. The NEMD
simulations are carried out for 50 periods of deformation. The total energy of the system averaged over a
period of deformation is found to increase linearly with the number of periods (shown in Figure 2.1b). A
linear fit of the average energy with the number of periods is performed and from the slope of the linear
fit dissipation of the system, Dsys is calculated. We considered 10 different ensembles of the equilibrated
system to estimate the dissipation using NEMD simulations. Esto is obtained using separate equilibrium
simulations. Following the initial equilibration, the structure is deformed and allowed to relax for 1 ns for
different values of strain. Esto in the structure varies as the square of strain. Using curve fit, we obtain the
constant of proportionality, which is the stiffness of the structure, k. Esto at any stain amplitude, ε0, can
then be calculated as 1/2kε20. In all our cases, Esto corresponding to 2% strain amplitude is approximately
154 eV.
Out of the two additional setups, the first setup (case I, shown in Figure 2.1c), which represents an
isolated CNT in vacuum (v), is prepared by removing all the fluid atoms from the system. The dissipation,
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Dvint under axial straining is calculated for this system using NEMD simulations. The second setup (case
II, shown in Figure 2.1d) involves freezing the thermal motions in the CNT of the original system. This is
implemented in MD simulations by applying zero initial velocity to the C atoms in CNT and carrying out
time integration of only the Ar atoms during the simulation. In this case, the NEMD simulations are carried
out, to compute dissipation, by artificially imposing a prescribed motion on the wall atoms.
We, also, carry out equilibrium molecular dynamics (EMD) simulations of these setups. The atomic
trajectories and forces from the EMD simulations are used to compute different parameters of interest in
the dissipation formulation. We start with a system, well equilibrated at 300 K and evolve the system under
NVE ensemble for 5 ns in case of the EMD simulations. The trajectories and forces are dumped every 5 fs
during the simulation. The integration time step for all the simulations is set to 0.5 fs. The time step is small
enough to sufficiently resolve the highest frequency of the thermal phonons in a CNT which is approximately
60 THz.
2.3 Results and discussion
Our system (sys) composed of Ar atoms inside a CNT and two graphene layers is shown in Figure 2.1a. The
CNT and the graphene layers constitute the wall which confines the fluid, Ar. We perform nonequilibrium
molecular dynamics (NEMD) simulations to compute dissipation, Dsys in the system under axial excitation.
The dissipation can be calculated from the change in averaged total energy of the system (shown in Figure
2.1b) during the NEMD simulations. We present the dissipation results in terms of a non-dimensional
quantity called inverse quality factor, Q−1, which is defined as Q−1 = D/(2πEsto). Here, D is the energy
dissipated and Esto is the maximum energy stored in the system over a period of excitation. The density of
Ar in the coupled system is quantified by a dimensionless number ρ∗ = Nσ3/πr2l, where N is the number
of Ar atoms inside the CNT, σ is the LJ diameter of Ar, r is the radius of the CNT and l is the length of the
CNT. To elucidate the different dissipation mechanisms, we consider two additional setups. The first setup
(case I) is an isolated CNT at 300 K in vacuum (v) as displayed in Figure 2.1c. The dissipation estimated
for this system is the intrinsic dissipation, Dvint due to phonon perturbation and relaxation in the CNT. As
the second setup (case II), we consider our original system (sys) but the thermal motions in the CNT are
frozen (shown in Figure 2.1d). For more details on each setup and the simulation methodology, refer section
2.2.
12
2.3.1 Dissipation in the coupled system
Figure 2.2a shows the dissipation response of the coupled system (shown in Figure 2.1a) due to axial excita-
tion at different frequencies for ρ∗ = 0.34. The particular choice of frequencies ensures that the time scale of
deformation is in the order of lifetimes of the phonons, which is few picoseconds for a CNT. This is a neces-
sary condition for the mechanical deformation to interact with the phonons and result in phonon mediated
dissipation. Also, keeping the maximum excitation frequency well below the fundamental frequency of axial
vibration of the CNT can simplify the strain field in the structure to be spatially uniform [78,82]. For all our
cases, the strain amplitude is approximately 2%. Though dissipation increases monotonically in general, its
dependence on a particular frequency is governed by the timescales associated with underlying dissipation
mechanisms. The time scales depend on the self and cross interaction between each entity constituting the
system i.e phonons and fluids. Here, we change the amount of Ar inside CNT to manipulate the phonon-fluid
coupling and consequently the timescales. Figure 2.2b and 2.2c shows the effect of scaling density, ρ∗, on dis-
sipation of the coupled system at three different frequencies. At lower frequencies, i.e., 5 GHz and 12.5 GHz,
dissipation reduces with increasing density whereas at higher frequency, i.e., 25 GHz, the dissipation scales
nonmonotonically. The system with ρ∗ = 0 corresponds to the isolated CNT in vacuum. The dissipation, in
this case, is due to an intrinsic damping mechanism which is mediated by phonons. With the introduction of
fluid in the system, another mechanism that results in fluid damping starts playing a role. Thus, one should
expect to observe an increase in dissipation with the density of Ar. An inverse scaling of dissipation with
density at lower frequencies indicates that some process associated with the intrinsic dissipation mechanism
is influenced by the presence of fluid. We elucidate this by analyzing the mechanism of intrinsic dissipation
in detail. We also shed some light on the origin of the nonmonotonic behavior of dissipation scaling with
density at higher frequencies.
To understand the intrinsic dissipation mechanism, we start with an empty CNT in vacuum (case I,
shown in Figure 2.1c). We, first, describe the phonon related processes that accompany the axial excitation
of the CNT and formulate an expression for intrinsic dissipation. Then, we present the results of dissipation
during axial excitation estimated using NEMD simulation and validate our formulation.
2.3.2 Intrinsic dissipation in empty CNT
An empty CNT at temperature T has phonon modes of different frequencies, ωi. In thermal equilibrium,
these phonon modes share equal energy, Ei = kBT , where kB is the Boltzmann constant. Any strain field, ε
generated in the structure during mechanical excitation process can perturb the energy of the phonon modes
by modulating their frequencies. This thermo-mechanical coupling is quantified by the Grüneisen parameter
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defined as γi = − 1ωi
∂ω
∂ε . The rate of frequency modulation of the phonon modes depends on the excitation
frequency, Ω. When (Ω ωi), the ratio Ei/ωi is an adiabatic invariant [92]. Using this, the rate of change
of phonon energies can be related to a time-varying strain field as [93] ∂Ei∂t = −γiEiε̇(t). Here, ε(t) can
be regarded as ε0 sin(Ωt) where ε0 is the strain amplitude. Thus, the strain-field due to excitation process
disturbs the equilibrium condition (Ei = kBT ) for phonons. The phonons try to retain the equilibrium
by exchanging energies with other phonons. This process is termed as relaxation process. The phonon
relaxation process is possible because different phonon modes are coupled anharmonically. Under a single
relaxation time approximation [94], the relaxation process can be expressed as ∂Ei∂t = −
Ei−Ē
τi
, where τi is
the relaxation time of the phonon and Ē is the mean energy of the phonon ensemble. The energy dissipation
associated with this whole process is termed as Akhiezer dissipation. The approximate analytical form for










Here, ∆γi = γi − γ̄ where γ̄ is the mean Grüneisen parameter of the phonon ensemble and ε0 is the
strain amplitude. The mechanism of intrinsic dissipation described above is complete under the condition
of spatially uniform strain in the structure.
In order to quantify the formulated Akhiezer dissipation in empty CNT, we compute γi and τi for the
phonon modes using real space quasiharmonic method [95] and equilibrium molecular dynamics (EMD)
trajectories [94]. The analytical form of the Tersoff potential is used to construct the stiffness matrix in
the quasiharmonic method. The eigenvectors and eigenvalues of the stiffness matrix give the phonon mode
shapes and the corresponding frequencies. From the trajectories, the atomic displacements and velocities of
the CNT are projected on the mode shapes to get modal displacements and velocities, {Ai(t), Ȧi(t)}. The









and 〈Ei〉 is the mean of Ei(t) over time. Taking autocorrelation of energy fluctuations, relaxation time of





. Physically, this is the time taken by a phonon mode to
equilibrate after a small perturbation in its energy. For the γi’s, the stiffness matrix is first differentiated with
respect to strain and its eigenvalues, λi are calculated. These eigenvalues are related to γi as λi = −2ω2i γi.
γi and τi thus calculated for the case of an empty CNT at 300 K are shown in Figure 2.3a and 2.3b. We use
these values to compute Akhiezer dissipation using Eq. 2.1 and compare with NEMD results.
The NEMD simulation for the empty CNT (case I) is carried out in the frequency range 2.5 GHz to 16
GHz at 2% strain amplitude. The highest frequency considered is much less than the fundamental frequency
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of axial vibration of the CNT which is ∼ 1 THz. This ensures strain uniformity. Figure 2.3c shows the
dissipation response for the empty CNT case. Plugging in the γi’s and τi’s into Eq. 2.1, dissipation is
calculated and is found to compare well with the NEMD results. The comparison is shown in Figure 2.3c.
This ascertains that the principle behind intrinsic dissipation, Dvint is Akhiezer mechanism. One should note
that each term in the dissipation expression (Eq. 2.1) has a Lorentzian form which is a function of the
metric Ωτi. The value of the metric governs the frequency dependence of dissipation by each phonon. For
any phonon mode i, its dissipation contribution is maximum when Ωτi ≈ 1. Also, in the case of empty CNT
in vacuum, energy relaxation of a phonon takes place due to interactions with other phonons in the CNT.
Next, we address how fluid dissipates energy during axial excitation of the CNT filled with Ar. The driven
motion of the resonator generates an oscillating flow field in the fluid. Since fluid is a viscous medium, it
dissipates energy during the flow. The dissipated energy can be calculated from the work done by the
resonator during its axial motion against the hydrodynamic force [97, 98]. The idea is described in this
section and is extended using linear response theory to formulate fluid dissipation in terms of equilibrium
fluctuations of an observable computed using the hydrodynamic force. We also validate the formulation with
NEMD results.
2.3.3 Fluid dissipation
The macroscopic axial motion (along the z direction) of any wall atom, j during the process of uniform axial
straining can be expressed as wj(t) = z
0
j ε(t), where z
0
j is the mean z coordinate of the wall atom. Due to
wall-fluid interaction, the wall atoms experience a hydrodynamic force during the excitation process, which













Since hydrodynamic force from the fluid is responsible for the change in energy, the subscript ‘flu’ is used.
Also, the term on the right is regarded as an ensemble average during the excitation process, which is a
nonequilibrium (‘neq’) condition. This term can be manipulated and expressed as a product of an explicitly





= −〈Wf (t)〉neq ε̇(t) (2.3)
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. 〈Wf (t)〉neq is, in general, dependent on the excitation frequency.
Computing 〈Wf (t)〉neq directly from NEMD simulation for each excitation frequency is expensive. A more
efficient approach for estimating 〈Wf (t)〉neq is to use Linear response theory (LRT) [99]. According to LRT,
the response of a system initially at thermal equilibrium, to a small perturbation by any external parameter
can be predicted from the thermal fluctuations of the system at equilibrium. For instance, ensemble average
of any physical observable B of the system at the perturbed nonequilibrium state can be expressed as the




dt′ χAB(t− t′)λ(t′) (2.4)
Here, 〈∆B(t)〉 = 〈B(t)〉neq − 〈B(t)〉eq where 〈.〉neq and 〈.〉eq denote the ensemble average taken in the
nonequilibrium and equilibrium state, respectively. A is the internal variable conjugate to λ and is related
to the Hamiltonian of the system is H(t) = H0 − λ(t)A. Since the response is causal, χAB is nonzero only





〈δA(0)δB(t)〉eq for t > 0, (2.5)
= 0 for t ≤ 0.
Here, β = (kBT )
−1. δA = A − 〈A〉eq and δB = B − 〈B〉eq are thermal fluctuations in variables A and B,
respectively.
In the present case of the resonator system, the external parameter, λ(t) is the time-dependent strain




jFj . The observable of interest, B is also Wf .




dt′ χWfWf (t− t′)ε(t′), (2.6)
where χWfWf is obtained by substituting A and B with Wf in Eq. 2.5. For a periodic strain field ε(t) of
form ε0 sin(Ωt), Eq. 2.3 along with Eq. 2.6 can be used to calculate the fluid dissipation over a time period
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by KWfWf (t). To demonstrate the validity
of this formulation, we consider the case of CNT with thermal motions frozen (case II, shown in Figure
2.1d). Using the hydrodynamic force on the wall atoms, Fj from EMD simulations, we calculate Wf . We,
then, compute KWfWf (t) and average it over 10 ensembles. The plot of KWfWf (t) for different densities
of filled Ar is shown in Figure 2.4a. Using Eq. 2.7, KWfWf (t) can be used to calculate Dflu at each
density for different excitation frequencies. To estimate Dflu using NEMD simulation, we artificially impose
the macroscopic motion of the wall atoms as wj(t) = z
0
j ε0 sin(Ωt). Since the thermal motion of all the
wall atoms is completely frozen, the dissipation in the system is solely fluid dissipation. For ρ∗ = 0.34,
the frequency response of the dissipation from NEMD simulation is shown in Figure 2.4b. It is in good
agreement with Dflu estimated from Eq. 2.7 using LRT. For the density scaling of fluid dissipation, the LRT
estimates are again found to agree well with NEMD results for different excitation frequencies as shown in
Figure 2.4c. From these results, we can conclude that Eq. 2.7 obtained using LRT, provides a good estimate
of fluid dissipation.
The magnitude of fluid dissipation (Figure 2.4b) is found to be of the same order as the intrinsic dissipa-
tion of the resonator in vacuum (Figure 2.3c). The comparatively low fluid dissipation can be a consequence
of the confinement of the fluid inside the resonator. Previous experimental studies [52,53,80] on microfluidic
channel based resonators have demonstrated a drastic reduction in fluid dissipation due to fluid confinement
compared to a fluid exterior case. However, the extremely low magnitude of fluid dissipation in the present
case could involve additional effects of nanoscale confinement like interfacial slip, anisotropic viscosity [57],
etc. These effects are incorporated in the hydrodynamic response of the fluid obtained directly from MD.
At low excitation frequencies i.e. 5 GHz and 12 GHz, the fluid dissipation increases with the increase in
density. At higher excitation frequency, the fluid dissipation scales nonmonotonically with density. The
difference in scaling behavior at low and high frequency regimes can be attributed to the finite time scale of
relaxation [54] of the response of the hydrodynamic force (as can be seen from Figure 2.4a). Similar effects
have been interpreted previously in terms of frequency dependent slip lengths [56]. In general, increase in
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density leads to increase in viscosity in the hydrodynamic limit (Ω→ 0). This explains the increase in fluid
dissipation with density at lower excitation frequencies. But, at higher frequencies, the timescale of the
response of the fluid becomes comparable to the period of excitation and this could manifest in a different
scaling of viscous dissipation.
Now we turn to the coupled system (with both CNT and Ar at 300K) and look at the total dissipation in
terms of fluid and Akhiezer contribution. In the process, we elucidate the effect of phonon-fluid interaction
to each dissipation mechanism.
2.3.4 Phonon-fluid interaction
To estimate the fluid dissipation contribution for the coupled system, we first compute KWfWf (t). The
plot of KWfWf (t) with time at different densities of filled Ar is shown in Figure 2.5b. The initial value i.e.
KWfWf (0) at different densities is found to differ slightly from case II. It should be noted that in case of
the coupled system, thermal vibration of the C atoms in the CNT is present which was frozen in case II.
The coherent motion of the CNT atoms (phonons) affect the dynamics of adjacent fluid atoms. This effect
is captured while computing the scaled correlation of the forces Fj on the wall atoms using Eq. 2.3 and
accounts for the difference in KWfWf (0).
The intrinsic dissipation due to Akhiezer mechanism depends on two phonon parameters: γ and τ . Out
of these two parameters, τ is more susceptible to fluidic interaction. In the absence of fluid, the phonons in
the CNT share energy only with other phonons via phonon-phonon scattering. Fluid presents an additional
channel to the phonons to share their energy via phonon-fluid scattering [102]. As a result, any perturbation
in phonon energies relaxes faster in the presence of fluid coupling. This is revealed by recalculating the
phonon relaxation times, τi’s for the fluid coupled resonator system. To do so, we use the atomic trajectories
of the CNT obtained from EMD simulation of the coupled system. The trajectories incorporate the effect of
non-bonded interactions from the fluid atoms. These trajectories are used to calculate the energy fluctuation
of each phonon mode. τi for each mode calculated from autocorrelation of these fluctuations is shown in
Figure 2.5a. This corresponds to the case with ρ∗ = 0.34. When compared to τi’s of an empty CNT, it is
found that there is a significant reduction in relaxation times of low-frequency phonons. Some studies have
shown similar coupling of low-frequency phonons of the CNT with surrounding Ar matrix [1] and confined
water [46]. The coupling manifested into faster relaxation of thermal energy of the phonons [1] and reduction
in thermal conductivity [46] respectively.
We analyze the frequency scaling of total dissipation in terms of these individual dissipation mechanisms
for ρ∗ = 0.34. Using KWfWf (t) computed for ρ∗ = 0.34 in Eq. 2.7, the fluid dissipation component is
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estimated as a function of excitation frequencies, Ω. To estimate the Akhiezer contribution, we plug in the
τi for each phonon computed for the coupled system in Eq. 2.1 which gives us D
f
int. Figure 2.5c shows the
net dissipation and the dissipation contribution by each component. The sum of the contributions compares
well with the net dissipation of the system obtained using NEMD. Each component of dissipation will govern
a decay time, τD of any initial axial excitation of the system. τD can be defined as τD = 2Q/Ω. Figure 2.5d
shows the decay time due to each dissipative component along with the decay time due to their combined
effect. It can be seen from the plots in Figure 2.5c and Figure 2.5d that the total dissipation in the system
is primarily due to the Akhiezer mechanism at lower excitation frequencies. As we gradually move to higher
excitation frequencies, fluid dissipation starts playing a role. Since Akhiezer dissipation plays a dominant
role and is a function of the metric Ωτi, any change in the τi by modifying the density of filled Ar will
manifest in the total dissipation in the system. In the next section, we attempt to analyze the effect of
density of the confined fluid on individual dissipation mechanisms.
2.3.5 Density scaling of dissipation
We use KWfWf (t) computed at different fluid densities to estimate the fluid dissipation component. The
scaling of the fluid dissipation with density at three different excitation frequencies is shown in Figs. 2.6a-
2.6c. At lower excitation frequencies i.e. 5 GHz (Figure 2.6a) and 12.5 GHz (Figure 2.6b), the fluid
dissipation increases with increase in density. Whereas at 25 GHz (Figure 2.6c) the fluid dissipation scales
nonmonotonically with density. It should be noted that though the scaling behavior of the fluid dissipation
is similar to case II, the magnitude is quite different due to the difference in KWfWf (t).
By subtracting fluid dissipation from the total dissipation obtained from NEMD, we can calculate the
Akhiezer contribution. For the 5 GHz case, we calculate the Akhiezer contribution and fit it with single-
relaxation time approximation of Akhiezer dissipation. Under this approximation, Akhiezer dissipation





ε20, where τs can be interpreted as time scale of collective
relaxation of phonon energies. A least-square fitting yields values of τs at different fluid densities. τs is
found to decrease with increase in fluid density as shown in Figure 2.6d. This can be explained in terms of
increase in fluidic interaction. With the increase in fluid density, the same number of phonon modes interact
with increased number of fluid atoms. The increased fraction of fluidic interaction per phonon mode enables
faster relaxation of their energy. The reduction of τs manifests itself in dependence of Akhiezer dissipation
on fluid density at different frequencies. Using the values of τs, the Akhiezer dissipation is estimated for
12.5 GHz and 25 GHz cases. The sum of Akhiezer and fluid contribution is found to agree well with the
NEMD results for total dissipation. At 5 GHz and 12.5 GHz, fluid dissipation has a negligible contribution
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and Akhiezer dissipation governs the scaling of total dissipation with density. At these frequencies, Akhiezer
dissipation decreases with increase in density due to a reduction in τs and consequently total dissipation
decreases. However, at 25 GHz, Akhiezer dissipation doesn’t change much with the reduction in τs. In fact,
fluid dissipation has a significant contribution and its nonmonotonic scaling with density governs the scaling
of total dissipation.
2.4 Summary
In summary, we examine the effect of phonon-fluid coupling on dissipation of a fluid coupled nanoresonator
system driven at gigahertz frequencies. Our MD simulations on frequency and density scaling of total dis-
sipation incorporate the phonon-fluid coupling effect directly. However, to analyze the consequences arising
solely due to the coupling effect, we resorted to theoretical formulation of each dissipative process in the sys-
tem. We identify that the total dissipation is contributed by intrinsic dissipation (Dfint) governed by Akhiezer
mechanism and fluid dissipation (Dflu). We formulate the fluid dissipation in terms of hydrodynamic force
on the resonator and observe that its magnitude is either very low or comparable to the intrinsic dissipation.
As experimental observations on fluidic channel based resonator [52,53,80] suggests, the relatively low fluid
dissipation is a consequence of confining the fluid inside the CNT instead of placing it outside. Another
consequence is nonmonotonic scaling of fluid dissipation with the density of the fluid, which we observe at
higher excitation frequencies. Besides that, the fluid dissipation is found to increase monotonically with
excitation frequency for a given density and with density for low excitation frequencies. We confirm our
formulation of intrinsic dissipation due to Akhiezer mechanism by considering the case of empty CNT in
vacuum. The formulation reveals that the strength of the Akhiezer dissipation depends on the metric Ωτ ,
where Ω is the excitation frequency and τ is the phonon relaxation time. Since τ mostly varies between
1-100 ps for a CNT at room temperature, Akhiezer mechanism becomes dominant at gigahertz excitations.
We find these relaxation times are affected by the phonon-fluid coupling and is manifested in the Akhiezer
dissipation. This leads to a change in the intrinsic dissipation of the resonator in the presence of fluid at
a given density when compared with that of vacuum (Dvint). This change (∆Dint = D
f
int − Dvint) has been
ignored in all previous studies of fluid coupled resonator systems. In our case, accounting for the change
becomes particularly crucial since the order of ∆Dint ∼ Dvint ∼ Dflu. Further, we find that the phonon-fluid
coupling strength and consequently the phonon relaxation times can be manipulated by changing the fluid
density. We show that an important consequence of the coupling on the total dissipation is its inverse scaling
with the density of the fluid at some frequencies. Although, the consequence of phonon-fluid coupling is
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presented, in this study, in the context of intrinsic dissipation due to Akhiezer mechanism, the coupling effect
is general and extends to calculation of any material parameter that depends on phonon relaxation times
such as thermal conductivity, thermal diffusion time, etc. in the presence of interfacial fluidic interaction.
21
2.5 Table
ε (meV) σ (Å)
Carbon-argon 4.98 3.38
Argon-argon 10.33 3.40

















































































































































































































































































































































































































Figure 2.2: (a) Scaling of the inverse quality factor, Q−1 with frequency of periodic excitation, Ω. The
reduced density, ρ∗ of the confined argon is 0.34. Scaling of the inverse quality factor with density of filled
argon at (b) low excitation frequencies and (c) a high excitation frequency.
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Figure 2.3: For the empty CNT in vacuum (Figure 2.1c), (a) relaxation time and (b) Grüneisen parameter
vs frequency of the phonons, (c) scaling of the inverse quality factor, Q−1 with frequency of axial excitation,
Ω where the red squares with error bars are the data points obtained from NEMD simulations and the black
solid line is the estimate from Akhiezer dissipation formulation (Eq. 2.1).
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(c)
Figure 2.4: For the fluid coupled resonator system with frozen carbon atoms (Figure 2.1d), (a) KWfWf (t)
vs time at different densities of filled Ar obtained from equilibrium molecular dynamics (EMD) simulations,
(b) scaling of inverse quality factor, Q−1 with frequency of axial excitation, Ω at reduced density, ρ∗= 0.34,
(c) scaling of inverse quality factor with density of filled argon at different excitation frequencies. In (b) and
(c), the markers with error bars are the data points obtained from NEMD simulations and the solid lines
are the estimates from fluid dissipation formulation (Eq. 2.7)
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Figure 2.5: (a) A comparison of phonon relaxation times for the CNT filled with Ar (Figure 2.1a) at density,
ρ∗= 0.34 with that of the empty CNT in vacuum (Figure 2.1c). (b) A comparison of KWfWf (t) computed for
the Ar filled CNT with phonons (Figure 2.1a) and Ar filled CNT with C atoms frozen (Figure 2.1d) shown
with solid and dashed lines respectively. (c and d) Scaling of (c) dissipation and (d) damping time in the Ar
filled CNT system with the frequency of excitation, Ω. The markers with error bars are the data points for
net dissipation (c) and damping time (d) obtained from NEMD simulations. The green and the blue solid
lines are, the intrinsic dissipation and fluid dissipation contributions, respectively in (c), and the damping
time due to intrinsic and fluidic contributions, respectively in (d). The combined effect of each contribution,













































































Figure 2.6: Scaling of dissipation with density, ρ∗ in the Ar filled CNT system (Figure 2.1a) at (a) 5 GHz,
(b) 12.5 GHz and (c) 25 GHz excitation frequencies. The filled triangles with error bars are the data points
for net dissipation obtained from NEMD simulations. The empty squares and the empty triangles show the
intrinsic and the fluid dissipation contributions, respectively, to the net dissipation. (d) Under the single









Typically, the ultimate performance of a resonator is evaluated under a near-vacuum condition [12, 59, 73],
in which case only the intrinsic dissipation mechanisms are operative. But, such characterization may
prove insufficient to assess their quality for applications involving biological [72, 104] and chemical [21,
26, 32] sensing where an external gas or liquid environment is inevitably present. In such scenarios of a
resonator in a fluid environment, estimating the net energy loss is not straightforward. Firstly, because the
sources of dissipation can couple with each other and the coupling effect can manifest in each dissipation
mechanism. Secondly, the response of the interacting media, fluid, in the parameter space of the resonant
motion, which are gigahertz frequency and nanometer dimension is poorly understood and consequently,
the resulting extrinsic dissipation, i.e., fluid dissipation, is difficult to estimate. In this regard, 1D or 2D
high-frequency nanoresonators in a fluid environment is a platform not only to understand the individual
dissipative processes and their coupling but also to probe the nature of fluid-structure interaction at the
lower extremes of length and time scale.
The fluid can be placed, either outside the volume of the resonator or encapsulated in a channel inside
the resonator. In the case of an exterior fluid, the fluid damping is generally orders of magnitude higher
than intrinsic damping and becomes a more important concern. This motivated the characterization of fluid
damping interacting with vibrating micro-nano structures [85] and nanoparticles [54]. It has been shown that
even ‘viscous’ fluid can exhibit ‘viscoelastic’ nature if the time scale for measurement becomes comparable to
molecular timescales in the fluid. To account for the frequency dependent fluid response, a fluid relaxation
parameter is incorporated in the constitutive relationship between shear stress and strain rate, and the
classical Navier-Stokes (NS) equations are modified accordingly [84,115]. The effect of the fluid relaxation was
observed in the case of gases through vibrating micro-nano resonators at kilohertz to megahertz frequencies
[116] and in case of liquids through vibrating nanoparticles at gigahertz frequencies [86], respectively. The
1This work is in press as De, S., & Aluru, N. R. (2018). Anomalous scaling of flexural phonon damping in nanoresonators
with confined fluid. Microsystems & Nanoengineering.
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difference in the frequency range of observation is due to the difference in molecular timescales between gases
and liquids. In all the fluid exterior cases, the damping was consistently found to be directly proportional
to the density or viscosity of the fluid. The case of fluid encapsulation exhibited some distinctive features
like reduced fluid damping [52,53] and nonmonotonic scaling with the fluid density or viscosity [51]. Those
features, however, were shown to stem from the dynamics of the fluid under confinement. Because of the lower
frequency in kilohertz and larger dimension of the fluid channel in micrometer, the oscillatory flow dynamics
could be explained using classical NS equations without the fluid relaxation parameter. In this regard, the
flexural phonon damping of nanotube resonators with confined fluid combines interesting and unexplored
features of both phonon-mediated intrinsic damping and fluid damping. The confined fluid damping being
low and comparable to the intrinsic dissipation, both become equally important. Each dissipation channel
can exhibit some effect due to the presence of other entity. A large surface-to-volume ratio of these low
dimensional structures provides a scope to capture the effect. The flexural phonons interacting with the fluid
can attain gigahertz frequencies, a range where the fluid response behavior is unknown. Additionally, the fluid
interaction at the nanoscale structural interface bears the effect of slip [55, 56], density inhomogeneity [57],
and reorganization due to confinement [58], all of which can affect the dissipation.
We consider a 1D single-walled carbon nanotube (SWCNT) interacting with an argon environment at
room temperature and study the damping of the fundamental flexural phonon with gigahertz resonant
frequency. We set-up two different arrangements of the resonator-fluid system; in one, the fluid is solely
confined inside the SWCNT, and in other, fluid is placed outside the SWCNT. Ringdown simulations of the
SWCNT are carried out to compute the net dissipation during the resonant motion. The net dissipation,
which is contributed by phonons and fluids in the system, is studied at different fluid densities for both the
cases. A comparison of the fluid interior case with an empty SWCNT in vacuum revealed that dissipation due
to phonons and fluid are comparable and that each of them and their cross-interaction can be of significance.
First, we look at intrinsic dissipation due to phonons. We use the intrinsic dissipation computed for the
empty SWCNT in vacuum to investigate if the associated dissipation mechanism is affected in the presence
of interfacial fluid interaction. Next, we compute the fluid dissipation which results from the oscillatory flow
generated in the fluid during the ringdown motion. We formulate the fluid dissipation in terms of a damping
kernel which can be computed from the equilibrium fluctuations of the hydrodynamic force on the resonator.
The fluid damping kernel is used to demonstrate (i) the effect of thermal motion of the resonator atoms at the
interface (surface phonons) on the fluid dissipation and (ii) the time dependence of the hydrodynamic force
from the fluid with nanoconfinement effects. The damping kernel is used to quantify the fluid dissipation
and explain its unexpected scaling with the fluid density. Enabled by a systematic dissipation analysis,
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we discuss the origin of intrinsic dissipation. Moreover, we highlight the difference between the dissipative
response of the nanoconfined fluid and the exterior fluid.
3.2 Materials and methods
A (10, 10) single-walled carbon nanotube (SWCNT) of length (lz) 20 nm is constructed which forms the
resonating structure. The structure is made of 3280 carbon atoms and resembles a tube (as shown in Figure
3.1a) with an approximate radius (r) of 0.68 nm. Argon is considered as the fluid medium. The interaction
between the resonating structure and the fluid is studied in two different cases: (i) SWCNT with interior
fluid and (ii) SWCNT with exterior fluid. In the case of SWCNT with interior fluid (shown in Figure 3.1b),
all the fluid atoms (or molecules) were placed inside the tube. A periodic boundary condition is applied in
the axial direction of the tube to keep the fluid confined during the simulation. In the case of SWCNT with
exterior fluid (shown in Figure 3.1c), the fluid is placed outside the tube. A large enough simulation box
(with dimensions lx × ly × lz) is defined to surround the fluid outside SWCNT in the radial direction, and
a periodic boundary condition is applied in all the three directions. The bonded interaction between the
carbon atoms in the SWCNT is described by the modified Tersoff potential. [88] Two-body Lennard-Jones
(LJ) potential [1] is used to model the non-bonded interaction between the argon atoms of the fluid and
between the argon atoms of the fluid and the carbon atoms of the SWCNT.
We use the LAMMPS package [89] for the molecular dynamics simulations. The first stage of simulations
involves preparing the equilibrated samples of the fluid-resonator system for a range of fluid densities. The
SWCNT is pre-stretched by 5% to avoid any buckling. Two rings of atoms, which correspond to 40 carbon
atoms at each end of the SWCNT, are kept frozen to impose a clamped boundary condition. The thermal
motion is allowed in rest of the (N) SWCNT atoms. Then, the argon atoms are placed at a pre-defined
spacing in the cylindrical region inside the SWCNT in the case of interior fluid, and in the region between
the cylindrical SWCNT and the cuboidal simulation box in the case of exterior fluid. A different number of
argon atoms are fitted inside those regions by altering the spacing, which results in different densities. The
case with no argon atoms corresponds to an SWCNT resonator in the vacuum. A non-dimensional density
can be calculated in each case as ρ∗λ = Mσ
3/Vλ, where M is the number of fluid atoms in the system, σ is
their LJ diameter, and Vλ is the volume of space available for the fluid which is Vi = πr
2lz in the case of
interior fluid and Vb = (lxlylz − πr2lz) in the case of exterior fluid. The fluid and the SWCNT atoms are,
then, assigned some initial velocity drawn from a Gaussian distribution corresponding to a temperature,
T (= 300 K) and integrated under NVT [117] ensemble for 5 ns to reach thermal equilibrium. The final
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structure of SWCNT with interior and exterior fluid is shown in Figure 3.1b and 3.1c, respectively.
To compare the interior and the exterior fluid cases, we reference the density of the interior fluid in terms
of density and pressure of the bulk reservoir corresponding to the exterior fluid case. For this, we set up
separate simulations of SWCNT inside a bulk argon reservoir (shown in Figure 3.1d) and carry out SWCNT
filling and equilibration. A considerably smaller SWCNT is considered in these simulations to reduce the
computational cost. Different densities are achieved by controlling the pressure of the fluid in the reservoir
under NPT [118] ensemble, with the temperature set to 300 K. The simulation box of the reservoir adjusts
its dimension to equilibrate at a particular fluid density for a given pressure. A relation of the bulk pressure
with the bulk density (ρ∗b) and the interior density (ρ
∗
i ) is obtained from these simulations.
The dissipation study involves ringdown measurements [108, 119] using non-equilibrium molecular dy-
namics (MD) simulations. The equilibrated samples are the starting configuration for the non-equilibrium
MD simulations. In the equilibrated samples, all the phonon modes of the SWCNT resonator share the same
thermal energy equal to kBT where kB is the Boltzmann constant and T is the temperature. Ringdown
is carried out by imparting some extra energy to the fundamental flexural phonon (φ1) of the SWCNT.
The mode shape, φ1 corresponds to one of the two degenerate fundamental flexural phonons of the doubly-
clamped SWCNT resonator and is obtained using real space quasiharmonic (QHMR) method (see Appendix
A.2). In MD, the extra energy is imparted by rescaling the velocities of the SWCNT atoms from the starting
configuration. If the velocities of the SWCNT atoms are denoted by vi,α in the equilibrated starting con-
figuration, then the velocity perturbation along φ1 leads to vi,α ← vi,α + εvφi,α1 . Here, φ1 (shown in Figure
3.2b) represents the shape of the phonon mode which is a vector of length 3N where N is the number of
SWCNT atoms in thermal motion and 3 corresponds to their degrees of freedom. For any atom indexed
as i and α = 1, 2, and 3, corresponding to the x, y, and z directions, respectively, φi,α1 is the contribution
of ith atom to the mode shape along αth direction. The scaling parameter εv is kept small such that the
change in thermal energy of the sample due to the perturbation is within 0.7% of the initial thermal energy
of the system, i.e., 3NkBT . Following the velocity rescaling, both the SWCNT and the fluid are evolved
under constant energy (NVE) ensemble as an isolated system. During this ringdown process, the extra
energy of the fundamental flexural phonon is redistributed among all other phonon modes and fluid atoms.
Consequently, the displacement, q1(t) and the velocity, q̇1(t) of the fundamental flexural phonon exhibit a
decaying oscillatory nature. The decay in the displacement amplitude of q1(t) (shown in Figure 3.2d) can
be associated with a time scale τd1 , called the damping time. From τ
d
1 , the inverse quality factor, which is a
non-dimensional measure of dissipation, can be calculated as Q−1 = 2/(ω1τ
d
1 ) (see Appendix A.4.5), where
ω1 is the angular frequency of the fundamental flexural phonon obtained by taking Fast Fourier transform
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of the velocity history, q̇1(t).
For dissipation analysis, we consider two more simulation setups of the fluid-coupled resonator system;
setup I and setup II. In case of setup I (shown in Figure 3.1e), the thermal motion of all the resonator atoms
is kept frozen throughout the simulations. Under this condition, the equilibrium simulations entail updating
the positions and velocities of just the fluid atoms during NVT or NVE integration. The dissipation study
under nonequilibrium simulations involves deforming the resonator atoms along φ1 by artificially setting their
position at each step and evolving the fluid atoms by NVE integration. If the positions of the frozen SWCNT
atoms are denoted by xi,α before the start of the nonequilibrium MD simulation, then their position, xi,α at




1 . Here, A corresponds to the
values obtained from the ringdown simulation of the actual system. In the actual system, the fundamental
flexural resonance occurs at a fixed frequency ω1. In setup I with artificially imposed deformation, we
have control over the deformation frequency, Ω. Ω is varied over a range of frequencies, including ω1
corresponding to the actual system. Due to fluid dissipation, the energy of the system increases with the
periods of deformation. The amount of dissipation per period, D is calculated from the slope of the average
energy of the system with the number of periods (shown in Figure 3.2f). Using D, the inverse quality
factor is calculated as Q−1 = D/(2πEsto). Here, Esto is the maximum energy stored during the prescribed
deformation. The simulation setup corresponding to setup II (shown in Figure 3.1f) involves attaching stiff
springs (kstiff → ∞) to 160 carbon atoms at the mid-section of the resonator. The purpose is to restrict




By varying reservoir pressure, argon can be confined inside the SWCNT with reduced densities ranging
between ∼ 0.01− 0.57 (16.87− 961.87 kg/m3). For the pressure range considered (∼ 10− 104 bars), argon
in the reservoir exists either in the vapor or the supercritical state [120,121]. For any higher pressure, argon
turns solid and will prevent the filling of the SWCNT. To compare the dissipation in the interior and the
exterior cases, a correspondence is established between the reservoir or bulk density (ρ∗b) and the confinement
density (ρ∗i ) of argon. The procedure is discussed in Appendix A.1.
Ringdown is carried out for fluid densities ranging from ρ∗i ∼ 0.08 to 0.55 (135.0 to 928.13 kg/m3)
in the case of interior fluid, and ρ∗b ∼ 0.01 to 0.19 (16.87 to 320.62 kg/m3) in the case of exterior fluid.
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The fundamental flexural phonon during the ringdown process is modeled as a damped harmonic oscillator.
The parameters associated with the model are effective mass, effective stiffness (resonant frequency), and a












where ω1 and ν1 are the resonant frequency and the damping coefficient in fluid, ω
0
1 is the resonant frequency
in vacuum, m0 is the resonator mass, and ∆m is the added mass due to the fluid during the fundamental
flexural motion. The derivation is shown in Appendix A.4.3. A plot of the resonant frequency ω1 for different
cases of argon coupled CNT system is shown in Figure 3.3a. For the cases with interior argon, Q−1  1 and
thus ω1  ν1/2. Therefore, the resonant frequency change with density in Figure 3.3a is solely due to the
added mass of the fluid. In the argon exterior cases, though the change in ω1 is majorly due to the added
fluid mass, ν1 becomes significant and can contribute to the change for the highest densities.
Inserting the values of m0, ω01 and ν1 in Eq. 3.1, ∆m1 can be calculated. A plot of the effective mass of
the fluid added (maddf = ∆m1) to the structure during the resonant motion is shown in Figure 3.3b, in terms
of maddf /m
tot
f , where m
tot
f is the total mass of fluid present in the fluid coupled resonator system. The ratio
maddf /m
tot
f in the interior case is found to be ∼ 1.0 which is expected as the whole mass of fluid moves with
the structure. In the exterior case, maddf /m
tot
f corresponds to the fraction of fluid mass that forms layers
around the structure and moves with it.
The magnitude of the initial amplitude A1 depends on the extra energy imparted in the beginning as the
part of the ringdown simulation. Figure 3.3c shows A1 at different densities for both interior and exterior
argon cases. The amplitude values are close to each other because the initially imparted energy is kept
approximately constant for all the cases. The small variation for the different cases is due to differences in
the amount of damping and the fluid mass loading of the resonator.
The dissipation scaling for the interior and the exterior case is shown in Figure 3.3d. The resonant
frequency of the flexural phonon for all the cases is greater than ∼ 100 GHz. To the best of our knowledge, no
previous studies have reported dissipation in a fluid coupled resonator system at such a high frequency. The
dissipation in the interior cases is found to be lower, in some cases by almost 50 times, than the corresponding
exterior cases. Also, in the exterior case, the total dissipation is found to increase with the increase in density.
Both of these observations are qualitatively consistent with experiments on microresonators at KHz to MHz
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frequencies [51,85]. However, in the interior case, the total dissipation decreases with the increase in density.
Conventionally, the increase in density of a bulk fluid is marked by an increase in viscosity [85] in the
hydrodynamic limit [123]. Thus, increase in the total dissipation in the exterior case can be explained by
the increase in viscous force by the fluid on the SWCNT. By this argument, the scaling of total dissipation
in the interior case is rather counter-intuitive. To elucidate the unexpected dissipation scaling, we carefully
examine the individual sources contributing to the dissipation during the ringdown process.
3.3.2 Sources of dissipation
During the resonant motion, the fundamental flexural phonon (k = 1) interacts with other phonons (k =
2, . . . , 3N) of the SWCNT and the fluid atoms. For the fluid coupled resonator system (sys), the total
dissipation, (Q−1)sys (≡ Q−1) is accounted by the intrinsic (int) dissipation governed by the phonons
and extrinsic dissipation due to the fluid (flu). In the case of an empty SWCNT operating in vacuum
(v), net dissipation, (Q−1)vint during the fundamental flexural resonance is intrinsic and is solely mediated
by phonons [105, 106]. However, the presence of fluid (f) in the fluid coupled resonator can change the
nature of the interaction of the fundamental flexural phonon (k = 1) with other phonons at the fluid-
structure interface. If that is true, the intrinsic dissipation in the fluid coupled resonator can be different
from (Q−1)vint and is denoted by (Q
−1)fint. Similarly, the extrinsic dissipation due to the fluid during the
motion of the fundamental flexural phonon of the SWCNT can incorporate the effect of other phonons [124]
(k = 2, . . . , 3N) or thermal motion [125] (th) of the atoms in the SWCNT. We denote the fluid dissipation
by (Q−1)thflu and (Q
−1)nothflu corresponding to the cases when other phonons (or atomic thermal motions) are
present and absent in the SWCNT, respectively. With these definitions, the total dissipation in the fluid
coupled resonator system can be written as (Q−1)sys ≡ (Q−1)fint + (Q−1)thflu.
During experiments or simulations on ringdown, the dissipation measured from the amplitude decay of the
structure is (Q−1)sys. In our case of SWCNT resonator in fluid, (Q
−1)sys is obtained using nonequilibrium
MD. The main challenge is the computation of the individual contributions namely (Q−1)fint and (Q
−1)thflu.
For computing (Q−1)thflu, we use the total hydrodynamic force [97, 98] by the fluid on the fundamental
flexural mode (k = 1) obtained from nonequilibrium MD during the ringdown. The modal hydrodynamic
force, (P1)
th
flu is calculated by projecting the hydrodynamic force, (Fi,α)flu on each resonator atom (shown
in Figure 3.2c) along the mode shape φ1. The slope of the hydrodynamic force with the velocity gives a
damping coefficient c̃f (ω1) as shown in Figure 3.2e. This damping coefficient can be seen as the real Fourier
transform of a damping kernel cf (t) from time to frequency domain and evaluated at ω1. The formulation
and subsequent derivation of the quality factor are shown in Appendix A.5. Using the damping coefficient,
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Here, ξ1 is a fraction that depends on the mode shape. c̃f (ω1) is calculated at each fluid density during the
ringdown process, which is then used to compute (Q−1)thflu using Eq. 3.2. Now, there is no straightforward
way to compute (Q−1)fint. So, as a first guess, we approximate (Q
−1)fint with (Q
−1)vint which is obtained
by simulating ringdown of the empty SWCNT in vacuum. From (Q−1)thflu and (Q
−1)fint approximated as
(Q−1)vint, (Q
−1)sys (≈ (Q−1)vint +(Q−1)thflu) is calculated. A comparison of the estimated (Q−1)sys with Q−1
obtained directly from nonequilibrium MD simulation is shown in Figure 3.4. A good agreement between
them reveals that (Q−1)fint ≈ (Q−1)vint is in fact true. This means that the energy exchange between the
fundamental flexural phonon (k = 1) with the rest of the phonons (k = 2, . . . , 3N) is not influenced by
the presence of the fluid at the fluid-structure interface. Also, the inverse scaling of the damping of the
fundamental flexural phonon can be ascribed to the scaling of the fluid dissipation.
Next, we examine the fluid dissipation by looking at the response of the hydrodynamic force of the fluid
on the SWCNT resonator.
3.3.3 Fluid dissipation
From the last section, it can be seen that the fluid dissipation (Q−1)thflu in Eq. 3.2 depends on the quantities ω1
and c̃f (ω1). With the change in fluid density, the variation of ω1 is found to be almost negligible compared to
c̃f (ω1). Thus, the dissipation scaling depends on c̃f (ω1). As mentioned before, c̃f (ω1) is evaluated from the
real Fourier transform of a time-dependent damping kernel cf (t). Here, cf (t) parameterizes the dissipative
part of the hydrodynamic force of the fluid on the SWCNT resonator in response to the fundamental
flexural motion (k = 1). From the nonequilibrium MD of the ringdown, we can only compute c̃f (ω) at
ω = ω1 but not the time-dependent damping kernel cf (t). So, we compute cf (t) from equilibrium MD using
a formulation based on linear response theory (LRT). In the next subsection, we verify the formulation
by carrying out nonequilibrium MD and equilibrium MD simulations on a fluid coupled resonator system
with the resonator atoms frozen, i.e., no phonons (setup I, shown in Figure 3.1e). Note that just the fluid
is thermally equilibrated in this system. The details on the simulation methodology can be found in the
section ‘Materials and Methods’ (Sec. 3.2).
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Resonator with no phonons
Linear response theory [98,100] (LRT) states that the response of the thermally equilibrated system to a small
external perturbation can be predicted from the thermal fluctuations of the system at equilibrium. In the case
of the SWCNT resonator with frozen atoms, the flexural motion is set by artificially moving the atoms along
the mode shape φ1 with a time dependence as A1 sin(ω1t). This acts as an external perturbation. During
this process, the hydrodynamic force response on the mode, 〈P1〉neq can be expressed in terms of equilibrium
thermal fluctuations in the hydrodynamic force δP1 = P1−〈δP1〉eq. Here, 〈.〉neq and 〈.〉eq are nonequilibrium
and equilibrium ensemble averages, respectively. Specifically, 〈∆P1(t)〉neq =
∫∞
−∞ dt
′ χP1P1(t− t′)λ(t′) [100],
where χP1P1(t) = −β ddt 〈δP1(0)δP1(t)〉eq, λ(t) = A1 sin(ω1t), and β = (kBT )
−1. This is worked out in




′ cf (t− t′)λ̇(t′). It can then be shown that cf (t) = β〈δP1(0)δP1(t)〉eq.
We denote cf (t) for the resonator with no phonons as c
noth
f (t). Also, we refer P1(t) as (P1)
noth
flu . The
fluid damping kernel, cnothf (t) is calculated for setup I (Figure 3.1e) at equilibrium for different interior argon
densities. The plot is shown in Figure 3.5a. The initial value, cnothf (0) increases monotonically with the
increase in density. The dependence of cnothf (t) on time also changes with density. With the increase in
density, cnothf (t) becomes more oscillatory in time which depicts an elastic behavior. This could result from
the solid-like structural reorganization of the argon due to confinement. Similar to Eq. 3.2, cnothf (t) is used to





Here, (c̃)nothf (Ω) is the real Fourier transform of c
noth
f (t) at Ω1. (Q
−1)nothflu is calculated for a range of
frequencies at ρ∗i = 0.08, 0.33 and 0.55. The dissipation at these three densities is also obtained from
nonequilibrium MD simulations as outlined in the ‘Materials and Methods’ section (Sec. 3.2). A comparison
of the dissipation, (Q−1)nothflu obtained from the two different methods is shown in Figure 3.5b. A good
agreement confirms that the fluid damping kernel, cnothf (t) formulated using LRT can capture dissipative
response of the fluid.
The simulation setup I with the resonator atoms frozen is used to verify the formulation of the damping
kernel. However, the computed fluid damping kernel, cnothf (t) does not capture the effect of the thermal
motion or phonons of the resonator at the interface. In the next section, we describe why LRT cannot be
used to compute cf (t) for the actual system and how another simulation setup, setup II (shown in Figure
3.1f) is used to capture those effects in terms of cf (t).
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Resonator with phonons
In the actual case, the SWCNT resonator is vibrating in the fundamental flexural mode (k = 1), and all
other phonons (k = 2, . . . , 3N) are also present in the system due to the thermal motion of the atoms.
The thermal motion of the SWCNT atoms can influence the hydrodynamic force response by the fluid,
and consequently, cf (t). However, in this case, we cannot directly apply the LRT and calculate cf (t) from




flu(t) is the modal hydrodynamic force for the resonator
with phonons. This is because the external perturbation λ(t), defined previously, lies in the phase-space of
the Hamiltonian of the SWCNT resonator with phonons, at thermal equilibrium [100]. More precisely, λ(t)
coincides with q1(t). Considering this, a workaround would be to suppress the fundamental flexural phonon
and allow other phonons in the SWCNT during the equilibrium simulation. This is achieved by attaching
a stiff spring (kstiff → ∞) at the mid-section along the length of the SWCNT (setup II, shown in Figure
3.1f). The stiff spring keeps the midsection at rest and thus suppresses the fundamental flexural modes
(k = 1, 2). In this scenario, LRT can be used to calculate cf (t) for the SWCNT resonator, corresponding
to a perturbation along φ1. Although the fix as mentioned above affects the nature of few other phonons,
the calculated cf (t) can effectively capture the influence of the thermal motion of the SWCNT atoms at the
fluid-structure interface. For the resonator with phonon case, we denote cf (t) as c
th
f (t).
Figure 3.6 shows the comparison of cf (t) between the resonator with phonon case and the resonator
with no-phonon case at different interior argon densities. The initial values, cf (0) of both the cases are
approximately equal. In terms of the time dependence of cf (t), the two cases differ increasingly as we go
towards higher densities. Especially for the highest density (ρ∗i = 0.55), the resonator with no-phonon case
displays more oscillations in the kernel at longer times whereas the resonator with phonon case does not. If the
oscillations in the no-phonon case resulted from solid-like structural organizations due to nanoconfinement,
then the thermal motion or phonons tend to break those organizations, and consequently suppress the solid-
like response behavior. Ultimately, we are interested, if the absence or presence of phonons in the resonator
reflects in the fluid dissipation. To verify this, we can compute the fluid dissipation for the resonator with no-
phonon cases using the damping kernel corresponding to the phonon cases, i.e., cthf (t). The plots are shown
in Figure 3.5b. It can be seen that except for the highest density case (ρ∗i = 0.55), the fluid dissipation
estimated using cnothf (t) (dashed lines) and c
th
f (t) (solid lines) are almost overlapping. The only difference
in the fluid dissipation is for the highest density case which can be ascribed to the difference in the time
dependence of cf (t) at longer times (Figure 3.6, last panel). This suggests that, for low to moderately
high densities (ρ∗i . 0.4), the fluid dissipation, which actually results from the oscillatory fluid flow due to
the resonant motion of the structure is not affected by its interfacial atomic thermal motion or phonons.
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we use cthf to examine different cases of confined fluid damping under the fundamental flexural motion of
the resonator.
Scaling of confined fluid damping
Having computed cthf (t) at different densities of interior argon for the actual system, we can estimate (Q
−1)thflu
at any frequency Ω similar to the no-phonon case. First, we estimate (Q−1)thflu at the resonant frequency
ω1 of the fundamental flexural mode at all interior argon densities. The comparison is shown in Figure
3.7. A good agreement clearly reveals that the inverse scaling of the fluid damping is directly related to
the fluid response behavior under confinement. This fluid response under confinement is captured by cthf (t).
The time dependence of cthf (t) signals a frequency dependent scaling of the confined fluid dissipation. We
examine this by estimating (Q−1)thflu at two additional frequencies, 25 and 5 GHz which are lower than the
resonant frequency ω1 of the actual system. The frequencies may correspond to SWCNT resonator of much
larger length (> 20 nm) with the same radius. The scaling is shown in Figure 3.7. It can be seen that the
scaling behavior changes at different frequencies. At the intermediate frequency, i.e., 25 GHz, the dissipation
scaling is nonmonotonic and at the lower frequency, i.e., 5 GHz, the fluid dissipation scales directly with the
increase in density. The frequency dependent scaling behavior can be attributed to a coupled effect of the
viscoelasticity and nanoscale confinement of the fluid. It should also be noted that a ∼ 5-fold reduction in
frequency leads to an ∼ 100-fold reduction in fluid dissipation. Thus, a high quality factor can be achieved.
3.4 Discussion
In this section, we discuss our findings in the light of previous studies on fluid damping in fluid channel
based resonators and intrinsic damping of flexural phonons in 1D and 2D resonators. The nonmonotonicity
in fluid dissipation with density or viscosity of the fluid was first observed in microchannel resonators [51] with
confinement length (lc) in∼ 1−10 µm and resonant frequency (f1) in∼ 100−500 of KHz. A formulation using
classical NS equation with no-slip boundary condition by Sader et al. [126] could quantify the fluid dissipation
and nonmonotonic scaling. The nonmonotonicity was also observed in case of nanochannel resonators with
lc ∼ 100 − 700 nm and f1 ∼ 0.5 − 25 MHz [52, 53]. However, in these nanochannel resonators, the fluid
dissipation could not be quantitatively explained using the formulation by Sader et al. This could be due
to slip-effects at the fluid-structure interface, and frequency dependence of slip length and viscosity [56]
which can be expected in our argon filled SWCNT system with lc ∼ 1.3 nm and f1 ∼ 107 GHz. Though
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Sader et al. model can be corrected by incorporating these effects under a multiscale approach [57], it is not
pursued in this study. Instead, a more direct method is employed where the dissipative behavior of the fluid
is parameterized in terms of a damping kernel. Indeed, the fluid dissipation estimated using the damping
kernel reveals a frequency dependent scaling behavior in the case of SWCNT with confined fluid.
The scaling for the confined fluid case is considerably different from the fluid exterior case which displays
a conventional increase in fluid dissipation with density [54, 85]. This prompted in comparing the fluid
damping kernel cthf (t) in the fluid interior and exterior case. Figure 3.8 shows the comparison. Each panel in
Figure 3.8 displays cthf (t) for SWCNT coupled with argon at some exterior density ρ
∗
b and interior density ρ
∗
i ,
where ρ∗b is the reservoir density required to fill the SWCNT with a confined density ρ
∗
i (refer to Figure A.1a
in Appendix A.1). The plots reveal that the time dependence of cthf (t) in the interior case is significantly
different from the exterior case. For example, the cthf (t) in the highest density case (last panel), exhibits
a highly dissipative behavior (indicated by the decay in the response) in the exterior case, whereas in the
interior case, the dissipative nature of the response is negligible.
The fact that (Q−1)fint is approximately equal to (Q
−1)vint during ringdown of the fundamental flexural
phonon provides some insights on the intrinsic dissipation mechanism. The known intrinsic mechanisms by
which the flexural phonon can dissipate energy are nonlinear mode coupling [107, 108], mode hybridization
[109], and Akhiezer mechanism [82]. The nonlinear mode coupling is the coupling of the fundamental mode
(k = 1) with the rest of the phonon ensemble due to the anharmonic terms in the resonator potential.
Under this mode coupling, one way the fundamental mode can dissipate is by directly thermalizing with the
rest of the phonons at some decay rate. In another way, the fundamental mode first transfers energy to a
group of modes it is nonlinearly coupled with, and the mode group then thermalizes with their respective
baths at particular rates. Here, a mode’s bath comprises of the rest of the phonon modes and the fluid if
fluid is present. Thus, the energy of the fundamental mode decays at a rate which is an average over the
direct and the indirect thermalization rates and this phenomenon is called mode hybridization [109]. If the
flexural motion associates a strain field in the structure, dissipation due to Akhiezer mechanism can play a
role. Under Akhiezer mechanism, the strain coupling due to finite Grüneisen constants perturb the energy
of all the phonons, and they relax at some microscopic timescales by exchanging energy with their respective
baths. Both the decay channels due to mode hybridization and Akhiezer mechanism would be affected by
the presence of fluid. [127] Since, we found that (Q−1)fint ≈ (Q−1)vint, we infer that dissipation due to mode
hybridization and Akhiezer mechanism is not significant. This could be true as the amplitude considered
during the ringdown process is reasonably small [82, 109].
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3.5 Summary
In summary, we report the mechanical energy dissipation during the fundamental flexural resonance of
an SWCNT resonator coupled with interior and exterior argon. Our dissipation calculations involve ring-
down simulations using molecular dynamics. In the fluid coupled resonator, we identify the two sources of
dissipation as phonon mediated intrinsic dissipation and extrinsic dissipation due to the fluid. The intrin-
sic dissipation results from the anharmonic coupling and direct thermalization of the fundamental flexural
phonon with the rest of the phonon ensemble. The intrinsic dissipation under this mechanism remains unaf-
fected by fluid interactions. The fluid dissipation component contributes to the unexpected scaling of the net
dissipation with density in the fluid interior case. To understand the mechanism underlying the unexpected
behavior, a fluid damping kernel is formulated using the linear response theory. The fluid damping kernel
captures the dissipative response of the fluid to the flexural motion. The magnitude of fluid dissipation is
shown to be accurately quantifiable using the fluid damping kernel. The kernel is used to examine the effect
of thermal motion of the resonator atoms (or phonons) on the fluid dissipation. It is found that the thermal
motion does not affect till moderately high fluid densities (ρ∗i . 0.4). The fluid dissipation computed using
the kernel can reproduce the unexpected scaling as obtained from ringdown simulation for interior argon
cases. Comparing the fluid damping kernel for the exterior and interior case, it becomes apparent that the
hydrodynamic response of the fluid under a nanoconfinement is indeed different from a bulk fluid. Our
finding of extremely low dissipation in nanoconfined fluids can eventually solve the long-standing challenge
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Figure 3.3: During the ringdown simulation of fundamental flexural resonance of the SWCNT (a) the
resonant frequency ω1 versus the fluid density ρ
∗. (b) The ratio of the added mass to the total mass of the
fluid, maddf /m
tot
f versus the fluid density ρ
∗. (c) The initial amplitude A1 versus the fluid density ρ
∗. (d)
The scaling of the inverse quality factor Q−1 with the argon density ρ∗. For argon, ρ = ρ∗ × 1687.5 kg/m3.
In each case, the squares and the circles correspond to the interior and exterior argon case, respectively. The
red dashed line corresponds to the empty SWCNT case with the spread in the data denoted by the thickness
of the lighter solid red line. All the data points with error bars are obtained from ringdown simulation using
nonequilibrium molecular dynamics.
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Figure 3.4: A comparison of the net dissipation Q−1 (filled blue squares) of SWCNT with interior argon,
with the sum (Q−1)vint + (Q
−1)thflu (empty triangles), where (Q
−1)thflu is obtained from the same simulation
and (Q−1)vint is obtained from a separate simulation of empty SWCNT in vacuum. For argon, ρ = ρ
∗×1687.5
kg/m3. The red dashed line corresponds to dissipation in the empty SWCNT case. The data points with
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Figure 3.5: (a) cnothf (t) versus time at different argon densities for the interior case. (b) A comparison of fluid
dissipation (Q−1)nothflu obtained from nonequilibrium molecular dynamics simulation (empty triangles with
error bars) with those calculated using the fluid damping kernels, cnothf (t) (dashed black line) corresponding
to the resonator with no-phonon case and cthf (t) (solid black line) corresponding to the resonator with phonon
case. cnothf (t) and nonequilibrium molecular dynamics simulations in (b) correspond to setup I (shown in


























































Figure 3.6: A comparison between cf (t) computed for a SWCNT resonator with phonons (solid line) and
with no phonons (dashed line) for different interior argon densities.
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Figure 3.7: A comparison of density scaling of fluid dissipation obtained from ringdown simulation (empty
triangles with error bars) with that computed using cthf (t) (black solid line) at the resonant frequency ω1.
Using cthf (t), the fluid dissipation scaling is also computed at two other frequencies: 25 GHz (green dashed
line) and 5 GHz (magenta dashed line). All the cases correspond to the SWCNT with interior argon. For
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Figure 3.8: A comparison of cthf (t) computed for the SWCNT with interior argon (blue line) with that of
exterior argon (red line) for different fluid densities. ρ∗b is the reservoir density required to fill the SWCNT
with a confined density ρ∗i (refer to Figure A.1a in Appendix A.1).
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Chapter 4
Nonlinearities in intrinsic dissipation
1
4.1 Introduction
One interesting aspect of damping in 2D structures is its nonlinearity. In the case of graphene resonators,
damping is found to be strongly dependent on the amplitude of motion [59]. This is explained by introducing
a nonlinear damping term (ηx2dx/dt) in the Newton’s equation of motion for a harmonic oscillator where η
is a constant, x is position and t is time. A theoretical treatment reveals that the nonlinearity emerges from
the coupling between flexural modes and the in-plane modes [61]. The coupling is due to the geometric effect
associated with the flexural motion [60,132,133]. This geometric nonlinearity can manifest itself in phonon
interaction and Akhiezer dissipation [45]. The effect can be particularly significant when the operational
frequency of the flexural motion is of the order of a few gigahertz.
Akhiezer damping is a dominant intrinsic loss mechanism for nanoscale resonators operating at gigahertz
frequencies [78]. This takes place as a result of interaction of mechanical deformation with the modes of
thermal vibration, called phonons. An applied strain field can couple with the phonon modes, and thus
modulate their frequencies [83, 134]. The fractional change in phonon frequencies is proportional to the
strain. In the case of flexural deformation with fixed boundaries, the out of plane motion may accompany
in-plane stretching due to the geometric effect. Consequently, the strain at each section may have a second
and higher order dependence on the amplitude of transverse motion. Hence, the coupling between the out-
of-plane motion and phonon modes is effectively nonlinear. Though this is a common scenario in the case
of flexural deformation of clamped 2D structures like graphene and MoS2, its effect on intrinsic dissipation
has not yet been explored. Previous studies have shown that, in the case of graphene, which is one atomic
layer thick, the unstable out of plane modes [135] and the edge atoms [111] play a major role in intrinsic
dissipation. But very few studies have been directed towards investigating dissipation in a single layer
MoS2 [136–138]. This work focuses on studying the underlying physics behind intrinsic dissipation of single
layer MoS2 using MD simulation. A simplified dissipation model is introduced which is based on the physical
1This work is published in De, S., Kunal, K., & Aluru, N. R. (2017). Nonlinear intrinsic dissipation in single layer MoS2
resonators. RSC Advances, 7(11), 6403-6410.
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mechanism. Using this model, the effect of nonlinearity on intrinsic dissipation is investigated and compared
under different modes of deformation.
MD simulations have been previously employed to study intrinsic dissipation in nano-structures [78].
Axial deformation of beams at gigahertz frequencies is characterized by a homogeneous strain field. In this
case, intrinsic dissipation is explained using Akhiezer theory [44]. On the other hand, flexural deformation
of thin beams involves a linearly varying strain along the transverse (thickness) direction. This results in
thermoelastic damping [43,81], in addition to Akhiezer damping. Flexural deformation of thin 2D structures
with fixed boundaries induces a strain field that is different from that in beams. In the membrane limit, the
2D structure provides negligible resistance to bending forces and undergoes stretching along its plane [139]. A
single layer MoS2 exhibits this behavior and will be an interesting candidate for study of intrinsic dissipation.
In this work, we employ MD simulation to study intrinsic dissipation in a single layer MoS2. We first show
that the intrinsic dissipation during in-plane straining of a single layer MoS2 can be explained using Akhiezer
theory. A simplified dissipation model is developed. This model shows good agreement with frequency and
amplitude scaling of dissipation in MoS2 under in-plane deformation. Then, we extend this framework for
dissipation under flexural deformation by incorporating the geometric effect. A closed form expression for
dissipation under flexural deformation is derived. It has atleast fourth and higher order dependence on the
amplitude of transverse motion, which shows that the dissipation is indeed nonlinear. Using this expression,
the net intrinsic dissipation during flexure deformation can be accurately estimated.
4.2 Theory
We consider a single layer MoS2 sheet stretched in the x-y plane. The MoS2 sheet is pre-stretched biaxially
such that it has a uniform initial tensile stress σ0. For simplicity, the sheet is assumed to be infinitely long
along the y direction by imposing periodic boundary condition. The edges of the two-dimensional (2D)
sheet along the x direction are clamped as shown in Figure 4.1. The length L0 of the sheet between the
two clamped edges undergoes deformation. The dynamics of single layer MoS2 resonators can be described
by the continuum theory of 2D membranes [14, 22]. With this knowledge, we first obtain the displacement
and the strain field produced in the MoS2 sheet under axial and flexural excitation. The strain field thus
obtained is subsequently used to formulate the dissipation in the structure.
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4.2.1 Response to periodic excitation
The MoS2 sheet is axially deformed by moving the clamped edges in a periodic manner. The right and the
left edge is displaced simultaneously as Ax sin(Ωt) in the positive and negative x direction respectively, as
shown in Figure 4.1a. Here Ax is the amplitude of oscillation and Ω is the deformation frequency. Using
the results from continuum mechanics, the in-plane displacement field generated in the 2D sheet can be











and Am is the amplitude of axial motion which depends on Ax. The angular frequency of oscillation of the





ρ . Considering a deformation
frequency much smaller than the fundamental frequency (Ω  ωc) of the resonator would imply Lc  L0.
Under this condition, the displacement field along the length of the resonator is approximately linear in x
(|x| ≤ L02 ) given by u(x, t) ≈ x
πAm
Lc
sin(Ωt). Further, using the boundary conditions at L0, we can write,
u(x, t) = xAxL0 sin(Ωt). The linearity in the displacement field results in a spatially uniform strain field in the




In case of flexural deformation, the sheet is subjected to a uniformly distributed load f(t) = f0 sin(Ωt),
in the z direction as shown in Figure 4.1b. The resulting displacement field along the x and z direction is
denoted by u(x) and w(x) respectively. From continuum theory, the dominant mode shape of deformation
due to forcing under the assumed boundary condition is given by [139] w(x, t) ∼ Az sin(πx/L0) sin(Ωt)
and u(x, t) ∼ 0. Here, Az is the amplitude of flexural motion which depends on f0. Under this mode of
deformation, each section along the length of the MoS2 sheet undergoes stretching. The corresponding









)2 ≈ εf (α(x) sin(Ωt))2, where εf = 12 (Az πL0)2 and
α(x) = cos(πx/L0). Unlike the axial case, the strain field in the flexure case is non-uniform along the length
of the MoS2 sheet. These strain fields serve as an input to calculate the net intrinsic dissipation in the MoS2
sheet under each case of deformation.
4.2.2 Formulation of dissipation
The dissipation due to interaction of the time-varying strain field in a structure with its thermal phonons
can be formulated using Akhiezer theory [45]. The thermal phonons in the structure share equal energy at
thermodynamic equilibrium. On application of strain, the system of phonons is driven out of equilibrium
due to the modulation of phonon frequencies. These phonons try to relax back to equilibrium by exchanging
energy, which leads to energy loss. We first try to write the equation for evolution of the phonon energies. The
energy of each phonon mode at thermodynamic equilibrium, is given by kBT , where kB is the Boltzmann
constant and T is the temperature. Any strain, ε can couple with the energy of the phonon mode, Eµ
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by changing its frequency, ωµ. The coupling factor, γµ = − 1ωµ
∂ωµ
∂ε [140] is defined as the phonon mode
Grüneisen parameter (PMGP). For a time varying strain field with frequency Ω, if Ω ωµ, the ratio Eµ/ωµ





= −γµEµε̇(t), where (.) denotes
derivative with respect to t. Again, the phonon modes can exchange energy due to anharmonic coupling.
This coupling governs the relaxation of perturbed energy of the phonon system towards a new equilibrium.






= −(Eµ − Ē)/τµ, where Ē is the mean energy of the phonon system at that







To simplify the system of phonon modes, we employ the phonon grouping technique [93] and derive
an expression for dissipation. The mean Grüneisen parameter of the ensemble of phonons is defined as
γ̄ =
∑
µ γµ/N , where N is the total number of phonon modes. The phonon modes with γµ < γ̄ constitute
the ‘hot’ phonon group and the rest with γµ ≥ γ̄ constitute the ‘cold’ phonon group. The average Grüneisen
parameter of the ‘hot’ phonon group is denoted as γh and that of the ‘cold’ phonon group as γc. During
the relaxation process, the energy exchange takes place between the ‘hot’ and ‘cold’ phonon group with a
collective relaxation time τph. For a space dependent strain field, ε(x, t), the set of equations governing the






[ei(x, t)− ē(x, t)] = −γiei(x, t)ε̇(x, t), (4.2)




ei(x, t) dx = Ei(t). Here i denotes the ‘hot’ (h) and ‘cold’ (c) phonon group. ē(x, t) =
eh(x,t)+ec(x,t)
2
denotes the mean energy of the phonon system at x. Eq. 4.2 leads to two equations. Adding and subtracting
them, we get a set of equations,
∂
∂t






∆e(x, t) = − [∆γē(x, t) + γ̄∆e(x, t)] ε̇(x, t). (4.3b)
Here, γ̄ = γh+γc2 , ∆γ =
γh−γc
2 . ∆e(x, t) =
eh(x,t)−ec(x,t)
2 denotes the energy difference between the phonon
groups at x. Eq. 4.3a and (4.3b) denotes the rate of change of mean energy of the phonon system and the
rate of energy exchange between the phonon groups respectively, at any position x. The treatment of energy
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relaxation in our formulation accounts for the spectral flow energy i.e. flow of energy between different
modes. In the case of a spatially inhomogeneous strain field, there also exists a spatial energy gradient given
by ∂∂xei(x, t) = −γiei(x, t)ε
′(x, t), where (′) denotes derivative with respect to x. The time scale of energy
relaxation due to the spatial flow of energy corresponds to the thermal diffusion time [43] τtd. In our case,
this relaxation mechanism is weak because τtd  1/Ω and can be ignored. Thus, the energy modulation
and redistribution in the structure is microscopically governed by the set of Eqs. (4.3a) and (4.3b).
In case of axial deformation, the strain field is found to be spatially uniform i.e. ε(x, t) = εa sin(Ωt). The
PMGP can be strain dependent if the material behaves nonlinearly [141]. Assuming a linear dependence













ē(x, 0) dx = kBT and the energy difference between the phonon groups satisfy
∫ L0
0
∆e(x, 0) dx =
0. Considering ∆e(x, t)  kBT during the deformation process, ē(x, t) can be approximately solved using
the set of Eqs. (4.3a) and (4.3b). At steady state, the energy dissipated over the nth period of deformation is
given by D = ē(x, Tn+1)− ē(x, Tn), where T = 2πΩ and T
n = nT . The closed form expression of dissipation,










/L0. Here, θ = Ωτph is a metric







































The 4th order dependence of dissipation on strain amplitude, as shown in Eq. 4.4, is due to strain dependence
of the PMGPs. Later in this study, Eq. 4.4 will be used to compare the frequency and amplitude scaling
obtained from MD results.
In the case of flexural deformation, the space dependent strain field, as discussed in section 4.2.1, is
given by ε(x, t) = εfα(x)
2 sin(Ωt)2. The strain dependent PMGPs can then be expressed as γi = γ
0
i +
γ1i ε(x, t). The dissipation, which is a function of both position and θ in this case, is obtained as D





































1 + 20θ2 + 64θ4
)
.
The total dissipation in the structure Efdiss, is obtained by integrating D























Eq. 4.5 shows that due to geometric nonlinearity, dissipation during flexure mode of vibration has atleast
4th and higher order dependence in amplitude of transverse motion. This expression will be used later to
estimate dissipation in the flexure case and compare with MD results.
4.3 Methods
4.3.1 Simulation setup
A single layer of MoS2 includes three atomic layers in which a layer of Mo atoms is sandwiched between
two layers of S atoms. This geometry (Fig 4.1) is initialized and MD simulations are carried out using
LAMMPS [89]. All visualizations are done using VMD [142]. In our MD simulations, the interactions
between the Mo-Mo, Mo-S and S-S are modeled using the Stillinger-Weber potential [143]. The time step of
integration is set to 1 fs for all the simulations. The plane of MoS2 is considered to be along the x-y plane
with thickness along the z direction.
First, a MoS2 sheet, of dimension 56.16 Å along the x direction and 64.86 Å along the y direction
is considered. The sheet is subjected to 5 % in-plane pre-straining to prevent any warping or buckling.
This is done by scaling the x and the y coordinates of the atoms in the 2D sheet. The pre-stretched
sheet is equilibrated to 300 K for 2 ns using Nosé-Hoover thermostat [144] with a time constant of 0.1 ps.
After equilibration, the structure is further evolved for 2 ns under microcanonical ensemble (with out any
thermostat) and atomic trajectories are dumped every 20 fs. The atomic trajectories are used to calculate
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the PMGPs and energy relaxation time of MoS2 at 300 K.
In order to calculate dissipation under axial mode, the simulation box is deformed along the x direction
about its center-of-mass at a given frequency and strain amplitude (shown in Figure 4.1a). The structure
is evolved under microcanonical ensemble for 100 periods of deformation. The average change of internal
energy over the periods of deformation gives a measure of intrinsic dissipation. In the current study, the
axial deformation is carried out at frequencies ranging from 5 GHz to 50 GHz at 2 % strain amplitude.
Dissipation is calculated for strain amplitudes ranging from 1.5 % to 5 % at 10 GHz.
For the flexural mode of deformation, a MoS2 structure of length 65.68 Å along x direction and 65.01
Å along y direction is considered. The total force on the atoms inside a strip of 5.49 Å at each end along
the x direction is set to zero which acts as clamped boundary condition (shown in Figure 4.1b). The rest
of the atoms are subjected to periodic forcing in the z direction. In our simulations, the forcing frequency
is set to 10 GHz and the force applied on each Mo atom of the MoS2 sheet is varied from 0.035 eV/Å to
0.046 eV/Å. The system is evolved under microcanonical ensemble for 100 periods of deformation in order
to calculate dissipation.
4.3.2 Modal analysis
We perform modal analysis in order to implement the phonon grouping technique and estimate the timescale
of energy relaxation. The mode shapes for modal analysis can be obtained using different methods [95]. We
compute the mode shapes using the results from continuum theory. We, then, use the atomic trajectories
from equilibrium MD simulations and FFT technique to calculate the modal frequencies and their dependence
on in-plane straining.
The allowable in-plane wave vectors can be represented as ~k = 2mπL0 êx +
2nπ
B0
êy. Here m and n refer to
the mode number or order which takes positive integral values. L0 and B0 are the lengths of the MoS2 sheet
in the x and y direction with corresponding unit vectors êx and êy respectively. Using linearized membrane
theory, the mode shape corresponding to a wave vector ~k can be expressed as φ(~r) = ~P exp(j ~k.~r0), where ~P
is the polarization vector and ~r0 = x0êx + y0êy + z0êz is the mean position vector of the atom. We denote
the velocity of the atoms in x, y and z directions as vx, vy and vz. The out-of-plane modal velocities are then










and C is the normalizing
factor. p sums over all the atoms in the structure. The in-plane modal velocities can be approximated as










y [cos(αm,n) + j sin(αm,n)]. Using the atomic




i−y (t) can be computed for different values of m
and n. By taking FFT of the auto-correlation of these time series data, the frequencies ωm,n for different
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modes can be resolved. If the structure is plane strained along the x direction, these frequencies are subject





. Here, the subscript 0 and ∆ε
represent the reference and the strained configuration, respectively. The frequencies ωm,n∆ε can be calculated
for different values of ∆ε in order to obtain strain dependence of the PMGPs. The PMGPs, then, can be
used to perform the phonon grouping.
4.4 Results and discussion
4.4.1 PMGP and relaxation time
We consider few lower order modes (long wavelength) and calculate the out-of-plane PMGPs (γo) and in-
plane PMGPs (γi−x, γi−y) at different magnitude of uniaxial strain. The plot of PMGPs versus strain is
shown in Fig 4.2. The PMGPs are found to be strain dependent and can be approximated to vary linearly
with strain. Similar behavior has been observed for strained monolayer graphene using first principles
calculations. It has been shown that under large uniaxial strain, the shifts of the split G mode frequencies
depend significantly on the magnitude of the strain [141]. Also, the out-of-plane PMGPs are found to
be negative and of higher magnitude than in-plane PMGPs (compare Figure 4.2c with Figure 4.2a and
4.2b). This behavior of out-of-plane phonon modes have been addressed in our previous study on graphene
nanoribbon [146]. From the relation of strain coupling of modal energies (∂E/∂t ∼ ∂T/∂t ∼ −γEε̇), we can
say that the out-of-plane modes will undergo high positive change in temperature with tensile strain. These
modes therefore, primarily constitute the ‘hot’ phonon group. By similar reasoning, looking at the in-plane
PMGPs in Figure 4.2a and 4.2b, we can classify them as the ‘cold’ phonon group. Hence, the relaxation
process will involve energy exchange between out-of-plane and in-plane modes.
The time scale of relaxation during the non-equilibrium process can be estimated from the energy fluctu-
ations at equilibrium [147]. In this case, fluctuations in total energy of all the out-of-plane modes should be
considered. For ease of computation, we deal with the kinetic part of the total energy. Its auto-correlation
follows the same decaying behavior as the total energy, but is oscillatory in nature. The total kinetic energy





2, where p sums over all the atoms. EK(t) is calculated using the atomic trajectories from equilib-
rium MD simulations for a time length of 2 ns. The normalized auto-correlation of the fluctuations in EK(t)
can be computed as R(t) = 〈δEK(t)δEK(0)〉〈(δEK(0))2〉 where δEK(t) = EK(t)− 〈EK(t)〉. The envelope of R(t) displays
an exponential decay as shown by the solid line in Figure 4.3. The timescale of decay, which indicates the
energy relaxation time τph can be calculated as τph =
∫∞
0
dt |ER(t)|, where ER(t) is the envelope of R(t).
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In this case τph, is estimated to be 5.24 ps. The τph, thus extracted from the equilibrium MD simulations,
serves as direct input to our dissipation model.
4.4.2 Scaling of dissipation
The frequency scaling of dissipation under axial mode of deformation obtained from MD is shown in Fig 4.4a.
In this case, εa = 0.02 and L0 = 56.18 Å. The Lorentzian nature of the dissipation curve follows directly
from the functional form in Eq. 4.4. Using τph as 5.24 ps, a least-square fitting of Eq. 4.4 is performed with
the dissipation response. The material parameters, thus evaluated, are |∆γ0| = 0.58 and |∆γ1| = 42.39.
Note that |∆γ0| and |∆γ1| here, denote the difference in constant and strain-dependent part of the average
PMGPs of out-of-plane (‘hot’ phonon group) and in-plane (‘cold’ phonon group) modes. Thereby, we have
the complete set of parameters required for our dissipation models.
We, now, try to validate our model for the axial case by comparing the scaling of dissipation with strain
amplitude. At Ω = 10 GHz, for εa varying from 1.5 % to 3.5 %, dissipation obtained using our model
(Eq. 4.4) is in good agreement with the MD results. The comparison is shown in Fig 4.4b. The 2nd term
in Eq. 4.4, which is 4th order in εa is the nonlinear damping term. At higher strain amplitudes (say εa
= 3 %), a significant part of the total dissipation (∼ 55 %) is due to nonlinear damping. From Eq. 4.4,
it is evident that the relative importance of nonlinear damping depends on |∆γ1εa|. For the cases where
|∆γ1εa|  |∆γ0|, the dissipation will be essentially nonlinear.
We, now, look at flexural deformation. Under transverse loading, the deformation profile can be approx-
imated by the fundamental flexural mode and is fitted with Az sin(πx/L0) for Az, where L0 = 54.56 Å. Az
increases linearly with the forcing magnitude as shown in Fig 4.5a. In the flexure case, Az = 4.47 Å for the
maximum forcing considered, which corresponds to a strain amplitude εf = 3.3 % close to the edges (x =
0). Taking pre-strain into account, the final state of strain in the structure at any instant is well below the
maximum intrinsic strain limit for MoS2 [22]. Using MD, net dissipation for the structure is obtained for
different forcing amplitude at 10 GHz. The plot of dissipation versus Az is shown in Fig 4.5b. Inserting the
set of previously evaluated parameters in our model for the flexure case (Eq. 4.5), the estimated dissipation
compares well with those obtained from the MD simulation. The lowest order nonlinearity (1st term) in
Eq. 4.5 is solely due to the geometric effect which arises from coupling of out-of-plane motion and in-plane
stretching. While the last two terms in Eq. 4.5 has the effect of both material and geometric nonlinearity. To
get an idea, for flexural deformation with a transverse force which corresponds to Az = 4 Å, the percentage
contributions of the 1st, 2nd and 3rd term to total dissipation are ∼ 29.5 %, ∼ 47.6 %, ∼ 22.8 % respectively.
The closed form expression for the flexure case shows some interesting behavior. For example, for cases when
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∆γ0∆γ1 < 0, the 2nd term in Eq. 4.5 has a negative contribution to the total dissipation. Thus, for those
cases where the 2nd term is relatively important and negative, it can lead to decrease in dissipation with the
increase in Az. It would be useful to identify the cases where this holds true and use it for designing high
quality factor nonlinear resonator.
4.5 Summary
We have studied the microscopic mechanism behind intrinsic dissipation of single layer MoS2. Based on
the mechanism, we proposed dissipation models to quantify dissipation under the axial and flexure mode of
deformation. We have isolated two factors that renders the dissipation nonlinear: (i) strain dependence of
phonon mode Grüneisen (PMGP) and (ii) geometric effect. The later is manifested in the case of flexure
deformation because of the coupling between out-of-plane motion and in-plane stretching of MoS2. Our
model, which accounts for these factors, can quantify the net dissipation in the flexure case with good
accuracy. The developed analytical expressions can be used to engineer high quality factor nanoresonators



























Figure 4.1: (a) A single layer MoS2 under axial deformation. Ax is the amplitude of displacement of the
edge atoms along the x axis. (b) A single layer MoS2 under flexural deformation. A uniformly distributed
load with amplitude f0 is applied in the z direction. In both the cases, the clamped edges (frozen atoms) are





































Figure 4.2: Variation of phonon mode Grüneisen paramters (PMGPs) with axial strain for (a) in-plane
modes along the x direction, (b) in-plane modes along the y direction and (c) out-of-plane modes. In the
legend, (m,n) indicate the order of the mode.
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Figure 4.3: Decay of R(t) with time. The data points corresponding to R(t) are shown by red circles. The





























Figure 4.4: (a) Scaling of dissipation of the single layer MoS2 with frequency of axial deformation at 2%
strain. The red circles with error bars correspond to results from MD simulation. The black solid line is the
curve-fit using Eq. 4.4. (b) Scaling of dissipation with amplitude of axial strain at 10 GHz. The red circles
with error bars correspond to the MD results. The black solid line is the dissipation estimated using Eq. 4.4
as a function of strain.
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Figure 4.5: (a) Variation of Az(left axis) and εf (right axis) with transverse loading f0 as obtained from MD
simulation. (b) Scaling of dissipation with amplitude of flexural deformation of the single layer MoS2 at 10
GHz. The red circles with error bars correspond to the MD result. The black solid line is the dissipation
estimated using Eq. 4.5 as a function of Az.
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Chapter 5
Multiscale modeling of intrinsic
dissipation
5.1 Theory and modeling of damping
A 2D microresonator operating under flexure mode will experience damping due to its nonlinear coupling
with other thermally excited elastic modes. The resonator, which acts as a tensioned membrane, undergoes
stretching along the plane during any out-of-plane displacement. This generates a stress field in addition to
already present pre-stress in the membrane. As the stretching is nonlinear in out-of-plane displacement, it
introduces a nonlinear term in the system’s deformation energy. Due to a geometric origin of the nonlinear-
ity, it is termed as geometric nonlinearity. This nonlinearity is in addition to that arising from the nonlinear
interaction terms in the system’s interatomic potential. However, owing to the nature of the flexure defor-
mation, the geometric nonlinearity is much stronger than nonlinearity due to interatomic potential [106],
and the later can be ignored. Also, the geometric nonlinearity can be accurately modeled by adopting a
continuum framework.
When the out-of-plane motion is seen in the modal space in terms of the flexural modes, the nonlinear
term in the deformation potential gives rise to a coupling between the otherwise decoupled set modes. This
nonlinear modal coupling is particularly significant in the damping process because it introduces energy
exchange between the modes. With no modal coupling, the energy of each mode would remain constant.
Thus, any energy initially pumped to the fundamental flexural mode will be exchanged with other flexural
modes via the nonlinear mode-coupling. In principle, a particular flexural mode can couple with another
flexural mode with a wavelength ranging from the size of the resonator to that of the lattice spacing. However,
the dynamics of the flexural modes at the nanometer length scale, which constitute the thermal phonons,
need to be captured with a different approach than a micrometer length scale flexural mode, which can
be termed as a continuum-scale mode. The coupling between the continuum-scale modes (continuum-level
coupling) can be well described using continuum mechanics theories for thin membranes. To describe the
coupling between a continuum-scale mode with the thermal phonons (atomistic-level coupling), we introduce
a stress-strain constitutive relation developed using the system’s interatomic potential. For a continuum-
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scale mode, we will show that both levels of coupling are equally important, and for this reason, we need a
multiscale approach to model the whole damping process.
The mode-coupling has been modeled in the past using a continuum mechanics approach, for example,
for macroscale thin plates [148] using the nonlinear plate theory. A similar approach is found to work
well for the nonlinear dynamics of nano-systems made of graphene [108, 149] and nanotubes [107]. In case
of large amplitude vibration of membrane structures, the dynamics of the flexural modes is formulated
by employing the Föppl-von Kármán system of equations. The out-of-plane displacement is expanded in
terms of linear modes, and a set of modal equations with the nonlinear modal couplings is obtained. The
parameters associated with these modal equations such as modal frequencies, nonlinear coupling coefficients
are computed from the continuum formulation. The approach has been discussed extensively in the previous
studies [148, 149]. However, for the sake of completeness, we will briefly outline the methodology in a later
section.
The dynamics of the thermal phonons may not be accurately captured using a continuum framework
because, at the shorter length scales, nonlinearities other than the geometric can be significant. To accurately
capture all these nonlinear effects in the coupling with a continuum-scale mode, we resort to a formulation of
a stress-strain constitutive relation. The relation encodes the information of the phonon dynamics simulated
directly using the interatomic potential. The coupling is established in terms of thermal stress in response
to stretching of each section of the continuum-scale mode. At a microscopic level, the mode Grüneisen
parameters, γi can be identified as the coupling constants. γi for any phonon mode i is defined as the
fractional change in phonon frequency ωi under tensile strain ε as γi = −∂ ln(ωi)/∂ε. Under the condition
of adiabatic invariance [92], γi can be expressed in terms of phonon energies Ei as γi = −∂ ln(Ei)/∂ε.
Thus, the stretching of the sections of a continuum-scale mode can perturb the thermal equilibrium of the
phonons locally by modulating the phonon energies. The phonons take a finite time to reinstate the thermal
equilibrium which is referred to as the phonon relaxation time τi. The net perturbed energy of all the
thermal phonons in the area ∆A of the section, during this process, by the infinitesimal strain dε will be
given by dE∆Ath = −
∑
i γiEidε. This can be recast in the form of 2D thermal stress σhth in the region ∆A
as σhth = −1/∆A
∑
i γiEi. So we have established that the coupling of continuum-scale mode with the
thermal phonons can be represented in terms of a thermal stress σhth at each section. Next, we look at the
nature of σhth and ways to derive it.
Due to the finite relaxation time of each phonon, σhth displays a transient behavior. The transient
state can be expressed in terms a stress-response function χ(t) and a time-dependent strain ε as 〈σhth〉neq =∫ t
0
χ(t−t′)ε̇(t′), where 〈.〉neq represent that the state of stress is transient or not at equilibrium. The response
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function can be characterized using atomistic simulation either by looking at the relaxation dynamics of
each phonon or the overall stress under sudden infinitesimal straining. A more elegant way is to extract the
response function from fluctuations in the thermal stress at equilibrium using theory from non-equilibrium
statistical mechanics known as Linear response theory [100]. Using Linear response theory, χ(t) can be
expressed as χ(t) = ∆A/kBT 〈δσhth(0)δσhth(t)〉eq, where 〈.〉eq denotes that the correlation of the thermal
stress fluctuations, δσhth is taken under thermal equilibrium, and kB and T are the Boltzmann constant
and the temperature of the system. The thermal stress fluctuations can be obtained by running an atomistic
simulation on a small-scale structure. With an approach to model nonlinear coupling at the different length
scales, we move on to describe how to integrate them under a multiscale framework.
5.2 Multiscale approach
For the multiscale analysis, we employ the Langevin approach to write the equation of motion of each











βsp,q,rqpqqqr = Rs. (5.1)
In the above equation, s, p, q, and r denote the mode indices, and the summation runs over all the modes
in the system. The nonlinear coupling coefficients αsp,q,r, β
s
p,q,r, which denote the continuum level coupling,
will be obtained using the continuum framework for membranes. The coefficients, τs/2 in the friction
term which denote the atomic level coupling, will be obtained using the stress-strain constitutive relation.
The noise terms Rs on the right-hand side is related to τs via the Fluctuation-dissipation theorem [99]




2 + (ωas )
2, with ωcs arising from the continuum formulation, and ω
a
s arising from the stress-strain




p,q,r computed for a finite set of modes, the
system can be evolved in time, and the energy sharing between the modes under the nonlinear mode-coupling
can be observed.
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5.2.1 Continuum level formulation
Model description
We consider an initially flat rectangular graphene of dimensions Lx, Ly, and thickness h. We assume the
graphene to be homogeneous with density ρ, Young’s modulus E, bending rigidity κb, and Poisson’s ratio
ν. Since graphene has a thickness of one atom and essentially a 2D material, it is more straight-forward to
work with a 2D Young’s modulus Eh and 2D density ρh. For graphene, even under pre-strain εpre as low
as ∼ 10−4, the stretching energy associated with a flexural mode is much larger compared to its bending
energy. This is true for the wavelength of the flexural modes down to a few 10’s of Angstroms. Thus, these
modes of the graphene can be accurately modeled as a continuum membrane. Also, since the amplitude of
the flexural motion is almost always comparable or higher than its thickness, it can be efficiently described
by nonlinear Föppl-von Kármán system of equations given by [148]




Here, ∇ is the Laplacian operator, w = w(x, y, t) is the transverse displacement, and F = F (x, y, t) is the
Airy stress function. Also, L(., .) is von Kármán operator given by α,xxβ,yy + α,yyβ,xx − 2α,xyβ,xy in the
Cartesian coordinate where ,p denotes differentiation with respect to the variable p.
Solution methodology
We follow the solution procedure outlined by Ducceschi et al. [148]. The Föppl-von Kármán system is solved
using linear modes of the displacement w and Airy stress function F . The displacement w is expanded in
terms of finite number of displacement modes Nw as




where φk is such that ∇2φk(x, y) = ω2k(ρh/Eh)φk(x, y). Similarly, the Airy stress function F is expanded in
terms of finite number of modes NF as





where ψk is such that ∇∇ψk(x, y) = ζ4kψk(x, y). Inserting the modal expansions given by Eq. 5.4 and 5.5















Here, the integration is over the area of the plate S. Now, introducing the modal expansions along with the



































The constraints at the clamped edges, are considered to be fixed, rotationally free along the transverse
direction, and immovable along the inplane direction. These boundary conditions can be expressed in terms
of w and F as
w,nn + νw,tt = 0 at edges, (5.9)
F,nn − νF,tt = 0 and F,nnn + (2 + ν)Fn,tt = 0 at edges, (5.10)
F,nt = 0 at corners. (5.11)
Here ,n and ,t denote differentiation along the normal and tangent directions, respectively. As the solution to
the displacement eigenvalue problem corresponding to Eq. 5.2 and 5.9, the eigenfunctions and the eigenvalues

























Here (sx, sy) is the mode-index pair corresponding to the mode s. We can define half-wavelengths along the
x and y direction as λshx = Lx/sx and λ
s
hy = Ly/sy, and a quantity λ
s
h which is 1D measure of the wavelength







/2. Similarly, a 1D mode number sh can be















Moreover, we use λsh to define a non-dimensional quantity R, which is the ratio of the bending energy of a






Rs will be used to identify the relative importance of bending to stretching for a given flexural mode as a
function of its half-wavelength λsh. Next, we consider the eigenvalue problem in F corresponding to Eq. 5.3,
5.10, and 5.11. The problem cannot be solved analytically. We employ a finite difference (FD) scheme to
solve for the eigenmodes, ψn and eigenvalues, ζn of F . A detailed discussion of the FD implementation can
be found in [148, 150, 151]. From the solution of the eigenvalue problems, we can use φs, ψn, and ζn and
compute the nonlinear coupling coefficients Γsp,q,r. Thus, we will have all the parameters necessary to evolve
system of modes given by Eq. 5.7.
5.2.2 Atomistic level formulation
We consider small-scale square graphene structures of various side lengths L and pre-strains εpre. A periodic
boundary condition is imposed along the x and y directions. The optimized Tersoff and Brenner potential [88]
is used to describe the bonded interaction between the carbon atoms in graphene. The structures are
equilibrated at different temperatures T by performing NVT integration using Nosé-Hoover thermostat for
a sufficiently long time. After initial equilibration, the structure is evolved under microcanonical ensemble
by performing NVE integration using velocity-Verlet scheme. During this NVE integration process, the
graphene structure is used to compute the thermal stress-response function χ(t) and the relaxation times of
the stretching dominated flexural phonons τk. All the atomistic simulations were carried out in LAMMPS
package [89].
Stress-response function and inverse friction coefficients
To compute χ(t) using Linear response theory, we need the time history of the thermal stress, σhth over a
long time. The in-plane stresses, σhxth and σh
y
th are recorded at the edges of the graphene structure while
it is evolved under microcanonical ensemble. Using the fluctuations in σhxth and σh
y
th, an average response
function χ(t) is computed. Using χ(t), the thermal stress can be expressed in terms of a frequency dependent
strain in terms of a storage modulus ∆Eh′ and a dissipative modulus ∆Eh′′ as σhωth = (∆Eh
′ + j∆Eh′′) εω,
where ω is the oscillation frequency and j =
√
−1 is the imaginary constant. The stress is represented as
a complex quantity where the real and imaginary part is in-phase and out-of-phase with the time-varying
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strain, respectively.
The storage modulus, ∆Eh′ from the constitutive relation gives ωas , and the dissipative modulus, ∆Eh
′′
gives the inverse friction coefficients τs, respectively for any continuum-scale mode s. To derive ω
a
s and τs,
we look at the strain field associated with a continuum-scale mode. For the mode s, the modeshape φs and
the frequency ωs is given by 5.12. The strain field developed at any section during the flexural motion is





















which when expressed in form of energy stored, 12µs(ω
a
s )
2q2s , by an oscillator with effective mass µs gives








dA when expressed in form
of the rate at which energy is dissipated, 2µsq̇
2
s/τs, by the oscillator gives τs. Using the analytical form of


















































To derive the above relation, we have used µs = ρhLxLy/2. Eq. 5.14 shows that the friction coefficients
derived from the constitutive relation has a nonlinear dependence on the coordinate of the continuum-scale
mode qs. The corresponding nonlinear dissipation (Q
−1
s )non can be expressed as (Q
−1
s )non = (ωsτs)
−1.
Flexural phonon relaxation times
The flexural phonon relaxation times, τk is calculated for a small-scale structure as a part of the model
validation. The relaxation times are computed from the fluctuations in modal energies, Ek while the structure
is evolved under microcanonical ensemble [93]. The modal energies Ek is recorded for a long time and
the fluctuations about the mean, Ek is calculated. Then, the time constant extracted by performing an
exponential fit to the decay in auto-correlation function 〈δEk(0)δEk(t)〉 gives τk [96]. Ek is calculated using
the modeshapes φk, phonon frequencies ωk, and the atomic displacements and atomic velocities, ui and vi
respectively. First, the modal displacement, qk and the modal velocities, q̇k for each mode are calculated by
projecting ui and vi of the atoms along the modeshape φk. Then, using qk and q̇k of the mode, its modal









5.2.3 Modal relations at thermal equilibrium
At thermal equilibrium, all the modes satisfy the law of equipartition of thermal energy and their mean
potential, and kinetic energy equates to kBT/2. Using this law and the relations derived in section 5.2.1, we
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In the above equation, 〈〉eq denotes ensemble average taken under thermal equilibrium. The thermal ampli-
tudes qths can also be used to get an estimate of the magnitude of second-order nonlinear force G
s
non and




































(Rp + 1)(Rq + 1)(Rr + 1)
)
. (5.17)
Finally, τs given by Eq. 5.14 is nonlinearly dependent on the instantaneous coordinate of motion qs. Under
thermal equilibrium, qs can be replaced by q
th



























5.2.4 Simulation using multiscale model
System reduction
For a continuum-scale structure, say of length L ∼ 1 µm, the number of possible flexural modes, considering
lattice spacing a for graphene as a ∼ 1.6 Å, is Nw ∼ 107 which can be regarded as infinite. Simulating such a
large number of modes is practically impossible. So, we consider a finite set of modes and look at the physics
revealed by their nonlinear interaction. Now, the nonlinear coupling coefficient Γsp,q,r is a fourth-order tensor
which means even considering a handful of Nw ∼ 100 modes will lead to ∼ 108 nonlinear coupling terms.
Though the computational cost associated with calculating values of 108 Γsp,q,r is manageable, summing over
those 108 values at every time-step during the time-evolution is extremely expensive. Thus, we search for
ways to reduce the number of calculations. For example, we can rule out all the Γsp,q,r which yields zero
values. A heuristic rule has been found to work in identifying the mode combination (s, p, q, r), apriori, that
will give non-zero Γsp,q,r [148]. If the modes are grouped based on symmetry with respect to the x and y-
axis as doubly symmetric (SS), antisymmetric-symmetric (AS), symmetric-antisymmetric (SA), and doubly
antisymmetric (AA), then the rule states that the combination (s, p, q, r) leads to non-zero Γsp,q,r only if all
of them come from distinct modal shape groups or they come from the same group two by two. Next, based
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on the symmetry property of Γsp,q,r, one can identify the permutations of (s, p, q, r) that produce the same
numerical value [148]. Finally, we recall that the objective of simulating the nonlinear modal interaction is
to observe energy flow between the modes and the question is if all the non-zero modal interactions lead to
observable energy flow. We found that the nonlinear interaction of modes p, q, and r with s leads to energy
exchange only if the internal resonance condition [153] is satisfied, i.e., ωs = |ωp±ωq±ωr|. This idea has been
briefly discussed in one study in the context of identifying various anharmonic mode interactions in a system
simulated using molecular dynamics [154]. Also, the commensuration of the resonant frequencies is known to
be a necessary constraint for the energy exchange and thermalization of a finite nonlinear system [155]. We
verified the internal resonance condition by simulating a representative toy system with cubic nonlinearity.
Using these criteria, we reduce the amount of computation associated with the evolution of the Langevin
equations.
Model parameters
As we identify the contributing coupling coefficients Γsp,q,r, we compute their values using Eq. 5.8. The








p,q = 0. (5.19)




s using Eq. 5.1, 5.12 and 5.14. τs is calculated using Eq. 5.14 and subsequently
used to generate Rs at each time step from a Gaussian distribution satisfying the relation 〈Rs(0)Rs(t)〉 =
4kBTδ(t)/τs.
Now, as we are limited to a finite set of modes Nw, we introduce some adjustments in β
s
p,q,r, and τs
to compensate for the excluded modes. More specifically, we modify βsp,q,r and τs based on the size, L
c
of the small-scale structure used to derive the constitutive relationship. Lc defines the maximum phonon
wavelength up to whose effect is embedded in the constitutive relation. Ideally, we should include the rest
of the modes, Nact ∼ (L/Lc)2, using the continuum mode-coupling formulation, where L denotes the size of
the continuum structure. However, due to computational cost we are limited to Nw modes. To account for















where 〈τs(sx, sy)〉 is given by Eq. 5.18. And, we replace βsp,q,r by (β∗)sp,q,r such that the nonlinear force F snon
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The rescaling above is based on the fact that the total nonlinear force F snon is directly proportional to the
size of the mode set, Nw considered. We show the proportionality by calculating F
s
non for a given structure.
Ringdown
With all the parameters computed, we can evolve the set of modes in time according to Eq. 5.1. The first
step is to equilibrate the modes at a specified temperature T . For this, the initial velocities for the modes
are drawn from a Gaussian distribution corresponding to the desired temperature, and the set of modes
are integrated for a sufficiently long time coupled with Langevin baths as given by Eq. 5.1. During the
equilibration step, the friction coefficients, 2/τs are set to ensure proper equilibration, and they need not
come from the constitutive relation. Once the equilibration step ensures that the mean energy of each mode
is kBT , we can turn to the ringdown simulations for calculating dissipation. During the ringdown simulation,
the fundamental mode is given some extra energy over kBT as an initial condition, and then the system is
evolved in time. During the evolution, the energy from the fundamental mode flows to the other modes and
the Langevin bath. From the decay in fundamental mode energy over time, the quality factor is calculated.
For integration purposes, the velocity-Verlet scheme is used because it preserves two important property of
a Hamiltonian system, i.e., time-reversibility and symplectic property [156].
5.3 Results and discussion
5.3.1 Constitutive relations (CR) from a small-scale structure
χ(t) is computed for small-scale graphene structure for sizes ranging from 5 to 40 nm. A typical time-
dependence of χ(t) can be seen from Figure 5.1a. The response can be fitted to an exponential function
Λe−t/τσ , where τσ denotes the decay time, and Λ is the initial value of χ(t) averaged over the very short
timescale fluctuations. The response can also be seen in the frequency space in terms of the loss modulus,
∆Eh′′ and the storage modulus, ∆Eh′ as shown in Fig 5.1b and 5.1c. To justify that single exponential
decay is a good approximation of the stress-response function, the loss and storage modulus computed from
actual χ(t) is compared with that obtained from the fitted exponential function. The comparison shows that
a single exponential decay can capture the response function accurately for studying a system with larger
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time scales (∼ ns to µs). Considering the exponential form of χ(t), ∆Eh′′ and ∆Eh′ can be expressed as
a function of frequency ω as ∆Eh′′ = Λ ωτσ1+(ωτσ)2 and ∆Eh
′ = Λ (ωτσ)
2
1+(ωτσ)2
. The functional form of ∆Eh′′
and ∆Eh′ attains peak values of Λ/2 and Λ, respectively. Comparing Λ, which has a thermal origin, with
Young’s modulus Eh, we see the Λ/Eh ∼ 0.05, which is a large value when compared to 3D structures. For
example, in the case of nickel, we found it to be ∼ 10−5. Also, the timescale, τσ of the transient response
of the thermal stress in the order of ∼ 0.1 − 10 ns. This value is also large when compared to the 3D
structures for which the typical timescale is ∼ 1−10 ps. The observations about Λ and τσ can be attributed
to the flexural phonons that exist in 2D materials. More precisely, the flexural phonons have large Grüneisen
parameters and small scattering rates [62, 63] which reflects in Λ and τσ. Owing to high values of Λ and
τσ, both the modulus attains significant values at 10
2 − 104 MHz frequency range, which is the operating
regime of 2D resonators.
5.3.2 Size of the small-scale structure
Next, we find the size of the small-scale structure suitable for computation of the constitutive relations, i.e.,
∆Eh′′(ω) and ∆Eh′(ω) at different temperatures and values of pre-strains. We compute χ(t) for graphene
structures with side lengths ranging from 5 to 40 nm as shown in Figure 5.2a at a given temperature and
pre-strain. For each of the sizes, the response decays exponentially and can be fitted to Λe−t/τσ . When Λ
is plotted against size and fitted with a function of form a/(εpre + b/L
2), it is found to increase slowly after
20 nm as shown in Figure 5.2b. The loss and storage modulus for various sizes also seem to overcome the
initial finite-size effects after a critical size of 20 nm as shown in Figure 5.2c and 5.2d. Thus, we use the
Lc = 20 nm square graphene structure for computing the constitutive relations for the rest of the study.
5.3.3 Insights from continuum model of small-scale structure
All-atom molecular dynamics simulation can be performed on a small-scale graphene structure of size up to
∼ 50 nm without excessive computational cost. We carry out ringdown simulation on one such graphene
structure of size 40 nm at 300K and 0.1% pre-strain using all-atom molecular dynamics. The energy decay of
the fundamental flexural mode, thus obtained, for an initial amplitude of 4 Å, is shown in Figure 5.3a. The
same structure can be simulated using a slightly modified version of our model. By turning off the atomistic-
level coupling (setting 1/τs = 0, ω
a
s = 0, Rs = 0 in Eq. 5.1) in our model, one retrieves the continuum model.
Under such a setting, we can simulate the ringdown of the small-scale graphene structure. One should note
that in the continuum model there is no explicit friction of the modes.
We consider a set of Nw = 78 modes while simulating the continuum model. The parameters ωs, τ̄s,
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and (β∗)sp,q,r are calculated as described in section 5.2.4. The material properties of graphene used is listed
in Table 5.1. The only free parameter in the model is the scaling factor S = rNact/Nw in Eq. 5.21.
However, there is an upper limit to the value of S set by the number of allowable flexural modes in the
structure. Figure 5.3a shows the decay of the fundamental mode energy obtained from the continuum model
for different values of S. The values are much below the upper limit. The decay time is sensitive to the value
of S, and a good agreement is obtained by fine-tuning it to value S = 21.4. With the optimized value of S,
we can use the continuum model to calculate the phonon relaxation times for a range of flexural phonons.
The same procedure, as outlined in section 5.2.2, is followed. A comparison between the phonon relaxation
times obtained using all-atom molecular dynamics with that obtained using the continuum model is shown
in Figure 5.3b. The relaxation times yielded by both the methods are in good agreement and found to follow
the same trend.
This analysis confirms that the damping of the modes can be solely caused by mode-coupling due to
geometric nonlinearity. Also, the flexural modal dynamics and the coupling coefficients can be modeled
using a continuum approach.
5.3.4 Insights from multiscale model of continuum-scale structure
Next, we simulate continuum-scale graphene structures of micrometer length scales using our multiscale
model. We consider a set of Nw = 78 modes in our model. The parameters ωs, τ̄s, and (β
∗)sp,q,r are
calculated as described in section 5.2.4. The material properties of graphene used can be found in Table 5.1.
In this and all other cases of multiscale simulations, the friction coefficient, 1/τ1 of the fundamental flexural
mode leading to explicit damping is set to zero. The value of the scaling factor S = rNact/Nw is set by
the critical size Lc = 20 nm used to develop constitutive relations. The energy decay of the fundamental
flexural mode during the ringdown for a typical continuum-scale structure simulated using our model is
shown in Figure 5.4a. In this particular example, the structure is of size is 1 µm at 300K, 10−4% pre-strain
and the initial amplitude during the ringdown is 8 Å. The decay of energy with time can be fitted to an
exponential function of form Ae−t/τ1 , and τ1 can be extracted. Using τ1, the quality factor Q1 is calculated
as Q−11 = (ω1τ1)
−1.
Before moving any further, we discuss the adjustment in (β)sp,q,r presented in Eq. 5.21 by calculating
F snon for the structure. We show the increment in the magnitude of F
s
non as we increase the system size Nw in
Figure 5.4b. It appears that each mode undergoes a constant increment in F snon with Nw, i.e., F
s
non/Nw is a
constant number. The observation justifies the scaling of (β)sp,q,r by N
act/Nw in Eq. 5.21 to account for the
missing modes in the system. In the next section, we delve into the effect of various system variables, namely,
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amplitude and size of the graphene resonator, and state variables, namely, temperature and pre-strain, on
the damping.
Amplitude scaling
We study the scaling of the dissipation with initial amplitude during the ringdown process by simulating a
graphene structure of side length 1 µm at 300 K and 0.01% pre-strain. The scaling is shown in Figure 5.5
using the data points. Note that the explicit friction coefficient 1/τ1 is set to zero during the simulation
and the dissipation corresponding to 1/τ1 is calculated separately. It can be seen that the simulated Q
−1
1
is independent of the initial amplitude and the damping is essentially linear. To explain this behavior, we
refer to the nature of energy exchange via nonlinear modal interaction. We discussed in section 5.2.4 that
internal resonance criteria (ω1 = |ωp ± ωq ± ωr|) have to be met for the fundamental mode to exchange
energy with three other modes (1, p, q, r). The criteria would always be true for the allowable combinations






(β∗)11,p,qq1qpqq, respectively. These combinations are important to capture the frequency shifts due to
anharmonicity. However, we observed that nonlinear interaction via these combinations could not induce
energy exchange between the modes. The only combination of type (1, p, q, r) where 1 6= p, 1 6= q,
and 1 6= r can induce irreversible energy exchange from mode 1 to rest of the modes and consequently
thermalization. Thus, the damping of the fundamental mode is mediated by three other distinct modes and
is independent of its own coordinate q1. This explains why (Q
−1
1 ) doesn’t scale with the initial amplitude.
The friction coefficient, 1/τ1 and resulting (Q
−1
1 )non obtained directly from the constitutive relation, however,
scales quadratically with the initial amplitude as expressed in Eq. 5.14 and shown in Figure 5.5. The net
dissipation in the actual scenario will be given by the sum of (Q−11 )non and Q
−1
1 obtained from multiscale
simulation.
Size scaling
Next, we study the effect of changing the system size by simulating square graphene structure with side
lengths of 0.5 − 50 µm. The dependence of Q−11 on size obtained from the multiscale simulation is shown
in Figure 5.6. It is apparent from the figure that Q−11 doesn’t scale with size. To understand this behavior,
we first look at the scaling of F snon in Eq. 5.21 with size. The factor N
act/Nw which relates (β
∗)sp,q,r to
βsp,q,r scales as L
2. βsp,q,r itself scales as L
−4 as S2w and Γ
s
p,q,r in Eq. 5.19 scales as L
2 and L−6 [148],
respectively. Thus, the nonlinear force F 1non on the fundamental mode decreases with size as L
−2. The
linear force F 1lin = ω
2
1q1 also has a similar scaling of L




of the size of the resonator. Consequently, the dissipation, Q−11 due to the nonlinear mode-coupling and
thermalization as simulated by our model turns out to be independent of the size. The friction coefficient,
1/τ1, however, scales as ∼ L−4, and the corresponding dissipation (Q−11 )non = (ω1τ1)−1 will scale as L−3 as
shown in Figure 5.6. The net dissipation, which is the sum of (Q−11 )non and Q
−1
1 obtained from multiscale
simulation, is also shown in Figure 5.6 over the range of side lengths. Next, we look at the effect of the state
variables, i.e., temperature and pre-strain.
Effect of temperature
To study the effect of temperature on dissipation, we first compute the constitutive parameters for temper-
ature spanning over 1− 300 K using a 20 nm graphene structure at ∼ 0.01% pre-strain. The stress-response
function χ(t) at different temperatures is shown in Figure 5.7a. Both the initial value and the timescale
of decay seem to vary significantly with temperature. The initial value, which is captured by Λ, decreases
monotonically with the decrease in temperature as shown in Figure 5.7b. The change of decay time, τσ
with temperature is shown in Figure 5.7c. τσ initially increases with the increase of temperature and then
saturates below 20 K. Using χ(t), first, ∆Eh′′ and ∆Eh′ are calculated which then are used to calculate
the parameters of our multiscale model. The plot of ∆Eh′′ and ∆Eh′ at various temperature is shown in
Figure 5.8a and 5.8b, respectively, as a function of frequency.
The scaling of Q−11 obtained from the multiscale simulation is shown in Figure 5.9a. The dissipation
decreases monotonically as the temperature is reduced. Q−11 scales as T
n with n = 1.08 from 300 to 20
K, and n = 2.25 below 20 K. The behavior can be understood by looking at the dissipation pathway. The
redistribution of the fundamental mode energy takes place, always, through the nonlinear mode-coupling.
In our model, either the energy stays with the continuum-scale modes or ends up in the thermal phonon
bath through individual modal damping. The thermal amplitude of the modes that enters in the nonlinear
coupling terms scales as T 0.5 (Eq. 5.15). And the net temperature dependence of F 1non scales as T
1.5
(Eq. 5.17). Thus, as the temperature is reduced, there will be a dramatic reduction in the magnitude
of the nonlinear force. By similar reasoning, τ̄−1s decreases with temperature. The metric (ω1τ̄s)
−1, which
represents the inverse quality factor of the fundamental that can be attained solely via the atomistic coupling,
is shown in Figure 5.9b. (ω1τ̄s)
−1 also scales down significantly with temperature. A combined effect is seen
in the temperature scaling of Q−11 . The reduction in F
1
non is also reflected in the temperature dependence
of the frequency of the fundamental mode as shown in Figure 5.9c. The inverse quality factor (Q1)non




Finally, we study the effect of pre-strain on dissipation. We compute the constitutive parameters at different
values of pre-strain in the range 10−6 − 10−2 by considering a 20 nm graphene structure at 300 K. The
stress-response function χ(t) at different pre-strains is shown in Figure 5.10a. The initial value, Λ, scale
down significantly with the increase in the magnitude of pre-strain as shown in Figure 5.10b. The scaling
can be fitted to a function of form a/(εpre+b). The fit is used to get Λ values at the intermediate pre-strains.
The change of decay time τσ with pre-strain is not that pronounced as shown in Figure 5.10c. Using χ(t),
we calculate ∆Eh′′ and ∆Eh′. Their plots at various pre-strains are shown in Figure 5.11a and 5.11b as a
function of frequency.
The pre-strain dependence of dissipation in Figure 5.12a can also be understood by looking at F 1non.
F 1non scales as ε
−1.5
pre (Eq. 5.17), and thus, with the increase in pre-strain, the magnitude of nonlinear force
will decrease significantly. Due to the same reason, Λ, and consequently, τ̄−1s will decrease with the increase
in pre-strain. The scaling down of (ω1τ̄s)
−1 with pre-strain is shown in Figure 5.12b. The combined effect
of reduction in τ̄−1s and F
1
non is seen in the pre-strain scaling of Q
−1
1 . The frequency f1 already has a
dependence of ε0.5pre under the linear approximation as can be seen in Eq. 5.14. To look at the effect of
nonlinear force, F 1non we plot f1/ε
0.5
pre in Figure 5.12c. The reduction in F
1
non with pre-strain as ε
−1.5
pre leads to
an inverse scaling of the frequency of the fundamental mode with pre-strain. The scaling of inverse quality
factor (Q1)non from the explicit friction will be similar to ∆Eh
′′ in Figure 5.11a and is not shown seperately.
Combining the effect of temperature and pre-strain
The ringdown simulations revealed that the temperature and pre-strain scaling of dissipation under the mul-
tiscale model could be explained from the scaling of the nonlinear for F 1non. From Eq. 5.17, the dependence





. This motivates us to look





. Q−11 , however, has an explicit dependence on pre-strain, εpre due to ω1.







in Figure 5.13. As expected, all the data points
for Q−11 ε
0.5





which has the combined effect of
temperature and pre-strain. This dissipation, being independent of amplitude and size of the resonator, can
be predicted for any given value of temperature and pre-strain following the universal curve.
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5.4 Summary
In summary, we report an accurate and efficient multiscale framework for modeling intrinsic dissipation in
2D microresonators. Under the framework, each continuum-scale flexural mode of the 2D microresonator is
treated as a Langevin oscillator (LO) with nonlinear coupling. The nonlinear coupling coefficients, which
results from the coupling between the micron-scale flexural modes, are obtained from the continuum analysis
of the 2D microresonator. The friction term of each LO models the coupling between the micron-scale mode
and the thermal phonons. The coupling is captured in terms of thermal stress-response functions. The
stress-response functions are accurately obtained using all-atom molecular dynamics simulations and are
used to derive constitutive parameters that determine the friction coefficient. Under our multiscale model,
the damping of the flexural mode is contributed by the explicit friction and nonlinear mode-coupling. The
quality factor corresponding to explicit friction can be computed directly using the constitutive paramters
and is found to be nonlinear in vibration amplitude and resonator size-dependent. To compute the quality
factor solely due to nonlinear mode-coupling, ringdown is simulated with the no explicit friction. The quality




2D mass density, ρh 7.4× 10−7 kg/m2 [65, 66]
2D Young’s modulus, Eh 331 N/m2 [65, 66]
Bending rigidity, κb 1.5 eV [157]
Poisson’s ratio, ν 0.149 [158]
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(c)
Figure 5.1: A typical (a) stress-response function χ(t) as a function of time, (b) loss modulus Eh′′ and (c)
storage modulus Eh′ as a function of frequency, for a 19.9 nm square graphene at 300 K and ∼ 0.02% pre-
strain. In (a), the black solid line is the single timescale exponential fit Λe−t/τσ . In (b) and (c), the black
solid lines, are the frequency dependence of each modulus obtained by integrating the fitted exponential
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Figure 5.2: (a) Stress-response functions χ(t) vs time and their fit to Λe−t/τσ . (b) Scaling of Λ with size.
The (c) loss modulus Eh′′ and (d) storage modulus Eh′ as a function of frequency. The results correspond to
square graphene structures of different sizes simulated using molecular dynamics (MD) at 300 K and 0.02%
pre-strain. The side lengths for each case is mentioned in the legend. In (c) and (d), the lines are obtained
using fitted exponential functions.
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(b)
Figure 5.3: (a) A comparison between the ringdown of the flexural mode (s = 1), simulated using molecular
dynamics (MD) and the multiscale (MS) model with different values of scaling factor S. The decay time
τ1 for each case is shown in the legend. (b) Relaxation times versus inverse half-wavelengths (1/λh) of
the stretching dominated flexural phonons obtained using molecular dynamics (MD) and multiscale (MD)
model. The dependence can be fitted to a curve of form aλ−bh . The results corresponds to a 40 nm square
graphene structure at 300 K and 0.094% pre-strain.


































Figure 5.4: (a) Energy decay of the fundamental flexural mode with time obtained using the multiscale
model (MS) for a 1 µm square graphene at 300 K and 10−4% pre-strain. The decay is fitted to Ae−t/τ1 to
calculate τ1. (b) Increment in magnitude of net nonlinear force, F
s
non on any mode s with system size, Nw



















Figure 5.5: Scaling of inverse quality factor, Q−11 of the fundametal flexural mode with amplitude A1. The
data points are obtained from ringdown simulations using the multiscale model (MS) where explicit friction
coefficient (1/τ1) of the fundamental mode was set to zero. The inverse quality factor corresponding to 1/τ1,
which is obtained from the constitutive relation (CR), is calculated separately and shown using the dashed
line. Summing up, the net dissipation is shown using the solid line. The results correspond to a 1 µm square

















Figure 5.6: Scaling of inverse quality factor, Q−11 of the fundamental flexural mode with side length L of
square graphene structures. The data points are obtained from ringdown simulations using the multiscale
model (MS) where explicit friction coefficient (1/τ1) of the fundamental mode was set to zero. The inverse
quality factor corresponding to 1/τ1, which is obtained from the constitutive relation (CR), is calculated
separately and shown using the dashed lines for amplitudes A1 of 0.2, 0.8 and 1.6 nm. The net dissipation





























































Figure 5.7: (a) Stress-response functions χ(t) vs time at different temperatures and their fit to Λe−t/τσ .
Scaling of (b) Λ and (c) τσ with temperature for a 19.9 nm square graphene structure at 0.015% pre-strain


























































Figure 5.8: Frequency dependence of (a) loss modulus Eh′′ and (b) storage modulus Eh′ at different temper-
atures for a 19.9 nm square graphene structure at 0.015% pre-strain. The lines are obtained using exponential




























































Figure 5.9: (a) Scaling of inverse quality factor, Q−11 of the fundamental flexural mode with temperature
T of the graphene structure. The data points are obtained from ringdown simulations using the multiscale
model (MS) where explicit friction coefficient (1/τ1) of the fundamental mode was set to zero. The green and
the brown lines are a guide to the eye. The inverse quality factor corresponding to 1/τ1, which is obtained
from the constitutive relation (CR), can be calculated separately but not shown here. (b) Temperature
scaling of (2πf1τ̄s)
−1 where τ̄s is obtained using the constitutive relations (CR). The metric (2πf1τ̄s)
−1
represents inverse quality factor of the fundamental mode that can be attained solely via atomistic coupling.
(c) Temperature scaling of the resonant frequency f1 obtained from the same ringdown simulations. The
























































Figure 5.10: (a) Stress-response functions χ(t) vs time for different values of pre-strains and their fit to
Λe−t/τσ . Scaling of (b) Λ and (c) τσ with pre-strain for a 19.9 nm square graphene structure at 300 K
































































Figure 5.11: Frequency dependence of (a) loss modulus Eh′′ and (b) storage modulus Eh′ at different values
of pre-strain for a 19.9 nm square graphene structure at 300 K. The lines are obtained using exponential
functions fitted to molecular dynamics (MD) results shown in Figure 5.10a.
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Figure 5.12: Scaling of inverse quality factor, Q−11 of the fundamental flexural mode with pre-strain εpre of the
graphene structure. The data points are obtained from ringdown simulations using the multiscale model (MS)
where explicit friction coefficient (1/τ1) of the fundamental mode was set to zero. The inverse quality factor
corresponding to 1/τ1, which is obtained from the constitutive relation (CR), can be calculated separately
but not shown here. (b) Scaling of (2πf1τ̄s)
−1 with pre-strain where τ̄s is obtained using the constitutive
relations (CR). The metric (2πf1τ̄s)
−1 represents inverse quality factor of the fundamental mode that can
be attained solely via atomistic coupling. (c) Scaling of the resonant frequency f1 with pre-strain obtained
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Figure 5.13: (a) A universal trend obtained by plotting Q−11 ε
0.5
pre, for various temperatures and pre-strains









The primary conclusions of the work presented in this thesis are as follows:
• In chapter 2, we found that the dissipation in an axially-driven gigahertz-frequency fluid coupled
nanoresonator is contributed by intrinsic dissipation (Dfint) governed by Akhiezer mechanism and
fluid dissipation (Dflu). As a consequence of fluid confinement, the fluid dissipation was found to be
the relatively low and scaling nonmonotonically with the confined density at certain frequencies. A
formulation of Akhiezer dissipation revealed that its strength depends on the metric Ωτ , where Ω is the
excitation frequency and τ is the phonon relaxation time. Since τ mostly varies between 1−100 ps for a
CNT at room temperature, Akhiezer mechanism becomes dominant at gigahertz excitations. We found
that these relaxation times are affected by the phonon-fluid coupling and is manifested in the Akhiezer
dissipation. This led to a change in the intrinsic dissipation of the resonator in the presence of fluid at
a given density when compared with that of vacuum (Dvint). This change (∆Dint = D
f
int −Dvint) had
been ignored in all previous studies of fluid coupled resonator systems. In the current case, accounting
for the change became particularly crucial since the order of ∆Dint ∼ Dvint ∼ Dflu. We also found that
the phonon-fluid coupling strength, and consequently, the phonon relaxation times can be manipulated
by changing the fluid density. We have shown that an important consequence of the coupling on the
total dissipation is its inverse scaling with the density of the fluid at some frequencies. Although,
the consequence of phonon-fluid coupling presented in this study has been in the context of intrinsic
dissipation due to Akhiezer mechanism, the coupling effect is general and can modify any material
parameter that has a dependence on phonon relaxation times, such as thermal conductivity, thermal
diffusion time, etc., in the presence of interfacial fluidic interaction.
• In chapter 3, we observed an anomalous scaling of flexural phonon damping in an SWCNT resonator
filled with interior argon. The sources of dissipation in the system were phonon-mediated intrinsic
dissipation and extrinsic dissipation due to the fluid. We found that the intrinsic dissipation resulted
from the anharmonic coupling and direct thermalization of the fundamental flexural phonon with the
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rest of the phonon ensemble. Under this mechanism, the intrinsic dissipation remained unaffected
by fluid interactions. The fluid dissipation component contributed to the unexpected scaling of the
net dissipation with density in the fluid interior case. To elucidate the unexpected behavior, a fluid
damping kernel, that could capture the response of the fluid to the flexural motion, was formulated.
Using the damping kernel, the magnitude of fluid dissipation could be accurately quantified. The
kernel was, first, used to examine the effect of thermal motion of the resonator atoms (or phonons) on
the fluid dissipation. It was found that the thermal motion has not affect till moderately high fluid
densities (ρ∗i . 0.4). Next, the kernel was used to look at the unexpected scaling. The fluid dissipation
computed using the kernel could reproduce the scaling of dissipation. Examining the fluid response
captured by the kernel at different densities, we were able to conclude that the unexpected scaling was
associated with a coupled effect of the viscoelasticity and nanoscale confinement of the fluid. Further,
we compared the fluid damping kernel under a nanoconfinement with that of a bulk fluid and found
that the response is indeed different. Overall, we found that the dissipation in a nanoconfined fluid is
extremely low, even at high densities, which can be exploited for high-precision sensing in dense fluids,
mass-flow, and fluid-density measurements.
• In chapter 4, we studied microscopic origin of nonlinearities in intrinsic dissipation by considering
a single layer MoS2resonator. Based on the dissipation mechanism, we proposed models that could
quantify the dissipation under the axial and flexure mode of deformation. We isolated two factors that
rendered the dissipation nonlinear: (i) strain dependence of phonon mode Grüneisen (PMGP) and (ii)
geometric effect. The later was manifested in the case of flexure deformation because of the coupling
between out-of-plane motion and in-plane stretching of MoS2. The developed model, which accounted
for those factors, could quantify the net dissipation in the flexure case with reasonable accuracy. The
analytical expressions for dissipation can be used to engineer high quality factor nanoresonators that
operate in the nonlinear regime.
• In chapter 5, we implemented an accurate and efficient multiscale framework for modeling intrinsic
dissipation in 2D microresonators. Under the framework, each continuum-scale flexural mode of the
2D microresonator is treated as a Langevin oscillator (LO) with nonlinear coupling. The nonlinear
coupling coefficients, which results from the coupling between the micron-scale flexural modes, are
obtained from the continuum analysis of the 2D microresonator. The friction term of each LO models
the coupling between the micron-scale mode and the thermal phonons. The coupling is captured
in terms of thermal stress-response functions. The stress-response functions are accurately obtained
using all-atom molecular dynamics simulations and are used to derive constitutive parameters that
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determine the friction coefficient. Under the multiscale model, the damping of the flexural mode is
contributed by the explicit friction and nonlinear mode-coupling. The quality factor corresponding to
the explicit friction can be computed directly using the constitutive paramters. We found that the
quality factor due to explicit friction is nonlinear in vibration amplitude and dependent on the size of
the resonator. To compute the quality factor solely due to the nonlinear mode-coupling, ringdown is
simulated with the no explicit friction. We found this quality factor due to nonlinear mode-coupling





coupled nanoresonators under flexure
mode
A.1 Reservoir density (ρ∗b) and confinement density (ρ
∗
i )
Figure A.1a shows the change in bulk density, ρ∗b of argon as the pressure in the reservoir is increased between
∼ 10 − 104 bars. For the pressure range considered in this study, argon exists either in the vapor or the
supercritical state [120]. For any higher pressure, argon turns solid and will prevent the filling of the SWCNT.
A cubic spline fit is performed to the data points obtained from equilibrium MD simulations to relate the
pressure and the density, ρ∗b at any intermediate point in the range. Corresponding to the reservoir pressure
(or density) range, the confinement density, ρ∗i of argon in the filled SWCNT varies between ∼ 0.01 − 0.57
as shown in Figure A.1b. It can be seen that ρ∗i increases with ρ
∗
b (or pressure) linearly with the linear slope
changing at ρ∗i ∼ 0.20. A bilinear fit is used to capture the relation. The fit can be used to obtain the bulk
density corresponding to any confinement density or vice versa. This is later used to plot and compare the
interior and exterior cases of dissipation in terms of the density.
A.2 Computation of phonon mode shapes
The mode shapes of the doubly-clamped SWCNT resonator can be obtained by carrying out real space
quasiharmonic (QHMR) analysis [95, 159] of the equilibrated SWCNT structure. Using QHMR analysis,
for a structure with N atoms, a mass-weighted 3N × 3N force constant matrix, Φ can be defined with







, where V is the potential energy, j and
k are the atom indices, α and β are the directions, Mj and Mk are the atomic masses, x = (~x1, . . . , ~xN )
denotes the instantaneous positions of all the atoms in the system, xj,α and xk,β are the components of the
instantaneous position vectors ~xj and ~xk, respectively, along the α
th and βth directions and the superscript
‘0’ is used to denote equilibrium configuration. The eigenvectors of the matrix, Φ correspond to the phonon
mode shapes, φk for k = 1 to 3N , k being the mode index. From the eigenvalues, λk of Φ, the phonon
frequencies can be calculated as ωk =
√
λk. If the phonon frequencies are sorted in an increasing order, it
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Figure A.1: (a) Bulk pressure versus bulk density, ρ∗b of argon in the reservoir. (b) Confinement density, ρ
∗
i
of argon in the SWCNT versus bulk density, ρ∗b (lower X-axis) and bulk pressure (upper X-axis) of argon in
the reservoir. For argon, ρ = ρ∗ × 1687.5 kg/m3. The green squares with error bars (extremely small and
not visible) in (a) and the red circles with error bars in (b) are the data points from equilibrium molecular
dynamics (MD) simulations. In (a) and (b), the black line is a cubic spline fit and bilinear fit, respectively,
to the equilibrium MD data. The light shades of blue, green and red in the background indicate the states
of argon, which are vapor, supercritical, and solid, respectively.
can be found that the two lowest frequencies (ω1 and ω2) are approximately equal, i.e., ω1 ∼ ω2 such that
k = 1 and k = 2 are the two degenerate fundamental flexural phonons with mode shapes φ1 and φ2. Due to
clamping of the resonator at both ends, the Born-von Karman boundary condition [160] cannot be applied
and the 3N × 3N force constant matrix, Φ, in the real space cannot be reduced to a more conventional
3B × 3B dynamical matrix in the reciprocal space using Bloch’s theorem [161], where B is the number of
basis atoms in the lattice structure of SWCNT. The large size of the force constant matrix makes the QHMR
analysis computationally expensive.
A.3 Real space to phonon space
The resonant motion of any phonon mode, k, of the structure involves the collective movement of all of
its atoms. To understand the motion, a coordinate transformation using the phonon mode shapes, φk is










Here, si,α can be displacement, velocity or force corresponding to the i
th resonator atom along the αth
direction in the real space coordinate system, where α takes values 1, 2, or 3 corresponding to the x, y, or z
directions, and Sk corresponds to the same quantity (displacement, velocity or force) for the k
th mode in the
modal space coordinate. Following this transformation, at any instant for some mode k, the displacement
of the phonon mode (qk), the velocity of the phonon mode (q̇k) and the hydrodynamic force by the fluid on

























Here, u and v and (F )flu is displacement, velocity, and hydrodynamic force, respectively, on the resonator
atom i along the αth direction. k = 1, . . . , 3N corresponding to the 3N phonon modes and k = 1 is the
fundamental flexural mode.
A.4 Damped harmonic oscillator model
A.4.1 Amplitude
The phonon modes obtained from the real space quasiharmonic (QHMR) analysis [95, 159] are usually
orthonormalized, i.e., the inner product, φ̄kφ̄l = δkl, where φ̄k and φ̄l are the k
th and lth modal vectors (or
modeshapes) and δkl is the Kronecker delta function. The amplitude of any phonon mode obtained using
the orthonormalized modal vector may not be its true measure of amplitude. Conventionally, the amplitude
of oscillation of a resonator is measured at the point of maximum displacement in its volume. The oscillation
amplitude of that point is regarded as the amplitude of the resonator. If the modeshape φk is orthonormalized
and its magnitude is maximum at the ithm atom along the α
th
m direction, then corresponding to any amplitude
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A resonator being an extended object, one can choose to record the displacement at any point along its
volume, and consequently, the amplitude of resonance is not defined uniquely. However, the system’s po-
tential energy is a unique quantity and should be independent of the measurement criteria. Thus, the mass
parameter in the damped harmonic oscillator model is defined to be the effective mass of the resonator where
the effective mass is an adjustment over the true mass of the resonator to ensure that the potential energy
of the motion is uniquely defined for the system [162].
Here, a derivation of the effective mass of a resonator is shown corresponding to the assumption that the
amplitude of oscillation of the resonator is measured at the point of maximum displacement in its volume.
The effective mass µk corresponding to any phonon mode k can be used to calculate the maximum potential




k/2. µk is a fraction (ξk) of total mass m of the resonator
with N atoms as µk = ξkm. The maximum potential energy can also be calculated as sum of the maximum
potential energies (Upi )max stored by each atom (with mass m/N) during vibration under the mode shape φk.






















in the last step. Summing (Upi )max over all the N atoms, we get
N∑
i




































i )max, we get, µk = m/(N |φ
im,αm
k |2) or ξk = 1/(N |φ
im,αm
k |2).
A.4.3 Equation of motion
During flexural vibration of long slender structures like a carbon nanotube, nonlinearity is prevalent. The
nonlinear mode coupling effect on the fundamental flexural mode of an isolated SWCNT can be effectively
represented by introducing a damping term and an amplitude dependent frequency term in the harmonic
oscillator model of the flexural motion. The presence of fluid additionally contributes to the damping. In this
context, since we have restricted our study to smaller amplitudes, the damping and the frequency parameter
can be treated as average quantities constant over the motion. Thus, a damped harmonic oscillator model
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is sufficient to describe the ringdown of the flexural mode as
µkq̈k + µkνkq̇k + kkqk = 0, (A.1)
where qk represents the displacement of the flexural phonon. µk, kk, and νk are the effective mass, effective
stiffness, and damping coefficient, respectively of the phonon mode. For an empty SWCNT in vacuum,
µk = ξkm (refer Sec. A.4.2), where m is the mass of the resonator and ξk is a fraction (< 1) which depends
on the mode shape. Also, kk = µk(ω
∗
k)
2 where ω∗k is the resonant frequency of the phonon mode in a case







4 . The damping coefficient νk and the inverse quality factor Q
−1
k are related as νk = ωkQ
−1
k
(refer Sec. A.4.5). The fundamental flexural phonon is represented by k = 1. In the case of empty SWCNT
in vacuum, it is found that Q−1  1, which implies ω1  ν1/2. Consequently, ω1 ∼ ω∗1 and k1 can be
written as k1 = ξ1m(ω1)
2. We represent m and ω1 in the case of empty SWCNT in vacuum as m
0 and
ω01 , respectively. When the SWCNT is coupled with the interior or exterior argon, the effective mass of
the flexural phonon can change due to the added mass by the fluid. However, fluid coupling doesn’t alter
the effective stiffness of the phonon mode. Considering this and accounting for the damping, the resonant











where ∆m is the added mass due to the fluid during the fundamental flexural motion.
A.4.4 Damping time
The solution to the equation of motion (Eq. A.1) is qk(t) = Ake
−νkt/2 cos(ωkt − θ). Here, Ak is the initial
amplitude, and Ake
−νkt/2 denotes the time decay of the initial amplitude. The exponential decay can be









2q2k/2, where µk is the mass of the
oscillator. Using the equation of motion, the rate of change of energy can be expressed as dEk/dt = −µkνkq̇2k.
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dt e−νkt [νk/2 cos(ωkt− θ) + ωk sin(ωkt− θ)]2 .
Under weak damping (νk  2ω∗k), the exponential factor in the integral can be approximated as unity
















quality factor, defined as the ratio of energy dissipated over an oscillation period to the maximum energy




The phonon relaxation time, (τk)ph denotes the decay time of the energy of the phonon modes. From the
expression of rate of change of energy, dEk/dt = −µkνkq̇2k = e−νkt(. . .), (τk)ph can be approximated as
(τk)ph = 1/νk = τ
d
k /2.
A.5 Fluid damping constant from hydrodynamic force
The hydrodynamic force, (P1)
th
flu on the fundamental flexural mode (k = 1) can be calculated by projecting
the hydrodynamic force, (Fi,α)flu on each resonator atom along the mode shape φ1 (refer Sec. A.3). (P1)
th
flu
can be expressed, in the most general way, as the sum of a conservative force proportional to the displacement
q1(t) of the flexural phonon and a damping force with memory, proportional to the velocity q̇1(t), such
that [163]
〈(P1)thflu(t)〉neq = −kf 〈q1(t)〉neq −
∫ t
−∞
cf (t− t′)〈q̇1(t′)〉neq dt′. (A.3)
Here, 〈.〉neq denotes average over different time instants during the nonequilibrium ringdown simulation. We
note that q1(t) at any instant can be expressed as q1(t) = ă1(t)e
−iω1t, where ă1(t) = a1(t)e
−iθ is the complex
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time-dependent amplitude of vibration and i =
√
−1. For a small value of dissipation, a1(t) varies slowly
over the periods of oscillation such that it can be approximated as a constant, i.e., a1(t) ∼ A1. Inserting
q1(t) and its time derivative, q̇1(t) in Eq. A.3, we can write
〈(P1)thflu(t)〉neq = −
(
kf − ω1c̃If (ω1)
)
〈q1(t)〉neq − c̃f (ω1)〈q̇1(t)〉neq. (A.4)
Here, c̃f and c̃
I
f are the real and imaginary Fourier transform of cf (t), respectively, from time to frequency
domain and evaluated at ω1. c̃f can be calculated from the slope of 〈(P1)thflu(t)〉neq with 〈q̇1(t)〉neq. The fluid





〈(P1)thflu(t)〉neq〈q̇1(t′)〉neq dt′ = πω1A21c̃f (ω1). (A.5)















A.6 Fluid damping kernel using linear response theory
Linear response theory (LRT) [98,100] states that the response of the thermally equilibrated system to a small
external perturbation can be predicted from the thermal fluctuations of the system at equilibrium. In case
of the SWCNT resonator with frozen atoms, flexural motion is set by artificially moving the atoms along the
mode shape φ1 with a time dependence as A1 sin(ω1t). During the nonequilibrium process, the Hamiltonian
of the fluid in the coupled system can be written as H = H0 +Aλ(t). Here, H0 is the Hamiltonian before
imparting any perturbation. λ(t) is the external perturbation and A is any observable conjugate of λ with
respect to the Hamiltonian. In the present case, λ(t) ≡ A1 sin(ω1t) and A is the hydrodynamic force by
the fluid on the resonator atoms along mode φ1 in response to the perturbation, i.e, A ≡ P1. Under this
setup, LRT can be used to express the response of another physical observable B in the nonequilibrium state
as [100] 〈∆B(t)〉neq =
∫∞
−∞ dt
′ χAB(t− t′)λ(t′). Here 〈∆B(t)〉neq = 〈B(t)〉neq − 〈B(t)〉eq, and 〈.〉neq and 〈.〉eq
are nonequilibrium and equilibrium ensemble averages, respectively. χAB is the after-effect function given
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by χAB(t) = −β ddt 〈δA(0)δB(t)〉eq, where β = (kBT )
−1, δA = A−〈A〉eq and δB = B−〈B〉eq are the thermal
fluctuations in variables A and B respectively. Presently, we are interested in the response of P1(t) itself
such that 〈∆B(t)〉neq ≡ 〈∆P1(t)〉neq = 〈P1(t)〉neq − 〈P1(t)〉eq and χAB(t) ≡ −β ddt 〈δP1(0)δP1(t)〉eq. Noting
that 〈∆P1(t)〉neq can also be parameterized in terms of any cf (t) as 〈∆P1(t)〉neq =
∫ t
−∞ dt
′ cf (t− t′)λ̇(t′), it
can be shown that
cf (t) = β〈δP1(0)δP1(t)〉eq. (A.7)




dt′ cf (t) cos(Ωt) = πΩA
2
1c̃f (Ω), (A.8)
and consequently, the inverse quality factor, Q−1 = Ωc̃f (Ω)/(ξ1m
0(ω01)
2) using Eq. A.6.
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