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by
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ABSTRACT. A big-isotropic structure E is an isotropic subbundle of TM ⊕
T ∗M , endowed with the metric defined by pairing. The structure E is said to be
integrable if the Courant bracket [X ,Y] ∈ ΓE, ∀X ,Y ∈ ΓE. Then, necessarily,
one also has [X ,Z] ∈ ΓE⊥, ∀Z ∈ ΓE⊥ [9]. A weak-Hamiltonian dynamical sys-
tem is a vector field XH such that (XH , dH) ∈ E
⊥ (H ∈ C∞(M)). We obtain
the explicit expression of XH and of the integrability conditions of E under the
regularity condition dim(prT∗ME) = const. We show that the port-controlled,
Hamiltonian systems (in particular, constrained mechanics) [1, 4] may be in-
terpreted as weak-Hamiltonian systems. Finally, we give reduction theorems
for weak-Hamiltonian systems and a corresponding corollary for constrained
mechanical systems.
1 Big-isotropic structures
In this section we recall some basic facts concerning the big-isotropic struc-
tures that were studied in our paper [9]. All the manifolds and mappings are
of class C∞ and we use the standard notation of Differential Geometry, e.g.,
[5]. In particular, M is an m-dimensional manifold, χk(M) is the space of k-
vector fields, Ωk(M) is the space of differential k-forms, Γ indicates the space
of global cross sections of a vector bundle, X, Y, .. are either contravariant
vectors or vector fields, α, β, ... are either covariant vectors or 1-forms, d is
the exterior differential and L is the Lie derivative.
*2000 Mathematics Subject Classification: 53D20, 70H45, 93A30.
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The vector bundle T bigM = TM ⊕ T ∗M is called the big tangent bundle.
It has the natural, non degenerate metric of zero signature (neutral metric)
(1.1) g((X,α), (Y, β)) =
1
2
(α(Y ) + β(X)),
the non degenerate, skew-symmetric 2-form
(1.2) ω((X,α), (Y, β)) =
1
2
(α(Y )− β(X))
and the Courant bracket of cross sections [3]
(1.3) [(X,α), (Y, β)] = ([X, Y ], LXβ − LY α +
1
2
d(α(Y )− β(X))).
Definition 1.1. A g-isotropic subbundle E ⊆ T bigM of rank k (0 ≤ k ≤
m) is called a big-isotropic structure on M . A big-isotropic structure E is
integrable if ΓE is closed by the Courant bracket operation.
From the properties of the Courant bracket (axiom (v) of the definition
of a Courant algebroid [6], see [9]) it follows that if
(X,α) ∈ Γ(E), (Y, β) ∈ Γ(E), (Z, γ) ∈ Γ(E ′),
where E ′ = E⊥ is the g-orthogonal bundle of E, then
g([(X,α), (Z, γ)], (Y, β)) + g((Z, γ), [(X,α), (Y, β)]) = 0,
whence we see that the integrability of E is equivalent with the property that
[E,E ′] ⊆ E ′ (Courant bracket).
The big-isotropic structures are a generalization of the (almost) Dirac
structures which are obtained if k = m. The reader can find many examples
in [9], in particular the following one which we will use later.
Example 1.1. Let Σ be a subbubdle of rank k of T ∗M and P ∈ χ2(M) a
bivector field. Then
(1.4) EP = graph(♯P |Σ) = {(♯Pσ = i(σ)P, σ) / σ ∈ Σ}
is a big-isotropic structure on M with the g-orthogonal bundle
(1.5) E ′P = {(♯Pβ + Y, β) / β ∈ T
∗M,Y ∈ S = annΣ}.
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The structure (1.4) is integrable iff [9]: 1) Σ is closed with respect to the
bracket of 1-forms defined by
(1.6) {α, β}P = L♯Pαβ − L♯P βα− d(P (α, β)),
2) the Schouten-Nijenhuis bracket [P, P ] (e.g., [8]) satisfies the condition
(1.7) [P, P ](σ1, σ2, β) = 0, ∀σ1, σ2 ∈ Σ, ∀β ∈ T
∗M.
We may also define a big-isotropic structure on a vector space (or a vector
bundle) V as an isotropic subspace E ⊆ V ⊕V ∗. Then, we get the subspaces
UE = prVE,UE′ = prVE
′ and a bilinear mapping ̟ : UE × UE′ → R given
by
(1.8) ̟(v1, v2) = ω((v1, a1), (v2, a2)) = a1(v2) = −a2(v1),
where (v1, a1) ∈ E, (v2, a2) ∈ E
′ (the equalities hold and the result is inde-
pendent of the choice of a1, a2 because (v1, a1) ⊥g (v2, a2)). The following
result is Proposition 2.1 plus formula (2.17) of [9]:
Proposition 1.1. For any pair of subspaces UE ⊆ UE′ ⊆ V and any bilinear
mapping ̟ : UE × UE′ → R with a skew-symmetric restriction to UE ×
UE, there exists a unique, big-isotropic subspace E ⊆ V ⊕ V
∗ such that
UE = prVE,UE′ = prVE
′ and ̟ is the mapping (1.8). The space E and the
orthogonal space E ′ are given by
(1.9)
E = {(v, a) / v ∈ UE , ∀w ∈ UE′ , a(w) = ̟(v, w)},
E ′ = {(w, b) /w ∈ UE′, ∀v ∈ UE , b(v) = −̟(v, w)}.
The dimensions of the spaces above satisfy the following equalities
(1.10) dimE = dimUE + dimannUE′, dimE
′ = dimUE′ + dimannUE .
2 Weak-Hamiltonian vector fields
The aim of this paper is to show that the big-isotropic structures are in-
teresting for physics and control theory because they define a Hamiltonian
formalism that may be used in applications.
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Definition 2.1. [9] A function f ∈ C∞(M) is a Hamiltonian, respectively
weak-Hamiltonian, function if there exists a vector field Xf ∈ χ
1(M) such
that (Xf , df) ∈ ΓE, respectively (Xf , df) ∈ ΓE
′. The vector field Xf is a
Hamiltonian, respectively weak-Hamiltonian, vector field of f .
The vector field Xf is not unique; in the Hamiltonian case Xf is defined
up to the addition of any Z ∈ ann prT ∗ME
′ and in the weak-Hamiltonian case
up to Z ∈ ann prT ∗ME. We denote by C
∞
ham(M,E) the set of Hamiltonian
functions, by C∞wham(M,E) the set of weak-Hamiltonian functions and by
χham(M,E), χwham(M,E), respectively, the sets of Hamiltonian and weak-
Hamiltonian vector fields. It follows that Z ∈ χham(M,E) is Hamiltonian,
for two functions f1, f2 iff df2 − df1 ∈ annUE′ and Z ∈ χwham(M,E) is
weak-Hamiltonian for f1, f2 iff df2 − df1 ∈ annUE .
Furthermore, if f ∈ C∞ham(M,E) and h ∈ C
∞
wham(M,E) the following
bracket is well defined
(2.1) {f, h} = −̟(Xf , Xh) = Xfh = −Xhf
and does not depend on the choice of the Hamiltonian vector fields of the
function f, h. The bracket (2.1) is called the Poisson bracket of the two
functions.
Even though it is defined in the general case, the Poisson bracket has in-
teresting properties if E is an integrable, big-isotropic structure, which we as-
sume for the moment. Then, formula (1.3) shows that {f, h} ∈ C∞wham(M,E)
and one of its weak-Hamiltonian vector fields is [Xf , Xh]. If both f, h ∈
C∞ham(M,E), their Poisson bracket is skew symmetric and belongs to C
∞
ham(M,
E). Furthermore, the Poisson bracket satisfies the Leibniz rule
(2.2) {l, {f, h}} = {{l, f}, h}}+ {f, {l, h}},
∀l, f ∈ C∞ham(M,E), h ∈ C
∞
wham(M,E). Property (2.2) restricts to the Jacobi
identity on C∞ham(M,E). Thus, C
∞
ham(M,E) with the Poisson bracket is a Lie
algebra and C∞wham(M,E) is a module over this Lie algebra. Also, χham(M,E)
is a Lie subalgebra of χ1(M) and χwham(M,E) is a module over the former
for the usual Lie bracket of vector fields.
In what follows integrability will hold only if explicitly postulated. In the
remaining part of this section we discuss some big-isotropic structures where
one has an explicit expression of a weak-Hamiltonian vector field, a fact that
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is important in applications. For instance, for a big-isotropic structure of the
form (1.4) formula (1.5) provides such an expression:
(2.3) XH = ♯PdH + Y, ∀Y ∈ S, H ∈ C
∞(M).
The following proposition extends a result given in [4] for almost Dirac struc-
tures.
Proposition 2.1. Let E be a big-isotropic structure on M such that
(2.4) dim(prT ∗xMEx) = const. (x ∈ M).
Then, there exist bivector fields Π ∈ χ2(M) such that if H is a Hamiltonian,
respectively a weak-Hamiltonian, function the formulas
(2.5) XH = ♯ΠdH + Z, Z ∈ ann prT ∗xME
′,
respectively
(2.6) XH = ♯ΠdH +W, W ∈ ann prT ∗xME,
define the Hamiltonian, respectively weak-Hamiltonian, vector fields of H.
Proof. For a simpler notation put
(2.7)
Σ = prT ∗ME, S = annΣ = (TM ⊕ 0) ∩ E
′,
Σ′ = prT ∗ME
′, S ′ = annΣ′ = (TM ⊕ 0) ∩ E;
notice that
(2.8) Σ ⊆ Σ′, S ′ ⊆ S.
We shall use Proposition 1.1 for the fibers Ex of E (x ∈ M) taking V = T
∗
xM
and denoting the corresponding bilinear mapping ̟ by Px : Σx × Σ
′
x → R.
Then, after changing the order of the terms of a pair, formulas (1.9) become
(2.9)
Ex = {(X,α) / α ∈ Σx, β(X) = Px(α, β), ∀β ∈ Σ
′
x},
E ′x = {(Y, β) / β ∈ Σ
′
x, α(Y ) = −Px(α, β), ∀α ∈ Σx},
where
(2.10) Px(α, β) =
1
2
(α(Y )− β(X)),
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for any choice of X, Y such that (X,α) ∈ Ex, (Y, β) ∈ E
′
x and the result
is independent of this choice. Hypothesis (2.4), which will be called the
∗-regularity condition, together with formulas (1.10), show that Σ,Σ′ are
subbundles of T ∗M . Therefore, we may choose bundle decompositions
(2.11) Σ′ = Σ⊕Q1, T
∗M = Σ⊕Q1 ⊕Q2.
Then, we can extend P to a bivector field Π by means of the formula
(2.12) Π(λ, µ) = P (λ′, µ′) + P (λ′, µ′′)− P (µ′, λ′′) (λ, µ ∈ T ∗M),
where ′ and ′′ denote the first and second projection in the decomposition
(2.11) of T ∗M , and the expressions (2.9) become
(2.13)
Ex = {(X,α) / α ∈ Σx, X|Σ′x = (♯Πxα)|Σ′x},
E ′x = {(Y, β) / ♯Πxβ − Y ∈ Sx, β ∈ Σ
′
x}.
The required formulas (2.5), (2.6) are a straightforward consequence of (2.13).
It is obvious that, in fact, only the values of the mapping P actually
appear in the expressions of the vector fields (2.5), (2.6) and two bivector
fields Π1,Π2 produce the same values XH iff they have the same restriction
P to Σ × Σ′. Notice also that the formulas (2.6) and (2.3) differ only by
the fact that the former includes the restriction dH ∈ Σ′. In view of (2.7), if
(TM⊕0)∩E = 0 this restriction is void, therefore, any function H ∈ C∞(M)
is a weak-Hamiltonian function and formulas (1.4), (1.5) with P replaced by
Π hold. Still, Π is not uniquely defined.
Remark 2.1. It is always possible to consider an arbitrary “Hamiltonian
function” H ∈ C∞(M), then restrict to the subset of the points of M where
dH ∈ Σ′ [1].
The following proposition yields the integrability conditions of a ∗-regular,
big-isotropic structure.
Proposition 2.2. Let E be a ∗-regular, big-isotropic structure with the asso-
ciated subbundles Σ, S,Σ′, S ′ and let Π ∈ χ2(M) be such that formulas (2.5),
(2.6) hold. Then
(2.14)
E = {(♯Πα + Z, α) / α ∈ Σ, Z ∈ S
′},
E ′ = {(♯Πβ +W,β) / β ∈ Σ
′,W ∈ S}.
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The structure E is integrable iff the following conditions are satisfied:
1) the distribution S ′ is integrable and S is projectable to the space of
leaves of S ′ (see Section 5 of [9] for this notion of projectability);
2) the subbundle Σ is closed by the Π-brackets (1.6) and ∀α ∈ ΓΣ,
∀β ∈ ΓΣ′ one has {α, β} ∈ ΓΣ′;
3) ∀α1, α2 ∈ ΓΣ, β ∈ ΓΣ
′ one has
[Π,Π](α1, α2, β) = 0.
Proof. The formulas (2.14) have the same proof like (2.5), (2.6).
If we use the Gelfand-Dorfman formula
(2.15) Π({α1, α2}Π, β) = γ([♯Πα1, ♯Πα2]) +
1
2
[Π,Π](α1, α2, β),
we get
(2.16)
[(♯Πα1 + Z1, α1), (♯Πα2 + Z2, α2)]
= (♯Π({α1, α2}Π − LZ2α1 + LZ1α2)− ♯LZ2Πα1 + ♯LZ1Πα2
+[Z1, Z2]−
1
2
i(α1 ∧ α2)[Π,Π], {α1, α2}Π − LZ2α1 + LZ1α2),
where Z1, Z2 ∈ S
′, α1, α2 ∈ Σ.
The structure E is integrable iff the right hand side of (2.16) belongs
to E and we may brake this condition into the cases: a) α1 = α2 = 0, b)
Z1 = Z2 = 0, c) Z1 = 0, α2 = 0 (equivalently Z2 = 0, α1 = 0).
In case a) the condition becomes ([Z1, Z2], 0) ∈ E, which is equivalent to
the first assertion of condition 1) of the proposition.
Furthermore in case b) the bracket (2.16) belongs to E iff the first asser-
tion of condition 2) and condition 3) hold.
Finally, a technical computation shows that if α ∈ Σ, β ∈ Σ′, Z ∈ S ′ ⊆ S
then
(2.17) LZΠ(α, β) = {α, β}Π(Z).
Now, in case c) the right hand side of (2.16) is
(2.18) − (♯Π(LZ2α1) + ♯LZ2Πα1, LZ2α1),
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which belongs to E iff
LZ2α1 ∈ Σ, ♯LZ2Πα1 ∈ S
′.
From (2.7) and (2.17) it follows that the two conditions mentioned above are
equivalent with the second assertions of 1) and 2), respectively.
Remark 2.2. Let E be an integrable, ∗-regular, big-isotropic structure.
Then, Corollary 5.1 of [9] shows that E is projectable with respect to the
foliation S ′, and the projection of E onto the local spaces of the slices of S ′
is an integrable, big-isotropic structure of the type discussed in Example 1.1.
3 Port-controlled dynamical systems
In this section we present some applications where weak-Hamiltonian vec-
tor fields can be used. Following [4], a physical network is a sum of port-
controlled, generalized, Hamiltonian systems with interconnections. Many
concrete examples, in particular constrained mechanics, are discussed in
[1, 4]. We shall give weak-Hamiltonian interpretations of such port-controlled
systems.
With the notation of [4], a port-controlled, generalized, Hamiltonian sys-
tem is a system of equations of the following form
(3.1)
x˙ = J(x)∂H
∂x
(x) + g(x)f,
e = gT (x)∂H
∂x
(x),
where a dot denotes time-derivative and one uses the matrix notation. In
(3.1) x = (xi) (i = 1, ..., n) is the column of energy variables, which are local
coordinates on a manifold N seen as the phase space, H is the total stored
energy, J is a skew-symmetric (n, n)-matrix, f = (fj) ∈ R
p (j = 1, ..., p) is
the column of flows, g is an (n, p)-matrix, e = (ej) is the column of efforts
and T denotes matrix transposition.
The evolution of the system is defined by the differential equations on the
first line of (3.1) where a choice of functions fj = fj(x) is made. If we see J as
a bivector field on N and g as a vector bundle morphism g : N ×Rp → TN ,
these differential equations are equivalent with the weak-Hamiltonian vector
field
(3.2) XH = ♯JdH + gf
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of the function H with respect to the big-isotropic structure
(3.3) EJ = graph(♯J |Σ), Σ = annS,
where S is any distribution on N such that im g ⊆ S. If rank g = const. and
S = im g, formula (3.2) is that of all the weak-Hamiltonian vector fields of
H . Since (3.3) is of the type (1.4) we see that a port-controlled system has a
weak-Hamiltonian interpretation with respect to an integrable big-isotropic
structure iff there exists a subbundle S ⊆ TM that contains im g, annS is
closed by the bracket (1.6) for P = J and J satisfies the condition (1.7).
Moreover, we can show that the whole system (3.1) may be seen as a
weak-Hamiltonian vector field onM = N×Rp. For this purpose, notice that
g defines a bivector field G ∈ χ2(M) given by
(3.4) G(x,f)(α
′ + α′′, β ′ + β ′′) = β ′′(gT (x)α′)− α′′(gT (x)β ′),
where x ∈ N, f ∈ Rp, α′, β ′ ∈ T ∗xN,α
′′, β ′′ ∈ T ∗fR
p ≈ Rp and gT (x) : T ∗xN →
R
p∗. Then, we have the bivector field P = J + G ∈ χ2(M) and the weak-
Hamiltonian vector field
(3.5) XH = ♯J+GdH + gf
of H with respect to any big-isotropic structure graph(♯J+G|Σ), where S =
annΣ is a regular distribution on N that contains im g. The integral lines of
the vector field (3.5) are given by (3.1) where ej are the time derivatives of
the coordinates of the factor Rp of M and one uses the natural identification
of TRp with Rp. The integrability conditions of graph(♯J+G|Σ) are provided
by (1.6) and (1.7) again.
In [4] one also defines port-controlled Hamiltonian systems with constraints,
which have the form
(3.6)
x˙ = J(x)∂H
∂x
(x) + g(x)f + b(x)λ,
e = gT (x)∂H
∂x
(x), 0 = bT (x)∂H
∂x
(x)
where the notation is like in (3.1), b is an (n, k)-matrix and λ ∈ Rk. As in
the non-constrained case, the system (3.6) is a weak-Hamiltonian system on
M = N ×Rp+k, where the Hamiltonian function H is required to satisfy the
constraint bT (dH) = 0.
Consider the port-controlled system (3.1) again. It is called energy-
preserving [4] if the vectors f ∈ Rp, e ∈ Rp ≈ (Rp)∗ are assumed to satisfy
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the condition (f, e) ∈ ∆(x) where ∆(x) is a maximal (i.e., p-dimensional),
isotropic subspace of Rp ×R∗p parameterized by x ∈ N . The reason for this
name is that, then, the energy H is preserved along the integral lines of the
vector field (3.2) of the system. Indeed, in view of the second equation (3.1)
and since (f, e) ∈ ∆ implies e(f) = 0, we have
H˙ = XHH = 0.
Then, it turns out that the differential equations of the first line of (3.1)
are equivalent with a Hamiltonian vector field with respect to an almost Dirac
structure. We give a more conceptual proof of this result proven differently
in Proposition 2.2 of [4].
With the notation of (3.2), put
(3.7) D = {(♯Jα + gf, α) / (f, g
Tα) ∈ ∆} ⊆ TN ⊕ T ∗N.
The isotropy of ∆ implies thatD is a big-isotropic structure onN and we shall
compute dimD for any fixed point x ∈ N . Denote ∆′ = ∆ ∩ (Rp × im gT ).
Then the correspondence
(♯Jα + gf, α) 7→ (f, g
Tα)
produces a surjective homomorphism
(3.8) φ : D → ∆′/∆′ ∩ (ker g ⊕ 0)
with
ker φ = {(♯Jα, α) / g
Tα = 0},
whence,
(3.9) dimker φ = n− rank g (n = dimN).
On the other hand, if we notice that
R
p × im gT = (ker g)⊥
(perpendicularity is with respect to the neutral metric of Rp ⊕ Rp∗ and the
result holds because the two spaces are orthogonal and the sum of their
dimensions is 2p), we get
∆′ = ∆ ∩ (ker g)⊥ = ∆⊥ ∩ (ker g)⊥ = (∆ + ker g)⊥
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(∆⊥ = ∆ because of the maximal isotropy of ∆). Now, if dim(∆∩ker g) = i
the known formula
dim(∆ + ker g) = dim∆+ dimker g − i,
implies
dim∆′ = 2p− dim(∆ + ker g) = rang g + i.
Together with (3.8) and (3.9), the previous result gives dimD = (n −
rank g) + [(rang g + i) − i] = n, hence, D is an almost Dirac structure.
Furthermore, for XH given by (3.2) and since we asked that (f, e) ∈ ∆, we
have (XH , dH) ∈ ΓD and XH is a Hamiltonian vector field of H .
Remark 3.1. The systems discussed in [1, 4] are direct sums of port-controlled
systems on a product manifold where the components may not be energy pre-
serving but the sum is such. These are energy-preserving physical networks
and the corresponding ∆ is a power-preserving interconnection between the
port-controlled components [4].
Remark 3.2. The structure (3.7) may present a technical difficulty: even if
∆(x) is differentiable with respect to x ∈ N , D may not be differentiable.
For instance, if ∆(x) = Rp ⊕ 0 one has
(3.10) D = {(♯Jα + Z, α) / α ∈ ann img, Z ∈ im g}
andD is not differentiable if rang g is not constant. If rang g = const., (3.10)
has the same form as E of (2.14), with E ′ = E = D, and the integrability
conditions will be like in Proposition 2.2, i.e., : 1) im g is integrable, 2)
ann img is closed by the J-bracket of 1-forms, 3) [J, J ]|ann img = 0.
It was shown in [1, 4] that the dynamical systems (3.1) include the
constrained mechanical systems. Here, we give a straightforward, weak-
Hamiltonian interpretation of a constrained mechanical system.
A mechanical system has a configuration space, which is a manifold Q,
the space of the velocities, which is the tangent bundle TQ, and the space of
the phases, which is the cotangent bundle T ∗Q. Constraints consist of a k-
dimensional distribution L on Q. In Hamiltonian mechanics, the differential
equations of the motion are those of the integral lines of a vector field of the
form
(3.11) X = ♯PdH + ♯P (π
∗α) ∈ χ1(T ∗Q),
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where P is defined by ♯P ◦ ♭ω = −Id, ω being the canonical symplectic form
of T ∗Q ([7], Section 6.2), H is the Hamiltonian of the system, π : T ∗Q→ Q
is the natural projection and α ∈ annL (e.g., [1]).
The constraint distribution L produces a natural, ω-isotropic subbundle
(3.12) SL = {♯P (π
∗α) / α ∈ annL} ⊆ T (T ∗Q).
The corresponding ω-orthogonal subbundle is
(3.13) S⊥ωL = ann(π
∗(annL)) = {X ∈ T (T ∗Q) / π∗X ∈ L}.
A comparison with formula (2.3) shows that the vector field (3.11) is weak-
Hamiltonian with respect to the big isotropic structure EL = graph(♯P |annSL).
The structure EL is integrable iff annSL is closed by the bracket (1.6);
the fact that ω is a symplectic form implies the Poisson condition [P, P ] = 0,
hence, (1.7) holds too. Notice that σ ∈ annSL is equivalent with ♯Pσ ∈ S
⊥ω
L
and, since [8]
♯P{σ1, σ2}P = [♯Pσ1, ♯Pσ2],
it follows that EL is integrable iff the distribution S
⊥ω
L is integrable. Now,
let us recall that L itself is integrable iff, ∀α ∈ annL, dα belongs to the ideal
spanned by annL. Since annS⊥ωL = π
∗(annL) and π∗ is injective, the same
condition characterizes the integrability of S⊥L . Therefore, like in the Dirac
interpretation of [1], the structure EL is integrable iff L is integrable, i.e., iff
the system has holonomic constraints.
4 Symmetries and reduction
In this section we extend some results on symmetries and reduction from
Hamiltonian to weak-Hamiltonian systems. The case of Hamiltonian systems
on a Dirac manifold was treated in [1, 2].
Definition 4.1. A vector field Z ∈ χ1(M) is an infinitesimal symmetry of a
big-isotropic structure E if
(4.1) (LZX,LZα) ∈ ΓE, ∀(X,α) ∈ ΓE.
A diffeomorphism ϕ : M → M is a symmetry of E if
(4.2) (ϕ∗X,ϕ
∗−1α) ∈ ΓE, ∀(X,α) ∈ ΓE.
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Obviously, the flow of an infinitesimal symmetry consists of symmetries
of E. Furthermore, for (infinitesimal) symmetries the conditions required for
E also hold for the g-orthogonal space E ′ of E because the neutral metric g
is invariant by any (infinitesimal transformation) diffeomorphism of M .
Proposition 4.1. Let E be a ∗-regular, big-isotropic structure defined by
formulas (2.14). 1). The diffeomorphism ϕ : M → M is a symmetry of
E iff the subbundles S, S ′ are invariant by ϕ∗ and for all β ∈ Σ
′ one has
♯ϕ∗(Π◦ϕ−1)β = ♯Πβ. 2). The vector field Y ∈ χ
1(M) is an infinitesimal
symmetry of E iff ∀Z ∈ ΓS ′, ∀α ∈ ΓΣ, ∀β ∈ ΓΣ′ one has
(4.3) [Y, Z] ∈ ΓS ′, LY α ∈ ΓΣ, LYΠ(α, β) = 0.
The conditions stated in 1), 2) depend only on the mapping P defined by
(2.10).
Proof. The notation used here is that of formula (2.14).
1). If ϕ is a symmetry then, for all α ∈ Σ, Z ∈ S ′, we have
(4.4) (ϕ∗(♯Πα+ Z), ϕ
∗−1α) = (♯ϕ∗Π(ϕ
∗−1α) + ϕ∗Z, ϕ
∗−1α)
(2.14)
= (♯Π◦ϕ(ϕ
∗−1α) + U, ϕ∗−1α),
where U ∈ S ′. The same must hold for all α ∈ Σ′, Z ∈ S with U ∈ S because
ϕ also preserves the orthogonal subbundle E ′. It is easy to derive 1) from
(4.4) and to see that 1) also is the sufficient condition for (4.4) to hold.
2). From the first formula (2.14), we see that Y is an infinitesimal sym-
metry iff for all α ∈ Σ one has LY α ∈ Σ and ♯LY Πα+[Y, Z] ∈ ΓS
′. By looking
at the cases α = 0 and Z = 0 separately we get the required conclusion.
The last assertion of the proposition is obvious.
An infinitesimal symmetry Z acts on Poisson brackets as a derivation.
Indeed, take f ∈ C∞ham(M,E), h ∈ C
∞
wham(M,E) and corresponding pairs
(Xf , df) ∈ ΓE, (Xh, dh) ∈ ΓE
′. From (4.1), it follows that
([Z,Xf ], d(Zf)) ∈ ΓE, ([Z,Xh], d(Zh)) ∈ ΓE
′,
whence
Z{f, h} = Z(Xfh) = [Z,Xf ]h +Xf(Zh) = {Zf, h}+ {f, Zh}.
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If the structure E is integrable, any Hamiltonian vector field Z ∈ χham(M,
E) is an infinitesimal symmetry. Indeed, assume that Z = Xf , f ∈ C
∞(M),
and (X,α) ∈ ΓE. The integrability of E implies
[(Xf , df), (X,α)] = ([Xf , X ], LXfα) ∈ ΓE,
which is the required symmetry property.
Let H be a weak-Hamiltonian function on (M,E). Then, we are inter-
ested in H-preserving, infinitesimal and global symmetries, i.e., vector fields
Z that satisfy (4.1) and ZH = 0, and diffeomorphisms ϕ : M → M that
satisfy (4.2) and H ◦ ϕ = H . The following proposition is in the spirit of
Noether’s theorem [1, 7].
Proposition 4.2. Let E be an integrable, big-Hamiltonian structure on M .
A Hamiltonian vector field Z ∈ χham(M,E) is an H-preserving infinitesimal
symmetry for H ∈ C∞wham(M,E) iff Z is the Hamiltonian vector field of a
function f such that {f,H} = 0.
Proof. We already know that Z is an infinitesimal symmetry. Then, the
orthogonality of the pairs (Z, df), (XH, dH) gives
ZH − {f,H} = 0
and this shows the equivalence between ZH = 0 and the condition required
by the proposition.
We may define a first integral of a weak-Hamiltonian dynamical system
XH to be a function f ∈ C
∞
ham(M,E) such that {f,H} = 0 But, the usual
properties of first integrals hold only in the integrable case; then, the Hamil-
tonian vector fields Xf of the first integral f are H-preserving infinitesimal
symmetries and the Poisson bracket of two first integrals of XH is a first
integral again because of the Leibniz property (2.2).
Now, let us refer to reduction. In [9] we discussed the reduction of a big-
isotropic structure E on M and we recall the main results. Let ι : N → M
be an embedded submanifold of M . Then, the formula
(4.5) ι∗(Ex) = {(X, ι
∗α) /X ∈ TxN, α ∈ T
∗
xM, (X,α) ∈ Ex},
where x ∈ N , defines the pullback ι∗E of E to N . ι∗E is a field of big-
isotropic subspaces of T big(M) and, if this field is a differentiable subbundle
of T big(M), we say that the submanifold N is E-proper with the induced
big-isotropic structure ι∗E. Moreover, if E is integrable the same holds for
ι∗E.
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Remark 4.1. A E-proper submanifold ι : N →M of (M,E) may be seen as
a general constraint and a constrained weak-Hamiltonian system may be de-
fined as a weak-Hamiltonian vector field XH (H ∈ C
∞(M)) on the manifold
(N, ι∗E).
Furthermore, assume that the E-proper submanifold N of M has a folia-
tion F with a paracompact, Hausdorff quotient manifold Q = N/F and the
natural projection π : N → Q. Then, the formula
(4.6) π∗(ι
∗Ex) = {(π∗X,α) /X ∈ TxN, α ∈ T
∗
π(x)Q, (X, π
∗α) ∈ ι∗Ex}
defines a big-isotropic subspace of T big
π(x)Q, ∀x ∈ N .
Assume that the following two reducibility conditions are satisfied:
R1) TF ⊕ 0 ⊆ ι∗E,
R2) every vector field Y ∈ χ1(N) that is tangent to F is an infinitesimal
symmetry of ι∗E.
Then, Ered = π∗(ι
∗E) given by (4.6) is a well defined, big-isotropic struc-
ture on Q called the reduced structure of E via (N,F). Moreover, if E is
integrable condition R1) implies R2) and the reduced structure Ered is inte-
grable too [9].
Theorem 4.1. Let E be a big-isotropic structure on the manifold M . As-
sume that the connected, Lie group G acts on M by symmetries of E that
keep fixed an embedded submanifold ι : N →M . Assume that the restriction
of the action of G to N is proper and free and denote by F the foliation of N
by the orbits of G. Finally, assume that the following reducibility condition
holds
R) for any infinitesimal transformation Z of G, ∃α ∈ annTN
such that (Z|N , α) ∈ E|N .
Then, there exists a Hausdorff manifold Q = N/F endowed with a reduced,
big-isotropic structure Ered and if E is integrable Ered is integrable too.
Proof. If E is integrable, this is Corollary 5.2 of [9]. But, the fact that condi-
tion R) is equivalent with R1) holds in the non-integrable case too. Condition
R2) holds for the infinitesimal transformations Z of G on N because of the
invariance of E and N . This implies the fact that any vector field spanned by
such infinitesimal transformations is also an infinitesimal symmetry of ι∗E.
Indeed, for any f ∈ C∞(N) and (X, ι∗α) ∈ Γι∗E one has
(LfZX,LfZ(ι
∗α)) = f(LZX,LZ(ι
∗α))− (Xf)(Z, 0) + (ι∗α)(Z)(0, df),
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where (LZX,LZ(ι
∗α)) ∈ ι∗E because Z is an infinitesimal symmetry, (Z, 0) ∈
ι∗E by R1), and (ι∗α)(Z) = 0 because the isotropy of ι∗E implies (X, ι∗α) ⊥g
(Z, 0). Hence, R2) holds as stated and we are done.
Theorem 4.1 is straightforwardly enhanced by the following result, which
we call a theorem because of its in-principle importance.
Theorem 4.2. Assume that the notation and hypotheses of Theorem 4.1 hold
and that we have a G-invariant, weak-Hamiltonian function H ∈ C∞wham(M,E)
with a weak-Hamiltonian vector field XH such that XH(x) ∈ TxN , ∀x ∈ N
and XH |N is F-projectable. Then, the function H|N is the lift by π of a
function Hred ∈ C∞wham(Q,E
red) and π∗(XH |N) is a weak-Hamiltonian vector
field Xred
Hred
∈ χ1(Q) of Hred.
Proof. Notice that (XH |N , d(H ◦ ι)) ∈ ι
∗E ′, where the latter is defined like
ι∗E and is equal to the orthogonal space (ι∗E)′ [9]. The existence of Hred
and Xred
Hred
is obvious and (4.6) shows that (Xred
Hred
, dHred) ∈ (Ered)′.
Remark 4.2. Each of the following two conditions: i) XH is G-invariant, ii)
ι∗E ′∩(TN⊕0) = TF implies the F -projectability of XH |N . Under condition
i), it is obvious that XH |N is F -projectable. Furthermore, if Z ∈ χ
1(M)
is an infinitesimal action of G, Z is an infinitesimal symmetry of E and
(XH , dH) ∈ E
′ implies (LZXH , LZdH) = ([Z,XH ], 0) ∈ E
′. Since both Z
and XH are tangent to N , we get ([Z,XH]|N , 0) ∈ ι
∗E ′ and, if hypothesis ii)
holds, [Z,XH ]|N ∈ TF . Therefore, again, XH |N is projectable to Q.
Thus, we can simplify the integration of a weak-Hamiltonian, dynamical
system by reduction if we have a convenient group of symmetries and a nice
invariant submanifold.
Like for the usual Hamiltonian systems, the required submanifold may
come from a momentum map. We will say that an E-preserving action of a
connected Lie group G on (M,E) is a Hamiltonian action if the infinitesimal
transformations Z of G are Hamiltonian vector fields, i.e., ∃f ∈ C∞(M) such
that (Z, df) ∈ ΓE. Like in the Poisson case (e.g., [8], Proposition 7.25), it
follows that the action is Hamiltonian iff it preserves E and ∃J ∈ C∞(M,G∗)
such that
(4.7) (ξM , d(ξ ◦ J)) ∈ ΓE, ∀ξ ∈ G,
where G is the Lie algebra of G and ξM is the infinitesimal action of ξ on M .
Such a function J is a momentum map. Notice that if E is integrable and the
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action has a momentum map then the action necessarily preserves E because
the Hamiltonian vector fields are infinitesimal symmetries of E. Finally, a
momentum map J is equivariant if J(g(x)) = coadg(J(x)), ∀g ∈ G, x ∈M .
From Theorems 4.1 and 4.2, and with the notation there, we get
Corollary 4.1. Consider an action of G on M that preserves E and has an
equivariant momentum map J :M → G∗ such that 0 is a regular value of J .
Assume that G acts properly and freely on the G-invariant submanifold N =
J−1(0) ⊆ M giving rise to the quotient manifold Q = N/F where the leaves
of F are the orbits of G|N . Then Q has the reduced, big-isotropic structure
Ered of E, which is integrable if E is integrable. Furthermore, consider a
pair (XH , dH) ∈ ΓE
′ where H ∈ C∞wham(M,E) is G-invariant and XH |N is
F-projectable. Then (XH , dH)|N projects to a pair (X
red
Hred
, dHred) ∈ Γ(Ered)′
and one has a reduced, weak-Hamiltonian system on Q.
Proof. For the first assertion we just have to check condition R). If Z = ξM
for ξ ∈ G then (Z, d(ξ ◦ J)) ∈ ΓE and, since J is constant on N , d(ξ ◦ J) ∈
annTN , which is the required condition. For the second assertion we have
to check that XH is tangent to N . This holds because the invariance of H
implies XH(ξ ◦ J) = −Xξ◦JH = −ξMH = 0.
Remark 4.3. The G-invariance of H is equivalent with {ξ ◦ J,H} = 0,
∀ξ ∈ G. Hence, like in symplectic mechanics, given a system XH on (M,E),
we should look for symmetry groups G that lead to reduction by looking for
first integrals fi of H such that Xfi are infinitesimal symmetries of E and
span{Xfi} is a Lie algebra.
Remark 4.4. We can reformulate Corollary 4.1 for an arbitrary non-critical
value γ of J and the level set N = J−1(γ). Indeed, if the group G satisfies
the hypotheses of Corollary 4.1 and G′ is a connected subgroup of G with
the Lie algebra i : G ′ ⊆ G, it follows easily that J ′ = iT ◦ J is an equivariant
momentum map of the action of G′ on M . In particular, if G′ = Gγ is
the isotropy subgroup of γ ∈ G∗ with respect to the coadjoint action we
have J−1(γ) = J ′−1(0), and we may use Corollary 4.1 for the connected
component of the unit of Gγ instead of G. The result will be a version of the
Marsden-Weinstein reduction theorem in the present context.
We finish by discussing the application of Corollary 4.1 to the constrained
mechanical system described at the end of Section 3, with the notation used
there, i.e., the configuration space is Q, the constraint distribution is L ⊆ TQ
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and the associated big-isotropic structure is EL. Assume that G is a con-
nected Lie group acting on Q such that the distribution L is strongly invari-
ant, by which we mean the following two conditions: a) ∀g ∈ G, g∗(L) = L,
b) ∀x ∈ M , Tx(G(x)) ⊆ Lx (G(x) is the G-orbit of the point x). Then, the
derivative mappings yield a group Gtg
∗
that acts on the phase space T ∗Q by
symplectomorphisms of the canonical symplectic form ω and preserves the
big-isotropic structure EL. Furthermore, there exists a well known, equiv-
ariant, momentum map J : T ∗Q → G∗ for the symplectic structure of T ∗Q
defined by
< J(α), ξ >=< α, ξQ > (α ∈ T
∗Q, ξ ∈ G)
(e.g., [7], Theorem 12.1.4).
The fact that J is a momentum map for ω means that we have
(4.8) ξT ∗Q = ♯Pd(ξ ◦ J) (♯P ♭ω = −Id).
But, condition b) of the strong invariance of L also implies d(ξ ◦ J) ∈
ann(♯P (annL)). Indeed, ∀α ∈ annL we have
< d(ξ ◦ J), ♯P (π
∗α >
(4.8)
= −π∗α(ξT ∗Q) = −α(ξQ),
which vanishes because of b). Thus, J also is a momentum map with respect
to the structure EL and we get
Corollary 4.2. Let (Q,L) be a constrained mechanical system with the
Hamiltonian function H and the Hamiltonian vector field XH . Assume that
the connected Lie group G acts on Q such that: 1) G strongly preserves L,
2) Gtg∗ preserves the pair (H,XH). Let J : T
∗Q → G∗ be the naturally as-
sociated momentum map and assume that 0 is a regular value of J and that
the orbits of Gtg∗|N are the leaves of a foliation F of N by the leaves of a
submersion π : N → Q, where Q is a Hausdorff, differentiable manifold.
Then the system admits a reduction to Q via (N,F).
Notice that the constraints may be non-holonomic.
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