Large and Deep Convolutional Neural Networks achieve good results in image classification tasks, but they need methods to prevent overfitting. In this paper we compare performance of different regularization techniques on ImageNet Large Scale Visual Recognition Challenge 2013. We show empirically that Dropout works better than DropConnect on ImageNet dataset.
Introduction
Visual object recognition is one of the most challenging problems in Computer Vision, especially in large scale and realistic settings, with high resolution images and thousands of object categories. Until recently neural networks were not widely used for this task, because they need a lot of labeled data and computational power to train. Now, with the advance of fast GPUs and big labeled image datasets, they can be used efficiently, and, moreover, they can beat other methods. Neural networks potentially have fairly large learning capacity, which can be controlled by the number and size of layers, so they can adapt to very big problems. Best results can be obtained with deep neural networks, because depth is essential for learning good internal representations of input data. Large neural networks suffer from the problem of overfitting, so there is a need for powerful regularization techniques like data augmentation (Krizhevsky et al., 2012) , Dropout (Hinton et al., 2012) or recently introduced DropConnect (Wan et al., 2013) . Another way to improve performance of neural networks is inserting some prior knowledge like awareness of 2D structure of input data. One type of such networks is Convolutional Neural Networks. Because of their structure they have fewer learnable parameters than standard fully-connected neural networks, so they are easier to train and less suffer from overfitting.
The specific contribution of this paper is comparing performance of DropConnect (which, to our knowledge, was evaluated only on small datasets) and Dropout and improved Data Augmentation in large scale settings -on ImageNet Large Scale Visual Recognition Challenge 2013 (ILSVRC2013). We started with architecture close to proposed by (Krizhevsky et al., 2012) , which is a winner of ILSVRC2012, and explored how it works with other regularization methods instead of Dropout. Also we proposed several ways to improve results.
Related Work
In recent years Convolutional Neural Networks (CNN) gained incredible popularity in many different domains like image classification (Krizhevsky et Training is usually done on fast GPUs. We used several of these improvements in our work.
Challenge
ImageNet dataset has over 15 million labeled high resolution images of 22,000 categories. Annual competition called the ImageNet Large Scale Visual Recognition Challenge (ILSVRC) uses a subset of ImageNet with 1.2 million variable-resolution labeled images of 1000 categories. There are also 50,000 labeled images used for validation and 100,000 unlabeled images used for testing. Two error rates are reported: top-1 and top-5, where the top-5 error rate is the fraction of test images for which the correct label is not among the five labels considered most probable by the model. Winner's result of ILSVRC2012 is 16.4% top-5 error for 5 averaged CNNs (18.2% top-5 error for single CNN). Winner's result of ILSVRC2013 is 11.7% top-5 error.
Approach

Data preprocessing
At the preprocessing stage we rescaled input images such that the shorter side was of length 256, then cropped central patch of size 256x256x3, subtracted the mean activity over the training set from each pixel.
Later, as a part of data augmentation method, we cropped random patches of size 224x224x3 from this central patch. Data preprocessing was done on the CPU, while in parallel performing training on GPU, so it didn't take much computation time. We didn't use PCA in contrast with (Krizhevsky et al., 2012 ).
Architecture
We used Deep Convolutional Neural Network architecture, similar to (Krizhevsky et al., 2012) , but trained on one GPU. It has 8 trainable layers, the first five of which are convolutional and other three are fullyconnected (see Fig. 1 ). First, second and fifth convolutional layers are followed by max-pooling layers. First and second max-pooling layers are followed by local response normalization layers. We used Rectified Linear Units (ReLU) as neurons. First convolutional layer has 96 kernels of size 11x11x3 with a stride of 4 pixels. The second layer takes as input the max-pooled and response-normalized output of first layer and filters it with 256 kernels of size 5x5x48. The third convolutional layer takes as input the max-pooled and responsenormalized output of the second layer and filters it with 384 kernels of size 3x3x256. The fourth layer has 384 kernels of size 3x3x192, and the fifth layer has 256 kernels of size 3x3x192. The fully-connected layers have 4096 neurons each. Max-pooling layers have size of 3x3 and stride of 2. The final layer is 1000-way Softmax. 
Training
For training we used stochastic gradient descent with a batch size of 128, momentum of 0.9 and weight decay of 0.0005. We started to train with learning rate of 0.01 for all layers, and then decreased it manually every time when the validation error rate stopped improving. Final learning rate was 0.0001. We trained our network for about 30 epochs. It is 3 times less than in (Krizhevsky et al., 2012), but we didn't have enough time to wait all 90 epochs. At the end we got 96 learned kernels of size 11x11x3 in the first layer as in Fig. 2 . 
Reducing Overfitting
Our network has many parameters, so without good regularization it suffers from overfitting. To avoid it we used several methods. First, we used standard data augmentation: we cropped random patches of size 224x224x3 from input images of size 256x256x3, and then randomly flipped some of them horizontally. This method is described by (Krizhevsky et al., 2012) . It helps to increase the size of training dataset. We used it in all our networks. Other methods are Dropout (Hinton et al., 2012) , DropConnect (Wan et al., 2013) and Improved Data Augmentation. In order to compare regularization abilities of these methods, we trained three neural networks in parallel. First, we trained for 25 epochs two networks: one with Dropout regularization and another one with DropConnect regularization (each on its own GPU). Then we took best of trained networks (Dropout-trained network), added Improved Data Augmentation and trained it for 5 more epochs on third GPU, while continuing training first two networks without Improved Data Augmentation.
Dropout
Introduced by (Hinton et al., 2012) , this method is now very popular. It consists of setting to zero the output of each hidden neuron in chosen layer with some probability (usually 50%), and is proven to be very effective in reducing overfitting. We trained one of our networks with Dropout on 6's and 7's fully-connected layers with probability of 50%.
DropConnect
Recently introduced by (Wan et al., 2013) , this method is very new. To our knowledge, it was used only on small datasets, and performed good, but not always better than Dropout. It consists of setting to zero not the outputs of neurons, but weights (See Fig. 3 ) in chosen layer with some probability (usually 50%). We decided to compare its performance on large dataset like ILSVRC2013 and trained second of our networks with DropConnect on 6's and 7's fully-connected layers with probability of 50%. 
Improved Data Augmentation
Instead of just cropping and randomly horizontally flipping patches, we decided to try more sophisticated data augmentation technique -random scaling and rotation. Sadly, we didn't get improvement from this technique -error rate only increased. We think that it is because our network is too small, and we need larger neural network to use this technique efficiently.
Results
After we trained three neural networks, we used them to classify validation and testing parts of the dataset. To get better results, we used multiview testing technique, proposed by (Krizhevsky et al., 2012) , which consists of averaging predictions of 10 patches for every classified image: 4 corner patches, central patch and their horizontal reflections. Also we averaged predictions of two our best networks. Our results are presented in Table 1 . Results on training set for networks with Dropout and DropConnect regularization are roughly the same (35% Top-1), and they were trained pretty identically (except of regularization method), so we think that difference in validation and test set performance shows us empirically that for ImageNet dataset Dropout is better regularization technique than DropConnect. Results of ILSVRC2013 competition are presented in Table 2 . 
Discussion
Our results show that Dropout regularization works better than DropConnect for ImageNet classification task. Also we discovered that our network was too small, and for getting better results we need to use larger network with better regularization techniques. We think that results can be improved by using new methods like DropPart (Tomczak, 2013) , standout (Ba and Frey, 2013) , maxout (Goodfellow et al., 2013) , Stochastic Pooling (Zeiler and Fergus, 2013b) , DLSVM (Tang, 2013) , Lp Units (Gulcehre et al., 2013) or channel-out (Wang and Jaja, 2013) and some data augmentation techniques.
