Abstract: Some convergent sequences of the lower bounds of the minimum eigenvalue for the Hadamard product of a nonsingular M -matrix B and the inverse of a nonsingular M -matrix A are given by using Brauer's theorem. It is proved that these sequences are monotone increasing, and numerical examples are given to show that these sequences could reach the true value of the minimum eigenvalue in some cases. These results in this paper improve some known results.
Introduction
For a positive integer n; N denotes the set f1; 2;
; ng, and R n n .C n n / denotes the set of all n n real (complex) matrices throughout. A matrix A D OEa ij 2 R n n is called a nonsingular M -matrix if a ij Ä 0; i; j 2 N; i ¤ j; A is nonsingular and Let A D OEa ij 2 R n n ; a i i ¤ 0. For i; j; k 2 N; j ¤ i; denote
Recently, some lower bounds for the minimum eigenvalue of the Hadamard product of an M -matrix and its inverse have been proposed. Let A D OEa ij 2 M n , it was proved in [5] that
Subsequently, Fiedler and Markham [4] gave a lower bound on .A ı A 1 /;
.A ı A 1 / 1 n ;
and conjectured that
Chen [6] , Song [7] and Yong [8] 
and they have obtained
i.e., under this condition, the bound of (2) is better than the one of (1).
In this paper, we present some convergent sequences of the lower bounds of .B ı A 1 / and .A ı A 1 /, which improve (2) . Numerical examples show that these sequences could reach the true value of .A ı A 1 / in some cases.
Some notations and lemmas
In this section, we first give the following notations, which will be useful in the following proofs. Let A D OEa ij 2 R n n ; a i i ¤ 0. For i; j; k 2 N; j ¤ i; t D 1; 2; : : : ; denote
n n is strictly row diagonally dominant, then, for all i; j 2 N; j ¤ i; t D 1; 2; : : : ;
Proof. Since A is a strictly row diagonally dominant matrix, that is, ja jj j > P k¤j ja j k j; j 2 N; obviously, The proof is completed.
Using the same technique as the proof of Lemma 2.2 in [11] , we can obtain the following lemma. 
Main results
In this section, we give several convergent sequences for .B ı A 1 / and .A ı A 1 /. 
Proof. It is evident that the result holds with equality for n D 1. We next assume that n 2. Since A 2 M n , there exists a positive diagonal matrix D such that D 1 AD is a strictly row diagonally dominant M -matrix, and
Therefore, for convenience and without loss of generality, we assume that A is a strictly row diagonally dominant matrix.
(a) First, we assume that A and B are irreducible matrices. Since A is irreducible, then 0 < p
Since is an eigenvalue of B ı A 1 , then 0 < < b i i˛i i . By Lemma 2.2 and Lemma 2.3, there is a pair .i; j / of positive integers with i ¤ j such that
From inequality (4), we have
Thus, (5) is equivalent to
(b) Now, assume that one of A and B is reducible. It is well known that a matrix in c n 1;n D c n1 D 1, the remaining c ij zero, then both A "C and B "C are irreducible nonsingular M -matrices for any chosen positive real number ", sufficiently small such that all the leading principal minors of both A "C and B "C are positive. Now we substitute A "C and B "C for A and B, in the previous case, and then letting " ! 0, the result follows by continuity. 
Remark 3.4. We give a simple comparison between (2) and (6 
